We study the weighted circuit constraint in the context of constraint programming. It appears as a substructure in many practical applications, particularly routing problems. We propose a domain filtering algorithm for the weighted circuit constraint that is based on the 1-tree relaxation of Held and Karp. In addition, we study domain filtering based on an additive bounding procedure that combines the 1-tree relaxation with the assignment problem relaxation. Experimental results on Traveling Salesman Problem instances demonstrate that our filtering algorithms can dramatically reduce the problem size. In particular, the search tree size and solving time can be reduced by several orders of magnitude, compared to existing constraint programming approaches. Moreover, for medium-size problem instances, our method is competitive with the state-of-the-art special-purpose TSP solver Concorde.
Introduction
Many practical industrial problems, most importantly routing problems, ask to find a circuit in a weighted graph, typically with additional properties. The most famous example is to find a circuit with minimum total weight, visiting all nodes of the graph exactly once, i.e., the well-known Traveling Salesman Problem (TSP) [2, 27] . Additional properties that are often imposed in practice are time windows in which the nodes must be visited, or precedence relations between the nodes.
For the symmetric Traveling Salesman Problem without side constraints, the most effective exact solution methods are based on integer linear programming technology [27] . The most notable example is the special-purpose TSP solver Concorde, that can solve pure symmetric Traveling Salesman Problems on 10,000 s or more of nodes in a reasonable time [2] . However, when side constraints are involved, Concorde can no longer be applied, and current exact methods in general cannot scale beyond, say, a few hundred nodes at best.
One competitive approach to solving such (routing) problems with several side constraints is constraint programming (CP), see for example [21, 36] . In a constraint programming model, different aspects of the problem can be expressed by so-called global constraints that capture the combinatorial structures forming the problem [46, 51] . For example, in the case of the Traveling Salesman Problem with Time Windows, one global constraint may capture the fact that we need to have a closed tour, while another global constraint may capture the time window information. Each such constraint has an associated domain filtering algorithm that removes domain values that are provably inconsistent with that constraint, and hence with the problem as a whole. A global view on the problem is established through constraint propagation, in which the updated variable domains are communicated from one constraint to the next, until a fixed point is reached [6] .
In constraint programming, specific syntax for expressing unweighted circuit constraints in a graph have been proposed already since the first CP systems were developed [4, 38] . Most current CP systems contain a constraint to model unweighted circuits, although the associated filtering algorithm may be quite different for each system. Weighted circuit constraints are less common in CP systems, as the weights and the circuit are typically handled separately. However, several filtering algorithms have been proposed in the literature that can be applied to the weighted circuit constraint, for example by Caseau and Laburthe [9] , Pesant et al. [41] , and Focacci et al. [20] (see Section 3 for more detailed information). Yet, no professional CP system currently offers any of these algorithms, and solving problems that contain weighted circuit constraints remains a challenge for constraint programming. One of the main motivations of our work is to expand the reach of constraint programming solvers to complex routing problems by proposing more effective filtering algorithms for the weighted circuit constraint.
The main contributions of this work are the following. First, we introduce a filtering algorithm for the weighted circuit constraint based on the well-known 1-tree relaxation by Held and Karp [28, 29] . Second, we utilize a 'set variable' representation of the constraint, allowing the application of different relaxationbased filtering methods on the same variables. In particular, we study an additive bounding procedure by coupling the 1-tree relaxation with the assignment problem relaxation. Third, we analyze the strengths of the different relaxations in terms of their respective filtering power by extensive computational results. Lastly, we experimentally show that our method currently provides the most competitive constraint programming approach for solving Traveling Salesman Problems.
The paper is structured as follows. In Section 2 we provide necessary definitions and basic methodological concepts. In Section 3 we provide an overview of related work. In Section 4 we introduce our representation of the weighted circuit constraint, and discuss the relationship with other existing representations. In Section 5 we present our filtering algorithms based on the 1-tree relaxation. In Section 6 we present the additive bounding procedure that can be applied to strengthen the filtering algorithm. The computational results are presented in Section 7. We present our main conclusions in Section 8.
Preliminaries
In this section we present definitions and methodology on which our methods are based. To make the paper as self-contained as possible we recall graph-theoretic definitions as well as a description of the 1-tree relaxation and the assignment problem relaxation.
Basic definitions
We first recall some basic definitions. Let G = (V, E, w) be an undirected weighted graph with node set V edge set E, and edge weights w : E → Q + . We let n = |V| and m = |E|.
A circuit in G is a sequence C = v 0 , e 1 , v 1 , . . . , e k , v k where k ≥ 0, such that When k equals |V|, C is called a Hamiltonian circuit. We define the weight of C as w(C) = k i=1 w(e i ). Given a nonnegative number K, the weighted Hamiltonian circuit problem asks to find a Hamiltonian circuit in G with weight at most K. The (symmetric) Traveling Salesman Problem, or TSP, asks to find a Hamiltonian circuit in G with minimum weight. In constraint programming, the weighted circuit constraint corresponds precisely to the weighted Hamiltonian circuit problem, being a feasibility problem instead of an optimization problem (we present a definition of the weighted circuit constraint in Section 4). We note, however, that the optimal solution of the TSP serves as a certificate to the feasibility of the weighted circuit constraint. Furthermore, optimal solutions to relaxations of the TSP are valid lower bounds for the weighted circuit constraint.
For directed graphs edges are ordered pairs, called arcs. We assume without loss of generality that an arc between two nodes occurs at most once. For a directed graph G = (V, A, w) on node set V, arc set A and arc weights w : A → Q + , the above definitions are generalized naturally to directed versions by replacing edge e i by arc a i . When the weight function w for a directed graph is not symmetric, the corresponding TSP is referred to as an asymmetric TSP.
Recall that for a graph G = (V, E), a spanning tree is a connected subgraph of G with |V| − 1 edges. For simplicity, we also identify a spanning tree with its set of edges.
Lastly, we fix the following notation. Let G = (V, E, w) be an undirected weighted graph. For an edge e ∈ E, we let G \ {e} denote the graph (V, E \ {e}, w). For a node i ∈ V, we let G \ {i} denote the graph (V \ {i}, E \ {(i, j) | j ∈ V}, w).
For S ⊂ V, we let δ(S) define the set of all edges (i, j) with i ∈ S and j ∈ V \ S. In particular, we let δ(i) represent all edges adjacent to node i ∈ V.
Linear model for the traveling salesman problem
The TSP can be modeled as an integer linear program by introducing a binary variable x e for all e ∈ E, representing whether edge e is included in the circuit or not [2] :
s.t.
Relaxations can be obtained by relaxing the degree constraints (2) or the subtour elimination constraints (3) that define the connectivity. Both relaxations will be discussed next.
1-tree relaxation
The 1-tree relaxation, introduced by Held and Karp [28, 29] , follows from relaxing the degree constraints (2) . Without loss of generality, we assume that the nodes V are labeled {1, 2, . . . , n}. A 1-tree is defined as a spanning tree on the subgraph induced by the set of nodes V \ {1}, together with two distinct edges incident to node 1. Note that the choice of node 1 is arbitrary, depending on the labeling of V. The degree of a node is the set of edges in the 1-tree incident to that node, and we denote it by deg(i) for i ∈ V. The 1-tree relaxation asks to find a 1-tree with minimum total edge weight. To see that a minimum 1-tree is a relaxation for the TSP, observe that every tour in the graph is a 1-tree, and if a minimum-weight 1-tree is a tour, it is an (optimal) solution to the TSP. Note that a 1-tree is a tour if and only if the degree of all nodes is two.
The 1-tree relaxation can be obtained by moving the degree constraints (2) for all nodes in V \ {1} into the objective with associated Lagrangean multipliers π 1 , π 2 , . . . , π n (where π 1 = 0), yielding the following model:
e∈δ (1) x e = 2 (6)
i, j∈S,i< j
The Langrangean multipliers π are also called node potentials. In this model, constraints (8) still define the subtour elimination constraints that together with constraints (6) and (7) define the 1-tree structure. An optimal 1-tree relaxation (i.e., with highest objective value) is found by optimizing over the π variables, for example through subgradient optimization. Although there exist various alternatives for doing this, in our implementation we closely follow the original combinatorial approach by Held and Karp [28, 29] . The iterative approach proposed by Held and Karp produces a sequence of 1-trees which increasingly resemble tours. We start by computing an initial minimum-weight 1-tree, by finding a minimum-spanning tree on G \ {1}, and adding the two edges with lowest cost incident to node 1. If the optimal 1-tree is a tour, we have found an optimal tour. Otherwise, the degree constraint (6) is violated for one or more nodes. In that case, we proceed by penalizing the degree of such nodes being different from two by perturbing the edge costs of the graph, via the node potentials π : For each edge (i, j) ∈ E, the new edge weightw(i, j) is defined asw(i, j) = w(i, j) − π i − π j . Held and Karp [28] show that the optimal TSP tour is invariant under these changes, but the optimal 1-tree is not. One choice for the node potentials is to define π i = (2 − deg(i)) · C, for a constant C (this constant may be updated at each iteration). The Held-Karp procedure re-iterates by solving the 1-tree problem and perturbing the edge costs until it reaches a fixed point or meets a stopping criterion. The best lower bound, i.e., the maximum among all choices of the node potentials, is known as the Held-Karp bound.
Example 1 Consider the undirected weighted graph G = (V, E, w) depicted in Fig. 1a, i.e., V = {1, 2, 3, 4, 5, 6}, E = {(1, 2), (1, 3) , (1, 6) , (2, 4) , (2, 5) , (3, 4) , (3, 5) , (4, 6) , (5, 6)}, and edge weights as indicated in the figure (next to each edge). A minimum 1-tree under the edge weights in a. is given in bold in Fig. 1b . Its objective value is 21. For each node i ∈ V we update the node potentials as π i = (2 − deg(i)) · C using C = 1.5. The node potentials are indicated in boxes next to the nodes. The corresponding updated edge weights are given in Fig. 1c , together with a new minimum 1-tree with objective value 24. Recall that a minimum spanning tree, and therefore a minimum 1-tree, can be computed in O(m + n log n) using Prim's algorithm, or in O(m log n) time using Kruskal's algorithm [11] . The best known time complexity for computing a minimum spanning tree is O(mα(m, n)), where α(m, n) is the inverse Ackermann function [10] .
Assignment problem relaxation
The assignment problem relaxation is obtained by relaxing the connectivity constraints (3) as well as the integrality constraints:
This formulation can be applied to symmetric TSPs. However, the assignment problem relaxation is particularly effective on asymmetric TSP instances (see, e.g., [7] ). For a directed weighted graph G = (V, A, w ) with asymmetric weight function w , the assignment problem relaxation can be formulated as:
i∈V,(i, j)∈A
Because the resulting constraint matrix is totally unimodular, this linear programming relaxation will provide an integer optimal solution, if a solution exists. In fact, it can be solved with an efficient combinatorial algorithm, the Hungarian method, which runs in O(n 3 ) time, and in O(n 2 ) time when applied incrementally [8, 37] .
Historical overview and related work
In the first constraint programming system Alice (from 1978), a constraint was introduced to express that a set of variables represent a circuit in a graph [38] . More specifically, to find a circuit covering a set of nodes V, one can define a bijection C : V → V representing this circuit as follows in Alice:
where the keywords BIJ and CIR represent 'bijection' and 'circuit', respectively. That is, for a sequence
After several years (in 1994), the constraint appeared in the more modern CP system CHIP, under the name circuit, as part of a general extension of the language to include global constraints [4] . Currently, most CP systems include a circuit constraint, or a similar constraint that is semantically equivalent. 1 Since these circuit constraints are not parametrized with edge weight information, the associated filtering algorithms are based on feasibility only [4, 23] . Furthermore, because a solution to the circuit constraint corresponds to a sequence of variables that take pairwise different values, most CP approaches apply the alldifferent constraint [44] in their model (see also Section 4).
We note that the weighted circuit constraint also appeared in the integer programming community, introduced as 'tour' in the system SCIL by Althaus et al. [1] . They use this constraint to automatically derive a corresponding integer linear programming model. Caseau and Laburthe [9] were the first to study cost based filtering algorithms for the weighted circuit constraint. They propose to apply an assignment-based relaxation as well as a spanning tree relaxation, although the main focus is on their assignment model. As a lower bound on the weight of the circuit, they sum the smallest assignments over all variables. They further apply a lazy alldifferent propagation, based on the pairwise not-equal constraints. Finally, a separate filtering algorithm is applied that forbids edges that would create a subtour, through a so-called nocycle constraint. More precisely, the filtering step of the nocycle constraint consists in finding a path of mandatory edges of length at most n − 1, and removing the edge between the two endpoints of the path. In other words, they study a decomposition of the weighted circuit constraint, where the cost based filtering is performed on an ad-hoc version of the weighted alldifferent constraint, being a weaker version of the assignment problem relaxation of Section 2.4. Caseau and Laburthe also implemented the Held-Karp scheme, that resulted in solving TSPs up to size 70 (i.e., st70 in 3,300 s), which takes the TSP structure into account explicitly. They report that the Lagrangean values had to be tuned for each individual instance, and that the approach was therefore not stable and robust enough for application in CP. The work we propose in this paper can be viewed as an extension and improvement of that approach.
The work of Pesant et al. [41] for TSPTW applies nocycle constraints to remove edges between two endpoints of a path. They further maintain two lower bounds; one is the 'greedy' lower bound by summing the edges with smallest weight incident to each node, similar to the assignment model of Caseau and Laburthe [9] . The other bound is based on the minimum spanning tree. These bounds are used to fathom suboptimal search nodes, but the relaxations are not applied for cost based domain filtering.
The work by Focacci et al. [19] [20] [21] [22] applies (reduced) cost based filtering to optimization constraints, with an application to TSPs. Their methodology allows to apply any (linear) relaxation for this purpose, and they apply the assignment problem relaxation as well as the minimum spanning arborescence relaxation for asymmetric TSPs. The application of the latter relaxation is closely related to our work. The main focus of this sequence of papers, however, is on the assignment problem as a relaxation for the weighted alldifferent constraint, which is then applied as a relaxation for the weighted circuit constraint in the context of TSPs. This approach is similar to Caseau and Laburthe [9] , but Focacci et al. [22] apply the stronger linear programming relaxation. The resulting approach, using the assignment problem relaxation, is particularly effective on asymmetric TSPs, see for example Focacci et al. [20] . Additional works following this line of research include those by Milano and van Hoeve [40] and Lodi et al. [39] .
The weighted circuit constraint belongs to the more general class of 'graph constraints', i.e., constraints that define certain properties on graphs. In particular, the unweighted tree constraint [5, 15] can be applied as a relaxation to the circuit constraint on directed graphs. Furthermore, the weighted spanning tree constraint is closely related to our work [13, 14, 45, 47] . As we will see in Section 5, we can extend several concepts from the weighted spanning tree constraint to handling the 1-tree relaxation for the weighted circuit constraint.
The TSP has been studied extensively in the Operations Research literature, including the 1-tree relaxation and the assignment problem relaxation; see [2, 27] for recent overviews. In particular, Grötschel and Holland [26] describe a procedure to solve large-scale symmetric TSPs, an important component of which is the pre-processing phase that removes provably sub-optimal edges based on the reduced costs stemming from the 1-tree relaxation, which is similar to our approach. Furthermore, whenever a new upper bound is found during the solving process, Grötschel and Holland apply standard variable fixing based on the reduced cost stemming from the linear programming relaxation to eliminate sub-optimal edges and fix edges that must appear in an optimal solution. Our edge filtering process is based on the same concept, although we identify the edges to be eliminated or fixed through combinatorial procedures (based on the 1-tree relaxation) rather than a general LP relaxation. Moreover, we embed these procedures inside a domain filtering algorithm and incrementally maintain the data structures throughout the search tree.
State-of-the-art integer programming based TSP solvers (such as Concorde) revolve around a linear programming relaxation of the TSP that contains many specialized cuts that have been developed for the TSP. In addition to subtour elimination constraints, such cuts include comb inequalities, cuts from blossoms, etcetera [2] . As a consequence, these methods must use a generic linear programming solver. During the solving process, the reduced costs associated with this entire linear programming formulation are applied rather than specific reduced costs stemming from, e.g., the 1-tree relaxation. Reasoning based on the reduced costs of the entire LP can be stronger than that of the 1-tree relaxation. We note that instead of removing inconsistent edges, the LP relaxation of Concorde is based on a subset of core edges through a column generation process; edges with negative reduced cost are eligible for inclusion in the LP relaxation. An important restriction, however, is that Concorde can only handle pure symmetric TSPs, as additional side constraints would typically violate the special TSP structure that is utilized in the cut generation algorithms and the upper bound heuristics. In contrast, our combinatorial filtering algorithm is embedded inside a global constraint, which can be naturally combined with additional constraints in a constraint programming system.
Representation of the weighted circuit constraint
In the CP literature, different variable representations have been proposed for the (weighted) circuit constraint, the most common of which are the 'successor' and the 'permutation' representation. We next discuss the consequences of these different representations, and then introduce our set variable representation.
We recall that the domain of a variable x, denoted by D(x), is a set of elements that can be assigned to x.
In the successor representation, a variable next i is introduced representing the node that is visited immediately after node i, for all i ∈ V. The initial variable domains can be set to D(next i ) = V \ {i}. Often the successor variables are combined with predecessor variables pred i representing the node that is visited immediately before node i. Thus, we have (next i = j) ⇔ (pred j = i). In the permutation representation, a variable pos j is introduced representing the j-th node that is visited (pos stands for position), for j = 1, 2, . . . , n. That is, pos 1 up to pos n represent the order in which the nodes are visited. The initial domains can be set to D(pos i ) = V.
Both the successor and permutation representation allow the use of alldifferent filtering algorithms [44] , because one necessary condition for both representations is that the variables take pairwise different values. For the successor representation, additional conditions can be used for filtering purposes, see for example Genç Kaya and Hooker [23] . We note that all CP approaches for the weighted circuit constraint described in Section 3 are based on the successor representation.
The choice of the representation influences the choice of the relaxation that can be applied onto the variables. Namely, for the successor representation (together with the alldifferent constraint) the degree constraints cannot be relaxed (i.e., the degree of each node is two), while for the permutation representation the connectivity requirement cannot be relaxed. Therefore, the applicability of a relaxation depends on the choice of variables. For example, the successor representation naturally accommodates the assignment problem relaxation.
We propose a representation that is based on a set variable X representing the edges that form the tour. 2 Using this representation, we can choose to relax either the degree constraints, or connectivity constraints, or both (sequentially). For the domain representation of X, we choose the 'cardinality + subset' definition [3, 25] . 3 That is, -we require that X has cardinality |V|, and -we maintain a lower and upper bound on the domain of X, where the lower bound L(X) represents all mandatory edges, and the upper bound U(X) all possible edges.
Initially, we can define
We also introduce a variable z representing the total weight of the eventual tour represented by X. In terms of our set variable X, the unweighted circuit constraint on a graph G = (V, E) is expressed as circuit(X, G), and it states that the edges in X define a Hamiltonian cycle on V in G. For the weighted version, we extend the definition of G with the edge weight function w as G = (V, E, w). The constraint weighted-circuit(X, z, G) states that the edges in X form a Hamiltonian cycle on the nodes V in G with weight at most z, i.e.,
During the search for a solution, the domains of X and z will change as a result of constraint propagation caused by constraints other than weighted-circuit. Therefore, given domains for X and z, domain filtering for weighted-circuit amounts to the following tasks:
(i) Identify edges in G that must be part of a solution and add these to the lower bound L(X) (the mandatory edges), (ii) Identify edges in G that cannot be part of a solution and remove these from the upper bound U(X) (the possible edges), (iii) Identify the minimum value that z can take and use this to increase its lower bound.
We also refer to edges that cannot be part of a solution as inconsistent edges. When a filtering algorithm removes all inconsistent edges from U(X) and adds all mandatory edges to L(X), it is said to establish bounds consistency on weighted-circuit [25] . Because finding even a single solution to the weighted-circuit constraint is already an NP-complete problem [35] , establishing bounds consistency is NPhard. Therefore, we will focus on developing effective, and computationally efficient, filtering algorithms for the weighted-circuit constraint that do not necessarily establish bounds consistency. Let us analyze the constraint weighted-circuit(X, z, G). First, observe that all edges in the graph can be part of a circuit that contains the mandatory edge of X, and moreover, no edge (other than the mandatory edge) appears in all circuits. Thus, based on feasibility alone, we cannot deduce any further information.
Taking into account the weights, however, we can identify that edge (1, 6) appears only in solutions with weight at least 27, while z allows solutions with weight at most 25. Therefore, we can remove edge (1, 6) from the upper bound of X. In fact, we can inspect the two feasible solutions 1) and 3) and identify that edges (1, 3) , (4, 6) , (5, 6) always appear in a solution. They can therefore be added to the lower bound (mandatory edges) of X. Finally, we can also increase the lower bound of z to 24; the minimum weight over all solutions.
Filtering for the weighted circuit constraint
As mentioned before, we propose filtering algorithms based on relaxations of weighted-circuit, where our primary focus will be on the 1-tree relaxation that was introduced by Held and Karp. Additionally, we apply combinatorial filtering based on connectivity requirements. The approach we take for identifying mandatory and possible edges is closely related to that of the weighted spanning tree constraint [14, 45, 47] . Namely, by definition a 1-tree on a graph G contains a spanning tree on the graph G \ {1}. We therefore adapt the concepts and algorithms that were developed for the minimum spanning tree to the graph G \ {1}.
Throughout this section, we let G = (V, E, w) be an undirected weighted graph. We let T(G) denote a minimum 1-tree of G. We let T e (G) denote a minimum 1-tree of G containing edge e ∈ E. For a subset of edges E ⊆ E, we let w(E ) denote e∈E w(e).
Removing edges based on marginal costs
The marginal cost of an edge e ∈ E with respect to T(G) is defined as w(e) = w(T e (G)) − w(T(G)). That is, it represents the marginal weight increase if e is forced into the minimum 1-tree. If T e (G) does not exist (for example because e forms a cycle with mandatory edges in G \ {1}), we define w(e) = ∞. We note that the term 'marginal cost' is commonly used in the context of sensitivity analysis for minimum spanning trees [12, 49, 50] . We will apply marginal costs to identifying inconsistent edges, based on the following lemma.
Lemma 1 Consider the constraint weighted-circuit(X, z, G) where G = (V, E, w), and let e ∈ E. If w(T(G)) + w(e) > max(D(z)), then e is inconsistent and can be removed from U(X). Proof An edge is inconsistent if w(T e (G)) > max(D(z), and w(T e (G)) = w(T(G)) + w(e) by definition.
Observe that Lemma 1 is invariant under the application of node potentials π to the edge weights of G, as discussed in Section 2. In particular, each 1-tree that is computed during the Held-Karp process can be used for filtering purposes. This allows, for example, to terminate the Held-Karp process once a certain time or quality criterion has been met, and safely apply the resulting relaxation. We remark that this property can be extended to more general Lagrangean-based filtering; see Sellmann [48] .
In order to apply Lemma 1 to filter inconsistent edges, we need to compute the marginal cost for each edge. Computing w(e) via T e (G) for each individual edge e ∈ E would take O(m 2 α(m, n)) time in the worst case, which is not practical. We next describe how we can compute the marginal cost for all edges in G \ {1} more efficiently, given a 1-tree.
Lemma 2 Let G = (V, E, w) be a weighted graph and let T(G) be a minimum 1-tree of G. Let e = (i, j) ∈ E such that e /
∈ T(G) and i, j = 1. Let P i, j be the unique i-j path in T(G) \ {1}. Then
Proof By definition, a minimum 1-tree consists of a minimum spanning tree M on G \ {1} and two smallest-weight edges incident to node 1. The edges e = (i, j) ∈ E such that i, j = 1 are precisely all edges in G \ {1}. Therefore, for all edges e = (i, j) ∈ E such that e / ∈ T(G) and i, j = 1, w(e) is equivalent to the marginal cost of e with respect to M. The result then follows from, e.g., [50] .
Finding the unique path P i, j can be achieved through a depth-first search on T(G) in O(n) time for an edge (i, j). This immediately yields an overall O(mn) time complexity for computing w(e) for all e ∈ E such that e / ∈ T(G), e / ∈ δ(1). We recall that very similar filtering has been applied to the weighted spanning tree constraint by [14, 45] . In particular, we can readily apply the algorithm of [45] and obtain an improved overall time complexity of O(n + m + n log n).
Lastly, the marginal cost for the edges that are incident to node 1 can be computed as follows. (V, E, w) be a weighted graph and let T(G) be a minimum 1 -tree of G. Let e ∈ δ (1) such that e / ∈ T(G). Then
Lemma 3 Let G =
Proof Computing w(e) via T e (G) can be done by adding max a∈E w(a) to w(e ) for all edges e ∈ δ(1), e = e and finding the minimum 1-tree in the modified graph. This 1-tree then includes edge e and argmin{w(a) | a ∈ δ(1), a ∈ T(G)} to be incident to node 1, effectively replacing argmax{w(a) | a ∈ δ(1), a ∈ T(G)} with e. Let us next compare our filtering based on marginal costs with the feasibility filtering of Caseau and Laburthe [9] and Pesant et al. [41] based on the nocycle constraint. Recall that the filtering step of the nocycle constraint consists in finding a path of mandatory edges of length at most n − 1, and removing the edge between the two endpoints of the path. Using our framework, that removed edge would have a marginal cost determined by the unique path in the tree, that is formed by mandatory edges only. In such case, the replacement cost is infinite, and hence the edge will be removed also in our framework. Therefore, our algorithm is stronger than the feasibility filtering of [9] and [41] based on the nocycle constraint. Figure 3 presents an illustration of the practical impact of our edge filtering based on marginal costs, applied to the complete graph st70 from TSPLIB. In Fig. 3a we show the graph after removing the filtered edges with respect to an upper bound of 700, while Fig. 3b shows the effect of edge filtering with respect to an upper bound of 675 (the length of the optimal tour, which was heuristically found).
Identifying mandatory edges
The replacement cost of an edge e ∈ T(G) is defined as w (e) = w(T(G \ {e})) − w(T(G)), where we define w(T(G \ {e})) = ∞ if G \ {e} is not connected. It represents the weight increase of the minimum 1-tree when a tree edge e is removed from a b Fig. 3 The filtered graph for st70 with respect to an upper bound of 700 (a) and 675 (b)
G, and hence must be replaced with a non-tree edge. We can apply replacement costs to identify which edges are mandatory, using the following immediate lemma.
Lemma 4 Consider the constraint weighted-circuit(X, z, G) where G = (V, E, w). Let T(G) be a minimum 1-tree of G and let e ∈ T(G). If w(T(G)) ≤ max(D(z)) and w(T(G)) + w (e) > max(D(z)), then e is mandatory and can be added to L(X).
Similar to the marginal costs for non-1-tree edges, we separate the computation of the replacement costs for 1-tree edges in G \ {1} and those in δ(1).
Lemma 5 Let G = (V, E, w) be a weighted graph and let T(G) be a minimum 1-tree of G. Let e ∈ T(G) \ {1}. Let T 1 and T 2 be the two sub-trees that form (T(G)
Proof Analogous to Lemma 2, w (e) is equivalent to the replacement cost of e in the minimum spanning tree of G \ {1}. The result then follows from, e.g., [50] .
Example 4 We continue Example 3. Consider edge (4, 6) with weight 4.5. Removing this edge from T(G) \ {1} yields two subtrees with respective node sets {2, 3, 4} and {5, 6}. We can minimally reconnect these sets through edge (2, 5) with weight 4.5. Therefore, the replacement cost of (4, 6) is w (4, 6) = 4.5 − 4.5 = 0 by Lemma 5, and we cannot conclude that this edge is mandatory.
Lemma 5 gives rise to the following algorithm for computing the replacement costs in G \ {1}. First, we order all non-1-tree edges by non-increasing weight. We then consider each of these edges in turn. Non-tree edge (i, j) forms a (unique) circuit with edges in T(G) \ {1}. The first edge that we consider (i.e., with smallest weight) serves as 'replacement edge' for all edges on the unique circuit. Similarly, the nontree edges that are considered subsequently will serve as replacement edge for all edges on their respective circuit that have not yet been assigned a replacement edge. As each circuit may be of length O(n), this algorithm has an O(mn) time complexity.
The theoretically best known time complexity for finding all edge replacement costs for minimum spanning trees is O (mα(m, n) ) [12, 50] , and we immediately inherit this time complexity for computing the replacement costs of the edges in T(G) \ {1}. In fact, these ideas have been applied before to identify mandatory edges for the weighted spanning tree constraint, by [14, 47] . In particular, we can apply the algorithm of [47] that achieves the time complexity of O(mα(m, n) ), in a manner that is practically suitable for constraint programming systems.
Lastly, the replacement cost for the edges that are incident to node 1 can be computed as follows, analogous to Lemma 3.
Lemma 6 Let G = (V, E, w) be a weighted graph and let T(G) be a minimum 1-tree of G. Let e ∈ δ(1) such that e ∈ T(G). Then w (e) = w(e) − min{w(a) | a ∈ δ(1), a /
∈ T(G)}.
Forcing edges based on degree constraints
We next discuss an additional filtering rule that follows from connectivity considerations, and can be applied at no extra cost during the computation of the 1-tree using Prim's algorithm. First, observe that the connectivity constraints (3) in the TSP model of Section 2 can alternatively be modeled as (see, e.g., [2] ):
A useful consequence of (17) is the following corollary.
Corollary 1 Consider the constraint weighted-circuit(X, z, G) where G = (V, E, w). Let S be a proper nonempty subset of V. If |δ(S)| = 2, then both edges in δ(S) are mandatory and can be added to L(X).
Recall that Prim's algorithm [42] computes the minimum spanning tree in G \ {1} in the following manner. Starting from any node v ∈ V, it first partitions V into disjoints subsets S = {v} andS = V \ {v} and creates an empty tree T. Then it iteratively adds to T the minimum edge (i, j) ∈ δ(S) such that i ∈ S, and moves j from S to S. We can apply Corollary 1 at each step during Prim's algorithm: Whenever we encounter a partition (S,S) such that δ(S) contains two edges, we can add these to the set of mandatory edges.
Example 5 We continue Example 3, that is, with edge (1, 6) removed from U(X).
Assume that Prim's algorithm starts with node 6, i.e., S = {6} andS = {2, 3, 4, 5}. We have δ(S) = {(4, 6), (5, 6)} with cardinality 2. Hence, by Corollary 1 both edges (4, 6) and (5, 6) are mandatory.
Handling asymmetric instances
In Section 4, we have made no assumption on G to be directed or not. The filtering algorithms presented in this section, however, were based on the assumption that G is undirected. In case G is a directed graph with asymmetric edge weights, there are two possibilities to filter the weighted-circuit constraint. The first is to apply a directed version of the 1-tree relaxation (referred to as 1-arborescence in Held and Karp [28] ), and adapt the filtering algorithms accordingly. The second possibility is to convert the asymmetric instance into a symmetric one [34] , to which we apply the techniques for the 1-tree relaxation. Our initial computational experiments showed that the 1-arborescence performs worse than the 1-tree relaxation on the transformed instance, both in terms of solution quality (lower bound) and algorithmic stability. Therefore, we adopted the second possibility in our implementation and experimental results.
We next describe the method of Jonker and Volgenant [34] for transforming an asymmetric instance into a symmetric one, as we will need these details in the following section on additive bounding. Let G = (V, A, w) be a directed weighted graph with node set V = {1, 2, . . . , n}, arc set A, and asymmetric weight function w. Let C be a n × n weight matrix defined such that for i,
∈ A and i = j, and C i, j = −M if i = j, where M is a very large number. In other words, C exactly represents the weight function w, except that its diagonal entries are −M. We also define the n × n matrix W as W i, j = ∞ for all i, j ∈ V.
The asymmetric instance is now transformed into a symmetric instance on a complete graph with 2n nodes and weight matrixC defined as
that is, the edge weight function on the symmetric instance returnsC i, j for an edge (i, j), where i, j ∈ {1, 2, . . . , 2n}.
Assuming that the original instance has a bounded solution, the optimal solutions of the new instance are bounded as well, and contain exactly n edges of weight −M. Solutions occur in pairs, and one pair takes the form
with i k ∈ V for k = 1, 2, . . . , n. These solutions occur in 1-to-1 correspondence with the optimal solutions to the original asymmetric instance: One can delete nodes with index greater than n from the solution, and add nM to its objective value to obtain the corresponding solution to the original problem.
Recall that sinceC is symmetric, we only need to represent one undirected edge for each pair (i, j) and ( j, i) ofG, with bounded weight. We choose to represent the lower diagonal edgesC, i.e., we let arc (i, j) ∈ A be represented by edge (i + n, j) in E.
Improved filtering through additive bounding
Fischetti and Toth [16] introduced an additive bounding procedure that combines different relaxations to obtain a valid lower bound for a given problem. More precisely, following the description of [16] , the additive bounding procedure takes as input a problem P of the form min cx
where x and c are, respectively, a column vector of variables and a cost row vector, both having n elements, and 
For example, a linear programming relaxation for P will produce in addition to a lower bound also a vector of reduced costs, that fit precisely the above definition of residual cost. The additive bounding procedure starts with applying relaxation L (1) to the original cost vector c. Then, for i = 2, . . . , r it will sequentially apply relaxation −1) ). Fischetti and Toth show that v (1) 
is a valid lower bound for P.
Additive bounding has been used in the context of constraint programming to obtain stronger domain filtering for specific problem structures, in particular discrepancy-based additive bounding [18, 39, 40] .
In our framework, using a set variable representation, we can easily integrate the 1-tree relaxation and the assignment problem relaxation using additive bounding. As these relaxations represent complementary structures of the weighted-circuit constraint, together they may yield a stronger additive bound. More precisely, we propose to use the marginal costs associated with the 1-tree relaxation to define residual costs for the assignment problem relaxation. For symmetric instances, the 1-tree and assignment problem are defined on the same graph, and we can immediately define the residual cost of an edge e as the marginal cost w(e) stemming from the 1-tree relaxation. For asymmetric instances, we take into account the transformation described in Section 5.4, as follows. Let G = (V, A, w) be the original directed graph, and letG = (Ṽ, E,w) be the undirected graph after applying the transformation. We first apply the 1-tree relaxation toG. We then apply the Assignment Problem relaxation to the original graph, where the residual cost of arc (i, j) ∈ A is made equal to the marginal cost of edge (i + n, j) in E.
Lastly, we show that:
Lemma 7 Marginal costs are valid residual costs for the additive bounding framework.
Proof By definition marginal costs are always positive, which proves condition (18) . In terms of our application, the second condition (19) is stated as
Before we prove this, for each edge e ∈ E we denote by e r the 'replacement edge' of e with respect to T(G). That is, from Lemma 2, for an edge e = (i, j) we have e r = argmax{w(a) | a ∈ P i, j } where P i, j is the unique i-j path in T(G) \ {1}. We will use this to rewrite w(T e (G)) as w(T(G)) + w(e) − w(e r ). Statement (20) can be derived as
where the last inequality follows from w(T(G)) − e∈E w(e r )x e ≤ 0 as w(T(G))
is the value of a minimum 1-tree.
Computational results
We next evaluate our proposed algorithms experimentally. Our main focus will be on assessing the impact of domain filtering, with respect to using only the bounds from the relaxations. We will measure this for the 1-tree relaxation, and compare it to the assignment problem relaxation and the combined additive bounding relaxation. As test problem domain, we use symmetric and asymmetric TSP instances. We use structured instances from TSPLIB as well as randomly generated instances. As we are interested here in the effect of filtering, we provide each method with the same upper bound that we obtained using the state-of-the-art Lin-Kernighan-Helsgaun algorithm [30, 31] .
Additionally, we compare our methodology to the TSP solver Concorde. The main reason for this is to analyze the respective strengths and weaknesses of our method and this dedicated solving method. In particular, we would like to validate how much slower our CP approach is with respect to this special-purpose TSP solver. Furthermore, we would like to measure the possible amount of overhead generated by the linear programing solver used in Concorde with respect to our, more lightweight, algorithms. A typical measure in this context is the number of search nodes that are generated per second, from which the average time spent per search node can be derived. Namely, if two approaches provide the same amount of total solving time for the weighted-circuit constraint alone, a CP solver would generally favor the approach that generates the most number of search nodes, to allow more effective interaction with other problem constraints through constraint propagation in more complex models.
Finally, we would like to compare our methodology to existing state-of-the-art CP technology. Unfortunately, none of the major CP solvers currently provides a filtering algorithm for the weighted-circuit constraint. We therefore selected IBM ILOG CP Optimizer, which is among the fastest CP solvers currently available, to compare our method with. We applied the following model (as suggested in the documentation of CP Optimizer), that combines the successor and the permutation representation. Let G = (V, E, w) be the weighted graph under consideration, with |V| = n. For each i ∈ V we introduce variables next i , and for each j ∈ {1, 2, . . . , n}, we introduce a variable pos j (as in Section 4). We then formulate the problem as ∀ j ∈ {2, . . . , n}
For symmetric problem instances, we break symmetry (reverse tours) by additionally introducing variables pred i for each i ∈ V, and introducing the constraints
Here, the inverse constraint in (22) represents the relationships (next i = j) ⇔ (pred j = i) for all pairs i, j (i = j), while constraint (23) forbids the reverse tours.
Since the default search of CP Optimizer did not perform well, we apply a depthfirst search to this model over the next variables, using minimum domain size as variable ordering heuristic, and the minimum distance value as value ordering heuristic. We use 'extended filtering' as inference level for the constraints. The comparison with this model will give insight in the additional strength that filtering algorithms for the weighted-circuit can provide to existing CP technology.
Implementation details
We have implemented all proposed algorithms in C++: The 1-tree relaxation, the assignment problem relaxation, the filtering algorithms, the additive bounding procedure, and a standard branch-and-bound search procedure. For our experiments, we have used two different branching schemes. The first is called 'binary branching': At each branch and bound node, choose the edge e with maximum replacement cost and create two children nodes, one where e is removed, and one with e forced into the solution. The second branching scheme is called 'tree branching': At each branch and bound node, we first sort the edges by non-increasing replacement cost. We create multiple children nodes as follows. In the first child node, the first edge (i.e., with maximum replacement cost) is removed. In the second child node, the first edge is forced and the second edge is removed. In the third child node, the first two edges are forced and the third is removed, and so on. The binary branching scheme is more effective on structured problem instances from TSPLIB, while the tree branching scheme is more suitable for randomly generated instances.
As stated before, the proposed filtering algorithms do not establish bounds consistency on the weighted-circuit constraint. Moreover the algorithms are not idempotent, which means that repeated application of the algorithms may filter (remove or force) more edges. Therefore, we investigated the effect of increasing the repeated application of our filtering algorithms until we reach a fixpoint. Table 1 summarizes an experimental evaluation on TSPLIB instances (we refer to [47] for more details). We report the average solving time and number of search tree nodes, as well as the average number of search nodes that is explored per second. Observe that filtering until the fixpoint can reduce the number of search nodes, but the computational overhead does not warrant the limited additional filtering of the fixpoint computation. In the experiments that follow, we therefore only apply the filtering algorithms once at each search node.
Our assignment problem implementation closely follows the approach of Focacci et al. [22] and Focacci et al. [19] . That is, we implemented the Hungarian method (a combinatorial algorithm for solving the assignment problem), and applied reduced cost based filtering. When we run our branch and bound procedure solely with the assignment problem relaxation, we apply the binary branching scheme.
The results with the Concorde solver [2] were obtained by using version Concorde-03.12.19 together with IBM ILOG CPLEX 12.2 as linear programming solver. We also report results for IBM ILOG CP Optimizer 12.2 (as part of the CPLEX 12.2 Optimization Studio). We used the Lin-Kernighan-Helsgaun algorithm, version LKH-2.0.5, to compute upper bounds to the traveling salesman problems. All experiments are performed using a 2.33 GHz Intel Xeon machine with 8 GB memory.
Symmetric traveling salesman problems
In our first set of experiments we randomly generated TSP instances on graphs with 50 to 550 nodes (with increments of 50). That is, for a given number of nodes n, we generate an n × n weight matrix where each upper-diagonal entry is a uniformrandomly generated integer between 1 and 1,000, corresponding to the 'class A' type problems described in [17] . For each number of nodes, we generated 30 instances. Each of these instances was solved by (1) our branch-and-bound solver using the 1-tree relaxation but no filtering, (2) our branch-and-bound solver using the 1-tree relaxation and filtering, and (3) the solver Concorde. Our branch-and-bound solver uses the tree branching scheme as search strategy, and was run with a time limit of 1,800 s.
In Fig. 4 we present a log-log scatter plot that compares the impact of our filtering algorithms to the branch-and-bound search, in terms of search tree nodes (a) and solving time (b). We note that whenever a method reaches the time limit for an instance, we report this as 10 4 in Fig. 4a for visualization purposes (10 4 was the maximum number of search nodes reported for an instance). That is, for such instances, the actual number of search nodes explored within 1,800 s may be much lower. Figure 4a clearly illustrates the impact of filtering, in that the number of search tree nodes can consistently be dramatically reduced. This is also reflected in the running time, and an interesting observation from Fig. 4b is that the relative performance of the filtering algorithms increases for larger instances. We attribute this to the fact that our filtering algorithms not only reduce the search tree size, but also impact the running times of these algorithms. Most importantly, the computation of a 1-tree takes much less time on a filtered graph.
In Table 2 we report these result on these same instances in an aggregated way, by averaging instances of the same size. For each method (1-tree no filtering, 1-tree with filtering, and Concorde), and each problem size, we report the fraction of instances solved to optimality, the average solving time (by taking 1,800 s for instances that reach the time limit this number serves as a lower bound), and the average number of nodes per second processed in the branch-and-bound search. When using only the 1-tree relaxation, we can handle instances up to 250 nodes. When we add our filtering algorithms, we can handle almost all instances up to 550 nodes. Naturally, the dedicated solver Concorde can also handle all these problems easily. However, Table 2 presents two interesting observations. First, for small to medium sized problems (up to around 150 nodes), the 1-tree relaxation with filtering is competitive to Concorde, and sometimes even faster. Second, the number of nodes processed per second is much larger for the 1-tree relaxation with filtering than for Concorde. This indicates that our light-weight filtering algorithms can be much more attractive to embed in a generic CP solver than the heavier linear programming relaxation that is used in Concorde. 1-tree with filtering 1-tree no filtering n=50 n=100 n=150 n=200 n=250 n=300 n=350 n=400 n=450 n=500 n=550 b a Fig. 4 Comparing the 1-tree relaxation with and without filtering on randomly generated symmetric TSP instances, in terms of number of search tree nodes (a) and solving time in seconds (b). The solving time limit was set to 1,800 s. Each data point in these figures corresponds to an instance Table 2 Comparing the 1-tree relaxation with and without filtering, and with Concorde, on the same randomly generated symmetric TSP instances as were used in Fig. 4 Size For each method and size class, we report the fraction of instances solved, average solving time, and average number of search nodes processed per second. All reported times are in seconds; the solving time limit was set to 1,800 s
We next report results on a selection of TSPLIB instances with less than 300 nodes, that could be optimally solved within the time limit by one of our branch-and-bound algorithms. The results are reported in Table 3 , that shows for each method (IBM ILOG CP Optimizer, 1-tree no filtering, 1-tree with filtering, and Concorde) the best found solution, the number of search nodes, and the solving time in seconds. For these instances, our branch-and-bound solver uses the binary branching scheme as search strategy. All methods were run with a time limit of 1,800 s. The upper bound is given to each method without a witness, and happens to correspond to the optimal value for all reported instances. Hence, the task for each method is to find the optimal tour, and prove its optimality. Our branch and bound methods, however, also keep track of the best tour found during search (for example during the computation of a 1-tree). In some cases, the value of this best tour may exceed the given upper bound, but we still report it as 'best tour' in the table.
The first observation from Table 3 is that the weighted-circuit constraint with only the 1-tree relaxation already greatly outperforms the standard CP model. The performance of the weighted-circuit is further improved when the filtering algorithms are also active. A second observation is that for small to medium-sized problems (including all TSPLIB instances up to eil76), our method is competitive to Concorde. This again indicates that our filtering algorithms are relatively powerful already. Moreover, these results are particularly relevant because in most practical vehicle routing problems, the tours are of small to medium size.
Lastly, we mention that previous CP-based methods for TSPLIB instances did not scale beyond small sized instances: The hybrid method of Focacci et al. [21] , using the assignment problem relaxation, can solve instance gr48, while an extension of that method presented in [40] (using discrepancy-based subproblem generation) can solve instance brazil58. The largest TSPLIB instance solved so far by a CP method was st70, by employing a 1-tree relaxation [9] . Our filtering algorithms for weighted-circuit thus improve on the state of the art in CP methods for solving TSP instances, and show that filtering based on the 1-tree relaxation can be performed in a stable and robust enough manner. The instances are ordered by non-decreasing size (indicated by the number in each instance name). For each instance, we report the upper bound (UB) computed with the Lin-Kernighan-Helsgaun heuristic. For each method, we report the best solution found, the number of search tree nodes, and the solving time in seconds. The solving time limit was set to 1,800 s 1-tree with filtering 1-tree no filtering n=50 n=100 n=150 n=200 n=250 n=300 n=350 n=400 n=450
1-tree with filtering 1-tree no filtering n=50 n=100 n=150 n=200 n=250 n=300 n=350 n=400 n=450 b a Fig. 5 Comparing the 1-tree relaxation with and without filtering on randomly generated asymmetric TSP instances, in terms of number of search tree nodes (a) and solving time in seconds (b). The solving time limit was set to 1,800 s. Each data point in these figures corresponds to an instance
Asymmetric traveling salesman problems
We next present results on asymmetric TSP instances. All our algorithms presented in this section apply the binary branching scheme. We first validate the performance of our 1-tree filtering algorithm on random asymmetric problem instances, similar to the random symmetric instances above (that is, using 'type A' instances from [17] ). The results are presented in Fig. 5 , which follows the same format as Fig. 4 . Based on these figures, we observe that the relative performance of our 1-tree filtering algorithms is similar for symmetric and asymmetric instances.
We also compare the three different relaxations (1-tree, assignment problem, and the additive bound) on these randomly generated instances. We remark that the assignment problem relaxation is typically more effective on asymmetric instances than on symmetric ones [17] , which makes these instances particularly appropriate as a benchmark set. The results are reported in Table 4 , which follows the same format as Table 2 . These results indicate that generally the assignment problem relaxation Table 4 Comparing the 1-tree relaxation (1-tree), the assignment problem relaxation (AP), and the additive bounding relaxation (1-tree + AP), on randomly generated asymmetric TSP instances size 1-tree with filtering AP with filtering 1-tree + AP with filtering For each method and size class, we report the fraction of instances solved, average solving time, and average number of search nodes processed per second. All reported times are in seconds; the solving time limit was set to 1,800 s The instances are ordered by non-decreasing size (indicated by the number in each instance name).
For each instance, we report the upper bound (UB) computed with the Lin-Kernighan-Helsgaun heuristic. For each method, we report the best solution found, the number of search tree nodes, and the solving time in seconds. The solving time limit was set to 1,800 s performs very well on problem instances of this type, which confirms the findings of Focacci et al. [22] . We also observe that the additive bounding procedure can improve the 1-tree relaxation, although the improvements are not dramatic. We next consider asymmetric problem instances from TSPLIP. We first compare the 1-tree relaxation, with and without filtering, to IBM ILOG CP Optimizer in Table 6 Comparing propagation based on the 1-tree relaxation (1-tree), the Assignment Problem relaxation (AP), and the additive bounding relaxation (1-tree + AP), on asymmetric instances from TSPLIB For each instance, we report the upper bound (UB) computed with the Lin-Kernighan-Helsgaun heuristic. For each solving method, we report the best solution found, the number of search tree nodes, and the solving time in seconds. The solving time limit was set to 1,800 s Table 5 , which follows the same format as Table 3 . Again, we observe that adding only the bound from the 1-tree relaxation already greatly improves the standard CP model, while our filtering methods (1-tree with filtering) make it possible to solve these problems more efficiently. Lastly, we compare the three different relaxations (1-tree, assignment problem, and the additive bound) on these instances. The results are reported in Table 6 , which again follows the same format as Table 3 . Somewhat to our surprise, the assignment problem relaxation (AP with filtering) did not perform as well as the 1-tree relaxation on these instances (1-tree with filtering). However, when the assignment problem is coupled with the 1-tree relaxation to produce the additive bound, several instances can be solved much faster. In particular, with the additive bounding relaxation the solving time for instance ftv70 is almost halved with respect to the 1-tree relaxation.
Conclusion
We have presented new propagation methods for handling the weighted-circuit constraint based on the 1-tree relaxation. We proposed to define the weighted-circuit constraint using a set variable that represents the mandatory and possible edges that can be taken in a solution. This representation naturally allows to apply and combine different relaxations, and we have in particular described an additive bounding procedure that combines the 1-tree relaxation with the assignment problem relaxation in the context of domain filtering for the weighted-circuit constraint.
We have implemented our filtering algorithms and evaluated their performance on Traveling Salesman Problems (TSPs). Our experimental results have demonstrated that domain filtering based on the 1-tree relaxation can indeed be very effective, and outperforms existing CP technology on the considered problem set. In particular, our approach allows to scale up the best known CP-based technology from small-sized (up to around 50 cities) to medium-sized problems instances (up to around 150 cities) for symmetric TSPs.
