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As the first step to extend our understanding of higher-derivative theories, within the framework
of analytic mechanics of point particles, we construct a ghost-free theory involving third-order
time derivatives in Lagrangian. While eliminating linear momentum terms in the Hamiltonian is
necessary and sufficient to kill the ghosts associated with higher derivatives for Lagrangian with at
most second-order derivatives, we find that this is necessary but not sufficient for the Lagrangian
with higher than second-order derivatives. We clarify a set of ghost-free conditions under which we
show that the Hamiltonian is bounded, and that equations of motion are reducible into a second-
order system.
Introduction — In the last decade we have under-
gone a great progress of understanding ghost-free theo-
ries involving at most second-order time derivatives in
Lagrangian [1]. The construction of higher-derivative
theories requires special care to eliminate Ostrogradsky
ghosts [2]. While the Ostrogradsky theorem considers
only ghost degrees of freedom (DOFs) associated with
the highest-order derivatives, one needs to remove all the
ghost DOFs associated with higher-order derivatives [3].
All the proposed theories contain at most second-order
time derivatives in their Lagrangian, for which all the Os-
trogradsky ghosts can be evaded in a systematic way by
imposing degeneracy condition of Lagrangian [4, 5] (see
also Ref. [6]). The degeneracy condition applies for con-
struction of various types of models [7–12]. In the picture
of the Hamiltonian formulation, the Ostrogradsky ghosts
manifest themselves in the Hamiltonian as terms linear
in the canonical momenta. Eliminating linear momen-
tum terms by means of primary/secondary constraints
has been thought to be a principle to remove the ghosts
associated with the higher derivative terms, which actu-
ally works for the Lagrangian containing up to second-
order derivatives.
In this paper, we perform the Dirac analysis for a class
of theories beyond the second-order time derivatives, and
demonstrate how to obtain ghost-free theory involving
third-order time derivatives in Lagrangian. Contrary to
the case with at most the second-derivatives in the La-
grangian, we explicitly confirm that elimination of the
linear terms in momenta is necessary but not sufficient
any more to kill the ghosts for the Lagrangian contain-
ing up to third-order derivatives and that ghosts are still
hidden in the canonical coordinates corresponding to the
higher time-derivatives. Thus, in addition to the con-
straints used to remove the linear terms in momenta,
further constraints are required to obtain the Lagrangian
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which is completely free from the ghosts associated with
higher-order derivatives. We explicitly provide a set of
conditions, under which we confirm that the Hamiltonian
is bounded, and that equations of motion are reducible
into a second-order system.
Quadratic Model — We consider a quadratic La-
grangian involving at most third-order time derivatives.
Lagrangian solely consisting of quadratic terms in the
dynamical variables, regardless of whether it contains
higher derivative terms or not, is always enlightening and
gives us a lot of insights [13].
We consider the quadratic model defined by
L =
anm
2
...
ψ
n...
ψ
m
+
bnm
2
ψ¨nψ¨m +
cnm
2
ψ˙nψ˙m
+
dnm
2
ψnψm + enm
...
ψ
n
ψ¨m + fnmψ¨
nψ˙m
+
Aij
2
q˙iq˙j +
Bij
2
qiqj + Cij q˙
iqj + αni
...
ψ
n
q˙i, (1)
where qi = qi(t), ψn = ψn(t), and m, n = 1, · · · ,N , and
i, j = 1, · · · , I. We assume that anm, bnm, cnm, dnm,
Aij , Bij are symmetric and enm, fnm, Cij are antisym-
metric without loss of generality, and all the coefficients
are nonzero constant for simplicity [14]. We also assume
that there is no degeneracy in the qi-sector, detAij 6= 0,
and denote its inverse matrix by Aij . One may note that
the coupling between ψn-system and qi-system is gov-
erned by αni term. As is explicitly shown in Refs. [4, 5], a
coupling between systems with different orders of deriva-
tives leads to a nontrivial degeneracy structure of the ki-
netic matrix, based on which various degenerate higher-
order theories have been constructed [7–12]. Below we
shall see αni play a crucial role.
Linear Momentum Terms —To define conjugate mo-
menta in the standard manner for the Hamiltonian anal-
ysis, we rewrite the Lagrangian (1) by introducing aux-
iliary variables Rn, Qn and Lagrange multipliers ξn, λn
2as
Leq = L(Q˙,Q,R, ψ, q˙, q) + ξn(ψ˙
n −Rn) + λn(R˙
n −Qn).
(2)
The conjugate momenta for (Qn, Rn, ψn, qi, λn, ξn) are
then respectively given by
PQn = anmQ˙
m + αniq˙
i + enmQ
m, PRn = λn, piψn = ξn,
pi = αniQ˙
n +Aij q˙
j + Cijq
j , ρλn = 0, ρξn = 0. (3)
The last four equations yield 4N primary constraints
Φn ≡ PRn − λn ≈ 0, ΦN+n ≡ piψn − ξn ≈ 0,
Φ¯n ≡ ρλn ≈ 0, Φ¯N+n ≡ ρξn ≈ 0. (4)
Let us first assume that
det(anm − αniA
ijαmj) 6= 0, (5)
which implies that Q˙n and q˙i can be solved as a func-
tion of (PQn , pi, Q
n, qi). In this case, (4) exhausts all
the primary constraints and the Hamiltonian is given by
H = H0 + PRnQ
n + piψnR
n, where H0 is directly con-
structed from L and, importantly, contains neither PRn
nor piψn .
From our understanding of theories involving at most
second time derivatives in Lagrangian, ghost DOFs asso-
ciated with higher derivatives always manifest themselves
as terms linear in conjugate momenta in the Hamiltonian,
and lead to the Hamiltonian neither bounded from below
nor above. In the case of L(φ¨a, φ˙a, φa; q˙i, qi) considered
in Ref. [5], if we assume nondegeneracy corresponding to
(5), the Hamiltonian depends linearly on the momentum
conjugate to φa.
Since we allow the third time derivatives in the La-
grangian (1), the Hamiltonian H has two linear momen-
tum terms for PRn and piψn conjugate to ψ˙
n and ψn,
respectively. This exhibits the fact that the third deriva-
tives introduce additional ghost DOFs, and it is natural
to expect that a longer chain of the constraint algorithm
should be required to remove all the ghost DOFs. The
linear dependences on momenta need to be removed by
relating them to other variables by constraints.
If we assume (5), there is no more primary constraint
other than (4). The evolution of the canonical variables
is generated by the total Hamiltonian HT = H+µαΦα+
µ¯αΦ¯α, where α = 1, · · · , 2N and µα, µ¯α are Lagrange
multipliers. It can be easily verified that µα, µ¯α are fixed
by consistency conditions of the primary constraints (4)
and Dirac algorithm terminates here without any sec-
ondary constraints. Since the primary constraints do not
relate PRn nor piψn with other variables in H0, H is nei-
ther bounded from below nor above and suffers from the
Ostrogradsky ghosts. This is a natural consequence of
the Ostrogradsky theorem.
Eliminating Linear Momentum Terms — A way
out to evade the Ostrogradsky ghosts is to violate (5).
We require all the eigenvalues of the matrix anm −
αniA
ijαmj are vanishing because otherwise there remain
ghost DOFs corresponding to nonvanishing eigenvalues.
Thus, we impose
anm − αniA
ijαmj = 0, (6)
which we call the first degeneracy condition (DC1).
When the Lagrangian satisfies DC1, the first two equa-
tion of (3) yield additional N primary constraints
Ψn ≡ PQn − enmQ
m −Aijαnj p˜i ≈ 0, (7)
where p˜i ≡ pi−Cikq
k, with which H0 simplifies as H0 =
1
2A
ij p˜ip˜j −
1
2bnmQ
nQm − 12cnmR
nRm − 12dnmψ
nψm −
fnmQ
nRm− 12Bijq
iqj , and the total Hamiltonian is mod-
ified as HT = H + µαΦα + µ¯αΦ¯α + νnΨn. However note
that we still need further constraints as (7) constrains nei-
ther PRn nor piψn . The consistency conditions Φ˙α ≈ 0,
˙¯Φα ≈ 0 respectively fix µ¯α, µα, whereas Ψ˙n ≈ 0 yields
{Ψn, H}+ νm{Ψn,Ψm} ≈ 0. (8)
If det{Ψn,Ψm} 6= 0, νm is uniquely fixed and the Dirac
algorithm terminates here, and the Hamiltonian is left
with the linear momentum terms. Therefore, the avoid-
ance of the Ostrogradsky theorem by imposing DC1 is
not sufficient to eliminate all the ghost DOFs. Such a
case was first pointed out in [3] for general Lagrangian in-
volving arbitrary higher-order derivatives. The reason is
that the Ostrogradsky theorem only considers the ghost
DOFs associated with the highest derivatives. In the
present case, the linear terms in PRn and piψn in the
Hamiltonian are ghosts associated with non-highest but
higher-order derivatives.
To eliminate the ghost DOFs, we require that the con-
sistency conditions (8) do not determine νn. In parallel
to the DC1, we impose DC2 as
{Ψn,Ψm} = −2[enm + αni(A
−1CA−1)
ij
αmj ] = 0, (9)
with which (8) yields the secondary constraints as
0 ≈ Υn ≡ −{Ψn, H} = PRn − bnmQ
m − fnmR
m
− 2αni(C¯A
−1)
ij
p˜j + αniB¯
i
jq
j , (10)
where B¯ ≡ A−1B and C¯ ≡ A−1C. These constraints fix
PRn in terms of other variables and eliminate the ghosts
associated with the linear terms in PRn in H .
This is parallel to the case of L(φ¨a, φ˙a, φa; q˙i, qi) con-
sidered in Ref. [5], where the linear dependencies on the
momenta conjugate to φa are removed by the secondary
constraints that arise by DC2. In that case all the linear
dependencies are removed and the program of removing
the ghosts is achieved with DC1 and DC2.
In the present case, DC1 and DC2 are not sufficient as
there still remain the linear terms on piψn . In order to
eliminate them, consistent time evolution for Υn ≈ 0,
{Υn, H}+ νm{Υn,Ψm} ≈ 0, (11)
3must yield tertiary constraints otherwise the Dirac algo-
rithm terminates here. We thus impose DC3 as
{Υn,Ψm} = −bnm−αni[(4C¯
2+ B¯)A−1]ijαmj = 0, (12)
with which (11) yields the tertiary constraints
0 ≈ Λn ≡ −{Υn, H} = piψn + 2fnmQ
m − cnmR
m
+ 2αni(C¯B¯)
i
jq
j − αni[(4C¯
2 + B¯)A−1]ij p˜j , (13)
which fix piψn in terms of other variables. Here, note that
{p˜i, p˜j} = −2Cij . Thus, all the terms linear in PRn and
piψn in H are fixed by imposing DC1 – DC3, and it is
natural to expect that we completed the reduction of the
theory (2) to a healthy one.
Hidden Ghosts — Now we encounter a highly non-
trivial situation that never happens in theories involving
at most second-order time derivatives in the Lagrangian:
the above expectation is not the case and the Hamilto-
nian still contains ghost DOFs. To see this explicitly,
let us suppose that the consistent time evolution of the
tertiary constraints (13)
{Λn, H}+ νm{Λn,Ψm} ≈ 0, (14)
would just fix the Lagrange multipliers νn and we would
finish the Dirac algorithm. Note that the variables
(Qn, Rn, ψn, qi, pi) remain unconstrained. Even though
we fixed all the terms linear in momenta in the Hamil-
tonian, since Qn = ψ¨n is not constrained, we expect this
system still have ghost DOFs. Indeed, by plugging (10),
(12), (13) into H , we can erase PRn , bnm, piψn and arrive
at
H =
1
2
Aij p¯ip¯j −
1
2
Bij q¯
iq¯j +
1
2
cnmR
nRm −
1
2
dnmψ
nψm
+ αni[(4C¯
2 + B¯)A−1]ij p¯jR
n − 2αni(C¯B¯)
i
j q¯
jRn
− 2[fnm + 4αni(C¯
3A−1)
ij
αmj ]Q
mRn, (15)
where p¯i ≡ p˜i + 2αnkC¯kiQ
n and q¯i ≡ qi + αnkAkiQn.
Remarkably, all the quadratic terms in Qn have been
absorbed in those of p¯i and q¯
i, and Qn appears in (15)
only linearly, making H unbounded.
The important lesson here is that, beyond second-order
derivatives, ghost DOFs associated with higher deriva-
tives do not precisely correspond to the linear dependen-
cies on momenta in the Hamiltonian. Eliminating the lin-
ear momentum terms by the constraints is always neces-
sary condition to kill the Ostrogradsky ghosts, but is not
sufficient condition for Lagrangians containing higher-
than-second-order derivatives. In the latter case, after
the linear momentum terms are eliminated, the ghosts
still lurk in the Hamiltonian in a very nontrivial manner.
For the present model, we could prove the existence of
the hidden ghosts in (15) explicitly.
Eliminating Hidden Ghosts — To tame the terms
linear in Qn in (15), impose DC4 as
{Λn,Ψm} = 2(fnm − αniM
ijαmj) = 0. (16)
where M ≡ (4C¯3 + B¯C¯ + C¯B¯)A−1. We then obtain the
quaternary constraints from (14) as
0 ≈ Ωn ≡ −{Λn, H} = cnmQ
m − dnmψ
m
− 2αniM
ij p˜j + αni(4C¯
2B¯ + B¯2)
i
jq
j , (17)
which, assuming det cnm 6= 0, fix Q
n in terms of other
variables, and hence the Hamiltonian (15) is bounded.
Unconstrained variables are now (Rn, ψn, qi, pi), and
there are no longer unconstrained variables correspond-
ing to higher derivatives.
While in general the consistency evolution of the
quaternary constraints (17) could generate further con-
straints, such constraints inevitably kill the healthy
DOFs. Since our purpose is to kill only the ghost DOFs
associated with higher derivatives, we require that the
Dirac algorithm terminates here by imposing detZnm 6=
0, where Znm ≡ {Ωn,Ψm} = cnm − αniN ijαmj with
N ≡ 4C¯M + (4B¯C¯2 + B¯2)A−1. Since the matrix cnm
has nothing to do with (αni, A,B,C), the requirement
detZnm 6= 0 can be met in general. In this case νn is
determined by
νn = Z
nm(dmm′ ψ˙
m′−αmiN
ij p˜j+2αmiM
ijBjkq
k). (18)
Number of DOFs — The Dirac matrix is given by
Φβ Φ¯β Ψm Ωm Υm Λm
Φα 0 −1 ∗ ∗ ∗ ∗
Φ¯α 1 0 0 0 0 0
Ψn ∗ 0 0 −Zmn 0 0
Ωn ∗ 0 Znm ∗ ∗ ∗
Υn ∗ 0 0 ∗ 0 Zmn
Λn ∗ 0 0 ∗ −Znm ∗
(19)
where the matrix elements marked by ∗ are irrelevant
to the determinant of the Dirac matrix, and we have
used the identities {Υn,Υm} = 0 and {Υn,Λm} = Zmn,
which can be shown by plugging Υn ≡ {H,Ψn}, Jacobi
identity, DC3 (12), and DC4 (16). Now it is clear that
the determinant of the Dirac matrix is given by (detZ)4,
which is nonvanishing. Thus, all the 8N constraints are
second class. The number of DOFs is then given by
(10N + 2I − 8N )/2 = N + I, which precisely coincides
with the number of variables.
In summary, the above Hamiltonian analysis demon-
strates that fixing the linear dependencies on momenta
(PRn , piψn) is not sufficient and the Dirac algorithm must
continue until (PQn , Q
m) are fixed. They are fixed by the
constraints that arise by imposing DC1 – DC4. Conse-
quently, we obtain the Lagrangian with unconstrained
variables (Rn, ψn, qi, pi), the bounded Hamiltonian, and
the healthy number of DOFs. As expected, the nonzero
coupling αni play a crucial role. If αni = 0 and hence
ψn-system and qi-system are decoupled, DC1 – DC4 are
nothing but requiring coefficients for higher-derivative
terms are identically vanishing. It is thus precisely the
4nonzero coupling that leads to a nontrivial degeneracy
structure of the theory.
Hamiltonian Equations—From the number of DOFs,
we naively expect that the Hamilton equations for the
unconstrained variables (Rn, ψn, qi, pi) can be reduced
to a closed set of second-order differential equations for
ψn and qi. Below we show that this is indeed the case.
The Hamilton equations are given by
R˙n = Qn, ψ˙n = Rn, q˙i = Aij(p˜j − νnαnj), (20)
˙˜pi = Bij(q
j + αnkA
kjQn) + 2αnj(C¯B¯)
j
iR
n. (21)
By using (17), (18), the third equation of (20) to the
right-hand side of the first equation of (20), we obtain
ψ¨n = (lower derivatives). (22)
Likewise, from (21) we obtain
Ji
jAjk q¨
k = (lower derivatives), (23)
where Ji
j ≡ δij − αnicnmαmkNkj . Since Ajk is regular
by definition, if det J 6= 0, we can multiply an inverse
matrix to express q¨i in terms of lower derivatives. Indeed,
through proof by contradiction, we can show det J 6= 0
as follows. If we assume detJ = 0, then there exists a
nonzero vector V i that is mapped to a null vector by the
operation of Ji
j , i.e. V iJi
j = 0, from which we obtain 0 =
V iJi
jαnj = V
iαm′ic
m′mZmn, where we used an identity
Ji
jαnj = αm′ic
m′mZmn. Clearly, it contradicts with the
regularity of cmm
′
Zm′n by det cnm 6= 0 and detZnm 6= 0,
and hence detJ 6= 0 holds. Thus, from (23) we obtain
q¨i = (lower derivatives). (24)
Here we completed the reduction of the original Hamil-
ton equations to a closed set of second-order differential
equations (22) and (24). It is also worthwhile to note
that the condition detZnm 6= 0 for the termination of
the Dirac algorithm precisely terminates the reduction
of the equations of motion.
Euler-Lagrange Equations — Now, it is intriguing
to investigate Euler-Lagrange (EL) equations when the
phase space is reduced as shown in the Hamiltonian anal-
ysis. To this end, we go back to the original Lagrangian
(1). While the EL equations for ψn and qi a priori con-
tain up to sixth-order time derivatives, below we show
that they can be reduced to the second-order system ex-
pressed by (22) and (24) so long as the four DCs, (6),
(9), (12), (16), as well as the condition detZnm 6= 0 are
imposed.
First we rewrite the EL equation for qi as
q¨i = Aij(−αnjψ
n(4) − 2Cjk q˙
k +Bjkq
k). (25)
Plugging it into the EL equation for ψn, we note that the
coefficients for ψn(6), ψn(5), ψn(4) vanish as they precisely
match the DC1 (6), DC2 (9), DC3 (12). By erasing fnm
by plugging DC4 (16), we obtain
cnmψ¨
m − dnmψ
m + αni(4C¯
2B¯ + B¯2)
i
jq
j
= 2αni(MA)
i
j(q˙
j +Ajkαmk
...
ψ
m
). (26)
While (25) and (26) still contain ψn(4) and
...
ψ
n
, they can
be removed as follows. Taking a time derivative of (26),
we can use (25) to the right-hand side and obtain
cnm
...
ψ
m
− dnmψ˙
m + αni(NA)
i
j q˙
j − 2αni(MB)
i
jq
j = 0.
(27)
Since the matrix cnm is assumed to be regular, (27)
enables us to express
...
ψ
n
in terms of at most first
derivatives. We can then replace
...
ψ
m
in (26) to ob-
tain (22). Taking a time derivative of (27), and plug-
ging (22) to erase ψ¨n, we obtain an equation ψn(4) =
−cnmαmi(NA)ij q¨
j+(lower derivatives). Plugging this
equation to (25), we obtain (23). As detJ 6= 0 holds
by virtue of det cnm 6= 0 and detZnm 6= 0, we obtain
(24).
Reduction of Higher-Derivative Degenerate La-
grangian to an Equivalent Lower-Derivative Non-
degenerate Lagrangian — Finally, we can show that
under DC1 – DC4 the Lagrangian (1) is equivalent to
a Lagrangian involving at most first order derivatives.
Indeed, using DC1 – DC4 and a redefinition of variable
ri = qi + αnkA
kiψ¨n + 2αnk(C¯A
−1)kiψ˙n, one can imme-
diately see that the Lagrangian (1) is reduced to a La-
grangian written up to the first-order derivative of ψn
and ri.
One might think that it is possible to generalize this
result to any degenerate Lagrangian that contains higher
derivatives but has only healthy DOFs. Below we show
that if all the constraints are second class this conjec-
ture is true, namely, there always exist new variables de-
fined by the transformation from the original ones such
that the new Lagrangian in terms of the new variables
is nondegenerate, contains at most the first-order time
derivatives, and still describes the dynamics defined by
the original Lagrangian.
Let us consider a degenerate Lagrangian with higher
derivatives that contains only healthy DOFs. In the
language of the Hamiltonian analysis, this amounts to
the presence of the constraints by which the Ostrograd-
sky modes are eliminated. Let us write the degenerate
Lagrangian with higher derivatives as L(qi, q˙i, q¨i, · · · ),
where · · · represents higher-order time derivatives of qi.
Without loss of generality, by means of Lagrange multi-
pliers, we can rewrite this Lagrangian into new one that
contains at most first-order time derivatives as L(q˜I , ˙˜qI).
In order to move to the Hamiltonian formalism, we in-
troduce the conjugate momenta p˜I by the standard def-
inition. By our assumption that this Hamiltonian is
free from the Ostrogradsky ghosts, there are a chain of
primary and secondary (and possibly more) constraints
ΦA(q˜
I , p˜I) ≈ 0. We assume all the constraints are second
5class. Then, according to Ref. [15], it is always possi-
ble to perform a canonical transformation such that the
new canonical variables are decomposed into two sets
(Qa, Pa) and (Q˜
m, P˜m), and the constraints are repre-
sented as Q˜m ≈ 0, P˜m ≈ 0. Thus, time evolution of
the unconstrained variables (Qa, Pa) is governed by the
HamiltonianH(Qa, Pa) that contains only unconstrained
variables. In other words, trajectory in the phase space
is confined to the subspace spanned by (Qa, Pa) and
is governed by the Hamiltonian equation Q˙a = ∂H
∂Pa
,
P˙a = −
∂H
∂Qa
as if no constraints were imposed in the
system. Now, since (Qa, Pa) are unconstrained variables,
it is possible to solve the first equation above for Pa as
Pa = Pa(Q
b, Q˙b). Then, using this relation, we can con-
struct the corresponding Lagrangian in the standard way
as L′(Qa, Q˙a) = PaQ˙
a −H(Qa, Pa). This Lagrangian is
nondegenerate and contains up to first-order time deriva-
tives of Qa.
Finally, even if a theory contains first-class constraints,
the above result applies if by gauge fixing the theory
can be transformed to the one with only second-class
constraints.
Conclusion and Discussion — It has been shown in
the previous works [3–5] that the condition for the ab-
sence of Ostrogradsky ghosts for theories with second-
order derivatives is to eliminate linear dependence of
canonical momenta in the Hamiltonian by imposing a cer-
tain set of ghost-free conditions. In this paper, we found
that eliminating linear dependence of canonical momenta
in the Hamiltonian is not sufficient for theories with
higher-than-second-order derivatives, and that canonical
coordinates corresponding to the higher time-derivatives
also need to be removed appropriately. We stress that
this feature shows up only in theories with higher-than-
second order time derivatives in the Lagrangian. We
have constructed an illuminating example of ghost-free
higher-order theories by imposing a certain degenerate
conditions, under which we showed that the Hamiltonian
equations and EL equations are reducible to a second-
order system. Furthermore, we showed that for general
degenerate theory with higher derivatives but possess-
ing only healthy DOFs, if all the constraints are second
class, it is always possible to define new variables such
that the new Lagrangian in terms of the new variables
is nondegenerate, contains at most the first-order time
derivatives, and still describes the dynamics defined by
the original Lagrangian.
Throughout the present paper, we restricted ourselves
to the quadratic model involving at most third-order
derivatives as it is the minimal system beyond La-
grangian involving at most second-order derivatives ex-
hibiting the crucial difference. However, we emphasize
that the resultant criteria of ghost-free theory are quite
reasonable and its physical meaning is very clear. In the
forthcoming paper [16], we will generalize the present
analysis to more general system beyond quadratic model
including not only a generic action with up to third or-
der derivatives but also that with arbitrary higher deriva-
tives. It would be also interesting to employ the proposed
model to construct the corresponding field theory and to
investigate its phenomenology.
Acknowledgments — This work was supported in
part by JSPS KEKENHI Grant Numbers, JP17H06359
(H.M.), JP25287054 (M.Y.), JP26610062 (M.Y.).
JP17H06359 (T.S.), JP15H05888 (T.S. & M.Y.), and
JP15K17632 (T.S.).
[1] A lot of theories of modified gravity have been proposed
and extensively studied. The development of scalar-
tensor theories involving second-order derivatives stems
from the DGP model [17–19] in the context of extra di-
mensions, the Horndeski theory [20] has been rediscov-
ered in the context of generalized Galileon [21–23], and
theories beyond Horndeski [24–26] as well as the multi-
field extension of Horndeski [27–35] have also been con-
sidered. The dRGT massive gravity [36, 37] has resolved
the long-standing ghost issue in massive gravity. The
vector-tensor theory has also been developed as a gen-
eralized Proca theory [38–40]. These theories have pro-
vided rich phenomenology and application to gravity as
a test of modification of gravity at the strong field regime
as well as to cosmology as intriguing models of inflation,
dark energy, and dark matter, as derivative couplings
provide nontrivial dynamics.
[2] M. Ostrogradsky, Mem. Acad. St. Petersbourg 6, 385
(1850).
[3] H. Motohashi and T. Suyama,
Phys. Rev. D91, 085009 (2015),
arXiv:1411.3721 [physics.class-ph].
[4] D. Langlois and K. Noui, JCAP 1602, 034 (2016),
arXiv:1510.06930 [gr-qc].
[5] H. Motohashi, K. Noui, T. Suyama, M. Yam-
aguchi, and D. Langlois, JCAP 1607, 033 (2016),
arXiv:1603.09355 [hep-th].
[6] R. Klein and D. Roest, JHEP 07, 130 (2016),
arXiv:1604.01719 [hep-th].
[7] M. Crisostomi, K. Koyama, and G. Tasinato,
JCAP 1604, 044 (2016), arXiv:1602.03119 [hep-th].
[8] R. Kimura, A. Naruko, and D. Yoshida,
JCAP 1701, 002 (2017), arXiv:1608.07066 [gr-qc].
[9] J. Ben Achour, M. Crisostomi, K. Koyama, D. Lan-
glois, K. Noui, and G. Tasinato, JHEP 12, 100 (2016),
arXiv:1608.08135 [hep-th].
[10] M. Crisostomi, R. Klein, and D. Roest,
JHEP 06, 124 (2017), arXiv:1703.01623 [hep-th].
[11] M. Crisostomi, K. Noui, C. Charmousis, and
D. Langlois, Phys. Rev. D97, 044034 (2018),
arXiv:1710.04531 [hep-th].
[12] R. Kimura, Y. Sakakihara, and M. Ya-
maguchi, Phys. Rev. D96, 044015 (2017),
arXiv:1704.02717 [hep-th].
6[13] As we will see below, the simple quadratic model we will
consider already exhibits a highly nontrivial structure of
the constraints in the Hamiltonian analysis which does
not exist in the degenerate Lagrangian containing up to
the second-order derivatives. In this sense, the follow-
ing quadratic model possesses all the essential ingredients
necessary to construct more general Lagrangians that are
free of the Ostrogradsky ghosts and forms a benchmark
of the subsequent analysis for more general Lagrangians,
which will be presented in the full paper [16].
[14] Of course, the Lagrangian (1) is not the most general
quadratic Lagrangian. For instance, one could include
ψ¨nq˙i. It is also possible to add other variables that appear
in Lagrangian up to their second derivatives. However,
since the nontrivial structure of the Hamiltonian analysis
is already sharply visible in this simple setup, we focus
on the model (1).
[15] T. Maskawa and H. Nakajima,
Prog. Theor. Phys. 56, 1295 (1976).
[16] H. Motohashi, T. Suyama, and M. Yamaguchi, (2018),
arXiv:1804.07990 [hep-th].
[17] G. R. Dvali, G. Gabadadze, and
M. Porrati, Phys. Lett. B484, 112 (2000),
arXiv:hep-th/0002190 [hep-th].
[18] G. R. Dvali, G. Gabadadze, and
M. Porrati, Phys. Lett. B485, 208 (2000),
arXiv:hep-th/0005016 [hep-th].
[19] G. R. Dvali and G. Gabadadze,
Phys. Rev. D63, 065007 (2001),
arXiv:hep-th/0008054 [hep-th].
[20] G. W. Horndeski, Int. J. Theor. Phys. 10, 363 (1974).
[21] A. Nicolis, R. Rattazzi, and
E. Trincherini, Phys. Rev. D79, 064036 (2009),
arXiv:0811.2197 [hep-th].
[22] C. Deffayet, X. Gao, D. A. Steer, and
G. Zahariade, Phys. Rev. D84, 064039 (2011),
arXiv:1103.3260 [hep-th].
[23] T. Kobayashi, M. Yamaguchi, and
J. Yokoyama, Prog. Theor. Phys. 126, 511 (2011),
arXiv:1105.5723 [hep-th].
[24] M. Zumalacarregui and J. Garcia-
Bellido, Phys. Rev. D89, 064046 (2014),
arXiv:1308.4685 [gr-qc].
[25] J. Gleyzes, D. Langlois, F. Piazza, and
F. Vernizzi, Phys. Rev. Lett. 114, 211101 (2015),
arXiv:1404.6495 [hep-th].
[26] J. Gleyzes, D. Langlois, F. Piazza, and F. Vernizzi,
JCAP 1502, 018 (2015), arXiv:1408.1952 [astro-ph.CO].
[27] C. Deffayet, S. Deser, and G. Esposito-
Farese, Phys. Rev. D82, 061501 (2010),
arXiv:1007.5278 [gr-qc].
[28] A. Padilla, P. M. Saffin, and S.-Y. Zhou,
JHEP 12, 031 (2010), arXiv:1007.5424 [hep-th].
[29] A. Padilla, P. M. Saffin, and S.-
Y. Zhou, Phys. Rev. D83, 045009 (2011),
arXiv:1008.0745 [hep-th].
[30] A. Padilla, P. M. Saffin, and S.-Y. Zhou,
JHEP 01, 099 (2011), arXiv:1008.3312 [hep-th].
[31] M. Trodden and K. Hinterbichler,
Class. Quant. Grav. 28, 204003 (2011),
arXiv:1104.2088 [hep-th].
[32] A. Padilla and V. Sivanesan, JHEP 04, 032 (2013),
arXiv:1210.4026 [gr-qc].
[33] T. Kobayashi, N. Tanahashi, and M. Ya-
maguchi, Phys. Rev. D88, 083504 (2013),
arXiv:1308.4798 [hep-th].
[34] S. Ohashi, N. Tanahashi, T. Kobayashi, and M. Yam-
aguchi, JHEP 07, 008 (2015), arXiv:1505.06029 [gr-qc].
[35] E. Allys, Phys. Rev. D95, 064051 (2017),
arXiv:1612.01972 [hep-th].
[36] C. de Rham and G. Gabadadze,
Phys. Rev. D82, 044020 (2010),
arXiv:1007.0443 [hep-th].
[37] C. de Rham, G. Gabadadze, and A. J.
Tolley, Phys. Rev. Lett. 106, 231101 (2011),
arXiv:1011.1232 [hep-th].
[38] G. Tasinato, JHEP 04, 067 (2014),
arXiv:1402.6450 [hep-th].
[39] L. Heisenberg, JCAP 1405, 015 (2014),
arXiv:1402.7026 [hep-th].
[40] J. Beltran Jimenez and L. Heisen-
berg, Phys. Lett. B757, 405 (2016),
arXiv:1602.03410 [hep-th].
