We study censored quantile regression with covariates measured with errors. We propose a composite quantile objective function based on inverse censoringprobability weighting, and an averaging estimator to improve estimation efficiency. Our procedure can eliminate the bias in the naive estimator that is obtained by treating mismeasured covariates as error-free. Using a combination of martingale and quantile regression techniques, we show that the proposed estimators for the regression coefficients are consistent and asymptotically normal. We conducted simulation studies to examine the finite-sample properties of the new method, and demonstrated efficiency gain of the averaging estimator over the single quantile regression estimator. For illustration, we applied our model to a lung cancer study.
Introduction
Linear regression models have been extensively studied for randomly censored survival data. In particular, the accelerated failure time (AFT) model is intuitively attractive and easily interpretable. It directly formulates a linear model between the logarithm of the failure time and covariates X,
where the model error has a zero mean. Semiparametric estimation of model (1.1) is typically based on least squares or rank methods; see Prentice (1978) , Buckley and James (1979) , Ritov (1990) , Tsiatis (1990) , Wei, Ying, and Lin (1990) , Lai and Ying (1991) , and Jin et al. (2003) , among others. The estimating functions are discrete and potentially have multiple roots, and furthermore, the variances are typically estimated using resampling methods due to their dependence on the density function of . When covariate X is subject to measurement errors, naively considering the mismeasured covariate to be error-free would cause estimation bias. In classical linear measurement error models, the attenuation effect of the likelihood-based estimator is known due to measurement errors. We consider the measurement error in the form W = X + U, where W is the observed surrogate, X is the true unobserved covariate, and U is the measurement error. A common practice is to assume that both the model error and the measurement error U are normal, and to specify either a ratio between the variances of , and U, or the variance for one of the two errors. These specifications are needed for model identifiability and carrying out estimation via mean regression techniques, such as the total least-squares method. However, it is obvious that such an assumption is quite restrictive and would lead to bias if normality does not hold. For example, in the data set considered in Section 6, the normality assumption of the measurement error is not empirically supported by a Kolmogorov-Smirnov test, hence a less restrictive assumption on the error distribution is needed. See also Carroll et al. (2006) on various measurement error models and their effects on inference.
In contrast to the mean-based linear models, quantile regression serves as a robust alternative when the median or any other quantile of the model error is assumed to be zero (Koenker and Bassett (1978) ). In quantile regression, model parameters are often estimated by solving quantile-based estimating equations through linear programming or interior point methods (Koenker (2005) ), and the corresponding variances are typically estimated by resampling algorithms. For the fixed censoring case that is related to the Tobit model in economics, see the work of Powell (1984) , Buchinsky and Hahn (1998) , Fitzenberger (1997) , and Khan and Powell (2001) , among others. Recently, there has also been a growing interest in the application of quantile regression to randomly censored failure time data (Ying, Jung, and Wei (1995) ; Lindgren (1997) ; Yang (1999) ; Koenker and Geling (2001) ; Bang and Tsiatis (2002) ; Chernozhukov and Hong (2002) ; Portnoy (2003) ; and Peng and Huang (2008) , among others).
In practice, one may be interested in an overall covariate effect for a certain range of quantiles instead of each specific quantile. A composite quantile regression model assumes that there exist common covariate effects in a range of quantiles such that the quantile levels only differ in terms of the intercept. From a more general regression perspective, composite quantile regression seeks to model a set of parallel regression curves, and thus it can be viewed as a compromise between a set of quantile regression curves with different intercepts and slopes and a single summary regression curve. In the measurement error model that we consider, composite quantile regression does not require extra assumptions, as the independence between the distribution for the model error and covariates already guarantees parallel regression curves. Intuitively, the composite quantile regression should provide estimation efficiency gain over a single quantile regression, see also Zou and Yuan (2008) . In light of these considerations, we derive our estimator in the composite quantile regression framework, while noting that if only one quantile is concerned, the proposed method degenerates to traditional single quantile regression.
Very limited research has been carried out with measurement error problems in the context of quantile regression, mainly due to its difficult nature. An early attempt by Brown (1982) examined a median regression model and described the difficulty of parameter estimation. He and Liang (2000) proposed an innovative root-n consistent estimator in the context of linear and partially linear models using a quantile regression approach. Recently, Wei and Carroll (2009) studied a general quantile regression model with measurement errors, a substantial advance in this area. In this paper, we study the issue of covariate measurement errors in quantile regression with randomly censored data. We propose an inverse weighting estimation method and give its asymptotic properties. The derivation of the asymptotics requires techniques in martingale theory and in the treatment of quantile regression, which is highly nontrivial. Moreover, we propose a computing algorithm for composite quantile regression through an averaging estimation approach. The quantile averaging estimator is naturally motivated, numerically stable, and easy to implement. There exist several general approaches in measurement error models that could also be implemented in the quantile regression context, such as simulation extrapolation and regression calibration (Carroll et al. (2006) ). However, both are approximate methods and do not produce consistent estimates in the quantile regression context.
Estimation
For i = 1, . . . , n, let T i be the failure time for the ith subject and C i be the censoring time. We observe Y i = min(T i , C i ) and the censoring time indicator ∆ i = I(T i ≤ C i ), where I(·) is the indicator function. Let X i be the corresponding unobservable p-dimensional vector of bounded covariates. Instead, we observe the surrogate W i and write W i = X i + U i , where U i is the measurement error. We assume that the observed data (W i , Y i , ∆ i ) are independent and identically distributed (i.i.d.) . Under this setup, the censored quantile regression model subject to measurement errors has the form
1)
where we assume
according to a spherically symmetric distribution and independent of X i . In particular, for any orthogonal matrix D, D( , U T ) T has the same distribution as ( , U T ) T . A spherically symmetric distribution accommodates the commonly used multivariate normal and multivariate t distributions as special cases, hence is a more relaxed assumption than the usual normal error assumption. A further extension would allow M( , U T ) T to be spherically symmetric for some fixed matrix M. However, and U are usually independent, and the effect of M on U can be equivalently captured through a reparametrization (see Appendix); for ease of exposition, we focus on the case in which M is the identity matrix.
If no censoring occurs and the true covariates X i are observed, then at a preselected τ th quantile, the main parameters (α τ , β) in the quantile regression model can be estimated through
where the usual "check function"
Under random censorship, we let G(·) be the survival function for the censoring time C i , andĜ(·) be the corresponding Kaplan-Meier estimator based on
. . , n}. Taking into account both the censoring and the measurement error in W, we propose minimizing the inverse censoring-probability weighted objective function
with respect to (α τ , β). In contrast to the usual quantile regression models, β in (2.3) does not depend on τ , i.e., the slopes are the same regardless of the quantile level. If we denote the minimizer of Ψ n (α τ , β) by (α τ ,β), thenα τ is a consistent estimator of α τ = α + q τ √ 1 + |β| 2 , andβ is that of β, where q τ is the unique solution to E {ρ τ ( i − q)} = 0, i.e., q τ is the τ th quantile of . For such inverse probability weighting techniques, see Robins and Rotnitzky (1992) , Robins (1996) , and Bang and Tsiatis (2000) . The measurement error correction factor √ 1 + |β| 2 is widely used in linear models with additive errors. The main intuition is the following. In the usual regression, one minimizes the vertical
where d stands for a suitable distance measure and s.d. is the standard deviation, because only the vertical Y direction has errors. However, in the measurement error situation, errors also occur along the horizontal X direction, hence a distance containing both vertical and horizontal components should be favored. In fact, the minimization of the same standardized distance with X replaced by W automatically corrects for this. If we denote the variance of as σ 2 and the variance-covariance matrix of U as Σ U , we have
which is proportional to (Y −α−β T W)/ √ 1 + |β| 2 under the spherical symmetry assumption. This correction is first seen in Lindley (1947) for the L 2 distance and in He and Liang (2000) for the L 1 distance.
If there is no particular reason to favor any specific value of τ , we can use a set of different quantile levels simultaneously to estimate (α τ , β). Let Q represent the set of quantiles under consideration, Q = {τ 1 , . . . , τ k }, τ 1 < . . . < τ k . Under composite quantile regression, we estimate (α, β) by minimizing 
We include a quantile specific weight ω τ to allow for weighing each regression quantile differently. In practice, a convenient choice of ω τ is simply to use equal weights. More sophisticated weighting strategies may use weights proportional to the effective sample size, weights inversely proportional to the trace of the variance-covariance matrix of each quantile regression estimation, or weights that minimize the overall estimation variance. These more complex weighting schemes require iterative implementation of the quantile regression procedure, and typically induce numerical difficulties.
Asymptotic Properties
We use the notation
With L as the study duration, we define a filtration F(u) to be the set of σ-algebras generated by σ{I(
We take the counting process for the censoring time to be
, and let λ c (u) be the hazard function for the censoring distribution. With the mar-
is the left continuous version of the Kaplan-Meier estimator for the survival function of the censoring times, andŜ(u) is the Kaplan-Meier estimator for the survival function S(u) = Pr(T ≥ u). We state the consistency and asymptotic convergence properties of (α,β) in two theorems.
Theorem 1.
Assume that the covariates X belong to a finite set and, for any τ ∈ Q, E {ρ τ ( − q)} = 0 has a unique solution q τ . Assume the minimizer of (2.4), (α,β), belongs to a compact set. Then as n → ∞, (α,β) converges strongly to (α, β).
The proof is briefly outlined in the Appendix. Let f denote the density of , and suppose E( 2 ) < ∞.
Theorem 2. Under the conditions of Theorem
The explicit forms of A and B 1 are given in the Appendix. We can approximate A and B 1 by using the empirical sample averages evaluated at the parameter estimates,
Note that s i (α, β) contains T i , thus we have
We can thus approximate B 2 by using
whereF(s, u) is the empirical estimate of F evaluated at (α,β),
However, the final asymptotic variance does not simplify, and it does not exhibit a clear separation between α and β. If some covariates in the regression model, say Z, are precisely measured, we then need to modify the objective function to
The minimizer (α,β,γ) of (3.2) is consistent, and similar arguments can be applied to derive its large-sample properties. If there exists a validation set of size n 1 where the true covariates, say (X 1 , . . . , X n 1 ) are observed, then the objective function is modified to
.
Averaging Estimation
In the median regression with τ = 1/2, q τ = 0, we can directly obtain consistent estimators for both α and β. However, for τ other than 1/2, althougĥ α τ is a consistent estimate of α τ , it has a bias of q τ √ 1 + |β| 2 as an estimator of α. To correct for the bias, a simple procedure is to also include 1 − τ in Q, and then average the resulting estimators to obtainα = (α τ +α 1−τ )/2, since q τ + q 1−τ = 0 for spherically symmetric distributions.
The composite quantile regression model (2.4) explicitly uses a set of quantile values and constructs the objective function by summing the individual quantile regression models. Intuitively, it may yield a more efficient estimator than, say, the usual median regression. However, when several quantiles are modeled simultaneously in (2.4), more unknown parameters are introduced in α. Minimizing a single objective function involving many unknown parameters typically imposes numerical difficulties and thus the efficiency gain is often not observed in practice. Furthermore, when the bootstrap method is used to estimate the variance, the result might be unstable under the composite model (2.4). Thus, we propose to first take into consideration different regression quantiles separately, and then combine the parameter estimates by an averaging estimation approach. That is, we carry out a single quantile regression for each chosen quantile τ ∈ Q and average the resulting parameter estimates. This algorithm is straightforward and inherits the model averaging estimation flavor (for example, Hoeting et al. (1999); Yang (2003) ).
The intuition behind the averaging estimation can be explained as follows. When carrying out a τ th quantile regression, our focus is the covariate effect on the τ th quantile of the survival time. The observations close to the τ th quantile are more relevant, because a small shift in the quantile value, say from τ to τ * , would result in dramatic changes in the contributions of the nearby data to the objective function; the data lying between the τ th and τ * th quantiles would flip their signs in the estimation function. However, such a quantile shift would not have much influence on other observations, because their ranks stay the same and their specific values are not essential. Thus when several quantile levels are modeled simultaneously, observations contribute to the estimation differently according to the fitted quantiles, and the information in the data can be used more effectively when the parameter estimates are combined across these quantiles. For a better understanding, we compare median and mean regression. Median regression is directly affected by the observations close to the regression line, while it is less sensitive to observations that are far away; mean regression depends equally on all the data, and even a single outlier pulls the regression curve away. As a tradeoff, mean regression typically yields a more efficient estimator than a median regression. Based on a collection of quantiles, we allow several different clusters of data around preselected regression quantiles to play a more important role in the estimation, hence provide a better use of the data and produce a more efficient estimator for the common slope. It can be viewed as a middle-ground estimator between median and mean regression.
Simulation
We conducted simulation studies to examine the performance of the proposed estimator in quantile regression. We generated data from model (2.1) with two true covariates X 1 and X 2 , where X 1 and X 2 were simulated from uniform distributions on [0, 1] and [0, 2], respectively. We set the true parameter values to be α = −1.5, β 1 = 0.5, and β 2 = 0.5. The common distribution of the model error and the measurement errors (U 1 , U 2 ) was normal with a zero mean and a standard deviation of 0.2. We took the observed mismeasured covariates W 1 = X 1 + U 1 and W 2 = X 2 + U 2 . The censoring time was generated from a mixture of a point mass at infinity and an exponential distribution with mean 1/3. By adjusting the mixing percentage, we could achieve a censoring level that was either light (20 ∼ 25%) or heavy (35 ∼ 40%). For each data realization, we carried out the median regression by taking τ = 1/2. We estimated the variance of the estimator using the bootstrap method with 1,000 bootstrap samples. The asymptotic approximation of the variance given in Theorem 2 typically requires a very large sample size to exhibit its relevance due to its dependence on the hazard of , while the bootstrap performs well for sample sizes of practical use. In fact, the bootstrap often outperforms asymptotic approximation in variance estimation, and this is typical in the quantile regression framework. We conducted 1,000 simulations for different sample sizes, n = 100, 200, and 300.
The simulation results, presented in Table 1 , show that the parameter estimates were approximately unbiased, and that the biases decreased as the sample size increased. The variance estimates using the bootstrap method were reasonably close to the empirical variances, and the variance increased as the censoring increased. The corresponding coverage probabilities of the 95% confidence intervals were close to the nominal level. We also implemented two naive estimators where the measurement error was completely ignored in one and the censoring was completely ignored in the other. Thus, in one estimator, we treated W as X, and disregarded the √ 1 + |β| 2 term from the denominator of the check function. In the other estimator, we ignoredĜ(·) in the objective function. As shown in the lower panels of Table 1 , both naive estimators were biased. When ignoring measurement errors, as the sample size increased, the bootstrap estimated standard error decreased while the bias stayed approximately the same, and thus the 95% coverage probability deteriorated. When ignoring the censoring, the bias was more visible when the censoring rate was relatively high. The bias in the latter estimator was less than that seen when ignoring measurement errors. This is intuitive since the censoring time was simulated from a mixture of a point mass at infinity and an exponential distribution, the missingness caused by censoring was close to the case of missing completely at random. To illustrate the averaging estimation procedure, we performed a τ = (1/4, 1/2, 3/4) quantile regression on the same 1,000 simulated data sets. We first fit the three individual quantile regression models corresponding to each value of τ . Then, we took the average of the parameter estimates:β = (β τ =1/4 + β τ =1/2 +β τ =3/4 )/3 andᾱ = (α τ =1/4 +α τ =1/2 +α τ =3/4 )/3 as the final estimators. From the results in Table 2 , we can see that the biases of the averaging estimators were negligible, and were generally smaller than those under the median regression in Table 1 . The bootstrap variance estimation performed well and the estimated variance approached the sample empirical variance with the increasing sample size. The coverage probabilities of the 95% confidence intervals were accurate. Of special interest, the variance estimates under the threequantile averaging estimation method decreased approximately 10% for all the scenarios, compared to those under the median regression. We further applied a τ = (1/6, 1/3, 1/2, 2/3, 5/6) quantile regression to the same data sets, and computed the five-quantile averaging estimators. Here the improvement on estimation efficiency was not as significant; see Table 3 . Although one could enlarge Q, the composite regression quantiles would become more saturated and further gain in efficiency would be less visible. Since averaging more quantile regression estimates inevitably requires more intensive computation, we recommend using either one, three, or five quantiles. For comparison, we also present the naive estimators for the three-and five-quantile averaging estimators in the lower panels of Tables 2 and 3 , respectively. Overall, the naive estimators performed much worse than the proposed estimators.
Example
We applied the proposed method to a lung cancer biomarker expression study at M.D. Anderson Cancer Center. The objective of the study was to evaluate the effects of the risk factors on patient disease-free survival (DFS). In our analysis, there were 309 patients, and the covariates of interest were histology (adenocarcinoma=1, 62%; squamous=0, 38%), patient age (ranging from 34 to 90 with a mean of 66 years), sex (female=1, 53%; male=0, 47%), and biomarker expression. The estimated Kaplan-Meier survival curves stratified by histology are shown in Figure 1 . We can see that the survival curves cross, which often suggests the violation of the proportional hazards assumption.
For each patient, there were two reading scores of biomarker expression from two different junior research fellows in consideration of the possible measurement errors. In addition, there was a random validation set of 28 biomarker expression scores obtained from the reading by a senior pathologist, whose readings were considered error-free. We used the average score of the readings from the two fellows if there was no true reading. We computed the variance of the measurement error from the two separate measurements and found var(U )=0.0489. From a preliminary analysis using only the validation data set, we obtained the model error variance, var( )=0.5750. Therefore, to meet the spherical symmetry assumption, we scaled the response and error-free covariates by dividing by √ var( )/var(U ) = 3.4272. We also tested the normal assumption on the errors obtained from the 28 validated observations, and found that it was not supported. However, there appeared to be no strong evidence against the symmetry assumption. Taking into account both errors in the biomarker measurement and in the model, we thus adopted a spherical symmetric distribution assumption after the scaling.
We took 20,000 bootstrap samples for the variance estimation and the analysis results on the original data scale are shown in Table 4 . Across the three models, we can see that patient age had a significant effect on DFS, where older patients appeared to survive longer, possibly due to the slower reproduction of the cancer cells. For τ = 1/2, there was no survival difference between the adenocarcinoma and squamous histology groups; the histology effect was strengthened by simultaneously modeling three or five regression quantiles, showing that patients with adenocarcinoma had better survival. There was no significant difference in survival between male and female patients, and the biomarker did not affect the survival. When the measurement error was ignored, using a naive estimator, we obtained slightly different estimates although the scientific conclusions drawn were the same. We also explored our estimator by ignoring the censoring and obtained quite different results; especially, the significance of histology was not detected (see Table 4 ).
For comparison, we applied the corrected score method under the Cox (1972) model to the lung cancer data (Nakamura (1990) ). The model parameter estimates and standard errors for histology, log(age), sex, and biomarker expression are −0.1589 (0.2615), 0.7723 (0.6695), 0.3568 (0.2470) and −0.1003 (0.2215), respectively. Due to the violation of the proportional hazards assumption with crossing survival curves, the Cox model did not detect any risk factor that significantly affected survival.
Conclusion
We have proposed a censored quantile regression model with covariate measurement errors. Further extensions to nonlinear regression is possible along the lines of Wei and Carroll (2009) . Considering the marginal distribution of the model error, the composite quantile regression model is natural. Our estimation procedure can be viewed as an alternative implementation of the composite quantile regression, which takes an averaging estimation approach after fitting each separate quantile regression model. The proposed method successfully eliminates the estimation bias caused by the covariate measurement errors. The efficiency gain of the averaging estimation over the usual single quantile regression estimator can be substantial, while the numerical computation is straightforward. Efficiency can also be improved through better handling of censored/missing data by augmenting the inverse probability weighted objective function (Robins, Rotnitzky and Zhao (1994) ). The augmented terms consist of the censored cases, and thus the estimator uses the data more efficiently. The drawback of such augmentation approach is its computational complexity. Particularly, to achieve efficiency improvement, we need to estimate the expectation of the event time conditional on the censoring and covariates information at all the times for each censored observation, see Bang and Tsiatis (2002) . Due to the numerical instability this augmentation may incur, we do not pursue this further. Although alternative approaches to handling the censored data are available, such as the imputation procedure of Buckley and James (1979) , these methods are not applicable when covariates are measured with errors. This is because all these methods require calculating the survival function of model residuals, while in the presence of measurement errors, residuals cannot be obtained even if all the model parameters are known. Assume M( , U T ) T is spherically symmetric. We write
and note that log T = α + β T X + , W = X + U, can be equivalently written as
Thus, we can perform the proposed method on M(log Y i , W T i ) T to obtain estimators for (a, b) , where (a, b) satisfy
for any X. We can subsequently solve for (α, β) to obtainα = (
) and use the delta method to further make inference on (α,β) based on that of (â,b).
Proof of Theorem 1. From the convergence property of the Kaplan-Meier estimator (Fleming and Harrington (1991) ), for parameters (a, b) in a compact set, we have
uniformly in (a, b). Here, we base the arguments on the spherical symmetry property of
√ 1 + |b| 2 and 1 have the same distribution and both are independent of X i . Thus, we have now obtained that
} . Since for τ ∈ Q, E {ρ τ ( 1 − q)} = 0 has a unique solution q τ , we have that
} has a unique solution at b = β and a τ = α+q τ √ 1 + |b| 2 = α τ . Now we consider any sequence of the minimizers (α,β). First, (α τ − α τ )/ √ 1 + |β| 2 is bounded for any τ , otherwise, Ψ n (α,β) would be unbounded (note that ρ τ are non-negative functions). We assume a subsequence of
Then, due to the minimization property,
for an arbitrary set of c τ 's. Particularly, we let c τ = q τ ; because of the uniqueness, we have a c = b c = 0, and the result is shown.
Proof of Theorem 2. Note that, except for the noise caused by discontinuity at the O p (1) terms, the residuals are exactly zero, the first order derivative of Ψ n (α, β) in (2.4) is zero at the minimum. Thus, we take the derivative of Ψ n (α, β) with respect to (α, β) and evaluate it at (α,β); as long as the regression curve passes only finitely many observations, we have
where (α * T , β * T ) T lies on the line segment between (α T ,β T ) T and (α T , β T ) T .
Then (A.1) holds uniformly for (α,β) in a compact support. From the definition of F (u) , N c (u), R(u), M c (u), G(u), and S(u), using a martingale integral representation (Gill (1980, p.37 )), we have
LetF(s, u) beF(s, u) evaluated at (α, β),
,
Using the property (Robins and Rotnitzky (1992, p.313) )
Inserting this into (A.1), we have
Because s i (α, β) is F(0) measurable, the two terms on the right side here are uncorrelated. Thus, we have that n 1/2 (α
where A and B are given in (3.1). Note that the form of B 2 is a result of the Martingale Central Limit Theorem.
Calculation of A and B 1 in Theorem 2. Write
It can be verified that
. . .
. . . (τ 1 − τ τ 1 ) , . . . ,
