Selection of KL neighbourhood in robust Bayesian inference by Bochkina, Natalia
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Selection of KL neighbourhood in robust Bayesian inference
Citation for published version:
Bochkina, N 2016, 'Selection of KL neighbourhood in robust Bayesian inference' Statistical Science, vol. 31,
no. 4, pp. 499-502. DOI: 10.1214/16-STS562
Digital Object Identifier (DOI):
10.1214/16-STS562
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
Statistical Science
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 05. Apr. 2019
Submitted to Statistical Science
Selection of KL neighbourhood
in robust Bayesian inference
Natalia A. Bochkina
The authors propose an attractive and coherent approach to robust inference in
Bayesian statistics where potential joint misspecication in the likelihood and
in the priors is reected in misspecication of the posterior distribution and
studied in its consequences in the decision problem of interest. I have a couple
of comments, a short one (the rst section) and a long one (the rest of the
discussion).
1. DIRECTION OF ABSOLUTE CONTINUITY
Using one of the two possible Kullback-Leibler neighbourhoods determines
whether the neighbourhood consists of the models that are absolutely continuous
with respect to I , or whether I is absolutely continuous with respect to them;
in the rst case, with the choice KL(jjI) mostly considered in the paper, the
distributions in the KL neighbourhood of I must be absolutely continuous with
respect to I . In fact, this is a consequence of the implicit assumption used in
the proof of Theorem 4.2 which is the absolute continuity of one measure with
respect to the other. Although it is not stated explicitly, it follows from the
proof that the choice of the type of the continuity (of  with respect to I or
of I with respect to ) results in the corresponding type of the KL divergence.
An interesting question is whether there exists a unique divergence guaranteeing
coherence if the assumption of absolute continuity of one measure with respect
to the other is relaxed.
2. CHOICE OF THE SIZE OF THE KL NEIGHBOURHOOD
The second issue I would like to discuss is the choice of the size of the KL
neighbourhood, C, of the distribution I() over which the robustness of the
decision is investigated. Due to duality, this problem is equivalent to the selection
of a in the least favourable distribution 
sup() (or in the corresponding \most
favourable" distribution inf()).
My main emphasis will be on the problem of misspecied likelihood f(y j )
with the loss Ly() =   log f(y j ), as discussed in Section 4.1.3, although some
methods apply to more general problems as considered by Watson and Holmes,
with the least favourable distribution given by
sup() / ()[f(y j )]1 a ;
which is related to likelihood tempering. For a misspecied likelihood, this is a
common way to compensate for model misspecication and to increase eciency
of inference about . The authors propose a way to choose a in the context of
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the DP approach to study the distribution of the loss which is equivalent to the
choice of the total mass of the DP, by post-hoc diagnostic plots (Sections 4.3.2
and 5). I will discuss alternative ways of choosing a.
There are two principally dierent cases of misspecied likelihood considered
in the literature: the most natural situation when the true likelihood is unknown,
and the less common case when the \true" parametric family is too complex to
t so a simplied model is used instead. These two cases are discussed below. For
brevity, I will refer to the considered misspecied likelihood simply as likelihood.
2.1 True likelihood is unknown
2.1.1 Assumptions Calibration of inference about  in the case of unknown
true likelihood is widely considered in the literature, both frequentist and Bayesian
(e.g. Royall & Tsou (2003); Mueller (2013)). The main aim for model calibration
in such case is to achieve frequentist optimality, e.g. eciency of parameter esti-
mation.
Generally, in asymptotic framework for n iid observations, an inference un-
der model misspecication is about the following value of the unknown model
parameter:
0 = argmin

lim
n!1KL(P
n
truejjPn ):
A nonasymptotic and non-iid version can be found in Panov & Spokoiny (2015).
Generally, 0 may be dierent from the "true" value of the parameter true of the
correctly specied model Ptrue. One of the main assumptions of the calibration
methods is that the inference about 0 is meaningful. This assumption is satised,
for instance, for models with a location parameter  and a symmetric distribu-
tion with 0 = true. Therefore, the main issue is adjustment of variability that
characterises uncertainty of inference on  under the misspecied model where
the variability is often underestimated, leading to overcondent decisions.
In addition, an implicit assumption in these papers is regularity of both true
and misspecied models, namely that r log f(y j 0) has zero expected value
and nite variance.
2.1.2 One dimensional parameter For one-dimensional parameter , the prob-
lem of calibrating a regular likelihood (mostly from the frequentist perspective)
was considered by Royall & Tsou (2003) who showed that the inference based on
the likelihood tempered by the temperature H=V with
H =  EPtruer2 log f(y j 0) = EPtruer2Ly(0);(1)
V = EPtrue [r log f(y j 0)]2 = EPtrue [rLy(0)]2
is asymptotically ecient. In the case of iid observations unknown H and V can
be consistently estimated by H^ = n 1
P
ir2Lyi(b) and V^ = n 1Pi[rLyi(b)]2
where b is a consistent estimate of 0, e.g. the quasi-MLE. The authors also
suggest that thus adjusted likelihood should be used as the likelihood in Bayesian
inference.
In the notation of the discussed paper, this corresponds to the choice a = 1 
H=V . Often, H=V < 1, i.e. the misspecied model contains less information than
the correct model, and hence the corresponding posterior distribution corresponds
to the least favourable prior. One interesting question is whether there exist cases
with H=V > 1 which would correspond to the maximin distribution inf().
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2.1.3 Multivariate parameter Tempering of the misspecied likelihood in the
case of multivariate  for composite likelihoods was considered by Ribatet et al
(2012) who referred to it as the magnitude adjustment. A more precise calibrat-
ing procedure of the unknown likelihood parametrised by a multivariate  was
considered e.g. by Mueller (2013) for regular models where the distribution of
a sucient statistic for , the quasi-MLE, is asymptotically Gaussian and ef-
fectively is used as the \adjusted" likelihood. The proposed adjustment method
is the linear change of variables adj( j y) = I(A j y) where in the case of
(asymptotically) non-informative prior, A is such that the variance of the ad-
justed posterior is equal to the sandwich covariance matrix. This corresponds to
the smallest frequentist risk and is the variance of the quasi-MLE, i.e. ATHA = V
where matrices H and V are dened by (1). In case of an informative prior, de-
noting B = r2 log (0), the matrix A should satisfy AT [H + B]A = V + B. In
practice, H (or H + B) can be estimated by the posterior covariance matrix, B
can be estimated by r2 log (^) where ^ is a consistent estimator of 0, e.g. the
posterior mean, and for iid observations V can be estimated by n 1
P
i[rLyi(^)]2.
The corresponding magnitude adjustment for tempered likelihood is 1  a =
jjHV  1jj for the asymptotically noninformative prior, and 1 a = jj(H+B)(V +
B) 1jj for tempered posterior with an informative prior which can be estimated
as suggested above. Asymptotically, this can also be viewed as the approach
proposed in the discussed paper with a = ^ and La() = jj ^jj2Q = ( ^)TQ( 
^) with Q = H or Q = H + B, respectively. A dierent Q would result in a
dierent value of a. An interesting question, which also applies to some examples
below, is whether it is possible to apply or to extend the discussed approach to
accommodate the more precise adjustment of the misspecied posterior.
Viele (2007) proposed a method to t a posterior distribution of KL divergence
KL(PtruejjP) given a sample from Ptrue which can be applied as an alternative
way of selecting the upper bound on the KL neighbourhood size, C (and hence
on (C)), for instance by taking C as 95% percentile of the posterior distribution
of the KL distance. This method is developed for a Dirichlet process prior for
P . Hence, it should be possible to adjust the approach of Watson & Holmes to
calibrating I() based on the DP prior (Section 4.3).
2.1.4 PAC-Bayesian approach and theoretical bound on a In the absence of
the likelihood, the maximin distribution inf () corresponds to PAC-Bayesian
estimation and Gibbs posteriors (Section 4.2.2). The robust perspective given
in the discussed paper gives an insight into this approach which corresponds to
the most optimistic posterior distribution, with the smallest possible value of
the posterior loss in the given neighbourhood of the posterior. The discussed
approach would naturally suggest using also the corresponding least favourable
distribution however in many cases it may not be proper. A value of a can be
chosen by adapting the model calibration approaches discussed above applied to
exp( La()) as the misspecied likelihood.
For some PAC-Bayesian estimators, conditions on a are available that result
in optimal inference, from the frequentist perspective, about the unknown pa-
rameter with respect to the loss function La(). For instance, for sparse high
dimensional linear regression and `2 loss, theoretical upper bounds on a un-
der general conditions on the true likelihood can be derived from Dalalyan &
Tsybakov (2010).
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2.2 Known true model
The less common case is when the true model is known, for instance, in ap-
proximate computation, with the typical case being composite likelihood models.
Ribatet et al (2012) proposed the magnitude adjustment which corresponds to
tempering of the posterior with 1   a = jj
true
 1missjj where 
miss and 
true
are posterior precision matrices of the approximate and the true posterior re-
spectively. Stoehr & Friel (2015) proposed an ane adjustment so that the rst
two moments of the posterior based on the approximate model match the corre-
sponding moments of the true posterior distribution.
The calibration methods above are based on local asymptotic normality of the
posterior distribution. Similar calibration is possible for posteriors concentrating
around b in a dierent way. A typical example is an asymptotically exponential
or gamma posterior distribution:
I() =
pY
j=1
v
j 1
j expf 
pX
j=1
jvj +OP (1)gI(vj  0 for j = 1; : : : ; p);(2)
where v =    0   y, usually j =  EPtruerj log f(y j 0) and j > 0 are
determined by the prior. For instance, for a locally asymptotically exponential
(LAE) likelihood for parameter , e.g. for a likelihood with a jump at , and a
locally constant prior, the posterior has form (2) with all j = 1 and random y
(Chernozhukov & Hong, 2004). This also holds when 0 is a sharp maximum of
E log f(Yi j ) which is usually attained on the boundary of the parameter set.
For instance, this happens for a truncated Gaussian likelihood when the \true"
value of the parameter is outside of the truncation, or when the observations
are independent Poisson(Ai) random variables such that Ai0 = 0 for some i;
in this case, the posterior is of the form (2) with y  0 and j > 0 can be
arbitrary (Bochkina & Green, 2014). If the posterior corresponding to the true
likelihood is of the form (2) with p = 1 and 1 = , the misspecied likelihood
should be tempered by 1   a = =0 which for a known true likelihood and
one-dimensional  can be estimated by \=0 = r log ftrue(yj^)r log f(yj^) with ^ being a
consistent estimator of 0, e.g. the quasi-MLE. For a LAE likelihood, the random
bias y is assumed to be the same or to have the same distribution as under the
correctly specied model. A similar adjustment is possible in a multivariate case.
A related problem is calibration of a known desirable prior, I(), to t prior
expert information of the form Eg() = 0 where the expectation is taken with re-
spect to a prior. Choi (2015) proposes to nd a prior that satises such constraints
and which is closest to the desirable prior in KL distance. The function g can de-
pend on the likelihood family (but not on the observed data). This optimisation
problem is dual to the problem considered in the discussed paper, with the un-
constrained Lagrangian dual of the similar form  = arg inf[KL(jjI)+g()],
where g() = La()  ELa(), with the optimal prior () / I() exp(T g())
and  = argmin EI expfT g()g. The author proposes the following estimator
of  based on N Monte Carlo draws from I :
^ = argmin

N 1
NX
j=1
expfT g(j)g:
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I think that the authors have brought to discussion an interesting topic of
robustness that is not routinely addressed by Bayesian statisticians in this form; it
is more general that the usual checks to the sensitivity of the prior by simulations,
usually over a (relatively) small number of possible alternative scenarios. I hope
this will motivate further methodological development and routine reports of
sensitivity of the decision making to model misspecication in practice.
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