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ABSTRACT
We present measurements of the second order spatial coherence function of thermal
light sources using Hanbury-Brown and Twiss interferometry with a digital correla-
tor. We demonstrate that intensity fluctuations between orthogonal polarizations, or
at detector separations greater than the spatial coherence length of the source, are
uncorrelated but can be used to reduce systematic noise. The work performed here
can readily be applied to existing and future Imaging Air-Cherenkov Telescopes used
as star light collectors for Stellar Intensity Interferometry (SII) to measure spatial
properties of astronomical objects.
KEYWORDS
Intensity interferometry; instrumentation; high angular resolution; digital
correlator
1. INTRODUCTION
Measurement of the correlation in intensity fluctuations of a light source gives
access to the squared modulus of the complex degree of coherence. The pioneering
experiments of Hanbury-Brown and Twiss (HBT) demonstrated that the modulus of
the degree of coherence can be exploited to retrieve information about the morphology
of astronomical objects (1 ). This led to the construction of the Narrabri Stellar
Intensity Interferometer (NSII) which was successfully used to measure 32 stellar
diameters (2 ). The advent of large Imaging Air-Cherenkov Telescope (IACT) arrays
sparked a renewed interest in the stellar intensity interferometry (SII) technique (3 )
and much recent work has been performed examining the ability to retrieve valuable
astronomical observations with high angular resolution using a modern SII observa-
tory. In particular, these include stellar imaging capabilities of IACT observatories
(4 ), and laboratory setups using pseudo-thermal sources (5 , 6 ). Other work on SII
includes resolving the temporal coherence of a thermal source (7 ), demonstration of
the relative insensitivity to atmospheric turbulence (8 ), investigations into temporal
intensity interferometry using narrow-band emission lines from astrophysical sources
(9 ), and improving the obtainable SNR via the use of multi-channel intensity
interferometry (10 ).
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Figure 1. Schematic of the laboratory setup
Since the intensity interferometry (II) technique measures the squared modulus of
the degree of coherence, the phase information is lost, which complicates accurate
image reconstruction. However, phase recovery is possible, given densely spaced
coverage of the imaging plane, through both three-point correlations (11 ) and
Cauchy-Riemann algorithms (12 ). Practical implementations of modern SII have
employed new technologies such as single photon detectors (SPDs) and high-speed
digital data acquisition systems (13 ). Initial measurements using some of these
advancements were carried out using the Aquaeye+ and Iquaeye instruments which
showed tentative measurements of coherence for a stellar source (14 ).
In this paper, we present new techniques for measuring the spatial coherence of
a laboratory thermal source using high-speed photo-detectors and digital electronics.
The modular nature of the detector and data acquisition system allows for straightfor-
ward integration with existing observatories. Parallel polarizations clearly demonstrate
a photon bunching in time and space, whereas orthogonal polarizations eliminates co-
herence but reveals any additional correlation due to noise contamination. We show
that correlation measurements in the orthogonal configuration, or when the detectors
are separated at distances greater than the spatial coherence length of the source, can
be used to correct for systematic noise due to spurious electronic correlations.
2. EXPERIMENTAL SETUP
A diagram of our laboratory system is shown in Fig. 1. Light from a mercury arc-lamp
is collimated, passed through a 10 nm narrow-band filter centered on the 435.8 nm G
spectral line of the Hg arc-lamp, and then refocused onto a spatial mask. The mask is
either a single or double pinhole of various size configurations (typ. 200 - 300 micron
diameter) simulating single and binary star systems. The output light passes through
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a long box (3m) and is split into two secondary beams via a 50/50 non-polarizing
beam splitter. The light from each beam is then detected by super bi-alkali (> 35%
Q.E.) high-speed photo-multiplier tubes (PMT). The PMTs used in the laboratory
are the same as those currently employed on the cameras of an IACT observatory,
VERITAS (15 ). The light collecting areas of the detectors are limited by a circular
aperture of 5mm diameter. It is noted that the PMT aperture is of comparable size to
the spatial coherence length of the source. This is done to increase the amount of light
throughput into the detector such that the necessary integration time needed to reach
a desired sensitivity level is reduced. The effects of large detector areas have already
been described in other work (16 ) and are taken into account here. The PMTs are
also enclosed in a brass tube to shield them from unwanted electro-magnetic radiation.
Linear optical polarizers may be placed in front of each PMT and can be individually
rotated to select parallel or orthogonal polarization between the detectors.
In order to sample different regions of the spatial coherence curve, one of the PMTs
is mounted on a RoboCylinder linear actuator, whose position is controlled via Lab-
VIEW software to high accuracy. The positioning is integrated into our data acqui-
sition system allowing for automated measurements at varying positions. The output
cables from the PMTs are fed into a low noise high-speed (> 200MHz) FEMTO trans-
impedance preamplifier. The resulting signal is sent through 10 ft of double shielded ca-
ble (RG-223) and then continuously digitized by an analog-to-digital converter (ADC)
at a rate of 250MS/s using an AC-coupled National Instruments (NI) FlexRIO adapter
module (NI-5761).
We have successfully employed two different types of digital correlators, off-line and
real-time. In the off-line correlator, the digitized data from each channel is scaled,
truncated to 8-bits, and merged into a single continuous data stream by a Virtex-5
FPGA (PXIe7965R). The data stream is then recorded to a high speed (700MB/s)
12TB RAID disk. A software routine using LabVIEW can later be used to retrieve
intensity correlations between channels as a function of the digital time lag, typically
up to ± 1µs in steps of 4 ns. Due to the large number of samples, the data is read
in blocks of 512 samples. The convolution theorem gives the correlation between two
signals as the inverse Fourier transform of the product of the Fourier transforms of
the signals. This is implemented by use of the NI Multi-core Analysis and Sparse
Matrix toolkit (MASM) cross-correlation virtual instrument (VI), which optimizes
the computation by utilizing separate computing cores.
The largest drawback of performing the correlation off-line is the computation time
needed to analyze the data. Data is read into a buffer using a single computing core,
and then correlated using the remaining cores. Depending on the number of samples in
each data block, it takes on the order of an hour of computation time for every minute
of data recorded. This is mainly due to the time required to perform the correlation
via the Fourier method for each data block in the NI cross-correlation VI. Since the
correlation can be easily parallelized, this could be remedied by using a super-computer
with many (>1000) processing cores. The NI controller used has only 4 cores limiting
the maximum number of correlations performed at the same time.
Some of the results presented herein were obtained by use of a real-time correlator
using the Virtex-5 FPGA. In this implementation, the cross-correlation is computed
using a multiply-accumulate algorithm with delay nodes to retrieve the correlation
at various time lags with the FPGA clock set at 125MHz. The standard deviation
of the entire correlogram excluding the zero time-delay bin is recorded and the time-
stream of both channels are displayed on the LabVIEW front panel interface to allow
visual inspection of the data. The FPGA clock for the algorithm is limited to 125MHz
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(maximum of 250MHz). This timing restriction reduces the signal to noise ratio (SNR)
by a factor of
√
2 in comparison to the off-line correlation. However, the correlations
are retrieved in real-time allowing for immediate inspection of results and iterative
tests of the laboratory setup. In the future, a compromise between the off-line and
FPGA methods can be achieved by first streaming the data to disk, and then using
the FPGA to perform the correlations on stored data.
3. EXPERIMENTAL OBSERVABLES AND DATA REDUCTION
3.1. Review of II Measurements
The correlation between AC-coupled amplified voltage signals, J1(t) and J2(t), from
separated photo-detectors is,
c(τ) =
1
T0
∫ T0
0
J1(t− τ)J2(t)dt (1)
where T0 is the total integration time of the correlator, and τ is the time delay be-
tween channels. Hanbury-Brown and Twiss showed (17 ) that the correlation c¯(0) for
a linearly polarized partially-coherent source of finite angular size could be written as,
c¯(0) = 2e2A1A2
∫ ∞
0
|Γ(ν, d)|2 α2(ν)n2(ν)dν
∫ ∞
0
|F (f)|2df (2)
where A1 and A2 are the light collection areas for each detector, α is the quantum
efficiency, assumed to be the same for both channels, and n is the spectral density of
the source in units of photons sec−1 Hz−1 m−2. Γ is the coherence factor expected from
the source and is dependent on the detector separation d. The term F (f) represents
the frequency response of the detectors and amplifiers. The optical bandwidth of the
light, ∆ν as set by filters in the optical system, is generally narrow enough that the
quantum efficiency, spectral density, and coherence can be assumed as constant over
the optical bandwidth. Additionally, for a rectangular bandpass the integral over the
frequency response can be re-written as
∫∞
0 |F (f)|2df = |Fmax|2∆f , where |Fmax| is
the effective gain in a single channel (assuming identical channels), and ∆f is the elec-
tronic bandwidth of the correlator assuming that the gain is approximately constant
over the electronic bandwidth. The correlation then becomes
c¯(0) = 2e2A1A2α
2n2|Fmax|2∆ν∆f |Γ(d)|2 (3)
The ability to detect the coherence of the source is limited due to shot noise fluctu-
ations in each channel. Hanbury-Brown and Twiss showed that for identical channels
the root mean square fluctuations in the correlator output due to shot noise is
σ =
√
2e2αn∆ν(A1A2)
1
2 |Fmax|2(∆f
T0
)
1
2 . (4)
To find the signal to noise ratio (SNR) we divide equation (3) by equation (4) retrieving
SNR =
√
2(A1A2)
1
2 αn |Γ(d)|2
√
∆fT0. (5)
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The above equation represents an idealistic form of the SNR. In this derivation,
we assume point-like detectors that exhibit no dark current or after-pulsing. Fur-
thermore, the above SNR does not include the contribution from stray light entering
the detector, losses in the correlator, or pickup of additional noise in the data
acquisition system. More complete treatments that include many of these additional
considerations have already been performed (1 , 16 , 17 ).
In our experiment, we digitize the voltage such that time is discretized, J(t)→ J(ti),
making the observed ADC reading,
K(ti) = [
2nb
Vr
J(ti)] (6)
where [ ] represents rounding the value to the nearest integer, Vr is the voltage range of
the digitizer, and nb is the number of resolution bits. The observed digital correlation
is then,
c(tk) =
1
T0
N∑
i=0
K1(ti − tk)K2(ti)∆t. (7)
where tk is the discrete digital time delay, and ∆t is the sampling time of the ADC.
3.2. Correlated Noise Reduction - ON/OFF Analysis
When operating at the large bandwidths required by an intensity interferometry
system, there is often the undesired influence of spurious correlated noise degrading
the spatial coherence measurement for a given source. Noise sources are varied, from
electronic cross-talk between channels in the recording system, to Cherenkov light
in the atmosphere due to gamma-rays when observing stars. In the laboratory, a
persistent noise source is attributed to radio-frequency (RF) pickup. This RF signal
is simultaneously detected in both electronic channels producing correlated noise.
Regardless of the source, if the unwanted correlated noise is stable on operational
timescales it can then be measured and removed. The exact behavior of each noise
source on the correlated signal must be examined in a case-by-case basis. In this
section, a general way to identify and reduce correlated noise by subtraction is
presented. In our application, the temporal behavior of the correlated signal, or
correllogram, is monitored over small time-lag windows (< 1µs), throughout the
integration process. In the laboratory total integration times are on the order of 5 -
20 minutes, but will be greater than one hour when observing stellar sources with
telescopes.
The measured correlation as a function of the time delay is
c(τ) =< K1(t)K2(t+ τ) >
Typically, the sampling time of the digitizer is much longer than the coherence
time of the light. In this case, the correlation attributed to the spatial coherence of
the source will only appear for the zero time-lag bin, τ = 0. For time-lags not equal
to zero, the correlation should be distributed randomly according to shot noise from
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photo-detection.
Additional noise is then written as an additive term to the ADC reading recorded
for each channel at the digitizer input,
K(t) = S(t) +N(t)
where S(t) is the signal attributed to the source which includes both the wave and
shot noise components, and N(t) is the noise introduced into the system. In general,
the noise term, N(t), may result from a combination of several noise sources. The
resulting correlation is then,
c(τ) = < S1(t)S2(t+ τ) > + < N1(t)N2(t+ τ) >
+ < S1(t)N2(t) > + < S2(t+ τ)N1(t) >
The goal is then to identify and remove all above terms except for the correlation
between S1 and S2. Now, it is necessary to consider at what stage in the measurement
process is the noise introduced into the detection. For purely electronic noise which
occurs after photo-detection, the cross-terms between the signal in one channel and
noise in another, known as the cross-talk, is ignored. In the laboratory, we observe
that the cross-talk between the channels is negligible compared to the signal and noise
correlations. The measured correlation can then be written as
c(τ) =< S1(t)S2(t+ τ) > + < N1(t)N2(t+ τ) >
where only the noise not correlated to the signal itself was kept. The correlated noise
appears as a purely additive term to the overall correlation.
To remove the correlated noise, we perform a background measurement of the cor-
relation which does not contain the signal attributed to the spatial coherence, but,
includes the noise contribution at the same level as in the desired correlation measure-
ment. The final measurement is obtained as the residual between the ON observation,
where source coherence is expected, and the OFF observation. A straightforward way
to obtain OFF data in the laboratory is to measure the correlation for detector sep-
arations large enough for the contribution due to the coherence of the source to be
negligible. This makes the observed correlation
cF (τ, T, d) = < S1(t)S2(don, t+ τ) > − < S1(t+ T )S2(doff , t+ T + τ) >
+ < N1(t)N2(don, t+ τ) > − < N1(t+ T )N2(doff , t+ T + τ) >
where T is the time difference between recordings of the ON and OFF runs, and don
and doff are the detector separations in the ON and OFF configurations. Given a
circular source with angular diameter θd, the detector separation for the background
correlation must be greater than 1.22λ/θd so that the coherence from the source is
very small. Ideally, the noise sources do not significantly change between ON and OFF
runs such that the residual between noise correlations tends to zero, leaving only the
difference in signal correlations. In order to alleviate for the slow changes in noise
level between ON and OFF observations we tend to proceed with relatively rapid
observation cycles of no more than a few minutes period.
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Figure 2. The top panel shows the standard deviation of the correllogram excluding the zero time-lag bin as
a function of the total integration time. In the bottom panel the same data is shown but multiplied by
√
T0.
The horizontal black dashed line shows the mean of the ON-OFF analysis. For both the ON and OFF runs,
the presence of spurious correlations causes the R.M.S. trend to deviate from the expected 1√
T0
. In the case of
the ON-OFF analysis the R.M.S. tends to follow the expected trend.
To ensure that the noise subtractions are properly performed, the R.M.S. distribu-
tion over the entire correlogram excluding the zero time-lag is monitored against the
expected trend of 1√
T0
, where T0 is the total integration time. Initially, the shot noise
component will dominate the R.M.S, but as the integration of the correlator proceeds,
low-level noise correlations may be detected which sets a limit on the minimum
detectable R.M.S. When the noise correlation is significant, the R.M.S. trend will
deviate from 1√
T0
. For proper noise subtraction the residual between the ON and
OFF correlations should follow the 1√
T0
trend. Figure 2 shows a typical result in the
laboratory for the R.M.S. trend. An ON and then OFF run of 5 minutes were taken
sequentially. The integrated correlation for ON, OFF, and ON-OFF was recorded
every second and the R.M.S. was calculated for each measurement over the entirety
of the integration time. The bottom panel displays the R.M.S. multiplied by the
√
T0
such that the expected value should fluctuate about a constant. For both the ON
and OFF runs it begins to deviate from the expected trend after only 50 seconds of
integration (when the noise is detected). However, the residual between the ON and
OFF runs appears to be more stable suggesting that the noise subtraction is being per-
formed properly. Here, the normalization for the R.M.S. trend for ON and OFF runs
is different which we attribute to varying levels in the light intensity and also the noise.
The residual observation can also be performed using parallel (ON) and orthogonal
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Figure 3. In the top panel sequential ON and OFF measurements of the correlogram over an integration time
of 30 seconds each are overlaid. For small time lags (τ < 500 ns) the scatter between the measured correlation
for different time lags increases significantly due to the presence of correlated noise. In the bottom panel, the
residual between a total of 10 minutes each of ON and OFF data (comprised of 30 second sequential runs
alternating between ON and OFF) is shown which reveals the zero time-lag correlation emanating from the
spatial coherence of the source.
polarization (OFF) configurations between the detectors. Light between orthogonal
polarizations should show no coherence and thus can be used as a background, or
OFF observation. This method provides an additional benefit since both parallel and
orthogonal configurations can be observed simultaneously for a single detector sepa-
ration.
4. RESULTS
4.1. Validation of ON/OFF analysis
The ON/OFF analysis was validated in the laboratory with the experimental setup
shown in Fig. 1 using the off-line correlator and without the use of polarizing filters.
Fig. 3 displays the correlogram both before and after obtaining the residual between
ON and OFF runs. The ON region was chosen at zero baseline separation, and the
OFF at a separation of 10 mm. Given the expected angular size of the source the first
zero of the coherence function is reached at approximately 5.5mm. The subtraction
of spurious noise reveals the coherence of the source at the zero time-lag bin.
4.2. Spatial Coherence Measurement
To measure the spatial coherence a LabVIEW routine was developed which integrated
the actuator movement with the data acquisition. The source consisted of a circular
pinhole of approximately 300 micron diameter at a distance of 3.15m with a central
wavelength of λ = 435nm. Correlations were recorded at each position in 5 minute
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Figure 4. The above image shows the measured correlation from the FPGA correlator as a function of the
detector separation. The dotted blue line is a fit to the data assuming a uniform disk model for the light source.
The wavelength and diameter of the source is held constant but the normalization and center can vary. The
black line is a similar fit, but includes the effects of the extended detector aperture.
segments for both an ON and subsequent OFF run. A total of 6 ON positions each
separated by 1mm were recorded about the zero baseline position. After each 5
minute integration, the mean of the correlogram, excluding the value at the zero
time-lag bin, was subtracted from the entire correlogram. The residual between ON
and OFF runs was then calculated. This process was repeated 4 times yielding a total
integration time of 20 minutes at each position.
The result of this procedure is shown in Fig. 4. The uncertainty in each mea-
surement was determined by the RMS scatter for time lags away from zero. The
dashed line represents a fit to the data by modeling the source as a uniform disk
with fixed wavelength and angular diameter. The zero baseline (or center position)
and normalization are left as free parameters and determined by the fit. The solid
line includes the effects of the extended detector size (16 ). To include these effects
in the fit, an initial model is generated by convolving the detector areas with the
expected normalized spatial coherence. The resulting model was interpolated and
then fit to the data in a similar manner as the initial fit without the detector size effects.
A reduced χ2 test was performed between the uniform disk model with detector size
effects and the measured spatial correlation finding χ2/ν = 0.83 suggesting agreement
between the data and model. However, there are several considerations for the source
that are not taken into account here. Examination of the pinhole under a scanning
electron microscope revealed irregularities in the diameter on the order of 5-10%.
Additionally, the angular brightness distribution may not be constant over the area of
9
Figure 5. Correlogram for the polarization tests performed in the laboratory. The top panel shows the result
for both the parallel and orthogonal configuration and the bottom panel shows the residual along with ±1σ
indicators.
the pinhole, making the uniform disk model assumption not fully valid.
4.3. Correlation between orthogonal and parallel polarized thermal light
The experiment was setup using the polarizing filters in a parallel configuration in
front of each detector. Real-time FPGA correlations for minimal detector separation
were recorded for a period of 5 minutes. The filter was manually rotated by 90 degrees
to select the orthogonal configuration and the correlation measurement was repeated.
The results are shown in Fig. 5 which shows the correlogram both before and after the
application of the ON/OFF subtraction. The noise subtraction between parallel and
orthogonal polarizations offered an improvement of 59% of the SNR over the parallel
configuration measurements.
5. SUMMARY AND OUTLOOK
The second order coherence function for simulated stars using a thermal light source
were measured with a digital correlator. An ON/OFF analysis routine was developed
allowing for removal of systematic spurious correlations due to unwanted noise
pickup. The routine consisted of either physically separating the detectors so that
the coherence from the source is negligible or using orthogonal polarizations in order
to measure a background. The main application of this work is towards a modern
SII array using IACT arrays to observe stars. The system will be integrated into the
StarBase-Utah (18 ) observatory over the Summer of 2017 for initial tests to verify
operation on actual astronomical telescopes, and then scaled to the VERITAS array
in the Fall 2017 and Winter 2017-2018.
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Our group is actively working to improve some of the features presented in this
paper. At the time when these results were obtained the maximum bandwidth of
the FPGA correlator was limited due to timing restrictions. However, a modified
algorithm was developed allowing for optimal operation of the FPGA correlator.
Additionally, instead of performing the correlations in real-time, the data can be first
streamed to disk, where the correlations are performed post-digitization. A benefit of
streaming data to disk is that an arbitrary number of channels can be correlated with
computation time as the only limitation. This opens the possibility for correlations
between selected polarization modes as well as multiple spectral channels. The obtain-
able SNR is then improved by the square root of the number of additional channels.
Also, proper normalization of the correlation between runs for varying light levels
has yet to be demonstrated. The true normalization depends on a number of factors,
primarily the light intensity and gain variations. Within small integration times in the
laboratory the light intensity and gain can be expected to be constant, however, over
hour-long time scales as needed for stellar observations, these changing parameters
need to be accounted for. The normalization of the correlation for varying light inten-
sity and gain fluctuations has already been studied by Hanbury-Brown and Twiss (19 ).
For the integration into IACT telescopes there are several tasks to be demonstrated.
First, to use the ON/OFF analysis it is necessary to measure the orthogonal and
parallel polarization of light simultaneously to remove the lasting effect of any tran-
sient noise sources as well as reducing total data collection time. A straightforward
implementation of this is to use a polarized beam splitter to separate the orthogonal
polarizations. Each telescope will have its own data acquisition hardware with the
data brought together to a central processing unit post-digitization. This requires
synchronization of the ADC modules to sub nanosecond precision which already can
be accomplished using fiber optics and external clocks (20 ). In the laboratory we have
already achieved synchronization for closely spaced (< 1m) but physically separated
data acquisition modules using a central timing unit and coaxial cable connections.
However, this capability still needs to be demonstrated over large (> 100m) distances.
We have successfully measured the coherence of a thermal blackbody source in
both time and space using a digital correlator. Small modifications to the current
experimental setup allow interferometric capabilities on large arrays of IACTs at very
modest costs and are currently being pursued.
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