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Abstract: Mit dem Urteil vom 3. März 2009 hat das Bundesverfassungsgericht die
bislang in der Bundesrepublik Deutschland eingesetzten Wahlgeräte für verfassungs-
widrig erklärt. Grund für dieses Urteil war die fehlende Umsetzung des Prinzips der
Öffentlichkeit der Wahl. Mit dem Urteil erklärte das Gericht jedoch nicht grundsätzlich
den Einsatz elektronischer Wahlgeräte für verfassungswidrig. Im Rahmen des von der
DFG geförderten Projekts ’VerKonWa’ wurde das EasyVote System entwickelt, wel-
ches den Öffentlichkeitsgrundsatz durch sogenante Paper Audit Trails umsetzt. Im
Rahmen dieser Arbeit berichten wir über die Erfahrung bei der Entwicklung eines
Common Criteria Schutzprofils für elektronische Wahlgeräte mit Paper Audit Trails.
This work has been published in Lecture Notes in Informatics (LNI), Volume P-232, INFORMATIK 2014 –
Big Data – Komplexität meistern: Erhard Plödereder, Lars Grunske, Eric Schneider and Dominik Ull, ISBN:
978-3-88579-626-8 c©2014 Gesellschaft für Informatik
1 Einführung
In Deutschland waren bis zum Jahr 2005 elektronische Wahlgeräte im Einsatz. Diese so-
wie die entsprechende Bundeswahlgeräteverordnung wurden mit dem Urteil des Bundes-
verfassungsgerichts vom 3. März 2009 [Bun09] für verfassungswidrig erklärt, weil weder
die Geräte noch die Verordnung mit dem Prinzip der Öffentlichkeit der Wahl vereinbar
sind. Dieses Urteil untersagt nicht grundsätzlich den Einsatz elektronischer Wahlgeräte,
solange diese mit der Öffentlichkeit der Wahl vereinbar sind, d.h. jeder Wähler die wesent-
lichen Schritte der Wahlhandlung und Ergebnisermittlung zuverlässig und ohne besondere
Sachkenntnisse überprüfen kann [HVB12]. Diese Überprüfbarkeit wird in der technischen
Literatur als Verifizierbarkeit bezeichnet.
Im Rahmen des von der DFG geförderten Projekts ’VerKonWa’ wurde das EasyVote Sys-
tem entwickelt, welches den insbesondere geforderten Öffentlichkeitsgrundsatz durch so-
genante Paper Audit Trails umsetzt. Für diesen Ansatz sollte im Rahmen dieser Arbeit ein
Common Criteria Schutzprofil entwickelt werden, welches sicherstellt, dass die rechtli-
chen Vorgaben - u.a. die Öffentlichkeit der Wahl - von zukünftigen Produkten, die nach
diesem Schutzprofil ervaluiert werden, umgesetzt werden. Dazu sollten als Input existie-
rende Schutzprofile verwendet werden und eine Methode verwendet werden, die zur sys-
temantischen Entwicklung von Schutzrprofilen aus rechtlichen Vorgaben vorgestellt wur-
de [SDNK+13]. In dieser Arbeit berichten wid über die unterschiedlichen Quellen und die
Erfahrung bei der Erstellung eines Schutzprofils.
2 Related Work: Existierende Schutzprofile
Es existieren bereits eine Reihe von Common Criteria (CC) Schutzprofilen im Kontext
von “elektronischen Wahlen”, die wir als Grundlage nehmen. Diese werden im Folgenden
vorgestellt:
Schutzprofil: Digitales Wahlstift-System (BSI-PP-0031). Das Schutzprofil [Bun07]
zielt insbesondere auf den Einsatz Digitalen Wahlstift-Systems [AMBS07] für politische
Wahlen ab. Der Evaluierungsgegenstand besteht aus folgenden Komponenten: 1) Der “Di-
gitale Wahlstift” und die zugehörige “Dockingstation”, 2) Firmware zur Aufzeichnung der
Stimme, 3) Datenbank zur Speicherung der elektronischen Stimmen (elektronische Urne)
und 4) Software zur Kontrolle der Abläufe der Wahlhandlung, Bewertung, Auszählung und
Feststellung des Ergebnisses. Das Schutzprofil entspricht den Vorgaben der CC-Standard
Version 2.3 und schlägt die Vertrauenswürdigkeitsstufe EAL3+ vor.
Schutzprofil: Basissatz von Sicherheitsanforderungen an Online-Wahlprodukte (BSI-
PP-0037). Dieses Schutzprofil [Bun08a] definiert die Sicherheitsanforderungen, welche
von Online-Wahlsysteme erfüllt werden müssen. Der Evaluierungsgegenstand ist ein ver-
teiltes Client-Server-System, welches aus folgenden Komponenten besteht: 1) Dienstnut-
zer (Client), d.h. die Anwendersoftware des Wählers und 2) Dienstleister (Server), d.h. die
Serversoftware. Die client-seitige Komponente ermöglicht den Wählern ihre Stimme on-
line abzugeben. Die server-seitige Komponente verwaltet die Wahlberechtigungsliste und
die Urne. Das Schutzprofil entspricht den Vorgaben der CC-Standard Version 3.1 Revision
2 und schlägt die Vertrauenswürdigkeitsstufe EAL2+ vor.
Schutzprofil: IEEE P1583. Das “IEEE P1583” Schutzprofil definiert die minimalen
Sicherheitsanforderungen, die elektronische Wahlgeräte umsetzen müssen, um mit den
Richtlinien 2002 FEC (Federal Election Commission Guidelines) und HAVA (Help Ame-
rica Vote Act) konform zu sein. Bei diesem Schutzprofil wurde keine Methodik zur Herlei-
tung technischer Anforderungen aus den spezifischen rechtlichen Anforderungen verwen-
det. Der Evaluierungsgegenstand besteht aus der Software und Hardware des Wahlgeräts.
Das Schutzprofil entspricht den Vorgaben der CC-Standard Version 2.3 und schlägt die
Vertrauenswürdigkeitsstufe EAL2 vor.
Schutzprofil: PP-CIVIS. Ähnlich zu dem vorherigen Schutzprofil definiert das CIVIS-
Schutzprofil [Sec06] von Wahlgeräten zu erfüllende Sicherheitsanforderungen. Der Eva-
luierungsgegenstand ist ebenfalls die Software und Hardware des Wahlgeräts. Das Schutz-
profil entspricht den Vorgaben der CC-Standard Version 3.0 und schlägt die Vertrauens-
würdigkeitsstufe EAL2+ vor.
Schutzprofil: Kontrollierte elektronische Wahlgeräte. Dieses Schutzprofil [KKY12]
definiert Sicherheitsanforderungen, die von Wahlgeräten erfüllt werden sollten. In die-
sem Schutzprofil wird die Bedeutung der Verifizierbarkeit hervorgehoben, aber ähnlich
zu allen vorherigen Schutzprofilen werden keine Anforderungen bezüglich Verifizierbar-
keit definiert. Der Evaluierungsgegenstand wird nicht genau spezifiziert. Das Schutzprofil
entspricht den Vorgaben der CC-Standard Version 3.1 und schlägt die Vertrauenswürdig-
keitsstufe EAL3+ vor.
Schutzprofil: Sichere elektronische Wahlgeräte. Im Gegensatz zu den IEEE P1583
und PP-CIVIS Schutzprofilen behandelt dieses Schutzprofil [LLWK10] Kiosk-Wahlgeräte.
Kiosk-Wahlgeräte sind über ein Netzwerk verbundene Wahlgeräte, über die Wähler am
Wahltag ihre Stimme an öffentlichen Plätzen abgeben können. Die Besonderheit dieses
Schutzprofiles besteht darin, dass es das einzige Schutzprofil ist, welches Verifizierbarkeit
einbezieht und es als Sicherheitsziel des Evaluierunsgegenstandes definiert. Der Evaluie-
rungsgegenstand besteht aus der Software und Hardware des Wahlgeräts. Das Schutzprofil
entspricht den Vorgaben des CC-Standard Version 3.1 und schlägt die Vertrauenswürdig-
keitsstufe EAL4+ vor.
Vergleich existierende Schutzprofile. Tabelle 1 stellt einen Vergleich aller existieren-
den Schutzprofile, die für elektronische Wahlgeräte entworfen wurden, dar. Der Vergleich
zeigt, dass alle Schutzprofile außer “Sichere elektronische Wahlgeräte” Verifizierbarkeit
nicht einbeziehen und somit nicht mit dem Prinzip der Öffentlichkeit der Wahl konform
sind. Wie bereits von Buchmann et al. [BNV14] festgestellt wurde, deckt jedoch das
Schutzprofil “Sichere elektronische Wahlgeräte” Verifizierbarkeit nicht adäquat ab: Ei-
nerseits wird Verifizierbarkeit als Sicherheitsziel des Evaluierungsgegenstandes definiert,
jedoch wird keine Beziehung (rationale) zwischen Sicherheitszielen und Sicherheitsanfor-
derungen angegeben. Andererseits führt die Erweiterung der Sicherheitsanforderungen zu
einem Schutzprofil, das außerhalb des CC-Standards. Letztlich werden die Sicherheitsan-
forderungen nicht systematisch aus rechtlichen Anforderungen heraus abgeleitet, was die
Rechtskonformität der danach evaluierten Produkte in Frage stellt.
Verifizierbarkeit und Common Criteria In diesem Zusammenhang ist auch die Dis-
kussion von Buchmann et al. [BNV14] zum Thema Schutzprofilen im Kontext von elektro-
nischen Wahlen von Interesse. Einerseits wird dort festgestellt, dass es der Common Cri-
teria an Flexibilität fehlt, den gesetzlichen Gestaltungsspielraum [NKH+13] umzusetzen.
Andererseits wird festgestellt, dass die Berücksichtigung der Verifizierbarkeit in Schutz-
profilen als besondere Herausforderung gilt, da entsprechende CC Komponenten nicht
vorhanden sind. Gemäß ihrer Erkenntnisse, schlagen Buchmann et al. vor, auf Annahmen
Schutzprofil Version EAL EVG Verifizierbarkeit
BSI-PP-0031




BSI-PP-0037 3.1 2+ Client NeinServer
IEEE P1583 2.3 2 Software, NeinHardware
PP-CIVIS 3.0 2+ Software, NeinHardware
Kontrollierte 3.1 3+ - Nein
ele. Wahlgeräte
Sichere 3.1 4+ Software, Ja
ele. Wahlgeräte Hardware
Tabelle 1: Vergleich existierender Schutzprofile.
an die Vertrauenswürdigkeit des Wahlsystems zu verzichten, um die Verifizierbarkeit so
implizit in das Schutzprofil zu integrieren.
3 Methode zur Entwicklung von Schutzprofilen
Dieser Abschnitt widmet sich den von Simić-Draws et al. [SDNK+13] vorgeschlage-
nen Schnittstellen zwischen den Methodiken und Standards Konkretisierung Rechtlicher
Anforderungen (KORA) [Roß08], Common Criteria (CC) [Int09] und IT-Grundschutz
[Bun08b] Standard. Die Schnittestellen erlauben u.a. Schutzprofile auf Basis rechtlicher
Vorgaben zu entwickeln. Entsprechend ist die Idee, diesen Ansatz zu verwenden, um ein
Schutzprofil für elektronische Wahlgeräte mit Paper Audit Trails zu entwickeln. Zunächst
werden die einzelnen Methodiken und Standards beschrieben, dann die Schnittstellen.
KORA - Konkretisierung Rechtlicher Anforderungen Die Methodik Konkretisierung
Rechtlicher Anforderungen (KORA) wurde von der Projektgruppe verfassungsverträgliche
Technikgestaltung (provet) an der Universität Kassel entwickelt. Ziel der Methodik ist die
Entwicklung technischer Konzepte juristisch zu begleiten und somit die Verfassungsver-
träglichkeit der Technik zu sichern. KORA sieht dazu folgenden Prozess vor: Nachdem
man die rechtlichen Vorgaben, die für die neue Technik relevant sind, identifiziert hat, wer-
den folgende Schritte ausgeführt: 1) Konkretisierung rechtlicher Anforderungen: Risiken
und Chancen werden beschrieben, welche durch den Einsatz der Technik einen Einfluss
auf die rechtlichen Vorgaben haben; 2) Konkretisierung rechtlicher Kriterien: Einzelne
Aspekte der Anforderungen werden betont, welche die Technik erfüllen soll; 3) Ablei-
tung technischer Ziele: Funktionen werden beschrieben, die den rechtlichen Kriterien ent-
sprechen sollen. Hier findet ein Übergang von der juristischen in die technische Sprache
statt; 4) Ableitung technischer Gestaltungsvorschläge: Konkrete technische Gestaltungs-
vorschläge werden aus den technischen Zielen abgeleitet.
CC - Common Criteria Der Common Criteria (CC)-Standard wurde entwickelt, um
Produkte der Informationssicherheit zu evaluieren. Der CC-Standard umfasst zwei wesent-
liche Grundkonzepte: Schutzprofile und Security Targets. Der Fokus dieser Arbeit liegt auf
Schutzprofilen, welche im Gegensatz zu Security Targets allgemein und unabhängig von
einem konkreten Produkt definiert werden. Ein Schutzprofil besteht aus folgenden Tei-
len: 1) Definition des Sicherheitsproblems, 2) Sicherheitsziele, 3) funktionale Sicherheits-
anforderungen und Vertrauenswürdigkeitsanforderungen an das Produkt (die spezifische
Technik). Alle Anforderungen werden in zwei Katalogen bereitgestellt: 1) Komponenten
der funktionalen Sicherheit; 2) Komponenten der vertrauenswürdigen Sicherheit. Diese
Komponenten werden weiter in Klassen und Familien unterteilt, welche zur Überführung
und Konkretisierung von Sicherheitszielen in Anforderungen verwendet werden. Durch
die Bereitstellung von Anforderungskatalogen ist ein einheitliches Vokabular und somit
die Vergleichbarkeit von Produkten gegeben. Schutzprofile werden darüber hinaus mit ei-
ner Vertrauenswürdigkeitsstufe (engl.: Evaluation Assurance Level (EAL)) versehen, die
eine Prüftiefe für das Produkt gegen das Schutzprofil vorgibt. So kann die Prüftiefe zwi-
schen EAL 1 (funktionell getestet) und EAL 7 (formal verifizierter Entwurf und getestet)
liegen.
IT-Grundschutz Der IT-Grundschutz wurde vom Bundesamt für Sicherheit in der Infor-
mationstechnik (BSI) entwickelt. Ziel des IT Grundschutzes ist es eine einfache Metho-
de bereit zu stellen, die Sicherheitsmaßnahmen mit einer an die Bedürfnisse angepassten
Sicherheitsstufe für Standard-Schutzanforderungen zum Schutz von Geschäftsprozessen,
Anwendungen und IT-Systemen liefert. Dazu werden organisatorische, personelle, infra-
strukturelle und technische Maßnahmen vorgeschlagen. Der IT-Grundschutz besteht auf
folgenden Katalogen: Bausteinen, Gefährdungen und Schutzmaßnahmen. Der Bausteine-
Katalog ist in fünf Stufen unterteilt, nach denen sich Verantwortlichkeiten trennen las-
sen. Diese Stufen sind: Übergreifende Aspekte, Infrastruktur, IT-Systeme, Netze, Anwen-
dungen. Für jeden konkreten Baustein (z.B. B 5.21 Webanwendungen) werden konkrete
Gefährdungen aus dem Schichtenmodell des Gefährdungskatalogs identifiziert, sowie ent-
sprechende Schutzmaßnahmen aus dem Schichtenmodell des Schutzmaßnahmenkatalogs
genannt, die einen Grundschutz liefern.
Schnittstellen zwischen KORA, CC und IT-Grundschutz Simić-Draws et al.
[SDNK+13] identifizieren Schwachstellen der jeweiligen Methodiken und Standards. So
bietet KORA zwar eine rechtlich fundierte Grundlage zur Ableitung technischer Anforde-
rungen, jedoch genügt diese Ableitung nicht zur vollständigen Evaluation von IT-Systemen.
Während die Common Criteria ein etablierter IT Evaluationsstandard ist, werden rechtli-
che Anforderungen nicht betrachtet und eine rechtskonforme Evaluation von Produkten
kann nicht ohne weiteres stattfinden. Schließlich bietet der IT-Grundschutz eine umfas-
sende Sicherheitssicht, während auch der IT-Grundschutz einerseits rechtliche Aspekte
nicht betrachtet, andererseits eine Produktevaluation nicht auf dem Detailgrad der Com-
mon Criteria stattfindet. Auf Grundlage dieser Erkenntnis erarbeiten Simić-Draws et al.
eine Methodik, die die Schwachstellen der einzelnen Methodiken und Standards durch
eine geeignete Komposition eliminiert. Diese Komposition ist in Abbildung 1 dargestellt.
Abbildung 1: Schnittstellen zwischen KORA, CC und IT-Grundschutz [SDNK+13].
4 Operationalisierung der Methode
Bei dem Versuch, die Methode anzuwenden, hat sich gezeigt, dass weitere Konkretisie-
rungen notwendig sind, um diese in Bezug auf die Entwicklung von Schutzprofilen opera-
tionalisieren zu können. Die im Rahmen dieser Arbeit vorgeschlagenen Konkretisierungen
sind in Abbildung 2 fett umrandet.
Im Vordergrund stehen dabei zunächst die zu schützenden Werte, die als Basis für alle
weiteren Schritte bei der Entwicklung eines Schutzprofils dienen. Wir schlagen vor, die zu
schützenden Werte wie folgt aus den mittels KORA ermittelten rechtlichen Kriterien abzu-
leiten: In einem ersten Schritt werden die Kriterien semantisch analysiert und in Teilkriteri-
en unterteilt. In einem zweiten Schritt sollen in einem interdisziplinären Diskurs zwischen
juristischen und technischen Experten die sicherheitsrelevanten Teilkriterien identifiziert
werden. Im nächsten Schritt können dann auf Basis der sicherheitsrelevanten Teilkriterien
die zu schützenden Werte identifiziert werden.
Die Grundlage für die Beschreibung der Einsatzumgebung (Bedrohungen, Annahmen und
Sicherheitspolitiken) bildet klassich eine Bedrohungsanalyse. Um diese auf die zuvor ident-
fizierten zu schützenden Werte anwenden zu können, wird folgender Prozess vorgeschla-
gen: Basierend auf den kryptographischen Schutzzielen Authentizität, Integrität und Ver-
Abbildung 2: Fokus und Verfeinerung der Evaluationsmethodik [SDNK+13].
traulichkeit soll im interdiziplinären Dialog geklärt werden, welches die relevanten Schutz-
ziele für den jeweiligen zu schützenden Wert sind. Die Bedrohungsanalyse kann dann an-
hand von Bedrohungsbäumen durchgeführt werden.
5 Entwurf des Schutzprofils
Aufgrund der Tatsache, dass ein vollständiges Schutzprofil den Rahmen dieser Arbeit
sprengen würde, beschränken wir uns an dieser Stelle auf folgende Bestandteile des Schutz-
profils: 1) Beschreibung des Evaluierungsgegenstands 2) Liste der zu schützenden Werte
(an ausgewählten Beispielen), 3) Bedrohungsgraph für die zu schützenden Werte als Basis
für die Definition der Einsatzumgebung.
5.1 Der Evaluierungsgegenstand
Der betrachtete Evaluierungsgegenstand (EVG) ist ein elektronisches Wahlsystem, das die
Kandidatenauswahl an einem elektronischen Wahlgerät sowie die Auszählung an einem
anderen elektronischen Wahlgerät vorsieht. Der EVG besteht aus einem hybriden Wahl-
gerät. Ähnlich zur papier-basierten Wahl identifiziert sich der Wähler zunächst gegenüber
dem Wahlvorstand. Danach betritt er die Wahlkabine und benutzt das elektronische Wahl-
gerät um durch das Auswählen der Kandidaten seinen Stimmzettel zu erstellen. Sobald
der Wähler seine Auswahl bestätigt wird der Stimmzettel ausgedruckt. Der ausgedruckte
Stimmzettel enthält einen menschlich- und einen maschinen-lesbaren Teil. Beide Teile ent-
halten dieselbe Information, nämlich die Auswahl des Wählers.1 Der menschlich-lesbare
Teil dient dem Wähler zur Überprüfung, dass der gedruckte Stimmzettel der am Wahl-
gerät abgegebenen Stimme entspricht. Nach der Überprüfung durch den Wähler faltet die-
ser den Stimmzettel, verlässt die Wahlkabine und wirft den Stimmzettel in die Wahlurne.
Der maschinen-lesbare Teil des Stimmzettels ermöglicht ein automatisiertes Auszählen
der gedruckten Stimmzettel. Es gibt bereits einige Wahlsysteme (Wahlgeräte), welche die-
sem Evaluierungsgegenstand entsprechen, zum Beispiel [BNFL+12], [VBD11], [Veg12],
and [Vot11].
Die Komponenten des Evaluierungsgegenstand sind in Abbildung 3 dargestellt. Der Eva-
luierungsgegenstand beinhaltet die Hardware und Software dieser Komponenten.
Abbildung 3: Komponentente des Evaluierungsgegenstandes.
5.2 Identifizierung der zu schützenden Werte
In diesem Abschnitt wenden wir die in dieser Arbeit eingeführte Verfeinerung der Eva-
luationsmethodik von Simić-Draws et al. [SDNK+13] an und führen die Identifizierung
von zu schützenden Werten beispielhaft durch. Als Beispiel verwenden wir das rechtliche
Kriterium der Manipulationssicherheit. Dieses Kriterium steht indirekt im Bezug zur Ve-
rifizierbarkeit, weil es voraussetzt, dass Manipulationen nicht unentdeckt bleiben können,
d.h. es fordert einen Mechanismus zur Verifikation.
1Im Falle einer Abweichung zwischen dem menschlich- und dem maschinen-lesbaren Teil, zählt ausschließ-
lich der menschlich-lesbare Teil des Stimmzettels.
Aus dem rechtlichen Kriterium der Manipulationssicherheit2, werden folgende sicher-
heitsrelevante Teilkriterien abgeleitet:
1. Eine Manipulation von amtlich zugelassenen und genehmigten Geräten darf nicht
unentdeckt bleiben.
2. Eine nachträgliche Änderung der Software bzw. Hardware des EVGs muss un-
möglich sein oder darf zumindest nicht unentdeckt bleiben.
5.3 Identifizierung von Bedrohungen
Die beiden zuvor identifizierten sicherheitsrelevanten Teilkriterien sind über den zu schütz-
enden Wert Geräte verbunden. Das einzige relevante Schutzziel dieses zu schützenden
Wertes ist die Integrität und das daraus entstehende Angriffsziel ist Verletzung der Inte-
grität der Geräte. Der Bedrohungsbaum zu diesem Angriffsziel ist in Abbildung 4 darge-
stellt. Einige der möglichen Bedrohungen, welche in diesem Bedrohungsbaum identifiziert
wurden, wurden aus vorherigen Arbeiten entnommen, siehe Prosser et al. [PKKU04] and
Krimmer and Volkamer [KV08].
Aus den Blättern dieses Bedrohungsbaumes können die entsprechenden Bedrohungen und
Annahmen identifiziert werden. In Anlehnung an Buchmann et al. [BNV14] kann nur eine
Kombination an zulässigen Bedrohungen und Annahmen in einem Schutzprofil abgebil-
det werden, nicht aber alle laut Gestaltungsspielraum möglichen. Welche Kombination
gewählt wird, sollte im interdisziplinären Dialog entschieden werden.
6 Zusammenfassung
Mit dem stetigen Fortschreiten der Entwicklung, dringen Technologien in immer neue
Bereiche unseres Lebens vor. War die Durchführung von Wahlen über Jahrhunderte ein
relativ simpler Prozess, so eröffnen elektronische Wahlsysteme neue Möglichkeiten zur
Schaffung und Festigung von Demokratien. Obwohl elektronische Wahlen in Deutschland
bereits praktisch durchgeführt wurden, hat das Bundesverfassungsgericht mit dem Urteil
vom 3. März 2009 die Durchführung bisheriger elektronischer Wahlen für verfassungs-
widrig erklärt. Grund dieses Urteils war die Tatsache, dass die eingesetzten Wahlgeräte
nicht dem Prinzip der Öffentlichkeit der Wahl entsprachen. Die Durchführung rechtskon-
former elektronischer Wahlen ist eine Herausforderung von besonderem öffentlichen Inter-
esse und bedarf interdisziplinärer Forschungsarbeit. Ziel dieser Arbeit war es einen ersten
Schritt in Richtung Entwurf eines Schutzprofils zur Evaluierung von elektronischen Wahl-
geräten mit Paper Audit Trails auf Basis rechtlicher Vorgaben zu entwickeln. Dazu wurde
in dieser Arbeit eine der Schnittstellen zwischen KORA und dem CC-Standard der Eva-
luationsmethodik nach Simić-Draws et al. [SDNK+13] bezüglich einer systematischen
Methodik zur Identifizierung von zu schützenden Werten verfeinert.
2Die vollständige Definition dieses rechtliche Kriterium befindet sich in [Hen14].
Abbildung 4: Bedrohungsbaum “Manipulierte Geräte”.
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