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Let (g,k) be a reductive symmetric superpair of even type, i.e. so
that there exists an even Cartan subspace a ⊂ p. The restriction
map S(p∗)k → S(a∗)W where W = W (g0 : a) is the Weyl group, is
injective. We determine its image explicitly.
In particular, our theorem applies to the case of a symmetric
superpair of group type, i.e. (k⊕k,k) with the ﬂip involution where
k is a classical Lie superalgebra with a non-degenerate invariant
even form (equivalently, a ﬁnite-dimensional contragredient Lie
superalgebra). Thus, we obtain a new proof of the generalisation
of Chevalley’s restriction theorem due to Sergeev and Kac, Gorelik.
For general symmetric superpairs, the invariants exhibit a new and
surprising behaviour. We illustrate this phenomenon by a detailed
discussion in the example g = C(q + 1) = osp(2|2q,C), endowed
with a special involution. Here, the invariant algebra deﬁnes
a singular algebraic curve.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The physical motivation for the development of supermanifolds stems from quantum ﬁeld theory
in its functional integral formulation, which describes fermionic particles by anticommuting ﬁelds.
In the 1970s, pioneering work by Berezin strongly suggested that commuting and anticommuting
variables should be treated on equal footing. Several theories of supermanifolds have been advocated,
among which the deﬁnition of Berezin, Kostant, and Leites is one of the most commonly used in
mathematics.
Our motivation for the study of supermanifolds comes from the study of certain nonlinear σ -
models with supersymmetry. Indeed, it is known from the work of the third named author [Zir96]
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trix ensembles, which correspond to Cartan’s ten inﬁnite series of symmetric spaces. In spite of their
importance in physics, the mathematical theory of these superspaces is virtually non-existent. (But
compare [DP07,LSZ08,Goe08].) We intend to initiate the systematic study of Riemannian symmetric
superspaces, in order to obtain a good understanding of, in particular, the invariant differential oper-
ators, the spherical functions, and the related harmonic analysis. The present work lays an important
foundation for this endeavour: the generalisation of Chevalley’s restriction theorem to the super set-
ting.
To describe our results in detail, let us make our assumptions more precise. Let g be a complex Lie
superalgebra with even centre such that g0 is reductive in g and g carries an even invariant super-
symmetric form. Let θ be an involutive automorphism of g, and denote by g = k⊕p the decomposition
into θ -eigenspaces. We say that (g, k) is a reductive superpair, and it is of even type if there exists an
even Cartan subspace a ⊂ p0.
Assume that (g, k) is a reductive symmetric superpair of even type. Let Σ¯+1 denote the set of
positive roots of g1 : a such that λ,2λ are no roots of g0 : a. To each λ ∈ Σ¯+1 , one associates a set Rλ
of differential operators with rational coeﬃcients on a.
Our main results are as follows.
Theorem (A). Let I(a∗) be the image of the restriction map S(p∗)k → S(a∗) (which is injective). Then I(a∗)
is the set of W -invariant polynomials on a which lie in the common domain of all operators in Rλ , λ ∈ Σ¯+1 .
Here, W is the Weyl group of g0 : a.
For λ ∈ Σ¯+1 , let Aλ ∈ a be the corresponding coroot, and denote by ∂(Aλ) the directional derivative
operator in the direction of Aλ . Then the image I(a∗) can be characterised in more explicit terms, as
follows.
Theorem (B).We have I(a∗) =⋂λ∈Σ¯+1 S(a∗)W ∩ Iλ where
Iλ =
1
2m1,λ⋂
j=1
domλ− j∂(Aλ) j if λ(Aλ) = 0,
and if λ(Aλ) = 0, then Iλ consists of those p ∈ C[a] such that
∂(Aλ)
k p
∣∣
kerλ = 0 for all odd integers k, 1 km1,λ − 1.
Here, m1,λ denotes the multiplicity of λ in g1 (and is an even integer).
If the symmetric pair (g, k) is of group type, i.e. g = k ⊕ k with the ﬂip involution, then for all
λ ∈ Σ¯+1 , λ(Aλ) = 0, and the multiplicity m1,λ = 2. In this case, Theorem (B) reduces to I(a∗) =⋂
λ∈Σ¯+1 S(a
∗)W ∩ domλ−1∂(Aλ). The situation where λ(Aλ) = 0 for some λ ∈ Σ¯+1 occurs if and only
if g contains symmetric subalgebras s ∼= C(2) = osp(2|2) where s0 ∩ k = sl(2,C). This is case for
g = C(q+1) with a special involution, and in this case, the invariant algebra I(a∗) deﬁnes the singular
curve z2q+1 = w2 (Corollary 4.6).
Let us place our result in the context of the literature. Theorems (A) and (B) apply to the case of
classical Lie superalgebras with non-degenerate invariant even form (equivalently, ﬁnite-dimensional
contragredient Lie superalgebras), considered as symmetric superspaces of group type. In this case,
the result is due to Sergeev [Ser99], Kac [Kac84], and Gorelik [Gor04], and we simply furnish a new
(and elementary) proof. (The results of Sergeev are also valid for basic Lie superalgebras which are
not contragredient.) For some particular cases, there are earlier results by Berezin [Ber87].
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in detail ideas due to Kac in the context of Kac–Moody algebras—is classiﬁcation-free, and uses so-
called Shapovalov determinants. Moreover, the result of Kac and Gorelik actually characterises the
image of the Harish-Chandra homomorphism rather than the image of the restriction map on the
symmetric algebra, and is therefore more fundamental than our result.
Still in the case of symmetric superpairs of group type, Kac [Kac77a] and Santos [San99] describe
the image of the restriction morphism in terms of supercharacters of certain (cohomologically) in-
duced modules (instead of a characterisation in terms of a system of differential equations). This
approach cannot carry over to the case of symmetric pairs, as is known in the even case from the
work of Helgason [Hel64].
Our result also applies in the context of Riemannian symmetric superspaces, where one has an
even non-degenerate G-invariant supersymmetric form on G/K whose restriction to the base G/K is
Riemannian. In this setting, it is to our knowledge completely new and not covered by earlier results.
We point out that a particular case was proved in the PhD thesis of Fuchs [Fuc95], in the framework
of the ‘supermatrix model’, using a technique due to Berezin.
In the context of harmonic analysis of even Riemannian symmetric spaces G/K , Chevalley’s restric-
tion theorem enters crucially, since it determines the image of the Harish-Chandra homomorphism,
and thereby, the spectrum of the algebra D(G/K ) of G-invariant differential operators on G/K . It is
an important ingredient in the proof of Harish-Chandra’s integral formula for the spherical functions.
In a series of forthcoming papers, we will apply our generalisation of Chevalley’s restriction theorem
to obtain analogous results in the context of Riemannian symmetric superspaces.
Let us give a brief overview of the contents of our paper. We review some basic facts on root
decompositions in Sections 2.1–2.2. In Section 2.3, we introduce our main tool in the proof of The-
orem (A), a certain twisted action uz on the supersymmetric algebra S(p). In Section 3.1, we deﬁne
the ‘radial component’ map γz via the twisted action uz . The proofs of Theorems (A) and (B) are
contained in Sections 3.2 and 3.3, respectively. The former comes down to a study of the singularities
of γz as a function of the semi-simple z ∈ p0, whereas the latter consists in an elementary and ex-
plicit discussion of the radial components of certain differential operators. In Sections 4.1 and 4.2, we
discuss the generality of the ‘even type’ condition, and study an extreme example in some detail.
2. Some basic facts and deﬁnitions
In this section, we mostly collect some basic facts concerning (restricted) root decompositions
of Lie superalgebras, and the (super-)symmetric algebra, along with some deﬁnitions which we ﬁnd
useful to formulate our main results. As general references for matters super, we refer the reader
to [Kos77,DM99,Kac77b,Sch79]
2.1. Roots of a basic quadratic Lie superalgebra
Deﬁnition 2.1. Let g = g0 ⊕ g1 be a Lie superalgebra over C and b a bilinear form b. Recall that b is
supersymmetric if b(u, v) = (−1)|u||v|b(v,u) for all homogeneous u, v . We shall call (g,b) quadratic if
b is a non-degenerate, g-invariant, even and supersymmetric form on g. We shall say that g is basic
if g0 is reductive in g (i.e. g is a semi-simple g0-module) and z(g) ⊂ g0 where z(g) denotes the centre
of g.
2.2. Let (g,b) be a basic quadratic Lie superalgebra, and b be a Cartan subalgebra of g0.
As usual [Sch79, Chapter II, §4.6], we deﬁne
V α = {x ∈ V ∣∣ ∃n ∈ N: (h − α(h))n(x) = 0 for all h ∈ b}, α ∈ b∗
for any b-module V . Further, the sets of even respectively odd roots for b are
	0(g : b) =
{
α ∈ b∗ \ 0 ∣∣ gα0 = 0} and 	1(g : b) = {α ∈ b∗ ∣∣ gα1 = 0}.
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have
g = b ⊕
⊕
α∈	
gα = b ⊕
⊕
α∈	0
gα0 ⊕
⊕
α∈	1
gα1 .
It is obvious that 	0 = 	(g0 : b), so in particular, it is a reduced abstract root system in its real linear
span. Also, since g0 is reductive in g, the root spaces gαi are the joint eigenspaces of adh, h ∈ b (and
not only generalised ones).
We collect the basic statements about b-roots. The results are known (e.g. [Sch79,Ben00]), so we
omit their proofs.
Proposition 2.3. Let g be a basic quadratic Lie superalgebra with invariant form b, and b a Cartan subalgebra
of g0 .
(i) For α,β ∈ 	 ∪ 0, we have b(gαj ,gβk ) = 0 unless j = k and α = −β .
(ii) The form b induces a non-degenerate pairing gαj × g−αj → C. In particular, we have dimgαj = dimg−αj
and 	 j = −	 j for j ∈ Z/2Z.
(iii) The form b is non-degenerate on b, so for any λ ∈ b∗ , there exists a unique hλ ∈ b such that b(hλ,h) =
λ(h) for all h ∈ b.
(iv) If α(hα) = 0, α ∈ 	1 , then 2α ∈ 	0 . In particular, 	0 ∩ 	1 = ∅.
(v) We have g01 = z1(g) = {x ∈ g1 | [x,g] = 0} = 0, so 0 /∈ 	1 .
(vi) All root spaces gα , α ∈ 	, α(hα) = 0, are one-dimensional.
2.2. Restricted roots of a reductive symmetric superpair
Deﬁnition 2.4. Let (g,b) be a complex quadratic Lie superalgebra, and θ :g → g an involutive auto-
morphism leaving the form b invariant. If g = k ⊕ p is the θ -eigenspace decomposition, then we shall
call (g, k) a symmetric superpair. We shall say that (g, k) is reductive if, moreover, g is basic.
Note that for any symmetric superpair (g, k), k and p are b-orthogonal and non-degenerate. It is
also useful to consider the form bθ (x, y) = b(x, θ y) which is even, supersymmetric, non-degenerate
and k-invariant.
Let (g, k) be a reductive symmetric superpair. For arbitrary subspaces c,d ⊂ g, let zd(c) = {d ∈ d |
[d, c] = 0} denote the centraliser of c in d. Any linear subspace a = zp(a) ⊂ p0 consisting of semi-
simple elements of g0 is called an even Cartan subspace. If an even Cartan subspace exists, then we
say that (g, k) is of even type.
We state some generalities on even Cartan subspaces. These are known and straightforward to
deduce from standard texts such as [Dix77,Bor98].
Lemma 2.5. Let a ⊂ g be an even Cartan subspace.
(i) a is reductive in g, i.e. g is a semi-simple a-module.
(ii) zg0 (a) and zg1 (a) are b-non-degenerate.
(iii) zg0 (a) = m0 ⊕ a and zg1 (a) = m1 where mi = zki (a), and the sum is b-orthogonal.
(iv) m0 , m1 , and a are b-non-degenerate.
(v) There exists a θ -stable Cartan subalgebra b of g0 containing a.
2.6. Let k be a classical Lie superalgebra with a non-degenerate invariant even form B [Kac78]. Then k0
is reductive in k, and z(k) is even. We may deﬁne g = k⊕k, and b(x, y, x′, y′) = B(x, x′)+ B(y, y′). Then
(g,b) is basic quadratic. The ﬂip involution θ(x, y) = (y, x) turns (g, k) into a reductive symmetric
superpair (where k is, as is customary, identiﬁed with the diagonal in g). We call such a pair of group
type.
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Indeed, p = {(x,−x) | x ∈ k}, and the assertion follows from Proposition 2.3 (v).
2.7. In what follows, let (g, k) be a reductive symmetric superpair of even type, a ⊂ p an even Cartan
subspace, and b ⊂ g0 a θ -stable Cartan subalgebra containing a. The involution θ acts on b∗ by θα =
α ◦ θ for all α ∈ b∗ . Let α± = 12 (1± θ)α for all α ∈ b∗ , and set
Σ j = Σ j(g : a) = {α− | α ∈ 	 j, α = θα}, Σ = Σ(g : a) = Σ0 ∪ Σ1.
(The union might not be disjoint.) Identifying a∗ with the annihilator of b∩ k in b∗ , these may be con-
sidered as subsets of a∗ . The elements of Σ0, Σ1, and Σ are called even restricted roots, odd restricted
roots, and restricted roots, respectively. For λ ∈ Σ , let
Σ j(λ) = {α ∈ 	 j | λ = α−}, Σ(λ) = Σ0(λ) ∪ Σ1(λ).
In the following lemma, observe that λ ∈ Σ j(λ) means that λ ∈ 	 j . We omit the simple proof, which
is exactly the same as in the even case [War72, Chapter 1.1, Appendix 2, Lemma 1].
Lemma 2.8. Let λ ∈ Σ j , j = 0,1. The map α → −θα is a ﬁxed point free involution ofΣ j(λ)\λ. In particular,
the cardinality of this set is even.
2.9. For λ ∈ Σ , let
gλj,a =
{
x ∈ g j
∣∣ ∀h ∈ a: [h, x] = λ(h) · x}, gλa = gλ0,a ⊕ gλ1,a,
and mj,λ = dimC gλj,a , the even or odd multiplicity of λ, according to whether j = 0 or j = 1. It is clear
that
gλj,a =
⊕
α∈Σ j(λ)
gαj , mj,λ =
∑
α∈Σ j(λ)
dimC g
α
j , and g = zg(a) ⊕
⊕
λ∈Σ
gλa.
The following facts are certainly well known. Lacking a reference, we give the short proof.
Proposition 2.10. Let α,β ∈ 	, λ ∈ Σ , and j,k ∈ {0,1}.
(i) The form bθ is zero on gαj × gβk , unless j = k and α = −θβ , in which case it gives a non-degenerate
pairing.
(ii) There exists a unique Aλ ∈ a such that b(Aλ,h) = λ(h) for all h ∈ a.
(iii) We have dimC gαj = dimC g−θαj .
(iv) The subspace g j(λ) = gλj,a ⊕ g−λj,a is θ -invariant and decomposes into θ -eigenspaces as g j(λ) = kλj ⊕ pλj .
(v) The odd multiplicity m1,λ is even, and bθ deﬁnes a symplectic form on both kλ1 and p
λ
1 .
Proof. The form bθ is even, so bθ (g0,g1) = 0. For x ∈ gαj , y ∈ gβj , we compute, for all h ∈ b,
(α + θβ)(h)bθ (x, y) = bθ ([h, x], y)+ bθ (x, [θh, y])
= bθ ([h, x] + [x,h], y)= 0.
Hence, bθ (x, y) = 0 if α = −θβ . Since bθ is non-degenerate and g/b is the sum of root spaces, bθ in-
duces a non-degenerate pairing of gαj and g
−θα
j . We also know already that a is non-degenerate
for bθ , and (i)–(iii) follow. Statement (iv) is immediate.
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λ
1
∼=
⊕
α∈Σ j(λ)\λ
gα1 .
By (iii) and Lemma 2.8, this space is even-dimensional. But λ is a root if and only if λ = −θλ. Then
bθ deﬁnes a symplectic form on gλ1 by (i), and this space is even-dimensional. Thus, m1,λ is even, and
again by (i), gλ1,a is b
θ -non-degenerate. It is clear that kλ1 and p
λ
1 are b
θ -non-degenerate because gλ1,a
and g−λ1,a are. Hence, we obtain assertion (v). 
Remark 2.11. Unlike the case of unrestricted roots, there may exist λ ∈ Σ1 such that 2λ /∈ Σ but λ
is still anisotropic, i.e. λ(Aλ) = 0. Indeed, consider g = osp(2|2,C) (∼= sl(2|1,C)). Then g0 = o(2,C) ⊕
sp(2,C) = gl(2,C) and g1 is the sum of the fundamental representation of g0 and its dual.
Deﬁne the involution θ to be conjugation by the element
( σ 0
0 12
)
where σ = ( 0 1
1 0
)
. One ﬁnds that
k0 = sl(2,C) and p0 = a = z(g0) which is one-dimensional and non-degenerate for the supertrace
form b. On the other hand, g1 = g1(λ) is the sum of the root spaces for certain odd roots ±α, ±θα
which restrict to ±λ. Clearly, there are no even roots, so 2λ is not a restricted root. Since Aλ gener-
ates a, it is a b-anisotropic vector. We discuss this issue at some length in Section 4.2.
We point out that it is also not hard to prove that any such root λ occurs in this setup. I.e.,
given a reductive symmetric superpair (g, k), for any λ ∈ Σ1, 2λ /∈ Σ , λ(Aλ) = 0, there exists a b-non-
degenerate θ -invariant subalgebra s ∼= osp(2|2,C) such that p ∩ s0 = CAλ = z(s0) (the centre of s0),
and dim s ∩ g1(λ) = 4.
This phenomenon, of course, cannot occur if the symmetric superpair (g, k) is of group type. This
reﬂects the fact that the conditions characterising the invariant algebra may be different in the general
case than one might expect from the knowledge of the group case (i.e. the theorems of Sergeev and
Kac, Gorelik).
2.3. The twisted action on the supersymmetric algebra
2.12. Let V = V0 ⊕ V1 be a ﬁnite-dimensional super-vector space over C. We deﬁne the super-
symmetric algebra S(V ) = S(V0) ⊗∧(V1). It is Z-graded by total degree, as follows: Sk,tot(V ) =⊕
p+q=k S p(V0) ⊗
∧q
(V1). This grading is not compatible with the Z2-grading, but will of be of use
to us nonetheless.
Let U be another ﬁnite-dimensional super-vector space, and moreover, let b :U × V → C be a
bilinear form. Then b extends to a bilinear form S(U ) × S(V ) → C: It is deﬁned on linear generators
by
b(x1 · · · xm, y1 · · · yn) = δmn ·
∑
σ∈Sn
ασx1,...,xn · b(xσ (1), y1) · · ·b(xσ (n), yn)
for all x1, . . . , xm ∈ U , y1, . . . , yn ∈ V where α = ασx1,...,xn = ±1 is determined by the requirement
that α · xσ(1) · · · xσ(n) = x1 · · · xn in S(V ). If b is even (resp. odd, resp. non-degenerate), then so is its
extension. Here, recall that a bilinear form has degree i if b(V j, Vk) = 0 whenever i + j + k ≡ 1 (2).
In particular, the natural pairing of V and V ∗ extends to a non-degenerate even pairing 〈·,·〉 of
S(V ) and S(V ∗). By this token, S(V ) embeds injectively as a subsuperspace in Ŝ(V ) = S(V ∗)∗ . Its
image coincides with the graded dual S(V ∗)∗gr whose elements are the linear forms vanishing on
Sk,tot(V ∗) for k  1.
We deﬁne a superalgebra homomorphism ∂ : S(V ) → End(̂S(V ∗)) by〈
p, ∂(q)π
〉= 〈pq,π〉 for all p,q ∈ S(V ), π ∈ S(V )∗
where Ŝ(V ∗) = S(V )∗ . Clearly, ∂(q) leaves S(V ∗) invariant.
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phism S(U∗) ∼= C[U ] as algebras, where C[U ] is the set of polynomial mappings U → C. We recall
that the isomorphism can be written down as follows.
The pairing 〈·,·〉 of S(U ) and S(U∗) extends to Ŝ(U ) × S(U∗). For any d ∈ S(U ), the exponential
ed = ∑∞n=0 dnn! makes sense as an element of the algebra Ŝ(U ) = ∏∞n=0 Sn(U ). Now, deﬁne a map
S(U∗) → C[U ] : p → P by
P (z) = 〈ez, p〉= ∞∑
n=0
1
n!
〈
zn, p
〉= ∞∑
n=0
1
n!
〈
1, ∂(z)np
〉
.
Observe
d
dt
P (z0 + tz)
∣∣∣∣
t=0
= d
dt
〈
etzez0 , p
〉∣∣∣∣
t=0
= 〈zez0 , p〉.
Iterating this formula, we obtain 〈z1 · · · zn, p〉 for any z j ∈ U as a repeated directional derivative of P ,
and the map is injective. Since it preserves the grading by total degree, it is bijective because of
identities of dimension in every degree.
2.14. Let V = V0 ⊕ V1 be a ﬁnite-dimensional super-vector space. We apply the above to deﬁne an
isomorphism φ : S(V ∗) → HomS(V0)(S(V ),C[V0]). Here, S(V0) acts on S(V ) by left multiplication,
and it acts on C[V0] by natural extension of the action of V0 by directional derivatives:
(∂z P )(z0) = d
dt
P (z0 + tz)
∣∣∣∣
t=0
for all P ∈ C[V0], z, z0 ∈ V0.
The isomorphism φ is given by the following prescription for P = φ(p):
P (d; z) = (−1)|d||p|〈ez, ∂(d)p〉 for all p ∈ S(V ∗), z ∈ V0, d ∈ S(V ).
Here, note that Ŝ(V0) ⊂ Ŝ(V ) since S(V ∗0 ) is a direct summand of S(V ∗), S(V ∗) = S(V ∗0 ) ⊕ S(V ∗0 ) ⊗∧+
(V ∗1 ), where
∧+ =⊕k1∧k . Hence, ez may be considered as an element of Ŝ(V ).
The map φ is an isomorphism as the composition of the isomorphisms
HomS(V0)
(
S(V ),C[V0]
)∼= HomS(V0)(S(V0) ⊗∧ V1, S(V ∗0 ))
∼= S(V ∗0 )⊗∧ V ∗1 ∼= S(V ∗).
Deﬁnition 2.15. Let (g, k) be a reductive symmetric superpair of even type, and a ⊂ p an even Cartan
subspace. We apply the isomorphism φ for V = p to deﬁne natural restriction homomorphisms
S
(
p∗
)→ S(p∗0) : p → p¯ and S(p∗)→ S(a∗) : p → p¯.
Here, p¯ ∈ S(p∗0) (resp. p¯ ∈ S(a∗)) is deﬁned via its associated polynomial P¯ ∈ C[p0] (resp. P¯ ∈ C[a])
where
P¯ (z) = P (1; z) and P = φ(p).
This is a convention we will adhere to in all that follows.
Since p0 is complemented by p1 in p, and a is complemented in p0 by
⊕
λ∈Σ0 p
λ
0, we will in the
sequel consider p∗0 ⊂ p∗ and a∗ ⊂ p∗0.
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ad : k0 → End(g) lifts to a homomorphism Ad : K → GL(g). (For instance, one might take K simply
connected.) Then k (resp. K ) acts on S(p), S(p∗), Ŝ(p), Ŝ(p∗) by suitable extensions of ad and ad∗
(resp. Ad and Ad∗) which we denote by the same symbols. Here, the sign convention for ad∗ is〈
y,ad∗(x)η
〉= 〈[y, x], η〉= −(−1)|x||y|〈ad(x)(y),η〉
for all x, y ∈ g, η ∈ g∗ .
Let z ∈ p0. We have ez =∑∞k=0 zkk! ∈ Ŝ(p), and this element is invertible with inverse e−z . Deﬁne
uz(x)d = ad(x)
(
dez
)
e−z for all x ∈ k, d ∈ Ŝ(p).
Observe that
ad(x)
(
ez
)= ∞∑
n=0
1
n! ad(x)
(
zn
)= ∞∑
n=1
n
n! [x, z]z
n−1 = [x, z]ez,
because z is even. Hence,
uz(x)d = ad(x)
(
dez
)
e−z = [x, z]d + ad(x)(d).
In particular, uz(x) leaves S(p) ⊂ Ŝ(p) invariant.
Lemma 2.17. Let z ∈ p0 . Then uz deﬁnes a k-module structure on S(p), and for all x ∈ k, k ∈ K , we have
Ad(k) ◦ uz(x) = uAd(k)(z)
(
Ad(k)(x)
) ◦ Ad(k).
Proof. We clearly have
uz(x)uz(y)d =
(
ad(x)ad(y)
(
dez
))
e−z.
Now uz is a k-action because ad is a homomorphism. Similarly,
Ad(k)
(
uz(x)d
)= ad(Ad(k)(x))(Ad(k)(d)eAd(k)(z))e−Ad(k)(z)
= uAd(k)(z)
(
Ad(k)(x)
)
Ad(k)(d),
which manifestly gives the second assertion. 
2.18. Let uz also denote the natural extension of uz to U(k). Then we may deﬁne an action  of U(k)
on HomS(p0)(S(p),C[p0]) via
(v P )(d; z) = (−1)|v||P |P
(
uz
(
S(v)
)
d; z)
for all P ∈ HomS(p0)(S(p),C[p0]), v ∈ U(k), d ∈ S(p), z ∈ p0. Here, we denote by S :U(g) → U(g) the
unique linear map such that S(1) = 1, S(x) = −x for all x ∈ g, and S(uv) = (−1)|u||v|S(v)S(u) for
all homogeneous u, v ∈ U(g) (i.e. the principal anti-automorphism). Compare [Kos83] for a similar
deﬁnition in the context of the action of a supergroup on its algebra of superfunctions.
We also deﬁne
(Lk P )(d; z) = P
(
Ad
(
k−1
)
(d);Ad(k−1)(z))
for all P ∈ HomS(p0)(S(p),C[p0]), k ∈ K , d ∈ S(p), z ∈ p0.
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making the isomorphism φ equivariant for k (resp. K ).
Proof. Let P = φ(p). Then
(x P )(d; z) = −(−1)|x||p|P
(
uz(x)d; z
)= −(−1)|d||p|〈ad(x)(ezd), p〉
= (−1)|d|(|x|+|p|)〈ezd,ad∗(x)(p)〉= φ(ad∗(x)(p))(d; z).
Similarly, we check that
(Lk P )(d; z) = P
(
Ad
(
k−1
)
(d);Ad(k−1)(z))
= (−1)|d||p|〈eAd(k−1)(z) Ad(k−1)(d), p〉
= (−1)|d||p|〈Ad(k−1)(ezd), p〉= φ(Ad∗(k)(p))(z;d).
This proves our assertion. 
3. Chevalley’s restriction theorem
3.1. The map γz
From now on, let (g, k) be a reductive symmetric superpair of even type, and let a ⊂ p0 be an even
Cartan subspace.
Deﬁnition 3.1. An element z ∈ p0 is called oddly regular whenever the map ad(z) : k1 → p1 is surjective.
Recall that z ∈ p0 is called regular if dim zk0(z) = dim zk0 (a). We shall call z super-regular if it is both
regular and oddly regular.
Fix an even Cartan subspace a, and let Σ be the set of (both odd and even) restricted roots.
Let Σ+ ⊂ Σ be any subset such that Σ is the disjoint union of ±Σ+ . Deﬁne Σ±j = Σ j ∩ Σ± for
j ∈ Z/2Z. Let Σ¯1 be the set of λ ∈ Σ1 such that mλ /∈ Σ0 for m = 1,2. Denote Σ¯+1 = Σ¯1 ∩ Σ+ . Note
that Π1 ∈ S(a∗)W where Π1(h) =∏λ∈Σ1 λ(h), and W is the Weyl group of Σ0.
By Chevalley’s restriction theorem, restriction S(p∗0)k0 → S(a∗)W is a bijective map. Let Π1 also
denote the unique extension to S(p∗0)k0 of Π1.
Remark 3.2. The space p0 contains non-semi-simple elements, and the deﬁnitions we have given
above work in this generality. However, it will suﬃce for our purposes to consider the set of semi-
simple super-regular elements in p0, by the following reasoning.
First, the set of semi-simple elements in p0 is Zariski dense (a linear endomorphism is semi-simple
if and only if its minimal polynomial has only simple zeros). Second, the set of semi-simple elements
in p0 equals Ad(K )(a) [Hel84, Chapter III, Proposition 4.16]. Thus, given any semi-simple z ∈ p0, z is
oddly regular (super-regular) if and only if λ(Ad(k)(z)) = 0 for all λ ∈ Σ1 (λ ∈ Σ ), and for some (any)
k ∈ K such that Ad(k)(z) ∈ a. In particular, the set of super-regular elements of a is the complement of
a ﬁnite union of hyperplanes. Hence, the set of semi-simple super-regular elements of p0 is non-void
and therefore Zariski dense; in particular, this holds for the set of semi-simple oddly regular elements.
Lemma 3.3. If z ∈ p0 is semi-simple, then ki = zki (z) ⊕ [z,pi], and the subspaces zki (z) and [z,pi] are b-non-
degenerate.
Proof. Since ad z is a semi-simple endomorphism of g (g is a semi-simple g0-module and z is
semi-simple), we have gi = zgi (z) ⊕ [z,gi]. Taking θ -ﬁxed parts, we deduce ki = zki (z) ⊕ [z,pi]. The
summands, being b-orthogonal, are non-degenerate. 
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Let
Γz :
∧
(p1) ⊗ S(p0) → S(p): q ⊗ p → uz
(
β
([z,q]))p
on elementary tensors and extend linearly.
Proposition 3.5. Let z be oddly regular and semi-simple. Then Γz is bijective, and γz = (ε⊗1)◦Γ −1z : S(p) →
S(p0) satisﬁes
γAd(k)(z) ◦ Ad(k) = Ad(k) ◦ γz for all k ∈ K .
Here ε :
∧
(p1) → C is the unique unital algebra homomorphism.
Moreover, on Sm,tot(p), Π1(z)mγz is polynomial in z, i.e. it extends to an element Π1(·)mγ· of the space
C[p0] ⊗Hom(Sm,tot(p), S(p0)).
Proof. By the assumption on z, ad z :p1 → [z,p1] is bijective. Moreover, Γz respects the ﬁltrations
by total degree, and the degrees of these ﬁltrations are equidimensional by the assumption. Hence,
Γz will be bijective once it is surjective. In degree zero, Γz is the identity. We proceed to prove the
surjectivity in higher degrees by induction.
By assumption, ad z : [z,p1] → p1 is also bijective (since its kernel is zk1 (z) ∩ [z,p1], which is 0 by
Lemma 3.3). Let y1, . . . , ym ∈ p1, y′1, . . . , y′n ∈ p0. Let x j ∈ p1 such that [[z, x j], z] = y j . We ﬁnd
Γz
(
x1 · · · xm ⊗ y′1 · · · y′n
)≡ y1 · · · ym y′1 · · · y′n
( ⊕
k<m+n
Sk,tot(p)
)
,
so the ﬁrst assertion follows by induction.
As to the covariance property, observe ﬁrst that we have the identity Ad(k)([z,p1]) = [Ad(k)(z),p1].
Moreover,
(
Ad(k) ◦ γz
)(
Γz(v ⊗ d)
)= ε(v)Ad(k)(d) = ε(Ad(k)(v))Ad(k)(d)
= γAd(k)(z)
(
ΓAd(k)(z)
(
Ad(k)(v) ⊗ Ad(k)(d)))
= γAd(k)(z)
(
uAd(k)(z)
(
Ad(k)
(
β
([z, v])))Ad(k)(d))
= γAd(k)(z)
(
Ad(k)
(
uz
(
β
([z, v]))(d)))
= (γAd(k)(z) ◦ Ad(k))(Γz(v ⊗ d))
for all v ∈∧(p1) and d ∈ S(p0), by Lemma 2.17.
To show that Π1(z)mγz : Sm,tot(p) → S(p0) is given by the restriction of a polynomial function, we
remark that its domain of deﬁnition—the set U of semi-simple oddly regular elements in p0—is Zariski
dense. We need only prove that f :U → Hom(p1, k1), f (z) = Π1(z)(ad z)−1, is polynomial in z, where
we consider (ad z)−1 :p1 → [z,p1] as a linear map p1 → k1.
Thus, let z ∈ p0 be semi-simple and oddly regular. It is contained in some even Cartan subspace a
(say). We have zk1 (a) = m1 = k1 ∩ [z,p1]⊥ by Lemma 3.3 and (k1 ∩ m⊥1 ) ⊕ p1 =
⊕
λ∈Σ+1 g
λ
1,a . If x =
u+ v ∈ gλ1,a , and u ∈ k1, v ∈ p1, then [z,u] = λ(z)v . It follows that Π1(z)(ad z)−1 depends polynomially
on z, proving our claim. 
Proposition 3.6. Let p ∈ S(p∗)k . Then P (d; z) = P (γz(d); z) for all oddly regular and semi-simple z ∈ p0 and
d ∈ S(p).
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P
(
Γz(x1 · · · xn ⊗ q); z
)= (β([z,x1···xn])P )(q; z) = 0.
Since d − γz(d) ∈ Γz(∧+(p1) ⊗ S(p0)), where ∧+(p1) denotes the kernel of ε :∧(p1) → C (i.e., the
set of elements without constant term), the assertion follows immediately. 
Corollary 3.7. Let (g, k) be a reductive symmetric superpair of even type. The algebra homomorphism p →
p¯ : I(p∗) = S(p∗)k → S(p∗0) is injective. In particular, I(p∗) is commutative and purely even.
Proof. Let p ∈ I(p∗). Assume that p¯ = 0. Let d ∈ S(p). For all z ∈ p0 which are oddly regular and
semi-simple,
P (d; z) = P(γz(d); z)= [∂γz(d) P¯ ](z) = 0,
by Proposition 3.6. It follows that P (d;−) = 0 on p0, since it is a polynomial. Since d was arbitrary,
we have established our contention. 
Remark 3.8. The statement of Corollary 3.7 can, of course, be deduced by applying the inverse func-
tion theorem for supermanifolds, as in [Ser99, Proposition 1.1]. Nonetheless, we ﬁnd it instructive to
give the above proof based on the map γz , as it illustrates the approach we will take to determine
the image of the restriction map.
3.2. Proof of Theorem (A)
3.9. Let (g, k) be a reductive symmetric superpair of even type, and let a be an even Cartan subspace.
We denote by a′ the set of super-regular elements of a. Let R be the algebra of differential operators
on a with rational coeﬃcients which are non-singular on a′ . For any z ∈ a′ and any D ∈ R, let D(z) be
the local expression of D at z. This is deﬁned by the requirement that D(z) be a differential operator
with constant coeﬃcients, and
(Df )(z) = (D(z) f )(z) for all z ∈ a′,
and all regular functions f .
We associate to Σ ⊂ a∗ , the restricted root system of g : a, the subset RΣ =⋃λ∈Σ¯+1 Rλ ⊂ R where
Rλ =
{
D ∈ R ∣∣ ∃d ∈ S(pλ1): D(z) = γz(d) for all z ∈ a′}.
I.e., RΣ consists of those differential operators which are given as radial parts of operators with
constant coeﬃcients on the p-projections pλ1 of the restricted root spaces for the λ ∈ Σ¯+1 . For any
D ∈ R, let the domain dom D be the set of all p ∈ C[a] such that Dp ∈ C[a].
As we shall see, the image of the restriction map is the set of W -invariant polynomials in the
common domain of RΣ . We will subsequently determine RΣ in order to describe this common
domain in more explicit terms.
Theorem 3.10. The restriction homomorphism I(p∗) → S(a∗) from Deﬁnition 2.15 is a bijection onto the
subspace I(a∗) = S(a∗)W ∩⋂D∈RΣ dom D.
The proof of the theorem requires a little preparation.
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w ∈ S(p), we have
Q
(
γz
(
uz(x)w
); z)= 0.
Proof. There is no restriction to generality in supposing z ∈ a′ , so that zk(z) = zk(a) = m and zk0(z) =
zk0 (a) = m0. We deﬁne linear maps
γ ′z : S(p0) → S(a) and γ ′′z : S(p) → S(a)
by the requirements that v − γ ′z(v) ∈ uz(m⊥0 ∩ k0)(S(p0)) for all v ∈ S(p0) and w − γ ′′z (w) ∈ uz(m⊥ ∩
k)(S(p)) for all w ∈ S(p). (That such maps exist and are uniquely deﬁned by these properties follows
in exactly the same way as for Proposition 3.5. We remark that [z,pi] = ki ∩m⊥i by Lemma 3.3.) Then
w − γ ′z
(
γz(w)
)= w − γz(w) + γz(w) − γ ′z(γz(w))
∈ uz
(
m⊥1 ∩ k1
)(
S(p)
)+ uz(m⊥0 ∩ k0)(S(p0))⊂ uz(m⊥ ∩ k)(S(p))
for all w ∈ S(p), where m1 = zk1 (a). This shows that γ ′′z = γ ′z ◦ γz .
Moreover, by the K -invariance of q, we have Q (v; z) = Q (γ ′z(v); z) for all v ∈ S(p0). We infer
Q
(
γz
(
uz(x)w
); z)= Q (γ ′′z (uz(x)w); z)= 0 for all x ∈ m⊥ ∩ k, w ∈ S(p)
since uz(x)w ∈ uz(m⊥ ∩ k)(S(p)) belongs to kerγ ′′z .
Next, we need to consider the case of x ∈ m. Then ad(x) : S(p) → S(p) annihilates the subspace
S(a), and moreover, ad(x)(ez) = 0. From this we ﬁnd for all y ∈ m⊥ ∩ k, d ∈ S(p)
ad(x)
(
uz(y)(d)
)= (ad(x)ad(y)(dez))e−z
= (ad([x, y])(dez))e−z + (−1)|x||y| ad(y)(ad(x)(d)ez)e−z
= uz
([x, y])d + (−1)|x||y|uz(y)ad(x)(d).
Since m is a subalgebra and b is k-invariant, m⊥ ∩ k is m-invariant. Hence, the above formula shows
that kerγ ′′z = uz(m⊥ ∩ k)(S(p)) is ad(x)-invariant.
By the deﬁnition of γ ′′z , we ﬁnd that
γ ′′z
(
ad(x)d
)= ad(x)γ ′′z (d) = 0 for all x ∈ m, d ∈ S(p).
Reasoning as above, we see that
Q
(
γz
(
uz(x)d
); z)= Q (γz(ad(x)d); z)= 0 for all x ∈ m, d ∈ S(p).
Since k = m ⊕ (m⊥ ∩ k), this proves the lemma. 
Let p′0 be the set of semi-simple super-regular elements in p0. Recall the polynomial Π1, and
consider the localisation C[p0]Π1 . Let q ∈ S(p∗0)K , Q = φ(q), and deﬁne
P (v; z) = Q (γz(v); z) for all v ∈ S(p), z ∈ p′0.
By Proposition 3.5, P ∈ Hom(S(p),C[p0]Π1 ). We remark that the k-action  deﬁned in 2.18 extends to
Hom(S(p),C[p0]Π1 ), by the same formula.
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C[p0]Π1 )k .
Proof. By Lemma 3.11, P is k-invariant. It remains to prove that P is S(p0)-linear. To that end, we
ﬁrst establish that P is K -equivariant as linear map S(p) → C[p0]Π1 . Since q is K -invariant,
P
(
Ad(k)(v);Ad(k)(z))= Q (γAd(k)(z)(Ad(k)(v));Ad(k)(z))
= Q (Ad(k)(γz(v));Ad(k)(z))
= Q (γz(v); z)= P (v; z).
Next, ﬁx z ∈ p′0. Then S(p) = S(p0) ⊕ uz(zk1 (z)⊥ ∩ k1)(S(p)) where the second summand equals
kerγz . We may check the S(p0)-linearity on each summand separately.
For v ∈ S(p0), we have P (v; z) = Q (v; z), so for any y ∈ p0[
∂y P (v;−)
]
(z) = [∂y Q (v;−)](z) = Q (yv; z) = P (yv; z).
We are reduced to considering v = uz(x)v ′ where x ∈ zk1 (z)⊥ ∩ k1 and v ′ ∈ S(p). We may assume
w.l.o.g. z ∈ a (since z is semi-simple), so that zk1 (z) = zk1 (a) = m1. By our assumption on z, p0 =
a ⊕ [k0, z], and we may consider y in each of the two summands separately.
Let y ∈ a. For suﬃciently small t , we have z + ty ∈ a′ = a ∩ p′0, so that zk1 (z + ty) = m1 = zk1 (z).
Hence, γz+ty(uz+ty(x)v ′) = 0. By the chain rule,
0= d
dt
γz+ty
(
uz+ty(x)v ′
)∣∣∣∣
t=0
= dγ·(v)z(y) + γz
(
d
dt
uz+ty(x)v ′
∣∣∣∣
t=0
)
.
Since ddt uz+ty(x)v
′|t=0 = [x, y]v ′ , we have
dγ·(v)z(y) = −γz
(
d
dt
uz+ty(x)v ′
∣∣∣∣
t=0
)
= γz
([y, x]v ′).
Moreover, as operators on S(p),[
y,uz(x)
]= y[x, z] + y ad(x) − [x, z]y − ad(x)y = [y, x],
and thus yv = yuz(x)v ′ ≡ [y, x]v ′ modulo kerγz . We conclude
dγ·(v)z(y) = γz
([y, x]v ′)= γz(yv) = γz(yv) − yγz(v)
since γz(v) = 0. Hence,[
∂y P (v;−)
]
(z) = Q (dγ·(v)z(y) + yγz(v); z)= Q (γz(yv); z)= P (yv; z).
Now let y = [u, z] where u ∈ k0. We may assume that u ⊥ zk0 (z). Deﬁne kt = exp tu. Then by the
K -invariance of P ,
[
∂y P (v;−)
]
(z) = d
dt
P
(
v;Ad(kt)(z)
)∣∣∣∣
t=0
= d
dt
P
(
Ad
(
k−1t
)
(v); z)∣∣∣∣
t=0
= −P(ad(u)(v); z)= P (yv; z) − P(uz(u)v; z)= P (yv; z)
where in the last step, we have used Lemma 3.11. 
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theorem for g0. By the latter, the image lies in the set of W -invariants. Let p¯ ∈ S(a∗) be the restric-
tion of p ∈ I(p∗), and P = φ(p). For any d ∈ S(p), and D ∈ RΣ given by D(z) = γz(d), we have by
Proposition 3.6
(D p¯)(z) = (∂γz(d) P¯ )(z) = P
(
γz(d); z
)= P (d; z) for all z ∈ a′.
The result is clearly polynomial in z, so p¯ ∈ dom D . This shows that the image of the restriction map
lies in I(a∗).
Let r ∈ I(a∗). By Chevalley’s restriction theorem, there exists a unique q ∈ I(p∗0) = S(p∗0)K such that
Q (h) = R(h) for all h ∈ a.
Next, recall that for d ∈ S(p) and z ∈ p′0:
P (d; z) = Q (γz(d); z).
By Lemma 3.12, P ∈ HomS(p0)(S(p),C[p0]Π1 )k . Hence, P will deﬁne an element p ∈ I(p∗) by virtue
of the isomorphism φ, as soon as it is clear that, as a linear map S(p) → C[p0]Π1 , it takes its values
in C[p0].
We only have to consider z in the Zariski dense set p′0. The function Π1(z)k · P (d; z) depends
polynomially on z, where we assume d ∈ Sk,tot(p). To prove that P has polynomial values, it will
suﬃce (by the removable singularity theorem and the conjugacy of Cartan subspaces) to prove that
P (d;h) is bounded as h ∈ a′ = a ∩ p′0 approaches one of the hyperplanes λ−1(0) where λ ∈ Σ+1 is
arbitrary. Since r is W -invariant, r − r0 (where r0 is the constant term of r) vanishes on λ−1(0) if a
multiple of λ belongs to Σ+0 . Such a multiple could only be ±λ,±2λ. Hence, it will suﬃce to consider
λ ∈ Σ¯+1 . By deﬁnition, 2λ /∈ Σ .
Consider P (d;h) as a map linear in d, and let Nh = ker P (−;h). Let d ∈ Sk,tot(p). Assume that
d = zd′ where z is deﬁned by x = y + z, y ∈ k, z ∈ p, for some x ∈ gμa and μ ∈ Σ+ , μ = λ. Then,
modulo Nh ,
d = zd′ ≡ zd′ + uh(y)d
′
μ(h)
= zd′ + [y,h]d
′
μ(h)
+ ad(y)(d
′)
μ(h)
= ad(y)(d
′)
μ(h)
.
The root μ is not proportional to λ and the total degree of ad(y)(d′) is strictly less than that of d. By
induction, modulo Nh ,
d ≡ d˜
Πμ∈Σ+\λμ(h)k
for some d˜ which lies in the subalgebra of S(p) generated by a ⊕ pλ1, and depends polynomially on h
and linearly on d ∈ Sk,tot(p).
Hence, the problem of showing that P (d;h) remains bounded as h approaches λ−1(0) is reduced
to the case of d ∈ S(a⊕ pλ1). For d ∈ S(pλ1), the polynomiality of P (d;−) immediately follows from the
assumption on r. If d = d′d′′ where d′ ∈ S(a) and d′′ ∈ S(pλ1), then P (d; z) = [∂(d′)P (d′′;−)](z) since P
is S(p0)-linear. But P (d′′;−) ∈ C[p0] and this space is S(p0)-invariant, so P (d;−) ∈ C[p0].
Therefore, there exists p ∈ I(p∗) such that P = φ(p). By its deﬁnition, it is clear that p restricts
to r, so we have proved the theorem. 
3.3. Proof of Theorem (B)
3.13. In order to give a complete description of the image of the restriction map, we need to compute
the radial parts γh(d) for d ∈ S(pλ1) and h ∈ a′ explicitly. First, let us choose bases of the spaces S(pλ1).
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i = 1, . . . , 12m1,λ , m1,λ = dimgλ1,a . I.e.,
b(yi, y˜ j) = b(z˜ j, zi) = δi j, b(yi, y j) = b( y˜i, y˜ j) = b(zi, z j) = b(z˜i, z˜ j) = 0.
We may impose the conditions xi = yi + zi, x˜i = y˜i + z˜i ∈ gλ1,a , so that
[h, yi] = λ(h)zi, [h, y˜i] = λ(h)z˜i, [h, zi] = λ(h)yi, [h, z˜i] = λ(h) y˜i
for all h ∈ a. (Compare Proposition 2.10 (iv).)
Given partitions I = (i1 < · · · < ik), J = ( j1 < · · · < j), we deﬁne monomials zI z˜ J =
zi1 · · · zik z˜ j1 · · · z˜ j in S(pλ1) =
∧
(pλ1). They form a basis of S(p
λ
1).
Lemma 3.14. Fix λ ∈ Σ¯+1 . Let h ∈ a be oddly regular, I , J be multi-indices where k = |I|,  = | J |, and let m be
a non-negative integer. Modulo kerγh,
zI z˜ J A
m
λ ≡
⎧⎪⎨
⎪⎩
0 I = J ,
Amλ I = J = ∅,
(−1)kzI ′ z˜I ′ ∑mj=0(−1) j λ(Aλ) jλ(h) j+1 (m) j Am+1− jλ I = J = (i < I ′),
where (m) j is the falling factorial m(m− 1) · · · (m− j + 1), and (m)0 = 1.
Proof. For k =  = 0, there is nothing to prove. We assume that k > 0 or  > 0, and write I = (i < I ′)
if k > 0, J = ( j < J ′) if  > 0. We claim that modulo kerγh ,
zI z˜ J A
m
λ ≡
{0 k =  or i = j,
(−1)kzI ′ z˜ J ′ ∑mn=0(−1)n λ(Aλ)nλ(h)n+1 (m)n Am+1−nλ i = j.
We argue by induction on max(k, ). There will also be a sub-induction on the integer m. First, we
assume that k > 0, and compute
zI z˜ J A
m
λ ≡ zi zI ′ z˜ J Amλ +
1
λ(h)
uh(yi)
(
zI ′ z˜ J A
m
λ
)= 1
λ(h)
ad(yi)
(
zI ′ z˜ J A
m
λ
)
.
For any q, we have
b
([yi, zq],h′)= −λ(h′)b(yi, yq) = 0 for all h′ ∈ a,
so b([yi, zq],a) = 0, and [yi, zq] ∈ p0. Hence [yi, zq] ∈ g2λ0,a ⊕ g−2λ0,a = 0. Similarly, for i = q, we have
[yi, z˜q] = 0. Now, assume that i  J . Then
zI z˜ J A
m
λ ≡ (−1)k−1
1
λ(h)
zI ′ ad(yi)
(
z˜ J A
m
λ
)
= (−1)k−1 1
λ(h)
[yi, z˜ j]zI ′ z˜ J ′ Amλ −m
λ(Aλ)
λ(h)
zI z˜ J A
m−1
λ (∗)
since [yi, Amλ ] = −mλ(Aλ)zi Am−1λ . As it stands, Eq. (∗) only holds for  > 0, but if we take the ﬁrst
summand to be 0 if  = 0, then it is also true in the latter case.
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zI z˜ J A
m
λ ≡ (−1)mm!
λ(Aλ)m
λ(h)m
zI z˜ J = (−1)m+k−1m! λ(Aλ)
m
λ(h)m+1
[yi, z˜ j]zI ′ z˜ J = 0.
Virtually the same reasoning goes through for  = 0. In particular, whenever γh(zI z˜ J Amλ ) = 0 and
k > 0, then i  J implies  > 0 and i = j.
If  > 0 and j  I , then we observe that zI z˜ J = (−1)k z˜ J zI . Formally exchanging the letters zs
and z˜s in the above equations, and reordering all terms in the appropriate fashion, we obtain
zI z˜ J A
m
λ ≡ (−1)k
1
λ(h)
[ y˜ j, zi]zI ′ z˜ J ′ Amλ −m
λ(Aλ)
λ(h)
zI z˜ J A
m−1
λ , (∗∗)
because k+−1+ (k−1)(−1) = k(2−1) ≡ k (2). Arguing as above, the right-hand side of Eq. (∗∗)
is equivalent to 0 modulo kerγh if k = 0 or j < I . Therefore, γh(zI z˜ J Amλ ) vanishes unless k,  > 0 and
i = j.
We consider the case of k,  > 0 and i = j. Since [yi, z˜i] − [ y˜i, zi] = −2Aλ by standard arguments,
we ﬁnd, by adding Eqs. (∗) and (∗∗),
zI z˜ J A
m
λ ≡ (−1)k
1
λ(h)
zI ′ z˜ J ′ A
m+1
λ −m
λ(Aλ)
λ(h)
zI z˜ J A
m−1
λ .
We may now apply this formula recursively to the second summand, to conclude
zI z˜ J A
m
λ ≡ (−1)kzI ′ z˜ J ′
m∑
n=0
(−1)n λ(Aλ)
n
λ(h)n+1
(m)n A
m+1−n
λ .
By induction on max(k, ), the right-hand side belongs to kerγh unless k = . We have proved our
claim, and thus, we arrive at the assertion of the lemma. 
3.15. Fix λ ∈ Σ¯+1 and h ∈ a′ . Let I = (i1 < · · · < ik) and 1  k. Set I ′ = (i+1 < · · · < ik). Let
εk = (−1)
∑k
j=k−+1 j = (−1) 2 (2k−+1).
We claim that there are bs ∈ N, s < , b01 = 1, such that, modulo kerγh ,
zI z˜I ≡ εkzI ′ z˜I ′
−1∑
j=0
b j
(−λ(Aλ)) j
λ(h)+ j
A− jλ . (∗∗∗)
The case  = 1 has already been established. To prove the inductive step, let I ′′ = (i, . . . , ik) =
(i < I ′), and J = (i0 < I). We compute
z J z˜ J ≡ εk+1 zI ′′ z˜I ′′
−1∑
j=0
b j
(−λ(Aλ)) j
λ(h)+ j
A− jλ
≡ (−1)k−+1εk+1 zI ′ z˜I ′
∑
s=0
min(s,−1)∑
j=0
( − j)s− jb j (−λ(Aλ))
s
λ(h)+1+s
A+1−sλ ,
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bs,+1 =
min(s,−1)∑
j=0
( − j)s− jb j = 1
( − s)!
min(s,−1)∑
j=0
( − j)!b j.
This proves our claim, where the constants bs obey the recursion relation set out above.
To solve this recursion, we claim that
bs = ( − 1+ s)!
2s( − 1− s)!s! for all 0 s < .
This is certainly the case for  = 1. By induction, for all 0 s ,  1,
bs,+1 = 1
( − s)!
min(s,−1)∑
j=0
( − j) ( − 1+ j)!
2 j j! .
As is easy to show by induction,
∑N
j=0( − j) (−1+ j)!2 j j! = (+N)!2N N! . Hence,
bs,+1 =
⎧⎨
⎩
(+s)!
2s(−s)!s! 0 s < ,
(2−1)!
2−1(−1)! = (2)!2! s = 
which establishes the claim.
Setting  = k = |I| in (∗∗∗), we obtain the following lemma.
Lemma 3.16. Fix λ ∈ Σ¯+1 . Let h ∈ a be oddly regular, I be a multi-index where k = |I|. Then
γh(zI z˜I ) = (−1)
k(k+1)
2
k−1∑
j=0
(k − 1+ j)!
2 j(k − 1− j)! j!
(−λ(Aλ)) j
λ(h)k+ j
Ak− jλ .
Remark 3.17. In passing, note that bk−2,k = bk−1,k = (2k−2)!2k−1(k−1)! . We remark also that θn(z) =∑n
j=0 b j,n+1zn− j are so-called Bessel polynomials [Gro78], [Slo09, A001498].
3.18. Let λ ∈ Σ¯+1 , λ(Aλ) = 0. By Lemma 3.16, we ﬁnd for all I , |I| = k, that γh(zI z˜I ) =
(−1) 12 k(k+1)λ(h)−k Akλ (h ∈ a′). Hence,
⋂
D∈Rλ
dom D =
1
2m1,λ⋂
k=1
domλ−k∂(Aλ)k.
The situation in the case λ(Aλ) = 0 is different and requires a more detailed study.
3.19. Let λ ∈ Σ¯+1 , λ(Aλ) = 0. Then C[a] ∼= R[λ] where R = C[kerλ]. This isomorphism is equivariant
for S(CAλ) if we deﬁne an action ∂ on R[λ] by requiring that ∂(Aλ) be the unique R-derivation for
which ∂(Aλ)λ = λ(Aλ).
Now, let R be an arbitrary commutative unital C-algebra. We deﬁne an action ∂ of S(CAλ)
on R[λ,λ−1] by requiring that ∂(Aλ) be the unique R-derivation such that ∂(Aλ) = λ(Aλ) and
∂(Aλ)λ−1 = −λ(Aλ)λ−2. The action ∂ is faithful, because λ(Aλ) = 0.
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ticular, we may embed Rλ ⊂ Dλ . We consider the action of D ∈ Rλ , D(h) = γh(zI z˜I ), |I| = k, on
p =∑Nj=0 a jλ j ∈ R[λ],
Dp = (−1) k(k+1)2
N∑
j=1
a jλ(Aλ)
kλ j−2k
k−1∑
i=(k− j)+
(−1)i( j)k−ibik ∈ R
[
λ,λ−1
]
.
Since λ(Aλ) = 0, we have Dp ∈ R[λ] if and only if
a j
k−1∑
i=(k− j)+
(−1)i( j)k−ibik = 0 for all j = 1, . . . ,2k − 1.
We need to determine when the number
a jk =
k−1∑
i=(k− j)+
(−1)i( j)k−ibik =
k−1∑
i=(k− j)+
(
−1
2
)i
( j)k−i
(k − 1+ i)!
(k − 1− i)!i! (3.1)
is non-zero.
3.20. Fix k 1. For x ∈ R and 1 j  k, let
a2k− j,k(x) =
k−1∑
i=0
xi(2k − j)k−i (k − 1+ i)!
(k − 1− i)!i! .
We claim that
a2k− j,k(x) = ( j − 1)!(2k − j)!
(k − 1)!
j−1∑
=0
(
k − 1

)(
k − 1
j − 1− 
)
x(1+ x)k−1−. (3.2)
To that end, we rewrite
a2k− j,k(x) = ( j − 1)!(2k − j)!
(k − 1)!
k−1∑
i=0
(
k − 1
i
)(
k + i − 1
j − 1
)
xi .
Then, for ﬁxed x ∈ R, we form the generating function
f (z) =
∞∑
j=1
z j−1
k−1∑
i=0
(
k − 1
i
)(
k + i − 1
j − 1
)
xi .
It is easy to see
f (z) =
k−1∑
i=0
(
k − 1
i
)
xi
k+i∑
j=1
(
k + i − 1
j − 1
)
z j−1
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k−1∑
i=0
(
k − 1
i
)
xi
(
1
1+ z
)k−1−i
= (1+ z)k−1((1+ z)x+ 1)k−1.
On the other hand, we may form the generating function for the right-hand side of (3.2),
g(z) =
∞∑
j=1
z j−1
j−1∑
=0
(
k − 1

)(
k − 1
j − 1− 
)
x(1+ x)k−1−.
Then
g(z) =
k−1∑
=0
(
k − 1

)
x(1+ x)k−1−
k+∑
j=+1
(
k − 1
j − 1− 
)
z j−1
=
k−1∑
=0
(
k − 1

)
(xz)(1+ x)k−1−
k−1∑
j=0
(
k − 1
j
)
z j
= (xz + x+ 1)k−1(1+ z)k−1 = f (z).
Since the generating functions coincide, we have proved (3.2).
3.21. We notice that for k  1 and j = 1, . . . ,k, k − (2k − j) = j − k  0, so a2k− j,k = a2k− j,k(− 12 )
by (3.1). By (3.2), we obtain
a2k− j,k = ( j − 1)!(2k − j)!
2k−1(k − 1)!
j−1∑
=0
(−1)
(
k − 1

)(
k − 1
j − 1− 
)
.
For j = 1, one gets
a2k−1,k = (2k − 1)!
2k−1(k − 1)! = 0.
Now, let j = 2n where 1  n   k2 . Then  → (−1)
(k−1

)( k−1
2n−1−
)
is odd under the permutation
 → 2n− 1−  of {0, . . . ,2n− 1}, so
a jk = 0 for all j = k, . . . ,2k − 2, j ≡ 0 (2).
3.22. Next, we study the behaviour of ak− j,k for k  1 and j = 1, . . . ,k − 1, by a similar scheme. To
that end, write
ak− j,k =
k−1∑
i= j
(k − j)!(k − 1+ i)!
(i − j)!(k − 1− i)!i!
(
−1
2
)i
= (k − 1+ j)!(k − j)!
(k − 1)!
k−1∑
i= j
(
k − 1
i
)(
k − 1+ i
k − 1+ j
)(
−1
2
)i
.
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i < j.
Now, we ﬁx x ∈ R and deﬁne f (z) =∑k−1j=1 ak− j,k(x)zk+ j−1 ∈ C[z] where
ak− j,k(x) =
k−1∑
i=0
(
k − 1
i
)(
k − 1+ i
k − 1+ j
)
xi .
We wish to study the coeﬃcients of the polynomial f . Observe that the lowest power of z occurring
in f (z) is zk . Thus, we compute, modulo C[z]<k ,
f (z) =
k−1∑
i=0
(
k − 1
i
)
xi
i∑
j=1
(
k − 1+ i
k − 1+ j
)
zk+ j−1
=
k−1∑
i=0
(
k − 1
i
)
xi
k−1+i∑
j=k
(
k − 1+ i
j
)
z j
≡ (1+ z)k−1
k−1∑
i=0
(
k − 1
i
)(
x(1+ z))i = (1+ z)k−1(1+ x(1+ z))k−1.
For j = k, . . . ,2k − 2, a2k− j−1,k(x) is the coeﬃcient of z j in f (z). Since
(1+ z)k−1(1+ x(1+ z))k−1 = 2k−2∑
j=0
z j
j∑
i=0
(
k − 1
j − i
)(
k − 1
i
)
(1+ x)k−1−i xi,
we ﬁnd, for j = k, . . . ,2k − 2,
a2k− j−1,k(x) =
j∑
i=0
(
k − 1
j − i
)(
k − 1
i
)
(1+ x)k−1−i xi
= (1+ x)k−1
k−1∑
i= j−k+1
(
k − 1
j − i
)(
k − 1
i
)(
x
1+ x
)i
.
In particular,
a2k− j−1,k
(
−1
2
)
= 21−k
k−1∑
i= j−k+1
(−1)i
(
k − 1
j − i
)(
k − 1
i
)
.
Notice that the function i → (−1)i(k−1j−i)(k−1i ) has parity j with respect to the permutation i → j − i
of { j − k + 1, . . . ,k − 1}. Since 2k − j − 1 is even and only if j is odd, this implies
a jk = 0 for all j = 2, . . . ,k − 1, j ≡ 0 (2).
We summarise the above considerations in the following proposition.
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an integer, and for k = 1, . . . ,m, deﬁne
Dk = (−1)
k(k+1)
2
k−1∑
j=0
(k − 1+ j)!
2 j(k − 1− j)! j!
(−λ(Aλ)) j
λk+ j
Ak− jλ ∈ Dλ.
Let p =∑Nj=0 a jλ j ∈ R[λ]. Then Dkp ∈ R[λ] for all k = 1, . . . ,m if and only a j = 0 for all j = 1, . . . ,2m− 1,
j ≡ 1 (2).
Proof. Let 1  k m. We have a2k−1a2k−1,k = 0 and a2k−1,k = 0, so a2k−1 = 0. Conversely, there are
no further conditions, since akm = 0 for even k, 1 < k < 2m. 
3.24. To apply Proposition 3.23 to the determination of the image of the restriction map, let λ ∈ Σ¯+1 ,
λ(Aλ) = 0. Note that C[a] = C[kerλ][λ]. Then for all p ∈ C[a],
p =
∞∑
j=0
( j!)−1∂(Aλ) j p
∣∣
kerλ
(
λ
λ(Aλ)
) j
.
I.e., if we take R = C[kerλ], then p = ∑ j a jλ j where the coeﬃcients are given by a j =
1
λ(Aλ) j j!∂(Aλ)
j p|kerλ ∈ R . Also, ∂(Aλ)i p|kerλ = 0 for all i = 1, . . . , j if and only if p ∈ C ⊕ λ j+1C[a].
Together with Theorem 3.10, we immediately obtain our main result, as follows.
Theorem 3.25. The restriction homomorphism I(p∗) → S(a∗) is a bijection onto the subspace I(a∗) =⋂
λ∈Σ¯+1 S(a
∗)W ∩ Iλ where
Iλ =
1
2m1,λ⋂
j=1
domλ− j∂(Aλ) j if λ(Aλ) = 0
and if λ(Aλ) = 0, then Iλ consists of those p ∈ C[a] such that
∂(Aλ)
k p
∣∣
kerλ = 0 for all odd integers k, 1 km1,λ − 1.
4. Examples
4.1. Scope of the theory
4.1. As remarked in 2.6, Theorem 3.25 applies to a symmetric superpair of group type where k is
classical and carries a non-degenerate invariant even form. The assumptions are still fulﬁlled if we
add to k an even reductive ideal. Hence, k may be a direct sum of a reductive Lie algebra, and copies
of any of the following Lie superalgebras [Kac77b]:
gl(p|q,C), sl(p|q,C) (p = q), sl(p|p,C)/C,
osp(p|2q,C), D(1,2;α), F (4), G(3).
As follows from Proposition 2.3 (iv), in this situation one has λ(Aλ) = 0 for all λ ∈ Σ¯+1 .
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type amounts to an additional condition.
As an example, we consider g = gl(p + q|r + s,C), p,q, r, s  0, where θ is given by conjugation
with the diagonal matrix whose diagonal entries are the matrix blocks 1p , −1q , 1r , −1s . Let a ⊂ p0
be the maximal Abelian subalgebra of all matrices
⎛
⎜⎝
0 A 0 0
−At 0 0 0
0 0 0 B
0 0 −Bt 0
⎞
⎟⎠ ∈ C(p+q+r+s)×(p+q+r+s)
where A = (D,0) or A = ( D
0
)
for a diagonal matrix D ∈ Cmin(p,q)×min(p,q) , and similarly for B . Let x j ,
j = 1, . . . ,min(p,q), and y ,  = 1, . . . ,min(r, s), be the linear forms on a given by the entries of the
diagonal blocks of A, B .
Consider the a-module g1. Then the non-zero weights are
±(x j ± y) (2), ±x j
(
2|r − s|), ±y (2|p − q|)
with multiplicities given in parentheses [SZ08]. The sum U ⊂ g1 of the non-zero weight spaces there-
fore has dimension
8min(p,q)min(r, s) +4|r − s|min(p,q) + 4|p − q|min(r, s) = 2((p + q)(r + s) − |p − q||r − s|).
(The equation follows by applying the formula 2min(a,b) = a + b − |a− b|.)
We have that U is θ -stable, and the action of a generic h ∈ a induces an automorphism of U .
Hence, we have dimUk = dimUp = 12 dimU where Uk and Up are the projections of U onto k1 and p1,
respectively. It follows that dimUp = (p + q)(r + s) − |p − q||r − s|. On the other hand,
dimp1 = 2(ps + rq) = (p + q)(r + s) − (p − q)(r − s).
Hence, zp1 (a) = 0 if and only if (p−q)(r− s) 0, and (g, k) is of even type if and only if this condition
holds.
We remark that in this case, the set Σ¯+1 consists of the weights x j ± y (for a suitably chosen
positive system). For each λ ∈ Σ¯+1 , one has λ(Aλ) = 0.
4.3. A similar example arises by restricting the involution from 4.2 to the subalgebra g = osp(p +
q|r + s,C), where we now assume r and s to be even. We realise g by taking the direct sum of the
standard non-degenerate symmetric forms on Cp ⊕Cq , and the direct sum of the standard symplectic
forms on Cr ⊕ Cs .
For k even, denote by Jk ∈ Ck×k the matrix representing the standard symplectic form. Let a ⊂ p0
be the maximal Abelian subalgebra of all matrices
⎛
⎜⎝
0 A 0 0
−At 0 0 0
0 0 0 B
0 0 J s Bt Jr 0
⎞
⎟⎠ ∈ C(p+q+r+s)×(p+q+r+s)
where A = (D,0) or A = ( D
0
)
for a diagonal matrix D ∈ Cmin(p,q)×min(p,q) , and B = (D ′,0) or B = ( D ′
0
)
for a diagonal matrix D ′ ∈ C 12 min(r,s)× 12 min(r,s) .
By restriction, we obtain the following non-zero a-weights in g1,
±(x j ± y) (2), ±x j
(|r − s|), ±y (2|p − q|),
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ses [SZ08].
Let U be the sum of all weight spaces for non-zero weights of the a-module g1. Then the dimen-
sion of U is
4min(p,q)min(r, s) +2|r − s|min(p,q) + 2|p − q|min(r, s) = (p + q)(r + s) − |p − q||r − s|.
If Up is the projection of U onto p1, then by the same argument as in 4.2, dimUp = 12 dimU . We
have
dimp1 = pq + rs = 1
2
(
(p + q)(r + s) − (p − q)(r − s)),
so, as above, (g, k) is of even type if and only if (p − q)(r − s) 0. In this case, as in 4.2, the set Σ¯+1
consists of the weights x j ± y (for a suitable choice of positive system), and again we have λ(Aλ) = 0
for all λ ∈ Σ¯+1 .
4.2. An extremal class: g = C(q + 1) = osp(2|2q,C), k0 = sp(2q,C)
4.4. Consider the Lie superalgebra g = C(q+1) = osp(2|2q,C) where q 1 is arbitrary. Let I = ( 0 1
1 0
) ∈
C
2×2 and J = ( 0 1−1 0) ∈ C2q×2q . If we realise g with respect to the orthosymplectic form I ⊕ J , it
consists of the matrices
x=
⎛
⎜⎝
a 0 −w ′ t z′ t
0 −a −wt zt
z z′ A B
w w ′ C −At
⎞
⎟⎠
where a ∈ C, z, z′,w,w ′ ∈ Cq , A, B = Bt ,C = Ct ∈ Cq×q .
The matrix g = ( I 0
0 1
) ∈ C(2+2q)×(2+2q) represents an even automorphism of the super-vector space
C
2|2q , of order 2. Since g leaves the orthosymplectic form invariant, θ(x) = gxg deﬁnes an involutive
automorphism of g. Moreover, since g2 = 1, the supertrace form b(x, y) = str(xy) on g is θ -invariant.
Hence, (g, k), where k = gθ , is a reductive symmetric superpair.
We compute
θ(x) =
⎛
⎜⎝
−a 0 −wt zt
0 a −w ′ t z′ t
z′ z A B
w ′ w C −At
⎞
⎟⎠
when x ∈ g is written as above. Hence, the general elements of k and p are respectively of the form
x=
⎛
⎜⎝
0 0 −wt zt
0 0 −wt zt
z z A B
w w C −At
⎞
⎟⎠ and x=
⎛
⎜⎝
a 0 wt −zt
0 −a −wt zt
z −z 0 0
w −w 0 0
⎞
⎟⎠ .
It is immediate that the one-dimensional space a = p0 is self-centralising in p0. In particular, any
non-zero element of a is b-anisotropic (since p0 is non-degenerate). The bracket relation for the gen-
eral element of [a,g1]
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⎛
⎜⎝
0 a 0 0
−a 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 −w ′ t z′ t
0 0 −wt zt
z z′ 0 0
w w ′ 0 0
⎞
⎟⎠
⎤
⎥⎦=
⎛
⎜⎝
0 0 −aw ′ t az′ t
0 0 awt −azt
−az az′ 0 0
−aw aw ′ 0 0
⎞
⎟⎠
implies in particular that zp1 (a) = 0. Hence, a is an even Cartan subspace, and (g, k) is of even type.
Also, there are only two restricted roots, ±λ, where λ maps x ∈ a (as above) to a. Necessarily, λ is
odd, so 2λ /∈ Σ = {±λ}, and W = W (Σ0) = 1. Since Aλ is b-anisotropic, we have λ(Aλ) = 0.
Moreover, we must have p1 = pλ1, and this space has dimension 2q, so m1,λ = 2q. From Theo-
rem 3.25, we obtain the following result.
Proposition 4.5. Let g = osp(2|2q,C), with the involution deﬁned above. The image of the restriction map
S(p∗)k → S(a∗) = C[λ] is
I
(
a∗
)= {p =∑
j
a jλ
j
∣∣ a2 j−1 = 0 ∀ j = 1, . . . ,q
}
.
In particular, the algebra I(a∗) is isomorphic to the commutative unitalC-algebra deﬁned by the generators
λ2 , λ2q+1 , and the relation
(λ2)
2q+1 = (λ2q+1)2.
Proof. We only need to prove the presentation of I(a∗). Let A be the unital commutative C-algebra
deﬁned by the above generators and relations. It is clear that there is a surjective algebra homomor-
phism from φ : A → I(a∗), deﬁned by φ(λn) = λn .
Consider on I(a∗) the grading induced by C[λ]. For any multi-index α = (α2,α2q+1), deﬁne λα =
(λ2)
α2 (λ2q+1)α2q+1 in the free commutative algebra C[λ2, λ2q+1]. The latter is graded via |λα | = |α| =
2α2 + (2q + 1)α2q+1. The relation deﬁning A is homogeneous for this grading, so that A inherits a
grading.
By deﬁnition, φ respects the grading, and in fact, it is surjective in each degree of the induced
ﬁltration (and hence, in each degree of the grading). The relation of A ensures that the image of λα
in A, for any α, depends only on |α|. Hence, dim A j  1 for all j. This proves that φ is injective. 
Corollary 4.6. Under the assumptions of Proposition 4.5, the algebra I(a∗) deﬁnes the singular curve in C2
given by the equation z2q+1 = w2 .
4.7. We substantiate the above by some explicit computations. We have
str
⎛
⎜⎝
a 0 wt −zt
0 −a −wt zt
z −z 0 0
w −w 0 0
⎞
⎟⎠
⎛
⎜⎝
a′ 0 w ′ t −z′ t
0 −a′ −w ′ t z′ t
z′ −z′ 0 0
w ′ −w ′ 0 0
⎞
⎟⎠= 2aa′ + 4(wtz′ − zt w ′)
for the trace form b on p = a ⊕ pλ1. In particular,
Aλ = 1
2
⎛
⎜⎝
1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎠ , λ(Aλ) = 1
2
.
Setting
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⎛
⎜⎝
0 0 0 −eti
0 0 0 eti
ei −ei 0 0
0 0 0 0
⎞
⎟⎠ , z˜i = 12
⎛
⎜⎝
0 0 eti 0
0 0 −eti 0
0 0 0 0
ei −ei 0 0
⎞
⎟⎠ ,
yi = 12
⎛
⎜⎝
0 0 0 −eti
0 0 0 −eti−ei −ei 0 0
0 0 0 0
⎞
⎟⎠ , y˜i = 12
⎛
⎜⎝
0 0 eti 0
0 0 eti 0
0 0 0 0
−ei −ei 0 0
⎞
⎟⎠ ,
one veriﬁes the conditions from 3.13, namely
yi, y˜i ∈ k1, zi, z˜i ∈ p1, yi + zi, y˜i + z˜i ∈ gλ1, b(yi, y˜ j) = b(z˜ j, zi) = δi j,
b(yi, y j) = b( y˜i, y˜ j) = b(zi, z j) = b(z˜i, z˜ j) = 0.
Then one computes
[yi, z j] = [ y˜i, z˜ j] = 0, [yi, z˜ j] = −δi j Aλ, [ y˜i, z j] = δi j Aλ,
[Aλ, yi] = 12 zi, [Aλ, zi] =
1
2
yi, [Aλ, y˜i] = 12 z˜i, [Aλ, z˜i] =
1
2
y˜i .
Let ζi , ζ˜i , i = 1, . . . ,q, be the basis of p∗1, dual to zi , z˜i , i = 1, . . . ,q, so
〈z˜ j, ζi〉 = −〈zi, ζ˜ j〉 = δi j, 〈z j, ζi〉 = 〈z˜i, ζ˜ j〉 = 0.
Then 〈z, ζi〉 = b(z, zi), 〈z, ζ˜i〉 = b(z, z˜i), and one has
ad∗(yi)ζ j = ad∗( y˜i)ζ˜ j = 0, −ad∗(yi)ζ˜ j = ad∗( y˜i)ζ j = δi jλ,
ad∗(yi)λ = −12 ζi, ad
∗( y˜i)λ = −12 ζ˜i .
Also, we observe 〈zI z˜ J hν, ζK ζ˜Lλμ〉 = δI Lδ J K δνμ(−1)|I|| J |ν!λ(h)ν .
The preimages p2, p2q+1 of the generators λ2, λ2q+1 in S(p∗)k under the restriction map can be
deduced from 3.19, because p = a ⊕ pλ1. Indeed, let P = φ(pN ) where N = 2 or N = 2q + 1. By the
formulae from 3.19, for q |I| = k > 0 and h ∈ a′ ,
∞∑
ν=0
1
ν!
〈
zI z˜ J h
ν, pN
〉= P (zI z˜ J ;h) = (∂γh(zI z˜ J )λN)(h)
= δI J (−1) 12 k(k+1)2−kaNkλ(h)N−2k
where
aNk =
k−1∑
i=(k−N)
(
−1
2
)i
(N)k−i
(k − 1+ i)!
(k − 1− i)!i! .+
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pN = λN +
min(N,q)∑
k=1
(−1) 12 k(k+3)2−kaNkλN−2k
∑
|I|=k
ζI ζ˜I .
When N = 2 and k 2, then aNk = 0 by 3.21 and 3.22. On the other hand, a21 = 2. Hence,
p2 = λ2 +
q∑
i=1
ζi ζ˜i
is the super-Laplacian, and
p2q+1 = λ2q+1 +
q∑
k=1
(−1) 12 k(k+3)2−ka2q+1,kλ2(q−k)+1
∑
|I|=k
ζI ζ˜I .
These elements are clearly subject to the relation p2q+12 = p22q+1.
One readily checks
ad∗(yi)p2 = −λζi + ζiλ = 0 and ad∗( y˜i)p2 = −λζ˜i + λζ˜i = 0.
In case q = 1, one has p3 = λ3 + 32λζ1ζ˜1, and
ad∗(y1)p3 = −3
2
λ2ζ1 − 3
2
λζ1 ad
∗(y1)ζ˜1 = −3
2
λ2ζ1 + 3
2
λζ1λ = 0,
ad∗( y˜1)p3 = −3
2
λ2ζ˜1 + 3
2
λad∗( y˜1)(ζ1)ζ˜1 = −3
2
λ2ζ˜1 + 3
2
λ2ζ˜1 = 0.
To verify the k0-invariance, let
x=
⎛
⎜⎝
0 0 0 0
0 0 0 0
0 0 A B
0 0 C −At
⎞
⎟⎠ ∈ k0 = sp(2q,C).
Then
ad∗(x)ζi =
q∑
j=1
(A jiζ j + C ji ζ˜ j) and ad∗(x)ζ˜i =
q∑
j=1
(B jiζ j + A ji ζ˜ j).
This implies
ad∗(x)(ζi ζ˜i) =
∑
j =i
(C ji ζ˜ j ζ˜i − B jiζiζ j).
Since B = Bt , C = Ct , we deduce ∑qi=1 ad∗(x)(ζi ζ˜i) = 0. Since a = z(g0) and thus ad∗(k0)λ = 0, this
implies that p2 (for general q) and p3 (for q = 1) are k-invariant.
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