Introduction
In this paper we study the generalized differential equation x(t) € F(t,x(t}) for almost every t e [0,T] (1) = V t o e where F(t,x) is a compact convex subset of a separable Banach space. This paper is related to the previous paper (Ref.
[1]) of this author, where the existence of solutions of (1), with compact, but not necessarily convex, right-hand side, have been considered. We will consider the equation (1) for each bounded set B c X and almost all t e [o,T] , where %{k) denotes the ball measure of noncompactness of a bounded set A c X. We will prove that the set of all solutions of
(1) is a compact subset of the Banach space Cm. From this it will follow that the solution set of (1) 
The results of this paper generalized some results of J.L. Davy's (Hef. [3] ).
Notations and fundamentals lemmas
Let (X, |*|) be a separable Banach space, |i the lebesgue measure on the real line and let Conv(X) denote the metric space of nonempty compact convex subsets of X with the Hausdorff metric h defined by h(A,B) = maxfsupa(x,A), xeB supa(x,B), where ot(x,C) denotes the distance of x from xcA C e Conv(X).
Let CQ, 'and Lj denote, respectively the Banach space of all continuous or Bochner integrable mappings of [o,T] into X with the usual norms || • || and | • |.
By ;((B) we denote the ball measure of noncompactness of a bounded set B c X, defined by x( B ) = inf {r > 0 : B can be covered by finitely many balls of radius £ rj. It is a measure of noncompactness equivalent to the measure of noncompsctness introduced by Kuratowski (Ref. [4] and [5] ). The oeasurability of single-valued and multivalued mappings we will .mean as strong measurability. The following lemma was proved in the author paper (fief. 
where the integral is meant in Aumann's sense. We will now prove the following lemma. Lemma 2.4. Let (X, M) be a Banach space and suppose that (u n ) is an integral bounded sequence of measurable mappings from [o,T] into X. Then 
which completes the pi'-oof. Now, we present the following extension of Aumann's result (Ref. [7] it is easy to see that x(tQ) = xQ. Thus, x eH(tQ,x ). On the other ha|nd, xk t H (t0»x0) for each k ? 1, Therefore, x £ H(t0,xQ). Prom this contradiction we conclude that H is upper semicontinuous on M. This completes the proof. Remark 1. We can take in the aborve theorems, F such that F(t,») is upper semicontinuous for fixed t e[o,T], instead of continuous.
