Forensic identification is the task of determining whether or not observed evidence arose from a known source. It involves determining a likelihood ratio (LR) -the ratio of the joint probability of the evidence and source under the identification hypothesis (that the evidence came from the source) and under the exclusion hypothesis (that the evidence did not arise from the source). In LR-based decision methods, particularly handwriting comparison, a variable number of input evidences is used. A decision based on many pieces of evidence can result in nearly the same LR as one based on few pieces of evidence. We consider methods for distinguishing between such situations. One of these is to provide confidence intervals together with the decisions and another is to combine the inputs using weights. We propose a new method that generalizes the Bayesian approach and uses an explicitly defined discount function. Empirical evaluation with several data sets including synthetically generated ones and handwriting comparison shows greater flexibility of the proposed method.
INTRODUCTION
Forensic identification concerns whether observed evidence arose from a known source. The probabilistic approach is to determine the likelihood ratio positive (LR+) [1] [2] [3] [4] [5] [6] whose numerator is the joint probability of the evidence and source under the null, or identification, hypothesis that the evidence arises from the source and the denominator is the joint probability under the alternate, or exclusion, hypothesis that the evidence does not arise from the object. The evidence is deemed to have arisen from the source if LR+ > 1 and not from the source otherwise.
In this paper we consider the problem of combining LRs provided by several different pieces of evidence. The problem is illustrated with examples from handwriting comparison and a scoring approach is proposed.
LIKELIHOOD RATIO
Let W = {w i } be a set of individual writers. Let K be a writing sample from a known writer w i . Let Q be a random sample from an unknown writer w j , i.e., questioned writing. We can state two opposing hypotheses: h 0 : K and Q are from the same writer (i = j), the identification hypothesis; and h 1 : K and Q are from different writers (i = j), the exclusion hypothesis. The task is to determine the probability of identification (and its complement, exclusion).
Assuming that K and Q are represented by sets of measurements k and q respectively, we can define two joint probability distributions P (k, q|h 0 )and P (k, q|h 1 ) which specify as to how often each instance of the known and questioned occur together when they belong to the same writer or to different writers. The relative strengths of evidence supporting the two hypotheses is quantified by the LR LR J = LR(k, q) = P (k, q|h 0 )
The corresponding log-likelihood ratio, LLR(k, q) = lnP (k, q|h 0 ) − lnP (k, q|h 1 ), has representational advantages: its sign is indicative of same or different source, it has a smaller range than LR, and additivity of contributions of independent features * . Using a Bayesian formulation, we can convert LRs into probabilities of identification and exclusion. Let the prior probabilities of the hypotheses be P (h 0 ) and P (h 1 ) with
Prob. of Identification
Defining the prior odds as O prior = P (h 0 )
P (h 1 ) , we can express the prior probability of the same source as P (h 0 ) =
The prior odds can be converted into posterior odds as O posterior = P (h 0 |k,q)
. Thus we can write the posterior probability of the same source as P (h 0 |k, q) = O posterior /(1+O posterior ), or equivalently
The particular case of equal priors is of interest in forensics, as opinion without prior bias. In this case we get a simple form for the probability of identification as
where σ is the sigmoid function σ(a) = 1 1+e −a . The probability of exclusion is
The probability of identification with respect to the LLR follows a sigmoid function as shown in Figure 1 . Since this function reaches either 1 or zero very quickly, the LLR has to be computed quite precisely for the probability of identification to provide meaningful discrimination. Determining the LR or LLR as defined by Eq. 1 requires the distributions P (k, q|h i ) (i = 0, 1), defined over all possible values of objects and their evidential forms. If k and q consist of n measurements (characteristics of writing) each, with each measurement taking r possible values, then 2r 2n parameters are needed to specify LR J defined by Eq. 1. Since this is exponential in n, which can be quite high when writing samples are compared, determining these distributions is computationally and statistically infeasible.
DISTANCE APPROXIMATION
A common solution to the difficulty of determining the joint distribution in forensics is to use the probability of distance, or similarity, between the evidence and known instead of the joint probability. 4, 7 The distance-based approach assumes that k = [k 1 , .., k n ], and q = [q 1 , .., q n ] are points in a fixed-dimensional vector-space and that there exists a scalar distance D(k, q) between them. A likelihood ratio is defined as follows The number of parameters needed to characterize the probability distributions in Eq. 5 is independent of the number of measurements. While LR D , which has a constant number of parameters, is simple to compute, there is a severe loss of information in going from probabilities of points in 2n-dimensional space to probabilities of a scalar value. However, due to its simplicity, the distance method is been widely used in fingerprint identification, 4 speaker verification, pharmaceutical tablet comparison, 8 etc.
The performance of the distance based method, when thresholded to give a yes-no decision, is worse than both the joint distribution method and a method that takes into account a rarity factor. 6 A compromise solution 9 assumes that D(k, q) consists of a set of features
are scalar distances along a set of n measurements. If we assume that the features (distances) are independent we can write
where LR(f i ) = P (fi|h 0 ) P (fi|h 1 ) whose numerator and denominator are probabilities of distances along individual measurements, conditioned on the respective hypotheses. Since this method has more degrees of freedom than LR D , it performs better than a scalar distance 6 † . It also has the advantage over scalar distance that the measurements need not form a vector space, be commensurate, etc.
We can condition the hypotheses explicitly on the features and rewrite Eq. 2 as: P (h 0 |F ) + P (h 1 |F ) = 1, and Eq. 3 as:
When Q and K are characterized by a single measurement that is Gaussian, P (q − k|h 0 ) ∼ N (0, (aσ) 2 ), the signed distance is Gaussian as shown in Fig. 2(a) . The absolute difference d = |q − k| follows a folded normal distribution as shown in Fig. 2(b) . In the multivariate case, we take measurements on samples drawn from the object and evidence, where each measurement is a vector of k real values. When the Euclidean distance is used to measure the distance between two points, the distributions P (d|h i ) (i = 0, 1) can be represented by Gamma distributions 9 as as shown in Fig. 2 (c).
THE SCORING PROBLEM
Consider two simple problems for identification, where the priors are equal, i.e., P (h 0 ) = P (h 1 ). In the first problem a single feature is to be used for identification/exclusion, whereas in the second problem nine features available, with the following associated LR values: † The performance of the three methods LRJ , LRD and LRF depends on the relative magnitude of between-source variance and within-source variance. In the case of multivariate Gaussian measurements with five features, when the ratio r of between-source variance and within-source variance is 10, the error rates of the three methods were 0.035, 0.04 and 0.085 respectively. As the ratio becomes larger, the difference between LRJ and LRF becomes increasingly small. The method LRV D for vector-distance in 6 applies to both independent features and dependent features. If assuming independent features (distances), then LRV D exactly equals LRF . Yet, when features are correlated, results of LRF and LRV D were similar.
1. A single feature F = f 1 with LR(f 1 ) = 96.
Nine features
In both cases, by applying Eq.7, we get:
97 . In the first case the result is based on one feature (a discriminating characteristic) and could be happenstance, whereas in the second case the support of h 0 is more trustworthy since it is based on nine features.
As another example, consider the use of the distance approach to two different handwriting comparison problems shown in Figures 3 and 4 . In the first case only a single word is being compared. In the second case, a whole paragraph (address block) is being compared. The total LLR score in both cases is quite similar. We would like the second case to produce a stronger result than the first since there is much more evidence.
In the rest of this paper we consider methods for distinguishing between such cases. This problem is especially important when probabilities of features are estimated approximately.
METHODS FOR RELATIVE SCORING OF HYPOTHESES
One approach is to use not a single numerical value for posterior probability of h 0 but a credible interval. 10 When there are no parameters of h 0 then we can assume that there is a distribution of likelihood ratios and estimate a credible interval for it. A crucial part of this approach is to define a proper prior probability for likelihood ratios.
Another way of dealing with the problem at hand is to use statistical hypothesis testing:
11 to define likelihood ratio confidence interval with a given level of confidence. If we assume a log-normal distribution with unknown mean and variance as a distribution of likelihood ratios than we can calculate confidence interval for log-likelihood ratio mean and use it in equation 7.
A completely different approach to the problem is to use a score instead of posterior probability of h 0 . 12 This approach allows us not to make any assumptions about likelihood ratio distribution. We have designed such scoring method based on Bayesian approach with weighted likelihoods and a discount function that diminishes the score when features in a comparison have a small sum of weights.
The problem is to get a score for hypothesis h 0 that reflects how likely h 0 is true in comparison with its alternative and that explicitly includes how trustworthy a hypotheses comparison is.
Here we assume that all features F are independent from each other. A common way to solve the problem is to use Bayesian approach (see Eq. 7). To adapt its ideas in order to explicitly include a hypotheses comparison trustworthiness we discuss several existing methods and suggest a new one.
Assume that LRs of features are themselves i.i.d. samples of some distribution. For example, we can assume that it is a log-normal distribution. Then it is possible to identify a credible interval: 13 an α · 100% credible interval is a set C such that P (C) = α. There are different ways to evaluate credible intervals approximately or exactly when it is possible. 13 Values of Eq. 7 determined on credible interval boundaries together with level α define a result for the stated problem.
An analogy of a credible interval in statistical hypothesis testing is a confidence interval. 11 It is an interval (L α (F ), R α (F )) evaluated from a given set of features F , that frequently includes the parameter of interest, if the experiment is repeated. The frequency here is determined by confidence level α. For example, the parameter of interest could be mean of LLRs if they comply with the log-normal distribution. Values of Eq. 7 determined on confidence interval boundaries along with confidence level α define a solution for the stated problem.
A useful property of using credible or confidence intervals is that in most cases with increase in the number of features the distance between interval boundaries is decreasing. A problem of using credible or confidence intervals is a necessity of combining interval boundaries and level α into one score if only one single value is required by the application (as a score for hypothesis h 0 ).
To drop any assumptions on likelihood ratio distributions, we have designed a new method to solve the problem. To include credibility of the hypotheses comparison into the score we suggest the following expression instead of the posterior probability ratio: where: S h 0 |F h 1 |F is the relative score of hypothesis h 0 against h 1 . The term
is a weighted likelihood ratio, 14 where weights w i ∈ R + . A trivial set of weights is:
which defines that all of the used features are equal in their contribution to the overall value. A more discriminating approach is to use higher weights for more accurate and influential features.
Function d( i w i ) : R + → R + is a discount function which reflects a credibility of the comparison. It ought to give a support to a comparison with big sum of features weights and discount the score for a comparison with the small sum. A trivial discount function is:
which does not make any discount but normalizes weighting scheme. An example of discount function which makes a discount for a small sum of weights is:
where: m is a constant threshold. When trivial weights are used and a number of features is more than a threshold then score S is equal to the ratio of posterior probabilities defined in equation 7.
Another example of discount function applies different discounts for different values of sum of weights:
where: β -is a magnitude parameter.
Discounted weighted likelihood ratio (DWLR) is non-negative since original LRs are non-negative:
Substituting DWLR to equation 7 instead of LR we get a posterior score for hypothesis h 0 :
Range of P s (h|F ) is [0, 1] since DWLR is non-negative and P (h) is prior probability of hypothesis h. Moreover, with trivial weights (equation 10) and trivial discount function (equation 11) equation 15 coincide with equation 7. Hence, posterior probability P (h|F ) is a special case of posterior score P s (h|F ).
Accuracy of using score S instead of posterior probabilities ratio can be at least the same since the ratio is a special case of S (with trivial weights and the trivial discount function). Another advantage of using score S is absence of additional assumptions in comparison with using credible or confidence intervals. The disadvantage however is that in general it results in a score for the hypotheses of interest in comparison with its alternative, but not in the exact posterior probabilities ratio. Green solid lines -95% confidence intervals for the log-likelihood ratio mean; ii) Blue circles -log-likelihood ratio; iii) Red dots -discounted weighted log-likelihood ratio with trivial weights (eq. 10) and discount function d1 (eq. 12) and threshold m = 100.
EXPERIMENTAL RESULTS
We evaluated the evidence combination method in three test scenarios: (i) synthetic data, (ii) simple problem of Section 4: one with a single feature and the second with nine, both with the same LLR value, and (iii) handwriting verification: comparison of single word and comparison of address blocks (Figs. 3 and 4 ).
Test Scenario 1: Synthetic Data
Synthetically created data sets were used since it allows comparing methods on different (initially specified) sample distributions and with a wide range of data sets sizes. Two types of synthetically generated data sets were used: Data sets of each type consisted of 5 through 125 samples with step size of 5. Every sample in each data set represents a log-likelihood ratio value for one feature.
Throughout testing we use a discrete uniform prior: P (h 0 ) = P (h 1 ) = 0.5. Hence, we focus on a score for loglikelihood ratio (LLR) rather than on the posterior score for the hypotheses h 0 . The following methods were used in the comparison: I) Original Bayesian approach where score is defined as posterior probabilities ratio of the hypotheses. II) An approach based on estimation of confidence interval for LLR distribution mean. We assume that likelihood ratios have a normal distribution N (µ, σ 2 ) with unknown mean and variance.
III) Discounted weighted likelihood ratio (DWLR) with trivial weights (see equation 10) and discount function d 1 (see equation 12) and threshold m = 100.
We did not include an approach based on credible intervals since if we assume that log-likelihood has a normal distribution with unknown mean and precision and use a normal-gamma distribution as a conjugate prior then (with certain parameters) credible and confidence intervals coincide. In both sets of tests method III converges to log-likelihood ratio for large numbers of samples and gives a discounted value for small number of them. In particular, the score average is close to zero for less than 10 samples while LLR average is the same as for large number of samples (see figures 5(b) and 5(d)).
The obtained results show that there are the following disadvantages of using confidence intervals: i) a necessity to make an assumption about LLR distribution; ii) confidence interval boundaries are wide (even for 95% confidence level) and especially in case when real data distribution is different from the assumed one (see figure 5(c-d)) ; iii) there is no common way to combine confidence interval boundaries and confidence level into one score (see figures 5(a),5(c): if we use confidence interval boundaries times the number of samples then the result scores become even more distant).
The advantages of using DWLR are: i) it generalizes Bayesian approach and allows to explicitly set a discount for hypotheses comparison based on a few features; ii) no need to make additional assumptions on likelihood ratios distribution; iii) flexibility of choosing weights and discount function allows tuning the approach for every particular application. However, there are disadvantages also: i) the likelihood score results not in a posterior probability but in a relative score; ii) the flexibility of choosing weights and a discount function makes it non-trivial to find the best settings for a particular application.
Test Scenario 2: Simple Problems
Let us refer to the example from Section 4: comparison of two cases (in the first case one feature is given and in the second -nine features). Applying the Bayesian approach we get:
where: P 1 (h 0 |F ) -posterior probability of h 0 in the first case, which is the same as posterior probability P 2 (h 0 |F ) of h 0 in the second case. Table 1 . Posterior scores for hypothesis h 0 in example from Section 4 obtained using trivial weights and different discount functions.
Discount function:
0.56 0.89 0.33
Posterior probability scores for the first and the second cases obtained using DWLR with trivial weights and discount functions d 0 , d 1 with threshold m = 20, d 2 with magnitude parameter β = 0.2 are shown in Table 1 . As one can see from Table 1 posterior scores with trivial weights and trivial discount function d 0 coincide with posterior probabilities. The use of DWLR with discount function different from the trivial one enables distinguishing between the two cases (using one feature for comparison or using nine features) though total LLR is the same in these cases.
Test Scenario 3: Handwriting Comparison
Let us now apply the proposed DWLR to evaluate posterior score for examples in Figures 3 and 4 . The total LLR(k, q) for comparison of two words (figure 3) is 23.51. Using Eq. 4 we get the following value of the posterior probability P word (h 0 |k, q) of hypothesis h 0 (K and Q are from the same writer):
Posterior probability of h 0 in the second example (figure 4) with comparison of address blocks is:
The difference between them seems to be quite small: Posterior scores for h 0 in the first (Figure 3 ) and the second comparisons ( Figure 4 ) obtained using DWLR with trivial weights and discount functions d 0 , d 1 with threshold m = 100, d 2 with magnitude parameter β = 0.05 are shown in Table  2 . As one can see from Table 2 posterior scores with trivial weights and trivial discount function d 0 coincide with posterior probabilities.
Posterior scores P s block (h 0 |k, q), P s word (h 0 |k, q) obtained using trivial weights and discount functions other than the trivial one are smaller in comparison to posterior probabilities P block (h 0 |k, q), P word (h 0 |k, q) which reflects that small number of used features (small number of characters in compared documents) leads to weaker results. Larger difference between posterior scores (see last column in Table 2 ) reflects that address block comparison with several words turns out to be more discriminative than one word comparison although original posterior probabilities difference is as small as 4.7 · 10 −10 .
SUMMARY AND CONCLUSION
The probabilistic approach to the comparison of known and questioned handwriting samples has been considered. In the formulation the posterior score of the identification hypothesis is determined based on prior beliefs and an evidence set (observed features). A common way of using posterior probability as the score has a drawback. Nearly the same result can be based on many features and on few of them, which can be important to distinguish. We consider methods for distinguishing between such situations. One of these is to provide confidence intervals for the obtained result and another is to combine features using weights and a discount function.
The usage of intervals has the following problem: there is no common way to combine interval boundaries and the corresponding level into one score. The designed method has the following advantages: i) flexibility (it can be tuned for every particular application); ii) accuracy of the designed approach at least the same as of Bayesian approach; iii) there are no assumptions on likelihood distribution (in comparison to approaches based on credible or confidence intervals). Although the scoring method does not in general provide probabilities as output (which is a disadvantage), it distinguishes the relative strengths of having different numbers of features. The advantage of the method has been illustrated using several data sets including synthesized data and handwriting comparison cases.
