A Note on Decoding Order in User Grouping and Power Optimization for
  Multi-Cell NOMA with Load Coupling by You, Lei & Yuan, Di
ar
X
iv
:1
90
9.
08
65
1v
5 
 [c
s.I
T]
  2
2 J
ul 
20
20
1
A Note on Decoding Order in User Grouping and
Power Optimization for Multi-Cell NOMA with
Load Coupling
Lei You and Di Yuan
Department of Information Technology, Uppsala University, Sweden
{lei.you; di.yuan}@it.uu.se
Abstract—In this technical note, we present a new theoretical
result for multi-cell non-orthogonal multiple access (NOMA).
For multi-cell scenarios, a so-called load-coupling model has
been proposed earlier to characterize the presence of mutual
interference for NOMA, and the optimization process relies on
the use of fixed-point iterations [1], [2] across cells. One difficulty
here is that the order of decoding for successive interference
cancellation (SIC) in NOMA is generally not known a priori. This
is because the decoding order in one cell depends on interference,
which, in turn, is governed by resource usage in other cells, and
vice versa. To achieve convergence, previous works have used
workarounds that pose restrictions to NOMA, such that the SIC
decoding order remains throughout the fixed-point iterations. As
a comment to [1], [2], we derive and prove the following result:
The convergence is guaranteed, even if the order changes over
the iterations. The result not only waives the need of previous
workarounds, but also implies that a wide class of optimization
problems for multi-cell NOMA is tractable, as long as that for
single cell is.
Index Terms—SIC, NOMA, interference, multi-cell
I. INTRODUCTION
NON-ORTHOGONAL Multiple Access (NOMA) withsuccessive interference cancellation (SIC) allows more
than one user to share resource in the time-frequency domain.
With superposition coding, some users may perform SIC to
remove (some of) the intra-cell interference. The decoding
needs to follow signal strength so as to make SIC succeed.
In the simplest case, the decoding order is determined by the
channel gains of users. NOMA in single-cell scenarios has
been widely addressed [3]–[9]. In multi-cell NOMA, inter-
cell interference has an influence on the decoding order, which
has to be accounted for [10], [11]. Besides, NOMA requires
user grouping for resource sharing. The candidate options for
user grouping is exponential in the number of users. Third,
power allocation (a.k.a power split) affects the performance.
Both user grouping and power split are intertwined with the
decoding order.
The decoding order in one cell depends on the interference
from other cells; the interference, in turn, depends on the
allocated power and time-frequency resources. Increasing the
resource consumption for data transmission in one cell implies
more interference to the users located in other cells. One
approach for multi-cell optimization for orthogonal multiple
access (OMA) consists of fixed point iterations for the so-
called load coupling equation system [12]–[34]. In every
iteration, the resource allocation of one cells is computed,
with the allocation in other cells temporarily being fixed. At
convergence, an equilibrium with respect to resource allocation
and the resulting interference is obtained. However, in NOMA,
applying the type of iterative method is challenging, since the
decoding order is not known beforehand, but subject to change
during the iterative process. Some references [35]–[39] do
not explicitly address the interaction between decoding order
and interference. To the best of our knowledge, [1], [2], [40]
consider this type of dependency in multi-cell NOMA. In [40],
the authors investigate multi-cell NOMA power control with-
out user grouping. References [1], [2] have used workarounds
such that some pre-computed decoding order remains NOMA-
compliant in optimization, which, on the other hand, poses
limitations to the applicable scenarios. To be specific, [40]
requires that there is only one candidate group consisting of
all users, and [1], [2] require: 1) there are up to two users in
each group and 2) the candidate groups are selected such that
the NOMA-compliant decoding order can be pre-determined
no matter the interference. Without these conditions, neither
the convergence nor the optimality of their proposed algorithm
is guaranteed.
This technical note serves as a comment to [1], [2], though
our main results are not necessarily bound to the specific
system setups in [1] and [2]. The contributions are:
• We show a general conclusion with respect to the formu-
lation of multi-cell NOMA optimization problems, such
that the decoding order needs not to be explicitly ensured
by constraints.
• We use a so-called load-coupling model as an example,
to showcase our conclusion. The load coupling model has
been widely adopted in OMA scenarios [12]–[34] and has
been extended to NOMA in [1], [2].
• We formally proved that, the convergence and the opti-
mality are guaranteed without imposing the limitations
on the candidate user groups, even if the decoding order,
due to variable inter-cell interference, changes from one
iteration to the next in a fixed-point method. Furthermore,
the result implies that a wide class of optimization
problems for multi-cell NOMA is tractable as long as
that for single cell is.
We clarify that in this technical note, the term “correct
decoding order”, unless otherwise stated, always refers to
2the NOMA-compliant decoding order. That is a receiver
decodes the signals successively in descending order of signal
strengths. This decoding order in NOMA is based on the
(valid) assumption that a user with better channel condition
(strong user) is able to decode the signal transmitted to another
user located in the same cell with worse channel condition
(weak user), as long as the weak user can decode the signal
of its own. In order words, the data rate encoded in the signal
to the weak user is permitted by the signal-to-interference–
and-noise ratio (SINR) of the weak user. Since the strong user
can receive the signal intended for the weak user better than
the weak user itself, the strong user can decode this signal as
well, as the weak user can do it (see, e.g., [41], Chapter 6.2.2,
pp. 279 for further details).
Following up the above discussion, we remark that it
is possible to intentionally lower the rate transmitted to a
user, in particular a strong user, such that other, weak users
can decode that signal and perform interference cancellation.
Such schemes have been studied in, for example, [42], [43].
However, to our knowledge, the literature of NOMA assume
that the rate is set to what is maximumly permitted by the
SINR, which is the assumption in the current note as well.
II. SYSTEM MODEL
A. Preliminaries
Denote by I = {1, 2, . . . , n} the set of cells, and J the
set of user equipments (UEs). We consider downlink and use
gij to denote the gain from cell i to UE j. For each cell i
(i ∈ I), denote by Ji the set of UEs located in the cell. Denote
by pi the transmission power of cell i on each resource unit
(RU). By using SIC, multiple UEs of a cell can access one
RU simultaneously, with pi split among these UEs. We refer
to the UEs sharing the same RUs as a group, and the process
of selecting UEs to form groups as user grouping. We use
u to refer to a generic group. For any UE j ∈ u, denote by
qju the portion of power pi used for UE j on each RU used
by group u. For cell i (i ∈ I), denote by Ui the set of all
groups of UEs in Ji. In analogy with this, we use Vj to refer
to the set of all groups that UE j belongs to. In order to keep
generality, we allow also singleton group u. In this case, the
UE in the group does not share RU with others (and hence no
SIC), i.e., the UE is in OMA. Besides, we allow one UE to
belong to one or multiple groups such that groups may have
overlapping UEs. There is no limitation on the number of UEs
in one group. Both power split and user grouping are subject
to optimization.
In our derivations of the theoretical results, the channel
information is known. This is justified in research addressing
the achievable performance of a system. In our case, we target
providing theoretical results that are useful for computing the
optimal performance of NOMA, achieved with known channel
information, and thereby assessing accurately the potential
benefit of NOMA in comparison to OMA. In practice, imper-
fect channel estimation will impact of the SIC performance,
even though SIC is more robust than parallel interference
cancellation (PIC) against error propagation [44]. Moreover,
we remark that there are several schemes for mitigating the
issue of propagation error for SIC, including soft-in soft-out
(SISO) decoding [44], ordered SIC [45], and multi-feedback
and multi-branch SIC [46], [47].
B. NOMA with SIC
In the following, we consider a generic UE j located in
cell i, i.e., j ∈ Ji. The signal-to-interference-and-noise ratio
(SINR) of UE j in group u, denoted by γju , is given below.
γju =
qjugij∑
h∈u
qhugijθhj︸ ︷︷ ︸
intra-cell
+
∑
k∈I\{i}
pkgkjρk
︸ ︷︷ ︸
inter-cell
+σ2
,
j∈u
u∈Ui
(1)
The denominator of γju consists of three parts: intra-cell
interference, inter-cell interference, and noise power σ2. The
optimization variables are the power split qju , the decoding or-
der indicator θhj (discussed below), and the cell-level resource
allocation ρk that is used as a scaling parameter for the inter-
cell interference (discussed below in Section II-C). For each
group u, note that a UE j of this group decodes the data of
UEs with stronger signal in u, and the signals transmitted to
other UEs of u constitute interference at j. We use θhj as a
binary indicator: θhj = 1 if and only if the signal transmission
to UE h is interference to UE j, and θhj = 0 if and only if UE
j can decode the signal of UE h. As a convention, θhj = 0 if
h = j. We remark that θhj is subject to the correct decoding
order, which is determined by the channel condition [41]. For
any UE j, define
wj =

 ∑
k∈I\{i}
pkgkjρk + σ
2

/ gij . (2)
For any user j, entity wj is the amount of inter-cell
interference and noise in relation to j’s own signal gain. Hence
a higher value of this entity means poorer channel condition.
For two users h and j of the same cell, h is the strong user
if wh ≤ wj . Recall that, in NOMA, a strong user can decode
the signal of a weak user, as long as the weak user can decode
the signal (of which the rate is set to be that permitted by the
weak user’s SINR). Thus, θhj = 1 if and only if wh ≤ wj ,
i.e., UE h has better channel condition than UE j. We remark
that in [41], SIC is discussed for users of a single cell. The
result remains applicable here, because even if our scenario
consists in multiple cells, NOMA with SIC is used for each
individual cell, whereas inter-cell interference is treated in the
same way as noise. In addition, as remarked earlier, same as
in [41], rate adaptation is not present in NOMA.
In case wh = wj , we assume there is a pre-defined
convention to break the tie. One possibility is to follow user
index, e.g., θhj = 1 if wh = wj and h < j. As a result,
for given inter-cell interference, the NOMA decoding order is
unique.
C. Cell Load Coupling
We define cju as the achievable capacity for UE j in group
u on one RU, namely,
3cju = log(1 + γju) = log
(
1 +
qju∑
h∈u qhuθhj + wj
)
. (3)
Denote by dj the data demand of UE j (j ∈ J ). To ease
the presentation of the mathematical proofs, in (3) we use the
natural logarithm, and hence the information unit is nat [48]
rather than bit. To be consistent, we assume the data demands
are given in nats.
The load coupling model defines ρi to be the load of cell
i, which is the proportion of cell i’s time-frequency resource
that have been allocated for data transmission. Denote by xu
the proportion of RUs allocated to group u. We have ρi =∑
u∈Ui
xu . From an interference point of view, higher ρi means
that cell i generates more interference to others, hence cell
load has been used as an interference scaling parameter [1],
[2], [12]–[34], see (1). We remark that, by (2), for any UE
j in cell i, wj changes with other cells’ resource allocation
ρk (k ∈ I\{i}). Hence the decoding order depends on the
network-wide resource allocation.
We use M and B to represent the total number of RUs in
one cell and the bandwidth of each RU, respectively. To satisfy
UE j’s demand dj , we have∑
u∈Vj
MBcjuxu ≥ dj , j ∈ J , (4)
imposing that dj is satisfied by the sum of the demand
delivered to UE j over all groups in Vj . In the discussion
below, we use normalized dj such that the notation M and B
are not necessary in our presentation.
III. PROBLEM FORMULATION
A. Mathematical Formulation
We consider UE grouping and power split in NOMA,
subject to inter-cell interference that is modelled using the
load-coupling model, as outlined in the previous section. The
cost function is defined with respect to the amount of RUs
needed to meet the user demand, i.e., cell load as defined
earlier. More specifically, we address power split q, group-
level resource allocation x, and cell-level resource allocation
ρ. Moreover, as mentioned in Section II-B, θ is the decoding
order indicator that in turn depends on cell load.
The optimization formulation is given in (5) below. In
the formulation, we use sum load as the objective function,
with F (ρ1, ρ2, . . . , ρn) =
∑
i∈I ρi. However, all theoretical
results hold for any cost function F of the cell load levels
(i.e. time-frequency resource usage of cells) as long as F is
monotonically increasing in ρ1, ρ2, . . . , ρn element-wisely.
Note that in the formulation, the rate of a UE equals what is
permitted by the SINR, where θ is present for modeling intra-
cell interference. In other words, rate adaptation/optimization
in SIC is not part of the model. Moreover, using equality
(5c), we can eliminate w by variable substitution. This entity
and its definition are kept in the formulation for the sake of
readability.
The user demand constraints are (5b) and (5c)1. Con-
1With dj being normalized by M × B in this formulation, one can refer
to (1) and (2) to verify that constraints (5b) along with (5c) are equivalent
to (4) in Section II-C.
min
q,x,ρ,w≥0
θ∈{0,1}
F (ρ1, ρ2, . . . , ρn) =
∑
i∈I
ρi (5a)
s.t.
∑
u∈Vj
log
(
1 +
qju∑
h∈u qhuθhj + wj
)
xu ≥ dj , j ∈ J
(5b)
wj =
∑
k∈I\{i} pkgkjρk + σ
2
gij
, j ∈ Ji, i ∈ I (5c)∑
j∈u
qju ≤ pi, u ∈ Ui, i ∈ I (5d)
ρi =
∑
u∈Ui
xu , i ∈ I (5e)
θhj =
{
1 (wj > wh) ∨ (wj = wh ∧ h < j)
0 otherwise
(5f)
straints (5d) impose the power limit, and equations (5e)
define cell load. Constraints (5f) are for the decoding order.
Specifically, we have θhj = 1 if wh < wj or if h < j
in case of a tie, otherwise θhj = 0, following the rule of
the correct decoding order in Section II-B. Note that the
decoding order depends on the cell level resource allocation,
i.e., ρ1, ρ2, . . . , ρn.
Throughout the paper, it is assumed that the multi-cell
optimization problem above is feasible, i.e., there is some
solution satisfying all the constraints. Also, we remark that in
reality there is an upper limit ρ¯ for cell load, with the constraint
ρi ≤ ρ¯, i ∈ I. As will be shown later, this constraint can
be accounted for in post-processing. Moreover, if necessary,
user group selection constraints can be added to (5), and our
conclusion in this paper still holds.
B. Obstacles of Solving (5)
We remark that (5) is highly non-linear. In addition, a
major obstacle for some iterative algorithms for (5) is that,
the variation of resource allocation in each iteration leads to
the change of decoding order for each group. There is an
algorithmic framework derived in [1], [2], which uses a top-
down paradigm (detailed in Section III-C). The basic idea is
to break down (5) into single cell level and then solve the
single-cell problems iteratively. For each iteration, there is an
inner loop over the cells. This inner loop can be performed
in parallel or sequentially. In the former case, the optimized
resource allocation of all cells serves as the input of the next
iteration. In the latter case, the optimized resource allocation
of one cell updates this cell’s interference in the input, when
the subproblem of another cell is solved. Then, by fixed-point
theory, the authors proved the convergence of the algorithm,
as well as the optimality of the solution at convergence.
However, the algorithmic framework relies on two restric-
tions of candidate groups, see [1, Lemma 1] and [2, Lemma 1]:
Only those groups of which the decoding orders can be pre-
determined, are considered for optimization. The other groups
are eliminated from U . The limitation states that the decoding
orders of all the candidate groups must be independent of
4the inter-cell interference such that the orders remain correct
all the time, resulting in sub-optimality. To have a high
probability of forming such groups, [1, Lemma 1] and [2,
Lemma 1] require each group to consist of up to two UEs.
For completeness, in Appendix A, we provide the condition
stated in these lemmas, and its implication that for any two
UEs satisfying the condition, the decoding order of them
are independent of inter-cell interference. In order to make
the decoding order known a priori to optimization, [1], [2]
apply the work-around of discarding groups not satisfying the
condition.
(Open Problem) We remark that, if the restrictions are
dropped, then in each iteration, the variation of cell loads may
lead to the change of decoding order. In this case, neither
convergence nor optimality is known.
C. Solution of [1], [2] for (5)
By considering only groups for which the decoding order
is independent of interference, the variable θ along with (5f)
can be dropped from (5), since θ is pre-determined in this
special case. The algorithmic framework in [1], [2] is detailed
as follows. Consider any cell i, one can define the single-cell
load minimization problem as a function of the other cells’
loads ρ−i = [ρ1, ρ2, . . . , ρi−1, ρi+1, . . . , ρn], denoted by φi:
φi(ρ−i) = min
q,x,w
ρi s.t. (5b)–(5e) of cell i (6)
The authors proved that solving (5) amounts to obtaining
the fixed point of vector of functions φ = [φ1, φ2, . . . φn], that
is, to solve ρ = φ(ρ). To be specific, the authors first proved
that φi (i ∈ I) is a standard interference function (SIF) [49],
of which the definition is given below.
Definition 1. Any function φ(ρ) that has the following two
properties is an SIF, where ρ and ρ′ are two arbitrary non-
negative vectors with ρ ≥ ρ′.
1) (Scalability) αφ(ρ) > φ(αρ) for any α > 1.
2) (Monotonicity) φ(ρ) ≥ φ(ρ′).
Based on the fact that φi(ρ−i) (i ∈ I) is SIF, one can
obtain the unique fixed point ρ∗ with ρ∗ = φ(ρ∗), by fixed-
point iterations on φ [49]. Namely, for the iterative process
ρ(k+1) = φ(ρ(k)) (k ≥ 0), we have limk→∞ ρ
(k) = ρ∗, for
arbitrary non-negative starting point ρ(0). At convergence of
the fixed-point iterations, ρ∗ along with the other variables
q,x,w that are obtained by solving (6) at ρ∗−i for all i ∈ I,
is optimal to (5).
For solving multi-cell NOMA, the algorithm in [2] is
structured as follows. First, as mentioned earlier, optimiza-
tion applies only to groups for which the decoding order is
independent of inter-cell interference, and the group size is
restricted to be two. Based on the properties of SIF, it is
shown that fixed-point iterations will converge to optimum.
Thus problem solving boils down to iteratively dealing with
single-cell optimization problems. For the single-cell problem,
[2] derives and proves the following results for approaching
optimum.
• For any UE pair u, the optimal power split is independent
of which other pairs are eventually used in the solution.
Hence power split optimization can be performed as pre-
processing.
• The optimal power split can be obtained by bi-section
search on the amount of resource allocated to the pair
(i.e., xu), and for each trial of xu , the remaining two-
dimensional problem is convex and hence tractable.
• Once optimal power split is computed for all pairs,
optimization of pair selection is equivalent to maximum
weighted matching of a graph.
IV. RESULTS
This section derives our theoretical results, which give the
answer to the open problem in Section III. Our main conclu-
sion is that [1, Lemma 1] and [2, Lemma 1] can be dropped,
without loss of optimality or convergence of the proposed
solution methods. To show this, we first prove a general
conclusion in Section IV-A that is not tied to the load coupling
system. The conclusion states that, even if algebraically one
allows the capacity formula cju = log(1+γju) with “decoding
orders” in u to be all possible permutations of UEs of the
group, the correct decoding order leads to the largest cju .
Based on this, we prove in Section IV-B the convergence of
the solution methods. We then show the optimality after the
convergence proof.
A. Pseudo Rate Region
Consider rate region at the RU level. For a generic cell
and a user group u under consideration, we use θ∗ to refer
to the correct decoding order, i.e., the decoding order used by
NOMA for the users in u. Note that θ∗ differs by user group,
and for a given group, θ∗ will change from one iteration to
another, when applying fixed-point iterations in solving (5).
However, within any iteration, when considering a specific
group, the amount of interference is given, and hence θ∗ is
easily determined as below, where entities wh and wj contain
the interference terms. For readability, we do not put cell,
group, or iteration index on θ∗.
θ∗hj = 1 iff wj > wh or (wj = wh and h < j), h 6= j, h, j ∈ u.
Suppose there are K (K ≥ 2) UEs multiplexed on an RU.
The UEs are now indexed by following the correct decoding
order as defined above. That is, UE 1 decodes UEs 2, . . . ,K .
UE 2 has the signal intended for UE 1 as interference, and
decodes UEs 3, . . . ,K , and so on. The capacity of UE j (j =
1, 2, . . . ,K), denoted by cj , is
cj = log
(
1 +
qj∑j−1
h=1 qh + wj
)
.
Considering RU power limit p, the power split constraint
reads
K∑
j=1
qj ≤ p. (7)
The rates of UEs 1, 2, . . .K are as follows.
5c1 = log
(
1 +
q1
w1
)
c2 = log
(
1 +
q2
q1 + w2
)
...
cK = log
(
1 +
qK∑K−1
h=1 qh + wK
)
For UE 1, we have
c1 = log
(
1 +
q1
w1
)
⇒ q1 = w1e
c1 − w1
For UE 2, we have
c2 = log
(
1 +
q2
q1 + w2
)
⇒ q1 + q2 = w1e
c1+c2 + (w2 − w1)e
c2 − w2
By successively applying the same formula until the last user
K , we obtain the equation below, where w0 = 0.
Rθ∗(c) =
∑
j∈u
qju =
K∑
t=1
(wt − wt−1) e
∑K
k=t ct − wK (8)
where c = [c1, c2, . . . , cK ], and θ
∗ indicates the correct
decoding order. Consequently, the power split constraint (7)
is equivalent to the inequality below
Rθ∗(c) ≤ p, (9)
where the power split variables q1, q2, . . . , qj are replaced by
variables c1, c2, . . . , cK that represent the rates, respectively
for UEs 1, 2, . . . ,K . Inequality (9) forms a bounded area and
is the rate region of all the K UEs.
We remark that though the discussion above is based on
applying the successive rule on UEs by following their correct
decoding order, the rule is also applicable for the case that UEs
are ordered arbitrarily. Namely, for a group of UEs that are
indexed in any given permutation of the UEs, this successive
rule also gives a formula with the same form as (8). We
introduce notations to represent this formula in general. Define
by T the index set of the K! permutations of the K UEs.
For permutation t ∈ T , πt(j) is the position of UE j in the
permutation. Define B as a domain of θ, derived for all the
permutations, i.e.,
B = {θ : θhj = 1 iff πt(h) < πt(j), t ∈ T }.
We use Rθ as a generic notation to represent (8) defined for
the order indicated by θ (θ ∈ B), so as to distinguish from the
formula Rθ∗ that is specified for the correct decoding order.
We name the region defined by Rθ(c) ≤ p
max with any
θ ∈ B as pseudo rate region.
Rθ(c) ≤ p, θ ∈ B (10)
The reason for the name “pseudo” is because, with θ (θ 6= θ∗),
the SIC may not be successfully performed for all UEs.
Theorem 1. Any pseudo rate region is a subset of the rate
region of the correct decoding order. Namely,
{c : Rθ(c) ≤ p} ⊆ {c : Rθ∗(c) ≤ p}
or equivalently,
Rθ∗(c) ≤ Rθ(c), for any c ≥ 0
holds for any θ ∈ B.
Proof. Consider the pseudo rate region for θ (θ ∈ B), i.e.
Rθ(c) ≤ p. We index the UEs from 1 to K by following the
order indicated by θ. We remark that if θ is not the correct
decoding order (i.e. θ 6= θ∗), then there must exist two UEs
that are adjacent in the list, denoted by ℓ and ℓ+ 1, such that
wℓ > wℓ+1. We swap the order of the two, and denote by θ
′
the new decoding order. Below, we prove Rθ′(c) ≤ Rθ(c) for
any non-negative c.
To ease our representation, we define w0 = 0 and wK+1 =
wK+2. We also explicitly impose that for any summation
notation “
∑b
t=a” in our expression, if b < a, then this term
in the sum equals zero.
For ℓ and ℓ+ 1 (ℓ = 1, 2, . . . ,K − 1), we have
Rθ(c) =
ℓ−1∑
t=1
(wt − wt−1) e
∑
K
k=t
ck
+ (wℓ − wℓ−1)e
∑
K
k=ℓ
ck
+ (wℓ+1 − wℓ)e
cℓ+
∑K
k=ℓ+2
ck
+ (wℓ+2 − wℓ+1)e
∑K
k=ℓ+2
ck
+
K∑
t=ℓ+2
(wt+1 − wt)e
∑
K
k=t+1 ck
and
Rθ′(c) =
ℓ−1∑
t=1
(wt − wt−1) e
∑
K
k=t ck
+ (wℓ+1 − wℓ−1)e
∑K
k=ℓ ck
+ (wℓ − wℓ+1)e
cℓ+
∑
K
k=ℓ+2
ck
+ (wℓ+2 − wℓ)e
∑
K
k=ℓ+2 ck
+
K∑
t=ℓ+2
(wt+1 − wt)e
∑K
k=t+1
ck
We remark that, the difference R′(c)−R(c) makes the two
summation terms in both the head and tail (if either exists)
disappear. See (11) below.
In the result of (11), because wℓ > wℓ+1 and cℓ ≥ 0 (ℓ =
1, 2, . . . ,K), we conclude
Rθ′(c) ≤ Rθ(c), for any c ≥ 0.
As a result,
{c : Rθ(c) ≤ p} ⊆ {c : Rθ′(c) ≤ p} (12)
The result in (12) shows that, for two adjacent UEs ℓ and
ℓ + 1 with wℓ > wℓ+1, swapping the order of the two UEs
6Rθ′(c)−Rθ(c)
= (wℓ+1 − wℓ−1)e
∑K
k=ℓ
ck + (wℓ − wℓ+1)e
cℓ+
∑K
k=ℓ+2
ck
+ (wℓ+2 − wℓ)e
∑
K
k=ℓ+2
ck − (wℓ − wℓ−1)e
∑K
k=ℓ
ck
− (wℓ+1 − wℓ)e
∑
K
k=ℓ+1 ck − (wℓ+2 − wℓ+1)e
∑
K
k=ℓ+2 ck
= e
∑K
k=ℓ
ck
{
(wℓ+1 − wℓ−1)− (wℓ − wℓ−1)
}
+ e
∑
K
k=ℓ+2
ck
{
(wℓ − wℓ+1)e
cℓ − (wℓ+1 − wℓ)e
cℓ+1
}
+ e
∑
K
k=ℓ+2
{
(wℓ+2 − wℓ)− (wℓ+2 − wℓ+1)
}
= e
∑
K
k=ℓ ck(wℓ+1 − wℓ) + e
∑K
k=ℓ+2(wℓ+1 − wℓ)
+ e
∑K
k=ℓ+2
ck(wℓ+1 − wℓ)(−e
cℓ − ecℓ+1)
= (wℓ+1 − wℓ)
{
e
∑
K
k=ℓ ck − ecℓ+
∑K
k=ℓ+2
ck
− e
∑K
k=ℓ+1
ck + e
∑K
k=ℓ+2
ck
}
= (wℓ+1 − wℓ)e
∑K
k=ℓ+2
ck
{
ecℓ+cℓ+1 − ecℓ − ecℓ+1 + 1
}
= (wℓ+1 − wℓ)e
∑
K
k=ℓ+2
ck(ecℓ − 1)(ecℓ+1 − 1) (11)
enlarges the pseudo rate region. We therefore conclude that the
correct decoding order yields the largest rate region, namely,
{c : Rθ(c) ≤ p} ⊆ {c : Rθ∗(c) ≤ p}
and, for any c ≥ 0,
Rθ∗(c) ≤ Rθ(c).
The above holds for any θ ∈ B, and the theorem follows.
B. Convergence and Optimality of Fixed-Point Algorithm for
Load Coupling with NOMA
In this section, we investigate the convergence of the
approach for solving (5) as outlined in Section III, without
any restriction/limitation. We first re-define the single-cell
problem in (6) in Section III, by taking into consideration
the dependency between decoding order and interference.
fi(ρ−i) = min
q,x,w,θ
ρi s.t. (5b)–(5f) of cell i (13)
We remark that, though θ is variable in (13), it will induce
the correct decoding order θ∗ by constraints (5f), because
here ρ−i and hence interference is known. Therefore, θ is
determined for any given ρ−i in (13). However, we do not
eliminate the θ variables from (13), because even though θ∗
is directly induced by ρ−i, the latter is variable in the fixed-
point iterations, for which we will prove the convergence and
optimality.
We first prove Lemma 1 below. In the lemma, the definition
of cju follows that in (3), however the dependency of cju as
a function of wj is now made explicit.
Lemma 1. Given non-negativewj , the inequalities below hold
for any α > 1.
1
α
cju(wj) < cju(αwj)
Proof. Since 1/cju(wj) is strictly concave in ρ−i, we have
1
cju(αwj)
<
α
cju(wj)
⇒
1
α
cju(wj) < cju(αwj)
We use fi(ρ−i, θ) to represent the optimization problem
defined in (13) under any given θ (θ ∈ B). Mathematically:
fi(ρ−i, θ) = min
q,x,w
ρi s.t. (5b)–(5e) of cell i (14)
The single-cell optimization problem above always has a
solution, because the problem is to minimize resource usage
subject to given demand and interference, and there is no upper
limit imposed for resource usage. This is formally established
below.
Lemma 2. The single-cell problem defined in (14) is feasible
for any θ.
Proof. For each user group u ∈ Ui, consider any power
split such that all users of the group are allocated positive
power, e.g., qju = pi/|u| (j ∈ u). With given power split,
the remaining optimization task becomes the following linear
programming (LP) problem:
min
x
∑
u∈Ui
xu (15a)
s.t. cjuxu ≥ dj , j ∈ J (15b)
where both
cju =
∑
u∈Vj
log
(
1 +
qju∑
h∈u qhuθhj + wj
)
and
wj =
∑
k∈I\{i} pkgkjρk + σ
2
gij
are constants.
The LP above has as many inequalities as the number of
UEs of cell i. Each inequality states that the left-hand side
has to be greater than or equal to the right-hand side; the
latter is a UE demand value. As all candidate groups are
considered, the inequality for UE j has the groups containing
j appearing in the left-hand side. Next, we observe that, by the
assumed power split, for any group u and a UE j of this group,
coefficient cju > 0, i.e., it is strictly positive. Hence there is a
solution for sufficiently large values of x. Feasibility follows
then from that there is no upper bound on x. The solution,
together with the power split, constitute a feasible solution to
(14).
As a result, function fi(ρ−i, θ) is well defined in the scope
of this paper. We remark that by variable substitution as in
7Section IV-A, one has a reformulation of fi(ρ−i, θ), with q
replaced by c:
fi(ρ−i, θ) = min
c,x,w
ρi (16a)
s.t. Rθ(c,w) ≤ pi (16b)
(5c) and (5e) of cell i
Lemma 3. For any given θ (θ ∈ B), fi(ρ−i, θ) is an SIF of
ρ−i (ρ−i ≥ 0).
Proof. (Monotonicity) Consider any fi(ρ−i, θ) (θ ∈ B),
and (14). For any ρ−i and ρ
′
−i with ρ
′
−i ≤ ρ−i, we
have wj(ρ−i) ≥ wj(ρ
′
−i) (j ∈ Ui). Therefore cju(ρ−i) ≤
cju(ρ
′
−i). Replacing cju(ρ−i) by cju(ρ
′
−i) leads to a relaxation
on the constraints (5b), resulting in lower objective value. We
then conclude fi(ρ
′
−i, θ) ≤ fi(ρ−i, θ) for any θ ∈ B.
(Scalability) Denote the value of fi(ρ−i, θ) by ρ
′′
i , i.e.
ρ′′i = fi(ρ−i, θ). Denote the optimal solution of fi(ρ−i, θ) by
〈q′′,x′′,w′′〉. Under ρ−i, consider the following minimization
problem. Denote its optimal objective value by z.
z = min
q,w,x
ρi (17a)
s.t.
1
α
∑
u∈Vj
cju(q, wj)xu ≥ dj , j ∈ Ji (17b)
(5c)–(5e) of cell i
It is straightforward to verify that 〈q′′,w′′, αx′′〉 is feasible to
(17), with the objective value equaling αfi(ρ−i, θ). We con-
clude that the optimum of (17) is no higher than αfi(ρ−i, θ).
Namely, we have
z ≤ αfi(ρ−i, θ). (18)
For fi(αρ−i, θ), the corresponding formulation is as fol-
lows, where we remark that multiplying α on ρ−i is equivalent
to performing the multiplication on wj for all j ∈ Ji.
fi(αρ−i, θ) = min
q,w,x
ρi (19a)
s.t.
∑
u∈Vj
cju(q, αwj)xu ≥ dj , j ∈ Ji (19b)
(5c)–(5e) of cell i
Note that (19) differs from (17) only in (19b), and (17b) is
equality at optimum. By Lemma 1, for any solution of (17),
using it for (19) makes (19b) an inequality. Therefore, (19)
has a better optimum than (17), i.e.
fi(αρ−i, θ) < z. (20)
By (18) and (20), fi(αρ−i, θ) < αfi(ρ−i, θ) holds.
Lemma 4. The NOMA decoding order θ∗ is optimal to
minθ∈B fi(ρ−i, θ) (i ∈ I), i.e.,
fi(ρ−i, θ
∗) = min
θ∈B
fi(ρ−i, θ), i ∈ I.
Proof. Consider any cell i (i ∈ I) and any decoding order θ
other than the correct one. By Theorem 1, under fixed c andw,
replacing Rθ(c,w) by Rθ∗(c,w) makes the constraint (16b)
remain satisfied (or relaxed if Rθ∗(c,w) < Rθ(c,w)), such
that one will not get a worse objective value under the correct
decoding order. Hence, we conclude that, at the optimum of
minθ∈B fi(ρ−i, θ), θ is (or can be replaced by) θ
∗. Hence
θ∗ ∈ argminθ∈B fi(ρ−i, θ).
By Lemma 4, the minimum of fi for any cell and user group
is achieved by using the NOMA decoding order θ∗. In other
words, in any fixed-point iteration, using θ∗ that is induced
by the interference in that iteration, does not cause any loss
of optimality in the iteration’s output.
We then prove Theorem 2 below.
Theorem 2. The function fi(ρ−i) (i ∈ I) in (13) is SIF.
Proof. First, note that fi(ρ−i) = fi(ρ−i, θ
∗), by the defini-
tions of the two functions fi(ρ−i) and fi(ρ−i, θ), and θ
∗. Sec-
ond, by Lemma 4, we have fi(ρ−i, θ
∗) = minθ∈B fi(ρ−i, θ).
Therefore, we conclude fi(ρ−i) = minθ∈B fi(ρ−i, θ). The
theorem follows then from the fact that the minimum of
finitely many SIFs is also an SIF [49].
The following corollary shows an algorithmic framework for
optimally solving problem (5). Briefly, one only needs to apply
fixed-point iterations on all fi (i ∈ I) to reach optimality.
Given cell loads ρ−i, evaluating fi(ρ−i) (i ∈ I) submits to a
single-cell load minimization problem.
Corollary 1. Assume that problem (5) has a solution, then
the iterations ρ(k+1) = f(ρ(k)), with arbitrary starting point
ρ(0) (ρ(0) ≥ 0), converge to a unique fixed-point ρ∗, such
that ρ∗ = f(ρ∗). Let q∗,x∗,w∗, θ∗ be the solution obtained
by solving the problems fi(ρ
∗
−i) for all i ∈ I. Then for
problem (5), we have
1) The optimal solution is q∗,x∗,w∗, θ∗.
2) The optimal objective value is F (ρ∗1, ρ
∗
2, . . . , ρ
∗
n).
The proof of Corollary 1 can be straightforwardly derived
based on Theorem 2. One can refer to [1, Theorem 3] or [2,
Theorem 6] for more details.
By Corollary 1, (5) has a unique solution ρ∗ = [ρ∗1, . . . , ρ
∗
n].
Therefore, with post-processing, one can determine if ρ∗ is
within the resource limit, i.e., if ρ∗i ≤ ρ¯, i ∈ I; the violation
of the constraint for any cell means the problem is infeasible.
V. DISCUSSION
This section discusses the potential application of our de-
rived results in Section IV along three dimensions: problem
formulation, tractability, and optimality.
A. Decoding Order Constraints
It is worth noting that constraints (5f) are redundant for (5).
Consider the formulation below.
min
q,x,ρ,w,θ≥0
F (ρ1, ρ2, . . . , ρn) s.t. (5b)–(5f)
Theorem 1 along with the analysis in Section IV indeed reveals
that at its optimum, θ = θ∗. Namely, for any θhj at the
optimum, if θhj = 1, we must have wh ≤ wj , meaning that
8θhj satisfies θhj ≥ min{1, wj − wh}. Hence the non-linear
constraints (5f) are redundant and can be removed from the
formulation.
B. Tractability of (5)
We remark that even though (5) is for multi-cell scenarios,
the difficulty indeed lies in its corresponding single-cell load
minimization problems, i.e., (13). By Lemma 4 we reach the
optimum at θ∗. Once fi(ρ−i, θ
∗) can be solved to optimality,
then as pointed out by Corollary 1, the optimum of (5) can
be straightforwardly obtained. There are some special cases
of (14) that submit to a polynomial-time solution, briefly
discussed below.
If the power allocation q is fixed, then the single-cell load
minimization problem (6) is a linear programming problem in
x and w [1]. We remark that (14) can be reformulated to (16)
by using the successive rule in Section IV-A. As the second
case, if the demand on each user group is given, then variable
x can be eliminated, and (16) is a convex programming
formulation2 of c and w [50].
Consider another case where the number of UEs in each
group is no more than two (i.e. |u| ≤ 2 for all u ∈ U , i ∈ I),
and there is no overlapping UE for any two selected groups.
Then (5) can be solved optimally within polynomial time by
combinatorial optimization [2]. The basic idea is to bring the
single-cell load optimization down to the group level, and then
prove that the optimal group selection amounts to solving a
maximum matching problem.
For the general case of (14), whether it is tractable or not,
remains open, suggesting future research to be done along this
direction.
C. A Comment on [1], [2]
In [1], [2], the proposed solution has guaranteed conver-
gence if some restrictions, [1, Lemma 1] and [2, Lemma 1],
are imposed. The results derived in this technical note provide
a complementary theoretical insight, namely, the restrictions
can be dropped without any loss of optimality or convergence.
D. Extension to Composite of NOMA and OMA
Our derivations and results extend to scenarios where both
NOMA and OMA are present. The theoretical results and the
algorithmic framework remain valid for such extensions.
• Suppose OMA is the designated resource allocation
scheme for some of a cell’s UEs. This corresponds to
excluding these UEs from NOMA grouping, and intro-
ducing one x-variable for each of them. As there is no
power split or decoding order involved, for such a UE j
in cell i, inequality (5b) is simplified to log(1+ pi
wj
) ≥ dj ,
and the corresponding resource usage variable xj is added
to (5e).
• Another extension is to include selection of OMA and
NOMA as part of the optimization problem. Concep-
tually, this can be incorporated by simply defining an
2We remark that the convexity of constraints (16b) holds if θ is set to be
the correct decoding order). By Lemma 4, we know that this is the only case
that needs to be taken into account.
auxiliary group {j, j′} for each UE j, where j′ denotes a
logical UE having identical channel gain as j, implying
that the decoding order can be fixed for this group.
Another, more direct modeling approach, is to explicitly
introduce an x-variable for OMA resource allocation of
each UE, in addition to the entities in the NOMA problem
formulation in Section III. This modeling approach has
been used in [2], in which more details can be found.
VI. NUMERICAL RESULTS
In this section, we provide performance comparison of
OMA and NOMA, as well as numerical validation of our
theoretical findings. We use a cellular network of 19 cells,
with wrap-around for eliminating edge effects. The simulation
settings are given in Table I.
Table I
SIMULATION PARAMETERS.
Parameter Value
Cell radius 500 m
Carrier frequency 2 GHz
Total bandwidth 20 MHz
Cell load limit ρ¯ 1.0
Path loss model COST-231-HATA
Shadowing (Log-normal) 6 dB standard deviation
Fading Rayleigh flat fading
Noise power spectral density −173 dBm/Hz
RB power pi (i ∈ I) 800 mW
Convergence tolerance (ǫ) 10−4
The sum load minimization problem, i.e., F (ρ) =
∑
i∈I ρi
in formulation (5), can be used to examine the maximum
throughput supported, for uniform user demand. A given
demand level (of all users) can be supported, if and only if
load minimization leads to load levels that are all within the
load limit. Hence the maximum throughput can be computed
by solving (5) repeatedly with a bi-section search on the
demand level. For this experiment, there are 30 UEs randomly
distributed inside each cell. Each user group u contains two
UEs. We remark that both OMA and NOMA are solved to
optimality. In OMA, the optimum is obtained by using the
method in [15]. In NOMA, we use the algorithm proposed
in [2]. However, the constraint imposed by [2, Lemma 1] on
the candidate user groups is dropped, and, by our theoretical
results, there is no loss of global optimality.
Figure 1 shows the performance in terms of the throughput
(in Mbps) per cell, for various levels of the cell load limit. We
remark that in the derivations in the previous sections, the data
is in nats, merely to simplify the mathematical expressions.
Here, for convenience, we show the results in bits. Note that
all users of a cell, including those located at cell edge, are
provided with the same data rate. From Figure 1, NOMA
leads to considerably higher throughput than OMA, while
consuming the same amount of resource. The performance
improvement is about 20% or higher. Moreover, even though
the absolute difference increases with the cell load limit, the
relative difference is in fact higher when the load limit is low,
that is, NOMA offers more performance gain when the use of
resource is more constrained.
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Figure 1. Cell throughput (in Mbps) in function of load limit.
It should be pointed out that not all cells are able to
utilize 100% of the resource simultaneously to maximize the
throughput. To clarify further this aspect, in Figure 2 we show
the individual cell load levels at the maximum achievable
OMA throughput, with load limit being equal to one, i.e.,
the load levels of OMA and NOMA corresponding the right-
end of the two curves in Figure 1. Indeed, for OMA, one
can observe that one cell has reached the limit, whereas the
other cells still have spare resource. However, these cells are
not able to consume the spare resource, because doing so
would lead to higher interference, as captured by the load-
coupling model, overloading the cell that currently is fully
loaded. While delivering the same throughput as OMA, by
NOMA the load is less than 70% in all cells. As none of the
cells has exhausted its resource, additional throughput can be
offered.
As our next of numerical study, we consider the number of
users that can be supported per cell by OMA and NOMA,
for various demand levels. To this end, for each demand
level, we run 1,000 realizations for different numbers of users
per cell, and record whether or not OMA and NOMA can
simultaneously support all users. The results are then collected
to generate the cumulative density function (CDF) shown in
Figure 3. For the lowest demand used, OMA can support
approximately 30 users in every cell with 90% probability.
For NOMA, the corresponding number is close to 45 users,
representing an increase of 50%. Similar amount of improve-
ment is observed for the higher demand levels. Moreover, for
all the demand levels, when the number of users per cell has
reached the level such that the probability of supporting all of
them by OMA is virtually zero, NOMA still has approximately
40% probability of supporting this number and higher. Hence
the performance enhancement, in terms of the number of users
that can be accommodated by the network, is significant.
Next, we make a comparison of spectral efficiency (in
bps/Hz) of OMA and NOMA, with respect to the proportion of
cell-edge users. Cell-edge users are those such that the distance
to the home base station is at least 80% of the cell radius. The
results are provided in Figure 4. Again, by our theoretical
findings, the numerical results here represent the achievable
performance, and hence the comparison is accurate. From the
figure, the impact of cell-edge users on performance is very
apparent. Specifically, when there is no cell-edge user at all,
the spectral efficiency is 30% higher for NOMA. The spectral
efficiency drops then quickly with respect to the proportion of
cell-edge users, and the improvement offered by NOMA has
a diminishing trend3. That is, much less improvement can be
expected from NOMA for scenarios where many users are at
cell edge.
In Figure 5, we show the convergence as well as the
convergence rate of fixed-point iterations of function f(ρ).
The theoretical guarantee of convergence, as stated earlier in
this note, is indeed observed. Moreover, high accuracy of the
network load can be reached after very few iterations on f(ρ),
and the algorithm converges slightly faster for higher user
demand.
To summarize, NOMA provides considerable throughput
gain over OMA, the underlying reason is that, for the same
demand level, NOMA requires significantly less resource us-
age in all cells, and the spare resource can be utilized for more
throughput. For the same reason, NOMA exhibits signficant
improvement in the number of users that can be supported.
However, the amount of performance improvement to expect
is tied to the proportion of cell-edge users. The simulation
study also confirms the correctness of our theoretical analysis
of convergence guarantee of the fixed-point algorithm.
VII. CONCLUSION
This technical note has addressed the convergence and
optimality of an algorithmic framework for solving a class
of optimization problems in multi-cell NOMA networks. The
note proved that the correct decoding order corresponds to the
largest region. Then, results for convergence and optimality,
with variable decoding order in the iterative process, are for-
mally established. The note has also discussed the tractability
of multi-cell optimization with load coupling, and reveals
that solving the single-cell problem is the key in terms of
tractability.
We remark that for contraction mapping, the convergence
rate of fixed-point iterations is linear, see [51]. However for
general SIFs the convergence can be sub-linear. Hence, an
interesting topic of further study is to examine conditions
under which the SIF for NOMA optimization falls within
the domain of contraction mapping, to shed light on the
convergence rate in addition to the convergence results proved
in the current paper.
As was discussed in Section I, in NOMA it is assumed
that the data rate used for a user equals what is permitted by
the SINR. Suppose the rate is also subject to selection, such
that it can be set to be lower than the SINR-rate, in order to
enable interference cancellation. Although such a scheme is
not part of the original NOMA, combining this aspect with
user grouping and power split of NOMA opens up a new
research line for future work.
A further line of our future research consists in accounting
for the impact of imperfect channel estimation on NOMA
performance, as well as means mitigating the problem of
3Even though in numbers, NOMA still delivered more than 10% higher
efficiency with 20% cell-edge users.
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Figure 2. Cell load levels sorted in ascending order for NOMA, with load limit 1.0.
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proportion of of cell edge users.
propagation error. The study amounts to incorporating these
aspects in the system model, and investigating the resulting
multi-cell NOMA optimization problem, for which the results
of the current paper will be used for benchmarking purposes.
APPENDIX A
CONDITION IMPOSED IN [1] AND [2]
Lemma. Suppose two users j and h within group u are served
by cell i (gij > gih). If gij/gih ≥ gkj/gkh for all k ∈ I \ {i},
then j can decode the signal intended to h independent of
inter-cell interference.
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Figure 5. This figure shows the norm ‖·‖
∞
in function of iteration k (k ≥ 2),
under the uniform demand settings of d = 1.5, 0.75, and 0.15 Mbps for
each user, respectively, with 30 users per cell.
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