Abstract-We consider the problem of designing a control law for a constrained linear system with bounded disturbances that ensures constraint satisfaction over an infinite horizon, while also guaranteeing that the closed-loop system has bounded gain. To this end, we propose a receding horizon control strategy based on the repeated calculation of optimal finite horizon feedback policies. We parameterize these policies such that the input at each time is an affine function of current and prior states, and minimize a worst-case quadratic cost where the disturbance energy is negatively weighted as in control. We show that the resulting receding horizon controller has two advantages over previous results for this problem. First, the policy optimization problem to be solved at each time step can be rendered convex-concave, with a number of decision variables and constraints that grows polynomially with the problem size, thereby making its solution amenable to standard techniques in convex optimization. Second, the achievable gain of the resulting closed-loop system is bounded and non-increasing with increasing control horizon. A numerical example is included to demonstrate the improvement in achievable gain relative to existing methods.
. Difference between all possible integer measurement schedules and the optimal, unachievable schedule with non-integer measurements as given by (47). The star indicates the rounded version of n , as given by (48) which achieves the minimal feasible cost. The x-axis is the index of the cost, on a sorted basis.
VI. CONCLUSION
In this technical note, we have provided a collection of optimal measurement scheduling results for a class of linear, scalar Gauss-Markov systems using a terminal cost function. We have provided rigorous proofs for five different measurement scheduling scenarios. In each case we have shown that the resulting optimal scheduling policy is an index policy. As a consequence, this means that the optimal policy is easy to compute. Numerical examples have been given to illustrate the benefits of measurement scheduling for such systems in a number of scenarios. These result show that the gains due to optimal scheduling may be substantial. We have also shown that the optimal results can be used to derive suboptimal scheduling policies that are also easy to compute and provide acceptable performance.
I. INTRODUCTION
This technical note considers the control of linear discrete-time systems subject to bounded additive disturbances on the state, and subject to mixed convex constraints on the states and inputs. Formulation of computationally tractable control laws that guarantee stability and constraint satisfaction for such systems remains an important open problem in the literature [1] . This technical note is motivated in particular by the considerable recent interest in applications of robust predictive control to the problem of`2 gain minimization (i.e. H 1 receding horizon control) for constrained linear [2] - [6] and nonlinear systems [7] - [9] . It is generally accepted that if disturbances are to be accounted for in the underlying finite horizon control problem, to be solved in a receding horizon scheme, then that problem must be formulated in terms of (generally nonlinear) feedback policies, rather than open-loop control sequences as in [4] , [10, Chap. 9] . A standard approach to this problem is to employ methods in dynamic programming to compute a solution to the control problem over a finite horizon [11] . In general, these dynamic programming-based schemes or, alternatively, closed-loop schemes such as [12] based on finite-dimensional optimization, are computationally intractable because the size of the optimization problem required for their solution grows exponentially with the problem size.
We propose an alternative scheme based on a class of finite-horizon control policies where the input at each time instant is parameterized as an affine function of current and prior system states; such policies are therefore more general than pre-stabilization based schemes [5] - [7] , or those based on online calculation of linear control laws [2] , [3] . As shown in [13] , this alternative scheme is attractive since the set of feasible policy parameters can be rendered convex via a suitable reparameterization, thereby allowing a constraint admissible policy from this set to be computed using newly available techniques in robust optimization [14] . Additionally, the size of the optimization problem required to find such a policy grows only polynomially with the problem size, making it a suitable candidate for online computation. By imposing additional convex constraints on the set of policies in this class and employing a worst-case quadratic cost function, where the disturbance is negatively weighted as in H 1 control [15] , [16] , we show that one can make additional guarantees about the`2 gain of the resulting closed-loop system when these policies are used in the synthesis of receding horizon control (RHC) laws. The proposed method is particularly attractive since the min-max optimization problem to be solved at each time is convex-concave, and thus amenable to standard computational methods in convex optimization. In cases where the system constraints are polyhedral, we show that this min-max problem can be recast as a semidefinite program (SDP)-however, unlike proposals that employ ellipsoidal invariant sets [2] , [3] , the proposed scheme handles asymmetric constraints and a wider variety of disturbance classes.
The technical note is organized as follows. Section II discusses the problem of interest and outlines a number of standing assumptions and definitions. It also describes the class of control policies used throughout, and relates a number of results pertaining to the minimization of`2 gain over a finite horizon. Section III extends these results to the infinite horizon case; we provide conditions under which one can simultaneously guarantee constraint satisfaction for the closed-loop system for all time while ensuring bounded`2 gain, and show that the achievable bound is a decreasing function of the control horizon length. In Section IV we show how the proposed min-max optimization problem can be solved using semidefinite programming techniques for cases of practical interest. Some conclusions are drawn in Section V.
Notation: For matrices A and B, A 0 denotes the transpose of A, A 0(A 0) indicates that A is positive (semi)definite and AB is the Kronecker product of A and B. The standard Euclidean or 2-norm is denoted k 1 k 2 , with associated induced matrix norm jjj1jjj 2 . The weighted 2-norm of a vector x is denoted kxk P = p x 0 Px. I N is the N 2 N identity matrix. Vertical stacking of vectors x and y is denoted (x; y) := x y .
II. FINITE HORIZON`2 GAIN MINIMIZATION
Consider the discrete-time linear time-invariant system
where x 2 n is the system state at the current time instant, x + is the state at the next time instant, u 2 m is the control input/manipulated variable, w 2 l is a disturbance and z 2 p is the costed/controlled variable. It is assumed that at each sample instant a measurement of the state is available. The current and future values of the disturbance are unknown and may change from one time instant to the next, but are contained in a convex and compact set W , assumed known, containing the origin.
The system is subject to convex constraints on the state and input, so that it must satisfy (x; u) 2 Z, where Z 2 n 2 m is a closed and convex set containing the origin in its interior. A design goal is to guarantee that the state and input of the closed-loop system remain in Z for all disturbance sequences generated from W . In addition to Z, a target/terminal constraint set X f n is given, which is closed and convex and contains the origin in its interior. The set X f can be used to design an RHC law with guaranteed infinite-horizon`2 gain properties, as will be shown in Section III. Predictions of the system's evolution over a finite control/plan- (2) such that the control inputs ui = i(x0; 1 11;xi) will satisfy the constraints Z for all possible disturbance sequences. Given a positive scalar and an initial state x, we wish to determine whether there exists a constraint admissible feedback policy and a non-negative scalar (x) such that the following finite-horizon`2 gain property [17] - [19] holds for all allowable disturbance sequences w 2 W kxNk 2
where P 0 is given. The main aim of this section is to demonstrate that by restricting the class of policies considered, convex optimization methods can be used to solve the above finite-horizon`2 gain problem efficiently. In Section III, it will be shown that such policies can be used in the synthesis of a computationally tractable receding horizon control law with an infinite-horizon`2 gain guarantee.
A. An Affine Policy Parameterization
Finding an arbitrary control policy that satisfies the constraints Z for all admissible disturbance sequences while guaranteeing satisfaction of the`2 gain property (3) is extremely difficult in general, and current proposals for defining such policies generally require solution via dynamic programming [11] . As a result, we find it convenient to restrict the class of control policies to those of the form
Mi;jGwj; 8i 2 f0; 1; . . . ; N 0 1g (4) where each M i;j 2 m2n and each v i 2 m . Note that since full state feedback is assumed, the uncertain terms Gwj represent the difference between the predicted and actual states at each step, i.e. Gw j = x j+1 0 Axj 0Buj. . . . vN01 (5) so that the control input and state sequences can be written as
(6a)
where all other matrices are defined in the Appendix. The set of admissible (M; v),forwhichtheconstraintsZ are satisfied for all allowable disturbance sequences of length N , is defined as
and the set of initial states x for which an admissible control policy of the form (4) exists as X N := fx 2 n j5 N (x) 6 = ;g :
Remark 1: The control parameterization (4) was proposed in [14] , [20] and is of particular interest because the set of feasible policy parameters 5 N (x) for each state x is convex. Importantly, this class of policies is equivalent to one defined as an affine function of current and prior states, where ui = gi + i j=0
Ki;j xj [13] .
B. A Finite Horizon Cost
For a given initial state x, we wish to find a control policy (M; v) 2 5 N (x) to satisfy both the system constraints Z and the`2 gain property (11) so that the following condition, guaranteeing that the minimization problem in (9) is convex, is easily established:
and lower bounded by zero.
Proof: For any fixed w 2 W, the function (x; M;v) 7 ! J N (x; ; M;v;w) is convex, and the pointwise supremum of convex functions is convex. The lower bound follows from the assumption that 0 2 W.
We next impose a condition on such that the maximization problem in (11) is concave, so that our eventual min-max control policy optimization problem will be convex-concave: 
As a result, we will consider a policy of the form (4) to be feasible (with respect to a given ) if, given an initial state x, it is both constraint admissible and satisfies the LMI condition (13) . For a given state x and positive scalar , we therefore define the set of policies satisfying these conditions as
and the set of states for which a policy of this form exists asX N () := fxj5 N (x; ) 6 = ;g.
Inclusion of these LMI constraints imposes tighter requirements on admissibility for the sets5 N (x; ) andX N () than for the related sets 5 N (x) and X N ; i.e. for any state x and positive scalar , the set
It is also easily shown that5(x; 1 ) 5(x; 2 ) andX N ( 1 ) X N ( 2 ) for any 1 2 .
C. Finite Horizon`2 Gain
For a given initial state 
We are interested in the following optimization problem for a given The main result of this section follows immediately from the discussion thus far: (17) which is nonlinear in general. The closed-loop system dynamics become
In order to show that this closed-loop system satisfies the`2 gain condition (16) while simultaneously guaranteeing that (x(k); N (x(k); )) 2 Z for all time, we require the following assumption on the terminal set X f and cost P :
Terminal Cost and Constraint: (A; B) is stabilizable, (C; A) is detectable and (C; A; B) has no zeros on the unit circle. The control feedback matrix K and terminal cost P satisfy the solution to an unconstrained H1 state feedback control problem [15] , [16] 
A. Invariance Properties
We first consider whether, for a given fixed f , the optimization problem (15) N (x(k))gg 1 k=0 is non-increasing for the closed-loop system, provided that the disturbance sequence w(1) remains in W .
B. Finite`2 Gain in Receding Horizon Control
We can now state the main result of this section, which allows us to place an upper bound on the`2 gain of the closed-loop system (18) under the proposed RHC law N (1; ): (24) and N (x(k); f ) = Kx(k) for all k 2 f0; 1; . . .g, matching the well-known H 1 optimal control law for unconstrained linear systems [16] .
IV. COMPUTATIONAL ISSUES
When the state and input constraint set Z is polyhedral, it is often possible to eliminate the universal quantifier in (7) and characterize 5N (x) using a set of convex constraints [13] . For example, if the set W is polyhedral or 2-norm bounded, then (7) can be rewritten using only linear or second-order cone constraints, respectively. We show here how the min-max optimization problem (15) can be solved numerically in such a case. We assume for the purposes of this section that the disturbance set W can be characterized using a single affine conic inequality in the form W := fwjSw K hg for some convex cone K with dual cone K 3 , where we denote Sw K h , h 0 Sw 2 K; note that both polyhedral and norm-bounded disturbance sets can be characterized in this fashion [21] . In such a case it is possible to eliminate the maximization over w implicit in (15) (25): (26) In cases where the the state and input constraints are polyhedral and the disturbance set is either polytopic or 2-norm bounded, the constraint
can be reformulated as a set of linear or secondorder-cone constraints respectively using the methods in [13] -such constraints are readily converted to LMIs using standard techniques [22] , [24] . The optimization problem (26) is therefore a semidefinite program (SDP) in a tractable number of variables in these cases. Note that in posing such a problem it is not necessary to explicitly include the LMI condition (13), since its satisfaction is implied by satisfaction of (25).
A. Numerical Example
Consider the system
subject to the constraints juj 0:7 and jwj 0:25. We calculated the minimum gain 3 N (0) defined in (14) given terminal conditions X f = fxjjxj 0:5g and P = 2 for varying horizon lengths N .
We also consider the minimum achievable gain for an open-loop (OL) control policy (equivalent to setting M = 0) defined in the sense of [10, Chap. 9] , as well as for a control policy based on a pre-stabilizing (PS) control sequence ui = vi + Kxi in a manner similar to [5] , [6] with K = 01:25. Note that the latter case is equivalent to specifying a fixed feedback structure M = (I 0 KB) 01 KG, where K := I K.
The minimum guaranteed gains at the origin 3 N (0), as well as the region of attraction jX N j = maxfjxjjx 2 X N g, are shown in Table I .
The interesting point to note is that, for the feedback approach 
V. CONCLUSION
We have shown that, by imposing additional convex constraints on the class of robust control policies proposed in [13] for control of con-strained linear systems with bounded additive disturbances, one can formulate a robust RHC law with guaranteed bounds on the`2 gain of the closed-loop system, while simultaneously guaranteeing feasibility and constraint satisfaction for all time. The proposed control law requires the solution, at each time instant, of a convex-concave min-max problem in a number of variables that grows polynomially in both the number of states and inputs and the length of the planning horizon, making it a suitable candidate for online implementation. After considerable, though straightforward, algebraic manipulation (see [22] for details), one can show that this is equivalent to requiring that, for horizon length N + 1 Abstract-Network feedback in a congestion-control system is subject to delay, which can significantly affect stability and performance of the entire system. While most existing stability conditions explicitly depend on delay of individual flow , a recent study [1] shows that the combination of a symmetric Jacobian and condition ( ) 1 guarantees local stability of the system regardless of . However, the requirement of symmetry is very conservative and no further results have been obtained beyond this point. In this technical note, we proceed in this direction and gain a better understanding of conditions under which congestion-control systems can achieve delay-independent stability. Towards this end, we first prove that if Jacobian matrix satisfies 1 for any monotonic induced matrix norm , the system is locally stable under arbitrary diagonal delay . We then derive a more generic result and prove that delay-independent stability is guaranteed as long as is Schur diagonally stable [2] , which is also observed to be a necessary condition in simulations. Utilizing these results, we identify several classes of well-known matrices that are stable under diagonal delays if ( ) 1 and prove stability of MKC [1] with arbitrary parameters and .
Index Terms-Delay-independent stability, diagonal delay, max-min congestion control.
I. INTRODUCTION
Several max-min congestion control algorithms (e.g., XCP [3] , RCP [4] , VCP [5] , MKC [1] , and JetMax [6] ) have been recently proposed. These protocols receive feedback from the most-congested router in their path and exhibit appealing performance from both theoretical and practical perspectives. Thus, stability of these systems, especially when delay is present in the network feedback, has recently received a fair amount of attention [1] , [7] - [15] . However, most existing stability conditions (e.g., [3] , [8] , [10] , [12] properly estimated by end-users. Although this limitation is partially resolved by the recent work [1] , which proves that max-min systems with a symmetric Jacobian matrix are locally stable regardless of delay, the requirement of symmetry is very restrictive in practice and understanding whether the same result holds for a wider class of matrices remains open.
In this technical note, we gain a deeper insight into stability of max-min congestion control systems under diagonal delays. Most max-min systems (e.g., MKC [1] , RCP [4] , and XCP [3] ) can be linearized to the following shape (more on this in Section II):
a ij x j (n 0 D i ) (1) where a ij are some constants, N is the number of flows, n is the discrete time variable, and xi(n) and Di are, respectively, the sending rate and round-trip time of user i. Using this model, we first present an alternative proof of Theorem 1 in [1] under time-invariant delay D i , based on which we derive a sufficient stability condition of (1) to be kAk 2 < 1, where A = (a ij ) is the coefficient matrix of the system and matrix norm k:k 2 is induced by the L 2 vector norm. Clearly, this condition is more generic than the one obtained in [1] , which required A to be real and symmetric.
Subsequently, we prove that this result actually extends to any matrix norm induced by a monotonic vector norm (which subsumes all standard vector norms, such as k:k 1 , k:k 2 , k:k 1 , and k:k w 1 ). Moreover, we prove that a special norm kAks = infW 2P kWAW 01 k2 (where P 3 is the set of all positive diagonal matrices) is a monotonic induced norm and further generalize the sufficient stability condition of system (1) to kAks < 1, whose necessity is also indicated by simulations. Armed with these results, we identify several classes of systems that are stable under diagonal delays if and only if they are stable under undelayed feedback. This finding allows us to prove stability of Max-min Kelly Control (MKC) [1] with arbitrary parameters i and i . We also discuss and verify obtained results using Matlab simulations.
The rest of the technical note is organized as follows. In Section II, we describe modeling assumptions of this technical note and review existing work in the area of delay-independent stability. In Section III, we present our main results of the technical note and verify them via Matlab simulations. In Section IV, we conclude the technical note and suggest directions for future work.
II. BACKGROUND

A. Modeling Single-Link Congestion Control
Assume a generic model of max-min congestion control that is composed of M links and N users. Each flow i 1 solicits feedback pi from a particular link, which we call the bottleneck link of user i, in its path.
Assuming that bottleneck assignments of the network are fixed [11] , [15] , it is proven in [6] that the entire system can be decomposed into subsystems of users constrained by individual bottlenecks, which is stable independent of delays if and only if individual subsystems are.
Thus, in what follows we restrict our focus to congestion control in single-link networks and note that the obtained results are applicable to all multi-link max-min systems with time-invariant bottleneck assignments.
Consider a network with N users accessing a single bottleneck link.
Feedback delays arise from transmission, propagation, and queuing
