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PREFACE
This thesis describes electronic properties of quasicrystals. Relatively sim­
ple models like the Fibonacci chain and the Penrose tiling are studied. These 
models have a quasicrystalline structure, and th a t is all. They do not represent 
correctly local atomic order nor do they take into account the fact tha t all known 
quasicrystals consist of two or more kinds of atoms. During the period that I 
have worked on this topic, I was asked many times how good this approach is, 
sometimes in an interested way, but also sometimes maliciously, by persons who 
were quite sure tha t such models cannot yield useful results. In the beginning I 
never knew exactly what to answer. I didn’t really know what to expect. Some­
times I said tha t I liked my work, tha t it was nice to learn numerical techniques. 
Sometimes I answered th a t my calculations just served the purpose of finding 
general properties of quasicrystals, properties perhaps induced by quasiperiodic 
symmetry. Then I considered th a t the strength of one approach lies in the weak­
ness of other approaches and I replied tha t on the one hand by doing numerical 
calculations on a computer it is possible to obtain rigorous results on models 
far more complicated than the ones tha t can be handled by mathematicians, 
and tha t on the other hand by neglecting local atomic order, although I cannot 
obtain results for specific quasicrystals, I do get results tha t correctly take into 
account quasiperiodicity, which can unfortunately not yet be achieved with less 
approximative computational methods. The tru th  is tha t it is really very hard to 
predict which approach will eventually lead to a good understanding of strange 
quasicrystal properties. I hope th a t you will enjoy reading my results.
I thank Ted Janssen and Annalisa Fasolino for giving me the opportunity 
and helping me to become a computational physicist. I thank C&CZ for their 
computer support, especially Peter van Campen, who installed the Harwell Sub­
routine Library.1 Apart from tha t library, I also made use of software from 
LAPACK.2 I thank Michael Baake (chapter I), Alexander Quandt (chapter II), 
Gilles de Wijs (chapters IV and V), and Marian Krajci (chapter V) for discus­
sions tha t have led to immediate progress in my work. I further thank Joost 
Weber and Bea Honer, and all others who have made my life fun.
Eeuwe Sieds Zijlstra
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INTRODUCTION
Quasicrystals
1. Definition, discovery, and electronic properties
Quasicrystals is short for quasiperiodic crystals. A function f  is quasiperi- 
odic3 if it can be written as
f  (x) =  ^  fn e2niknX, (1)
n
with
kn  =  h ia \  +  • •• +  Hn  a *N, (2)
where the basis vectors a* are rationally independent and the hi are integers. If 
N  is equal to the physical dimension and the a* are linearly independent, then 
f  is a lattice periodic function. If N  is greater than the physical dimension, then 
f  is aperiodic. Usually the terms quasicrystals is reserved for materials with an 
aperiodic structure.
In 1984 Shechtman, Blech, Gratias, and Cahn4 discovered the first quasicrys­
tal: a meta-stable phase with 14 atomic percent manganese and 86 percent alu­
minum. The electron diffraction pattern  was found to consist of sharp peaks with 
icosahedral point group symmetry. The sharp peaks indicate long-range order 
and the icosahedral symmetry is inconsistent with lattice periodicity. The authors 
excluded the possibility that the diffraction pattern  originated from a multiply 
twinned lattice periodic structure and concluded tha t they had found a new type 
of material, which they called the icosahedral phase. Since Shechtman’s discovery 
many other quasicrystals have been found,5 also thermodynamically stable ones. 
Most quasicrystals have icosahedral or decagonal symmetry. Icosahedral phases 
are truly three-dimensional quasicrystals; decagonal phases are quasiperiodic in 
a plane and lattice periodic in the direction perpendicular to the quasiperiodic 
plane. Octagonal, dodecagonal,5 and cubic6 quasicrystals have also been found.
Since 1984 properties tha t are special for quasicrystals, have received much 
attention. The above-mentioned non-crystallographic symmetry in the diffrac­
tion pattern  of icosahedral phases is an example. Another example is given by 
unexpected transport properties of icosahedral quasicrystals: They have very low 
zero-temperature conductivity, comparable to tha t of doped semiconductors.5,7
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Figure 1: The electronic density of states of the Fibonacci chain, a one­
dimensional quasicrystal. The model is introduced in chapter I. Here the hopping 
parameters are TL =  1.0 eV and TS =  1.1 eV. Only a small energy range is shown. 
The density of states was found by collecting the eigenvalues of a Fibonacci chain 
with 2,000,001 atomic sites and open boundary conditions in a set of histograms 
of width 0.2 meV. The error indicates the estimated maximal deviation of the 
given histogram from the histogram tha t would be obtained for the infinite Fi­
bonacci chain.
As the structural quality of an icosahedral quasicrystal increases, the conductiv­
ity decreases, opposite to the behavior of metals.5 The conductivity of icosahedral 
quasicrystals has a positive tem perature coefficient.5 Decagonal phases have an 
anisotropic electrical conductivity: In the periodic direction conductivity is much 
higher than in the quasiperiodic plane. Yet another special property is th a t the 
electronic density of states of most icosahedral quasicrystals has a pseudogap at 
the Fermi level.5 A special feature of the electronic density of states of one- and 
two-dimensional quasicrystals is tha t it may be spiky, where spikiness is a rather 
intuitive concept. Figures 1 and 2 show the density of states of the Fibonacci 
chain, a one-dimensional quasicrystal model, which will be introduced in chapter
I. Only a small energy range is shown for two different sets of parameters. The 
strong fluctuations are sometimes called spikes. Spikiness of the density of states 
of three-dimensional quasicrystals is debated: Experimentalists haven’t found ev­
idence for spikes, but theoretically spikes have been predicted. In chapter IV the 
density of states of an icosahedral quasicrystal model is presented. It is smooth, 
although it has much structure. This shows tha t spikes are at least not a generic
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Figure 2: The density of states of the Fibonacci chain. The same remarks hold 
as for figure 1. Here TL =  1.0 eV, TS =  2.0 eV, and the length of the studied 
chain was 250,001. For these parameters the density of states appears even more 
spiky than  in figure 1.
property of the density of states of three-dimensional quasicrystals.
2. Models and approximants
Efforts to understand electronic properties of quasicrystals in a theoretical 
way have gone into calculating properties of relatively simple tight-binding mod­
els with a quasicrystalline structure and into first principles calculations of re­
alistic models. In this thesis three tight-binding models are considered: The 
one-dimensional Fibonacci chain, the two-dimensional Penrose tiling with fat 
and skinny rhombuses, and the three-dimensional Penrose tiling.t In the case 
of the Fibonacci chain I have focused on the so-called off-site model, which is ex­
plained in chapter I. On the two-dimensional and the three-dimensional Penrose 
tilings the so-called vertex models are studied. These are tight-binding models 
with one electronic basis state on each vertex of the tiling and nearest neighbor 
hopping via the edges of the tiling. I chose the on-site energy to be zero. The
tAlso called Ammann-Kramer tiling. It is a generalization of the two-dimensional Penrose 
tiling. Professor Ludwig Danzer has during one of the poster sessions of the Aperiodic 2000 
conference in Nijmegen pointed out to  me th a t Penrose minds th a t this tiling bears his name 
because his work was on two-dimensional tilings.
resolution
0.2 meV
or^ + 0-15
-0.15
1. 820 1. 825 1.830 1 .835 1.840 
energy E (eV)
1. 845 1. 850
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Hamiltonian is:
H  = 5 3  n  Tnm {m\ + ^ 2  \n ) Vn (n \ , (3)
nm n
with Vn =  0 and Tnm =  1 eV if the vertices n  and m  are connected by an edge of 
the tiling and 0 eV otherwise. Another much studied model is the center model, 
where atomic basis states are located at the centers of the tiles, and interactions of 
1 eV are between neighboring tiles. All calculations in this thesis are done for the 
vertex models. Although these models do not correspond to  a real quasicrystal, 
they are expected to reveal behavior tha t is generic for quasicrystals and that 
does not depend on specific atomic configuration. Clearly, an advantage is that 
it is relatively easy to  study such models. In this thesis the density of states, 
surface states, localization of electrons, and conductivity are considered.
There are two im portant difficulties in the description of electronic properties 
of quasicrystals, both related to the absence of lattice periodicity. The first one 
is the problem of atomic positions. For lattice periodic crystals this problem is 
relatively easily solved. The decoration of one unit cell and the lattice on which 
the unit cells are repeated, give a complete description of the structure. For 
icosahedral phases it is in general not known where the atoms are. The other 
consequence of the lack of lattice periodicity is tha t Bloch’s theorem does not 
apply, which means th a t the usual approach towards crystalline materials is not 
valid. This second problem is sometimes solved by studying finite clusters of 
atoms with open boundary conditions, but because of surface effects this does 
not give very precise results for clusters of computationally feasible size. Good 
results have been obtained with so-called approximants of quasicrystals. An 
approximant is a lattice periodic crystal where the unit cell has a decoration that 
is close to the original quasicrystal. Properties of approximants are expected 
to approach properties of the corresponding quasicrystal and the similarity is 
expected to be better the more the approximant phase resembles the quasicrystal. 
A good resemblance can be achieved by selecting an approximant with a large 
unit cell. By studying a series of approximants and monitoring convergence, 
conclusions can be drawn about electronic properties of the quasicrystal tha t is 
being approximated.
3. Outline
This thesis is organized as follows. In chapter I surface states of the Fibonacci 
chain are studied. It is shown how a localization length can be defined in a similar 
way as for crystals. Chapters II and III are dedicated to properties of the two­
dimensional Penrose tiling. In chapter II the density of states is calculated. The 
influence of unit-cell size and surface states on the density of states is studied. For 
one gap in the spectrum the so-called gap labeling is done explicitly. Localization 
is studied calculating participation ratios for eight values of the energy. It is 
shown tha t energies close to the band center lead to localization, whereas states
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close to the band edge seem to be delocalized. In chapter III the local density 
of states at a surface is studied. The remaining chapters are about properties of 
the three-dimensional Penrose tiling. In chapter IV it is shown tha t the density 
of states of the ideal tiling is smooth at a resolution of 10 meV. In chapter V the 
space group of cubic approximants is derived and the density of states of three 
cubic approximants is presented at a resolution of 0.2 meV. Chapters VI and 
VII give results for the localization of wave functions and conductivity calculated 
with the Landauer formula. These results have not clearly converged with respect 
to unit-cell size, so th a t only tentative conclusions are drawn.
CHAPTER I
Existence and localization of surface states on Fibonacci
quasicrystals^
Surface states of the Fibonacci chain are studied within the tight binding 
off-site model for clusters and approximants by numerical and transfer matrix 
methods. In each gap of the bulk spectrum a surface state can exist. The 
existence and energy of a surface state depend on the boundary conditions at the 
surface. The exponential envelope of surface states is used to define a localization 
length, which is shown to depend only on the energy of a specific state.
The concept of how a localization length should be defined in quasicrystal 
is given in section 1. Section 2 describes the Fibonacci chain and the off-site 
model. Section 3 is a brief summary of previously reported properties of bulk and 
surface states in the Fibonacci chain. In sections 4 and 5 the method of transfer 
matrices and a numerical diagonalization method for semi-infinite periodic chains 
(approximants) are treated. In section 6 we give the dispersion l(E) and also some 
other results. We conclude in section 7.
1. Surface states
Experimental and theoretical results have been obtained for bulk properties 
of quasicrystals,5’7 but knowledge about quasicrystal surfaces is so far limited.8,9 
About the surface structure there is information from, e.g., low-energy electron 
diffraction10,11 and scanning tunneling microscopy12-14 experiments. A theo­
retical approach towards electronic properties of quasicrystal surfaces is, to our 
knowledge, still missing. In this chapter we make a step towards a theoretical un­
derstanding of quasicrystal surfaces by analyzing surface states of a semi-infinite 
Fibonacci chain, which is the one-dimensional prototype of a quasicrystal.
Surface states in crystals and quasicrystals have an exponential envelope in 
the bulk. Therefore crystals and quasicrystals can in principle be treated on 
the same footing, as will be argued in the following. It is well known tha t in 
a gap of the electronic spectrum of a lattice periodic crystal a surface state can 
appear, and tha t it can be characterized by a complex value of the crystal momen­
tum, which is a function of energy only, and does not depend on the boundary 
conditions at the surface. All gap states compatible with the bulk structure,
tT his chapter is based on Phys. Rev. B 59, 302 (1999).
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independent of the boundary conditions, also called virtual induced gap states, 
can in this way be characterized by the dispersion k(E), with k complex. Which 
of these virtual induced gap states then actually exist depends on the boundary 
conditions at the surface. Due to lack of periodicity, the crystal momentum is 
not well defined in a quasicrystal. Fortunately, for a surface state in a crystal 
the imaginary part of the complex crystal momentum is, for a given lattice pa­
rameter, inversely proportional to the decay length l of the exponential envelope 
of the wave function, which is well defined in both crystals and quasicrystals. 
Therefore the localization length relation l(E) can be extended to quasicrystals. 
In this chapter this relation is obtained for the Fibonacci chain.
2. Fibonacci chain
The Fibonacci chain can be formed by substitution rules, starting from a 
seed. If the substitution rules are applied a finite number of times, the resulting 
structure is called the unit cell of an approximant of the Fibonacci chain. The 
number of iterations gives the generation. The actual quasiperiodic Fibonacci 
chain corresponds to generation to . The first generation approximant, or seed, 
w 1, is given by the word L. The substitution rules are L ^  LS, S  ^  L. The 
first unit cells of approximants are w 1 =  L, w2 =  L S , w3 =  LSL, w4 =  L S L L S .  
The lengths of these unit cells are given by the Fibonacci numbers, \wi\ =  Fi , 
F0 =  1, F1 =  1, Fj+1 =  Fj +  Fj- 1 . For the study of electronic properties a 
nearest neighbor tight-binding Hamiltonian is considered:
H  = Y 1  \i) Vi i  +  \i) Ti {i +  1\ +  \i +  1) Ti ( i \ , (4)
i
where \i) is a basis state localized at the ith  site. There are two generally studied 
models, which differ in the choice of parameters. In the off-site model the on-site 
energy Vi is constant and the hopping terms Ti take the values TL and TS, which 
are arranged according to (an approximant of) the Fibonacci chain. In the on­
site model the hopping terms are constant and the on-site energies take values 
VL and VS, arranged according to the sequence of the Fibonacci chain. The two 
kinds of models show qualitatively the same kind of properties, independent of 
the choice of param eters,15,16 except for trivial choices, e.g., TL =  TS, Vi =  0, 
which are the parameters of a crystal. We focus on the off-site model with fixed 
bulk parameters (hopping terms). The given results were checked numerically to 
hold as well for different param eter values in the off-site model.
In this chapter surface states of a truncated Fibonacci chain are studied by 
means of (i) transfer matrices, (ii) direct diagonalization of clusters, and (iii) a 
numerical method for approximants. The studied model is the off-site model with 
Tl =  1, TS =  2, general on-site energy at the surface atom, V1 =  a, and zero on­
site energy throughout the bulk, Vi =  0, i =  1. The param eter a  is introduced
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to account for different boundary conditions at the surface. As the Fibonacci 
chain has no translational symmetry, it must of course always be specified where 
the surface is. Note tha t this model is the Tamm model for surface states if the 
first generation approximant is studied. It is the Shockley model if the second 
generation is studied. These models were the first attem pts to understand crystal 
surfaces.17-19
3. Bulk properties
Numerical20 and analytical15,16,21-25 studies have revealed much about the 
electronic bulk spectrum of the Fibonacci chain. Numerical calculations are ei­
ther performed on a large but finite piece of the Fibonacci chain with free or fixed 
boundary conditions, the so-called cluster model, or on an infinite periodic ap- 
proximant, the approximant model. This latter model corresponds to an infinite 
chain tha t is periodic, with one of the unit cells introduced in section 2. In both 
cases the spectrum and the wave functions may be obtained by direct diagonal- 
ization of a hermitian matrix (Hamiltonian). Analytical calculations were done 
within the method of transfer m atrices15,21-24 and with a renormalization group 
technique.16,25 Both methods exploit the inflational symmetry of the Fibonacci 
chain. In section 4 the method of transfer matrices is reviewed. It is then ex­
tended for finding the dispersion of virtual induced gap states of the Fibonacci 
chain, l(E).
The spectrum of the infinite Fibonacci chain within the off-site model is a 
Cantor set .15,26 In the off-site model with the parameters as given in section
2 the spectrum consists of three main bands, each of which has a substructure 
of three bands, etcetera.15, 16 So there is an infinite number of bands, which are 
arranged hierarchically in the spectrum. Approximants have a finite number of 
bands. When going from one approximant to a higher one, the band splitting is 
taking place in the way of figure 3. All wave functions in the bulk of the infinite 
Fibonacci chain are critical.
In 1990 Niu and Nori16 found tha t if in the off-site model at one site in an 
infinite Fibonacci chain the on-site energy is changed by an amount A V , i.e., if 
an impurity is introduced at tha t site, a state localized near the impurity, and 
exponentially damped into the bulk, appears in each gap. For AV ^  to the state 
in a given gap will be localized either to the left or to the right of the impurity, 
except when symmetry requires equal probabilities at both sides. In the limit 
AV =  to there are two semi-infinite chains which are not connected. In a given 
gap of the energy spectrum one of these chains has a localized state. So, in 
general, if the Fibonacci chain is truncated, i.e., if a zero-dimensional surface is 
created, in about half of the gaps in the energy spectrum a state localized near the 
surface, with an exponential envelope, appears. These states are called surface 
states.16’20’25’27’28 As a natural length scale for a surface state in a given gap 
Niu and Nori16 proposed the length of the unit cell of the smallest approximant
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Figure 3: Band splitting pattern  as seen in approximants.16 A circle corresponds 
to an electronic bulk band. The vertical axis gives the energy. On the horizontal 
axis there are approximants of increasing generation. It is seen tha t out of one 
band two side bands are formed after two generations. One central band is 
formed after three generations. Then the splitting pattern  repeats. The gap in 
the (i +  2)th generation approximant is transient. In the (i +  3)th generation 
approximant two stable gaps open.
in which this gap appears in the spectrum. This natural length scale will be 
shown to be quite useful for the general case, when the parameters of the model 
are not fixed. When the parameters are known it will be shown tha t a better 
estimate can be made.
In 1995 Piechon and co-workers29 pointed out tha t there are two kinds of gaps 
in the spectrum of an approximant. A so-called transient gap is found within 
a band tha t has just split into two bands, but not yet into three. Such a gap 
closes in the next generation approximant, when the corresponding central band 
appears in the spectrum. Stable gaps are gaps tha t persist for higher generation 
approximants. This is shown in figure 3. In the method of approximants it will 
be seen tha t surface states th a t appear in stable gaps are usually found also in 
higher generation approximants, whereas states in transient gaps disappear in all 
higher generation approximants.
4- Transfer matrices
The off-site model can be described by transfer m atrices15,23 M j , which are 
determined recursively,
M i =  (  !  o )
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M 2
M j+1
E Ts
TlTs Tl E
=  Mjj-1
Ts
M j .
TL
"Ts
(5)
Let \ÿ) =  £ °=1 \i) ÿ i be an eigenstate of the Hamiltonian (4). As shown in figure 
4 the sites are labeled starting from the surface, so tha t \1) is the basis state at the 
surface atom. If ÿ 1 and ÿ 2 are given, the wave function at a Fibonacci number 
site follows from
+^2 Ì  =  M j (  ÿ2 WFj + 1 j V ÿ 1
(6)
Note tha t the transfer matrices still depend on the energy E. Each transfer 
matrix Mj  has unit determinant and real trace. Therefore the eigenvalues of Mj 
for a given energy E  are eik and e-ik  with k real or ± e ik and ± e -ik  with k
r 30imaginary.30 k real corresponds to bulk states of the given approximant, where 
k depends on the energy, k =  k ( E ), which is the dispersion relation for a bulk 
band. Let the bulk solutions for a certain energy be given by \k) and \ - k ) .  When 
the bulk is truncated, i.e., a surface is formed, there is an extra condition for the 
wave function at the boundary, the so-called boundary condition, which is the 
condition (1\ H  \ÿ) =  (1\ E  \ÿ) or
T\^2 =  (E  -  a )^ 1 . (7)
For bulk states with a given energy there exists always a linear superposition 
A  \k) +  B \ - k )  satisfying equation (7). At a band edge equation (6) has only 
one eigenstate30 with eigenvalue eik, k =  0 or k =  n. The energies tha t give 
imaginary k, k =  i¡i with ^  real, correspond to gaps in the bulk spectrum.
Let \i) ( \ - 1 )) be the wave function tha t increases (decreases) exponentially 
when going from the surface into the bulk. The exponentially increasing wave 
function, \i),  is unphysical. If there were no surface the wave function \ - i )
first unit cell
Tl Tl
fi
second unit cell
Tl
--- O--
e~ y i
-----o----- o--
e“Y,
E
Figure 4: Surface of the third generation approximant of the Fibonacci chain, 
starting with w3. The surface is to the left. The length of one unit cell \w3 \ is 
\w3 \ =  F3 =  3. For an eigenstate of the transfer matrix M 3 at an energy in a 
gap of the spectrum the wave function is exponentially decaying into the bulk, 
+n =  ± e - ß ^ n , equation (10). In the figure the positive sign was chosen for 
convenience.
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would be unphysical as well. If the chain is truncated, the state \ - i )  appears in 
the spectrum if the boundary condition (7) is satisfied. From equation (7) it is 
clear tha t for every energy E  in the gap this happens for exactly one value of a, 
so that, by probing all values of the parameter a, an occupied state will be found 
at any energy within a gap, see figure 5. The dispersion relation of the virtual 
induced gap states, i  =  i (E ) ,  can be obtained by exploiting this property, e.g., 
by numerically solving the Hamilton eigenvalue equation for sufficiently many 
values of a . This dispersion relation can also be found by using a recursion 
relation for the traces of the transfer matrices. This procedure has been used for 
bulk states;15 here it is extended to surface states. Let Xj =  2 tr  M j . The first 
values, x 1, x2, and x3, are found by taking the trace of M 1, M2, and M3. Then 
Xj+1 =  2xj Xj-1 -  Xj- 2 . In the j  th  approximant i  is given by Xj =  cosh^. For a 
given approximant i  is a well-defined quantity, but in the limit of the aperiodic 
Fibonacci chain, i.e., j  ^  to , it goes to infinity. For this reason it is better to 
work with the localization length j , which for a gap state in the j t h  approximant 
is defined as
j  =  Fj . (8) 
This definition is such tha t for an exponential wave function, ÿ x «  e x p ( -x / x 0), 
it gives the usual decay length x 0. Numerical calculations show th a t j  has a 
limiting value lœ , which is not so surprising since gap states are well known to 
have an exponential envelope, see section 1. The relation j  =  j ( E ) is, by virtue 
of equation (8), for every approximant j  equivalent to the dispersion relation of 
virtual induced gap states, as was already pointed out in section 1. The relation 
lœ  =  lœ (E ) can now be regarded as the dispersion relation of virtual induced 
gap states for the aperiodic Fibonacci chain. Note th a t this dispersion relation 
does neither depend on a  nor on where the surface is, whereas the boundary 
condition (7) depends on both the surface param eter a  and, through ÿ 1, ÿ 2, and 
T1, on where the surface is.
5. Numerical method
Eigenstates \ÿ) =  ^ N=1 \i) ÿ i of a cluster of N  atoms are obtained by direct 
diagonalization of the Hamiltonian. The localization length lc of an eigenstate 
is defined as the number of sites starting at the surface and going into the bulk 
tha t have a summed probability density 1 -  1/e:
J 2  \ÿ i \2 -  1 -  (9)i=1 e
where ÿ  is assumed to be normalized. If the amplitudes ÿ i decay exponentially
i.e., ÿ x «  e x p ( -x /x 0), then lc is the decay length x0.
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Figure 5: The spectrum of the ninth generation approximant Fibonacci chain, 
with 55 atoms per unit cell, with parameters TS =  2 and TL =  1, as a function of 
a. The chain starts with w9. The grey bands indicate the bulk continuum. Note 
the hierarchical splitting pattern  of these bands. In the gaps surface states are 
indicated by black lines. The spectrum for negative a  can be found by rotating 
180 degrees around the point (a,energy) =  (0,0). For every energy in a gap 
there is one a  tha t makes the boundary condition match, as was indicated in 
the text. For a  =  0 there are no gap states, a proof of which is given in the 
text. Note further tha t the energy of a surface state found in a gap is here seen 
to be a continuously increasing function of a , as would be expected from simple 
perturbative arguments. The letters b, d, and e refer to the correspondingly 
labeled wave functions in figure 9.
I. Existence and localization of surface states 13
Bulk states of approximants are obtained by direct diagonalization of the 
Hamiltonian of one unit cell with periodic boundary conditions. Surface states 
of approximants can be found by using the property tha t gap states in a one­
dimensional nearest neighbor tight binding model are exponentially decaying 
from the surface into the bulk,
Wn+N =  (±e ß)Wn, (10)
where N  is the number of sites in one unit cell and i  is real and is required to 
be greater than 0, i  > 0, as pointed out in section 4. The objective is to find all 
surface states for a given surface with given a . Two cases can be distinguished.
Case 1, a  =  0. The boundary condition at the surface (7), equation (10), 
and the equation (1 +  N \ H  \ i )  =  (1 +  N \ E  \ i )  imply i N =  0. Therefore the 
equations (i \ H  \ i )  =  (i| E  \ i )  , i  =  1 , . . . , N - 1 decouple from all other equations, 
i =  N , . . . .  So finding surface states corresponds to diagonalizing an (N  — 1) x (N — 
1) matrix, which can be done numerically. i  is given by (N  \ H  \ i )  =  (N  \ E  \i)  
or
=  — i E - l  T n - 1  . ( „ )
i l  TN
Case 2, a  =  0. The boundary condition at the surface now implies
(±e ß) a i i  =  Tn  Í n  . (12)
This gives Tn i N+l =  TN (± e- ß ) i l =  (TN/ a ) i N. This relation can be used to 
write down an effective Hamiltonian, H eff, for the i i  in the first unit cell:
H ff =  Hij +  Sín  T 2 ¿Nj, (13)
where H ij  =  (i\ H  \j). Finding surface states is equivalent to diagonalizing H eff. 
i  can be found by substituting the eigenvectors of H eff in equation (12). In both 
cases the localization length is given by equation (8).
6. Results
In figure 5 the energies of surface states as a function of a  for the ninth 
generation approximant Fibonacci chain are plotted. The surface is to the left of 
the chain and starts with w9. In this figure a  =  0 is a special case, since it gives 
no surface states at all. This can be understood from symmetry by noting that 
for the j t h  generation approximant, with the surface to the left, and starting 
with Wj, only the hopping terms corresponding to the reduced word
~ _  ƒ WjS l L l , j  even, 
Wj I  WjL- l S - l , j  odd, (14)
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cluster size
Figure 6: The localization length lc of the best localized state for the left surface 
of the clusters L, L S , . . . ,  wœ  as a function of the cluster size N , with a  =  0. 
Note the self-similarity in the graph, which can only appear because there are 
no surface states. The highest peaks correspond to symmetric words, which 
have symmetric and anti-symmetric states only. The dashed line is the function 
lc =  N/4.5. It is a lower estimate for the localization length. As this function is 
linear in the cluster size, it is probable tha t the left surface of wœ  has no surface 
states at all.
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are im portant for the wave function i l . . . i N in the first unit cell, as is indicated
at the end of the word w j . The damping factor (±e M) is given by equation (11),
It will be shown tha t wj is a symmetric word. Therefore i N - l / i l =  ±1 for 
all surface states. For j  even there are thus N  — 1 surface states, one in each 
gap. The localization length of all states is equal. It is proportional to the size 
of the unit cell lj =  F j/  ln2. So the localization at the surface is less and less for 
increasing generation j .  For j  odd there are no surface states, since e-ß  =  2 > 1. 
From this it is clear tha t the approximant wœ  starting with wœ , and with a  =  0, 
has no localized surface states. The proof tha t wj is symmetric goes by induction. 
First of all it is easy to check tha t w3, w4 and w5 are symmetric. Then because 
wj =  w j-2 L S w j-3 S L w j - 2 for j  even, and wj =  w j-2 S L w j-3 L S w j - 2 for j  odd, 
wj is obviously symmetric for all j  .
In order to make sure tha t the absence of surface states at this specific surface 
for a  =  0 is not an artifact of the method of approximants the same surface was 
also studied with the cluster method. Clusters which consist of the first N  sites 
of the Fibonacci chain, starting with wœ , were taken, with N  =  1 ,...,2 5 0 0 . 
The localization length lc, of the best localized state in each of these clusters 
is plotted in figure 6 as a function of the cluster size N . It is seen to increase 
approximately linearly with cluster size, which makes it probable tha t there are 
no surface states at all.
For general a  about half of the gaps has a surface state. At a  =  ± to  there is 
an eigenstate fully localized on the first site. It doesn’t interact with the rest of 
the chain, which then starts with L - l w9, with a  =  0, where L -1 indicates the 
removal of one atom from the surface of the chain. This conclusion was checked 
numerically. Other surfaces give similar results. When the chain starts at a 
generic point in the unit cell of an approximant, there is no value of a  where all 
surface states disappear. It is im portant to notice th a t the number of surface 
states depends on a .
Figures 7 and 8 show the localization length ll6, equation (8), as a function of 
the energy. In general it is hard to predict what boundary conditions a physical 
system has at the surface. Figure 7 indicates what is possible for various boundary 
conditions as far as the bulk is concerned. The minimum localization length in 
the biggest gap in the spectrum, e.g., is approximately 3 atoms. In figure 8 
the length scale of Niu and Nori16 is seen to hold quite well for the specific ratio 
\Tl / T s \ =  0.5, as a rough estimate. This indicates tha t the conclusion of Niu and 
Nori,16 tha t surface states will roughly be found with a hierarchy of localization 
lengths, is true. However the exact length scales depend on the ratio \TL/T S \, and 
on the boundary conditions. In the caption of figure 8 the minimum localization
in section 5, Case 1. Here S  l L l or L l S  l denotes the removal of two letters
(15)
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energy
Figure 7: The localization length l\6 as a function of energy in the 1597 atoms 
per unit cell approximant with TL =  1 and TS =  2. All shown points have 
converged to the infinite Fibonacci chain value. In a large part of each gap lj 
is close to its minimum value in the gap. Therefore it is useful to define as a 
typical localization length for a surface state in a gap its minimal possible value 
in this gap. This typical localization length then depends on the ratio \TL/ T S |. 
The energy range between the dashed lines is shown enlarged in figure 8.
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Figure 8: The localization length lie as a function of energy in the 1597 atoms per 
unit cell approximant with TL =  1 and TS =  2 in a small energy range. All shown 
points have converged to the infinite Fibonacci chain value. The typical length 
scales as proposed by Niu and Nori16 for the gaps in this picture are indicated 
by circles. For the ratio \TL/T S \ =  0.5 it is quite good as a rough estimate. 
The minimal localization length l10 of the 89 atoms per unit cell approximant is 
given by pluses (stable gaps) and crosses (transient gaps). The states present in 
transient gaps are not present in the 16th generation approximant.
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Figure 9: Surface states of the ninth approximant of the Fibonacci chain, starting 
with w9. The localization length l9 is given for each of these states. (a)-(c) is 
the surface state in the biggest gap of the spectrum for a  =  1, and different 
values of the bulk parameters: TS /T L =  5, 2, and 1.2 respectively. It is seen 
tha t the localization is stronger for large TS/T L, as is indicated in the text. (d) 
is the state tha t appears in the biggest gap when a  =  2.6, and TS/T L =  2. In 
the energy spectrum it lies closer to a bulk band than state (b), see figure 5, 
and it has therefore a longer localization length, as follows from figures 6 and 7. 
(e) appears for the same parameters as state (b), but in another gap, which is 
indicated in figure 5. It also has a longer localization length than state (b).
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length within a gap is proposed as a better typical length scale. This definition 
depends on \TL/T S \. In fact in the limit of a periodic crystal, \TL/T S \ ^  1, this 
better typical length scale goes to infinity, because in the limit all states will be 
extended. In the other limit, \TL/T S \ ^  0, the chain splits into atoms and bi­
atoms, and all states are infinitely well localized. Typical length scales should go 
to zero. These ideas are illustrated by figure 9, where wave functions of the ninth 
approximant Fibonacci chain are shown for various bulk and surface parameters.
7. Conclusions
We have shown how the spectrum of virtual induced gap states can be defined 
and calculated for the Fibonacci chain. For moderate ratios \TL/ T S \, surface 
states are seen to  be approximately localized according to a hierarchy of length 
scales. In the generic case in about half of the gaps a surface state is found. This 
means tha t quite many electrons in a quasicrystal might be trapped in surface 
states. However, it is nontrivial to indicate the implications of this result for 
physical properties. Two extensions of the present are quite natural. First of 
all the effect of randomization of the lattice might be im portant, since there 
are indications th a t real quasicrystals have some degree of randomness in their 
structure. Furthermore, to study real quasicrystals it is necessary to  study higher 
dimensional models, where surfaces have structure, because bonds can be cut 
according to  different prescriptions. This might reflect different ways in which 
real quasicrystal surfaces can be prepared in experiments. The complexity of the 
results in this simple model shows tha t studies in higher dimensions should be 
carried out with care.
CHAPTER II
Density of states and localization of electrons on the 
two-dimensional Penrose tiling^
The density of states is studied for periodic and open boundary conditions 
in the vertex model on the two-dimensional Penrose tiling. For one gap in the 
spectrum the gap labeling is done explicitly. Localization of wave functions is 
studied by 2p norms in a series of approximants for eight values of the energy 
by means of a contour integration in the first Brillouin zone. The results show 
tha t a surface can smoothen out a spiky density of states. We find evidence for 
localized wave functions at E  =  0.5 eV and extended wave functions for E  > 
1.5 eV.
Section 1 gives an overview of results for the density of states of the two­
dimensional Penrose tiling, spikes in the density of states of quasicrystals, and 
2p norms. A recipe for generating so-called periodic Penrose lattices is given 
in section 2. Section 3 is about our density-of-states calculations. In section 4 
our method for calculating the participation ratio at fixed energy is described. 
Results are given for E  =  3.0 eV. We conclude in section 5. Energy dependence 
of localization of wave functions is discussed in an appendix.
1. Density of states, spikes, and 2p norms
A few things are exactly known for the vertex model: In the center of the 
spectrum, at E  =  0, a sharp peak in the density of states is present, which 
after some confusion31,32 was shown to correspond to highly degenerate, strictly 
localized states33,34 with an exact lower bound on their abundance of 81 — 50r «  
9.83% of all states,35,36 where t  is the golden mean, t  =  (\/5  +  1)/2. Because 
of the bipartite property of the Penrose tiling the spectrum is symmetric with 
respect to E  =  0.
Properties for E  =  0 are only approximately known through (i) studies of 
finite clusters of the two-dimensional Penrose tiling with open or fixed boundary
^This chapter is based on Phys. Rev. B 61, 3377 (2000). The appendix is based on the 
contribution to  the Proceedings of the 7th International Conference to  Quasicrystals, Elsevier, 
2000, edited by F. Gahler, P. Kramer, H.-R. Trebin, and K. Urban (in press). In th a t paper the 
distribution of participation ratios was presented for E  =  0.5 eV. Average participation ratios 
were plotted for eight values of the energy. In the appendix we analyze the same data  for the 
generalized participation ratio ps, which is more sensitive to  localization.
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conditions,31,33,37-41 (ii) approximate studies of the infinite tiling,41-43 and (iii) 
studies of periodic Penrose lattices, a special class of approximants of the Penrose 
tiling. Where the first method requires huge clusters in order to reduce the 
influence of the surface, which can be looked at as a line of defects, and where the 
studies of the infinite tiling need simplifying assumptions, of which the validity 
is not clear, in order to  keep the calculations tractable, the third method doesn’t 
have these disadvantages, for there is no approximation other than a slightly 
modified structure and no surface is present, since periodic boundary conditions 
can be used. Contrary to  the infinite Penrose tiling, which satisfies matching 
rules for the skinny and fat rhombuses everywhere, a periodic Penrose lattice 
has two violations of the matching rules per unit cell,44 from which it follows 
tha t the density of mismatches is inversely proportional to the number of sites 
per unit cell. By considering periodic Penrose lattices with ever larger unit cells 
the structure of the Penrose tiling can arbitrarily well be approximated. In this 
chapter we study what effects quasiperiodicity may have on the fine structure of 
the electronic density of states and we look at localization of wave functions by 
calculating participation ratios.
In order to obtain the density of states of the Penrose tiling, Rieth and 
Schreiber45,46 diagonalized the vertex model tight-binding Hamiltonian of a pe­
riodic Penrose lattice with 3571 sites per unit cell with periodic boundary condi­
tions, and evaluated the results as a set of histograms with a resolution A E  =  50 
meV. They concluded tha t the density of states is irregular and strongly fluctu­
ating, and that this result is not substantially changed when using open bound­
ary conditions. Ab initio calculations have shown tha t realistic models for ap- 
proximant phases of three-dimensional quasicrystals also have a spiky density of 
states,47,48 with spikes of width 10 — 20 meV,49 which are due to densely dis­
tributed almost dispersionless bands. 47 The flatness of these bands has been used 
in combination with Boltzmann transport theory to explain exotic experimentally 
observed transport properties of quasicrystals,49,50 e.g., high zero-temperature 
electrical resistivity. Based on the observation tha t the spikes become more 
dense in higher approximants, Fujiwara and co-workers49,51 have argued th a t in 
the quasiperiodic limit the density of states is extremely singular with spikes at all 
energies and of all widths. On the other hand, Hafner and co-workers52,53 have 
pointed out tha t the amplitude of the fine structure may decrease in the quasiperi­
odic limit, so tha t only the most pronounced peaks and (pseudo)gaps remain, a 
view th a t is supported by the fact that, with the exception of one tunneling spec­
troscopy experiment54 of the decagonal quasicrystal Al73Ni17Co10, no spikes have 
been observed.5,55,56 The following alternative explanations have been brought 
up for the experimental absence of spikes: (1) Much used techniques, such as 
photo-emission spectroscopy at room tem perature or x-ray spectroscopy, have 
a resolution which is too low to observe spikes.5,56 (2) Tunneling experiments, 
which have a high resolution, probe the surface of a material, which may be 
in a different, nonquasicrystalline, phase than the bulk.55 (3) The local density
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of states of the first few atomic layers of the surface might be smeared out by 
surface states and surface resonances, since even if the quasicrystalline phase is 
persistent up to the surface, it is known tha t details of the density of states in 
the energy range of 50 meV depend on the atomic order on several inter atomic 
distances.55 (4) Ab initio calculations and simple model calculations do not take 
into account the effect of electron scattering, which can change the density of 
states on an energy scale of 10-200 meV.55 (5) Possibly deterministic models like 
the Penrose tiling do not realistically describe quasicrystals. Instead, in reality, 
randomness might present. This idea is supported by Yamamoto and Fujiwara,57 
who have calculated the density of states of a periodic Penrose lattice with 3571 
sites per unit cell with random phason strain, by calculating four k  points in 
the first Brillouin zone, and then using a very simple estimation for the density 
of states, assuming th a t the bands are so flat, tha t it only m atters how they 
overlap with each other. They found an enormously spiky density of states with 
many gaps, which disappear when randomness is introduced. In section 3 we 
will show tha t this extreme spikiness is probably a result of their calculational 
method. Nevertheless, the conclusion th a t randomness can smear out the den­
sity of states is probably correct. Still, it is unclear which explanation should be 
used to understand the absence of spikes in experiments. In section 3 we give a 
partial answer to this problem by calculating the density of states of the Penrose 
tiling to an accuracy tha t is as high as possible, which gives the possibility to 
check the reasoning of Hafner and co-workers52, 53 for a concrete case, and by 
doing a calculation with open boundary conditions, which shows tha t the pres­
ence of an unreconstructed surface can smoothen out the density of states of an 
approximant.
Nothing is rigorously known about the localization of wave functions in the 
Penrose tiling, except tha t there are strictly localized states at E  =  0. Lo­
calization properties have, among other methods, been studied by means of 2p 
norms,37,45,46,58,59 which are a generalization of participation numbers. For a 
tight-binding eigenstate ÿ  th a t is properly normalized, such th a t ^ n \ÿn \2 =  1, 
where the sum is over all sites in one unit cell of an approximant, the 2p  norm is 
defined by
IWl2p = J 2 \ ^ n \ 2P , (16)
n
and the generalized participation ratio is defined by
_  I M i ‘/<p-1> , , 71P2p =  -------N -------, ( I7)
where N  is the number of sites per unit cell. The generalized participation 
ratio, which always lies in the interval [0,1], gives an indication of the percentage 
of sites participating with a substantial amplitude in a wave function. Note 
tha t p  =  2 gives the ordinary participation ratio. Considering participation
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ratios of a series of approximants, and assuming th a t the same critical wave 
function ÿ ( r )  «  \r | a , 1/p < a  < 1, is approximated ever better for higher 
approximants, it can be shown th a t the generalized participation ratio of ÿ  scales 
in two dimensions with unit-cell size N  as58, 59
p2p «  N (1-p“)/(p-1). (18)
Except for the wave function of lowest energy in the spectrum, which has been 
studied separately for periodic Penrose lattices with up to 167761 sites per unit 
cell,45,46 only average scaling behavior of groups of wave functions in finite energy 
intervals has been studied. Agreement was found with equation (18), where by 
using the 8-norm and periodic Penrose lattices of maximally 1364 sites per unit 
cell an exponent |  < a  < |  was found,58,59 and where by using the ordinary 
participation ratio (the 4-norm) and finite clusters with up to  4000 sites a «  0.55 
was found,45,46 which was also found in the above-mentioned study of the wave 
function of lowest energy.45,46 Note tha t references 58 and 59 use the center 
model on the Penrose tiling, so tha t in principle there is no reason why these 
results should be the same. In section 4 we study the participation ratio and 
a generalized participation ratio with p  =  4 of periodic Penrose lattices with 
maximally 64079 sites per unit cell at fixed energy, without averaging over an 
energy range, by means of a method that, to our knowledge, is new. We have 
found tha t the wave functions at E  =  3.0 eV are probably extended. Energy 
dependence is studied in an appendix.
2. Cut-and-project recipe
The Penrose tiling can be obtained with the cut-and-project method.3 Ap- 
proximants are usually generated with the multigrid m ethod,44,58,59 but in this 
section we give a recipe for obtaining periodic Penrose lattices with the cut-and- 
project formalism, where the notation of Janssen3 is followed. If in the internal 
space the vectors en =  (cos 2nn/5, sin 2nn/5), n  =  0 , . . . ,  4 are approximated by
eo =  (1,0),
e1 =  ( ( t1 — 1)/2, s in 2 n n /5 ) ,
e2 =  (—t 1/2, ( t2 — 1 )s in 2 n n /5 ) ,
e3 =  (—t 1/2, (1 — T3)s in 2 n n /5 ) ,
e4 =  ( ( t  1 — 1)/2, ( t3 — T2 — 1) sin 2 n n /5 ) , (19)
where T1 =  (Fn+2 +  Fn )/(F n+1 +  ^ - ^ , T2 =  (Fn-1 +  Fn -3 )/(Fn +  Fn -2 ), and
T3 =  1 +  (F n -1/F n + 1)(F2n /F 2n - 1), with Fi Fibonacci numbers, Fo = 0 ,  F 1 =  1, 
Fj+1 =  Fi +  Fi - 1, and if Yi = 0 ,  i =  0 , . . . ,  4, then an approximant of the Penrose 
pattern  is obtained with a unit cell th a t has the shape of a fat rhombus and 
F2n+3 +  F 2n+1 vertices per unit cell, and tha t has mirror symmetry in the short
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Figure 10: The density of states of the Penrose tiling, convoluted with a Gaussian 
of width 20 meV. The ¿-peak due to strictly localized states at E  =  0 is not 
smoothened. The error bar indicates how much the result, which was obtained 
by numerical methods, might deviate from the exact result. Because the density 
of states is symmetric with respect to E  =  0, only a small part of the negative- 
energy axis is shown. Arrows indicate the two gaps for which the gap labeling 
is considered in the text. The density of states does not vanish completely near 
E  =  2.7 eV due to the smoothening. Figure 28 on page 53 gives the same density 
of states with a resolution of 10 meV.
energy E (eV)
Table 1: Number of subdiagonals Nsub of H^ven for various approximants after 
permutation.
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N Neven Nsub
1 364 646 72
2 207 1 082 115
3 571 1 726 116
5 778 2 853 121
9 349 4 577 190
15 127 7 504 192
24 476 12 079 315
39 603 19 704 301
64 079 31 781 498
diagonal of its unit cell. If r2 =  1 + (Fn+1 /F n- 1)(Fn +  F „_ 2) / (F„ +3 +  Fn+1), and 
t 3 =  (Fn+4 +  Fn+2 ) /(F n+3 +  Fn+1)j and t1 is the same as above, an approximant 
is obtained with a unit cell tha t has the shape of a skinny rhombus, and F2n+4 +  
F2n+2 vertices per unit cell, and tha t has mirror symmetry in the long diagonal 
of its unit cell. These approximants are called periodic Penrose lattices, and 
they are special because they violate the matching rules of the Penrose tiling 
minimally. 44
3. Density of states
Because of the bipartite property of the Penrose tiling, the Hamiltonian 
squared can be written as a direct sum,
H 2 =  Hven © H ldd, (20)
where H^yen (H2dd) acts only on the Neven (Nodd) coefficients of all even (odd) 
sites, ÿ even (^odd). We diagonalized H^ven, after having permuted it to band 
diagonal form, with a LAPACK2 routine for a series of approximants and for 
various k  points in the asymmetric unit of the first Brillouin zone. Table 1 
gives the number of even lattice points of some approximants and the number 
of subdiagonals of H 2ven after permutation. We obtained the density of states 
of an approximant using linear interpolation of its band structure. We then 
convoluted the result with a Gaussian of finite width. In figure 10 we show the 
density of states of a periodic Penrose lattice with 64079 sites per unit cell that 
was convoluted with a Gaussian of width 20 meV. The normalization is such that 
the integral of the density of states equals unity. Only E  > -0 .4  eV is shown 
since the density of states is symmetric with respect to  E  =  0. The difference
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Figure 11: The density of states of approximants of the Penrose tiling. (a), (c), 
and (d) were convoluted with a Gaussian of width 2 meV. (a) and (b) give the 
density of states for a periodic Penrose lattice with 1364 sites per unit cell, where 
(a) was calculated as indicated in the text, and (b) was calculated by the method 
of Yamamoto and Fujiwara.57 No error is indicated for (b), since it is greater 
than 1.0. (c) and (d) give the density of states of a periodic Penrose lattice with 
24476 sites per unit cell, where (c) has periodic boundary conditions, and (d) has 
periodic boundary conditions in one direction and open boundary conditions in 
the other direction, with two unit cells in between the two surfaces. The higher 
approximant studied in (c) has spikes with a lower amplitude than (a), and these 
spikes can partially disappear by introducing a surface, as is seen in (d).
Table 2: Comparison of numerical errors of often used methods for calculating 
the density of states.
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number error in density of states, using
of (1) box (2) Gaussian (3) linear
k  points counting broadening interpolation
1 0.024 0.025 -
3 0.015 0.0085 0.0046
7 0.0044 0.00082 0.00025
21 0.0012 0.00020 0.000071
73 0.0003 0.00005 0.000017
between the density of states of figure 10 and th a t of one approximant lower (with 
39603 sites per unit cell) gives an indication of how well figure 10 approximates 
the density of states of the Penrose tiling at the given resolution. The maximum 
of the absolute value of this difference is indicated in figure 10 as the error. Figure 
10 was calculated with 7 k  points in the asymmetric unit of the first Brillouin 
zone. It was checked tha t using only 3 k  points gives the same result up to a 
difference tha t is much smaller than the indicated error.
Figure 11 gives the density of states for approximants of the Penrose tiling at 
a ten times higher resolution than figure 10. These results have not converged 
to those of the infinite Penrose tiling. The indicated error is the maximum of 
the absolute value of the difference between each plot and the same calculation 
with approximately four times fewer k  points. Comparing figure 11(a) and 11(c), 
which show the density of states of two different periodic Penrose lattices, we see 
that the higher approximant has spikes with lower amplitude, as was also ob­
served by Hafner and co-workers.52,53 Comparing figure 11(d), which has open 
boundary conditions in one direction, to figure 11(c), we see tha t an unrecon­
structed surface can smoothen out the density of states.
When calculating the density of states it is im portant to  monitor the numeri­
cal error. Some methods converge faster than other methods, and it is even known 
tha t some methods do not converge at all.60 Figure 11(b), e.g., shows the density 
of states of a periodic Penrose lattice with 1364 sites per unit cell, calculated 
with the method of Yamamoto and Fujiwara.57 The error, which was estimated 
by comparing to a calculation involving more k  points, is not shown, since it is 
greater than 1.0, from which it is clear tha t in the calculations of Yamamoto and 
Fujiwara57 no convergence was obtained with respect to the number of k  points. 
In table 2 we compare the numerical errors in the density of states of a periodic 
Penrose lattice with 24476 sites per unit cell, as calculated by three commonly 
used methods as a function of the number of k  points in the asymmetric unit. In
Table 3: W idth A and IDOS of the gaps at 0.1 eV and 2.7 eV for a few approx­
imants.
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N
E =  
A (meV)
0.1 eV 
IDOS
E
A (meV)
=  2.7 eV 
IDOS
9349 170.8 0.54958 14.4 0.8944272115
15127 169.0 0.54915 19.6 0.8944271832
24476 170.8 0.54931 17.4 0.8944271940
39603 170.7 0.54913 19.9 0.8944271899
64079 a 0.54921 a 0.8944271914
to — > 0.54915 b — 0.8944271910 c
a Not calculated.
b This value is the exact lower bound 41 - 25 t , derived from data of Arai and 
co-workers.35
c This is —2/5 +  (4 /5 )t , which is derived in the text.
all cases the error shown is the maximum of the absolute value of the difference of 
the density of states and a reference density of states, which was calculated with 
the same method, using 273 k  points in the asymmetric unit. The three methods 
are: (1) counting the number of states in a set of histograms of width 20 meV;
(2) representing each eigenstate of the Hamiltonian as a Gaussian with full width 
half maximum 20 meV, centered at its eigenvalue, and (3) linear Brillouin-zone 
integration followed by convolution with a Gaussian of width 20 meV. The last 
method, which we have used in this paper, is seen to give the best results. It is 
im portant to realize tha t linear interpolation alone, without any smoothening, 
does not treat Van Hove singularities correctly,60 even when arbitrarily many k  
points are used.
At E  =  0.1 eV and E  =  2.7 eV we found gaps in the spectra of the high 
approximants. Table 3 gives both the widths A of these gaps, which were found 
by calculating 273 k  points in the asymmetric unit of the first Brillouin zone, 
and the numerical values of the integrated density of states (IDOS), which is 
defined by
/
E
(density of states) dE. (21)
From the data of table 3 it seems likely tha t both gaps will be open in the 
quasiperiodic limit N  ^  to. The IDOS at E  =  2.7 eV can be seen to converge 
rapidly with increasing approximant size N . In fact, since an integer number of 
bands is on either side of a gap, the IDOS in the gap of an approximant can be
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written as a fraction. In case of the gap at E  =  2.7 eV the results of Table 3 are
F o
IDOS2.7 =  1 — w , m  = 1 7 , . . . ,  21, (22)
F m +  F m+2
where m  is defined to be m  = 2 n  +  2 for approximants with skinny unit cells and 
m  = 2n + 1  for fat approximants. Probably, the IDOS in the infinite tiling is 
given by the limit
2 4
lim IDOS2.7 =  —-  +  - t , (23)m——œ  5 5
which is in agreement with the gap-labeling theorem for the Penrose tiling, which 
predicts61 tha t all gaps in the infinite tiling must be at an IDOS of the form 
(n +  m T )/20, with n  and m  integers. It is unlikely tha t the limit (23) is not 
correct, for equation (22) would have to deviate from the given fraction from a 
certain approximant on. Imagine tha t it would happen in the first approximant 
tha t we have not calculated, a periodic Penrose lattice with N  =  103 682, then the 
deviation would be of order 1 /N . From table 3 it can be seen tha t approximately 
four decimal places th a t seemed to have converged numerically in the previous 
approximant, would have to be changed. For higher approximants this becomes 
even more unlikely. The IDOS at E  =  0.1 eV doesn’t converge as rapidly, and 
therefore we cannot do the gap labeling for this gap, but the numerical values in 
table 3 are at least consistent with the predicted value of Arai and co-workers,35 
which is also indicated in table 3.
4- Localization
In this section we calculate the participation ratio resolved density of states 
at E  =  3.0 eV for a series of approximants, and look how it scales as a function 
of unit-cell size. The reason tha t we restrict ourselves to one value of the energy 
is tha t our method, which works for fixed energy, requires less time and memory 
on a computer than direct diagonalization of Hamiltonian matrices, so tha t we 
can calculate participation ratios for relatively high approximants. We discuss 
energy dependence in an appendix. The choice to study E  =  3.0 eV is to a 
certain extent arbitrary: We wanted to study an energy E  > 2.0 eV because we 
had seen tha t the density of states converges more rapidly for those energies. We 
chose E  =  3.0 eV because it lies in the center of the selected energy range.
First we explain our method by showing how it works for the tight-binding 
Hamiltonian H  of a periodic Penrose lattice with 76 sites per unit cell, which 
is indicated schematically in figure 12, but in principle, it works for any tight- 
binding Hamiltonian, and in practice we used H ven of a series of periodic Penrose 
lattices, which is more time efficient on a computer, and which immediately gives 
-0even, and we obtained the odd part of the wave function by ^ odd =  (H /E )^ even. 
The goal of our method is to obtain contour lines E (k x , ky) =  3.0 eV, so tha t we
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periodic boundary conditions
Figure 12: The unit cell of a periodic Penrose lattice with N  =  76 is shaded. 
The dotted line indicates mirror symmetry. Note tha t the x  and y direction are 
not perpendicular. In the y direction periodic boundary conditions are applied 
and in the x  direction the unit cell is periodically repeated, but only those sites 
are shown tha t have at least one bond connecting it to a site within the shaded 
region. These sites are labeled by a 1 . . .  a20. Fixed boundary conditions can be 
applied by choosing constant values for a 1 . . .  a20. In the text it is explained how 
one can find such a 1 . . .  a20 tha t the obtained wave function is, apart from a phase 
factor exp(inkx), periodic in the x  direction.
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can perform contour integrations in the first Brillouin zone. First, we show how 
we can obtain all possible kx (E, ky), where in the y direction periodic boundary 
conditions are applied, and we search all compatible periodic boundary conditions 
in the x  direction. We exploited the fact tha t a solution with periodic boundary 
conditions can always be written as a linear combination of solutions with fixed 
boundary conditions. This is illustrated in figure 12, where we have numbered 
the sites outside the shaded unit cell by a 1, . . . ,  a20, and the corresponding sites 
in the unit cell by c1, . . . ,  c20, and where the fixed boundary conditions {a1 =  
1,a¿ =  0 ,i =  2 , . . . ,  20}, {a1 =  0 ,a 2 =  1,a¿ =  0 ,i =  3 , . . . ,  20}, etcetera, form a 
complete set. By solving for all these fixed boundary conditions
where ÿ  is a column vector containing the coefficients of all sites in the shaded 
area including the ci ,s, and where E  is the constant energy, E  =  3.0 eV, we 
obtain the linear dependence
where the j t h  column of the matrix M  contains the solutions Ci for the j  th  set of 
fixed boundary conditions. Equation (24) is a system of linear equations, which 
we have solved with the sparse Harwell Subroutine L ibrary1 package ME48. By 
using iterative refinement, keeping the results in extended precision, M  can be 
obtained in machine precision.62 By requiring
and substituting equation (25) for the ci ’s, we obtain a generalized eigenvalue 
problem, which can be solved by LAPACK2 in a standard way. The generalized 
eigenvalues of equation (26) give the compatible periodic boundary conditions 
in the x  direction, and the eigenvectors give the corresponding fixed boundary 
conditions. By solving equation (24) again for these fixed boundary conditions 
we obtain the wave function ÿ (E ,  kx , ky). Contours can easily be recognized if 
kx is obtained for sufficiently many ky values, and if the two mirror planes of a 
properly chosen unit cell of the reciprocal lattice are used. Figure 13 gives the
(H  — E ) ÿ  =  fixed boundary conditions, (24)
(25)
(26)
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Figure 13: E  =  3.0 eV contour lines in the unit cell of the reciprocal lattice of a 
periodic Penrose lattice with 24476 sites per unit cell. kx and ky are normalized 
such th a t they are between -1 and 1.
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Figure 14: Participation ratio resolved density of states at E  =  3.0 eV as ob­
tained by contour integration in the unit cell of the reciprocal lattice for a series 
of approximants with up to 64 079 sites per unit cell. The results have been 
smoothened by convoluting them  with a Gaussian with width equal to the indi­
cated resolution. For clarity, the zeros of the density-of-states axis of the various 
plots have been shifted with respect to each other. The dotted lines indicate 
the centers of mass of each distribution. The normalization is consistent with 
tha t of section 3, such tha t f 0 (density of states)dp gives the density of states at 
E  =  3.0 eV. The indicated error is an estimation of the maximum error of the 
highest approximant; all other periodic Penrose lattices have errors of at most 
0.06. For high approximants, the distribution of the participation ratio is a rel­
atively narrow function. The center of mass seems to approach a constant value 
of p «  0.4. This indicates tha t the wave functions are either extended or critical 
with a < 0.5.
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Figure 15: The 8-norm related generalized participation ratio resolved density of 
states at E  =  3.0 eV for a series of approximants. The same remarks hold as 
for figure 14. The center of mass (dotted lines) seems to approach a constant 
value, which indicates that the wave functions are either extended or critical with 
a < 0.25. Results of p8 for approximants with up to  167761 sites per unit cell 
shown in figure 21 lead to the same conclusion.
generalized participation ratio
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contour lines of a periodic Penrose lattice with 24476 atomic sites per unit cell, 
as an illustration. The contour integration
* >  =  C  W  «■ (27)
where p C is the (generalized) participation ratio along the contour as obtained by 
linear interpolation between calculated points, and where d E /d k x and d E /d k y 
are linearly interpolated expectation values of the wave functions, gives the den­
sity of states resolved for the (generalized) participation ratio, p(p).
Results for the participation ratio p  and for the 8-norm related generalized 
participation ratio p8 are given in figure 14 and figure 15. For low approximants 
(199 < N  < 9349) the distributions of p  and p8 are quite broad, and they 
seem to follow a power-law behavior according to equation (18), but for higher 
approximants (N  > 24476) the distributions become more narrow, and seem 
to tend to finite values, so th a t in the quasiperiodic limit p  and p8 might be 
well-defined quantities, and the wave functions are either extended or critical 
with a < 0.25. It is interesting to speculate about the generality of these results. 
Clearly, they conflict conclusions of previous studies,45,46,58,59 namely tha t states 
in the Penrose tiling are critical, but the reason is obviously th a t we have been 
able to  study higher approximants. They also contradict the results of Rieth and 
Schreiber45,46 for the state of minimum energy, but, as was already remarked 
there,45, 46 this state seems to be quite specific, and it might not reflect a general 
behavior. More detailed studies will be necessary to test the general validity of 
the present results.
5. Conclusions
We found tha t the density of states of the Penrose tiling is less spiky than 
expected,45, 46, 58, 59 but due to computational limitations we could not obtain a 
better resolution than 20 meV. In chapter IV a resolution of 10 meV is obtained. 
It shows more spikes. We saw tha t the density of states of approximants, which 
can easily be calculated with a high resolution, is also spiky, and tha t higher 
approximants have a lower amplitude of the spikes, as has been noticed in other 
quasiperiodic systems before.52,53 Also we saw tha t an unreconstructed surface 
can smoothen the density of states through surface states and surface resonances, 
in agreement with an earlier prediction .55 Because of computational limitations 
we cannot decisively conclude whether these effects explain the absence of spikes 
in experiments.5,55,56 In chapter III the local density of states at a surface is 
calculated. It shows the effect of surface states even stronger, but computational 
limitations also prevent a strong conclusion in this case. In chapter IV the density 
of states of a three-dimensional quasicrystal is shown to be smooth.
For E  =  3.0 eV we could, by means of contour integrations in the reciprocal 
space, obtain the density of states, resolved for the participation ratio p  and for
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Figure 16: Density of states at E  = 0.5 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. States are more localized 
in approximants with a higher number of sites per unit cell. In the largest 
approximant with N  =  167761 wave functions are localized on five to ten percent 
of all sites.
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p8, of a series of approximants. For high approximants we found tha t p  and p 8 
maybe approach finite limiting values, which would indicate tha t the Penrose 
tiling has extended states at E  =  3.0 eV. This is surprising .45,46,58,59 In the 
appendix we repeat the same calculation for eight values of the energy and higher 
approximants.
Appendix. Energy dependence of localization
Naumis, Bario, and Wang41 analyzed the vertex model on the Penrose tiling 
by means of a theoretical approach based on frustration. They predicted that 
states below \E\ =  0.9356 eV are localized. States with higher absolute values 
of the energy were predicted to be delocalized. In order to check this prediction 
we use the method of section 4 to calculate distributions of participation ratios 
at eight fixed values of the energy. Results are given in figures 16 through 23. 
For E  =  0.5 eV, figure 16, there is a clear trend towards localization in high 
approximants. In the approximant with 167761 sites per unit cell, only five to ten 
percent of all sites are seen to participate in each wave function. For E  =  1.0 eV 
in figure 17 and E  = 1 . 5  eV in figure 18 the same tendency is seen, but less clearly. 
The localization of wave functions at these energies is not clear from our data. 
At E  =  2.0 eV, . . .  , 3.5 eV, figures 19 through 22, the generalized participation 
ratio seems to approach a constant value, which indicates delocalized states or 
critical states with a < 0.25. The distribution of participation ratios at E  =  4.0 
eV, figure 23, is still quite broad for the best approximant with N  =  167761. The 
minimum value of 0.25 indicates th a t states in this approximant are probably also 
delocalized. All results are in agreement with the predictions of Naumis, Bario, 
and Wang.41
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generalized participation ratio p8
Figure 17: Density of states at E  =  1.0 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. It is not clear whether states 
in the infinite tiling are localized or extended.
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generalized participation ratio p8
Figure 18: Density of states at E  =  1.5 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. It is not clear whether states 
in the infinite tiling are localized or extended.
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generalized participation ratio p8
Figure 19: Density of states at E  =  2.0 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. p 8 seems to approach a constant 
value of «  0.25 in the limit of large N . This indicates extended states or critical 
states with a  0 .25.
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generalized participation ratio p8
Figure 20: Density of states at E  = 2.5 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. p 8 seems to approach a constant 
value of «  0.25 in the limit of large N . This indicates extended states or critical 
states with a  < 0.25.
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generalized participation ratio p8
Figure 21: Density of states at E  = 3.0 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. p 8 seems to approach a constant 
value of «  0.25 in the limit of large N . This indicates extended states or critical 
states with a  < 0.25.
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generalized participation ratio p8
Figure 22: Density of states at E  = 3.5 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. p 8 seems to approach a constant 
value of «  0.25 in the limit of large N . This indicates extended states or critical 
states with a  < 0.25.
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generalized participation ratio pB
Figure 23: Density of states at E  =  4.0 eV of a series of periodic Penrose lattices, 
resolved for the generalized participation ratio p8. The numbers indicate the 
number of sites per unit cell of each approximant. For clarity the graphs have 
been shifted vertically with respect to each other. The distribution of p8 is 
still rather broad for the approximant with largest N , but for all approximants 
p8 >  0.25. Therefore, states are probably extended or critical with a < 0.25.
CHAPTER III
Influence of surface states on the density of states on the 
two-dimensional Penrose tiling^
The local density of states at the surface of a small approximant of the Penrose 
tiling is compared to the density of states of the same approximant with peri­
odic boundary conditions. The large difference between the two curves indicates 
tha t surface states might be responsible for the fact tha t experimentally surface 
sensitive techniques do not resolve spikes in the density of states of quasicrystals.
Tunneling experiments, which probe the local density of states of a material at 
the surface and which are in principle sufficiently sensitive to observe spikes, have, 
with one exception,54 shown a smooth density of states. As an explanation for the 
experimental absence of theoretically predicted spikes41,42,45-47’49’51-53’57’63 it 
has been suggested tha t the local density of states of quasicrystals at the surface 
is not spiky due to the influence of surface states and surface resonances.55 Here 
we test this explanation by calculating the local density of states at the surface 
of an approximant phase of the Penrose tiling. We find tha t the local density of 
states is substantially different from the bulk density of states, which supports 
the above explanation, but we also find tha t it is still spiky, possibly due to finite 
size effects.
Figure 24 shows a bulk state of a periodic Penrose lattice. The Penrose tiling 
consists of strips: sets of sites th a t are connected by bonds tha t are oriented in 
four directions and separated by parallel bonds of the fifth orientation. In figure
25 the sites of one strip are indicated by stars. Figure 26 gives the density of 
states of a periodic Penrose lattice with 199 sites per unit cell. We consider also 
a system with the same unit cells with periodic boundary conditions in the y 
direction and 16 unit cells in the x  direction. The local density of states of the 
first, second and sixth strip as counted from the left surface are shown. All plots 
have been obtained by linear interpolation between many k  points. The results 
were smoothened by convoluting with a Gaussian of width 5 meV. Error estimates
tT h is  chap ter is based on th e  con tribu tion  to  th e  Proceedings of th e  7 th  In ternational 
Conference on Q uasicrystals, Elsevier, 2000, edited by F. G ähler, P. K ram er, H.-R. Trebin, and 
K. U rban (in press).
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Figure 24: Bulk state of a periodic Penrose lattice with 199 sites per unit cell with 
energy 3.0 eV. The boundary conditions are periodic with kx =  -0.268, where kx 
is normalized such th a t —1 < kx < 1 in the reciprocal unit cell, and ky = 0 .
were made by comparing to results obtained by using half the number of k  points. 
The density of states of figure 26 is seen to  be rather spiky. The local density 
of states at the first strip is different: There are states in the central gap and 
there are fewer states with E  > 4.0 eV. The fine structure is completely different, 
indicating tha t surface states influence the local density of states at the surface 
considerably. It is very im portant to know tha t these spikes are still influenced 
by the surface on the right-hand side. Comparing with a configuration of only 
eight unit cells shows differences with an order of magnitude ALDOS =  ±0.1. 
So it is not clear how the local density of states of a semi-infinite system looks. 
It is possible th a t the spikes of figure 26 are due to finite size effects.
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Figure 25: Surface state of a periodic Penrose lattice with 199 sites per unit cell 
with energy 0.193 eV. In the y direction there are periodic boundary conditions 
with ky =  0.125, where ky is normalized such th a t —1 < ky < 1. On the left 
side there is a surface. The first strip as counted from the surface is indicated by 
stars. Only one unit cell is shown. To the right there are fifteen other unit cells.
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energy (eV) energy (eV)
Figure 26: Density of states (DOS) of a periodic Penrose lattice with 199 sites per 
unit cell with periodic boundary conditions and the local density of states (LDOS) 
of the first, second, and sixth strip of 16 unit cells of the same approximant with 
periodic boundary conditions in one direction and open boundary conditions in 
the other direction, in the way indicated in the caption of figure 25. Only positive 
energies are indicated, because the spectrum is symmetric with respect to E  =  
0, and our calculations do not address the E  =  0 states. The local density of 
states in the first strip is considerably different from the total density of states. 
The sixth strip is the first strip of the second unit cell. The dotted lines indicate 
the energy of the surface state of figure 25.
CHAPTER IV
Non-spiky density of states of an icosahedral quasicrystal^
The density of states of the ideal three-dimensional Penrose tiling, a qua­
sicrystalline model, is calculated with a resolution of 10 meV. It is not spiky. 
This falsifies theoretical predictions so far, th a t spikes of width 10-20 meV are 
generic for the density of states of quasicrystals, and it confirms recent exper­
imental findings. The qualitative difference between our results and previous 
calculations is partly explained by the small number of k  points th a t has usually 
been included in the evaluation of the density of states of periodic approximants 
of quasicrystals. It is also shown tha t both the density of states of a small approx- 
imant of the three-dimensional Penrose tiling and the density of states of the ideal 
two-dimensional Penrose tiling do have spiky features, which also partly explains 
earlier predictions.
In section 1 theoretical predictions of spikes and experiments done in order 
to reveal these spikes are briefly introduced. In section 2 the various types of 
approximants to the three-dimensional Penrose tiling tha t we have studied, and 
known results for the three-dimensional Penrose tiling are described. Method and 
sources of error are discussed in section 3. Section 4 gives results. Conclusions 
are drawn in section 5.
1. Background
Most first principles calculations for icosahedral quasicrystals47-49,64 were due 
to computational limitations restricted to so-called 1/1 approximants, where the 
fraction indicates the approximation made for t , with, depending on the par­
ticular quasicrystal, approximately 150 atoms per unit cell. These calculations 
were done by means of the linear muffin-tin orbital method. They led to the sur­
prising prediction tha t the electronic density of states of quasicrystals is spiky, 
a property that would be specific for quasicrystals. It started in 1989, when 
Fujiwara47 predicted on the basis of a calculation for 1/1 AlMn tha t the den­
sity of states of crystalline and quasicrystalline AlMn consists of a set of spikes. 
In 1993, he found tha t the electronic density of states of 1/1 AlMn48,49 and 
1/1 AlCuLi48 has dense spiky peaks of width 10-20 meV or less, which in his
tT h is  chap ter is based on a  publication  in Europhys. L ett. (in press).
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view suggested tha t spikes are generic in quasicrystals and their crystalline ap- 
proximants. In the same year, Hafner and Krajci65 conjectured on the basis of 
results for 1/1 AlZnMg tha t the density of states of an ideal quasicrystal is spiky. 
In 1994, De Laissardiere and Fujiwara64 found spikes of width 14 meV in 1/1 
ALCuFe. They stressed tha t the spikes are in the first place a consequence of 
quasiperiodicity, accentuated by the presence of transition metal atoms. In 1995, 
Krajci and co-workers53 found a spiky density of states for 1/1 AlPdMn and 2/1 
AlPdMn. The latter density of states was obtained by folding the eigenvalues of 
the Hamiltonian at the T-point with a Gaussian of width 25 meV. Apart from 
being interesting, it was indicated tha t spikes may also be relevant to electronic 
transport in quasicrystals.49,50,64 Disappointingly spikes have not been observed 
directly in experiments, although a sufficiently high resolution was obtained by 
amongst others Stadnik and co-workers5,66 by means of ultrahigh energy reso­
lution photoemission spectroscopy (5 meV), Dadydov and co-workers55 in tun­
neling experiments (1 meV) and Escudero and co-workers56 in point contact and 
tunneling experiments (0.35 meV). By convoluting the density of states of 1/1 
AlCuFe 64 with a Gaussian of full width at half maximum of 31.6 meV, Stadnik 
and co-workers5 showed tha t even at a relatively low resolution, spiky features 
should according to the prediction be observed near the Fermi level. In chapter II 
we gave an overview of explanations th a t have been proposed for the discrepancy 
between theory and experiment. Here we focus on two explanations. The first 
was proposed by Hafner and K rajci.52 They indicated the possibility tha t spikes 
are specific for small periodic approximants of quasicrystals and do not persist 
in ideal quasicrystals. The second explanation is tha t spikes are an artefact of 
the calculation .5,67 We have studied these explanations by calculating the den­
sity of states for the two-dimensional and the three-dimensional Penrose tiling, 
which are quasicrystalline model systems. The three-dimensional Penrose tiling 
has icosahedral symmetry and is the basis framework for many realistic models of 
icosahedral quasicrystals.47,49,52,65,68 It is im portant to realize th a t these models 
do not take into account different kinds of electrons, nor do they represent real­
istic local atomic configurations in quasicrystals, but they are quasiperiodic, and 
as a consequence of their simplicity it is possible to calculate properties of high 
approximants. Whereas in most linear muffin-tin orbital studies results extrapo­
lated for the quasiperiodic limit are based on calculations for a 1/1 approximant, 
we could calculate the density of states of the three-dimensional Penrose tiling 
with a resolution of 10 meV, a result valid in the quasiperiodic limit. In this chap­
ter, we show tha t spikes present in a small approximant of the three-dimensional 
Penrose tiling, do not survive in the ideal quasicrystal, in agreement with the 
original suggestion of Hafner and K rajci.52 This result falsifies the prediction 
tha t all quasicrystals have a spiky density of states.
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2. Approximants
The three-dimensional Penrose tiling69 is constructed with the cut-and-project 
m ethod .3 We consider three types of approximants. First of all, if in the internal 
space the golden mean t  =  (\/5  +  1)/2 is approximated by Fn+1/F n with Fi a 
Fibonacci number, then a so-called a periodic Fn+1/F n approximant is obtained. 
If Fn+2 is even, there is a body centering.3 Second, if in the internal space an 
additional translation is made along a vector (1 /F n) (2 , 1, 2), another Fn+1/F n 
approximant is formed, which has a non-symmorphic cubic space group, e.g., Pa3. 
We will refer to these approximants as cubic approximants. Their symmetry is 
dicussed in chapter V. Finally, taking different approximations for t  in different 
directions in the internal space, we consider t x =  Fn/F n -1 , Ty =  Fn+1/F n and 
Tz =  Fn+2/F n + 1. This gives non-cubic (F n /F n _ 1, Fn+1/F n , Fn+2 /F n + 1  ) ap­
proximants, of which the lattice is body-centered orthorhombic. An im portant 
parameter for each approximant is N , the number of vertices of the approximant 
tiling per unit cell. The vertex model on the three-dimensional Penrose tiling has 
been studied before,45,46,63,70 but so far it was not possible to draw definitive 
conclusions about the nature of the spectrum. Krajci and Fujiwara63 have shown 
tha t at E  =  0 there are infinitely many, strictly localized states. An im portant 
symmetry of this model is the bipartite property ,45,46 as a consequence of which 
the density of states is symmetric with respect to  E  =  0 .45,46,63,70 Also, for the 
non-body-centered cubic and for the non-cubic approximants, the bipartiteness 
of the lattice can be used to reduce the problem of finding eigenvalues of H  from 
an N  x N  problem to an N /2  x N /2  problem .45
3. Method
In order to determine the density of states, we perform a bandstructure cal­
culation. Here N k, the number of k  points calculated in the asymmetric unit, 
is im portant. For the evaluation of the density of states, we follow roughly the 
same scheme as in chapter II: First we calculate the exact average density of 
states of a linearly interpolated71 bandstructure of an approximant in intervals 
of width 0.2 meV, where the averaging ensures uniform convergence.60 Then we 
convolute with a Gaussian of full width at half maximum of typically 10 meV, 
which reduces the error in the density of states by smearing away all features 
on a scale smaller than 10 meV including effects of the finite averaging interval 
of 0.2 meV, but which does not smear away spikes of width 10-20 meV. This 
last step is not general practice, but we will argue tha t it is useful. Maximal 
errors for the density of states of approximants were extrapolated by making a 
systematic comparison of the results for various N k and simultaneously assum­
ing asymptotic behavior: the error in the density of states at a certain energy 
is the integral between the true constant energy surface and the polyhedron ap­
proximating it ,72 which in three dimensions converges as N k 2/3 (reference 72)
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Figure 27: The density of states of the cubic 3/2 approximant of the three­
dimensional Penrose tiling a) before and b) after smoothening. The insets clarify 
the energy range 1.3 eV to 1.4 eV.
for sufficiently large N k. For an ideal tiling, the maximal error was extrapolated 
assuming tha t the asymptotic behavior of the error is proportional to 1 /N  in a 
given series of approximants,* which holds provided tha t the error with respect 
to N k is negligible, which was checked explicitly
4- Results
Figure 27 shows the density of states of the cubic 3/2 approximant of the 
three-dimensional Penrose tiling with N  =  576 and N k =  1376. It has space 
group Pa3. A grid of so-called special k  points73 was used. Figure 27a) shows 
the result before convolution with a Gaussian: there are many densely distributed 
spikes, but the error is so large th a t it is not possible to say whether these spikes 
are real or an artefact connected to the small value of N k. After smoothening, 
figure 27b) is obtained. The error is considerably smaller, so tha t conclusions 
can be drawn about the spikes. Comparing the error and the amplitude of some 
of the spiky features, we see tha t certainly some of these features are real. So, 
the density of states of small approximants of icosahedral quasicrystals may have 
sharp features. In figure 28, the density of states of the ideal two-dimensional 
Penrose tiling is shown. It was calculated with N  =  167761 and N k =  3, where k
*For th e  tw o-dim ensional Penrose tiling, th e  density  of m ism atches is p roportiona l to  1 / N  
(reference 44). We assum e th e  sam e behavior for th e  three-dim ensional Penrose tiling.
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Figure 28: The density of states of the ideal two-dimensional Penrose tiling, 
convoluted with a Gaussian of width 10 meV. The delta peak at E  =  0 is not 
smoothened. The energy interval E  > 2.41 eV is shown in the inset.
points were chosen th a t give real phase factors. The error indicates convergence 
with respect to both N  and N k. The conclusion of chapter II, tha t the two­
dimensional Penrose tiling has a spiky density of states, is confirmed. In figure 29, 
the density of states of the three-dimensional Penrose tiling is shown. Actually, 
it is the density of states of the non-cubic (8/5, 13/8, 21/13) approximant with 
N  =  21892 and N k =  260, where the k  points lie on a regular grid which 
includes the r  point, but convergence with respect to  N  was checked. As far as 
our data can tell, this result does not depend on the sequence of approximants 
tha t is considered. For example, the 8/5 approximant with N  =  10336 and 
N k =  8196 has a density of states tha t deviates less than 0.008 from the graph 
of figure 29 for all energies except E  =  0. Unfortunately, the 13/8 approximant
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Figure 29: The density of states of the ideal three-dimensional Penrose tiling.
with N  =  43784 is too large for us in order to be able to compute a sufficient 
number of k  points. The cubic 8/5 approximant has a density of states that 
deviates less than 0.017 from figure 29, indicating tha t convergence is relatively 
slow for the cubic approximants. Since the density of states of the ideal three­
dimensional Penrose tiling in figure 29 appears to be quite smooth, we conclude 
tha t the spikes of figure 27b) do not survive in the quasiperiodic limit. Figure 
30a) gives the density of states of the non-cubic (3/2, 5/3, 8/5) approximant of 
the three-dimensional Penrose tiling with N  =  1220 and N k =  36. The number 
of electronic basis states per unit cell and N k were chosen as close as possible 
to those of the calculation for 1/1 AlCuFe,64 and we chose the same width for 
the Gaussian as Stadnik and co-workers5 did when smoothening it. Figure 30b) 
shows the same density of states with N k =  16388. Comparing the two graphs, 
we see tha t taking into account a too small number of k points may well lead 
to quite broad (~  32 meV) additional features in the density of states. These 
features then are an artefact. Because of the indicated error in figure 30a) it 
is clear tha t these features should not be taken seriously. The prediction for 
AlFeCu of reference 64 does not indicate an error and from the published data it 
is not clear whether the predicted spikes are an artefact or not. A too small N k 
may well explain some of the spikes predicted in literature. Expressly, we want 
to remark tha t it is in principle legitimate to try  to keep the number of k  points
energy E (eV)
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Figure 30: The density of states of a (3/2, 5/3, 8/5) approximant of the three­
dimensional Penrose tiling with a) N k =  36 and b) N k =  16388.
tha t are calculated, small in order to save limited computer resources, but one 
has to realize the price tha t is paid: either the error is larger or the data should 
be presented with a worse resolution.
5. Conclusions
We have carried out an analysis of the influence of the size of the approximant 
unit cell and the number of k  vectors in the Brillouin zone on the finer features 
of the electronic density of states in an icosahedral tight-binding model. We have 
shown tha t the density of states of the two-dimensional Penrose tiling is spiky (fig­
ure 28), whereas the density of states of the icosahedral three-dimensional Penrose 
tiling is smooth (figure 29), at the given resolution of 10 meV. We have also shown 
how a spiky density of states would be predicted for our three-dimensional model 
when (i) only a small periodic approximant would have been studied (figure 27b) 
or (ii) a too small number of k  points would have been taken into account in the 
calculations, leading to large numerical errors (figure 30). Possibly the published 
calculations predicting tha t spikes are generic for icosahedral quasicrystals, have 
not sufficiently taken these two points into account. It would be interesting to  see 
the consequence of more than one basis state per site. Finally, our results suggest 
tha t although experimentally spikes could not be observed in quasicrystals, they 
might be found in approximant phases.
CHAPTER V
Cubic approximants^
Cubic approximants of the three-dimensional Penrose tiling are constructed 
with space group Pa3 or I2 i3. The density of states is calculated for the cubic 
3/2, 5/3, and 8/5 approximants and displayed is at a resolution of 0.2 meV.
1. Symmetry
Cubic approximants of the three-dimensional Penrose tiling were introduced 
in chapter IV. Here we show tha t they have space group Pa3 or I213 by construct­
ing them  with the cut-and-project method. Imagine a six-dimensional hypercubic 
lattice spanned by the vectors
e i =  (1, T, 0, - T n, 1, 0), e2 =  ( -1 , T, 0, Tn, 1, 0),
e 3 =  (0, 1,T,0, -Tn,  1), e4 =  (0, -1 ,T ,0 ,Tn ,  1),
e5 =  (t, 0, 1, 1, 0, -Tn), e 6 =  (t, 0, -1 ,  1, 0,Tn),
with t  =  Tn =  (1/5 +  1)/2. The first three coordinates are in physical space, and 
the other three coordinates lie in internal space. The projection x phys of a point 
(xphys, x\)  =  ^ i n iei of the six-dimensional lattice onto physical space is a vertex 
of the three-dimensional Penrose tiling if x\  lies inside the triacontahedron th a t is 
obtained by projecting the six-dimensional unit cell onto the internal space6. We 
obtain so-called cubic Fn+1 /F n approximants by approximating Tn =  Fn+1 /F n, 
with Fn a Fibonacci number, F 1 = 1,F2 =  2, etc., and choosing the center of the 
distorted triacontahedron to lie at the point (1 /F n ) ( 1 , 1 , 1  ) in internal space. 
Defining s 1 =  n 1 +  n 2, A 1 =  n 1 -  n 2, s2 =  n 3 +  n 4, etc., gives
Xphys =  (A 1 +  S3 T, A 2 +  S1T, A 3 +  S2T),
XI =  (s3 -  A 1Tn, S1 -  A 2Tn, s2 -  A 3Tn)-
Lattice points in the six-dimensional space correspond to integer Si and Ai for 
which S1 +  A 1, S2 +  A 2, and S3 +  A3 are even. Using the identity FnFn-1  -
^This chap ter is based on th e  con tribu tion  to  th e  Proceedings of A periodic 2000, Gordon 
and Breach, 2001, edited by A. Fasolino and T. Janssen  (in press), where th e  density  of sta tes 
was presented for cubic approxim ants of th e  three-dim ensional Penrose tiling  a t a  resolution of 
10 meV. For th e  results of th is  chap ter more k  po in ts were calculated  and th e  resolution was 
improved to  0.2 meV.
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Fn+1Fn-2  =  ( - 1 ) n+1, choosing S3 =  ( - 1)n+1aF n -1  and A 1 =  ( - 1)n+1aF n _ 2, 
it follows th a t the coordinate x¡  in internal space takes values a /F n with a  an 
arbitrary integer. The only freedom now left in s3 and A 1 is s3 ^  s3 +  ßFn+1, 
A 1 ^  A 1 +  ßFn with ß  integer. This does not change x I. Working out the possi­
bilities for the y and z directions in the same way, we find tha t all x I lie on a 3D 
cubic lattice with lattice parameter 1 /F n . The triacontahedron is just centered 
at the center of one of the cubes of this lattice. If it were centered at a point of 
the other set of points of high symmetry, the lattice points, our procedure would 
be ill-defined, for some points can then be shown to lie exactly at the boundary 
of the triacontahedron. Combining the symmetry of the triacontahedron and 
tha t of the cubic lattice in internal space, we see tha t a general point on the 
three-dimensional lattice in internal space is symmetry equivalent with 23 other 
points. Working out the corresponding equivalent points in physical space, still 
taking into account the restrictions on the Si and A i , we find space group I213 
for Fn+2 even and Pa3 otherwise.
2. Density of states
Figure 31 shows the average density of states of three cubic approximants of 
the three-dimensional Penrose tiling in energy intervals of 0.2 meV. The cubic 
5/3 approximant has 1220 vertices per primitive unit cell. These unit cells lie 
on a body-centered cubic lattice. For the density of states of figure 31b), 10944 
special k  points were calculated in the asymmetric unit of a cubic unit cell with 
2440 vertices. The cubic 8/5 approximant has 10336 vertices per unit cell. The 
unit cells lie on a simple cubic lattice. For figure 31c), 1376 special k  points 
were calculated in the asymmetric unit. It is seen tha t both the width and the 
amplitude of spikes are reduced for higher approximants. The same behavior 
has been seen before by Krajci and co-workers53 in a linear muffin-tin orbital 
study of 1/1 AlPdMn and 2/1 AlPdMn. If this behavior can be extrapolated 
for higher approximants, it means tha t at any given finite resolution no spikes 
are predicted to be present in the density of states of the ideal three-dimensional 
Penrose tiling, since spikes have widths less than the resolution from a sufficiently 
high approximant on.
3. Conclusions
We have shown how cubic approximants can be constructed with space group 
Pa3 or I213. The density of states as calculated for three of these cubic approx- 
imants is spiky, but we expect th a t the spikes will disappear at any finite given 
resolution for sufficiently high approximants.
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Figure 31: The density of states of a) the cubic 3/2 approximant with N  =  576 
and N k =  10944, b) the cubic 5/3 approximant with N  =  2440 and N k =  10944, 
and c) the cubic 8/5 approximant with N  =  10336 and N k =  1376 of the three­
dimensional Penrose tiling. The plots show average values of the density of states 
of the linearly interpolated band structure in energy intervals of width 0.2 meV. 
Maximal errors due to linear interpolation of the band structure between a finite 
number of k  points are indicated. The insets clarify the energy range 1.3 eV to
1.4 eV. The peak at E  =  0 in part c) of the figure corresponds to  eight strictly 
localized states per unit cell.
CHAPTER VI
Localization of electrons on the three-dimensional Penrose tiling^
By studying the scaling behavior of participation ratios of wave functions 
on clusters of the three-dimensional Penrose tiling of 400 to 4000 vertices with 
open boundary conditions, it was concluded46 tha t wave functions are either 
extended or power-law localized, ^ ( r )  «  r - a , with a < 3/4. Figure 32 shows
Figure 32: Generalized participation ratios p8 of all wave functions of a) a (3/2, 
5/3, 8/5) approximant with N  =  1220 and b) a (5/3, 8/5, 13/8) approximant 
with N  =  5168 of the three-dimensional Penrose tiling at 2048 special k  points 
represented by means of a grey scale indicating the number of states in intervals 
A E  x Ap8 =  20 meV x 0.005.
the generalized participation ratios58,59 p8 for two approximants of the three­
dimensional Penrose tiling. We follow the analysis of Rieth and Schreiber46 
(see chapter II). Under the condition tha t the approximants of figure 32 do not
^This chap ter is based on th e  con tribu tion  to  th e  Proceedings of A periodic 2000, Gordon 
and Breach, 2001, edited  by A. Fasolino and T . Janssen (in press).
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have too small unit-cell sizes in order to draw conclusions about the ideal three­
dimensional quasicrystalline Penrose tiling, we conclude from the fact th a t the 
average p8 is not reduced in figure 32b) as compared to figure 32a), tha t wave 
functions are either extended or power-law localized with a < 3/ 8.
CHAPTER VII
Conductivity^
The electrical conductivity of conventional orthorhombic unit cells of a series 
of non-cubic approximants of the three-dimensional Penrose tiling is calculated 
for Fermi levels ranging from 3.3 eV to 4.5 eV using the Landauer approach. 
In the directions perpendicular to the current direction, a k  space integration is 
performed. The conductivity is found to behave as a smooth function of Fermi 
energy. W ith increasing approximant unit-cell size the conductivity is found to 
diverge, but the divergence is weaker than for a perfect crystal. A combination 
of quasiperiodicity and another mechanism probably explains experimental low 
values of conductivity of quasicrystals.
In section 1 a brief overview is given of results previously obtained with the 
Landauer method for quasicrystal tight-binding model systems. In section 2 a 
few remarks are made about the Landauer method. Results and conclusions are 
presented in section 3.
1. Background
Low-temperature electrical conductivity of icosahedral quasicrystals is inter­
mediate between tha t of metals and semi-conductors, e.g., for AlCuLi74 and 
ZnMgY75 at room tem perature a «  1000 Q- 1cm-1 , for AlPdMn7 at 4 K, 
a «  100 Q- 1cm -1  and for AlPdRe7 at 4 K, a «  0.67 Q- 1cm- 1 . It is an unsolved 
question what the origin is of these unusually low values. Although, the pseudo­
gap at the Fermi level in the electronic density of states of icosahedral phases is 
relevant, it does not provide a full explanation .5 In order to investigate the role 
of localization of wave functions due to quasiperiodicity, tight-binding models 
like the ones studied in this thesis have been considered. In 1987, Choy76 com­
puted the conductivity of a finite cluster of the two-dimensional Penrose tiling 
from the Kubo formula. The maximum cluster size was N  =  260. He used the 
vertex model with the Fermi level at E F =  1.5 eV. He found evidence for weak 
metallic behavior, with states more localized than in the case of a pure crystal, 
and the conductivity a  still infinite but with a much weaker divergence with re­
spect to increasing relaxation time t  than in a lattice periodic crystal. One year
^This chap ter is based on th e  con tribu tion  to  th e  Proceedings of A periodic 2000, Gordon 
and Breach, 2001, edited  by A. Fasolino and T . Janssen (in press).
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later, Tsunetsugu and Ueda77 studied the center model on the two-dimensional 
Penrose tiling by means of the Landauer method, where two perfect semi-infinite 
lead lines are connected to a finite scatterer. As scatterers they used unit cells 
of periodic Penrose lattices with N  =  76, 199, 521, 1364, and 3571. Periodic 
Penrose lattices are approximant phases of the two-dimensional Penrose tiling, 
as explained in chapter II. Two semi-infinite square lattices of width M  were 
in a special way connected on opposite sides of the scatterer as lead lines. M  
scales linearly with the width of the unit cell of the periodic Penrose lattice. 
In the direction perpendicular to the current the periodic boundary condition 
with phase factor 1 was applied. Conductance was calculated as a function of 
Fermi energy. Spiky fine structures were found. A comparison was made to the 
density of states of the corresponding approximants and to Thouless numbers. 
Tsunetsugu and Ueda further found tha t the conductance does not scale linearly 
with M , as would be the case for a perfect crystal. In a later work78 the length 
dependence of conductance was studied. Finite pieces of so-called semi-periodic 
Penrose lattices, quasiperiodic in the direction of the current and periodic in the 
perpendicular direction, were used as scatterer. The widths of these scatterers 
were M  =  76, 110, 178, 288, 466, and 754, and the lengthes L = N / M  were 
up to Lmax «  1700. Various kinds of behavior were found depending on the 
Fermi energy. For E p =  -3.9 eV, conductance was independent of the length, 
which indicates tha t states are extended at this energy. For E p  =  -3.5 eV and 
E f  =  -3.4 eV, a power-law behavior was found for the conductance, g «  L -0  3, 
which was interpreted as evidence for power-law localized states. Note th a t also 
in this case conductivity is still going to infinity for increasing L , in agreement 
with Choy’s76 result. At E p  =  1.5 eV, a fast decrease of conductance with L 
was found, which was naturally explained by assuming th a t E p  lies in a gap of 
the spectrum of the two-dimensional Penrose tiling. At E p  =  1.54 eV again a 
power-law decay of the conductance was found. In 1993, Fujiwara, Yamamoto, 
and De Laissardiere49 studied the same model with M  =  178 and L  =  1000. 
They found tha t in a gap of the spectrum the conductance increases when a 
random phason strain is applied. This was explained by showing tha t upon in­
troducing randomness small energy gaps are smeared away. As the density of 
states increases, the channels for electronic transport open up. A calculation57 
with M  =  466 confirmed this conclusion. Kasner, Schwabe, and Bottger79 stud­
ied both the center and the vertex model on the two-dimensional Penrose tiling 
and the three-dimensional icosahedral Danzer tiling. Open boundary conditions 
were used in order to study the influence of boundary conditions. It was found 
tha t for sufficiently great M  the boundary conditions are not very important. 
For the three-dimensional Danzer tiling a spiky dependence of the conductance 
on E p  was reported. Later, the influence of magnetic field80 and various kinds 
of phason flips81 were studied.
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2. Method
The Landauer method is explained in detail in reference 78. After attaching 
two semi-infinite cubic lattices as lead lines, the problem of evaluating K ubo’s 
formula is related to the scattering of electrons at the scatterer.82 First, a scat­
tering matrix is defined between properly normalized propagating waves in both 
lead lines. Then, the conductance r  follows from the transmission m atrix t, 
r  =  (e2/h )T r( t lt), where t  can be calculated on a computer by solving a lin­
ear system of equations. This direct method is equivalent to a recursive Green 
function m ethod .78 Starting from the Green function at a semi-infinite lead line, 
attaching successive layers of the scatterer and eventually attaching the other 
semi-infinite lead line, the Green function in the second lead line can be obtained 
by solving recursively a Dyson equation .78 This is a series of m atrix inversions, 
where the size of each m atrix is equal to the number of sites in the attached layer. 
If Gi,m is the Green function in the second lead line, where l and m  label the 
coordinate in the current direction, and G is still a matrix in the coordinates of 
the perpendicular directions, then for any given l, r  is given by83
Tr - ( G l,l -  Gj,i )(Gl+1,l + 1 -  Gl+1,l+ 1 ) + R e | (Gl,l + 1 -  Gl,l + 1)2} ; (28)
where Tr denotes the trace of a m atrix and Re denotes the real part of a complex 
quantity. In the case of real phase factors for the periodic boundary conditions 
perpendicular to the current direction, equation (28) simplifies to78
r  =  4Tr [ Im {G ,l}  Im {G + 1,+ 1 } -  (Im |G M+1 })2] , (29)
where Im denotes the imaginary part.
We have calculated the Landauer conductivity by means of the above-described 
recursive Green function method for a series of non-cubic approximants of the 
three-dimensional Penrose tiling. A conventional orthorhombic unit cell (two 
primitive unit cells) of each approximant was at its smallest surfaces attached to 
semi-infinite cubic lead lines, of which the lattice parameter was chosen as close 
as possible to the edge length l0 of the three-dimensional Penrose tiling, viz., 
l0 =  a/2 +  t  Â. The distance between a lead line and the scatterer in the current 
direction was set to 0.8 l0. A point in a lead line was taken to have a bond with 
a point in the scatterer when the distance l between both points l < \/2 l0. The 
strength of the bond was chosen to be (l0/ l )2. We have not investigated how our 
results depend on the way the lead lines are attached, but we don’t expect that 
it is very im portant.79 Perpendicular to the lead lines, a k  space integration was 
performed in order to  reduce finite-size fluctuations in the conductivity.
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Figure 33: Landauer conductivity of non-cubic approximants of the three­
dimensional Penrose tiling. N  gives the number of vertices in the scatterer.
3. Results
Our results are given in figure 33. Only Fermi energies between 3.3 eV and
4.5 eV are considered. Error bars indicate the maximum error resulting from 
calculating only a finite number of k  points perpendicular to the leads. The 
values N  indicate the number of vertices in the unit cell. Conductivity is seen 
to increase for increasing unit-cell size, but the increase is not proportional to 
the width of the scatterer, which would have given an increase of a factor of 
approximately 2.6 for each consecutive approximant. This is very similar to 
results found for the two-dimensional Penrose tiling. We notice further tha t the 
conductivity depends in a smooth way on the Fermi energy.
In conclusion, we have found tha t the conductivity of the three-dimensional 
Penrose tiling is diverging, but the divergence with respect to  the size of the scat- 
terer is weaker than in the case of a perfect crystal. The observation tha t it still 
goes to infinity, means tha t in our model quasiperiodicity alone cannot reproduce 
experimentally observed values of the conductivity. Probably a combination of 
quasiperiodicity and another mechanism is needed.
BIBLIOGRAPHY
[1] Harwell Subroutine Library, http://ww w .cse.clrc.ac.uk/A ctivity/H SL.
[2] E. Anderson, Z. Bai, C. Bischof, S. Blackford, J. Demmel, J. Dongarra, J. 
Du Croz, A. Greenbaum, S. Hammarling, A. McKenney, and D. Sorensen, 
LAPAC K  Users’ Guide, 3rd ed. (Society for Industrial and Applied Mathe­
matics, Philadelphia, 1999).
[3] T. Janssen, Phys. Rep. 168, 55 (1988).
[4] D. Shechtman, I. Blech, D. Gratias, and J. W. Cahn, Phys. Rev. Lett. 53, 
1951 (1984).
[5] Z. M. Stadnik, D. Purdie, M. Garnier, Y. Baer, A.-P. Tsai, A. Inoue, K. 
Edagawa, S. Takeuchi, and K. H. J. Buschow, Phys. Rev. B 55, 10 938 
(1997).
[6] Y. C. Feng, G. Lu, H. Q. Ye, K. H. Kuo, R. L. Withers, and G. Van Tendeloo, 
J. Phys.: Condens. M atter 2, 9749 (1990).
[7] S. Roche, G. T. de Laissardiere, and D. Mayou, J. Math. Phys. 38, 1794 
(1997).
[8] New Horizons in Quasicrystals, Proceedings of the International Conference, 
edited by A. I. Goldman, D. J. Sordelet, P. A. Thiel, and J.-M. Dubois 
(World Scientific, Singapore, 1997).
[9] J.-M. Dubois, in Introduction to Quasicrystals, edited by J.-B. Suck et al. 
(Springer Verlag, Berlin, in press).
[10] M. Gierer, M. A. Van Hove, A. I. Goldman, Z. Shen, S.-L. Chang, C. J. 
Jenks, C.-M. Zhang, and P. A. Thiel, Phys. Rev. Lett. 78, 467 (1997).
[11] Z. Shen, C. J. Jenks, J. Anderegg, D. W. Delaney, T. A. Lograsso, P. A. 
Thiel, and A. I. Goldman, Phys. Rev. Lett. 78, 1050 (1997).
[12] T. M. Schaub, D. E. Bürgler, H.-J. Güntherodt, and J. B. Suck, Phys. Rev. 
Lett. 73, 1255 (1994).
[13] Ph. Ebert, M. Feuerbacher, N. Tamura, M. Wollgarten, and K. Urban, Phys.
Rev. Lett. 77, 3827 (1996).
14] Ph. Ebert, F. Yue, and K. Urban, Phys. Rev. B 57, 2821 (1998).
15] M. Kohmoto, B. Sutherland, and C. Tang, Phys. Rev. B 35, 1020 (1987).
16] Q. Niu and F. Nori, Phys. Rev. B 42, 10329 (1990).
17] E. T. Goodwin, Proc. Cambridge Philos. Soc. 35, 221 (1939).
18] E. T. Goodwin, Proc. Cambridge Philos. Soc. 35, 232 (1939).
19] S. G. Davison and M. Steslicka, Basic Theory of Surface States (Clarendon 
Press, Oxford, 1992).
20] F. Nori and J. P. Rodriguez, Phys. Rev. B 34, 2207 (1986).
21] M. Kohmoto, L. P. Kadanoff, and C. Tang, Phys. Rev. Lett. 50, 1870 (1983).
22] S. Ostlund, R. Pandit, D. Rand, H. J. Schnellnhuber, and E. D. Siggia, Phys. 
Rev. Lett. 50, 1873 (1983).
23] M. Kohmoto and J. R. Banavar, Phys. Rev. B 34, 563 (1986).
24] J. A. G. Roberts, Physica A 228, 295 (1996).
25] Q. Niu and F. Nori, Phys. Rev. Lett. 57, 2057 (1986).
26] H. R. Ma and C. H. Tsai, J. Phys. C 21, 4311 (1988).
27] K. Bajema and R. Merlin, Phys. Rev. B 36, 4555 (1987).
28] Y. Liu and R. Riklund, Phys. Rev. B 35, 6034 (1987).
29] F. Piechon, M. Benakli, and A. Jagannathan, Phys. Rev. Lett. 74, 5248 
(1995).
30] A. Süto, in Beyond Quasicrystals: Les Houches, March 7-18, 1994, edited 
by F. Axel and D. Gratias (Springer Verlag, 1995), chapter 17.
31] T. C. Choy, Phys. Rev. Lett. 55, 2915 (1985).
32] V. Kumar and G. Athithan, Phys. Rev. B 35, 906 (1987).
33] M. Kohmoto and B. Sutherland, Phys. Rev. Lett. 56, 2740 (1986).
34] M. Kohmoto, Int. J. Mod. Phys. B 1, 31 (1987).
35] M. Arai, T. Tokihiro, T. Fujiwara, and M. Kohmoto, Phys. Rev. B 38, 1621 
(1988).
[36] T. Rieth and M. Schreiber, Phys. Rev. B 51, 15827 (1995).
66 Bibliography
Bibliography 67
[37] T. Odagaki and D. Nguyen, Phys. Rev. B 33, 2184 (1986).
[38] T. Odagaki, Solid State Commun. 60, 693 (1986).
[39] M. Kohmoto and B. Sutherland, Phys. Rev. B 34, 3849 (1986).
[40] Y. Liu and P. Ma, Phys. Rev. B 43, 1378 (1991).
[41] G. G. Naumis, R. A. Barrio, and C. Wang, Phys. Rev. B 50, 9834 (1994).
[42] J. Q. You, F. Nori, and C.-H. Lam, Mater. Sci. Forum 150-151, 435 (1994).
[43] A. K. Yildiz and J. L. Beeby, Philos. Mag. B 74, 387 (1996).
[44] O. Entin-Wohlman, M. Kleman, and A. Pavlovitch, J. Phys. (France) 49, 
587 (1988).
[45] T. Rieth, Ph.D. thesis, Technical University Chemnitz-Zwickau, 1996.
[46] T. Rieth and M. Schreiber, J. Phys.: Condens. M atter 10, 783 (1998).
[47] T. Fujiwara, Phys. Rev. B 40, 942 (1989).
[48] T. Fujiwara, J. Non-Cryst. Solids 153-154, 390 (1993).
[49] T. Fujiwara, S. Yamamoto, and G. T. de Laissardiere, Phys. Rev. Lett. 71, 
4166 (1993).
[50] D. Mayou, C. Berger, F. Cyrot-Lackmann, T. Klein, and P. Lanco, Phys. 
Rev. Lett. 70, 3915 (1993).
[51] T. Fujiwara, T. Mitsui, and S. Yamamoto, Phys. Rev. B 53, R2910 (1996).
[52] J. Hafner and M. Krajci, Phys. Rev. Lett. 6 8 , 2321 (1992).
[53] M. Krajci, M. Windisch, J. Hafner, G. Kresse, and M. Mihalkovic, Phys. 
Rev. B 51, 17355 (1995).
[54] G. H. Li, H. F. He, Y. P. Wang, L. Lu, S. L. Li, X. N. Jing, and D. L. Zhang, 
Phys. Rev. Lett. 82, 1229 (1999).
[55] D. N. Dadydov, D. Mayou, C. Berger, C. Gignoux, A. Neumann, A. G. M. 
Jansen, and P. Wyder, Phys. Rev. Lett. 77, 3173 (1996).
[56] R. Escudero, J. C. Lasjaunias, Y. Calvayrac, and M. Boudard, J. Phys.: 
Condens. M atter 11, 383 (1999).
[57] S. Yamamoto and T. Fujiwara, Phys. Rev. B 51, 8841 (1995). In this paper 
the center model is studied. There is no reason to  believe tha t the center 
model has fundamentally different properties than the vertex model.
[58] H. Tsunetsugu, T. Fujiwara, K. Ueda, and T. Tokihiro, J. Phys. Soc. Jpn. 
55, 1420 (1986). In this paper the center model is studied.
[59] H. Tsunetsugu, T. Fujiwara, K. Ueda, and T. Tokihiro, Phys. Rev. B 43, 
8879 (1991). In this paper the center model is studied.
[60] See R. Winkler, J. Phys.: Condens. M atter 5, 2321 (1993) and references 
therein.
[61] J. Kellendonk, Commun. Math. Phys. 187, 115 (1997).
[62] J. H. Wilkinson and C. Reinsch, Handbook for Automatic Computation 
(Springer, Berlin, 1971), Vol. 2, p. 95.
[63] M. Krajci and T. Fujiwara, Phys. Rev. B 38, 12 903 (1988).
[64] G. T. de Laissardiere and T. Fujiwara, Phys. Rev. B 50, 5999 (1994).
[65] J. Hafner and M. Krajci, Phys. Rev. B 47, 11 795 (1993).
[66] Z. M. Stadnik, D. Purdie, M. Garnier, Y. Baer, A.-P. Tsai, A. Inoue, K. 
Edagawa, and S. Takeuchi, Phys. Rev. Lett. 77, 1777 (1996).
[67] R. Haerle and P. Kramer, Phys. Rev. B 58, 716 (1998).
[68] V. Elser and C. L. Henley, Phys. Rev. Lett. 55, 2883 (1985).
[69] J. E. S. Socolar and P. J. Steinhardt, Phys. Rev. B 34, 617 (1986).
[70] M. A. Marcus, Phys. Rev. B 34, 5981 (1986).
[71] O. Jepsen and O. K. Andersen, Solid State Commun. 9, 1763 (1971).
[72] P. Blüchl, O. Jepsen, and O. K. Andersen, Phys. Rev. B 49, 16 223 (1994).
[73] H. J. Monkhorst and J. D. Pack, Phys. Rev. B 13, 5188 (1976).
[74] S. J. Poon, Advances in Physics 41, 303 (1992).
[75] R. Kondo, T. Hashimoto, K. Edagawa, S. Takeuchi, T. Takeuchi, and U. 
Mizutani, J. Phys. Soc. Jpn. 6 6 , 1097 (1997).
[76] T. C. Choy, Phys. Rev. B 35, 1456 (1987).
[77] H. Tsunetsugu and K. Ueda, Phys. Rev. B 38, 10109 (1988).
[78] H. Tsunetsugu and K. Ueda, Phys. Rev. B 43, 8892 (1991).
[79] G. Kasner, H. Schwabe, and H. Bottger, Phys. Rev. B 51, 10454 (1995).
[80] H. Schwabe, G. Kasner, and H. Büttger, Phys. Rev. B 56, 8026 (1997).
68 Bibliography
Bibliography 69
[81] H. Schwabe, G. Kasner, and H. Büttger, Phys. Rev. B 59, 861 (1999).
[82] H. U. Baranger and A. D. Stone, Phys. Rev. B 40, 8169 (1989).
[83] P. A. Lee and D. S. Fisher, Phys. Rev. Lett. 47, 882 (1981).
[84] M. Senechal, Quasicrystals and geometry (Cambridge University Press, 
Cambridge, 1995).
PUBLICATIONS
This thesis is based on:
•  E. S. Zijlstra, A. Fasolino, and T. Janssen: ‘Existence and localization of 
surface states on Fibonacci quasicrystals: A tight-binding study’, Phys. 
Rev. B 59, 302 (1999);
•  E. S. Zijlstra and T. Janssen: ‘Density of states and localization of electrons 
in a tight-binding model on the Penrose tiling’, Phys. Rev. B 61, 3377 
(2000);
•  E. S. Zijlstra and T. Janssen: ‘Localization of electrons and influence of sur­
face states on the density of states in a tight-binding model on the Penrose 
tiling’, in Proceedings of the 7th International Conference on Quasicrystals, 
Elsevier, 2000, edited by F. Gaühler, P. Kramer, H.-R. Trebin, and K. Urban 
(in press);
•  E. S. Zijlstra and T. Janssen: ‘Non-spiky density of states of an icosahedral 
quasicrystal’, Europhys. Lett. (in press);
•  E. S. Zijlstra and T. Janssen: ‘Electronic properties of the three-dimensional 
Penrose tiling’, in Proceedings of Aperiodic 2000, Gordon and Breach, 2001, 
edited by A. Fasolino and T. Janssen (in press).
At the beginning of each chapter a footnote indicates which articles were used.
INDEX
AlCuFe, 50, 54 
AlCuLi, 49, 61 
AlMn, 1, 49 
AlNiCo, 21 
AlPdMn, 50, 57, 61 
AlPdRe, 61 
AlZnMg, 50
Ammann-Kramer tiling, 3 
approximant, 7, 9, 13, 23, 27, 28, 35,
49-53, 55, 59, 62 
definition of, 4 
Arai, 29
Büottger, 62
band diagonal form, 25 
Bario, 37
bipartite property, 20, 25, 51 
Blech, 1
Bloch’s theorem, 4 
Boltzmann transport theory, 21 
bulk state, 45
Cahn, 1
center model, 4, 23, 62 
Choy, 61, 62 
conductivity, 1, 2, 61-64
finite-size fluctuations, 63 
length dependence of, 62 
scaling of, 62 
contour integration, 31, 35 
convergence, 27, 51, 53 
critical wave function, 8 , 23, 35, 37,
59, 60, 62 
cubic approximant, 51-54, 56-57 
space group, 51, 52, 56, 57
2p norm , 22 cubic symmetry, 1 
cut-and-project method, 23-25, 51, 
56
Dadydov, 50 
Danzer, 3 
Danzer tiling, 62 
De Laissardiere, 50, 62 
decagonal phase, 2 
decagonal symmetry, 1 
delocalized state, 37 
density of states, 2, 20-22, 25-29, 45, 
50-55, 57, 61, 62 
less spiky than expected, 35 
non-spiky, 49-55 
normalization, 25 
smooth, 45, 54, 55 
spiky, 2, 21, 22, 46, 49, 50, 53, 
55, 57
diagonalization, 8 , 11, 13, 25 
dispersionless bands, 21 
dodecagonal symmetry, 1 
Dyson equation, 63
electron diffraction, 1 
electron scattering, 22 
electronic transport, 50 
Escudero, 50
extended wave function, 35, 37, 59,
60, 62
Fermi energy, 61, 62, 64 
Fibonacci chain, 2, 3, 6-19 
Cantor set spectrum, 8 
definition of, 7 
Fibonacci number, 7, 56 
flatness of bands, 21
72 Index
frustration, 37
Fujiwara, 21, 22, 27, 49-51, 62
gap, 10, 11, 15, 19, 28, 29, 62 
gap labeling, 29
generalized eigenvalue problem, 31 
generalized participation ratio, 22, 23, 
35, 37, 59 
golden mean t  ,51 
Gratias, 1 
Green function, 63
Hafner, 21, 27, 50 
Hamiltonian, 4, 7 
Harwell Subroutine Library, 31 
histogram, 21, 28
icosahedral phase, 1, 4, 61 
icosahedral quasicrystal, 1, 2, 49-55,
61
icosahedral symmetry, 1, 50 
IDOS, 28, 29 
inflational symmetry, 8 
integrated density of states, see IDOS
Janssen, 23
Kasner, 62 
Krajci, 50, 51, 57 
Kubo formula, 61, 63
Landauer method, 62, 63 
LAPACK, 25, 31 
lattice periodicity 
absence of, 4, 7 
definition of, 1 
lead line, 62-64
linear muffin-tin orbital study, 49, 
50, 57
local density of states, 22, 45, 46 
localization, 22, 29-35, 37, 61 
localization length, 7, 11, 13, 15, 19 
hierarchy of, 15, 19 
localized state, 37
longe-range order, 1
magnetic field, 62 
matching rules
violation of, 21, 25 
m atrix inversion, 63 
multigrid method, 23
N , 51-54, 62, 64 
Naumis, 37 
Niu, 8 , 15 
N k , 51-54
non-crystallographic symmetry, 1 
non-cubic approximant, 51, 53, 54, 
63
Nori, 8 , 15
number of states, see IDOS
octagonal symmetry, 1 
off-site model, 3, 7-9 
on-site model, 7
p8, 35, 37, 59, 60 
participation number, 22 
participation ratio, 22, 23, 29, 35, 37 
scaling of, 29, 59 
Penrose tiling, 3, 20-37, 45, 52, 53, 
55, 61, 62, 64 
periodic Penrose lattice, 21-23, 25, 
27, 29, 35, 45, 62 
phason flip, 62 
phason strain, 22, 62 
photo-emission spectroscopy, 21, 50 
Piechon, 9
point contact experiments, 50 
pseudogap, 2 , 61
quasicrystal
definition of, 1
randomness, 22 
relaxation time t  ,61 
renormalization-group method, 8 
resolution, 50, 54, 55, 57
Index 73
scatterer, 62-64 
Schreiber, 21, 35, 59 
Schwabe, 62
semi-periodic Penrose lattice, 62
Shechtman, 1
Shockley model, 8
smearing, 51
special k  points, 52, 57
Stadnik, 50, 54
strictly localized states, 20, 51 
structural quality, 2 
substitution rules, 7 
surface, 21, 22, 27, 35, 45, 46 
surface effects, 4 
surface resonance, 22, 35, 45 
surface state, 6- 8 , 13, 15, 19, 22, 35, 
45, 46
system of linear equations, 31, 63
Tamm model, 8 
Thouless number, 62 
three-dimensional Penrose tiling, 3,
50-57, 59, 60, 63, 64 
tight-binding model, 3, 7, 13 
transfer matrix method, 8-11 
transmission matrix t, 63 
transport
unexpected properties, 1 
Tsunetsugu, 62
tunneling experiments, 21, 45, 50 
Ueda, 62
Van Hove singularities, 28 
vertex model, 3, 4, 20, 21, 37, 51, 61,
62
virtual induced gap state, 7, 19 
Wang, 37
weak metallic behavior, 61
R ieth , 21, 35, 59 Yamamoto, 22, 27, 62 
ZnMgY, 61
x-ray spectroscopy, 21

SAMENVATTING
Elektronische eigenschappen van quasikristallen
Een quasikristal is een materiaal met een geordende structuur, maar de ato­
men liggen niet - zoals in een kristal - op een periodiek rooster. Figuur 34 laat een 
deel van de Penrose-betegeling zien, een quasiperiodiek rooster dat in 1974 door 
Roger Penrose is bedacht.84 In 1984 werd het eerste quasikristal bij toeval in een 
laboratorium ontdekt. Het onderzochte materiaal bestond uit 86% aluminium 
en 14% mangaan en had een structuur die verwant is aan de Penrose-betegeling. 
Op dit moment zijn er honderden quasikristallen bekend, waarvan de meeste 
bestaan uit aluminium en een of meer andere metalen. In het algemeen gelei­
den deze quasikristallen warmte en elektrische stroom slecht. Ook zijn ze hard, 
breekbaar en zwart (lichtabsorberend). Een belangrijke vraagstelling in de vaste 
stoffysica is of deze eigenschappen verklaard kunnen worden uit de quasikristal- 
lijne structuur, en zo ja, hoe. Dit proefschrift houdt zich met deze vragen bezig 
aan de hand van drie modelsystemen: de Fibonacci-keten, de twee-dimensionale 
Penrose-betegeling (figuur 34a) en de drie-dimensionale Penrose-betegeling.
De Fibonacci-keten is een een-dimensionaal model voor een quasikristal. Het 
is bekend dat de banen van elektronen zich in dit systeem niet over het hele qua­
sikristal uitstrekken, m aar dat ze ook niet exponentieel gelokaliseerd zijn. Er is 
sprake van een tussengeval: lokalisatie volgens een machtswet. Men zegt ook wel 
dat de golffuncties kritisch zijn. Aan een nul-dimensionaal oppervlak komen wel 
gelokaliseerde toestanden voor, de zogenaamde oppervlaktetoestanden. Hoofd­
stuk I laat zien hoe deze toestanden gekarakteriseerd kunnen worden door middel 
van een lokalisatielengte die alleen afhangt van de energie en die gevonden kan 
worden met de transfer-matrixmethode.
Hoofdstuk II behandelt lokalisatie van elektronen op de twee-dimensionale 
Penrose-betegeling. Golffuncties zouden volgens een analyse gebaseerd op frus- 
tratie41 gelokaliseerd zijn als ze een lage energie hebben, terwijl banen van elek­
tronen met een energie hoger dan een bepaalde drempelwaarde zich over het hele 
quasikristal zouden uitstrekkenen. Numerieke berekeningen daarentegen wezen 
op kritische toestanden voor elke beschikbare energie in het spectrum .45,46 Door 
middel van een numerieke truuk die in hoofdstuk II uitgelegd wordt, kan met erg 
grote systemen gerekend worden. De resultaten ondersteunen de analyse op basis 
van frustratie en ze laten zien waarom voor kleine systemen verkeerde conclusies 
voor de hand liggen.
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Figuur 34: Een deel van de twee-dimensionale Penrose betegeling (a) en een 
periodiek rooster (b).
De theoretische voorspelling47 dat de elektronische toestandsdichtheid van 
elk quasikristal een sterk fluctuerende, gepiekte functie zou zijn, heeft na het be­
schikbaar komen van voldoende nauwkeurige meetresultaten, die op geen enkele 
manier met de voorspelling te rijmen waren, geleid to t een controverse tussen 
theoretische en experimentele fysici. Hoofdstuk II laat zien dat de elektronische 
toestandsdichtheid van de twee-dimensionale Penrose-betegeling inderdaad een 
scherp gepiekte functie is. De pieken worden iets minder hoog in grotere syste­
men, maar ze verdwijnen niet. Omdat de meeste metingen aan een oppervlak ge­
daan worden, en dus gevoelig zijn voor dat oppervlak, is in hoofdstuk III de lokale 
toestandsdichtheid aan een een-dimensionaal oppervlak van de twee-dimensionale 
Penrose-betegeling berekend. We vonden dat deze functie weliswaar gladder is 
dan de totale toestandsdichtheid, maar niet zo glad dat de controverse daarmee 
was opgelost. Ook berekeningen aan de drie-dimensionale Penrose-betegeling, 
een generalisatie van de twee-dimensionale Penrose-betegeling, in Hoofdstuk V 
reproduceren de theoretisch voorspelde pieken in de toestandsdichtheid. Maar 
in hoofdstuk IV wordt aangetoond dat deze pieken verdwijnen als de berekening 
wordt verbeterd, dat wil zeggen, wanneer grotere systemen op een nauwkeurige 
wijze - met voldoende k  punten - worden onderzocht. De oorzaak voor de hier­
boven beschreven controverse lijkt hiermee dus aan onvoldoende nauwkeurige 
berekeningen en daarop gebaseerde voorspellingen te liggen.
In de hoofdstukken VI en VII worden lokalisatie van elektronen in en geleiding 
door de drie-dimensionale Penrose-betegeling berekend. Het blijft echter ondui­
delijk of de quasikristallijne structuur experimenteel gemeten eigenschappen van 
quasikristallen kan verklaren.
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