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We review the specific problems that arise when studying instantons on a torus. We discuss how the Nahm
transformation shows that no exact charge one instanton on T 4 can exist. However, taking one of the directions
(the time) to infinity, it can be shown that vacuum to vacuum tunnelling solutions exist. A precise description of
the moduli space for T 3 × IR, studied numerically using lattice techniques, remains an interesting open problem.
New is an explicit application of the Nahm transformation to (anti-)selfdual constant curvature solutions on T 4
and a discussion of its properties relevant to instantons on T 3 × IR.
1. Introduction
Instantons and monopoles have become impor-
tant mathematical tools to study invariants of
four dimensional manifolds [1,2]. This is due to
the fact that their moduli space (the parameter
or solution space) depends on the space-time on
which the self-duality equations are studied. To
some extent we can compare [3] the situation with
the study of harmonic forms on a manifold and
its relation to the DeRham cohomologies. Like
in that case, also here there are certain spaces
for which there are no solutions to the equations
studied.
The torus T 4 turns out to be an example where
the moduli space for instantons of unit charge is
empty. For higher charges existence was proved
by Taubes [4] quite some time ago. The general
proof for existence takes a small localized instan-
ton from IR4 that is matched smoothly to the flat
connection of the trivial bundle. In particular if
the moduli space of flat connections has non-zero
dimension, there can be obstructions against this
procedure. This generally occurs when H2(M,ZZ)
is non-trivial, as the trace of the Wilson loop for
a flat connection can be non-trivial when the loop
cannot be contracted to a point.
Using the Nahm transformation [5], it can be
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proven that indeed charge one instantons do not
exist for T 4. The Nahm transformation will be
reviewed in the next section (see also refs. [6]).
It maps self-dual solutions on T 4 to self-dual so-
lutions on the dual torus [7,8]. This map is an
involution, i.e. its square is the identity, and it
preserves metric and hyperKa¨hler structures of
the moduli spaces [9].
From the physical point of view it is somewhat
disturbing, in particular when scaling up the vol-
ume to sizes much bigger than 1/ΛQCD, that the
existence would depend on the geometry of space-
time. The point is of course that one can get ar-
bitrarily close to a solution, for sufficiently large
volumes, but an exact solution is only achieved
in the singular limit. Nevertheless, the obstruc-
tion against the existence of a solution is rela-
tively mild. For twisted boundary conditions [10],
the existence of charge one instantons can be un-
derstood from the fact that any twist removes
the continuous degeneracy in the moduli space
of (four dimensional) flat connections, removing
the obstruction to glueing in a localized instan-
ton [11]. Twisting the boundary conditions in the
time direction provides the proper framework for
understanding the existence of charge one instan-
ton solutions on T 3 × IR, as was confirmed by
numerical lattice studies [12].
The physical picture is most simply explained
at infinite time. To keep the action of the imagi-
nary time solution finite, the magnetic (and elec-
2tric) energy should vanish at either end. This
means that the connections at these ends are
flat connections on T 3, whose moduli space is
an orbifold (for SU(2) it is T 3/Z2), most con-
veniently parametrized by the trace of the Wil-
son loops along the three generators of the three-
torus. When twisting in the time direction, at
least one of these Wilson loops is required to have
opposite signs at the two ends, somewhat mis-
leadingly this can be compared to anti-periodic
boundary conditions. Apparently, instanton solu-
tions are not compatible with periodic boundary
conditions. From the Hamiltonian point of view,
in the A0 = 0 gauge, there is no difference be-
tween the twisted and periodic case, except that
in the periodic case the trace of the Polyakov
loops at t = ±∞ are identical and for the twisted
case opposite in sign. In particular the sphaleron
giving the saddle point, or minimal barrier that
separates two vacua, is obtained by solving the
static Yang-Mills equations on the (untwisted)
three-torus [13]. This sphaleron would not ex-
ist in an infinite volume, but the finite volume
breaks the classical scale invariance, which also
implies that the scale parameter of the instanton
is no longer associated to a symmetry, but it is
still a non-trivial moduli parameter.
An interesting open problem remains if there
are solutions on T 3 × IR that can not be com-
pactified to T 4, with twist in the time.
2. The Nahm transformation
It is convenient to view T 4 as IR4/Λ, where
Λ = ⊕4µ=1ZZeµ is a four dimensional lattice. The
connection one-forms ω(x) = Aµ(x)dxµ are in-
variant up to a gauge transformation under trans-
lation over a lattice vector. These gauge trans-
formations, also called cocycles, satisfy cocycle
conditions so as to assure one has an appropriate
principal fiber bundle over the torus:
ω(x+ λ) = gλ(x)(ω(x) + d)g
−1
λ (x),
gλ+µ(x) = gλ(x+ µ)gµ(x), λ, µ ∈ Λ. (1)
We will consider anti-selfdual connections with
gauge group SU(N) whose curvature satisfies
Ω = dω + ω ∧ ω = −∗Ω. (2)
In local coordinates the curvature is given in
terms of the field strength by Ω= 1
2
Fµνdxµ∧dxν ,
whereas ∗Ω is defined similarly in terms of the
dual of the field strength, F˜µν = 1
2
εµνλσFλσ . The
topological charge k is given by the integral over
the second Chern class, k =
∫
Tr
(
Ω
2πi ∧ Ω2πi
)
.
The Nahm transformation, ωˆ ≡ Nω, will define
a connection on the dual torus Tˆ 4 = IR4/Λˆ, where
Λˆ = {µ ∈ IR4| < µ, λ >∈ ZZ, ∀λ ∈ Λ} (3)
is the lattice dual to Λ. We will show that ωˆ is
a SU(k) anti-selfdual connection with topologi-
cal charge N . The rank of the gauge group and
the topological charge are therefore interchanged
under the Nahm transformation. If we denote
by MN,k the moduli space of SU(N) charge k
instantons, the Nahm transformation induces a
map between moduli spaces, N :MN,k→Mk,N ,
which is an involution that preserves the natural
metric and hyperKa¨hler structure of the moduli
space [9]. The dimension of the moduli space,
4Nk, is indeed symmetric under interchanging k
and N .
We will now explain the essential ingredients
of the Nahm transformation. The starting point
is that a charge k (anti-)instanton has k (nega-
tive) positive chirality zero-modes for the mass-
less Dirac equation, which is most conveniently
written in the Weyl format. We introduce the
four unit quaternions σµ, with σ0 = 12 and
σi = −iτi, where τi are the usual Pauli-matrices.
The Weyl operators are given by D− ≡ D and
D+ ≡ −D†, with
D ≡ σµDµ(A) = σµ(∂µ +Aµ). (4)
Hence, in the background of a charge k instanton
there are k independent solutions to DΨ = 0. For
Ψ(x) to be defined as a two-spinor on the torus
one requires Ψ(x + λ) = gλ(x)Ψ(x). One now
adds a spectral parameter zµ ∈ IR4 in the form of
a flat abelian connection
ωz = ω + 2πizµdx
µ, (5)
which leaves the curvature unchanged, Ωz = Ω,
and in particular anti-selfdual. Hence there is a
smooth family of k fermionic zero-modes
DzΨ
(i)
z (x)=σµ(∂µ+Aµ+2πizµ)Ψ
(i)
z (x)=0. (6)
3From this family one construct a connection ωˆ by
Aˆijµ (z) =
∫
T 4
d4x Ψ
i
z(x)
† ∂
∂zµ
Ψ(j)z (x). (7)
This can be seen to form a connection on the dual
torus using the fact that the Ψ
(i)
z (x) form a com-
plete orthogonal set of solutions of the Weyl equa-
tion and the observation that e−2πix·λˆΨ
(i)
z (x) ∈
ker Dz+ˆλ, such that
Ψ
(i)
z+ˆλ
(x) = e−2πix·λˆΨ(j)z (x)S
ji
λˆ
(z), (8)
with Sλˆ(z) a unitary k × k matrix, which defines
the (inverse) of the cocycle for ωˆ ≡ Aˆµ(z)dzµ as
a connection on Tˆ 4
Aˆµ(z + λˆ) = S
−1
λˆ
(z)(Aˆµ(z) +
∂
∂zµ
)Sλˆ(z). (9)
We can use the Atiyah-Singer family index the-
orem [14] to relate the Chern character of the
bundle E, associated with the connection ω to
the Chern character of the bundle Eˆ, associated
with the connection ωˆ. For this it is necessary to
assume that ω is 1-irreducible or WFF (without
flat factors [1]), which is equivalent to stating that
cokerDz=ker D
+
z =0, implying that Eˆz≡ker Dz
is smooth (remember that the index theorem
states that k = dim ker D− − dim ker D+). One
can view ωz as a connection over T
4 × Tˆ 4, where
the abelian part has a curvature 2πidzµ ∧ dxµ
(forming the so-called Poincare´ bundle P [9]). It
now follows that
ch(Eˆ) =
∫
T 4
ch(E) ∧ ch(P). (10)
This is easily seen to interchange the rank and
topological charge between the original and Nahm
bundles. Also the first Chern classes will be re-
lated, but we will assume that E is a SU(N) bun-
dle, for which the first Chern class vanishes. The
family index theorem guarantees that the Nahm
bundle Eˆ also has vanishing first Chern class,
from which it follows that Eˆ is a SU(k) bundle
with topological charge N . If, however, the first
Chern class does not vanish (in which case the
topological charge should be determined from the
first Pontryagin class), one has [9]
c1(Eˆ) = −
∫
T 4
(dzµ ∧ dxµ)2 ∧ c1(E). (11)
A direct corollary is now that charge 1 instan-
tons cannot exist on T 4. Suppose they would ex-
ist. The Nahm bundle would give rise to a U(1)
bundle of charge N , which is impossible as the
first Chern class vanishes and U(1) bundles have
always vanishing second Chern class.
The family index theorem only provides topo-
logical information on the Nahm bundle obtained
from an anti-selfdual connection ω. To demon-
strate that ωˆ is also an anti-selfdual connection,
a little more work is needed. As some of the in-
gredients will be important for the formulation of
the Nahm transformation on T 3 × IR we provide
a few details necessary to understand this beauti-
ful result due to Nahm, who originally introduced
his transformation for the study of monopoles,
as a generalization [5,6] of the ADHM construc-
tion [15]. A crucial ingredient is formed by the
Weitzenbo¨ck formula
D−z D
+
z = D
2
µ(Az) + σ[µσ
†
ν]Fµν , (12)
using σµσ
†
ν = δµν+σ[µσ
†
ν]. Since σ[µσ
†
ν] ≡ σiηiµν is
a selfdual tensor, we see that D−z D
+
z = D
2
µ(Az).
Its kernel is trivial for ω WFF and the Greens
function Gz = (D
−
z D
+
z )
−1 commutes with the
quaternions σµ.
It is now remarkably simple to show that ωˆ is
also anti-selfdual
Ωˆij(z) = dˆωˆ+ ωˆ∧ ωˆ =< dˆΨ(i)z |1−P |dˆΨ(j)z >,(13)
where
dˆ ≡ dzµ ∂
∂zµ
, P ≡ |Ψ(k)z >< Ψ(k)z |. (14)
One easily shows that
P = 1−D+z GzDz, (15)
DzdˆΨ
(i)
z = [Dz, dˆ]Ψ
(i)
z = −2πiσµΨ(i)z dzµ,
such that
Fˆ ijµν(z) = 8π
2 < Ψ(i)z |σ†[µσν]Gz |Ψ(j)z > . (16)
There are two essential ingredients that enter
these manipulations. First, on T 4 we can perform
partial integrations without picking up bound-
ary terms. Second, Gz = (D
−
z D
+
z )
−1 commutes
with the quaternions. Anti-selfduality immedi-
ately follows from the fact that σ†[µσν] ≡ σiη¯iµν is
4an anti-selfdual tensor. When one or more space-
time directions become non-compact, boundary
terms complicate the construction [5,6]. For T 4,
applying the Nahm transformation the second
time (in case of non-compact directions this re-
quires modification), it can be shown that N 2ω =
ω, and the explicit form of Ψˆx(z) in terms of
Ψz(x) allows one to show that metric and hy-
perKa¨hler structures of the moduli spaces are pre-
served under N [9].
We note that in the case of twisted boundary
conditions [10], it is not possible to construct the
Nahm transformation, as the fields need to be
invariant under the center of the gauge group,
which is not the case for the fermionic zero-modes
required for the construction of ωˆ. Nevertheless,
for gauge theories on T 3×IR, where we have peri-
odic boundary conditions in the space directions
and non in the time directions, we can attempt to
construct a variant of the Nahm transformation,
as will be discussed in the last section.
3. Explicit example
In general no explicit (anti-)selfdual connec-
tions on T 4 are known. However, for some
choices of the periods Λ (or equivalently for some
choices of metrics), constant curvature solutions
exist [16]. A complete classification for SU(2)
was given in ref. [17]. Under deformations of Λ
these connections remain solutions, but are no
longer (anti-)selfdual. In absence of twist, that is
as proper SU(2) (rather than SU(2)/Z2=SO(3))
bundles, their topological charge is always even.
They have U(1) holonomy, as there exists a gauge
in which they are abelian. Consequently they are
examples of so-called reducible connections, giv-
ing rise to singular points in the moduli space [1].
The term reducible derives from the fact that
these bundles decompose in the direct sum of
U(1) line bundles E = L ⊕ L−1, see ref. [1].
As the Nahm transformation preserves the metric
structure of the moduli spaces, reducible connec-
tions should be mapped to reducible connections.
This implies that the Nahm transformation of a
(anti-)selfdual constant curvature connection is
expected to be also a (anti-)selfdual constant cur-
vature connection, to be illustrated in this section
with the help a simple explicit example for SU(2)
and topological charge 2.
We consider on T 4 = IR4/ZZ4 the connection
Aµ(x) = − 12πinµνxντ3, n03 = n21 = 2, (17)
with the cocycles given by
gλ(x) = α(λ) exp(λµAµ(x)). (18)
The so-called bi-characters α are given by
α(λ) ≡ exp(− 1
2
πi
∑
µ<ν
λµnµνλν). (19)
As in the study of the fluctuations around the
constant curvature connections [17], the zero-
modes (and for that matter the whole spectrum)
of the Weyl operators can be expressed in terms
of theta functions. This is most simply seen by
introducing complex coordinates
y1 =
x3 + ix0√
2
, y2 =
x1 + ix2√
2
u1 =
z3 + iz0√
2
, u2 =
z1 + iz2√
2
(20)
and suitable creation and annihilation operators
ai = −i
√
2
(
∂
∂y¯i
+ π(yi + 2iui)
)
,
bi = −i
√
2
(
∂
∂yi
+ π(y¯i + 2iu¯i)
)
, (21)
which satisfy the commutation relations
[ai, a
†
j ] = 4πδij , [bi, b
†
j] = 4πδij , (22)
with all other commutators trivial. Hence all
eigenfunctions can be constructed, as for a har-
monic oscillator, in terms of the functions χz(x)
and χ∗−z(x), annihilated by respectively ai and bi,
χz(x) = exp(− 12π(x + nz)2)θu(y), (23)
where θu(y) is holomorphic in the complex coordi-
nates yi. Introducing isospin projection operators
I± ≡ 12 (1± τ3) one easily finds that
Dz =
(
a1 a
†
2
a2 −a†1
)
⊗I+ +
(
b†1 b2
b†2 −b1
)
⊗I−. (24)
With DzD
†
z = (a
†
iai+4π)⊗ I++(b†ibi+4π)⊗ I−,
one finds that the cokernel of Dz is trivial such
5that the Nahm transformation is well defined.
The splitting of Dz in isospin-up and down com-
ponents is a direct consequence of the fact that
A is a reducible connection. The associated line
bundle L has a section s(x) = χz(x) and the co-
cycle condition Ψz(x + λ) = gλ(x)Ψz(x) reduces
to
χz(x+ λ) = α(λ) exp(− 12πiλµnµνxν)χz(x), (25)
which implies that θu(y+qc) equals θu(y) up to a q
and z-dependent holomorphic factor, as required
for holomorphic θu(y). With qc we indicate the
complex two-vector constructed form q ∈ ZZ4 as
in eq. (19) (cmp. xc = y and (nz)c = 2iu). From
the general theory on θ-functions one finds that
dim ker ai = 1, such that χz(x) is unique up to
a (z-dependent) factor. For other choices of nµν
it can be easily shown that there are
√
det( 1
2
n)
such functions, as required by the index theorem,
see ref. [17] and references therein. Explicitly
χo(x) =
∑
q∈ZZ4
α(q)e−
1
2
π{ixnq+(x+q)2}, (26)
θo(y) =
∑
q∈ZZ4
α(q)e2πyq¯c−
1
2
πq2 ,
from which we can construct a smooth family of
zero-modes
χz(x) = e
−πixzχo(x+ 12nz). (27)
Its norm is independent of z and found to be [17]
χo(0) = (1.66925368)
2, obtained by working out
the sum over ZZ4 × ZZ4 in ∫
T 4
χ∗z(x)χz(x), such
that one of the sums allows one to extend the
integral over the unit cell to an integral over IR4,
and evaluate the gaussian integral over x.
We therefore find two normalized zero-modes
Ψ
(i)
ab (x; z) =< a, b, x|Ψ(i)z > for the Weyl operator
Dz. The spinor and isospin indices are denoted
by a and b. The only non-zero components are
Ψ
(1)
11 (x; z) = h(z)χz(x)/
√
χo(0),
Ψ
(2)
22 (x; z) = h
∗(z)χ∗z(x)/
√
χo(0), (28)
where h(z) is an arbitrary phase. This phase am-
biguity is equivalent to a gauge transformation in
the subgroup generated by σ3 (assigning a differ-
ent phase factor to Ψ
(2)
z will introduce in addition
a U(1) gauge component, generated by iσ0). We
will choose h(z) = 1.
One easily shows that eq. (25) holds2, and that
furthermore (note that α( 1
2
nq) = α(q))
χz+q(x) = α(q)e
−2πiqxe−
1
2
πiqnzχz(x). (29)
From this one easily deduces that (see eq. (8))
Sλ(z) = α(λ) exp(− 12πiλµnµνzντ3). (30)
As Sλ(z) = gˆ
−1
λ (z), we see that the cocycle for
the Nahm bundle is the inverse of the original co-
cycle (see eq. (18)). The topological charge is not
affected by this inversion. This can also be seen
from the explicit computation of the connection
ωˆ and its curvature Ωˆ. Using the fact that
∂µχo(x) = 12πinµνxνχo(x), (31)
it is almost trivial to show that
Aˆµ(z) = −Aµ(z), Fˆµν(z) = F˜µν(z). (32)
We could have anticipated the fact that the
curvature of the Nahm bundle is associated to
the dual of (and hence minus) the curvature of
the original reducible bundle. The line bundle
L of its reducible U(1) component has topologi-
cal charge 1, determined from the square of the
first Chern class, c1(L) = 14nµνdxµ ∧ dxν . The
above construction has given us the Nahm trans-
formation for this line bundle. Therefore we can
compute c1(Lˆ) from eq. (11), which is seen to give
the desired result, c1(Lˆ) = 14 n˜µνdzµ ∧ dzν .
The generalization to arbitrary constant cur-
vature connections is now straightforward and is
left to the reader.
2It should be noted that there are many representations of
the θ-function by a lattice sum. Any holomorphic function
r(y), under some mild conditions that guarantee conver-
gence of the lattice sum, gives a proper solution by defining
θ˜(y) =
∑
q∈ZZ4
α(q)e2πyq¯c−
1
2
πq2r(y+qc). For example,
this leads to the following alternative choice for a family of
solutions, χ˜z(q) =
∑
q∈ZZ4
α(q)e−
1
2
π{ixnq+(x+q+nz)2}.
The normalized solution χ˜z(x)/χ˜z(−nz)
1
2 is necessarily re-
lated to χz(x)/χo(0)
1
2 by a phase h(z). As χ˜z(−nz) van-
ishes whenever z0= z3= 12 or z1= z2=
1
2
, h(z) represents
a singular gauge transformation, also signaled by the fact
that χ˜z gives rise to a trivial cocycle, S˜λ(z) = 1. Yet, with
ˆ˜ω= 1
4
i∂µ log χ˜z(−nz)nµνdzν one does retrieve the correct
curvature, using that ∂ui∂u¯i log χ˜z(−nz) = −2πδij .
64. Numerical results
To warm up for our discussion of instantons on
T 3 × IR it is useful to first consider the case of
instantons for the O(3) non-linear sigma model
in two dimensions. The model is described by
a field that lives on S2, parametrized through
stereographic projection by a complex function
u(x+iy). Instantons [18] on IR2 are meromorphic
functions u(z) = c
∏
i(z − ai)/(z − bi), where the
topological charge equals the number of poles. A
standard result in complex function theory says
that a periodic meromorphic function with only
one pole cannot exist, ruling out the existence of
charge 1 instantons on T 2. Higher charged in-
stantons are constructed from the Weierstrass σ-
functions, see ref. [19].
From the Hamiltonian point of view, the classi-
cal vacuum is degenerate along the constant func-
tions on the circle S1. Its moduli space (the
equivalent of the space of flat connections on T 3)
is equal to S2, parametrized by a complex num-
ber. Charge 1 instantons, corresponding to vac-
uum to vacuum tunnelling events do, however,
exist for S1 × IR. Taking S1 = IR/2πZZ and in-
troducing z ≡ t+ ix one finds [20,21]
u(z) = −(c+ dez)/(a+ bez), ad− bc 6= 0. (33)
It follows that u(t→∞)=−d/b and u(t→−∞)=
−c/a, two different points in the classical vacuum.
As for IR2 the charge 1 instanton has six param-
eters, e.g. the complex ratios b/a, c/a and d/a,
two of which are associated to translations, and
three to O(3) rotations. The scale parameter is
no longer associated to a symmetry (as S1 has a
fixed size). A suitable parametrization of charge
one instantons [21] is found in terms of the polar
angle ϕ ∈ [0, π]
u(z) = ctg( 1
2
ϕ)− ez/ sin( 1
2
ϕ), (34)
chosen such that u(t→∞) =∞ (the north pole)
and u(t→−∞) = ctg( 1
2
ϕ), whereas u(0) is real
and the maximum of the energy occurs at t = 0.
This is seen to fix all symmetries. Other solutions
can be found by applying symmetry transforma-
tions to this basic solution. Apparently the angle
ϕ is related to the size of the instanton. On the
other hand, ϕ is the geodesic distance between
the points u(t→ ±∞) in the classical vacuum. A
suitable definition for the size ρ of the instanton
is given by [21] ρ(ϕ) = sin( 1
2
ϕ). We explicitly see
how the instanton is becoming singular if one tries
to impose periodic boundary conditions, ϕ → 0.
On the other hand for antipodal u(t → ±∞),
which are like anti-periodic boundary conditions,
the instanton has maximal size. In this limit the
energy profile is constant on S1 and the configu-
ration at t = 0 corresponds to a static solution of
the equations of motion with one unstable mode
in the direction of tunnelling. This configuration
is therefore a sphaleron, which gives the minimal
energy barrier to be taken along the tunnelling
path.
The situation for T 3 × IR is seen to be quite
similar. In the absence of exact results we have
used the lattice approximation to study the in-
stanton solutions numerically. Within the theory
of finite volume gauge theories [22] these instan-
ton solutions provide an essential ingredient to
go to larger volumes. Typically instantons be-
come dynamically relevant for the low-lying glue-
ball spectrum in volumes around one half to one
cubic fermi. The finite volume sphaleron [13] sets
the energy scale beyond which tunnelling effects
are no longer exponentially suppressed. The tun-
nelling path through the sphaleron [12] gives im-
portant information on the degrees of freedom
that need to be accounted for non-perturbatively.
For a recent review of the dynamical aspects see
ref. [23].
The standard Wilson action for the lattice is
a discrete approximation to the continuum ac-
tion. This discretization breaks the scale invari-
ance, such that the action of approximate instan-
ton solutions will weakly depend on the moduli
parameters. In particular the action is decreas-
ing as the scale parameter of the instanton is
lowered. As a consequence, looking for solutions
by lowering the action towards a local minimum
(called cooling [25]), moves the configuration to
(approximate) instantons of ever smaller size, at
some point “falling through the lattice”. To re-
verse the shrinking of instantons under cooling we
have introduced over-improved cooling [12]. This
is cooling with a modified lattice action, which
reverses the size of the scaling violations (rather
7than removing them to second order in the lat-
tice spacing). This is achieved by adding to the
standard Wilson action plaquettes of size 2 × 2,
with a relative coefficient of −1/40. As a conse-
quence, the cooling now increases the size of the
instanton, until it cannot grow further due to the
finite volume. Even on a lattice this provides an
exact solution. By scaling-up the number of lat-
tice points a rather good approximation to the
continuum solution can be found, because lattice
artefacts are small for large instantons.
Figure 1. Numerical results [12] (after scaling ap-
propriately with Ns) for the case of an 8
3 × 24
lattice with periodic boundary conditions, ob-
tained from over-improved cooling. In the top fig-
ure electric (EE(t) triangles) and magnetic (EB(t)
squares) energies are plotted. The tails are plot-
ted at an enlarged scale in the inset. In the lower
figure we plot C2(t) through two distinct spatial
points on the lattice.
We have clearly observed that the instanton
does not like to have periodic boundary condi-
tions in the time direction. As we discussed
before, the obstruction against the existence of
charge one instantons on T 4 seems to imply that
the configuration becomes peaked in the limit
that it tends to a solution. For the O(3) model
this persists even when time has an infinite ex-
tent. With the over-improved action this effect is
countered by the tendency of instantons to grow
under cooling. Indeed we found these effects to
balance each other at some point. Nevertheless,
the resulting lattice solution clearly shows devia-
tions from self-duality, see fig. 1.
As we already described in the introduction,
the classical vacua on T 3 are given by flat con-
nections. They can be parametrized by abelian
constant vector potentials Aflati = iCiτ3/L for
a three-torus of size L. Not all of these are
gauge inequivalent, and it is most convenient to
parametrize these flat connections by the Wilson
loops that close because of the periodic boundary
conditions (also called Polyakov loops) for each of
the three generating circles of the torus
Pi(x) ≡ 12 TrPexp{i
∫ L
0
Ai(x+ seˆi)ds}
≡ cos(Ci(x)/2). (35)
One easily finds that P flati (x) = cos(Ci/2). For
large extensions T in the time direction, the fi-
nite action of an instanton requires the potential
energy to go to zero at both ends, such that Ai
will approach a flat connection. As cooling brings
the configuration to a solution of the equations of
motion, one easily finds that restricted to the set
of flat connections, the electric field (∂tCi) has to
vanish too. Self-duality would require Ci to be-
come time-independent. From the lower part of
figure 1 it is clear that this is not the case for our
lattice solution. Indeed, it can be verified that the
slope of Ci(t) (only shown for i = 2) is entirely re-
sponsible for the electric energy in the tail regions
where the magnetic energy vanishes to a high ac-
curacy. It should be noted that for increasing T
(Nt lattice units) this so-called electric tail will go
down as 1/T 2 and from these numerical studies
we can not rule out if instantons do exist when
T→∞.
8Figure 2. Numerical results [12] for lattices with
Ns = 7 and 8 (and Nt = 3Ns), properly scaled
with Ns and using twisted boundary conditions
(n0i = 1). In the top figure electric (EE(t) squares
at Ns = 7 and triangles at Ns = 8) and magnetic
(EB(t) crosses at Ns = 7 and stars at Ns = 8)
energies are plotted. In the lower part we plot
C2(t) through a given spatial point.
Nevertheless, the situation is dramatically dif-
ferent when twisting the boundary conditions in
the time-direction, as demonstrated in fig. 2. Lat-
tice artefacts are seen to be very small by compar-
ing results on lattices with Ns = 7 and Ns = 8.
The electric tail has completely disappeared, as
can also be seen from the behaviour of Ci(t), and
the solution is perfectly self-dual. Twisting the
boundary conditions can be most simply achieved
in the A0 = 0 gauge by applying an anti-periodic
gauge transformation [10],
g(x) = exp{πi(x1+x2+x3)τ3/L} (36)
at t = T , properly transposed to the lattice. It
has the effect of changing the sign of all Polyakov
loops, Pi(t=T )=−Pi(t=0). One can also apply
a twist such that, say, only P1 is (anti-)periodic.
In all these cases instantons can be shown to exist.
Assuming that solutions persist under taking the
limit T →∞, this shows existence of instanton
solutions on T 3 × IR.
It is tempting to expect that solutions will exist
for any value of P flati . It would give a natural way
of counting the moduli parameters, adding a scale
parameter and the four translation parameters. It
should be said that this is not the way one counts
the parameters when glueing in a localized solu-
tion from IR4 to the flat four-dimensional connec-
tion. In this case there are three so-called attach-
ment parameters [4,11]. Assuming the conjecture
to be true, however, we can prove the existence
of an instanton solution on T 3 × IR with Pi = 0
at both ends. We have shown that this solution
cannot be compactified, as it is also compati-
ble with periodic boundary conditions. It might,
however, show the same behaviour on T 3 × IR in
approaching Pi(t→±∞) = 0 as the O(3) instan-
ton for ϕ→0. Over-improved cooling with twisted
boundary conditions will lead to a solution with
a fixed value of P flati , driven there by the well
defined (but hard to control) scaling violations.
Fixing P flati at the the two ends is easily imple-
mented on the lattice. For the continuum, in the
A0 = 0 gauge, one would need to apply a gauge
transformation with unit winding number to the
constant abelian representation of the flat con-
nection at t = T to admit an instanton. On the
lattice a smooth configuration can only be speci-
fied by requiring gauge invariant quantities to be
smooth. A quantity like the vector potential (on
the lattice encoded in link variables) is in gen-
eral not smooth, unless one imposes in addition a
“smoothing” gauge condition, like the Coulomb
gauge. It implies that configurations can be in
a singular gauge, with the singularity “hidden”
between the meshes of the lattice. In this way
the periodic boundary conditions of the lattice
are no obstacle for having smooth instanton con-
figurations.
Initially, fixed boundary conditions were intro-
duced to search for instantons with minimal en-
9ergy barrier to locate the sphaleron3. We can,
however, now also study solutions with |Pi| dif-
ferent at both ends. Our results indicate that,
like for the case of periodic boundary conditions,
solutions exist that become self-dual when T is
chosen sufficiently large. If this is also true in the
continuum remains to be seen, as we have insuffi-
cient control over interchanging the limits Nt and
Ns→∞.
Figure 3. The electric and magnetic energies ob-
tained after over-improved cooling for a lattice
of spatial size Ns = 8 with boundary conditions
fixed in the time direction to Pi = −1 at one
and Pi = 1 at the other end [13]. Results are for
Nt = 24 (squares for EE and crosses for EB, re-
spectively the upper and lower curves in the inset)
and Nt = 48 (triangles for EE and stars for EB,
respectively the middle upper and lower curves in
the inset).
3The sphaleron was also constructed more directly using
saddle-point cooling [13]. It was found to have the remark-
able property that the gauge invariant part of the magnetic
field, TrB2
k
(~x), is independent of the direction k for each
point ~x separately. Cubic invariance only requires this to
be the case for the average. So far we have been unable
to find an analytic expression for this sphaleron.
Since counting the number of moduli param-
eters (based on index theorems) in general re-
quires compact four-dimensional manifolds, it is
not ruled out that the moduli space of charge one
instantons on T 3× IR is of higher dimension than
eight. We should point out, however, that de-
spite of the similarities with the non-linear sigma
model, there is a marked difference. Different
points in the vacuum valley are not related by a
symmetry. Indeed, the shape of the static poten-
tial V (A) depends strongly on the position within
the vacuum valley. Our analysis has, however, es-
tablished that the instanton that corresponds to
tunnelling through the sphaleron is associated to
Pi(t→±∞) = ±1. These are rather special points
of the vacuum valley, with directions in field space
where V (A) shows quartic, rather than quadratic
behaviour. This also means that the approach of
the tunnelling path to these points in the vacuum
valley is not guaranteed to be exponential in time,
as seems to be confirmed by our numerical results
illustrated in fig. 3. Note that by forcing the con-
figuration to be in the vacuum valley at either end
(with P flati = ±1) we also destroy the self-duality,
in spite of the fact that the configuration in fig. 3
is compatible with twisted boundary conditions.
At finite T , instantons do no longer correspond to
vacuum-to-vacuum tunnelling solutions (it takes
an infinite time to exactly reach the vacuum).
It might very well be that in the continuum
only instantons with Pi(t→±∞) = ±1 will be ex-
act solutions. At the other extreme there seems
to be the possibility of having three additional
moduli parameters. From the physical point of
view the most urgent problem would be to get
some analytic hold on the instanton solution that
tunnels through the sphaleron, so as to be able to
take these effects into account beyond a semiclas-
sical approximation, mandatory when the wave
functionals of states that appear in the low-lying
spectroscopy will no longer be exponentially sup-
pressed near the sphaleron. For S3 × IR such a
study [26] has been recently shown to be fea-
sible [27]. Also from the mathematical point
of view, the properties of the moduli space for
T 3 × IR presents an interesting challenge. In the
next section we make some general observations
about the Nahm transformation in this context.
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5. The Nahm transformation on T 3 × IR
When time extends to infinity, the partial inte-
gration involved, going from eq. (13) to (16) can
pick up a boundary term,
Fˆ ijµν (z) = 8π
2 < Ψ(i)z |σ†[µσν]Gz|Ψ(j)z > (37)
− 4πi
∮
∂Ψ
(i)
z (x)†
∂z [µ
σ†λσν]
(
GzΨ
(j)
z
)
(x) d3λx.
This boundary term in general destroys the anti-
selfduality of Ωˆ. It is useful to review the situa-
tion for IR4, so as to get some insight in how the
Nahm transformation needs to be modified in the
presence of these boundary terms [5,6]. If Ψ(x) is
a normalized zero-mode of the Weyl operator D,
also e−2πizxΨ(x) is normalized and easily seen to
be a zero-mode of Dz. Hence
Ψz(x) = e
−2πizxΨ(x), (38)
Gz(x, y) = e
2πiz(y−x)G(x, y).
Compactifying to S4 and using conformal invari-
ance allows for a regular description of the gauge
field at infinity, after a suitable gauge transforma-
tion g(x) (with unit winding number). From this
a solution of the Weyl equation is seen to have
the following asymptotic behaviour [5,6]
Ψ(x) = σ†µxµg(x)
α
π
|x|−4+O(|x|−4), (39)
(GΨ)(x) = − 1
4
σ†µxµg(x)
α
π
|x|−2+O(|x|−3),
where α, associated to each zero-mode, is a con-
stant factor with spinor and isospin (i.e. group)
indices. We easily deduce from this that the
Nahmtransformed connection is z-independent
and that its curvature is no longer anti-selfdual
Aˆijµ =−2πi <Ψ(i)|xµ|Ψ(j)>, (40)
Fˆ ijµν = 8π
2<Ψ(i)|σ†[µσν]G|Ψ(j)>+π2α†σ[µσ†ν]α.
The boundary term in this case has added a self-
dual contribution to the anti-selfdual part that
was already present. Nevertheless, one can pro-
ceed to attempt to perform the Nahm transfor-
mation a second time. The Weyl operator now
becomes algebraic, Dˆ−x = σµ(Aˆµ +2πixµ), but
Dˆ−x Dˆ
+
x no longer commutes with the quaternions,
since Fˆµ,ν = [Aˆµ, Aˆν ] has a self-dual component.
In this way, applying the Nahm transformation
again will not give an anti-selfdual connection.
However, one can modify the Weyl operator as
follows [5,6]
ˆ˜D
−
x ≡
(
2πσ2α,Dˆ
−
x
)
=
(
2πσ2α, σµ(Aˆµ+2πixµ)
)
.(41)
This leads to the desired commutation with the
quaternions ( tr is the trace on the spinor indices)
ˆ˜D
−
x
ˆ˜D
+
x = 4π
2α⊗α†+(Aˆµ+2πi)2+σ[µσ†ν]Fˆµν
= (Aˆµ+2πi)
2−2π2 tr (α⊗α†), (42)
using σ[µσ
†
ν]Fˆµν = σ[µσ
†
ν]α
†σ[µσ
†
ν]α = −4τiα†τiα
and the completeness relation for the Pauli ma-
trices, τabi τ
cd
i =δadδbc− 12δabδcd. The Nahm trans-
formation can be shown to be complete and coin-
cides with the algebraic ADHM [15] construction.
It is also worthwhile to discuss the construc-
tion for monopoles [5], which are time indepen-
dent self-dual solutions on IR3. Here A0 plays
the role of the Higgs field, required to approach
a fixed length at infinity, which can always be
scaled to one. For SU(2) we therefore can choose
A0 →− 12 ig(x)τ3g−1(x), for r = |~x| → ∞, with
g(x) a non-trivial gauge transformation. As for
the instantons, one easily sees that Aˆµ(z) is in-
dependent of zi. The remaining parameter z=z0
would be expected to have infinite range. But for
Ψ ∈ kerDz, the asymptotic behaviour of the Weyl
equation is seen to require det(A0 + 2πiz) < 0,
in order for it to to admit normalizable zero-
modes [5,29], thus z ∈ (−π, π). Amazingly, the
BPS [28] monopole solution can be retrieved by
putting Aˆµ(z) = 0 as a solution to the one di-
mensional duality equations on this interval and
by performing the Nahm transformation [5].
For T 3× IR, eq. (37) will only give a non-trivial
boundary term from the λ=0 contribution. For
convenience we will choose T 3 = IR3/ZZ3, i.e.
L = 1. Like for IR4, the z0 dependence associated
with the non-compact time parameter, becomes
trivial, Ψz(x) = exp(−2πiz0t)Ψ~z(x). The Weyl
equation, with D~z its spatial part, reduces to
DzΨz(x) = e
−2πiz0t(∂0 +D~z)Ψ~z(x), (43)
in the A0=0 gauge, and we can study the zero-
modes in terms of the spectral decomposition of
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the spatial part of the Weyl equation, which for
a flat connection reduces, up to a gauge, to
D~z(A
flat)e2πi~p·~xΨs~z(~p)=e
2πi~p·~xEs~z(~p)Ψ
s
~z(~p), (44)
where s = ± 1
2
is the isospin of the solution and
~p ∈ ZZ3 gives the momentum. The momentum
and isospin eigenstates satisfy the spinor equation
τi(2π~p+ 12s ~C+2π~z)Ψ
s
~z(~p)=E
s
~z(~p)Ψ
s
~z(~p), (45)
with positive and negative energy eigenvalues
given by
Es~z(~p) = ±‖2π~p+ s ~C + 2π~z‖. (46)
When A = Aflat, the zero-modes can be decom-
posed according to
Ψ~z(x) =
∑
~p,s,v
as,v~p (t)e
2πi~x·~pΨs,v~z (~p), (47)
where v labels the positive or negative energy
states4.
At fixed ~C, for all but a finite number of val-
ues of ~z within one unit cell of Tˆ 3 = IR3/ZZ3, the
spectrum of D~z(A
flat) has a gap, in which case
the zero-modes of the Weyl equation are expected
to decay exponentially in time. There would in
this case be no boundary term contributing to
eq. (37). As long as ~C 6=~0mod 2π, any instanton
solution will approach Aflat exponentially in time
and the conclusion that Ψ~z decays exponentially
in time will hold. If, however, Aflat is associated
to one of the quartic points in the vacuum val-
ley, ~C =~0mod 2π, this might require more care.
Assuming for the moment that this will cause
no problems for the behaviour of the zero-modes
of the Weyl equation, also in this case bound-
ary terms will be absent for ~z 6= ~0modπ. As a
4In the background of an instanton configuration which
connects the flat connections at either end, each eigen-
state of D~z( ~A(t, ~x)) evolves smoothly as a function of t
from one state in the spectrum determined by eq. (46) at
t=−∞ to another at t=∞, of course with the appropriate
values of ~C inserted at either end. From the relation be-
tween the index theorem and spectral flow, we still expect
that generically there is exactly one such state Ψt (with
eigenvalue Et) that moves from negative energy at t=−∞
to positive energy at t=∞. Eq. (43) would imply that in
an adiabatic approximation Ψ~z ∼ exp(−Ett)Ψt and the
spectral flow provides a natural explanation for the exis-
tence of a normalizable zero-mode. We will not attempt
to make this more precise here.
consequence eq. (16) will remain valid almost ev-
erywhere, with a correction that has support at
a finite number of points only. From the the-
ory of distributions, this correction term should
be expressible in terms of delta functions. This
provides the interesting suggestion to study the
BPS equations, Bk = DkA0, in the presence of
point-like source. Performing the Nahm trans-
formation away from these finitely many point-
sources might provide us with a method of con-
structing instanton solutions on T 3 × IR. Future
work will tell if we require more detailed informa-
tion on these singularities in order to successfully
construct non-trivial solutions.
6. Conclusion
We have reviewed the role of the Nahm trans-
formation in constructing solutions of the self-
duality equations for gauge theories, with an em-
phasis on the applications to T 4 and in particular
T 3×IR. On T 4 we explicitly illustrated this trans-
formation for the class of (reducible) constant
curvature solutions, which form special (singular)
points in the moduli space. The quest for explicit
instanton solutions on a torus is motivated by the
dynamical study of glueball spectroscopy in small
to intermediate volumes. Numerical lattice stud-
ies of these instantons have therefore been devel-
oped recently and have been reviewed here too.
These numerical studies have led to interesting
conjectures on the moduli space of charge one in-
stantons on T 3 × IR. It provides the motivation
for a renewed attack on the study of the Nahm
transformation for this setting. We showed how
singularities arise due to certain boundary terms
(like for IR4), related to the asymptotic behaviour
of the chiral zero-modes of the Dirac-Weyl equa-
tion. The study of the BPS equations on T 3 with
finitely many sources is hoped to give us an ana-
lytic technique to construct the charge one instan-
ton on T 3 × IR, using the Nahm transformation.
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