In an isopotential neuron with rapid response, it has been shown that the receptive fields formed by Hebbian synaptic modulation depend on the principal eigenspace of Q(O), the input autocorrelation matrix, where Q,(r) = (tl(t) t,(t -7 ) ) and & ( t ) is the input to synapse i at time t (Oja 1982). We relax the assumption of isopotentiality, introduce a timeskewed Hebb rule, and find that the dynamics of synaptic evolution are determined by the principal eigenspace of 0. 
Introduction
Hebbian synaptic modification involves the enhancement of synaptic efficacy in response to simultaneous pre-and postsynaptic activity. This form of learning has taken on particular importance with its discovery in various parts of the brain, a prominent example being long-term potentiation (LTP) in the hippocampus (Bliss and Collingridge 1993) .
The classic Oja (1982) analysis of the temporal evolution of Hebbian synapses assumes dependence on instantaneous conjunction of pre-and postsynaptic activity and a linear neuron with an isopotential membrane that responds quickly compared to the time course of its inputs. However, it is believed that the transmembrane potential in cortical neurons can vary widely across the dendritic tree on a time scale important to LTP (Koch et al. 1982; Rall 1977; Zador etal. 1995) . It also appears that LTP occurs when postsynaptic voltage is elevated during a finite time window following presynaptic activation (Bliss and Collingridge 1993) . This paper analyzes the effects of Hebbian learning under these conditions, and grew out of an attempt to understand the clustered spatial structure of facilitated Hebbian synapses seen in the model nonisopotential neurons of Brown et al. (1991) and Me1 (1992) . Even though linearity in Hebbian systems can be less restrictive than one might suppose (Miller 1990) , it is important to emphasize that the analysis here concerns a neuron that is nonisopotential but nonetheless linear. Nonlinear channels, and saturation,' are not considered, although they likely play an important computational role (Me1 1993).
Results
In Oja (1982) and its extensions, the postsynaptic potential V ( t ) is shared across all synapses, and the input signal ( ( t ) plays two roles: that of presynaptic activity in V(t) = cjwj<,(t), where wj is the efficacy of synapse j, and that of the window of opportunity for synaptic facilitation in dwi/dt = q<i(t) V ( t ) -decay, where the learning rate q > 0 is a constant of proportionality. Taking the expected value, this leads to an expected dynamics of (dw/dt) = qQ(0) w-(decay), where Q i j (~) = (<i(t) (,(t -7 ) ) . These expected dynamics approximate the true dynamics well when q is small. The synaptic evolution is therefore governed2 by the principal eigenvectors of Q(0).
Here, we allow the neuron to be nonisopotential with
where Vi(t) is the postsynaptic potential at synapse i, &(T) gives the voltage response of the neuron to a unit current injection at synapse j as measured T seconds later at synapse i, and functional convolution is defined by cf * g ) ( t ) = Jomf(t -T)g(T)dr. The transfer impedence matrix K (Koch et al. 1982 ) is easy to calculate and reason about in the temporal frequency domain (Zador et al. , 1995 Zador and Pearlmutter 1993) . We also generalize the Hebb rule by distinguishing between <i (t ), the presynapic input? to synapse i at time t, and $ J~( T ) , the window of opportunity for synaptic modulation following presynaptic activity at ' We model synaptic events as current injections, even though it would be more faithful to the biology to use conductance changes. Unfortunately, using conductance changes instead of current injection introduces the solution of a general causal linear integral equation into the calculation of Q. 2When using a simple Hebb rule in a linear neuron, it is necessary to invoke an additional mechanism to prevent runaway synaptic facilitation. The particular decay term used has a strong effect, an issue explored in Oja (1982), Miller and MacKay (1994) , and Goodhill and Barrow (1994) . In essence, with a multiplicative decay term, w evolves to the principal eigenvector of Q(0) regardless of its initial value, whereas subtractive decay terms cause w to evolve toward principal eigenvectors of Q(0) but also tend toward the comers of the space. where Q has replaced the usual instantaneous autocorrelation matrix Q(0). Thus, the evolution of w is determined by the principal eigenspace of Q in exactly the same way that, in the classic case, its evolution is determined by the the principal eigenspace of' Q(0). Note that unlike Q(O), in general Q is not symmetric. However, Q takes on simplified forms under important special cases, such as when $i is a simple delay, when the neuron is isopotential, or when the neuron's response time is fast compared to the time course of its input.
Application
Given known electrotonic structure, known correlational structure of the input, and known conditions under which synapses are modulated, one can calculate Q, and thus its principal components, and thereby predict the receptive field patterns that will be stabilized. When the input and electrotonic structure are particularly simple, it becomes possible to calculate the principal components of Q analytically. (Broad-band synaptic input with l/fd correlational structure in both time and space impinging on either an infinite cable or an infinite sheet makes Q's principal eigenvectors particularly tractable.) Thus one can predict the formation of clusters, and their length scale, in a manner similar to that used by Miller et al. (1989) to account for receptive fields in the visual system, and precisely analogous to that used by Chernjavski and Moody (1990) to predict the length scale of cortical columns. This is similar in spirit to Mainen et d ' s (1991) account of synapse segregation on nonisopotential neurons, but operates analytically, without laborious simulation. Unfortunately, by tuning within the region of physiological parameter space consistent with experimental data, it is possible to obtain almost any length scale.
We will therefore apply the technique to a simpler situation, where it predicts a robust qualitative effect. In Figure 1 a simple model neuron is constructed. The two synapses are given uncorrelated spike trains for input. We let $1 = $2 be a square wave of duration comparable to the interspike interval. The elements Qij * $ are therefore all equal. This means that, up to a constant, Q = J r K (~) d 7 .
This matrix is trivially computed, since Qi, is simply the steady-state voltage at synapse i in response to a constant unit current injected at synapse j . The two elements of the principal eigenvector of this matrix predict the equilibrium values of the two synaptic weights. In plotting these two synaptic weights as a function of the diameter of the soma (Fig. 2) we notice an interesting effect: when the soma is absent ( D = 0) the symmetry of the situation is unbroken, so the two synaptic weights converge to the same value. As D is raised, the soma begins to act as a current sink. This sink is more effective at the more proximal synapse, where the Hebb rule becomes less effective due to the lowered postsynaptic potential. This results in a strengthening of the distal synapse at the expense of the proximal one. The effect levels off, because even were the soma a perfect current sink, the dendritic resistance R23 holds potential in the proximal dendritic compartment long enough for some synaptic modulation to take place. 
Summary and Conclusion
We have shown that passive nonisopotential time-skewed Hebbian learning is mathematically analogous to the isopotential instantaneous case, in that both take the form of an iterated linear operator, plus a decay term, (dwldt) = (cf. eqn. 2.5) Qw -(decay). The destiny of w is thus determined by the principal eigenspace of Q and the nature of the decay term, and techniques that have been applied to the classic case can now be applied to the somewhat more realistic neurons and Hebb rule discussed here. 
