Abstract-For nanometer manufacturing, process variation causes significant uncertainty for circuit performance verification. Statistical static timing analysis (SSTA) is thus developed to estimate timing distribution under process variation. Most existing SSTA techniques have difficulty in handling the non-Gaussian variation distribution and nonlinear dependence of delay on variation sources. To address this problem, we first propose a new method to approximate the max operation of two non-Gaussian random variables through second-order polynomial fitting. With such approximation, we then present new non-Gaussian SSTA algorithms for three delay models: quadratic model, quadratic model without crossing terms (semiquadratic model), and linear model. All the atomic operations (max and sum) of our algorithms are performed by closed-form formulas; hence, they scale well for large designs. Experimental results show that compared to the Monte Carlo simulation, our approach predicts the mean, standard deviation, skewness, and 95% percentile point within 1%, 1%, 6%, and 1% error, respectively.
I. INTRODUCTION

W
ITH THE CMOS technology scaling down to nanometer region, process variation becomes one of the major limiting factors for improving integrated circuit design. These variations introduce significant uncertainty for both circuit performance and leakage power. It has been shown in [1] that even for the 180-nm technology, process variation can lead to 1.3 times variation in frequency and 20 times variation in leakage power. Such impact will become even larger for the future technology generations. Statistical static timing analysis (SSTA) is developed for full chip timing analysis under process variation. By performing SSTA, designers can obtain the timing distribution and its sensitivity to various process parameters.
In recent years, two types of SSTA techniques were proposed: the path-based SSTA [2] - [4] and the block-based SSTA [5] - [21] . Usually, because the number of paths is exponential with respect to circuit sizes, the path-based SSTA is not scalable to large circuits. The block-based SSTA solves such a problem.
The goal of block-based SSTA is to parameterize timing characteristics of the timing graph as a function of the underlying sources of process parameters which are modeled as random variables.
The early SSTA methods [5] , [6] modeled the gate delay as linear functions of variation sources and assumed all the variation sources are mutually independent Gaussian random variables. Based on such assumption, They presented closedform formulas for all atomic operations (max and sum); hence, such method is very time efficient. However, when the amount of variation becomes larger, the linear delay model is no longer accurate [22] . In order to capture the nonlinear dependence of delay on the variation sources, a higher order delay model is thus needed [12] , [13] .
As more complicated or large-scale variation sources are taken into account, the assumption of Gaussian variation sources is also not valid. For example, the via resistance has an asymmetric distribution [8] , while dopant concentration is more suitably modeled as a Poisson distribution [18] than Gaussian. Some of the most recent works on SSTA [8] , [14] , [18] - [21] started to take non-Gaussian variation sources into account. For example, [18] applied independent component analysis to decorrelate the non-Gaussian random variables, but it was still based on a linear delay model. References [8] , [14] , [19] , and [20] considered both nonlinear delay model and nonGaussian variation sources, but the computation cost of these techniques is too high to be applicable for large designs. For example, [14] proposed to compute the max operation by a regression based on Monte Carlo simulation, which is slow. Reference [8] computed the max operation through tightness probability while [20] applied moment matching to reconstruct the max operation result. However, to do so, both had to resort to expensive multidimension numerical integration techniques. Reference [19] handled the atomic operations by approximating the gate delay using a set of orthogonal polynomials, which needs to be constructed for different variation distributions. Reference [21] proposed to approximate the probability density function (pdf) of max results as a Fourier Series, but it lacks the capability to handle the crossing term effects on timing.
In this paper, we introduce a time efficient nonlinear SSTA for arbitrary non-Gaussian variation sources. The major contribution of this paper is twofold. 1) We propose a new method to approximate the max of two non-Gaussian random variables as a second-order polynomial function based on least-square-error curve fitting. Experimental results shows that such approximation is much more accurate than the linear approximation based on tightness probability [6] , [8] , [12] . 2) Based on the new approximation of the max operation, we present our SSTA technique for three different delay models: quadratic delay model, quadratic delay model without crossing terms (semiquadratic model), and linear delay model. In our method, only the first few moments are required for different distributions, and no extra effort is needed, while [19] needs to obtain different sets of orthogonal polynomials for different variation distributions. Moreover, all the atomic operations are performed by closed-form formulas; hence, they are very time efficient. For the linear and semiquadratic delay model, the computational complexity of our method is linear in both the number of variation sources and circuit size. For the quadratic delay model, the computational complexity is cubic (third order) to the number of variation sources and linear to the circuit size. Experimental results show that for the semiquadratic delay model, our approach is 70 times faster than the nonlinear SSTA in [21] , and has less than 1% error in mean, 1% error in standard deviation, 30% error in skewness, and 1% error in 95% percentile point. Moreover, for the more accurate quadratic delay model, our approach incurs less than 1% error in mean, 1% error in standard deviation, 6% error in skewness, and 1% error in 95% percentile point.
The rest of this paper is organized as follows: Section II introduces the approximation of the max operation using secondorder polynomial fitting. With the approximation of max, Section III presents a novel SSTA algorithm for quadratic delay model with non-Gaussian variation sources. We further apply this technique to handle both semiquadratic and linear delay model in Sections IV and V, respectively. Experimental results are presented in Section VI, with conclusion in Section VII.
II. SECOND-ORDER POLYNOMIAL FITTING OF MAX OPERATION
A. Review and Preliminary
According to [6] , given two random variables A and B, the tightness probability is defined as the probability of A greater than B, i.e., T A = P {A > B} = P {A − B > 0}. Then, the max operation is approximated as
where c is a term used to match the mean and variance of max(A, B). Because (1) can be further written as max(A, B) = max(A − B, 0) + B, we arrive at
According to (2), we can see that the max operation in [6] is in fact approximated by a linear function subject to certain conditions (such as matching the exact mean and variance). Such a linear approximation is efficient and reasonably accurate when both A and B are Gaussian. As shown in [6] and [23] , the pdf predicted by such linear approximation is very close the Monte Carlo simulation. Moreover, in this case, the coefficients can be computed easily, as both T A and E[max(A, B)] can be obtained by closed-form formulas when A and B are Gaussian [6] . However, when A and B are non-Gaussian random variables, the tightness probability T A and E[max(A, B)] are hard to obtain. For example, T A in [8] has to be computed via expensive multidimensional numerical integration, thus preventing its scalability to large designs. Moreover, because the max operation is an inherently nonlinear function, linear approximation would become less and less accurate, particularly when the amount of variation increases and the number of nonGaussian variation sources increases. To overcome these difficulties, we develop a more efficient and accurate approximation method in the next section.
B. New Fitting Method for Max Operation
In this section, we introduce a new fitting method to approximate the max operation. Instead of using the linear function, we propose to use a second-order polynomial function to approximate the max operation, i.e.,
where
T are three coefficients of the secondorder polynomial h(v, Θ). The problem thus becomes how to obtain the fitting parameters of Θ. Different from the linear fitting method through tightness probability, we compute Θ by matching the mean of the max operation while minimizing the square error (SE) between h(V, Θ) and max(V, 0) within the ± range of V . Mathematically, this problem can be formulated as the following optimization problem:
where μ v is the mean of V ; while μ m and E[h(V, Θ)] are the exact and approximated mean of max(V, 0), respectively. In other words
where σ 2 v is the variance of V . In (4) , is the approximation range. The value of may affect the accuracy of the secondorder approximation. Intuitively, when is large, the probability that V lies outside the ± range is low. Then, the impact of ignoring the difference in the low probability region is justified. However, when is too large, we may unnecessarily fitting the curve in a wide range without focusing on the high probability region. In this paper, we find that assuming = 3σ v provides a good approximation of max. This can be explained by the fact that, although the circuit delay is not Gaussian, it would still be more or less Gaussian like. That is, its pdf would be most likely centering around the ±3σ range of the mean. In practice, the users can choose the range according to the delay distributions.
In order to solve (4), we first need to compute μ m . When V is a non-Gaussian random variable, exact computation of μ m is difficult in general. Therefore, we propose to use the following two-step procedure to approximately compute μ m . In the first step, we approximate the non-Gaussian random variable V as a quadratic function of a standard Gaussian random variable W similar to [24] , i.e.,
The coefficients c 2 , c 1 , and c 0 can be obtained by matching P (W ) and V 's mean, variance, and skewness simultaneously, as shown in [19] and [24] . After obtaining the coefficients c 2 , c 1 , and c 0 , in the second step, we approximate the exact mean of max(V, 0) by the exact mean of max(P (W ), 0), i.e.,
where φ(·) is the pdf of the standard normal distribution. In the above equation, the integration range P (w) > 0 can be computed in four different cases
Knowing the integration range, we can compute E[max(P (W ), 0)] under such four cases
where Φ(·) is the cumulative density function of the standard normal distribution. According to (9), we can compute μ m easily through analytical formulas.
In practice, the above approximation of μ m is accurate only when the distribution of V is close to the normal distribution. When V is not close to the normal distribution, for example, V is uniform distribution, the above approximation of μ m is no longer accurate. Fortunately, in practice, the circuit delay has close-to-normal distribution as discussed above. Therefore, such approximation is accurate for SSTA.
After obtaining μ m , we need to find Θ in (3) by solving the constrained optimization problem of (4). In the following, we show that (4) can be solved analytically as well. We first write the constraint in (4) as follows:
Replacing θ 0 in (4) by (10), the SE in (4) can be written as
By expanding the square and integral, we can transform the constrained optimization of (4) to the following unconstrained optimization problem, which is a quadratic form of Θ = (θ 1 , θ 2 ) T :
and t is a constant. The parameters of S, Q, and t can be computed as
Because the SE is always positive no matter what value the Θ is, S is a positive definite matrix. Therefore, (13) is to minimize a second-order convex function of Θ without constraints. Then, the optimum of Θ can be obtained by setting the derivative of (13) to zero, resulting a 2 × 2 system of linear equations
Such a system of linear equations can be solved efficiently
With θ 1 and θ 2 , we can compute θ 0 from (10) .
From the aforementioned discussion, we see that for a random variable V with any distribution, if we know its mean μ v , variance σ 2 v , and skewness γ v , we can obtain the fitting parameters Θ for max(V, 0) through closed-form formulas.
Notice that in (4), we try to minimize the mean SE within the ±3σ range. If μ v > 3σ v , V is always larger than zero within the ±3σ range. That is: (4), it is easy to find that in this case, Θ = (0, 1, 0). That means
To show the accuracy of our second-order fitting approach to the max approximation, we compare the results obtain from our approach, the linear fitting method, and the exact (or Monte Carlo) computation. For example, by assuming V ∼ N (0.7, 1), the exact max operation max(V, 0), linear fitting through tightness probability, and our second-order fitting can be obtained, as shown in Fig. 1(a) , where the x-axis is V , and y-axis is the results of max(V, 0). The corresponding pdfs of the three approaches are shown in Fig. 1(b) . From the figures, we see that our proposed second-order fitting method is more accurate than the linear fitting method. In particular, the pdf of our secondorder fitting method has a sharp peak which approximates the impulse of exact pdf well, as shown in Fig. 1(b) . In contrast, the linear fitting method can only give a smooth pdf, which is far away from the exact max result.
III. QUADRATIC SSTA
A. Quadratic Delay Model
In Section II, we introduced the second-order fitting of max operation. Here, we will apply such fitting in SSTA.
We first discuss the delay model. In practice, the circuit delay is a complicate function of variation sources
where X = (X 1 , X 2 , . . . , X n ) T are global variation sources, R is local random variation, n is the number of global variation sources. Here, we assume that X i s and R are mutually independent and X i s are with any arbitrary distribution. Without loss of generality, we assume that all X i s and R have zero mean and unit variance. In order to simplify the above delay model, we apply the Taylor expansion to approximate it. Considering that the scale of local random variation is usually smaller than that of global variation, we use second-order Taylor expansion to approximate X i s and use first-order expansion to approximate R
where d 0 is the nominal delay, A = (a 1 , a 2 , . . . a n ) are the linear delay sensitivity coefficients of the global variation sources, B = (b ij ) are the second-order sensitivity coefficients, which is an n × n matrix, and r is the linear delay sensitivity coefficient of the local random variation. A, B, and r are calculated in the similar way as [12] a i = ∂f /∂X i (27) 
In practice, f is a complicated function and cannot be expressed as closed-form formula. In this case, the coefficients A, B, and r can be obtained by measurement or SPICE simulation. Moreover, in practice, the local random variation is caused by several independent factors, therefore the local random variation R is the sum of several independent random variables. Due to the central limit theorem, R will be close to a Gaussian random variable. In this paper, for simplicity, we assume that R is a random variable with standard normal distribution. Finally, we obtain our quadratic delay model as follows:
In the rest of this paper, we use m i,k and m r,k to represent the kth central moment for X i and the kth moment for R, respectively. Notice that all X i s and R are with zero mean, that means their central moments and raw moments are the same. Moreover, we also assume that the moments of the variation sources, m i,k and m r,k , are known. In practice, such moments can be computed from the samples of variation sources.
To compute the arrival time in a block-based SSTA framework, two atomic operations, max and sum, are needed. That is, given D 1 and D 2 with the quadratic form of (30)
we want to compute
We will present how these two operations are handled in the rest of this section.
B. Sum Operation for Quadratic Delay Model
The sum operation is straightforward. The coefficients of D s can be computed by adding the correspondent coefficients of
C. Max Operation for Quadratic Delay Model
The max operation is the most difficult operation for blockbased SSTA. Based on the second-order polynomial fitting method as discussed in Section II-B, we propose a novel technique to compute the max of two random variables. The overall flow of the max operation is shown in Fig. 2 . Considering 
Because X i s, R 1 , and R 2 are mutually independent random variables with mean 0 and variance 1, the mean and variance of D p can be computed as 
With the joint moments computed above, the raw moments, central moments, and skewness of D p is computed as 
The joint moments between D 
Because we want to reconstruct D m in the quadratic form, as shown in (33), by applying the moment matching technique similar to [13] , we have 
Finally, we consider the random term of D m . Because the random term in D m comes from the random terms in D 1 and D 2 , we assume that r m R m = r m1 R 1 + r m2 R 2 . Because the random variation sources R m , R 1 , and R 2 are Gaussian random variables, by applying the moment matching technique similar to (69), we have
where (58) and (59).
D. Computational Complexity of Quadratic SSTA
For each max operation in SSTA based on a quadratic delay model, we need to calculate n 2 joint moments between D p and X i X j s; moreover, for each joint moment, we need to compute the sum of n numbers; hence, the computational complexity is O{n 3 }, where n is the number of variation sources. For the sum operation, we need to compute the sum of two n × n metric; hence, the computational complexity is O{n 2 }. Because the total number of max and sum operations is linear with respect to circuit sizes N , the total complexity is O{n 3 N }.
IV. SEMIQUADRATIC SSTA
A. Semiquadratic Delay Model
In Section III, we introduce the SSTA for quadratic delay model. However, in practice, the impact of the crossing terms are usually very weak [13] , [19] . Therefore, if we ignore the crossing terms, we may speed up the SSTA process without affecting the accuracy too much. Ignoring the crossing terms, the quadratic delay model in (30) is rewritten as 
B. Max Operation for Semiquadratic Delay Model
The overall flow of the max operation of semiquadratic delay model is similar to that of quadratic delay model as shown in Fig. 2 . The only difference is that we do not need to compute the joint moments between the crossing terms and D m .
1) Moments of
in a similar way as (40). In order to compute the central moments of D p , we first rewrite D p to the following form:
with a pi = a 1i − a 2i and b pi = b 1i − b 2i . Because X i s are mutually independent random variables with mean 0 and variance 1, Y pi s are independent random variables with zero mean. Therefore, the first three central moments of D p are
With the central moments of D p , the raw moments and skewness can be computed easily.
2) Reconstruct the Semiquadratic Form of D m :
Similar to the quadratic SSTA, by knowing the mean, variance, and skewness of D p , the fitting coefficients Θ can be obtained. Then, the joint moments between X i s and D m can be computed in the similar ways as (54)-(59). Here, the joint moments between
pi ], and Y qi s are defined in similar way as Y pi s
The joint moments between X i s and Y qi s can be computed in the same way. Knowing the joint moments between X i s and D m , by applying the moment matching technique, we will have similar equations as (69). Next, A m and B m can be obtained by solving such equations. Finally, we can compute the random term of D m in the same way as the quadratic model, as shown in (76).
From the aforementioned discussion, it is easy to see that for the semiquadratic SSTA, the computational complexity for both max and sum operation is O{n}, where n is the number of variation sources. The number of max and sum operations is linear to the circuit size.
V. LINEAR SSTA
A. Linear Delay Model
In our previous algorithm using second-order polynomial fitting [25] which is published in ASPDAC08, we only introduced SSTA for nonlinear delay model as discussed in the previous sections. In practice, when the variation scale is small, the circuit delay can be approximated as a linear function of variation sources
where X, d 0 , A, r, and R are defined in the similar way as the quadratic delay model in (30). The difference is that there are no second-order terms. Hence, the atomic operations of the linear delay model are much simpler than those of quadratic delay model. We will introduce such operations in the rest of this section.
B. Max Operation for Linear Delay Model
The overall flow of the max operation of linear delay model is similar to that of quadratic delay model as shown in Fig. 2 , except that we do not need to compute the high order joint moments between D m and X i s. 
2) Joint Moments and Skewness of D p :
The joint moments between D 2 p and the variation sources and random variation can be computed as
With the joint moments computed above, the third-order raw moments D p is computed as
The second-order raw moment, central moments, and skewness of D p can be computed in the same way as the quadratic SSTA in (51). 
3) Reconstruct the Linear Canonical Form of
p ] is computed in (99). The joint moments between D q and variation sources are computed as
With the joint moments, by applying the moment matching technique in [13] , we have
Finally, the random term r m can be computed in the same way as the quadratic model in (76).
For the linear SSTA that we discussed above, the computational complexity for both max and sum operation is O{n}. Similar to the quadratic SSTA, the number of max and sum operations is linear to the circuit size.
VI. EXPERIMENTAL RESULT
We have implemented our SSTA algorithm in C for all three delay models we discussed before: quadratic delay model (Quad SSTA), semiquadratic delay model (Semi-Quad SSTA), and linear delay model (Lin SSTA). We also define three comparison cases: 1) our implementation of the linear SSTA for Gaussian variation sources in [6] , which we refer to as Lin Gau; 2) the nonlinear SSTA using Fourier Series approximation for non-Gaussian variation sources in [21] (Fourier SSTA); and 3) 100 000 sample Monte Carlo simulation (MC). We apply all the aforementioned methods to the ISCAS89 suite of benchmarks in TSMC 90-nm technology.
In our experiment, we consider two types of variation sources L eff and V th . For each type of variation source, interdie, intradie spatial, and intradie random variation are considered. We use the grid-based model in [26] to model the spatial variation. The number of grids (the number of spatial variation sources) is determined by the circuit size and larger circuits have more variation sources. We also assume that the 3σ value of the interdie (σ g ), intradie spatial (σ s ), and intradie random (σ r ) variation are 10%, 10%, and 5% of the nominal value, respectively. In the following, we perform the experiments for two variation setting: 1) both L eff and V th have skew-normal distributions [27] and 2) L eff has a normal distribution and V th has a Poisson distribution. The experimental setting is shown in Table I . Fig. 3 shows the pdf comparison for circuit s15850 under variation setting 1). In the figure, delay is normalized with respect to the nominal value. From the figure, we find that, compared to the Monte Carlo simulation, the Quad SSTA is the most accurate, the next is Semi-Quad SSTA, and Lin SSTA is least accurate. Such result is expected, because the Quad SSTA captures all the second-order effects; the Semi-Quad SSTA captures only partial second-order effects; while the Lin SSTA captures only linear effects and ignores all nonlinear effects. Moreover, Fourier SSTA [21] has similar accuracy as Semi-Quad SSTA because they both apply semiquadratic delay model. In addition, we also find that all these three nonGaussian SSTA is more accurate than Lin Gau [6] . Table II compares the run time in second (T ), and the error percentage of mean (μ), standard deviation (σ), and skewness (γ) under variation setting 1). In the table, the error percentage of mean (μ), standard deviation (σ), and 95% percentile point (95%) is computed as 100 × (MC_value − SST A_value)/σ MC , and the error percentage of skewness γ is computed as 100 × (γ MC − γ SSTA )/γ MC . Moreover, the average error in the table is average of the absolute value; and the average runtime is the average runtime ratio between SSTA and Monte Carlo simulation. For each benchmark, G refers to the number of gates; and N refers to the total number of variation sources. For fair comparison, when we perform Lin Gau on non-Gaussian variation sources, we first approximate the non-Gaussian random variables to the Gaussian random variables by matching the mean and variance, then use Lin Gau to obtain the linear canonical form of the circuit delay, finally, we still use the non-Gaussian variation sources to reconstruct the pdf of the circuit delay. From the table, we see that for the Quad SSTA, the error of mean, standard deviation, and 95% percentile point is within 0.3%, and the error of skewness is within 5%. Semi-Quad SSTA, Lin SSTA result similar mean and standard deviation error, but the error of skewness and 95% point is much larger, particularly for the Lin SSTA, the error of skewness is up to 30% and the error of 95% percentile point is up to 2%. This is because the Lin SSTA ignores all nonlinear effects which significantly affect the skewness, and the inaccurate skewness results larger error of 95% percentile point. Compared to Lin Gau, all three non-Gaussian SSTA methods predict more accurate mean values and 95% percentile points, which is one of the most important timing characteristics, and the nonlinear SSTA methods, Quad SSTA and Semi-Quad SSTA also give much more accurate skewness. Moreover, we also find that both Semi-Quad SSTA and Lin SSTA have similar run time as Lin Gau, but the run time of Quad SSTA is longer particularly when the number of variation sources is large. This is because the computational complexity of Semi-Quad SSTA, Lin SSTA, and Lin Gau is the same, but Quad SSTA has higher complexity than the other two SSTA methods. We also observe that compared to Fourier SSTA, Semi-Quad SSTA has similar accuracy with almost 70 times speed up. This is due to the fact that Semi-Quad SSTA uses the same semiquadratic delay model as Fourier SSTA, while the computational complexity of Semi-Quad SSTA (O{n}) is lower than that of Fourier SSTA (O{nk 2 }), where n is the number of variation sources, and k is the maximum number of orders of Fourier Series [21] . After all, the run time of all the SSTA methods is significantly shorter than the Monte Carlo simulation. Table III illustrates the results under variation setting 2). From this table, we can find the similar trend as in Table II . Moreover, we also find that our methods are still highly accurate under such variation setting. For Quad SSTA, the error of mean, standard deviation, and 95% percentile point is within 1%, and the error of skewness is within 6%. This shows that our approach works well for different distributions.
VII. CONCLUSION AND DISCUSSION
In this paper, we have proposed a new method to approximate the max operation of two non-Gaussian random variables using second-order polynomial fitting. It has been shown that such approximation is more accurate than the approximation using linear fitting through tightness probability. By applying such approximation, we present new SSTA algorithms for three different delay models, i.e., quadratic model, quadratic model without crossing terms (semiquadratic model), and linear model. All atomic operations of these algorithms are performed by closed-form formulas; hence, they are very time efficient. The computational complexity of both the linear delay model and the semiquadratic delay model is linear to the number of variation sources, and that of the quadratic delay model is cubic (third order) to the number of variation sources. Moreover, the computational complexity is linear to the circuit size for all three delay models. The SSTA with semiquadratic delay model results similar error as the SSTA using Fourier Series [21] with almost 70 times speed up. Moreover, compared to Monte Carlo simulation for non-Gaussian variation sources, the SSTA with quadratic delay model results the error of mean, standard deviation, skewness, and 95% percentile point within 1%, 1%, 6%, and 1% error, respectively. 
