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ABSTRACT
General relativistic radiation hydrodynamics simulations are necessary to accurately
model a number of astrophysical systems involving black holes and neutron stars.
Photon transport plays a crucial role in radiatively dominated accretion disks, while
neutrino transport is critical to core-collapse supernovae and to the modeling of elec-
tromagnetic transients and nucleosynthesis in neutron star mergers. However, evolving
the full Boltzmann equations of radiative transport is extremely expensive. Here, we
describe the implementation in the general relativistic SpEC code of a cheaper radia-
tion hydrodynamics method which theoretically converges to a solution of Boltzmann’s
equation in the limit of infinite numerical resources. The algorithm is based on a gray
two-moment scheme, in which we evolve the energy density and momentum density of
the radiation. Two-moment schemes require a closure which fills in missing informa-
tion about the energy spectrum and higher-order moments of the radiation. Instead
of the approximate analytical closure currently used in core-collapse and merger sim-
ulations, we complement the two-moment scheme with a low-accuracy Monte-Carlo
evolution. The Monte-Carlo results can provide any or all of the missing information
in the evolution of the moments, as desired by the user. As a first test of our methods,
we study a set of idealized problems demonstrating that our algorithm performs signif-
icantly better than existing analytical closures. We also discuss the current limitations
of our method, in particular open questions regarding the stability of the fully coupled
scheme.
Key words: keyword1 – keyword2 – keyword3
1 INTRODUCTION
Neutrinos and photons play a critical role in numerical stud-
ies of astrophysical systems. For example, general relativistic
photon transport is required to study radiatively dominated
accretion disks, while neutrino-matter interactions are cru-
cial to the explosion mechanism of core-collapse supernovae.
In neutron star mergers, neutrinos do not directly affect the
dynamics of the merger, yet they are the main source of cool-
ing of the accretion disks and massive neutron stars formed
as a result of many mergers. Neutrino-matter interactions
also determine the evolution of the composition of the mat-
ter ejected by these mergers. These neutron-rich outflows
undergo rapid neutron capture (r-process) nucleosynthesis,
making mergers promising candidates as the site of produc-
tion of many heavy elements (e.g. gold, platinum, uranium,
Korobkin et al. 2012; Wanajo et al. 2014). Radioactive de-
cay of the ashes of the r-process also powers bright elec-
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tromagnetic counterparts to the gravitational waves emit-
ted by mergers: the optical/infrared transients called kilo-
novae (Lattimer & Schramm 1976; Li & Paczynski 1998;
Roberts et al. 2011; Kasen et al. 2013). A kilonova was for
example observed in the afterglow of the first neutron star
merger detected through gravitational waves (Abbott et al.
2017; Cowperthwaite et al. 2017).
The mass and composition of merger outflows are the
main determinant of the color, duration, and luminosity of
kilonovae (Barnes & Kasen 2013), while the composition of
the outflows largely set the relative yields of different heavy
elements as a result of r-process nucleosynthesis (Korobkin
et al. 2012; Wanajo et al. 2014; Lippuner & Roberts 2015).
Accordingly, neutrino transport is an important component
in any effort to model kilonovae and r-process nucleosynthe-
sis in mergers. Neutrino-antineutrino annihilations can also
deposit a significant amount of energy in low-density regions
above the remnant (Perego et al. 2017). While, on their own,
νν¯ annihilations probably do not deposit enough energy to
power short gamma-ray bursts (SGRBs), they may help by
© 2017 The Authors
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clearing the polar regions of baryonic matter (Fujibayashi
et al. 2017).
The main objective of a radiation transport scheme is
to evolve the distribution function f(ν)(xµ, pµ) of neutrinos
or photons, where xµ = (t, xi) are the spacetime coordinates
and pµ = dxµ/dλ are the components of the 4-momentum of
the neutrinos/photons, with λ some affine parameter. Here
we neglect neutrino masses, and the 4-momentum is thus a
null vector, i.e pµpµ = 0. The distribution function of pho-
tons and of each species of neutrinos evolves according to
Boltzmann’s equation
pα
[
∂ f(ν)
∂xα
− Γβαγpγ
∂ f(ν)
∂pβ
]
=
[ df(ν)
dτ
]
coll
, (1)
where Γα
βγ
are the Christoffel symbols, and the right-
hand side includes all collisional processes. Solving Boltz-
mann’s equation thus requires the evolution in time of a 6-
dimensional function, a very steep computational challenge.
The main objective of this work is to provide a relatively
cheap algorithm for general relativistic radiation transport
which, while approximate for the numerical resolutions that
we can currently afford, asymptotes to Boltzmann’s equa-
tion in the limit of infinite computational resources. While
our algorithm can theoretically be used in various problems
involving general relativistic photon or neutrino transport,
we implement and test it with the problem of neutrino trans-
port in merger simulations in mind. We implement the algo-
rithm in the SpEC code1, currently used to study merging
black holes and neutron stars.
In the context of neutron star-neutron star (NSNS) and
neutron star-black hole (NSBH) mergers, neutrinos have
so far been modeled using approximate transport schemes,
with sophistication ranging from order-of-magnitude accu-
rate leakage schemes (Deaton et al. 2013; Neilsen et al.
2014), to various moment schemes in which only the low-
est or two-lowest moments of f(ν) in momentum space are
evolved (Wanajo et al. 2014; Foucart et al. 2015; Radice
et al. 2016). Neutrinos are also generally evolved in the gray
approximation, in which information about the energy spec-
trum of the neutrinos is either unavailable or, in the case of
our most recent moment scheme, limited to the knowledge of
the average energy of the neutrinos (Foucart et al. 2016b).
Spectral (energy-dependent) leakage and moment schemes
have been used in Newtonian simulations of post-merger ac-
cretion disks (Just et al. 2015; Perego et al. 2016), or in the
context of core-collapse supernovae (Roberts et al. 2016),
but not for NSNS/NSBH mergers. This is particularly prob-
lematic because neutrino cross-sections have a strong depen-
dence in the energy of the neutrinos. In NSNS mergers, this
leads to significant uncertainties in the computation of the
composition of the ejecta (Foucart et al. 2016a,b).
Moment schemes also require information about mo-
ments of f(ν) that are not evolved in the simulation. For
example, in the two-moment formalism, the energy and flux
density of the neutrinos are evolved, and the evolution equa-
tions require information about the pressure tensor of the
neutrinos. Semi-arbitrary choices thus have to be made in
order to close the system of equations. The most common
choice in recent simulations has been the Minerbo (M1)
1 http://www.black-holes.org/SpEC.html
closure (Minerbo 1978). The M1 closure, however, is only
guaranteed to be correct in two regimes: in the optically
thick limit, and for a single beam of free-streaming neutri-
nos. Otherwise, the closure is inaccurate. The best known
consequence of this inaccurate closure is the presence of ra-
diation shocks whenever neutrino beams cross or converge.
To go beyond the moment formalism, at least two di-
rections can be considered. The first is to discretize f(ν) in
momentum space. The cost associated with a 6-dimensional
grid is however prohibitive. Recently, a first axisymmetric
simulation with a full discretization of f(ν) has been per-
formed in the context of core-collapse supernovae (Nagakura
et al. 2017a). While such a scheme may one day become af-
fordable without reducing the dimensionality of the prob-
lem, it remains at this point well beyond our reach. A sec-
ond possibility is to rely on Monte-Carlo (MC) methods,
randomly sampling the 6-dimensional space of f(ν). In MC
codes, we evolve neutrino packets representing large num-
bers of neutrinos that propagate through the numerical grid.
The distribution function f(ν) can be reconstructed at any
point from these packets, within statistical errors due to the
finite number of samples/packets. Recently, the MC code
Sedonu has been used to perform Newtonian evolutions of
neutrinos in time-independent snapshots of supernovae sim-
ulations (Richers et al. 2017), while the general relativistic
code bhlight has been developed for simulations of accre-
tion disks (Ryan et al. 2015). While 6-dimensional general
relativistic simulations of neutrino transport coupled to gen-
eral relativistic hydrodynamics simulations of supernovae or
neutron star mergers with a MC code appear closer than
with a grid-based code, they still require a very significant
investment of computational resources.
In this paper, we present the first implementation in
a general relativistic hydrodynamics code of a somewhat
cheaper option: a two-moment scheme where both the un-
known moments of f(ν) and any spectral information needed
by the code are obtained from MC evolution of the neutrinos.
Our method is developed in the spirit of the Variable Ed-
dington Tensor algorithm implemented in the Athena code
by Davis et al. (2012) for Newtonian simulations of accre-
tion disks, except that we use the noisier but cheaper Monte-
Carlo methods to provide the closure instead of the short-
characteristic method used by Davis et al. (2012)
The fact that we have to evolve neutrinos with a MC
scheme may give the impression that our algorithm does
not provide any advantage over a pure MC evolution. How-
ever, using MC only as a way to close the equations for
the evolution of the moments allows us to take two impor-
tant, cost-saving shortcuts. First, we use MC to compute
time-averaged moments of f(ν). At fixed number of neutrino
packets on the grid, this allows us to reduce the statistical
error in the computation of the moments without increas-
ing the cost of the simulation. This comes, however, at the
cost of smoothing over time the value of these moments.
Second, we can completely side-step a common issue in MC
simulations: the high cost of evolving optically thick regions,
where many packets are constantly created and reabsorbed.
MC codes can partially avoid this issue by switching to a dif-
ferent treatment of the neutrinos in optically thick regions,
e.g. by using MC methods to approximate a diffusion equa-
tion through optically thick regions. We instead simply rely
on the moment scheme in optically thick regions, where it is
MNRAS 000, 1–24 (2017)
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very accurate, and only evolve MC packets below a certain
optical depth.
The use of a two-moment scheme offers another prac-
tical advantage: it is generally much simpler to satisfy the
Hamiltonian and Momentum constraints of Einstein’s equa-
tions, as well as conservation laws, in a grid-based moment
scheme than in a pure MC evolution. Finally, and most im-
portantly, as the MC evolution asymptotes to the exact so-
lution to Boltzmann’s equation, and as the evolution of the
moments can take from that MC evolution all of the missing
information about higher moments of the distribution func-
tion and about neutrino spectra that would otherwise be
approximated using analytical prescriptions, the algorithm
satisfies our requirement that it theoretically converges to
a true solution of the transport problem as more computa-
tional resources become available.
At this point, however, we should mention an impor-
tant caveat: while the test results obtained with our code,
and described in this manuscript, are so far encouraging, we
have not rigorously proven that the coupled MC-Moment
system is numerically stable. Whether any additional work
is required to guarantee that the coupled MC-moment equa-
tions are well-behaved for realistic astrophysical simulations
is an important open questions, that will require additional
investigation. In practice, in the near future, we plan to use
our algorithm in two distinct ways. First, we will use the MC
evolution to compute the neutrino spectra, the absorption
and scattering opacities, and the rate of νν¯ annihilation in
low-density regions above a neutron star merger remnant,
and to obtain detailed information about the distribution
function of neutrinos in neutron star mergers. This provides
a significant improvement over a gray two-moment scheme,
but not the desired outcome of an algorithm converging to
a true solution to Boltzmann’s equation (as, e.g., the neu-
trino pressure tensor would still be approximated using the
M1 closure). In a second stage, we will use the fully coupled
system presented in this manuscript, possibly improved to
handle any additional stability issues encountered in realis-
tic astrophysical systems. We note that our approach to this
problem makes it easy to rely on either the MC evolution or
analytical approximation to provide any of the missing infor-
mation in the evolution of the moments of f(ν). This makes
switching from a “partially coupled” MC-Moment scheme to
a “fully coupled” MC-Moment scheme, as appropriate for
any given project, a fairly easy task.
In the rest of this paper, we assume that G = c = 1.
For subscripts and superscripts, greek letters are spacetime
indices going from 0 to 3, and roman letters are spatial in-
dices going from 1 to 3. When a black hole is involved in
the simulation its mass is MBH = 1. Otherwise, we work
with an arbitrary mass unit M = 1 (code units), or with
M = 1. A table summarizing the meaning of the various
symbols used throughout this work is provided at the end
of the manuscript (Table 1). We begin with a description of
our numerical method (Sec. 2), then demonstrate the perfor-
mance of our algorithm in a few idealized test cases (Sec. 3),
and finally conclude with a discussion of the strengths and
limitations of our algorithm in its current form, and of po-
tential applications (Sec. 4).
2 NUMERICAL METHODS
The SpEC code can be used to evolve Einstein’s equations
of general relativity coupled to the general relativistic equa-
tions of hydrodynamics. In this paper, however, we focus
on the development of a new neutrino transport scheme
for SpEC. For the code tests presented here, we do not
evolve Einstein’s equations, while the fluid is at most evolved
through its coupling to the neutrinos. From our experi-
ence developing a two-moment neutrino transport scheme
in SpEC, we do not expect the full coupling to Einstein’s
equations and the equations of hydrodynamics to create new
problems in our evolutions, although whether this remains
true for the coupled MC-moment scheme developed here
still has to be tested in practice. In the following sections,
we first define the reference frames in which we solve the
radiation transport problem (Sec. 2.1), then discuss the im-
plementation of the two-moment (Sec. 2.2) and Monte-Carlo
(Sec. 2.3) transport schemes, the methods used to couple the
two schemes (Sec. 2.4), and finally how the various pieces of
our radiation transport algorithm fit within the evolution of
the general relativistic radiation hydrodynamics equations
in SpEC (Sec. 2.5).
2.1 Definitions and reference frames
We assume a 3+1 decomposition of spacetime. The 3+1
decomposition relies on a foliation of spacetime into slices
of constant time coordinate t, with timelike unit normal
nµ = α−1(tµ − βµ) and line element
ds2 = gµνdxµdxν
= −α2dt2 + γi j (dxi + βidt)(dx j + β jdt), (2)
where gµν is the 4-metric, γi j the 3-metric on a slice of con-
stant t, α the lapse, and βi the shift vector. Our numerical
grid is discretized in the spatial coordinates xi . We will refer
to the coordinates (t, xi) as the grid frame.
The fluid is described by its baryon density ρ, temper-
ature T , electron fraction Ye, and 4-velocity uµ. Two special
observers will play an important role in the description of
our neutrino transport algorithm: inertial observers, whose
timeline is tangent to nµ, and comoving observers, whose
timeline is tangent to uµ. We also define the coordinates of
the fluid rest frame (t ′, xi′), which are defined at a point so
that
ds2 = ηµ′ν′dxµ
′
dxν
′
, (3)
with ηµν the Minkowski metric, and (t ′)µ = uµ. We con-
struct these local coordinates from an orthonormal tetrad
eˆ(λ
′)
µ , with g
µν eˆ(λ
′)
µ eˆ
(κ′)
ν = η
λ′κ′ , and eˆµ(t′) = u
µ. The three other
components of the tetrad are obtained by applying Gramm-
Schmidt’s algorithm to the three vectors Vµ(i) = δ
µ
i
(i = 1, 2, 3).
The orthonormal tetrad eˆµ(λ′) and the corresponding one-
forms eˆ(λ
′)
µ are precomputed and stored for each grid cell,
and can be used to easily perform transformations from the
fluid rest frame coordinates to grid coordinates (and vice-
versa) by simple matrix-vector multiplications. We note that
their are many alternative methods to choose a convenient
tetrad for radiation transport, e.g. Lindquist (1966); Cardall
et al. (2013); Shibata et al. (2014); Nagakura et al. (2017b).
MNRAS 000, 1–24 (2017)
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Because we do not assume any symmetry when construct-
ing our tetrad, there is no obvious geometrical meaning to
this tetrad, besides the fact that its first element is tangent
to the world line of an observer comoving with the fluid. In
special relativistic problems and for a fluid velocity aligned
with a coordinate axis, our coordinate transformation from
the grid frame to the fluid rest frame is a standard Lorentz
boost. For fluid velocities of arbitrary orientation, it already
differs from the standard choice by a spatial rotation in the
fluid rest frame.
Unless otherwise specified, vector and tensor compo-
nents are expressed in the grid coordinates. The fluid rest
frame is mostly used to compute neutrino-matter interac-
tions. Quantities expressed in the fluid rest frame will be
primed, e.g. pµ
′
for the momentum of the neutrinos in the
fluid rest frame.
2.2 Two-moment transport
The first layer of our transport scheme is based on the two-
moment formalism. A two-moment scheme was already im-
plemented in the SpEC code, and has been used for the study
of NSBH (Foucart et al. 2015) and NSNS (Foucart et al.
2016a,b) mergers. The general idea of the scheme, proposed
by Thorne (1981) and Shibata et al. (2011), is to evolve mo-
ments of the distribution function f(ν). These can be defined
from the stress-energy tensor of the neutrinos,
Tµν(ν) = En
µnν + Fµnν + nµFν + Pµν . (4)
Here, E is the energy density of the neutrinos measured by
an inertial observer. The energy flux Fµ and pressure tensor
Pµν are both normal to nµ, i.e. Fµnµ = Pµνnµ = Pµνnν = 0.
Evolution equations for E˜ =
√
γE, F˜i =
√
γFi , with γ the
determinant of the 3-metric γi j , are obtained by integrating
Boltzmann’s equation:
∂t E˜ + ∂j (αF˜ j − β j E˜) (5)
= α(P˜i jKi j − F˜ j∂j lnα − S˜αnα) ,
∂t F˜i + ∂j (αP˜ ji − β j F˜i) (6)
= (−E˜∂iα + F˜k∂i βk +
α
2
P˜ jk∂iγjk + αS˜
αγiα) ,
where Ki j is the extrinsic curvature of the current spatial
slice. To close this system of equations, we require two pieces
of information: the pressure P˜i j =
√
γPi j and the source
terms S˜α =
√
γSα. We define
Pi j = pii jE, (7)
pii j being the Eddington tensor. In this manuscript, we also
write the source terms
Sα = ηuα − κaJuα − (κa + κs)Hα . (8)
Here, κa is the absorption opacity, κs the scattering opacity,
and η the emissivity. The Eddington tensor and opacities are
quantities to be provided by the MC code, while the emis-
sivity η is taken from tabulated values for neutrino-matter
interactions (see Secs. 2.3.1 and 2.3.2). We note that this
form for Sα, chosen for its convenience in the tests used in
this manuscript, excludes potentially important processes,
e.g. pair annihilations (which couple neutrinos and anti-
neutrinos) or inelastic scatterings. Energy and momentum
deposition from these processes can however be computed
from the MC evolution, and added as source terms to the
evolution of the moments as needed. It is fairly easy to do
so as long as the additional source terms are not too large,
and can thus be treated explicitly
The moments J and Hα are, respectively, the energy
density and flux density measured by an observer comoving
with the fluid (but with vector components in grid coordi-
nates). They can be defined from the stress-energy tensor of
the neutrinos
Tµν(ν) = Ju
µuν + Hµuν + uµHν + Sµν, (9)
with Sµν the pressure tensor measured by a comoving ob-
server, and Hµuµ = Sµνuµ = Sµνuν = 0. J and Hµ can thus
be computed as functions of E, Fi , and pii j , by taking pro-
jections of Tµν(ν) .
An equivalent, and more intuitive definition of the mo-
ments can be obtained if we start from the comoving mo-
ments
J =
∫
dνν3
∫
dΩ f(ν) (10)
Hµ =
∫
dνν3
∫
dΩ f(ν)lµ (11)
Sµν =
∫
dνν3
∫
dΩ f(ν)lµ lν (12)
with ν the neutrino energy in the fluid rest frame,
∫
dΩ
integrals over solid angle on a unit sphere in momentum
space, and
pµ = ν(uµ + lµ), (13)
the 4-momentum of neutrinos, with lµuµ = 0.
We use high-order finite volume methods to evolve
(E˜, F˜i). A locally implicit time stepping allows us to han-
dle stiff neutrino-matter interaction terms, while the flux
terms are computed explicitly. The only terms to be treated
implicitly in the equations are those containing the source
terms Sα. Thanks to the linearity of the equations in (E˜, F˜i),
we can solve the implicit problem exactly by inverting a 4x4
matrix for each neutrino species at each point.
In practice, we compute the fluxes (αF˜ j − β j E˜) and
(αP˜ j
i
− β j F˜i) on cell faces using the HLL approximate Rie-
mann solver (Harten et al. 1983), and a fifth-order WENO
reconstruction of E, Fi/E, pii j on cell faces from their cell-
centered values (Liu et al. 1994; Jiang & Shu 1996). The time
discretization uses an implicit second-order Runge-Kutta
method: to evolve the system by a time step ∆t, we first
take a test step ∆t/2, with the fluxes and explicit source
terms computed at the beginning of the time step. We then
take a full step ∆t, with the fluxes and explicit source terms
evaluated from the result of the half step.
To compute the HLL fluxes, we need the characteris-
tic speeds of the system. For the linear system considered
here, the minimum and maximum speeds across a face in
the direction d are
c± = −βd ± α
√
pidd . (14)
Finally, we note that the two-moment scheme is cor-
rected in very optically thick cells (i.e. cells in which [κa +
κs]∆x & 1, with ∆x the grid spacing). Without such a correc-
tion, the diffusion of neutrinos in optically thick regions is set
by numerical viscosity. This correction effectively transitions
MNRAS 000, 1–24 (2017)
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between a two-moment scheme and a one-moment scheme,
with Fi(E) in optically thick regions set by its known value in
the diffusion limit. In practice, we follow the method of Jin
& Levermore (1996). Details of its implementation in the
SpEC code are discussed in Foucart et al. (2015).
2.3 MC transport
The second and most expensive layer of our transport
scheme is a MC algorithm, which we implement in SpEC
for this work. Our MC methods are largely inspired from
the general relativistic radiation hydrodynamics code bh-
light (Ryan et al. 2015). We refer the reader to that work
for more details on the derivation of a general relativistic
MC scheme, and focus here on a summary of the algorithm,
as well as on the additional work required to use a MC al-
gorithm to close the two-moment equations.
In a MC scheme, we evolve neutrino packets that sam-
ple the distribution function of neutrinos, f(ν). The ensemble
of P packets in the simulation at time t, with packet k repre-
senting Nk neutrinos at the spatial coordinates xik and with
4-momentum pµ
k
, provides an estimate of the distribution
function
f(ν) ∼ f(ν),MC =
P∑
k=1
Nkδ
3(xi − xik )δ3(pi − pki ). (15)
We note that the use of lower indices in pi and upper indices
in xi is required for this equation to be a relativistic invari-
ant. To couple the MC evolution to the moment formalism,
we also rely on the MC estimate of the neutrino stress-tensor
Tµν(ν),MC =
P∑
k=1
Nk
pµ
k
pν
k√
γαpt
k
δ3(xi − xik ). (16)
In a MC transport scheme, Boltzmann’s equation for
f(ν) can be translated into prescriptions for the creation, an-
nihilation, scattering and propagation of the neutrino pack-
ets sampling f(ν), which we discuss in the following sections.
In SpEC, the state of a neutrino packet is entirely deter-
mined by its grid coordinates (t, xi), momentum pi , and neu-
trino species, as well as the number of neutrinos Nk repre-
sented by the packet. As we neglect the masses of neutri-
nos, the fourth component of the momentum can easily be
computed from pi , e.g. pt =
√
γi j pipj/α. The spatial compo-
nents of the grid coordinates xi and momenta pi are evolved
in time, while Nk and the neutrino species remain constant
during the evolution of a packet. We also regularly need the
fluid rest frame energy of the neutrinos in the packet,
ν = αWpt − γi juipj, (17)
where W =
√
1 + γi juiu j is the Lorentz factor of the fluid
with respect to an inertial observer.
For high-accuracy evolution of neutrino packets in the
MC framework, high-order interpolation of the fluid and
metric variables to the position of a neutrino packet would be
desirable. However, this would significantly increase the cost
of the MC scheme. As limiting the cost of the MC algorithm
is our main concern at this point, we make a simpler, less
accurate choice: we use cell-centered values of the fluid vari-
ables, metric variables, and derivatives of the metric, which
are already computed during the evolution of the general rel-
ativistic equations of hydrodynamics. We will see in Sec. 3
that this is unlikely to be an important contribution to the
error budget of our simulations.
2.3.1 Tabulated neutrino-matter interactions
In this manuscript, we ignore inelastic scatterings and
reactions involving two or more neutrinos. Neutrino-
matter interactions are described by a neutrino emissivity
η(ρ,T,Ye, E(ν)), absorption opacity κa(ρ,T,Ye, E(ν)), and elas-
tic scattering opacity κs(ρ,T,Ye, E(ν)), for each species of neu-
trinos and antineutrinos. The exact interpretation of these
variables in the context of a MC algorithm will be discussed
in more detail in the following sections.
We use tabulated values of these quantities produced
by the open-source NuLib library (O’Connor & Ott 2010),
which provides a flexible framework to include a range of
neutrino-matter interactions of importance to the merger
problem, and let us choose the density of the table in
the fluid variables (ρ,T,Ye). We use linear interpolation in
[log (ρ), log (T),Ye] to interpolate between tabulated values.
We discretize the neutrino spectrum into NE energy bins,
with bounds (E0 = 0, E1, ..., ENE ). NuLib provides us with
values of the opacities at the center of each energy bin. We
obtain the opacities at other energies by interpolating lin-
early in log (E(ν)). NuLib also provides us with the emissivity
per unit volume, integrated over each energy bin. The tabu-
lated values guarantee that η and κa satisfy Kirchoff’s Law,
i.e. that for each energy bin η/κa is the energy density of
neutrinos in equilibrium with the fluid, integrated over that
bin. By enforcing Kirchoff’s law in that manner, we make
sure that the neutrinos reach the desired equilibrium distri-
bution in optically thick regions. For testing purposes, we
also implement an alternative framework in which η, κa, κs
are provided as functions of the spacetime coordinates.
We note that incorporating inelastic scattering of neu-
trinos by nucleons, electrons, and nuclei into the MC evolu-
tion is not particularly complex from an algorithmic point
of view, but requires very large tables for the inelastic scat-
tering cross-sections, coupling all energy bins. Neutrino-
antineutrino annihilations into e+e− pairs are more challeng-
ing if one wants to account for the blocking factor of the elec-
trons. Ignoring that factor (which is probably acceptable in
the low-density regions where pair annihilation may play an
important role), one can define the energy deposition due to
pair annihilation from the moments (E, Fi, Pi j ) of the distri-
bution function of each neutrino species (Fujibayashi et al.
2017), which we already have at our disposal. We plan to
incorporate νν¯ annihilations in that approximation, once we
begin to use our code to study compact binary mergers.
2.3.2 Emission
To sample the emission of neutrinos, we compute for each
cell of volume ∆V = ∆x1∆x2∆x3 and time interval ∆t the
number of neutrinos packets Np emitted with a fluid rest
frame energy within a given energy bin [Eb−1, Eb]. Taking
advantage of the invariance of the 4-volume (√−g∆V∆t), and
defining ηb(ρ,T,Ye) as the tabulated emissivity per unit vol-
MNRAS 000, 1–24 (2017)
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ume in that energy bin, we find
Np ≈ √−g∆V∆t ηb(ρ,T,Ye)Ep , (18)
where Ep is the desired energy of each neutrino packet in the
fluid frame and
√−g = α√γ. Ep is provided as an input to the
code, and effectively sets the number of packets evolved by
the MC algorithm. If [Np] is the largest integer smaller than
Np, then we create [Np] neutrinos packets, with a probability
(Np − [Np]) of creating one additional packet.
All packets are created with a fluid rest frame energy
ν = 0.5 ∗ (Eb−1 + Eb), and represent a number of neutrinos
Nk = Ep/ν. The choice to initialize all neutrinos with the
energy of the center of the bin was proposed by Richers
et al. (2017) and has the advantage to be consistent with
the way Kirchoff’s law is enforced in the NuLib tables (i.e.
by balancing the emissivity ηb integrated over the entire en-
ergy bin with the opacity κa(ν) at the center of the bin).
The time of creation and initial position of the packets are
drawn from uniform distributions in (t, xi) within the vol-
ume ∆V and time interval ∆t. We note that the choice of
uniform sampling in the coordinates xi could be a signifi-
cant approximation when using curvilinear coordinates, or
if the metric varies significantly over the length of a cell.
It may be necessary to use sampling methods which take
into account variations in the proper volume element within
a cell for applications requiring higher accuracy and/or for
non-cartesian grid structures.
The initial direction of propagation of the neutrino
packets is drawn so that the packets are isotropically dis-
tributed in the fluid rest frame. The 4-momentum of a neu-
trino in a given packet is, in that frame and using the or-
thonormal tetrad defined in Sec. 2.1,
pµ
′
= ν (1, sin θ cos φ, sin θ sin φ, cos θ) . (19)
We draw cos(θ) from a uniform distribution in the range
[−1, 1] and φ from a uniform distribution in the range [0, 2pi].
The 4-momentum of neutrinos in grid coordinates can then
be computed using that same orthonormal tetrad:
pt = eˆt(λ′)p
λ′, (20)
pi = giµ eˆ
µ
(λ′)p
λ′ = δκ′λ′ eˆ
(κ′)
i
pλ
′
. (21)
The angles θ, φ used in this sampling process are convenient
to obtain an isotropic distribution in the fluid rest frame.
As opposed to angles defined with respect to the radial di-
rection of a spherical grid, however, they have no clean in-
terpretation. The “polar” angle θ is the angle between the
direction of propagation of the neutrinos and the last el-
ement of the orthonormal tetrad constructed by applying
Gramm-Schmidt’s algorithm to the coordinate axes of of the
grid on which we evolve the moment’s equations. In curved
spacetime, this is not a particularly meaningful vector.
We note that, after that transformation and summing
over all bins, the total energy ∆E of the neutrinos created
within a cell is, on average and as measured by an inertial
observer, ∆E = ∆V∆t
√
γut (∑b ηb). By comparing this result
with the definition of the energy integrated emissivity η used
in the evolution of the moments equations, we find that,
unsurprisingly, η =
∑
b ηb. The emissivity in the gray two-
moment transport can thus be obtained directly from the
tabulated emissivities used by the MC algorithm.
2.3.3 Initialization of a cell
The MC algorithm also needs a prescription for the initial-
ization of packets within a cell at the beginning of a time
step. Such initialization is required at the beginning of the
first time step, as well as in some optically thick regions dis-
cussed in Sec. 2.3.5. In optically thick regions, we want these
packets to sample the equilibrium distribution of neutrinos.
In optically thin regions, we do not have any particularly
good guess to rely on, and thus do not create any neutrino
packets at the initial time. We assume that the number den-
sity of neutrinos, on the initial slice and within the energy
bin [Eb−1, Eb] is, in the fluid rest frame,
dn = d3xi
′
dΩ
ηb
4piν[κa(ρ,T,Ye, ν) + a], (22)
with ν = 0.5 ∗ (Eb−1 + Eb). The constant a is semi-arbitrary,
and sets the initial energy density of neutrinos in regions
of moderate optical depth. At t = 0 and for the problems
presented here, we choose a = (κa + κs)−1L−2, where L is
a length scale comparable to the typical length scale for
variations of κa. In our tests, we use L = GM/c2, with M = 1
(in code units) for idealized tests and M = M for our test
using a core-collapse fluid profile.
A slight complication when sampling the neutrino dis-
tribution function on a spatial slice, also discussed in Ryan
et al. (2015), is that the 3-volume
√
γ∆V is not a relativistic
invariant. Accordingly, one has to be careful when sampling
in the inertial frame a distribution function which is known
only in the fluid rest frame. We can rely on the invariance
of
√−g∆Vpt and the fact that √−g = 1 and pt′ = ν in the
fluid rest frame to derive the ratio between the volume el-
ement in the fluid rest frame, ∆V ′ = ∆x1′∆x2′∆x3′ , and the
volume element in the grid frame, ∆V : ∆V ′/∆V = √−gpt/ν.
Using this result, we sample the distribution of neutrinos by
creating N0p neutrino packets
N0p =
√−g∆V ηb(ρ,T,Ye)
Ep[κa(ρ,T,Ye, ν) + a] . (23)
Each packet represents neutrinos with fluid rest frame en-
ergy ν. The non-integer part of N0p is treated as a probability
to emit one more packet, the initial position of each packet
is drawn from a uniform distribution in ∆V , and the momen-
tum of the neutrinos is drawn from an isotropic distribution
in the fluid frame, as for the main emission procedure. Each
packet represents Nk = (Ep/ν) × (pt/ν) neutrinos, and not
Ep/ν neutrinos, to account for the ratio ∆V/∆V ′.
2.3.4 Propagation, absorption, and scattering
In our code, the evolution of MC packets currently involves
three types of operation: the propagation of packets along
null geodesics, as well as absorption and scattering of packets
sampling neutrino-matter interactions. To evolve a neutrino
packet by a time interval ∆t, we first determine whether the
packet is free-streaming, or whether it is absorbed or scat-
tered by the fluid. Absorption and scattering probabilities
can be computed from the infinitesimal optical depth along
a geodesic, dτ = κνdλ = (κν/pt )dt, with dλ the increment in
the affine parameter (pµ = dxµ/dλ). The time interval before
the first absorption/scattering is then
∆ts,a = − log (rs,a) p
t
κs,aν
, (24)
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with rs,a drawn from a uniform distribution in (0, 1]. We
then determine the smallest of the three time intervals
(∆t,∆ta,∆ts). If ∆t is the smallest time interval, the packet is
propagated by ∆t without interacting with the fluid. If ∆ta
is the smallest interval, the packet is propagated by ∆ta and
then absorbed (i.e. removed from the simulation). Finally,
if ∆ts is the smallest interval, the packet is propagated by
∆ts, then scattered by the fluid. After scattering we begin a
new time step with ∆t → ∆t − ∆ts. Scattering is performed
in the fluid rest frame. As we only consider isotropic elas-
tic scattering, we simply redraw the 4-momentum pµ
′
(at
constant fluid rest frame energy ν), from the same istropic
distribution as during packet creation.
Propagation of a packet along null geodesics is per-
formed following the prescription of Hughes et al. (1994),
dxi
dt
= γi j
pj
pt
− βi, (25)
dpi
dt
= −α(∂iα)pt + (∂i βk )pk −
1
2
(∂iγ jk )
pj pk
pt
. (26)
We use the same second-order Runge-Kutta time stepping as
for the two-moment algorithm, with the caveat that we use
metric quantities evaluated at the cell center closest to the
initial position of the packet. We only switch the cell from
which we gather the fluid and metric variables at the end of
a time step. This naturally imposes a limit on the timestep
∆t . A∆xi/cmax, where A reflects our tolerance for how far
packets potentially move into a neighboring cell before we
use updated values of the metric, and cmax is the maximum
grid-coordinate value of the speed of light. In most tests,
we choose A ∼ 1/3, which is comparable to the Courant
condition for the evolution of the fluid and of the moments
(E, Fi).
2.3.5 Optically thick regions
In theory, we now have at our disposal all of the pieces re-
quired for a basic MC scheme: initialization of the simula-
tion, emission of neutrino packets, and interactions with the
fluid. We could move on to the computation of the back-
reaction on the evolution of the moments. However, this
would be prohibitively expensive for at least two reasons.
First, the scheme would continuously create and absorb a
large number of packets in optically thick regions, where a
very small fraction of the emitted packets survive any single
time step. Second, in regions in which the scattering opacity
κs∆t  1, the code would spend too much time propagat-
ing neutrino packets over a large number of time intervals
∆ts  ∆t. Both of these issues can, however, be handled
through much cheaper methods.
To do so, we define a 4-dimensional grid in (xi, ν), with
the spatial discretization being provided by the grid on
which we evolve the moments, and the energy discretization
provided by the binning used when generating the NuLib ta-
ble for neutrino-matter interactions. We define three types
of cells on this grid. Cells with
√
κa(κa + κs) ≥ κcrit are op-
tically thick cells. There, we assume that the neutrinos are
in thermal equilibrium with the fluid. Cells which are not
optically thick and satisfy κs∆t ′ ≥ tdiff (with ∆t ′ = ∆t/ut the
time step in the fluid rest frame) are called high-scattering
cells. There, we assume that the diffusion equation is a good
approximation to the evolution of the energy density of neu-
trinos. Finally, cells which are neither optically thick nor
high-scattering use the standard MC algorithm outlined in
the previous sections. The parameters κcrit and tdiff can be
specified at run time. It is important to note that for our
algorithm to formally converge to a solution of Boltzmann’s
equations, we should take κcrit → ∞ and tdiff → ∞, in addi-
tion to increasing the number of neutrino packets and the
accuracy of the evolution of the moments. For the grid spac-
ings and number of packets that we can currently afford,
however, the errors introduced by the use of approximate
methods in optically thick / high-scattering cells are sub-
dominant.
As our algorithm couples the MC evolution to the evo-
lution of the moments, we have a fairly simple solution to the
costly evolution of optically thick cells. We simply skip the
MC algorithm in optically thick regions, and rely solely on
the two-moment scheme in that regime. The two-moment
scheme is known to perform well in the diffusion regime,
as long as some corrections are applied to the fluxes in or-
der to limit the impact of numerical dissipation. A cell is
masked if
√
κa(κa + κs) ≥ κcrit. Any neutrino packet which
ends a time step in a masked cell is removed from the sim-
ulation. When coupling the MC and moment schemes, we
assume that neutrinos are in thermal equilibrium with the
fluid in masked cells. The proper choice for κcrit depends on
the typical length scale over which κa,s vary. We note that
we only assume a thermal distribution of neutrinos for the
computation of high-order moments and of κa,s. The evo-
lution of the moments computes the diffusion of neutrinos
through optically thick regions without requiring exact ther-
mal equilibrium.
Entirely neglecting masked cells may create errors close
to the boundary of the masked region. To provide an effec-
tive boundary condition to the MC algorithm, we evolve any
masked cell that shares some boundary with an evolved cell
(in 4-dimensional space (xi, ν), and including 1D, 2D, and
3D interfaces), using a modified MC algorithm. All pack-
ets that finish a time step in a masked boundary cell are
removed from the simulation. Packets sampling an equilib-
rium distribution of neutrinos are then redrawn at the be-
ginning of each time step, as during the initialization of the
MC scheme (but setting the constant a = 0). The emission of
neutrino packets during a time step proceeds as in evolved
cells. However, we modify Ep so that no more than Nmax
packets are created in a single energy bin of a single bound-
ary cell. In this paper, we use Nmax = 300. While destroying
and re-creating packets in these cells at each time step may
seem highly inefficient, we note that this generally happens
in cells where the number of packets required to sample the
equilibrium distribution of neutrinos is comparable to the
number of packets created during a time step. The addi-
tional use of a strict limit Nmax on the number of packets
created within each of these cells guarantees that our effec-
tive boundary conditions does not become an important cost
in the MC algorithm.
2.3.6 Approximate treatment of high-scattering regions
In high scattering regions, instead of treating each scattering
event individually, we rely on the expected diffusion velocity
of packets away from their original location in the fluid rest
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Figure 1. Distribution function of rd/(∆t′), the ratio of the dis-
tance covered by a packet to the elapsed proper time, for κs∆t
′ = 3.
We show the approximate distribution function used in our code,
and the result of scattering experiments where 108 MC packets
are propagated with scatterings properly treated as individual
events. Even for κs∆t
′ = 3, the agreement between the exact and
approximate treatment is quite good (and it only improves as κs
increases).
frame. Solving the diffusion equation in spherical symmetry,
we get that the probability distribution for a packet to move
a distance rd from its original location in the fluid rest frame,
over a time interval ∆t ′ in that frame, is
f (r˜) = 4√
pi
r˜2 exp (−r˜2), (27)
r˜ =
√
3κs∆t ′
4
rd . (28)
We could tabulate the function r˜(P), defined implicitly by∫ r˜(P)
0
f (r˜)dr˜ = P, (29)
and then randomly draw P from a uniform distribution in
[0, 1] to obtain rd(P). In fact, we find that we can obtain
a better approximation of the diffusion limit for moderate
values of κs∆t ′ if we set∫ r˜(P)
0
f (r˜)dr˜ = P
∫ √3κs∆t′/4∆t′
0 f (r˜)dr˜
1 − exp (−κs∆t ′) , (30)
and set rd = ∆t ′ whenever that formula predicts rd > ∆t ′,
to avoid violating causality. Cases in which rd > ∆t ′ are
interpreted as packets that do not experience any scattering
events, and thus behave as free-streaming neutrinos. Eq. 30
is obtained by renormalizing Eq. 29, using the constraint
that the probability for a packet to avoid any scattering (i.e.
to get rd > ∆t ′) is exp (−κs∆t ′). With that normalization, we
find good agreement between the approximate distribution
of rd and the distribution obtained by treating scattering
events individually, for optical depths as low as κs∆t ′ ∼ 3
(see Fig. 1).
In practice, when evolving a neutrino packet, we always
evolve the packet exactly up to its first interaction. If that
interaction is a scattering event, and the remaining time
in the time step is such that κs∆t ′ > tdiff , we continue the
time step using the diffusion approximation. We then draw
a new absorption time ∆ta and evolve the packet by ∆t =
min(∆t,∆ta) as follows. We randomly draw P from a uniform
distribution in [0, 1] to obtain ffree = rd/∆t ′. We interpret
ffree as follow: we transport the neutrino packet with the
fluid for a time ∆t ′fl = (1 − ffree)∆t ′, and then propagate the
packet for a time ∆t ′free = ffree∆t
′ in a random direction drawn
from an isotropic distribution in the fluid rest frame. If the
packet is absorbed, we then remove it from the simulation.
The advection of a packet by the fluid proceeds as fol-
lows. We define a momentum pµ = Atµ + Buµ, setting A
and B by requiring that pµpµ = 0 and pµuµ = −ν. Then,
we propagate the packet along the null geodesic defined by
pµ for a time ∆t ′adv = ∆t
′
fl(uipt )/(ut pi). This propagates the
packet over exactly the coordinate distance covered by the
fluid during the time interval ∆t ′fl, but along a null geodesic
instead of a timelike curve. Practically,
A
B
= −
ut +
√
u2t + gtt
gtt
, (31)
B =
ν
1 − AB ut
, (32)
uipt
ut pi
=
A + But
But
. (33)
As these equations are singular for a fluid with ui = 0, we
only go through this procedure when δi juiu j ≥ 10−10. Other-
wise, advection with the fluid motion simply keeps a packet
at its current location. This algorithm does not exactly re-
produce the diffusion of a packet in curved spacetime, but
guarantees that packets experience the proper gravitational
redshift, and are advected by the fluid. The choice to evolve
along a null geodesic instead of along uµ is done so that we
can evolve the momentum of the packet according to Eq. 26,
which assumes pµpµ = 0. We then propagate the packet for
∆tfl − ∆tadv along tµ. The vector tµ is timelike, not null, but
we make the approximation that the 4-momentum of neu-
trinos in the packet is constant during that step. In all of the
above, the conversion between ‘primed’ time intervals and
‘unprimed’ time intervals is ∆t ′ = ∆t/ut .
After this ‘advection’ step, we move to the ‘free-
streaming’ step. We randomly draw a direction of propaga-
tion from an isotropic distribution in the fluid frame, as when
emitting new packets, keeping the fluid frame energy ν con-
stant. This generates a new fluid frame momentum for the
packet, pµfree. There is now a subtlety in the determination
of the time interval over which we let the packet free stream
in the direction of pµfree. It is not simply ∆tfree = ffree∆t, be-
cause packets propagating in different directions should be
propagated for the same time interval in the fluid rest frame.
The correct time step for the free propagation of a packet
is ∆tfree = ffree∆t[pt/(νut )]. With this weighting of the time
step, the average propagation velocity of freely propagating
packets is ui/ut , as desired. It is worth noting that because
of this weighting, a given packet may be propagated to a
time larger or smaller than initially requested. In our MC
algorithm, there is however no particular requirement for the
propagation of all packets to end at the same time in any
given call to the MC algorithm, so this does not create any
issue.
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The last step in our approximate treatment of regions of
high κs is the most complex. Once a packet has been prop-
agated, we need to determine what its momentum will be
at the beginning of the next time step. We define the angles
(θ2, φ2) determining the orientation of that momentum vec-
tor in the fluid frame, in a spherical polar coordinate system
whose polar axis is parallel to the momentum pµ
′
free. The mo-
mentum at the beginning of the next time step is then, in
the fluid frame,
p0
′
= ν
p1
′
= ν(− sin θ2 cos φ2 cos θ cos φ + sin θ2 sin φ2 sin φ
+ cos θ2 sin θ cos φ),
p2
′
= ν(− sin θ2 cos φ2 cos θ sin φ − sin θ2 sin φ2 cos φ
+ cos θ2 sin θ sin φ),
p3
′
= ν(sin θ2 cos φ2 sin θ + cos θ2 cos θ),
with θ, φ the angles defining the orientation of pµ
′
free in the
fluid-frame orthonormal tetrad defined in Sec. 2.1.
By symmetry, we can always draw φ2 from a uniform
distribution in [0, 2pi]. The simplest options for θ2 would be
to either draw cos θ2 from a uniform distribution in [−1, 1],
which effectively means that pµ
′
is isotropically distributed
in the fluid frame, or to set θ2 = 0 and use the average
direction of propagation of the packets away from the mo-
tion of the fluid as their final direction of propagation. We
will see that both options fail to reproduce solutions ob-
tained without using any approximation in regions of high
κs. By inspection of three sets of scattering experiments in
which we scattered ∼ 108 packets through optical depths
τs = (3, 10, 30), however, we find that to high accuracy the
distribution of θ2 only depends on the ratio ffree = ∆t ′free/∆t ′.
Furthermore, a good fit to the result of these experiments
can be obtained by setting
cos θ2 = B( ffree) − [1 + B( ffree)] exp
[
r ln
(
B( ffree) − 1
B( ffree) + 1
)]
, (34)
with r drawn from a uniform distribution in [0, 1]. To capture
the fact that pµ
′
should be isotropic for ffree = 0 and that
θ2 = 0 for ffree = 1, we want B(0) → ∞ and B(1) → 1.
In practice, we fit B to match our scattering experiments,
and tabulate the result of those fits. We then interpolate B
linearly in ffree. We use Bi = B(0.05i) with
Bi = ( 1000, 18.74, 7.52, 4.75, 3.51, 2.78, 2.32, 2.00,
1.77, 1.60, 1.47, 1.36, 1.28, 1.21, 1.15, 1.10,
1.07, 1.04, 1.019, 1.0027, 1.0000001) (35)
and i = 0, 1, ..., 20. This approximation is tested in Sec. 3.4,
and shows very good agreement with a full treatment of in-
dividual scatterings. Nevertheless, it is only an approxima-
tion. When using this prescription, finite errors remain even
in the limit of an infinite number of particles. Thus, despite
the fact that the accuracy of this scheme is a small source
of error compared to numerical errors at the grid resolution
/ number of MC packets that we can currently afford, we
should keep in mind that the coupled Moment-MC scheme
only formally converges to an exact solution of Boltzmann’s
equation in the limit κcrit → ∞ (i.e. when this approximate
method is used nowhere).
2.4 MC-Moments Coupling
The role of the MC evolution in our algorithm is to pro-
vide missing information about the distribution function of
neutrinos to the evolution of the moments. In particular, we
have shown in Sec. 2.2 that the moment scheme needs the
Eddington tensor pii j = Pi j/E, and the energy-averaged ab-
sorption and scattering opacities κa,s. In order to compute
the evolution of the electron fraction of the fluid, we also
need the number emission and absorption opacity, ηN and
κN . Indeed, the evolution equation for the composition of
the fluid is
∂µ(ρYe√−guµ) = −
∑
i
sign(νi)√−g(ηN − κN J), (36)
where the sum is taken over all neutrino species, and sign(νi)
is 1 for νe, −1 for ν¯e, and 0 for heavy-lepton (anti)neutrinos.
We have already seen that the emissivity is simply η =∑
b ηb, with ηb the integrated emissivity within an energy
bin. Similarly, ηN =
∑
b 2ηb/(Eb−1+Eb). The other quantities
will be derived from ratios of the MC moments EMC , Fi,MC ,
Pi j,MC , JMC , (κaJ)MC , (κs J)MC , and (κN J)MC . All of these
moments are computed following the same strategy. Any MC
moments XMC is divided into three contributions
XMC = Xthick + Xprop + Xadv. (37)
Xthick is the contribution from high opacity cells, as defined
in Sec. 2.3.5, i.e. cells where we do not evolve MC packets,
and simply assume that neutrinos are in equilibrium with
the fluid for the purpose of computing (κa, κs, κN ). Xprop is
the contribution from packets propagating without any ap-
proximation, and from the portion of the time step ∆tfree
that a packet in a high-scattering region (i.e. treated using
the approximation of Sec. 2.3.6) spends ‘free-streaming’. Fi-
nally, Xadv is the contribution from the portion of the time
step ∆tfl that those same packets spend being explicitly ad-
vected with the fluid. This decomposition is necessary be-
cause MC packets are treated very differently (or entirely
ignored) in regions of high opacity. It is not, however, equiv-
alent to a more traditional separation between ‘trapped’ and
’free-streaming’ neutrinos. While neutrinos contributing to
Xthick are trapped, neutrinos contributing to the other two
components could be either trapped or free-streaming. In
the limit of infinite resources, all packets should contribute
to Xprop.
Each of these three components relies on a different es-
timate of the stress-energy tensor, adapted to the treatment
of neutrino packets in that region. For Xthick, each energy
bin which is not evolved by the MC algorithm is assumed to
contribute
Tµνthick =
ηb
κa,b
(
4uµuν + gµν
3
)
, (38)
as appropriate for neutrinos in equilibrium with the fluid.
Here, κa,b is the absorption opacity of the fluid for neutrinos
in the bth energy bin (computed at the center of the bin).
For each propagating packet, we have
Tµνprop = Nk
pµ
k
pν
k√
γαpt
k
δ3(xi − xik ), (39)
while for packets advected with the fluid, we use the approx-
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imation
Tµνadv ∼ Nk
ν2
(νut )
(
4uµuν + gµν
3α√γ
)
δ3(xi − xik ), (40)
which assumes an isotropic distribution of momenta in the
fluid rest frame. The full moment is then obtained by in-
tegrating over the proper volume
√−g∆V∆t of the cell (for
the optically thick limit), or the propagating time ∆t of a
packet. For example, for the energy density EMC ,
EMC =
∑
b,thick
√−g∆V∆t ηb
κa,b
(
4W2 − 1
3
)
(41)
+
∑
k,prop
Nk (αptk )2
∆t
pt
k
+
∑
k,adv
Nkν
(
4W2 − 1
3
)
∆t
ut
.
The first sum is taken over the energy bins in which the
cell is assumed to be optically thick, while the other two
are taken over the paths of packets either propagating along
null geodesics or advected with the fluid. We note that there
are several abuses of notation in the previous formula. A sin-
gle packet undergoing scattering interactions may contribute
to both the free-streaming and advected components of the
stress-energy tensor during a single time step, with different
∆t, and may contribute multiple time to the free-streaming
component of the stress-energy tensor with different ∆t and
pµ. Practically, the calculation is performed by letting each
packet contribute to the computation of the moments when-
ever it is evolved in time. Packets evolved without approxi-
mations contribute once to Xprop for each time interval spent
free-streaming in-between scattering or absorption events,
while packets in high-scattering regions evolved using the
approximation from Sec. 2.3.6 contribute to both Xprop (for
the period ∆tfree spent approximately free-streaming) and
Xadv (for the period ∆tfl spent being advected by the fluid).
The optically thick regions are taken into account during the
emission step, when we determine which cells are not evolved
using the MC algorithm, and thus contribute to Xthick.
The other moments can be obtained by taking different
projections of the stress tensor, except for (κN J)MC which is
(κN J)MC =
∑
b,thick
√−g∆V∆t ηb
ν
(42)
+
∑
k,prop
Nk κaν
∆t
pt
k
+
∑
k,adv
Nk κa
∆t
ut
.
With these moments at hand, we can compute pii j =
Pi j,MC/EMC, and κa,s,N = (κa,s,N J)MC/JMC. We also define
the average number of packets per cell (multiplied by the
proper time interval spent in that cell) NMC as
NMC =
∑
b,thick
√−g∆V∆t ηb
κaEp
(43)
+
∑
k,prop
ν∆t
pt
k
+
∑
k,adv
∆t
ut
.
To time-average the MC moments over multiple time
steps, and thus allow us to use a lower number of packets
in the simulation, we continuously add to all of the above
moments. Instead of resetting the moments to zero at the
beginning of a time step, we damp all moments (including
NMC) using
XMC = X
0
MC min
[
exp
(
− ∆t
ut td
)
,
N0∆xavg
NMC
]
. (44)
Thus, td is a minimum damping timescale in the fluid rest
frame, while N0 is the desired number of packets over which
we average the neutrino distribution function, assuming that
we can accumulate N0 packets over a timescale shorter than
td. The distance ∆xavg = (√γ∆x1∆x2∆x3)1/3 provides a rough
estimate of the propagation time across a cell. A large N0 im-
plies small statistical errors in the MC moments, but longer
averaging timescales. Our standard choice in this manuscript
is N0 = 100, which should lead to ∼ 10% relative errors in
the MC moments. The actual accuracy of the method will
however be better than this in optically thick regions, where
more than 100 packets live in a cell at any given time. The
impact of varying N0 on the noise in the MC moments is
explored in the tests of Sec. 3.
We also need a backup prescription for the computa-
tion of the moments when the MC algorithm does not have
enough packets to provide any reliable information. When-
ever we have a cell with NMC < Nmin∆xavg, all opacities are
set to zero and the Eddington tensor is computed using
the M1 closure, pii j,M1. During the moment evolution, we
also use pii j,M1 at cell faces if both neighboring cells have
NMC < Nmin∆xavg. When that is the case, the characteristic
speeds of the system are estimated assuming the nonlinear
M1 closure. In this work, we use Nmin = 5. We note that
this prescription is necessary in many idealized problems in
which neutrinos may be confined to a small portion of the
grid, but probably less important in simulations of neutron
star mergers, where neutrinos are present everywhere.
The most natural interpretation of this ‘time-averaging’
of the moments XMC is that we damp the contribution of a
packet to XMC over the time scale needed for N0 packets to
cross a given grid cell, or over the user-prescribed time scale
td (whichever is smaller). The damping time scale thus varies
from grid cell to grid cell, and over time. A disadvantage of
this prescription is that we do not have absolute measure-
ments of the moments, as XMC cannot be easily normalized
to provide a true average of X. In our algorithm, only ratios
of the moments are meaningful quantities to use. Thus, we
can use the Eddington tensor pii j = Pi j/E, but not the energy
density E itself. We have found, however, that a fixed damp-
ing timescale (which would allow us to properly normalize
XMC) can lead to instabilities in optically thick regions (if
the time scale is too long), or to a highly inaccurate closure
far away from the sources (if the time scale is too short). As
any given cell can switch from the former to the latter over
the course of a simulation, we need some adaptivity in the
choice of the damping time scale.
In SpEC, we evolve the MC packets before evolving the
moments, and after evolving the fluid. When information
from the MC evolution is required for the evolution of the
moments, we always use the last-computed moments XMC.
In regions where more than N0 packets cross a cell over a
given time step, this means that XMC is simply the average
of X over all packets evolved during the last MC time step.
In other regions, XMC is an average of X over the recent past
of the system. This is a rather simple choice which, while
appropriate for the type of conditions existing in neutron
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star merger simulations, may be problematic in any system
where the neutrino-fluid and/or moment-MC couplings are
stiff enough that they have to be treated implicitly (e.g.,
possibly, in rapidly cooling optically thin regions existing in
radiation-dominated accretion disks).
Finally, we will show in the code tests that, at finite res-
olution, the moment and MC algorithms can become incon-
sistent. Whether this will be a significant issue for any given
application remains an open question, as is the best method
to avoid this issue. To illustrate a potential way around this
issue, we implement a fairly simple-minded method which
attempts to switch to a pure moment evolution when the
moment and MC schemes become so inconsistent that using
the MC moments may be meaningless. We define a deviation
between the MC and moment algorithms as
(δF)2 = γi j
(
Fi,MC
EMC
− Fi
E
) (Fj,MC
EMC
− Fj
E
)
, (45)
 = 0.5
[
1 + atan
(
min (δF, 1) − 0.5
0.1
)]
. (46)
The Eddington tensor is then defined as
pii j = pii j,M1 + (1 − )pii j,MC. (47)
This introduces a lag in the reaction of the evolution equa-
tions to a change in the closure, but also provides addi-
tional stability. The approximate characteristic speeds are
similarly corrected using c± = cMC± ± (1 − )cM1 with cM1
the largest characteristic speed (in absolute value) for the
evolution of the moments, assuming the M1 closure. Po-
tential alternatives to this prescription includes promoting
δFi =
(
Fi,MC
EMC
− FiE
)
to an evolved variable, and using con-
straint damping to drive that variable to zero, or using high-
order/low-order methods in which δFi is used to compute a
stabilizing source term in the evolution equations for Fi . We
do not investigate these other methods in this work. We
note that the method implemented here does not stop con-
vergence towards a true solution of Boltzmann’s equations
with increased numerical resources, but it may make these
solutions numerically unstable. At the very least, we note
in our existing tests that the convergence properties of the
uncorrected coupled Moment-MC scheme are better than
those of the corrected scheme in all but one configurations,
in which both schemes encounter significant problems (the
relativistically boosted emitting sphere of Sec. 3.5).
2.5 Fully coupled general relativistic radiation
hydrodynamics
Although in this work we never evolve Einstein’s equations
nor the general relativistic equations of hydrodynamics,
our MC-Moments algorithm is already fully integrated into
SpEC. The coupled general relativistic radiation hydrody-
namics system is put together as follow. Einstein’s equations
and the general relativistic equations of hydrodynamics are
evolved as usual in SpEC, using a third-order Runge-Kutta
time stepping method. Einstein’s equations are evolved on
a pseudospectral grid, and the general relativistic equations
of hydrodynamics on a finite volume grid (see Duez et al.
2008; Foucart et al. 2013). The source terms are commu-
nicated between these grids at the end of each full step of
the Runge-Kutta algorithm. Values at intermediate steps are
obtained by first-order extrapolation in time. The neutrinos
are treated using operator splitting. At the end of a met-
ric/fluid time step ∆t, we evolve the two-moments equations
by ∆t. During the neutrino timestep, we also modify the
fluid variables to take into account the impact of neutrino-
matter interactions on the energy density, momentum, and
composition of the fluid.
The MC algorithm can, in theory, be called at arbi-
trary time intervals. In particular, if the averaging timescale
is long compared to ∆t, there is a priori no need to call
the MC evolution at each timestep. However, the main cost
of the MC evolution is the propagation of neutrino packets,
and neutrino packets propagate at the speed of light between
neighboring cells. We argued in Sec. 2.3.4 that this leads to
a limit on the time step comparable to the Courant condi-
tion limiting the time step for the evolution of the fluid and
moments of f(ν). Accordingly, there is very little to gain by
using a different timestep for the fluid evolution and for the
MC algorithm. One exception is if the pseudospectral grid
used to evolve the metric is much finer than the finite vol-
ume grid used for the fluid/neutrinos, and sets the timestep
for the fluid/metric evolution. In that case, it may be ben-
eficial to only call the MC algorithm every n steps of the
metric/fluid evolution, with n chosen so that n∆t . ∆x/3.
As the code tests below do not evolve Einstein’s equations,
we do not encounter such a case here, and set n = 1.
Each step of the MC algorithm proceeds, in our current
implementation, as follow:
• Packets are created as described in Secs. 2.3.2 and 2.3.5,
as needed to represent neutrino emission and the sampling
of an equilibrium distribution of neutrinos in optically thick
cells at the boundary of the MC domain. Each packet is
initially owned by the processor which owns the fluid cell in
which the packet is created. In optically thick cells which are
not evolved with the MC algorithm, we add to the MC mo-
ments the contribution of neutrinos in thermal equilibrium
with the fluid.
• Packets are propagated, scattered, and absorbed follow-
ing the methods of Secs. 2.3.4 or 2.3.6. The contribution to
the MC moments of each packet is computed at this time.
• The MC moments are communicated to the ghost zones
of the fluid grid, so that the evolution of the moments can
use values of the MC moments in ghost zones.2
• All packets which ended their evolution in a ghost zone
of the fluid grid are transferred to the processor which
evolves the region of the grid corresponding to that ghost
zone.
The parallelization method chosen here, in which packets
are simply owned by the processor that also owns the fluid
cell where the packets reside, is highly suboptimal. Indeed,
the distribution of packets across grid cells is very uneven,
with most packets residing in the most optically thick cells
evolved by the MC algorithm. We expect that, for efficient
2 Ghost zones are buffer grid cells neighboring the cells evolved
by a given processor. They are not evolved, but they are needed
for high-order interpolation from cell centers to cell faces. For the
fifth-order WENO reconstruction used here, we need 3 buffer cells
along each dimension. The values of the fields in those cells have
to be overwritten by their values on the processor in which that
region of the grid is actually evolved.
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Figure 2. Numerical error in the propagation of a single packet
around a black hole of unit mass. The packet is initialized at
xi = (0, 4, 0), with a momentum such that the packet initially
propagates along the +x direction. While the low-order methods
used to propagate packets cause slow convergence of the solution,
the amplitude of the numerical error is quite small.
3D evolution of neutron star mergers, a more advanced par-
allelization scheme will be necessary. In this work, however,
we focus solely on the stability and accuracy of the mixed
MC-Moments algorithm, and do not attempt to implement
a more advanced parallelization scheme.
We also note that the methods described here are
mostly useful for systems in which we can rely on time-
averaged moments to reduce the cost of the simulation. This
makes their application to neutron star merger simulations
very promising, but their use in radiatively dominated ac-
cretion disks more uncertain. In accretion disks, we may
have optically thin regions in which the cooling time scale is
shorter than the evolution time step, and radiatively domi-
nated regions in which small errors in the neutrino pressure
can create large errors in the fluid evolution. The savings
provided by time-averaging the moments may be negligible
in those regimes. A potential alternative would be to incor-
porate in our scheme implicit MC techniques, as developed
by Roth & Kasen (2015) – although how this would interface
with the rest of our algorithm is highly speculative at this
point.
3 CODE TESTS
3.1 Packet propagation
As a first code test, we consider the propagation of a single
neutrino packet in curved spacetime. This allows us to ver-
ify that free-streaming packets follow null geodesics, and to
obtain an estimate of the numerical error due to the use of
low-order methods for packet propagation along geodesics.
We consider a non-spinning black hole of mass MBH = 1,
and use the Kerr-Schild metric gµν = ηµν + 2lµ lν/r, with
lµ = (1, xi/r). The packet is initialized at xi = (0, 4, 0), with
a fluid rest frame energy ν = 1 and a 4-momentum set by
Figure 3. Beam distorted by the gravitational potential of a non-
spinning black hole of unit mass. All neutrinos are emitted from
a small sphere of radius rs = 0.2 around xc = (0, 4, 0), with initial
motion parallel to the X-axis (top left part of the plot). With
that choice, all neutrinos pass through the (x2 = 0, x3 = 0) line
(bottom right part of the plot). At that point, the height of the
beam goes down to a single grid cell. The solid black line is the
analytical result for the null geodesic at the center of the beam.
The color scale shows the neutrino energy density E. We show
the beam at a time ∆t = 18GMBH/c3 after the beginning of the
simulation. The result is, however, nearly identical for all times
after the beam crosses the outer boundary of our grid.
the additional requirements that p2 = p3 = 0. We follow the
packet up to the point at which x2 = 0. We show the error
in the location of the packet as a function of the azimuthal
angle φ = atan(x1/x2), for grid spacings ∆x = (1/6, 1/9, 1/12)
and time steps ∆t = (0.075, 0.05, 0.0375). This is a relatively
low resolution compared to what is typically used in simula-
tions of NSNS and NSBH mergers. Yet, we see on Fig. 2 that
even for a packet initialized fairly close to the black hole, the
numerical error remains small, . 0.5%. Similar errors are ob-
served for the conserved energy and angular momentum of
the packets, pt and pφ. We thus conclude that the low-order
propagation methods used in this work are unlikely to be
a significant source of error in merger simulations. We also
note that the systematic nature of the error (i.e. the fact
that the error continuously grows over time) is due in part
to the monotonicity of all derivatives of the curve represent-
ing the packet’s orbit, and in part to the divergence of the
trajectory of massless particles moving on close, outspiraling
orbits around a black hole, once a small numerical error has
been introduced.
The convergence of the numerical solution to the ex-
pected analytical trajectory is quite slow. In fact, formal
convergence is only observed at very early times, for φ . 5◦.
This indicates that to obtain reliable error estimates for
the propagation of neutrino packets, higher order methods
would be required. However, as the actual error in the evo-
lution of the packets observed here is negligible compared
to other sources of error in current general relativistic ra-
diation hydrodynamics simulations, we do not consider it
worthwhile to go beyond the cheap, low-order methods im-
plemented in our current code.
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Figure 4. Two beams of neutrinos emitted from spheres of radii
rs = 0.3 and centers c1 = (−2, −1, 0), c2 = (−1, −2, 0), towards the
origin. We show contours at 10% and 1% of the maximum energy
density E. Three different versions of the test are shown, with
the beams shot upwards from the bottom part of the plot: Left:
M1 closure, showing the unphysical collision of the two beams,
Center: MC closure, Right: MC closure, but with a correction
from the M1 closure when the M1 and MC moments disagree (see
Sec. 2.4). We visualize our ‘medium’ resolution, at t = 10GM/c3.
3.2 Single Beam in Curved Spacetime
We now move to the coupled MC-Moments scheme, with a
similar setup. Instead of emitting a single packet at xi =
(0, 4, 0), we create packets in a small sphere of radius rs = 0.2
around that point. All packets are still initialized with a
momentum such that p2 = p3 = 0, ν = 1. The emissivity is
set to 106 packets per unit volume (with G = c = 1). With the
grid spacing ∆x = 0.057 and time step ∆t = 0.025 used in our
simulation, this corresponds to only ∼ 4.6 packets per time
step in each cell within the emitting region. As opposed to
the previous test, we evolve the lowest two moments of the
neutrino distribution function, with a closure provided by
the MC scheme. This setup allows us to test two important
aspects of the code: the evolution of a single beam in curved
spacetime, and the collapse of that beam into the x3 = 0
plane as it crosses the x2 = 0 plane (as all packets emitted
with p2 = p3 = 0 on the x1 = x3 = 0 axis pass through the
x2 = x3 = 0 axis).
A volume rendering of the beam is shown on Fig. 3.
We see that the beam follows the expected null geodesic,
and that the height of the beam becomes of the order of
∆x on the x2 = x3 = 0 line. This does not happen when
using the M1 closure for the evolution of the moments: with
that closure, a convergent beam is partially supported by
unphysical radiation pressure, and the evolution of the beam
converges to an erroneous solution. With the MC closure,
we can collapse the beam to a height of a single grid cell! In
Fig. 3, the x2 = 0 plane is also the outer boundary of our
domain. We find similar results when placing that boundary
at x2 = −4.
3.3 Crossing Beams
For our next test, we consider a well-known problem where
the standard M1 closure fails spectacularly. We set up two
coplanar beams of neutrinos, emitted from two spheres of
radii rs = 0.3 and centers c1 = (−2,−1, 0), c2 = (−1,−2, 0).
The beams are emitted towards the origin, and cross each
other there. With the M1 closure, the beams collide and
then propagate along the direction of their average momen-
tum (see e.g. Foucart et al. 2015, or Fig. 4) – an obvious
manifestation of the problems encountered by the M1 clo-
sure for converging beams.
With the MC closure, on the other hand, the beams
properly cross, as shown in Fig. 4. Due to the use of time-
averaged moments, and the finite time required for the mo-
ment evolution to react to the passage of packets in the
MC evolution, our evolution is not entirely free of artifacts:
numerical diffusion at the level of a few percents of the max-
imum density of the beams is clearly visible in Fig. 4, and
part of the beam energy is reflected by the crossing region.
Yet, in this test, the time-averaged MC closure provides re-
sults which are far superior to the M1 closure.
To better understand what happens in this test, let
us look at moments of the neutrino distribution function
at the origin (where the beams cross) as well as at points
(−0.6,−0.3, 0) and (0.6, 0.3, 0) located, respectively, upstream
and downstream of the crossing point, at the center of one
of the beams. We measure the energy density EM1 and nor-
malized flux density fi,M1 = Fi/E as evolved in the moment
scheme, the Eddington tensor pii j,M1 = Pi j/E obtained by
applying the M1 closure on E, Fi , and the ratio of moments
fi,MC = (Fi/E)MC and pii j,MC = (Pi j/E)MC computed from
the MC packets. In our fully coupled algorithm, pii j,M1 is
only used in regions where no MC packets are present, and
fi,MC is not used at all. The first is useful to determine when
the M1 closure fails, while for the simple problem consid-
ered here, fi,MC and pii j,MC are both exact solution to the
radiation transport problem, up to sampling noise in the re-
gion where the two beams interact (in this simple test, MC
packets propagate in a straight line, are never absorbed or
scattered, and have the same momentum if they belong to
the same beam).
Fig. 5 shows E and fi at these three points. We use three
resolutions with grid spacing ∆x = (0.25, 0.12, 0.06), and set
the number of MC packets that we average moments over to
N0 = 50, 100, 200. The energy of each packet (Ep) is decreased
by a factor of 16 at each resolution. At the point of highest
neutrino density (the origin), we have ∼ (10, 20, 40) packets
per grid cell and thus damping time scales for the averaging
of the moments ∼ (1.25, 0.6, 0.3). The longest damping time
scale that we allow is td = (10, 5, 2.5). That time scale is thus
in use in regions where the beam intensity is . 25% of the
intensity at the center of the beam. We also show results us-
ing the analytical M1 closure. We see that upstream of the
crossing point, even though the energy density in the MC-
Moments scheme converges to the correct solution, the pure
M1 scheme performs better than the coupled scheme. This
is because numerical errors in the pure M1 scheme do not
lead to any reflection in the crossing region. Downstream of
the shock, on the other hand, the pure M1 scheme does not
converge to the physical solution, while the coupled scheme
provides good results as soon as we have ∼ 5−10 grid points
across the beam. By varying independently Ep and N0, we
also find that the damping timescale and the number of
packets used to compute the moments have minimal effects
on the quality of the results, beyond the expected changes
in the sampling noise in the MC moments. The error made
by the M1 closure in the crossing region is illustrated on
Fig. 6, which shows the Eddington tensor provided by the
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Figure 5. Energy density E (left), and flux density along the x-axis Fx (middle) and y-axis Fy (right) in the crossing beam test. E is
normalized to the correct energy density at the center of a single beam, while Fi is normalized by E. We show results upstream of the
crossing region (top), at the center of the crossing region (center), and downstream of the crossing region (bottom). In each panel, we plot
the moments as evolved in the two-moment scheme at three resolutions (from low to high, dot-dashed black curve, dashed red curve,
and blue curve) with the closure provided by the MC evolution. We also plot the same moment when the closure is provided by the
analytical M1 prescription (dotted green curve), at the middle resolution. Finally, we show the moments measured in the MC evolution
(grey curve, except for E, as that information is not available in our code). We see that the pure M1 scheme avoids reflections at the
crossing point, thus obtaining the correct answer upstream of that point, but is generally inaccurate downstream of the crossing point.
With the MC closure, the solution converges to the correct answer everywhere.
MC and M1 closures. In that region, the M1 closure assumes
a combination of free-streaming neutrinos along the average
direction of the two-beams, and of an isotropic distribution
of neutrinos. One consequence of this assumption is that
Pzz , 0 in the M1 closure, while it vanishes exactly in the
MC closure (there is no sampling noise because all neutrino
packets have p3 = pz = 0 at all times).
We can also comment on the impact of replacing the
MC closure with a combination of the MC and M1 closure,
when the M1 and MC moments disagree (see Sec. 2.4). Fig. 4
shows that this mixed approach has slightly larger errors in
the crossing region that the pure MC closure. It avoids re-
flection of the beams through the source, but without im-
proving the quality of the solution upstream of the crossing
region. Most importantly, however, the steady-state solu-
tion obtained with the mixed closure does not converge to
the true steady-state solution, i.e. the solution does not no-
ticeably improve from what is shown on Fig. 4 at high res-
olution. The code converges to the correct solution at very
early times, but that solution does not appear to be stable
for the resolution and number of packets used in our tests.
The mixed closure performs better than the M1 closure, but
clearly worse that a direct use of the MC closure in this test.
Finally, we note that the performance of the M1 and mixed
closure becomes worse as the angle between the two beams
increase, while the MC closure provides good results for all
beam orientations that we have attempted – including for
two overlapping beams propagating in opposite directions.
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Figure 6. Same as Fig 5, but for the diagonal components of the Eddington tensor Pxx/E, Pyy/E, Pzz/E. Note that here the fully
coupled code uses the Eddington tensor as measured in the MC code (grey curves), while the pure M1 code uses the M1 closure (green
curve). The other curves are provided for illustrative purposes only. We see that the M1 closure assumes a non-zero Pzz in the crossing
region, while the MC code properly measures Pzz = 0.
Figure 7. Luminosity of the MC packets leaving the computa-
tional domain, as a function of time, for a Gaussian pulse advected
in a moving medium. The medium has κa = 0 and κs = 100, with
∆t = 0.05, so that the code can use the simplified evolution of
neutrino packets in high-κs regions. The different curves repre-
sent results without using the approximate method (Full), with
our preferred approximate method in which the final momenta
are fitted to the results of scattering experiments (Fitted Mom.),
and with momenta chosen either isotropically in the fluid frame
(Isotropic Mom.) or always in the direction of propagation of the
packet away from the fluid motion (Forward Mom.). The latter
is the only method which doesn’t quite reproduce the correct lu-
minosity.
3.4 Diffusion through a region of high scattering
opacity
One of the most complex part of our coupled MC-Moments
algorithm is the approximate treatment of regions of high
scattering opacities, discussed in Sec. 2.3.6. A standard test
for radiation transport in optically thick regions is the ad-
vection of a Gaussian pulse in a fluid with constant velocity
uµ = W(1, v, 0, 0), on a Minkowski background and with opac-
ities κa = 0, κs∆x  1. In our case, this is however a fairly
trivial test: the evolution of the moments is already corrected
to reproduce the diffusion limit when (κs + κa)∆x  1, and
Figure 8. Spectra of the MC packets for the same test as in
Fig. 7. The energy is normalized to the energy at which pack-
ets are emitted in the fluid rest frame. The vertical axis f (ν) is
the probability distribution of neutrino energies. We see that the
various approximate methods to choose the final momenta of neu-
trino packets in our approximate treatment of scattering events
lead to significant differences in the spectra, with only the method
in which the final momenta are fitted to the results of scattering
experiments providing a good match to the correct solution.
does not use the MC closure in that regime. While our code
does maintain a steady pulse profile comoving with the fluid,
as expected, this is not a particularly useful test of our al-
gorithm. We simply note that the main source of error in
this test comes from the reconstruction of the moments on
cell faces. That error is negligible when using the high-order
WENO5 reconstruction in the evolution of the moments,
but can be significant for more dissipative reconstruction
methods.
A more interesting test of our algorithm is when κs∆t &
3: in that case, the evolution of the moments uses a weighted
average of the MC closure and of the diffusion approximation
and, more interestingly, the MC algorithm uses the complex
method approximating the propagation of neutrino packets
through a region of large κs described in Sec. 2.3.6.
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To test this regime, we consider a simple cartesian grid
with spacing ∆x = 0.2, and initialize a Gaussian pulse of
width ∆ = 0.5 at the origin. The background fluid has a
velocity uµ = W(1, 0.1, 0, 0) and an energy-independent κs =
100 (except within 3 cells of the boundary, as well as for
x > 4.5, where κs = 0). The computational domain is defined
by −2.6 < x < 7, −2.6 < y < 2.6, −2.6 < z < 2.6. We use a
time step ∆t = 0.05. We find that the advection and diffusion
of the pulse is well captured, fairly independently of the
details of the algorithm used for regions of high κs. This is
most likely because the evolution of the moments still relies
largely on the diffusion limit for κs∆x = 20  1. On the
other hand, we find that using a well-calibrated prescription
for the choice of the momentum of the neutrino packets at
the end of their approximate propagation through high κs
regions plays an important role in properly capturing the
spectrum of the neutrinos escaping that region.
We first focus on the properties of the MC packets es-
caping the region of high κs. We measure the number of
packets leaving the computational grid which, when com-
bined with the known energy of a packet, provides us with
a luminosity Lν according to the MC algorithm. We also
measure the energy spectrum of these escaping MC pack-
ets. These measurements are possible because our algorithm
writes on disk the properties of all packets leaving the com-
putational grid, or of a subsample of these packets, to allow
post-processing of that information. We consider the evolu-
tion of the moments later in this section. The spectral infor-
mation is particularly important in the context of neutron
star mergers: the average energy of the neutrinos escaping
high-density regions and the shape of the neutrino spectrum
have a significant impact on the absorption rate of neutrinos
in low-density regions, and on the evolution of the compo-
sition of the fluid. To test the approximate treatment of
high-scattering regions described in Sec. 2.3.6, we consider
4 different algorithmns:
(i) Full scattering treatment: every scattering event is
treated individually, causing the code to re-draw the mo-
mentum of the neutrinos from an isotropic distribution in
the fluid rest frame. This method is expensive in high-κs re-
gions, and used here only to test the validity of the other
algorithms.
(ii) Fitted momenta scattering treatment: packets are
evolved through high-scattering regions using the prescrip-
tions of Sec. 2.3.6. The final momentum of the packets and
the distance that the packets move away from the average
motion of the fluid are both drawn from distributions fitted
to scattering experiments. This is our preferred method in
high-κs regions.
(iii) Isotropic momenta scattering treatment: the final
momentum of the packets is drawn from an isotropic distri-
bution in the fluid rest frame, instead of from a fit to scat-
tering experiments. The motion of the packets is treated as
in the previous case. This is a good approximation for pack-
ets which do not move much with respect to the fluid over
a given time step.
(iv) Forward momenta scattering treatment: the final
momentum of the packets is in the same direction as the mo-
tion of the packet in the fluid rest frame. This is a good ap-
proximation for packets that largely avoid scattering events
Figure 9. Normalized energy density E and normalized flux
Fx/E in the same test as in Figs. 7-8 and for the same 4 al-
gorithms. The moments are measured at point (4.6, 0, 0), right
outside of the high-scattering region and in the direction of mo-
tion of the background fluid. The moments confirm the picture of
Fig. 8: different algorithms lead to minor changes in energy den-
sity, and the Forward (resp. Isotropic) algorithm overestimates
(resp. underestimates) the effect of relativistic beaming.
during a given time step (i.e. packets with average velocity
with respect to the fluid close to the speed of light).
The last two methods provide us with an estimate of the cost
of abandoning the most complex part of the algorithm from
Sec. 2.3.6, the final choice of the momentum of the packets,
in favor of simpler (but more approximate) methods.
Fig. 7 shows the flux of MC packets across the domain
boundary as a function of time for these 4 algorithms. We
see that only the Forward method shows a (small) error in
the flux of neutrino packets. All methods also agree well with
the measured flux in the evolution of the moments. Fig. 8
shows the energy spectrum of the packets leaving the grid.
Now, only the Fitted method properly matches the evolu-
tion in which we do not use any approximation. The Forward
method overestimates the impact of the Doppler shift due to
the motion of the fluid, while the Isotropic method underesti-
mates that effect. This can be understood from the fact that
most packets are advected with the fluid and leave the region
of high-κs on the x > 0 side of that region. These escaping
packets experience relativistic beaming, and are thus pref-
erentially moving in the direction maximizing the Doppler
shift. The Isotropic prescription does not capture relativistic
beaming, while the Forward prescription overstates its effect.
Accordingly, we consider it worthwhile to use the more com-
plex (but not significantly more expensive) method derived
in Sec. 2.3.6 to evolve neutrino packets in high-κs regions.
In this test, local values of the moment do not provide
quite as much information as a study of the MC packets. In
Fig. 9, we show the energy and flux density of neutrinos in
the evolution of the moments, right outside of the high-κs
region in the direction of motion of the background fluid.
The moments are consistent with the information gleaned
from the study of the MC packets. The energy density is only
mildly affected by the choice of algorithm, while relativistic
beaming (which affects Fx/E) is only properly captured by
the Fitted algorithm.
As a more demanding test of our approximate method,
we now consider a shell 2.5 < r < 5 with κs = 100, η = 1, and
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Figure 10. Same as Fig. 7, but for a spherical shell 2.5 < r < 5
with η = 1, κa = 1, and κs = 100 around a non-spinning BH.
We only show our preferred method for the determination of the
momentum of packets, and the result of an evolution without us-
ing any approximation in high-scattering regions. The luminosity
is normalized for ease of visualization. The approximate method
overestimates the luminosity by ∼ 2%.
Figure 11. Same as Fig. 8, but for a spherical shell 2.5 < r < 5
with η = 1, κa = 1, and κs = 100 around a non-spinning BH.
We only show our preferred method for the determination of the
momentum of packets, and the result of an evolution without us-
ing any approximation in high-scattering regions. Both methods
return very similar spectra.
κa = 1, set around a non-spinning black hole of unit mass.
We perform the simulation in octant symmetry, with a box
of length Lbox = 7, a grid spacing ∆x ∼ 0.13, and a time step
∆t = 0.05. The fluid is considered to be at rest with respect
to an inertial observer, and thus has a non-zero infall veloc-
ity in the grid frame. Accordingly, this test involves non-zero
fluid velocity, and a non-trivial metric. It tests, among other
things, that our approximate method properly captures the
gravitational redshift of the diffusing packets: most of the
difference between the energy at which the packets are emit-
ted in the fluid rest frame (ν = 1) and the energy measured
as they leave the computational domain is due to the grav-
itational redshift as packets move out of the gravitational
potential of the black hole. Figs. 10-11 show the flux and
Figure 12. Energy density of neutrinos around an emitting
sphere of radius rs = 0.5 (in its rest frame) moving with a Lorentz
factor W =
√
2. We plot E along the axis parallel to the direc-
tion of propagation of the sphere and passing through its center
(note that due to the boost, the emitting region on this plot is
only −0.35 < x < 0.35), at time t = 10GM/c3. The dashed black
curve shows the known analytical solution for this problem. The
dot-dashed blue curve is for the moment formalism with M1 clo-
sure. The green dot-dashed curve shows an evolution with the
MC-Moment scheme in which we use directly the Eddington ten-
sor computed from the MC evolution. The solid red line uses a
weighted average of the MC and M1 closures. In this problem,
the M1 closure does not converge to the correct solution. The
MC closure is much better everywhere, except for large errors
in a small region behind the emitting sphere. The mixed closure
provides the best match to the analytical solution.
energy spectrum of MC packets escaping the domain. We
see very good agreement in the spectrum between the full
treatment of scatterings and the approximate method, and
errors of ∼ 2% in the number of packets leaving the grid. For
such a complex setup, we consider this to be an acceptable
error at this point.
3.5 Radiating Spheres
As a last idealized test, we consider boosted radiating
spheres on a comoving grid. That is, we consider spheres
of radius rs = 0.5 in which η = κa = 1 and κs = 0, then per-
form the coordinate transformation t ′ = W(t − vx), x′ = x/W ,
y′ = y, z′ = z, with W = 1/
√
1 − v2 the Lorentz factor. In
that frame, the emitting sphere is boosted, but the center of
the sphere is comoving with the computational grid. The 3-
metric is γi j = δi j , the lapse α = 1, and the shift βi = (v, 0, 0).
This provides us with a good test of semi-transparent sys-
tems and Lorentz boosts. We consider v = 0.1 and v = 1/√2,
a grid spacing ∆x = 1/26, a time step ∆t = 0.3∆x/W , and
a cubical computational domain of size L = 2 centered on
the emitting region. The parameters of the MC evolution are
N0 = 100, td = 1, and Ep = 1e−6 (∼ 50 packets per cell at the
center of the emitting region for v = 1/√2). When running
higher resolution simulations, we use ∆x ∼ 1/52, N0 = 200,
and Ep = 6.25e − 8.
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The larger velocity case is maybe the most interesting,
because it causes problems both for the standard moment
scheme with M1 closure and for our MC-Moments algorithm.
We show the energy density of neutrinos for that test in
Fig. 12, for simulations using the M1 closure, the pure MC
closure, and the mixed MC-M1 closure described in Sec. 2.4.
We see that the M1 closure performs surprisingly poorly in
this test. The pure MC closure is also far from perfect: it
encounters some issues downstream of the emitting sphere,
explored in more detail below. This is in fact the only test for
which we find that a straightforward use of the MC closure
produces visible numerical artifacts (for spheres boosted at
a lower velocity, the MC closure performs very well).
To understand the source of these issues, it is useful to
look at moments of the neutrino distribution function in the
z = 0 plane. Fig. 13 shows E and Fi/E (in both the MC
and M1 schemes) at time t = 10GM/c3. Fig. 14 shows the
Eddington tensor Pxx/E at the same time. The pure M1
evolution has (at least) two distinct problems: a number of
radiation shocks in front of the emitting regions, and a highly
inaccurate, noisy evolution behind the emitting region. The
simulations using a MC closure all provide very good results
in front of the emitting region. Behind the emitting region,
the results are, on average, at most as bad as the M1 solu-
tion. Yet, a clear numerical artifact is observed with the pure
MC closure, while convergence towards the correct solution
is slow or inexistent when using the mixed closure (see high
resolution results on Fig. 13).
The pressure tensor allows us to understand the source
of this artifact. For cell faces orthogonal to the x-axis, the
moment equations with the MC closure have 4 character-
istic fields with speeds (−v − √pixx,−v,−v,−v + √pixx). Thus,
for pixx < v
2 = 0.5, all modes propagate to the left. For
pixx > 0.5, one mode (coupling E and Fx) propagates to the
right. The erroneous accumulation of energy observed when
using the pure MC closure is located just to the right of
the pixx = 0.5 surface, behind the emitting region. This oc-
curs because the mode with velocity −v + √pixx propagates
towards that surface, on both sides of it. The pixx = 0.5 sur-
face acts as a critical surface for the neutrino flow, akin to
sonic points in accretion / wind problems. At the point at
which that surface crosses the X-axis, we can (nearly) trap
radiation energy: piyy and pizz grow as we move away from
the axis, so that a peak in E on the axis can still lead to a
flat profile of Pyy, Pzz , and thus a quasi-equilibrium solution
with Fy = Fz = 0, E , 0. It is not, however, a true equilib-
rium, as energy still flows (slowly) along the pixx = 0.5 sur-
face. The M1 closure does not have that problem: a point
where the energy density E accumulates is treated as opti-
cally thick, and the additional energy is then advected with
the flow (with some additional diffusion). The mixed closure
also avoids that issue, because the M1 and MC fluxes are in
strong disagreements behind the sphere, and the mixed clo-
sure falls back onto the M1 closure in that region (while
using the MC closure in front of the emitting sphere).
Noticing the existence of that critical surface helps us
understand the resolution dependence of the solution for the
pure MC closure, shown on Fig. 15. The high-resolution so-
lution improves on the low-resolution solution, except right
along the critical surface. This behavior is typical of either
shocks or critical points in hydrodynamics simulations: the
solution converges in a global sense (e.g. using the L2 norm),
but not locally (e.g. in the supremum of the error). Or, stated
slightly differently, the worse pointwise error does not im-
prove with resolution, but the size of the region in which that
error is localized decreases with the grid spacing. An impor-
tant open question, that we do not attempt to answer here,
is whether this is sufficient for astrophysical applications –
or, if not, whether the mixed closure used here is an accept-
able alternative, or a more advanced coupling scheme has
to be designed. For our target problems, i.e. neutron star-
neutron star and black hole-neutron star mergers, a critical
surface could be encountered right before merger, when us-
ing numerical grids comoving with the compact objects. On
the other hand, the more interesting post-merger evolution
is generally studied with static grids that will not be as sen-
sitive to this issue. Even in the presence of a critical surface,
the MC closure performs better than the existing M1 clo-
sure. The main failing of the MC closure is that the error is
concentrated in a small region, and visually obvious. In this
idealized test, it is also possible to obtain a more obviously
convergent solution by placing the outer boundary in the
negative X direction at x ∼ −0.5, thus placing the critical
surface out of the computational domain. This is not, how-
ever, a luxury that we will have in astrophysical simulations,
and thus not an acceptable solution.
The lower velocity case, with v = 0.1, does not show
the same dramatic errors as the large velocity case (there is
no critical surface for v = 0.1, as Pxx > 0.01 everywhere).
As a less pathological case, it is useful to get a better han-
dle on the accuracy and convergence properties of the code.
We first consider two evolutions with the same grid spacing
∆x = 0.05, but different number of packets. The first simula-
tion uses ∼ 20 packets per grid cell at the peak of the energy
distribution, while the second uses ∼ 80 packets per cell. The
moments are averaged over N0 = 75 and N0 = 300 packets,
and the two simulations thus use the same effective averag-
ing timescale for the computation of the MC moments. We
use the mixed M1-MC closure, which performs slightly worse
than the true MC closure on this problem. The relative error
in the average solution is shown on Fig. 16, together with
the standard deviation in that solution. Averages are taken
over 50 snapshots spaced by ∆t = 0.1, starting at t = 5. In
the region with the largest standard deviation, increasing
the number of packets by a factor of 4 decreases statistical
variations by roughly the expected factor of 2. Away from
that region, the improvement is significantly slower. While
there is a slight improvement in the average solution when
increasing the number of packets, particularly at the edge
of the emitting sphere, there is no reason to expect that
the evolution should converge to the correct solution as the
number of packets increases, as we keep the grid spacing
constant.
We then consider 3 simulations with different resolu-
tions. The grid spacings are ∆x = (0.05 ∗ 1.5, 0.05, 0.05/1.5),
and we vary the number of packets on the grid by scal-
ing Ep ∝ (∆x)−3, which allows us to use N0 ∝ (∆x)−1 while
keeping the effective averaging timescale for the MC mo-
ments constant (we use N0 = 75 for the medium resolution).
This does not significantly reduce the statistical noise as the
grid spacing decreases, but is fairly typical of the changes in
packet number that we may be able to afford in astrophysical
simulations. Relative errors for the average energy density,
computed as for the previous test, are shown on Fig. 17. We
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Figure 13. Energy density (color) and normalized flux density (arrows, Fi/E) of neutrinos around an emitting sphere of radius rs = 0.5
moving with a Lorentz factor W =
√
2 along the horizontal axis, at time t = 10GM/c3. In each panel, we show the flux in the moment
evolution (black), and the flux inferred from the MC packets (grey). The neutrino pressure tensor is computed using a different method
in each of the first three panels. Top Left: from the analytical M1 closure; Top Right: from the pressure of the MC packets; and Bottom
Left: from the pressure of the MC packets, with added relaxation towards the predictions of the M1 closure in regions in which the M1
and MC fluxes disagree (i.e. behind the emitting sphere). In the Bottom Right panel, we show a simulation with half the grid spacing,
and 8 times as many MC packets as in the bottom left panel. The M1 simulation shows noticeable artifacts both in front of and behind
the emitting sphere. All simulations using the MC closure offer excellent results (in good agreement with the known analytical solution)
in front of the sphere. Behind the sphere, large errors are observed if we do not use any relaxation scheme, and the solution remains noisy
even with relaxation turned on. Increasing the resolution slightly increases the size of the region in which the solution is accurate (and
the M1 and MC fluxes agree), but the solution immediately behind the sphere remains out of the convergent regime. The MC fluxes
(grey arrows) are, in all simulations, in good agreement with the exact solution.
see that the solution improves with resolution, albeit quite
slowly. Given the significant noise introduced by the MC
evolution, which is at least comparable to the error due to
finite grid spacing, a more rigorous study of the convergence
of the solution would be a very challenging task. This points
to a potential drawback of our algorithm: true convergence
studies would require simulations with unrealistically large
differences in the required computational resources. We will
instead, at first at least, have to rely on the tests presented
here, together with simulations varying a single parameter
of the algorithm (e.g. Ep, N0,...) to estimate errors.
3.6 Core-Collapse profile
Finally, we consider a test of the coupling of the MC-
Moments evolution with the evolution of the temperature
and composition of the fluid. We use a much more advanced
setup, in which we evolve in 3D the post-bounce remnant of a
core-collapse simulation from Ott et al. (2006). The result of
the simulation is averaged into a 1D, spherically symmetric
profile. In our test, we do not evolve the general relativis-
tic equations of hydrodynamics, but modify the temperature
and composition of the fluid as neutrinos are emitted and ab-
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Figure 14. Component Pxx/E of the neutrino pressure tensor for 3 different choices of closure, for the same simulations as in Fig. 13.
Left: M1 closure; Center: M1 Closure, computed within a simulation using the MC packets to close the evolution equations; Right: MC
closure, in the same simulation. The M1 closure overestimates Pxx in front of the sphere, and generally provides very noisy results behind
the sphere. The MC closure shows the expected statistical noise, but is otherwise well-behaved.
Figure 15. Same as Fig. 13, but showing two different resolutions, both using the pure MC closure. The shock front nature of the
numerical artifact behind the emitting sphere becomes more visible at higher resolution.
sorbed (the velocity of the fluid remains zero, and the metric
is Minkowski). The same test has already been used by Ab-
dikamalov et al. (2012), and to test our moment scheme with
M1 closure (Foucart et al. 2015, 2016b). We use the equa-
tion of state from Shen et al. (1998), with 12 energy groups
for the tabulated values of the neutrino emissivities and ab-
sorption coefficients. We also use a very coarse resolution
∆x ∼ 6 km, and neutrino packets of Ep ∼ 1.8× 1043 ergs. This
results in ∼ 500− 1000 packets of each neutrino species leav-
ing the computational grid over a time ∆t = GM/c3 ∼ 5 µs,
and ∼ 106 packets per species on the grid at any given time.
The minimum averaging timescale used for the computation
of the moments is τd = 2(1+ 0.1[r/rg])tg, with rg = GM/c2.
The region close to the origin has high scattering and
absorption opacities, and the heavy-lepton neutrinos have a
large region with κs  1, κa  1. This test thus provides
an interesting way to check whether the interface between
optically thick regions and optically thin regions, which are
treated differently in our MC-Moments scheme, shows any
unphysical artifacts. We can also test that the evolution of
the composition and temperature is consistent with previous
simulations of this problem, and that the flux of MC packets
leaving the grid is consistent with the outgoing flux in the
moment evolution in a relatively complex setting.
We have verified that indeed, even in this coupled prob-
lem, the evolution of the MC and moment equations remain
consistent, in the sense that the neutrino fluxes across the
grid boundary are consistent within ∼ 10% between the MC
and moment evolutions. We also show on Fig. 18 the com-
position of the fluid 8 ms into the simulation. We compare
the results of our new algorithm with an energy-dependent
moment scheme using the M1 closure, and with a 1D simu-
lation using the GR1D code (O’Connor & Ott 2010), which
also uses an energy-dependent moment scheme with M1
closure, and has been compared with full transport simu-
lations. We see good agreements between all the schemes,
even though the evolution of the composition is known to
be quite sensitive to small differences in the implementa-
tion of the transport equations (see e.g. the large variations
between different iterations of the gray M1 scheme found
in Foucart et al. 2015). The interface between the optically
thick and optically thin regions does not cause any prob-
lem, as long as the time-averaging of the moments occurs
on short timescales in regions with κa & 1. This is guaran-
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Figure 16. Error in the energy density of the neutrinos around
an emitting sphere of radius rs = 0.5 with a Lorentz factor
W =
√
1.01, shown along the axis parallel to the direction of prop-
agation of the sphere and passing through its center. The errors
are normalized to the energy density at the center of the sphere.
The thinner black curves and thicker red curves show results with
a different number of MC packets, but the same resolution: the
red curves have four times as many packets. Solid curves show
1 −σ deviations and dashed curves time-averaged values. We av-
erage over 50 simulation snapshots in the interval t = [5, 10]. The
errors are relatively small, and using more packets provides the
expected slow decrease in the statistical noise due to the use of
MC methods.
Figure 17. Error in the energy density of the neutrinos around
an emitting sphere of radius rs = 0.5 moving with a Lorentz factor
W =
√
1.01, shown along the axis parallel to the direction of prop-
agation of the sphere and passing through its center. The errors
are normalized to the energy density at the center of the sphere.
We show results for three resolutions, with grid spacing varying
by a factor of 1.5 between each resolution. The number of MC
packets on the grid scales as (∆x)−3. While the solution certainly
improves with resolution, noise from the MC evolution makes it
impossible to derive an effective order of convergence.
Figure 18. Composition of the fluid along the x2 = x3 = 0 axis,
8 ms into the evolution of a post-bounce core-collapse profile. We
show results for our mixed MC-Moments algorithm, for our spec-
tral M1 algorithm, and for the GR1D code. We note that grey M1
evolutions can lead to a wide range of answers for this problem,
depending on the method used to estimate the energy spectrum
of the neutrinos (Foucart et al. 2015).
teed by our current scheme, as our damping timescale scales
as the inverse of the number of packets crossing a cell. If
we use instead a constant averaging timescale across the en-
tire simulation, and that timescale is too long in optically
thick regions (i.e. if τd & κ−1a ), we find that the evolution
of the composition in these regions is numerically unstable.
On this test problem, the MC closure does not perform ob-
viously better or worse than the M1 closure, but this is as
expected: in spherically symmetric core-collapse simulations,
an energy-dependent M1 scheme is already a good approx-
imation to the full transport problem (Richers et al. 2017).
While many of the other tests devised in this manuscript
are designed to study regimes in which the M1 closure per-
forms poorly, the main objective of this test is to check that
our MC-Moments algorithm can reliably evolve a system
with regions of very high and very low opacities, scattering-
dominated atmospheres, and a strong coupling to the evo-
lution of the temperature and composition of the fluid.
We find that for this test problem, the energy-dependent
moment formalism with M1 closure agrees with our more
advanced transport scheme within ∼ (10−20)% for the lumi-
nosity and average energy of the neutrinos, except for the lu-
minosity of heavy-lepton neutrinos which is a factor of ∼ 1.6
larger when using the M1 closure. As the energy spectrum
of heavy-lepton neutrinos is consistent between simulations,
the MC and moment evolutions provide consistent results
within our simulation, and the evolution of the tempera-
ture is also in good agreement in all three simulations, it
is unclear at this point what differences in the setup of the
test may explain this. The approximate treatment of high-
κs regions would be a natural explanation for discrepancies
in the heavy-lepton luminosity, but, if wrong, it should af-
fect the neutrino spectrum and cause disagreements between
the neutrino fluxes measured in the moments and MC al-
gorithms. An other indication that these regions are not to
blame is that we performed a simulation in which we treated
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scatterings exactly down to κs∆τ = 10 and evolved packets
down to opacities κcrit = 20. That simulation was consistent
with the results of our standard configuration, within a few
percents. Decreasing the grid spacing by a factor of 2 led
to differences at the ∼ 10% level only. Considering that the
high-κs regions which are so important in setting the charac-
teristics of the heavy-lepton neutrinos are also particularly
difficult to capture for all schemes involved, it is likely that
only a more dedicated comparison with a full transport code
would allow us to determine what difference in the setup of
the test explains this one remaining discrepancy.
Overall, this test provides encouraging indications that
our mixed MC-Moments scheme can be used in the simu-
lation of astrophysical systems. We also note that, even if
the MC evolution is more expensive than the gray moment
scheme, at the small number of packets used in this simula-
tion its cost is comparable to the energy-dependent moment
scheme! This is despite the fact that the main drawback
of the energy-dependent moment scheme, i.e. the potential
presence of large energy fluxes in energy space, is not tested
by this evolution in which the fluid velocity vanishes every-
where, and the metric is Minkowski. Additionally, nearly all
MC packets are owned by the processor on which we evolve
the region closest to the center of the neutron star. With
a more optimized parallelization of MC packets, the cou-
pled MC-Moments algorithm would presumably be cheaper
than the energy-dependent moment scheme in this specific
problem and for the low-resolution MC evolution used here.
4 CONCLUSIONS AND PROSPECTS
In this work, we show that the evolution of the general rel-
ativistic equations of radiation transport using the moment
formalism can be complemented by a low-accuracy Monte-
Carlo evolution, from which any information required to
close the evolution equations of the moments can be ex-
tracted. In our algorithm, it is sufficient to evolve MC pack-
ets in regions of low absorption optical depth, which avoids
many of the more complex and costly steps of MC radia-
tion transport. We also use time-averaged information from
the MC evolution to close the evolution equations for the
moments, thus reducing at will the number of MC pack-
ets necessary to obtain accurate closure relations. We im-
plement this algorithm in the general relativistic hydrody-
namics code SpEC, and test our implementation on both
simple problems demonstrating that the code properly cap-
tures the equations of radiation transport, and on a more
complex test coupling the evolution of the radiation to the
temperature and composition of the fluid. For this first study
of the coupled MC-Moments algorithm, we do not consider
full coupling to the evolution of the metric and/or the fluid
equations.
Our tests indicate that the coupled MC-Moments evolu-
tion always performs better than the more standard approxi-
mate M1 closure, and properly reproduces known analytical
solutions even for configurations in which the M1 closure
fails spectacularly. The coupling of the two systems of equa-
tions has to be treated carefully, in order to avoid the growth
of numerical instabilities. Accordingly, we provide a detailed
description of the steps taken in our current implementation
to avoid such instabilities, and of the tests for which simple
methods fail. We find that one particular issue that may de-
serve further investigation is the potential appearance in the
simulation of critical surfaces, similar to transitions between
supersonic and subsonic flows, where large errors can be en-
countered (and the solution does not converge if convergence
is defined using the supremum norm). While we provide an
alternative closure method which sidesteps this issue, the
lower performance of that closure on most other tests con-
sidered in this manuscript leaves its practical usefulness in
more complex systems as an interesting open question.
We also show that regions of high-scattering opacities
can be treated approximately, to avoid the large cost of prop-
agating MC packets through many scattering events, but
only as long as the momenta of neutrino packets at the end
of this approximate evolution are drawn from a distribution
fitted to the result of more detailed scattering experiments.
While our method to choose the momentum of the packets
introduces additional complexity in the MC algorithm, it
does not significantly alter the cost of the evolution.
The coupled MC-Moments algorithm has a number of
potential applications in the study of astrophysical systems
in which neutrino and photon transport play an important
role. It can be used either to obtain the distribution func-
tion of neutrinos/photons in time-independent snapshots of
a more complex general relativistic hydrodynamics simu-
lation, or can be directly coupled to such evolution. The
time averaging of the moments, and the flexibility in the
choice of regions within which MC packets are evolved (as
opposed to regions in which we assume a thermal distri-
bution of neutrinos/photons when computing closure rela-
tions) make it fairly easy to adapt the level of accuracy of
the transport scheme to the computational resources avail-
able for any given simulation. But its main advantage may
be that it actually converges, albeit slowly, to a true solu-
tion of Boltzmann’s equation. It can also provide a first step
towards more expensive, purely MC schemes.
We now expect to use our algorithm first on time-
independent snapshots of neutron star merger simulations
and then, as computationally possible, in merger simula-
tions in which our MC-Moments scheme is fully coupled
to the evolution. There is a lot of information to glean at
each of these steps about the impact of neutrinos on the
observable properties of mergers. Even evolutions of neutri-
nos on time-independent simulation snapshots would pro-
vide greatly improved estimates of the amount of energy
deposition in low-density regions by νν¯ pair annihilation, as
well as a new method to test the accuracy of more approxi-
mate schemes and to extract reliable information about the
spectrum of neutrinos and their detailed distribution func-
tion. The latter may be particularly useful in the study of
neutrino oscillations in neutron star mergers.
Fully coupled evolutions would, of course, be even more
useful. Large uncertainties in the composition of the out-
flows produced by neutron star mergers, which is set by
neutrino-matter interactions, remain a significant roadblock
in the production of reliable models for the electromagnetic
transients powered by these mergers and for the outcome
of r-process nucleosynthesis in that ejecta. Additionally, the
deposition of energy by νν¯ pair annihilation feeds back on
the evolution of the matter, and could impact the ability of
neutron star mergers to power short gamma-ray bursts.
While moving from the relatively idealized test prob-
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lems presented in this work to merger simulations is not
a simple task, particularly if one wants to make sure that
the computations required by the MC algorithm are opti-
mally distributed on the available computational resources,
our results are quite encouraging for coupled MC-Moments
algorithms. The radiation transport scheme presented here
does not require any modification of the general relativistic
hydrodynamics code currently used by SpEC, so that most
of the impact of the use of a new radiation scheme has in
fact been tested in this work. The work required to move
to more realistic astrophysical systems is dominated by the
necessity to optimize the implementation of the algorithm,
and by the determination of the level of approximation that
remains acceptable in the evolution of MC packets in more
complex systems: which regions of the simulation can be ig-
nored by the MC algorithm, and how long of an averaging
timescale can we use for the moments without creating un-
physical artifacts in the simulation. In particular, we note
that the parameters affecting the time-averaging of the mo-
ments (N0, td) have only a minor impact on the quality of the
solution in the tests presented here. This may be different
in systems with a less trivial time-dependence.
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Table 1. Summary of notations used in this manuscript
Coordinates
(t, xi ) Grid/inertial coordinates
(t′, xi′ ) Coordinates in the fluid rest frame
e
µ
(λ′) Orthonormal tetrad of the fluid rest frame
Note: primed indices correspond to quantities in the fluid rest frame
Metric
gµν 4-metric
nµ unit normal to a constant-t slice
α Lapse (3+1 decomposition)
βi Shift (3+1 decomposition)
γi j 3-metric (3+1 decomposition)
Kµν Extrinsic curvature (3+1 decomposition)
g, γ Determinant of gµν , γi j
Neutrinos (moments)
J Energy density of neutrinos for a comoving observer (0th moment)
Hµ Flux density of neutrinos for a comoving observer (1st moment)
Sµν Pressure tensor of neutrinos for a comoving observer (2nd moment)
E Energy density of neutrinos for an inertial observer (0th moment)
Fµ Flux density of neutrinos for an inertial observer (1st moment)
Pµν Pressure tensor of neutrinos for an inertial observer (2nd moment)
pii j Eddington tensor, pii j = Pi j/E
Sα Source term in moment equations (collisional processes)
η Energy emissivity (energy integrated)
ηN Number emissivity (energy integrated)
κa Absorption opacity (weighted by the spectrum)
κs Scattering opacity (weighted by the spectrum)
κN Absorption opacity (for Ye evolution, weighted by spectrum)
Note: tilde quantities are multiplied by
√
γ
Neutrinos (MC)
pµ 4-momentum of neutrinos / neutrino packets
Nk Number of neutrinos represented by packet k
ν Average energy of the neutrinos in a packet, in the fluid rest frame
ηb Total emissivity per unit volume within the energy bin ‘b’
κa (ν) Absorption opacity, at an energy ν
κs (ν) Scattering opacity, at an energy ν
XMC Quantity X estimated using the MC scheme
Xthick Contribution to X of optically thick cells with no MC packets evolved
Xadv Contribution to X of packets explicitly advected with the fluid
Xprop Contribution to X of packets evolved without approximations
Time steps in regions of high-scattering
∆t Time step in inertial coordinates
∆t′ Time step in the fluid rest frame, = ∆t/ut
∆tfl Portion of a time step when packets follow the fluid motion
∆tfree Portion of a time step when packets free-stream
Fluid
ρ Baryon density of the fluid
T Temperature of the fluid
Ye Electron fraction of the fluid
uµ 4-velocity of the fluid
W Lorentz factor of the fluid w.r.t. an inertial observer
Free parameters
Ep Total energy of a packet in the fluid rest frame (on creation)
tdiff Time scale determining when cells use approx. diffusion
κcrit Opacity beyond which cells ignore the MC evolution
Nmax Maximum number of packets created in high-κ boundary cells
N0 Desired number of packets used to compute MC moments
td Maximum time scale over which we average MC moments
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