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Abstract
We present the hybrid quantum/classical algorithm for nuclear inelastic scattering in the time-dependent
basis function on qubits approach. It is a non-perturbative approach for simulating these processes on
quantum computers. Working in the interaction picture and dividing the full Hamiltonian into the reference
and external interaction parts, this method adopts ab initio nuclear structure calculations for the eigenbases
of the reference Hamiltonian. An importance truncation scheme is applied to trim the basis, where the
Trotterized time-evolution operator is then applied to account for the time-dependent external interaction.
By qubitizing the basis representation, the quantum circuit is prepared according to the time-evolution
operator and is passed to the quantum computer for simulations. For this explanatory work, we illustrate this
method by studying the Coulomb excitation of the deuteron, where the quantum simulations are performed
with IBM Qiskit.
1 Introduction
Following Richard Feynman’s original idea of simulating quantum dynamics using another well-controlled
quantum system [1], the last couple of decades have witnessed the exciting innovation and rapid development
of quantum computing technology. Quantum computers take advantage of quantum principles to potentially
outperform their classical counterparts by increasing the computing power and reducing the required com-
puting resources [2]. Widely celebrated algorithmic innovations such as the Shor’s algorithm [3] and the
quantum Fourier transformation [2, 4–6] fuel the excitement by proving the dramatic exponential speedup
in computation compared to the classical computers. To exploit the power of the quantum computer, re-
searchers have since developed various algorithms for Hamiltonian dynamics [7–12], with applications to
problems in, e.g., condensed matter physics [13], quantum chemistry [14–17], nuclear physics [18, 19], and
quantum field theories [20–23].
Here we present the hybrid quantum/classical algorithm for the time-dependent basis function on qubits
(tBFQ) approach to nuclear inelastic scattering. It is a non-perturbative approach for quantum simulation
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of the nuclear inelastic scattering processes. This is a quantum treatment of nuclear inelastic scattering that
is adaptable for atomic and molecular quantum scattering as well. In this work, we will show 1) how to
prepare and to qubitize the basis representation; 2) how to prepare the quantum algorithm for evolving the
reaction system in a fully coherent manner on a quantum computer.
In particular, we adopt the interaction picture and divide the full Hamiltonian of the nuclear system
undergoing inelastic scattering into the reference and external interaction parts. We first solve the eigenbasis
set of the reference Hamiltonian via nuclear structure calculations on classical computers. Our eigenbasis is
obtained from ab initio methods [24–28], but eigenbases from phenomenological models would also serve our
purposes. We then apply an importance truncation scheme to regulate the basis size. With this trimmed basis
set, we construct the basis representation in which we solve the time-dependent interaction Hamiltonian.
Next, we qubitize the basis representation, which includes preparing the quantum circuit for the time-
evolution for submission to the quantum computer. Finally, we evolve the inelastic scattering processes on
the quantum computer. The measurements produce the transition probabilities as well as other observables
of the reaction system.
The following features distinguish our work: 1) we solve the non-perturbative inelastic scattering process
in the interaction picture, instead of the Schro¨dinger picture, which reduces complexity for quantum com-
putation (see discussions in Sec. 2.1); 2) we adopt the basis representation prepared by a classical ab initio
nuclear structure calculation, where both the bound and scattering states of the reference nuclear system
are included; 3) we trim the dimension of the basis representation by an importance truncation scheme,
which is an effective approach to control the dimension of the Hamiltonian for simulation while retaining
the predominant reaction physics; 4) we map the basis representation to the qubit representation, with the
potential for an exponential gain in computational power that is desirable for many-body applications (see,
e.g., Ref. [17]).
In this work, we demonstrate the tBFQ algorithm with a simple model problem: the Coulomb excitation
of the deuteron in the peripheral scattering with a heavy ion. This specific application served as a benchmark
test in our previous works [29,30] where we developed the time-dependent basis function (tBF) approach on
classical computers to achieve a unified description of nuclear structure and reactions. This is a non-trivial
problem due to the strong time-dependent external field that features higher-order transitions to states not
directly accessible from the initial state. A generalization of this test application has sucessfully reproduced
the experimental results [31]. Here, we similarly benchmark the tBFQ algorithm with this model problem
applying the IBM Qiskit quantum simulator [32,33].
The arrangement of this paper is as follows. In Sec. 2, we discuss the elements of the theory, including the
Hamiltonian dynamics, our time-evolution scheme, and the construction of the basis representation. In this
section, we also present the algorithm of the tBFQ. In Sec. 3, we present the details of the model problem.
In Sec. 4, we illustrate the simulation conditions of the model problem and the corresponding results. We
also compare the results of tBFQ with those of the tBF approach to validate the quantum simulation results.
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We conclude with Sec. 5, where we provide an outlook.
2 Theory and Algorithm
2.1 Hamiltonian dynamics and time-evolution schemes
In the Schro¨dinger picture, the equation of motion of the reaction system is described by the time-dependent
Schro¨dinger equation1
i
∂
∂t
|ψ; t〉 = Hfull(t)|ψ; t〉. (1)
The full Hamiltonian Hfull(t) can be divided into two self-adjoint terms:
Hfull(t) = H0 + Vint(t), (2)
where H0 denotes the the reference Hamiltonian (assumed to be time-independent) that determines the
available excitations, while Vint(t) is the external interaction that drives the dynamic excitation processes.
The state vector of the system at time t ≥ t0 can be solved as
|ψ; t〉 = U(t; t0)|ψ; t0〉 = Tˆ
{
exp
[
− i
∫ t
t0
Hfull(t
′)dt′
]}
|ψ; t0〉, (3)
where U(t; t0) is the time-evolution operator that carries the system from t0 to t. Tˆ denotes the time-
ordering operator towards the future and |ψ; t0〉 the initial state vector of the system. Note that one would
have U(t; t0) = exp[−iHfull(t− t0)] if Hfull admits a simple time-independent form.
In practical quantum simulation of time-dependent Hfull(t), H0 would result in additional computational
complexities, i.e., more terms in the Trotterization procedures and more gates in the quantum circuit.
Furthermore, we aim to be able to take advantage of advances in ab initio solutions of self-bound nuclei
that also generate a discretized representation of states in the continuum. Hence, we choose to work in the
interaction picture, where the equation of motion becomes:
i
∂
∂t
|ψ; t〉I = V Iint(t)|ψ; t〉I , (4)
with “I” denoting the interaction picture. V Iint(t) takes the form:
V Iint(t) = e
iH0tVint(t)e
−iH0t, (5)
with e±iH0t resulting from the contribution of the reference Hamiltonian H0 of the reaction system.
1In this work, we adopt the natural units and take ~ = c = 1.
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Analogous to the formalism in the Schro¨dinger picture, the evolution of the state vector of the reaction
system in the interaction picture |ψ; t〉I is
|ψ; t〉I = UI(t; t0)|ψ; t0〉I = Tˆ
{
exp
[
− i
∫ t
t0
V Iint(t
′)dt′
]}
|ψ; t0〉I , (6)
where UI(t; t0) denotes the unitary time-evolution operator. It evolves the state vector |ψ; t0〉I at t0 to any
state vector |ψ; t〉I at t ≥ t0. In this work, we interrogate the inelastic scattering process by simulating
UI(t; t0).
2.2 Basis representation
For a full Hamiltonian of Nd degrees of freedom (or dimension of the Hamiltonian in a matrix representation),
quantum computers take poly(Nd, δt) number of gates to simulate the time-evolution operator for a given time
increment δt. In order to achieve efficiency, it is important to select a basis representation that minimizes the
essential degrees of freedom of the full Hamiltonian. While the lattice representation [21,34] and the particle
number representation (see, e.g., Refs. [17, 35]) could also work in reducing the dimension of the reaction
problems, we suggest that the basis representation is advantageous because of its capacity to incorporate
both the bound and scattering channels of nuclear systems.
The construction of a basis representation suitable for our test application has been detailed in our
previous works [29–31]. In particular, we solve the eigenequation of the reference Hamiltonian H0 [Eq. (2)]
of the reaction system:
H0|βj〉 = Ej |βj〉, (7)
where Ej denotes the eigenenergy corresponding to the eigenvector |βj〉. The subscript “j” is an index which
runs over individual state vectors. The eigenbasis set {|βj〉} is then applied to form the basis representation
for the reaction system that will be subject to the external interaction. In principle, the basis set has
infinite dimension so we apply an importance truncation scheme to regulate the basis size while retaining the
predominant inelastic scattering physics (see, e.g., an example in Ref. [31], where we verified the independence
of the obtained results from basis parameters and from the basis cutoff).
Within this finite basis representation, we evaluate the external interaction V Iint(t) [Eq. (5)] in the
interaction picture as:
〈βi|V Iint(t)|βj〉 = ei(Ei−Ej)t〈βi|Vint(t)|βj〉. (8)
We remark that the contribution of the reference Hamiltonian H0 is encoded in the phase factor e
i(Ei−Ej)t
for the interaction matrix element.
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The state vector of the reaction system in the basis representation is
|ψ; t〉I =
∑
j
CIj (t)|βj〉, (9)
with the amplitude CIj (t) ≡ 〈βj |ψ; t〉I corresponding to the basis |βj〉. In general, the expectation value for
the operator O representing an observable of the reaction system may be expressed using the fully entangled
state of the reaction system as
I〈ψ; t|OI |ψ; t〉I =
∑
j,k
CIj
∗
(t)CIk(t)〈βj |OI |βk〉. (10)
However, an experiment corresponding to this operator makes a projection onto an available state in the
basis space of the reaction system leading to a measurement of the expectation value 〈O(t)〉 according to
the formalism of the ensemble average:
〈O(t)〉 =
∑
j
pj(t)〈OI〉j , (11)
where pj(t) ≡ |CIj (t)|2 and 〈OI〉j ≡ 〈βj |OI |βj〉. In this work, we adopt Eq. (11) to evaluate observables of
the reaction system.
The basis representation can be mapped to the qubit representation (known as qubitization) by relating
each basis state to a unique qubit configuration (see in Sec. 4 for detailed illustrations). This mapping
enables the evolution of Nd basis states (i.e., the degrees of freedom of the Hamiltonian) to be calculated
with dlog2Nde qubits.
2.3 Algorithm
For our protocol of the nuclear inelastic scattering problem, we first prepare the initial state of the reaction
system. We take the initial state of a quantum simulator to be the qubit configuration |000 · · · 〉 ≡ | ↑↑↑ · · · 〉.
Other versions of the initial state can be created by applying, e.g., the Pauli-X and/or the Hadamard gate(s),
which provide the desired qubit configuration and/or entanglement [2]. After the initial state of the reaction
system is properly prepared, we implement the time evolution for the system on the quantum computer,
which proceeds with the steps outlined below.
First, we discretize the scattering duration into n equal time steps, with the step length δt = (t− t0)/n.
The time-evolution operator [Eq. (6)] can then be approximated as
UI(t; t0) ≈ Tˆ
{
exp
[
− i[V Iint(t)δt+ V Iint(tn−1)δt+ · · ·+ V Iint(t1)δt]
}
. (12)
The accuracy of this approximation depends on the magnitude of δt. In principle, we require ||V Iint(ti)||·δt 1
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for any moment ti ∈ [t0, t].
Next, we approximate UI(t; t0) into a series of unitary evolution operations according to the first-order
Trotterization [2]:
UI(t; t0) = e
−iV Iint(t)δt︸ ︷︷ ︸
U(t; tn−1)
· · · e−iV Iint(tk)δt︸ ︷︷ ︸
U(tk; tk−1)
· · · e−iV Iint(t1)δt︸ ︷︷ ︸
U(t1; t0)
+O(δt2). (13)
The accuracy of the first-order Trotterization is up to (δt)2 [2]. Note that we can improve our approximation
of UI(t; t0) by applying higher-order Trotterization formalism [36,37].
Then, we prepare the quantum circuit according to the sequence of Trotterization steps in Eq. (13). Since
our goal here is to present the methodology to simulate nuclear inelastic scattering processes on quantum
computers, we show a simple and direct approach to construct the circuit. To improve the circuit by, e.g.,
reducing the number of CNOT gates and the circuit length, is beyond the scope of this paper and will be
deferred to future works. Our prescription of the circuit preparation is as follows:
1. We first evaluate each Trotterization step U(tk; tk−1) in the basis representation constructed by the
set {|βj〉} (recall the construction of the basis representation discussed in Sec. 2.2).
(a) We start with solving the eigenvalue problem of the external interaction V Iint(tk):
V Iint(tk)|ξkα〉 = vkα|ξkα〉, (14)
where vkα is the eigenvalue corresponding to the eigenvector |ξkα〉. The subscript k denotes the
kth Trotterization step, while α labels the eigenvectors of V Iint(tk). We remark that, for each
eigenvector |ξkα〉, the following identity holds [38]:
exp
[− iV Iint(tk)δt]|ξkα〉 = exp [− ivkαδt]|ξkα〉. (15)
We work in the basis representation, where the matrix elements of V Iint(tk) are evaluated according
to Eq. (8), while each eigenvector |ξkα〉 admits the following form:
|ξkα〉 =
∑
j
akαj |βj〉, (16)
with the amplitude akαj ≡ 〈βj |ξkα〉.
(b) Therefore, in the basis representation, U(tk; tk−1) can then be written as
U(tk; tk−1) = UUdU†, (17)
where the transformation matrix U is formed from the amplitudes {〈βj |ξkα〉}, while Ud is the
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diagonal matrix with elements {e−ivkαδt}.
2. We then qubitize the basis representation. During the qubitization, each unitary U(tk; tk−1) is decom-
posed into the standard CNOT and single-qubit gates [2]. This can be done with schemes such as the
quantum Shannon decomposition, the cosine-sine decomposition or the column-by-column decomposi-
tion (see Ref. [39] and references therein). In practice, we approach the decomposition by the quantum
Shannon decomposition scheme applying the UniversalQCompiler package [40].
3. We combine the sequence of gates decomposed from all the unitaries in Eq. (13) to create the com-
plete quantum circuit, which is passed to the quantum computer for simulating the nuclear inelastic
scattering. The total number of the gates is expected to be polynomial in the dlog2Nde (Nd here being
the dimension of the basis representation) and the scattering duration (t− t0).
In each quantum simulation, we evolve the quantum circuit to a fixed time t during the inelastic scattering,
at which point we measure all the qubits simultaneously and therefore collapse the wave function of the
reaction system. After a set of such simulations, we collect the probabilities of basis states {|CIj (t)|2}, which
represent our knowledge of the reaction system. According to the probabilities {|CIj (t)|2}, the observables
of the reaction system can then be computed by taking the ensemble average [Eq. (11)].
3 Model problem
Figure 1: (Color online) Setup for the Coulomb excitation of the deuteron in the peripheral collision with a
heavy ion (adopted from Refs. [29, 30]). See the text for more details.
We demonstrate this algorithm by applying it to a model problem: the Coulomb excitation of the deuteron
in a peripheral collision with a heavy ion. In our previous papers, we introduced the time-dependent basis
function (tBF) method and solved this test problem on classical computers [29, 30]. Here, we only describe
some of the necessary details to make our discussion self-contained.
Our setup of the model problem is shown in Fig. 1. We work in the center-of-mass frame of the deuteron
target and take the scattering plane to be the xz plane. For the purpose of illustration, we place the deuteron
7
target in a weak harmonic oscillator trap. This trap regulates the continuum states and localizes the center-
of-mass motion of the deuteron to simplify the problem. We assume that the neutron and proton are both
point-like and the proton carries the unit charge +e. ~r denotes the position vector of the proton with respect
to the neutron. The separation between the nucleons is then r ≡ |~r|. The projectile is a heavy ion, which
carries charge Ze and travels with a constant velocity ~v parallel to the zˆ axis. ~R denotes the position vector
of the heavy ion from the origin. The impact parameter is b.
In this demonstration problem, we will neglect nuclear interactions between the target and the projectile
and focus only on the deuteron target scattered by the external electromagnetic field produced by the heavy
ion. Following our analyses in Refs. [29, 30], the total time-dependent Hamiltonian of the target is given by
Eq. (2), where H0 is taken as the reference Hamiltonian that describes the intrinsic motion of the target:
H0 = Trel + VNN + Utrap, (18)
with Trel being the relative kinetic energy of the neutron and the proton and VNN the nucleon-nucleon
interaction. Utrap denotes the external harmonic oscillator trap acting on the intrinsic degree of freedom of
the target.
As explained in Sec. 2.2, we employ H0 to solve for the eigenbasis set of the target {|βj〉}. While
the deuteron can be solved easily by numerous techniques, we adopt the techniques of the No-Core Shell
Model [24–27] anticipating the applications of this formalism for larger systems of nucleons. We neglect the
excitations of the center of mass of the two-body system in this model application and focus on its internal
excitations. In more realistic applications, the center of mass motion is not constrained by a trap and there
is no effect of a trap on the intrinsic motion [31].
At the limit of low incident speed |~v|, the external interaction Vint(t) can be approximated by the major
contribution from the electric dipole (E1) component of the time-varying Coulomb field [41,42]. In the basis
representation, the external interaction in the interaction picture reads:
〈βj |V Iint(t)|βk〉 =
4pi
3
Ze2ei(Ej−Ek)t
∑
µ
Y ∗1µ(ΩR)
|R(t)|2
∫
d~r〈βj |~r〉r
2
Y1µ(Ωr)〈~r|βk〉, (19)
where Yλµ denotes the spherical harmonics [43]: λ = 1 denotes the E1 component of the Coulomb field. The
solid angles ΩR and Ωr are specified by the polar and azimuth angles of ~R and ~r, respectively. The unitary
time-evolution operator for each Trotterization step in Eq. (13) can be evaluated based on Eq. (19).
4 Simulation conditions and results
We take the projectile to be a fully stripped uranium nucleus, U92+, which is treated as a point-like source of
the time-varying external Coulomb potential. The incident speed is set to be 0.1 in units of the speed of light,
while the impact parameter is chosen to be 5 fm. We also take the exposure time to be from −3 to 3 MeV−1,
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Table 1: Selected basis states of the deuteron target in the model problem. The target is confined in an
external harmonic oscillator trap of strength 5 MeV and the center-of-mass motion of the target is restricted
to the lowest state of the trap. The first and second columns present the quantum numbers of the selected
states. The third and fourth columns present, respectively, the eigenenergy and the r.m.s. point-charge
radius of each state: they contribute to the intrinsic energy and r.m.s. point-charge radius of the target
according to Eq. (11). The last column shows the 3-qubit configurations corresponding to these selected
states.
Channel Magnetic substate 〈E〉 [MeV] 〈r2〉 12 [fm] Qubit configuration
(3S1,
3D1)
M = −1
−0.65289 1.47222
|000〉
M = 0 |100〉
M = +1 |010〉
3P0 M = 0 12.0733 3.13427 |110〉
3P1
M = −1
12.7585 3.27644
|001〉
M = 0 |101〉
M = +1 |011〉
which corresponds to a time duration of approximately 4.0 × 10−21 sec. That is, the time evolution starts
when the uranium is about 60 fm before its closest approach to the origin, and concludes when the uranium
is in the position 60 fm after the closest approach. Beyond this region, the induced intrinsic excitations of
the target are negligible since the Coulomb field is sufficiently weak compared with the available excitations.
We choose the same basis representation as in our previous works Refs. [29,30]. In particular, we obtain
the basis states (or reaction channels) of the target {|βj〉} according to Eq. (7). For this demonstration, we
trim the basis size and retain only the lowest seven states in three interaction channels: (3S1,
3D1),
3P0, and
3P1. These states are listed in Table 1, based on which we construct the basis representation for our model
problem. Our basis representation can be directly mapped to a 3-qubit representation, as provided in the
last column in Table 1.
We simulate our model problem on an ideal quantum simulator provided by IBM Qiskit [32, 33]. The
initial state of the target in our simulations are chosen to be (3S1,
3D1),M = −1, which corresponds to the
|000〉 state. In our simulation, we take the Trotterization time step δt = 0.01 MeV−1. In principle, a finer
time-step improves the accuracy in the Trotterization [Eq. (13)] at the cost of circuit complexity [2].
The transition probabilities of all the retained channels (Table 1) are presented in panels (a)-(g) of
Fig. 2. For comparison, we also show the results computed by the non-perturbative method based on a
classical algorithm, the time-dependent basis function (tBF) [29]. We find good agreement between the
results calculated by the quantum and classical algorithms.2
We work with the ideal quantum simulator. Besides the error from the approximation of the first-
order Totterization, which is at the order of (δt)2, there is the expected variance from quantum mechanical
measurement, which is statistical. For the current work, we take 10 quantum simulations (each with 107
2 As a crosscheck, we also calculate the “Trotterized” evolution via the classical approach. This is achieved by sequentially
multiplying matrices of dimension 23 × 23 according to Eq. (13). We find that the classical Trotterization results agree well
with the tBF results (within the error of less than 1% for each state). Since in panels (a)-(g) of Fig. 2, the curves of the tBF
and the classical Trotterization results overlap with each other, we do not present explicitly the classical Trotterization results.
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measurements) for every chosen evolution time shown in Fig. 2. The resulting statistical errors are less than
1% for most of the retained states, except for 3P0,M = 0 and
3P1,M = 0, where such errors are less than
4%. We remark that these statistical errors are expected to decrease with increasing number of simulations.
In Fig. 2, we do not show the error bars explicitly since they are smaller than the size of the symbols in the
plots.
Figure 2: (Color online) Transition probabilities and scattering observables calculated by the tBF method
and the tBFQ method. Panels (a)-(g) [panel (a) presenting the initial state] are the transition probabilities
of the selected basis states in Table 1. Panels (h) and (i) show the excitation of intrinsic energy and the
expansion of the state-average r.m.s. point-charge radius of the deuteron system arising from the Coulomb
excitation, where the results are obtained by both the classical tBF method (smooth red lines in each panel)
and the tBFQ method via quantum simulations on IBM Qiskit (discrete blue points in each panel).
In Fig. 2, we also present the results of the two selected observables, i.e., the intrinsic energy [panel (h)]
and the state-average r.m.s. point-charge radius of the deuteron target [panel (i)] throughout the Coulomb
excitation process.3 These observables can be obtained according to Eq. (11). As may be expected from
the good agreement in the state population obtained from the quantum and the classical methods, the
corresponding results of the observables also show a good agreement. Working with the ideal quantum
computer simulator, we note that the error bars of the results from the quantum simulations come mainly
from the statistics in quantum measurement. These error bars are smaller than the size of the symbols and
3We remark that the state-average r.m.s. point-charge radius of the deuteron target is measured with respect to the
center-of-mass so this radius is 1/2 of the separation r defined above.
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are hence omitted.
Finally, we remark that the quantum evolution according to the tBFQ algorithm is fully coherent. That
is, the wave function of the deuteron evolves in a fully coherent way during the simulation until it collapses in
measurement. This is one of the appealing aspects of Feynman’s original idea [1] of simulating one quantum
system via another one, in which the full coherence (and also entanglement) is preserved naturally. In
addition, tBFQ is a non-perturbative approach. By keeping only the dominant E1 multipole component of
the Coulomb field, one would expect populations in the states 3P0,M = 0;
3P1,M = −1; and 3P1,M = 0,
according to the E1 selection rule [recall that we prepare the initial state to be (3S1,
3D1),M = −1].
However, tBFQ keeps all the higher-order effects (e.g., sequential E1 excitations) as well, which contribute
to a complicated transition network among these seven retained states. As a result, this network feeds the
E1 forbidden states that can not be directly populated from the initial state, such as (3S1,
3D1),M = +1,
during the Coulomb excitation.
5 Conclusion and Outlook
We present the algorithm for the time-dependent basis function treatment of nuclear inelastic scattering on
qubits (tBFQ). This ab initio, non-perturbative algorithm provides a hybrid quantum/classical approach for
simulating nuclear inelastic scattering problems.
For tBFQ, we work in the interaction picture in which we divide the full Hamiltonian of the nuclear
system undergoing inelastic scattering into the reference Hamiltonian (presumably time-independent), which
determines the available excitations of that system, and the external interaction, which drives the dynamical
excitation processes. We solve for the eigenbases of the reference Hamiltonian and apply an importance
truncation to reduce the basis set. This trimmed basis set is used to construct the basis representation,
within which we solve the external interaction and hence the time-evolution operator by Trotterization. The
basis representation is then mapped to the qubit representation. In this qubitization process, the quantum
circuit is prepared according to the time-evolution operator and is passed to the quantum computer for
simulations. According to the measurements of the simulation, we obtain the transition probabilities (which
in turn determine the inelastic scattering cross section) and the other observables of the reaction system.
For illustrative purposes, we demonstrate this algorithm with a model problem, Coulomb excitation of
the deuteron in a peripheral collision with a heavy ion. The results of the transition probabilities and the
selected observables computed by the tBFQ algorithm applying the IBM Qiskit quantum simulator agree
well with the corresponding results computed by classical methods.
The promise of quantum computers is that the computational complexity of many-body Hamiltonian
dynamics can be exponentially reduced. However, many challenges exist. Going forward, the optimization
of the algorithm, e.g., constructing efficient quantum circuits [44, 45], will be necessary for simulations of
general reaction problems on real quantum computers. The general features of our algorithm allow its use
11
for studying many-body Hamiltonian dynamics in atomic and subatomic physics.
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