ABSTRACT Recently, a large number of multi-objective evolutionary algorithms (MOEAs) for manyobjective optimization problems have been proposed in the evolutionary computation community. However, an exhaustive benchmarking study has never been performed. As a result, the performance of the MOEAs has not been well understood yet. Moreover, in almost all previous studies, the performance of the MOEAs was evaluated based on nondominated solutions in the final population at the end of the search. Such traditional benchmarking methodology has several critical issues. In this paper, we exhaustively investigate the anytime performance of 21 MOEAs using an unbounded external archive (UEA), which stores all nondominated solutions found during the search process. Each MOEA is evaluated under two optimization scenarios called UEA and reduced UEA in addition to the standard final population scenario. These two scenarios are more practical in real-world applications than the final population scenario. Experimental results obtained under the two scenarios are significantly different from the previously reported results under the final population scenario. For example, results on the Walking Fish Group test problems with up to six objectives indicate that some recently proposed MOEAs are outperformed by some classical MOEAs. We also analyze the reason why some classical MOEAs work well under the UEA and the reduced UEA scenarios.
I. INTRODUCTION
A multi-objective optimization problem (MOP) is the problem of minimizing M potentially conflicting objective functions f 1 , . . . , f M simultaneously. MOPs frequently appear in engineering problems, such as aerodynamic wing design problems [1] , ship parametric design problems [2] , oil well problems [3] , and unit commitment problems [4] . More formally, an unconstrained (bound-constrained) MOP can be formulated as follows: minimize f (x) = (f 1 ] is the bound-constrained search space where x min use a set of individuals (solutions of a given problem) for the search, they can find good nondominated solutions in a single run. NSGA-II [6] and SPEA2 [7] , proposed in the early 2000s, are representative MOEA algorithms. While classical MOEAs such as NSGA-II and SPEA2 perform relatively well on MOPs with M ≤ 3, their performance significantly degrades for MOPs with M ≥ 4 [8] , [9] . An MOP with M ≥ 4 is referred to as a many-objective optimization problem (MaOP). Since MaOPs frequently appear in real-world applications, researchers in the evolutionary computation community have attempted to design novel MOEAs that can handle a large number of objectives in the past few years [5] . Table 1 shows 21 MOEAs, including recently proposed methods for MaOPs (e.g., NSGA-III [10] ) and classical methods which were originally designed only for MOPs with M ≤ 3 (e.g., NSGA-II [6] ). In order to evaluate the performance of MOEAs, the following three optimization scenarios can be considered:
• Final population scenario: All nondominated solutions in the final population are used for the performance assessment, where we assume that the population size is finite (not infinite such as [27] ).
• UEA scenario: All nondominated solutions in an unbounded external archive (UEA) are used for the performance assessment, where the UEA stores all nondominated solutions found during the search process. It should be noted that the UEA can be introduced into all MOEAs with no changes in the original algorithmic framework [28] - [33] .
• Reduced UEA scenario: A pre-specified number of selected nondominated solutions from the UEA are used for the performance assessment. This scenario is to compare MOEAs using the obtained solution sets of the same size (since the size of the UEA obtained by each MOEA is different).
The final population scenario is the most widely used optimization scenario. This scenario is also used in the experimental studies of all the papers listed in Table 1 . The UEA scenario was not so popular in the evolutionary computation community and used in only some previous studies [28] , [29] . However, the UEA scenario comes to be used for the performance evaluation in recent work [30] - [33] . The UEA scenario is also adopted in the recently proposed BBOB-biobj benchmark suite [34] in the COCO framework. 1 As far as we know, the reduced UEA scenario is not so frequently found in previous work but is used in some recent work (e.g., [17] , [35] , [36] ).
A large number of nondominated solutions can be presented for decision makers under the UEA scenario. However, in practice, human users of an MOEA often want to know only a small number of representative, well-distributed nondominated solutions (instead of a large number of nondominated solutions in the UEA). They do not want to examine a large number of nondominated solutions [15] . We do not intend to claim that the UEA scenario is impractical. A large number of nondominated solutions are helpful for visualizing the shape of the entire PF [37] and understanding the properties of an application task [38] . Thus, which optimization scenario is more practical is totally application dependent.
While the final population scenario is frequently used in the evolutionary computation community, it is not always a practically desirable optimization scenario [35] . Under the final population scenario, when the number of nondominated solutions found in the search exceeds the predefined population size, they are removed from the population to keep the population size constant. This operation is undesirable when a user wants to carefully examine the entire PF using a large number of nondominated solutions. Moreover, a good potential solution found during the search process is likely to be discarded from the population [35] . Such a problem is easily addressed by using the UEA. There is no particular reason not to incorporate the UEA into MOEAs (especially when the computational cost for archive maintenance is very small in comparison with the objective function evaluation of each solution as in many real-world application problems). Also, as pointed out in [39] , when the hypervolume (HV) [40] and Inverted Generational Distance (IGD) [41] indicators are used for the performance assessment under the final population scenario, a large population size is always more beneficial than a small one. This indicates that the fair comparison of MOEAs with different population sizes is not accomplished under the final population scenario.
In addition to the above-mentioned issue related to the population size, the final population scenario has another issue: timing of evaluation. In most studies in Table 1 , the performance of MOEAs was evaluated based on the end-ofthe-run results. More specifically, suppose the performance comparison between n MOEAs {MOEA 1 , . . . , MOEA n } on a specific problem instance I . In the traditional benchmarking methodology (i.e., the final population scenario), the performance rank is determined as follows: For each MOEA i , i ∈ {1, . . . , n}, an independent run of MOEA i on I is performed until reaching the maximum number of function evaluations (FEvals max ). At the end of the search, the final population P final,i is recorded as a set of obtained nondominated solutions. By repeating this procedure T times, P final,i,1 , . . . , P final,i,T are obtained. Then, quality of nondominated solutions in each final population is calculated using arbitrary indicators such as HV and IGD. Finally, {MOEA 1 , . . . , MOEA n } are ranked based on a representative value (e.g., mean and median) of the obtained T indicator values. For instance, if the mean HV value of MOEA 1 is higher than that of MOEA 2 , then MOEA 1 is evaluated as being better than MOEA 2 .
Note that the performance rank based on the above traditional benchmarking procedure strongly depends on the setting of FEvals max . For example, the conclusion ''MOEA 1 performs better than MOEA 2 '' obtained by an experiment with FEvals max = 7 × 10 5 cannot be applied when FEvals max is set to 2 × 10 4 . Since compared results only at FEvals max are usually reported, it is impossible to discuss the anytime performance of MOEAs. While a well-performing MOEA should be able to return a set of good nondominated solutions to a user at any time, such anytime performance cannot be measured using the end-of-the-run results. Thus, as pointed out in [32] , the comparison based on the end-ofthe-run results does not provide sufficient information about the performance of MOEAs.
As far as we know, there is no common setting of FEvals max for the final population scenario in the evolutionary computation community, except for some competitions (e.g., [42] , [43] ). Thus, researchers in the community set FEvals max to an arbitrary number. 2 Table 1 shows the FEvals max used in each study. FEvals max values differ significantly from each other. For example, FEvals max was set to 1×10 4 in the HypE paper [24] , whereas it was set to 5.5×10 5 in the recent studies [10] , [13] , [14] , [19] . Some previous studies (e.g., [11] , [12] , [14] , [18] , [19] ) have reported the poor performance of HypE. However, since HypE was originally designed for optimization with FEvals max = 1 × 10 4 , 2 We do not have an intention to claim that FEvals max can be set to an arbitrary number for all possible problems. Usually, FEvals max cannot be set to an arbitrary number in practice. Since some real-world problems require the execution of a simulation that takes a long time to evaluate the solution, FEvals max is dependent on user's available time [44] , [45] .
performance comparison with a larger FEvals max may be unfair.
As discussed above, the traditional methodology for benchmarking MOEAs (i.e., the final population scenario) has several issues. Taking into account the issues of the final population scenario, in this paper, we exhaustively investigate the anytime performance of the 21 MOEAs in Table 1 on MaOPs with up to six objectives using the the UEA and reduced UEA scenarios. As far as we know, this study is the first attempt to benchmark a number of MOEAs for MaOPs using the the UEA and reduced UEA scenarios. While a large number of MOEAs for MaOPs have been proposed in 2014 -2016 as shown in Table 1 , an exhaustive benchmarking study has never been performed. Thus, the best MOEA is unknown. In practice, users want to apply a high-performance MOEA to their real-world problems to obtain well-approximated nondominated solutions. Algorithm designers develop novel, efficient MOEAs by analyzing and improving well-performing MOEAs. Therefore, the situation that the best MOEA is unknown is undesirable for both users and designers of MOEAs.
There are some previous studies on benchmarking MOEAs for MaOPs. Wagner et al. evaluated the performance of eight MOEAs on the DTLZ1 and DTLZ2 functions with up to six objectives [8] . Eight MOEAs were also compared for various problems, including multi-objective TSPs, with up to ten objectives in [46] . Very recently, the scalability of nine MOEAs with respect to the number of objectives and variables was investigated in [47] . Also, Bezerra et al. presented a large scale benchmarking study of nine MOEAs with tuned control parameter settings on the DTLZ and Walking Fish Group (WFG) problems with up to 10 objectives [48] . However, in the above-mentioned studies, the performance of MOEAs was measured mainly based on the final population scenario. Thus, the anytime performance of MOEAs was not much discussed in the previous studies. In addition, considered MOEAs did not include recently proposed state-of-theart methods, and the number of algorithms for comparison was limited up to nine.
While the final population scenario has been widely used in the literature, some recent work (e.g., [30] - [33] , [35] , [36] , [49] ) tried to benchmark MOEAs under the UEA and reduced UEA scenarios. However, the previous studies [33] , [36] , [49] reported only the end-of-the-run results and did not evaluate the anytime performance of MOEAs. Although some previous work (e.g., [44] , [50] , [51] ) evaluated the anytime performance of MOEAs, these studies were based on the population at each iteration.
Brockhoff et al. [32] established the data profilebased methodology for visualizing the anytime performance of MOEAs. Their work was extended to the recently designed BBOB-biobj functions [34] in the COCO platform. At the GECCO Workshop on Real-Parameter BlackBox Optimization Benchmarking (BBOB 2016), the performance of 16 optimization algorithms were evaluated on the BBOB-biobj functions. Experimental data can be downloaded from the workshop website. 3 Such a wellestablished and systematic methodology allows researchers to design and benchmark new algorithms constructively. Unfortunately, COCO currently provides only two-objective MOPs, and thus the performance of MOEAs for MOPs with M ≥ 3 cannot be evaluated using the current COCO platform. Bringmann et al. evaluated the anytime performance of four MOEAs under the reduced UEA scenario [35] . However, the performance of MOEAs was investigated only on two-objective MOPs in their study.
This paper is an extended version of an earlier conference paper [52] . The differences between the previous conference paper and this journal paper are as follows: (1) While the anytime performance of MOEAs was measured only under the UEA scenario in the conference paper, we evaluate it under both the UEA and reduced UEA scenarios in this paper. By comparing the results obtained under both scenarios, more important information about the performance of MOEAs is provided. The remainder of this paper is organized as follows. Section II reviews classical and advanced MOEAs. We introduce experimental settings for our benchmarking study in Section III. Section IV describes experimental results. We discuss the experimental results and some previous work in Section V. Finally, we conclude this paper in Section VI.
II. REVIEW OF CLASSICAL AND ADVANCED MOEAs
MOEAs can be roughly classified into the following three categories: (1) dominance based MOEAs, (2) decomposition based MOEAs, and (3) indicator based MOEAs. In this section, we review classical and recently proposed MOEAs in each category in Subsection II-A, II-B, and II-C, respectively.
A. DOMINANCE BASED MOEAs
NSGA-II [6] and SPEA2 [7] are well-known and frequentlyused dominance based MOEAs. Both MOEA algorithms commonly use (1) the Pareto dominance relationship and (2) the distance-based density estimation in the objective function space for the mating and environmental selections. The Pareto dominance based selection (1) enhances the selection pressure towards the PF and is used as a primary criterion. The density based selection (2) promotes the diversity of individuals in the population and is used as a secondary criterion when compared individuals have the same rank based on the first criterion (1).
NSGA-II and SPEA2 perform poorly on MOPs with more than four objectives (i.e., MaOPs) [8] , [9] . The main reason for their poor performance on MaOPs is a weak selection pressure towards the PF. Since almost all individuals in the population are nondominated with each other for MaOPs, the Pareto dominance based selection (1) does not work well [8] , [9] . As a result, the selection is performed mainly based on the density based selection (2) , which prevents the convergence of the population to the PF. This phenomenon is called Active Diversity Promotion (ADP) and the main reason for the poor performance of classical dominance based MOEAs, such as NSGA-II and SPEA2 [13] , [53] .
In order to address this ADP problem, some improved density based selection techniques have been proposed. Wagner et al. proposed an alternative NSGA-II algorithm that assigns the zero crowding distance value to extreme individuals in the population to encourage the convergence toward the center of the PF [8] . Köppen and Yoshida proposed a new crowding distance assignment strategy that assigns a high distance value to an individual near the nondominated individuals in the objective function space [54] . In the proposed method in [55] , when the spread indicator [41] value of individuals in the population exceeds a value of one, the procedure of the crowding distance-based selection is not done in this iteration. Li et al. proposed Shift-based Density Estimation (SDE) strategy [11] , where large crowding distance values are assigned to poorly converged individuals by virtually shifting them to the crowding region. Cheng et al.
proposed an improved version of mating and environmental selection methods based on a scalarizing function for NSGA-II [56] . Knee point-based mating and environmental selection strategies are also proposed in [57] .
Recently, some studies have proposed improved variants of dominance based MOEAs for MaOPs that use reference vectors-based niching selection, instead of the crowding distance-based selection. After the generation of the new solutions, all individuals in a union of the population and children are associated with each reference vector. Then, the environmental selection is performed by each niche. Such typical examples are NSGA-III [10] , Vector angle based EA (VaEA) [13] , and SPEA/R [58] .
Various types of new relaxed-dominance relationships ≺ relaxed have been designed to enhance the convergence ability of dominance based MOEAs toward the PF. The relaxed-dominance relationship ≺ relaxed is used for the mating and/or environmental selections, instead of the exact Pareto-dominance relationship ≺. The representative relaxed-dominance relationships are α-dominance [59] , -dominance [60] , rankingdominance [61] , CDAS-dominance [62] , griddominance [12] , and θ-dominance [14] . In particular, recent studies show that MOEAs with the grid-dominance and the θ-dominance perform well [12] , [14] .
In the grid-dominance [12] , the objective function space is divided into div M hyperboxes based on individuals in the population, where the number of divisions div is the control parameter. Then, each individual is assigned to one hyperbox. A dominance relationship between individuals is decided based on the position of the hyperbox that the individual is assigned. Grid-based EA (GrEA) [12] use three criteria (grid ranking, grid crowding distance, and grid coordinate point distance) based on the grid-dominance described here for assigning fitness values to the individuals. In the θ-dominance [14] , first, individuals in the population are grouped according to the reference-vector based niching procedure. Then, individuals in each group are ranked based on the values of the PBI function of MOEA/D [15] (see Section II-B).
B. DECOMPOSITION BASED MOEAs
A decomposition based MOEA decomposes a given MOP with M objectives into N single-objective sub-problems 4 and tries to find good solutions for all the subproblems. Representative decomposition based MOEAs are Multi-Objective Genetic Local Search (MOGLS) [64] , Cellular Multi-Objective GA (C-MOGA) [65] , Multiple Single-Objective Pareto Sampling (MSOPS) [66] , [67] , and MOEA based on Decomposition (MOEA/D) [15] . Since recent studies have reported the promising performance of MOEA/D-type algorithms [68] , we here mainly review them.
MOEA/D [15] decomposes an MOP with M objectives into µ single-objective sub-problems g(x|w 1 ), . . . , g(x|w µ ) using a set of weight vectors W = {w 1 , . . . , w µ } and a scalarizing function g(x|w), where
} has own weight vector w i . MOEA/D tries to find the optimal solution of all subproblems simultaneously. While the parent individuals are selected from the whole population in general MOEAs, they are selected from a set of neighborhood individuals of each weight vector w i in MOEA/D.
Below, improved variants of MOEA/D are described. We call the original MOEA/D proposed in [15] MOEA/D-07 for clarity. Most studies that attempt to improve the performance of MOEA/D focus on (1) how to select an individual to be evolved, (2) how to select parents to generate a new individual, (3) how to select individuals to be compared with a newly generated one, and (4) how to specify/select/adjust a scalarizing function g.
For (2) and (3), Li and Zhang proposed MOEA/D-DE [16] , which is a modified version of MOEA/D-07. The differences between MOEA/D-DE and MOEA/D-07 are as follows: (i) the parent individuals are selected from the whole population with some probability, (ii) the maximum number of replaced individuals by a child is introduced, and (iii) variation operators of Differential Evolution (DE) [69] are used. It is worth mentioning that the two algorithmic components (i) and (ii) of MOEA/D-DE are introduced into most of improved MOEA/D algorithms described below. [18] . In the environmental selection of MOEA/D-STM, while each subproblem prefers an individual with a good scalarizing function value, each individual prefers a subproblem whose weight vector w is closed to f (x) in the objective function space. In MOEA/D with Adaptive Global Replacement (MOEA/D-AGR) [71] , a child u is assigned to a subproblem j that minimizes the scalarizing function value g(u|w j ). Then, an individual that has already been assigned to the subproblem j and its neighborhood individuals are replaced by the child u if their scalarizing function values are worse than that of u. In MOEA/D-DU [20] , once the child u is generated, the perpendicular distance between f (u) and each weight vector in W is calculated. Then, the replacement occurs only for K closed subproblems, where K is the control parameter of MOEA/D-DU. In addition to the MOEA/D algorithms mentioned above, some approaches for (3) have been proposed (e.g., [72] - [74] ).
In addition to the MOEA/D variants mentioned above, various improved MOEA/D algorithms have been proposed, such as MOEA/DD [19] and Improved Decomposition-based EA (I-DBEA) [21] , which use the Pareto-dominance principle. An adaptive neighborhood size control strategy [75] and a special neighborhood representation based on the distance in the solution space [76] were also proposed. MOEA/D uses a scalarizing function g to decompose an MOP into multiple sub problems. Thus, the performance of MOEA/D algorithms significantly depends on the type of scalarizing functions [77] . Typical functions are the weighted sum, Tchebycheff, Penalty-based Boundary Intersection (PBI) functions [15] . Some recent studies proposed improved variants of scalarizing functions (e.g., [18] , [77] - [80] ).
In addition to MOEA/D variants described in this section, other decomposition based MOEAs have also been studied. Among them are Ensemble Fitness Ranking (EFR) [81] , EFR with Ranking Restriction (EFR-RR) [20] , and Reference Vector guided Evolutionary Algorithm (RVEA) [22] .
C. INDICATOR BASED MOEAs
Quality indicators are used to quantitatively evaluate a set of nondominated solutions found in the search of an VOLUME 5, 2017 MOEA. An indicator based MOEA, which was proposed by Zitzler and Künzli in 2004 , is a framework of MOEAs to use such a quality indicator for multi-objective search [23] . In indicator based MOEAs, individuals in the population are evaluated or ranked based on a predefined indicator. Then, the obtained fitness values of the individuals are used for the mating and environmental selections.
The first indicator based MOEA is Indicator-Based Evolutionary Algorithm (IBEA) [23] . At the beginning of the environmental selection of IBEA, a fitness value F(x) of each individual x in a union of the population P and children Q is assigned by a paired comparison of the other individuals in P ∪ Q\{x} based on quality indicator values. The fitness values also used for the parent selection. Zitzler [26] , [83] , and DDE [84] .
One of the critical problems of IBEA + is that the distribution of individuals in the population is biased to specific regions of the objective function space [8] , [26] , [85] . In order to address this issue, Li et al. proposed SRA [85] , which simultaneously uses multiple indicators based on the stochastic ranking [86] . In [85] , the SRA with I + and I SDE performs significantly better than compared MOEAs, where I SDE is an indicator derived from SPEA2+SDE [11] . Bi-Criterion Evolution (BCE) was also proposed to address the same issue of IBEA + and MOEA/D [87] . BCE is a general framework to improve the performance of non-dominance based MOEAs by incorporating a finite-sized external archive that maintains evenly distributed nondominated solutions in the objective function space. Two_Arch2 [88] , which is an improved version of Two_Arch [89] , utilizes a Convergence Archive (CA) and a Diversity Archive (DA) to maintain the diversity of individuals in the population. After the generation of children, the environmental selection is performed by CA and DA, separately. The I + indicator and a L p norm based crowding distance metric are applied to the individuals in CA and DA, respectively.
In general, the goal of MOPs is to obtain well-converged and well-distributed nondominated solutions in the objective function space [90] . Bi-Goal Evolution (BiGE) [25] deals with the two sub-goals of MOPs as two-objective MOPs. The sum of the objective function value M i=1 f i (x) and a sharing function-based diversity metric are used for the two objective functions of BiGE. In other words, BiGE translates a given M -objective MOP into a two-objective MOP and tries to find good nondominated solutions in the translated problem.
S-Metric Selection-based Evolutionary Multi-objective Optimization Algorithm (SMS-EMOA) [91] is a steadystate hybrid algorithm using both the Pareto dominance and indicator based selection. In the environmental selection of SMS-EMOA, individuals in a union of the population and the child are ranked based on the nondominated sort of NSGA-II. When the number of individuals in the final front is more than two, their contribution for the HV value is calculated. Then, an individual with the lowest HV contribution is removed from the population. The experimental results in [91] show the promising performance of SMS-EMOA on two-and three-objective MOPs. However, it is difficult to apply SMS-EMOA to MaOPs due to the expensive computational cost for the HV calculation. Hypervolume Estimation Algorithm (HypE) [24] was proposed to address this issue. In HypE, the HV contribution of individuals is estimated by Monte Carlo simulation, instead of the exact HV calculation. The good performance of HypE on MaOPs with up to 50 objectives was reported in [24] .
III. EXPERIMENTAL SETTINGS
This section describes our experimental settings. Experimental results are reported in Section IV. As mentioned in Section I, we evaluate the anytime performance of the 21 MOEAs in Table 1 under the two scenarios: UEA (Unbounded External Archive), and reduced UEA. A selection method of a pre-specified number of nondominated solutions from the UEA is necessary for the reduced UEA scenario. First, we introduce the distance based selection method in Subsection III-A. Then, we describe test problems and a performance indicator in Subsection III-B. Finally, the parameter settings for MOEAs are described in Subsection III-C.
A. SOLUTION SELECTION FROM UEA
Let us assume that we compare different UEAs by selecting the same number of nondominated solutions (say b solutions, b ≥ M ) from each UEA. In the following we explain how to select b solutions from an UEA A UEA of size a (i.e., with a solutions), where b < a (when b ≥ a, simply B ← A UEA ). This task can be considered as being a hypervolume subset selection problem (HSSP) [24] , [92] . The HSSP is the problem of finding b solutions that maximize the HV indicator value from a set of nondominated solutions with the size a. When the number of objectives M of a given MOP is small, some efficient subset selection methods such as [92] - [94] are available. However, since we deal MaOPs with a large M in this study, such selection methods are unavailable. Since most of existing subset selection methods require iterative HV calculations to find a well-approximated subset, their computational cost becomes impractical for large UEAs of MaOPs with a large M . Fortunately, some computationally cheap selection methods of representative nondominated solutions have been proposed (e.g., [17] ). In this study, we used a slightly modified version of the distance based selection method proposed in [17] .
Algorithm 1 shows our selection method used in this experimental study. The function distance E (x 1 , x 2 ) in Algorithm 1 returns the Euclidean distance between two vectors x 1 and x 2 . First, M extreme solutions that have the minimum objective function value f i (x) for f i , i ∈ {1, . . . , M } are selected 
// Select an isolated solution to B 10 while |B| < b do (Algorithm 1, line 4-6) and added to B. After selecting the M extreme solutions, a solution that has the maximum distance to solutions in B is selected for B (Algorithm 1, line 10-12). By repeatedly adding an isolated solution to B until |B| = b, it is expected that a set of uniformly distributed nondominated solutions in the objective function space are obtained.
B. TEST PROBLEMS AND PERFORMANCE INDICATOR
In our benchmarking study, we used the nine WFG test problems [95] with M ∈ {2, 3, 4, 5, 6}. respectively. The WFG4, . . . , WFG9 problems have nonconvex PFs. Note that a part of the PF of the WFG3 problem is non-degenerate [96] . The WFG4 and WFG9 test problems are multimodal. The objective functions in the WFG2, WFG6, WFG8, and WFG9 problems are also nonseparable. The WFG5 and WFG9 problems are deceptive problems. As suggested in [95] , the position parameter k was set to k = 2 (M −1), and the distance parameter l was set to l = 20, where the number of variables is k + l.
On all the WFG test problems, the scale of each objective function is different. In general, an MOEA with an efficient normalization strategy for handling differently scaled objective function values performs well on such scaled MOPs [10] . Since objective function values of many realworld problems are differently scaled, normalization strategies are mandatory in practice. Therefore, MOEAs with efficient normalization strategies have been proposed, such as NSGA-III [10] , MOMBI-II [26] , and, RVEA [22] . However, in the 21 MOEAs, while some MOEAs adopt sophisticated normalization strategies, the others do not use any normalization strategies. Since we want to evaluate the performance of MOEAs as fair as possible, we used the normalized WFG test problems to remove the effect of the normalization strategies as [20] , [97] . For the normalized WFG test problems, each objective function value f i (x), i ∈ {1, . . . , M } was normalized using the ideal point (0, . . . , 0) T and the nadir point (2, . . . , 2 M ) T as in [20] and [97] . As suggested in [20] and [97] , the reference point for calculating the HV value was set to (1.1, . . . , 1.1) T . Note that the nadir point of the normalized WFG test problems is (1, . . . , 1) T . In this setting, A normalization strategy of an MOEA is usually a ''removable'', ''attachable'', and ''exchangeable'' algorithmic component. For example, the normalization strategy of NSGA-III can be treated as an independent algorithmic component and added to other MOEAs (e.g., MOEA/D). Benchmarking on normalized test problems like this experimental study can be considered to be the performance evaluation of MOEAs with the perfect normalization strategy. A benchmarking study of various normalization strategies should be our future work.
The computational cost of the HV calculation exponentially increases both with the number of objectives M and the number of nondominated solutions in the UEA |A UEA |.
In the COCO software with the two-objective BBOB-biobj functions [34] , when a newly generated solution enters the UEA A UEA , the HV value of the nondominated solutions in A UEA is recalculated immediately. However, for MaOPs with M ≥ 4, since the computational cost of the HV calculation is very high, the on-the-fly HV calculation like the COCO software with the two-objective BBOB-biobj functions is almost impossible. In order to address this issue, in this paper the HV value of the nondominated solutions in A UEA was calculated only in every 1 000 function evaluations, i.e., when FEvals ∈ {1 000, 2 000, . . . , 49 000, 50 000}.
C. PARAMETER SETTINGS FOR MOEAs
We used the SBX crossover and the polynomial mutation for all 21 MOEAs. As suggested in [10] , we set the control parameters of the variation operators as follows: p c = 1.0, η c = 30, p m = 1/D, and η m = 20. For most of the 21 MOEAs, we used the source codes downloaded from websites described in Table 3 . We replaced the DE operator with the SBX crossover in MOEA/D-DE (MOEA/D-09), MOEA/D-DRA, and MOEA/D-STM to remove the effect of variation operators (i.e., the three MOEAs use the SBX crossover and the polynomial mutation). A slightly modified source code of MOEA/D-09 was used for MOEA/D-07. While buggy codes had been used for the performance evaluation of IBEA HD so far [98] , the bug-fixed jMetal source code of IBEA HD was used in this study. We implemented IBEA + by modifying the source code of IBEA HD in reference to the PISA code.
For each M ∈ {2, 3, 4, 5, 6}, we set the population size µ to 100, 91, 220, 210, and 182 respectively for all MOEAs, except for GrEA, BiGE, SPEA2+SDE, and MOMBI-II. Since µ in the source code of the four exceptional MOEAs must be set as a multiple of four, µ was set to 100, 92, 220, 212, and 184 for each M , respectively. The µ values used in this paper have been widely used in previous studies such as [10] and [19] - [21] . For each M ∈ {2, 3, 4, 5, 6}, the number of solutions b (see Section III-A) to be selected from the UEA for the HV calculation was set to 100, 91, 220, 210, and 182 respectively.
For the decomposition and reference vector based MOEAs, weight/reference vectors were generated using the simplexlattice design (only for M = 6, its two-layered version [10] was used). For GrEA, for each M , we set the div value as suggested in [20] and [22] . For HypE, the upper bound defining the reference point and the number of samples were set to 2 and 10 4 , respectively. The maximum number of function evaluations (FEvals max ) was set to 5 × 10 4 for all test problems, and 21 independent runs were performed.
The performance of MOEAs depends on control parameter settings and can be improved by parameter tuning [31] . For example, the parameter study in [99] reveals that a simple parameter tuning significantly improves the performance of NSGA-III. The parameter study of the population size in [36] also shows that the suitable population size is dependent on the type of MOEAs. For more fair comparison, we should run MOEAs with individually tuned control parameters. However, tuning control parameter settings of all the 21 MOEAs for MaOPs is not a trivial task and beyond the scope of this paper. Its investigation is our future direction.
IV. EXPERIMENTAL RESULTS
In this section, we report our experimental results by the 21 MOEAs in Table 1 . Here, we explain overall performance of each MOEA over all WFG test problems. Our results on each WFG test problem are reported in Appendix. We discuss the performance of the 21 MOEAs in Section V.
A. OVERALL PERFORMANCE
We describe the overall performance of the 21 MOEAs on all nine WFG problems with each M . For this comparison, we used the average performance score (APS) [24] . Suppose that n algorithms {A 1 , . . . , A n } are compared for a given problem instance using the HV values obtained in multiple runs. For each i ∈ {1, . . . , n} and j ∈ {1, . . . , n}\{i}, let δ i,j = 1, if A j significantly outperforms A i using the Wilcoxon rank-sum test with p < 0.05, otherwise δ i,j = 0. Then, the performance score P(A i ) is defined as follows: P(A i ) = n j∈{1,...,n}\{i} δ i,j . The score P(A i ) represents the number of algorithms outperforming A i . The APS is the average of the P(A i ) values for all problem instances. In other words, the APS value of A i represents how good (relatively) the performance of A i is among the n algorithms for all problem instances. A small APS value P(A i ) indicates that the performance of A i is better than other algorithms. Figure 1 and 2 show the results for the 21 MOEAs for all the nine WFG problems with M ∈ {2, 3, 4, 5, 6} under the UEA and reduced UEA scenarios, respectively. Below, we discuss the results for each algorithm category:
• Seven Pareto dominance-based MOEAs: Compared to the results for the other types of MOEAs described below, the performance rank of the seven dominance-based MOEAs is not significantly affected by the choice of an optimization scenario. Therefore, we describe the performance of the seven dominance-based MOEAs based on only the results for the UEA scenario.
Interestingly, in this category, the worst and best performers are SPEA2 and SPEA2+SDE respectively. SPEA2+SDE is an improved version of SPEA2 that incorporates the SDE strategy [11] . Based on these results, the SDE strategy appears to contribute significantly to the outstanding performance of SPEA2+SDE. For almost all M , the convergence speed of NSGA-III is lower than that of NSGA-II. That is, NSGA-II performs better than NSGA-III for smaller FEvals, even when M = 6. NSGA-III is an improved version of NSGA-II for MaOPs by replacing the crowding distancebased selection with the reference vectors-based niching selection. The newly introduced niching selection appears to make the convergence speed of NSGA-III slow. The two relaxed-dominance based MOEAs (GrEA and θ-DEA) perform similarly to each other for the WFG problems with 2-6 objectives.
• Nine decomposition-based MOEAs: First, we describe the results for the UEA scenario. • Five indicator-based MOEAs:
First, the results for the UEA scenario are described. In this category, MOMBI-II performs poorly, but it outperforms some MOEAs in the other categories. For M ∈ {2, 3, 4, 5}, the best performer is clearly IBEA + , followed by IBEA HD . For M = 6, HypE performs very well within FEvals = 1 × 10 4 . However, as the search progresses, the APS value of HypE gradually deteriorates for all M . In contrast to the results of HypE, the APS value of BiGE is gradually improved as the search progresses. For FEvals > 1×10 4 , IBEA + outperforms the four remaining indicatorbased MOEAs.
Next, we describe the results for the reduced UEA scenario. The degradation speed of the APS values of HypE is slower than that under the UEA scenario for M ∈ {4, 5, 6}. Although is also improved for a larger number of objectives compared to those under the UEA scenario. Taking into account the results, when M is increasing, HypE and BiGE might perform well for a smaller and larger FEvals, respectively.
• All 21 MOEAs:
For the UEA scenario, the best performer is IBEA + , followed by IBEA HD for M ∈ {2, 3}. For M ∈ {4, 5, 6}, RVEA performs best for much smaller FEvals. For M = 4, IBEA + still outperforms the other MOEAs. For M ∈ {5, 6}, among the 21 MOEAs, the best MOEA is HypE for the smaller FEvals, followed by IBEA + .
For the reduced UEA scenario, the results for M ∈ {2, 
V. DISCUSSION
In this section, we discuss the experimental results described in Section IV and Appendix. First, we investigate the properties of nondominated solutions in the UEAs of the 21 MOEAs using various performance indicators in Subsection V-A. Next, the distribution of nondominated solutions under each optimization scenario is investigated in Subsection V-B. In Subsection V-C, we analyze the dependency of the performance rank on optimization scenarios. Finally, an overall discussion of our experimental results is presented in Subsection V-D.
A. NONDOMINATED SOLUTIONS IN UEA OF EACH MOEA
In order to evaluate the quality of a set of nondominated solutions obtained by MOEAs, we used the HV indicator in Section IV. The HV indicator measures both the convergence toward the PF and diversity of nondominated solutions. In other words, the convergence and diversity of MOEAs cannot be individually evaluated using the HV indicator. In this section, we further investigate the properties of the 21 MOEAs using another type of indicators.
We used two convergence metrics (the MinSum and SumMin indicators [9] ) and the number of nondominated solutions stored in the UEA A UEA . Since the GD and IGD indicators [41] are unsuitable for comparing nondominated solution sets of different size, we substituted the MinSum and SumMin indicators for the GD and IGD metrics. While a number of indicators for assessing the diversity of the solutions in the bounded archive have been proposed (e.g., [41] , [100] , [101] ), a good diversity indicator for the unbounded archive does not exist. Therefore, we used the size of the UEA |A UEA | to roughly measure the diversity. We do not intend to claim that |A UEA | is a good indicator to evaluate the diversity of nondominated solutions.
The MinSum indicator evaluates only the convergence quality of a set of nondominated solutions A to the center of the PF. The MinSum value of A is calculated as follows:
A small MinSum value indicates that A is closed to the center of the PF in the objective function space. In contrast to the MinSum indicator defined in Equation (2), the SumMin indicator evaluates only the convergence performance of A toward the PF around its M edges:
A small SumMin value indicates that an MOEA achieves well-converged solutions on each objective function. Figure 3 shows the MinSum, SumMin, and |A For M ∈ {4, 6}, RVEA and MOEA/D-07 achieve the best MinSum and SumMin values for much smaller FEvals. This behavior is consistent with the outstanding performance of RVEA and MOEA/D-07 at the beginning of the search as shown in Section IV. RVEA also found the largest number of nondominated solutions until HypE catches up with RVEA at FEvals = 9 × 10 3 . HypE finds a large number of nondominated solutions for M = 4. After several function evaluations, IBEA + and IBEA HD achieve low MinSum values, which indicate their good convergence to the center of the PF. For M = 6, in particular, |A| of SPEA2 approximately linearly increases and the size of A becomes 3 × 10 4 at FEvals = 5 × 10 4 . This result shows that approximately 60 percent of individuals generated by SPEA2 are nondominated to each other, and the search of SPEA2 is clearly stagnated due to the ADP phenomenon [53] described in Section II-A.
Although we here analyzed the properties of the 21 MOEAs on the WFG1 problem, the results on the remaining WFG problems are not similar to the results on the WFG1 problem. A further investigation should be our future work. 
B. DISTRIBUTION OF NONDOMINATED SOLUTIONS UNDER EACH SCENARIO
Here, we discuss how the distribution of nondominated solutions is affected by the type of optimization scenarios. Figure 4 shows the distribution of nondominated solutions obtained by MOEA/D-DRA and NSGA-III for the three-objective WFG4 problem under (a) the final population scenario, (b) the UEA scenario, and (c) the reduced UEA scenario.
As shown in Figure 4 (a) and (b), while NSGA-III maintains the uniformly distributed solutions in the population, the solutions obtained by MOEA/D-DRA are not evenly distributed. The biased distribution of the MOEA/D algorithm with the Tchebycheff decomposition approach is also reported in previous studies (e.g., [10] , [15] , [87] ). In contrast to the results for the final population scenario, as shown in Figure 4 (b), both MOEAs successfully maintain the densely distributed solutions covering the entire PF in the UEA. Figure 4 (c) also shows that even under the reduced UEA scenario, the selected nondominated solutions obtained by MOEA/D-DRA are uniformly distributed on the whole PF.
It is likely that MOEA/D-DRA (the MOEA/D with the Tchebycheff approach) can generate well-distributed solutions but cannot maintain them in the population. This issue of MOEA/D-DRA is addressed by incorporating the UEA, and its performance for approximating the PF can be improved. This result is consistent with the previous study [87] . In fact, Li et al. have reported the promising performance of the MOEA/D with the Tchebycheff approach with a (bounded) external archive for maintaining nondominated solutions found during the search process [87] .
C. DEPENDENCY OF PERFORMANCE RANK ON OPTIMIZATION SCENARIOS
In this section, we investigate the dependency of the performance rank. Here, we compare the performance ranks of the 21 MOEAs under the three scenarios: final population, UEA, and reduced UEA. Recall that all nondominated solutions in the fixed size population are used for the performance assessment for the final population scenario. For the final population and reduced UEA scenarios, it is assumed that a user of an MOEA wants to know only a small number of welldistributed nondominated solutions of a given MOP. Table 4 shows the comparison of the performance rank for the final population, UEA, and reduced UEA scenarios. The 21 MOEAs are ranked according to their APS values for all the nine WFG problems at FEvals= 5 × 10 4 . It should be emphasized that Table 4 does not summarize all the experimental results in our benchmarking study. The performance rank described in Table 4 is based on only the end-of-the-run results, which do not provide sufficient information about the performance of MOEAs [32] , [102] . Our interest here is an investigation how the performance rank differs depending on optimization scenarios. As shown in Table 4 [20] , [21] and are capable of maintaining evenly-distributed nondominated solutions in their population. However, such an ability that keeps well-distributed solutions in the population is not necessary for the UEA and reduced UEA scenarios. Thus, it In contrast to the indicator and decomposition based MOEAs, the ranks of the seven dominance based methods degrade in many cases under the reduced UEA scenario. This reason seems to be the same with the case of MOEA/D-DU, EFR-RR, and I-DBEA. As pointed out in [87] , some non-Pareto dominance based MOEAs have a characteristic that is difficult to maintain well-distributed nondominated solutions in their population. However, as shown in Section V-B, this undesirable characteristic of decomposition and indicator based MOEAs can be easily addressed by incorporating the UEA that maintain all nondominated solutions found during the search process. This is the reason why the ranks of some non-Pareto dominance based MOEAs are improved for the reduced UEA scenario.
Taking into account of above discussion, we conclude that the type of optimization scenarios significantly affects the performance rank of MOEAs. Although the final population scenario has been widely used in the evolutionary computation community, other types of optimization scenarios should be considered to evaluate the performance of MOEAs for more fair comparison. 
D. OVERALL DISCUSSION ON THE PERFORMANCE OF THE 21 MOEAs
Unsurprisingly, the results described in Section IV and Appendix show that the performance of the 21 MOEAs significantly depends on the problem type, the number of objectives M , and the number of function evaluations (FEvals). For example, for the six-objective WFG8 problem, HypE performs best within FEvals = 1 × 10 4 , followed by BiGE. Thus, determining the best MOEA among the 21 MOEAs is difficult, even though for the same problem instance. Keeping in mind this fact, in the following, we roughly discuss the performance of the 21 MOEAs based on their APS values (Figure 1 and 2) .
IBEA + is the first indicator based MOEA proposed in 2004 and was not specially designed for MaOPs. The poor performance of IBEA + for MaOPs as well as MOPs with M < 4 has been reported in numerous articles (e.g., [8] , [23] , [26] , [85] , [103] ). However, in our benchmarking study, the classical IBEA + shows high performance among the 21 MOEAs, including recently proposed state-ofthe-art MOEAs, on the WFG problems with two to six objectives under the UEA scenario. IBEA + is also competitive with the other MOEAs under the reduced UEA scenario.
For M = 6, HypE is the best MOEA up to FEvals = 1 × 10 4 under both the UEA and reduced UEA scenarios, while RVEA performs best immediately after the start of the search. HypE, proposed in 2011, was specially designed for MaOPs with up to 50 objectives but is a relatively classical algorithm among the 21 MOEAs. HypE is considered as a standard, benchmark algorithm and has frequently been compared to newly proposed MOEAs (e.g., [11] , [12] , [14] , [19] ). In other words, it is widely believed that recently proposed MOEAs perform better than HypE. However, such conventional wisdom is clearly contradicted by the experimental results in this paper.
Although MOEA/D-DRA, proposed in 2009, was the winner of the IEEE CEC2009 competition on multi-objective optimization, 13 be the difference of optimization scenarios used to evaluate the performance of MOEAs. We evaluated the anytime performance of the 21 MOEAs on the UEA and reduced UEA scenarios, whereas previous studies evaluated MOEAs on the final population scenario. In general, the population maintains the good solutions obtained during the search process, but the population size is limited. Therefore, when the number of good solutions found in the search exceeds the population size, they must be removed from the population to keep the population size constant. Thus, a carefully designed environmental selection method is required for MOEAs so that the nondominated solutions in the population are uniformly distributed. Recently proposed MOEAs for MaOPs (e.g., NSGA-III, MOEA/DD, and VaEA) were designed according to this policy. However, MOEAs do not require such well-designed environmental selection method under the UEA and reduced UEA scenarios because all nondominated solutions found in the search are automatically maintained in the UEA independent from the population (see Subsection V-B and V-C).
Another reason for the poor performance of recently proposed MOEAs is likely to be the setting of the maximum number of function evaluations (FEvals max ). As shown in Table 1 , FEvals max used for comparative studies is increasing yearly. For example, while FEvals max used in the HypE paper [24] , published in 2011, was only 1 × 10 4 , FEvals max used in recent papers (e.g., NSGA-III [10] , MOEA/DD [19] , θ-DEA [14] , and VaEA [13] ) was 5.5 × 10 5 . The latter is 55 times larger than the former. Some real-world problems require the execution of a computationally expensive simulation in order to evaluate the solution [44] , [45] . Thus, in practice, users of MOEAs cannot always set FEvals max to a large number (e.g., 5.5 × 10 5 ). As mentioned above, many articles report the poor performance of HypE [11] , [12] , [14] , [19] , but we believe that this is because of the different settings of FEvals max . HypE was designed for optimization with FEvals max ≤ 1 × 10 4 , but the settings of FEvals max used in other previous studies (e.g., [13] , [14] , [19] ) were clearly much larger. In fact, as shown in Figure 1 and 2, HypE performs very well within FEvals = 1 × 10 4 for M = 6. Such excellent performance of HypE for small FEvals cannot be revealed under the final population scenario, which is frequently used in the evolutionary computation community.
VI. CONCLUSION
In this paper, we exhaustively investigated the anytime performance of the 21 MOEAs in Table 1 on the WFG test problems with M ∈ {2, 3, 4, 5, 6}. We used the UEA and reduced UEA scenarios to fairly evaluate MOEAs. Our experimental results are significantly different from the results reported in previous studies under the final population scenario. The performance of some recently proposed MOEAs VOLUME 5, 2017 is not as good as some classical MOEAs, some classical MOEAs perform very well (e.g., the two IBEA variants [23] , MOEA/D-DRA [17] and HypE [24] ) in our experimental study. We also analyzed the reason why the performance rank of the 21 MOEAs is significantly different from that in previous studies.
Our exhaustive benchmarking study will be useful for both users and algorithm designers of MOEAs. The experimental results of this study are helpful for a user who wants to use an MOEA as an optimization tool. For example, if the number of objective functions in a given real-world problem is five, and available computational budget FEvals max is within 3 × 10 3 , RVEA is likely to be the most suitable algorithm for both the UEA and reduced UEA scenarios. Moreover, the experimental data presented herein are available on the website. 14 Thus, researchers can easily compare their newly designed algorithms to the 21 MOEAs. We hope that our benchmarking study presented here boosts researchers in the evolutionary computation community to a constructive race of algorithm developments.
In this benchmarking study, the (normalized) WFG functions [95] were used for evaluating the performance of the 21 MOEAs. However, the WFG functions have some unnatural, exploitable problem features [32] , [97] . For example, MOEAs with uniformly generated reference and weight 14 https://sites.google.com/site/benchmarkingmoeas vectors (e.g., MOEA/D variants) can successfully find eventually distributed nondominated solutions on the WFG functions because the shape of the distribution of the reference and weight vectors is the same as the shape of the PF [97] . The comparison of MOEAs on other benchmark functions is an interesting future direction. Figures 5 -13 show the anytime performance on the UEA and reduced UEA scenarios, respectively. Note that all of the HV values under the reduced UEA scenario is always lower than those under the UEA scenario, because the number of nondominated solutions for the HV calculation is significantly different in both optimization scenarios. A monotonic increase of the HV value over time is not ensured in the case of the reduced UEA scenario [30] . Therefore, the performance deterioration can be found under the reduced UEA scenario (i.e., the performance of an MOEA at the iteration t becomes worse than that at the iteration t − 1). For example, the performance curve of SPEA2 on the sixobjective WFG3 problem shown in Figure 7 (b) is zigzag. In the following, we describe the results on each WFG problem: •
APPENDIX RESULTS ON EACH WFG TEST PROBLEM

WFG1:
No significant difference between the results for the UEA and reduced UEA scenarios is found on the WFG1 problem. IBEA + and MOEA/D variants perform well in M ∈ {2, 4, 6}. For M = 2, MOEA/D-STM achieves the highest HV value until FEvals = 3 × 10 4 , but MOEA/D-09 and IBEA + catch up with MOEA/D-STM for FEvals > 3 × 10 4 . For M = 4 and 6, the best performer is MOEA/D-07 for FEvals < 3 × 10 4 and < 1.3 × 10 4 respectively. After that, IBEA + outperforms the other MOEAs.
• WFG2:
As in the results on the WFG1 problem, the results for both scenarios are quite similar on the WFG2 problem. For M = 2, EFR-RR outperforms the other MOEAs after FEvals = 2 × 10 4 . For M = 4 and M = 6, HypE and MOEA/D-DU achieve high HV values, whereas MOEA/D-07 and MOEA/D-09 perform poorly. In particular, the performance of HypE shows the good anytime behavior.
• WFG3: In contrast to the results on the WFG1 and WFG2 problems, the results for the UEA and reduced UEA scenarios are significantly different from each other on the WFG3 problem with M ∈ {4, 6}. The same tendency can be found in the results on the other test problems (WFG4, . . . , WFG9). Therefore, in the following, we describe the results under each scenario separately for each test problem.
• UEA scenario: For M = 2, IBEA HD performs relatively well after FEvals = 1 × 10 4 . While the performance of IBEA HD is better than that of other MOEAs for M = 2, the performance of IBEA HD deteriorates gradually with increasing M . For M = 4 and M = 6, while MOEA/D-09, MOEA/D-DRA, IBEA + , and BiGE perform well for the larger FEvals, the best MOEA for the smaller FEvals is HypE.
• Reduced UEA scenario: While after FEvals ∈ {1.3 × 10 4 , . . . , 3 × 10 4 } HypE is inferior to some algorithms on the UEA scenario, HypE clearly outperforms the other MOEAs for M ∈ {4, 6} at any time (in particular, M = 6).
• WFG4:
• UEA scenario: For M = 2 and M = 4, IBEA HD exhibits good performance at all times, while for M = 6, its performance becomes inferior to the other MOEAs. On the other hand, for M = 6, BiGE and IBEA + achieve high HV values, and MOEA/D-DU outperforms the remaining MOEAs at approximately FEvals = 5 × 10 4 .
• Reduced UEA scenario: For M ∈ {4, 6}, the performance of NSGA-II and SPEA2 significantly deteriorates compared to the results for the UEA scenario. The rank of HypE for the reduced UEA scenario is slightly better than that for the UEA scenario. This phenomenon also can be found in the results of WFG5, WFG6, WFG7, WFG8, and WFG9 problems. • WFG5:
• UEA scenario: For M = 2 and = 4, the best MOEA is RVEA within FEvals = 8×10 3 and = 2.1×10 4 respectively. IBEA HD exhibits the best performance on the six-objective WFG5 problem.
• Reduced UEA scenario: The difference of the HV values of IBEA HD and other MOEAs is slightly emphasized compared to the results on UEA scenario. The same tendency can be found in the results of the WFG6 problem.
• WFG6:
• UEA scenario: For M = 2, IBEA HD and IBEA + perform well for the smaller FEvals. The two IBEA variants also outperform the remaining MOEAs for M = 4. IBEA HD is also the best performer for M = 6.
• Reduced UEA scenario: For M = 6, the relative performance of BiGE becomes better than that for the UEA scenario. BiGE is still outperformed by IBEA HD , but the anytime performance of BiGE is better than that of IBEA + .
• WFG7:
• UEA scenario: The two IBEA variants show the best anytime performance for M = 2. For M = 4, IBEA HD and IBEA + also perform well, and MOEA/D-DU and EFR-RR catch up them for larger FEvals. For M = 6, IBEA + still performs well while the performance of IBEA HD is degraded. BiGE and SPEA2+SDE are competitive with IBEA + .
• Reduced UEA scenario: The poor performance of NSGA-II and SPEA2 is more emphasized than that for the UEA scenario. For M = 6, BiGE has the best performance after FEvals = 1.6 × 10 4 .
• WFG8:
• UEA scenario: MOEA/D-STM outperforms the other MOEAs for M = 2 at all times. For M = 4, the best MOEA is IBEA HD within FEvals = 2 × 10 4 , and MOEA/D-DU outperforms the other MOEAs. Similarly, for M = 6, HypE achieves the highest HV value until FEvals = 1 × 10 4 , and BiGE performs best after that.
• Reduced UEA scenario: For M = 6, the good performance of HypE at the beginning of the search is emphasized compared to the results for the UEA scenario. BiGE, MOEA/D-DU, IBEA + , and SPEA2+SDE achieve the high HV values after FEvals = 4.6 × 10 4 .
• WFG9:
• UEA scenario: For M = 2, SPEA2+SDE performs relatively well while the evolution of the five MOEAs (GrEA, MOEA/D-STM, EFR-RR, NSGA-II, and I-DBEA) clearly stagnates just after the beginning of the search. For M = 4, RVEA exhibits the good performance at all times and is clearly the best MOEA. For M = 6, IBEA HD performs well, but SPEA2+SDE and IBEA + outperform IBEA HD for larger FEvals.
• Reduced UEA scenario: RVEA still has the best performance for M = 4, IBEA HD is the best performer for M = 6. The slow convergence of NSGA-II and MOEA/DD seems to be more emphasized for M = 6.
