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Abstract
We propose a new method that uses deep learning tech-
niques to solve the inverse problems. The inverse prob-
lem is cast in the form of learning an end-to-end mapping
from observed data to the ground-truth. Inspired by the
splitting strategy widely used in regularized iterative algo-
rithm to tackle inverse problems, the mapping is decom-
posed into two networks, with one handling the inversion of
the physical forward model associated with the data term
and one handling the denoising of the output from the for-
mer network, i.e., the inverted version, associated with the
prior/regularization term. The two networks are trained
jointly to learn the end-to-end mapping, getting rid of a
two-step training. The training is annealing as the interme-
diate variable between these two networks bridges the gap
between the input (degraded version of output) and output
and progressively approaches to the ground-truth. The pro-
posed network, referred to as InverseNet, is flexible in the
sense that most of the existing end-to-end network structure
can be leveraged in the first network and most of the exist-
ing denoising network structure can be used in the second
one. Extensive experiments on both synthetic data and real
datasets on the tasks, motion deblurring, super-resolution,
and colorization, demonstrate the efficiency and accuracy
of the proposed method compared with other image pro-
cessing algorithms.
1. Introduction
Over the past decades, inverse problems have been
widely studied in image and signal processing and com-
puter vision, e.g., denoising [15], deconvolution [2], super-
resolution [48] and compressive sensing [18]. An inverse
problem is resulted from the forward model which maps un-
known signals, i.e., the ground-truth, to acquired/observed
information about them, which we call data or measure-
∗The authors contributed equally to this work.
ments. This forward problem, generally relies on a de-
veloped physical theory which reveals the link between the
ground-truth and the measurements. Solving inverse prob-
lems involves learning the inverse mapping from the mea-
surements to the ground-truth. Specifically, it recovers a
signal from one or a small number of degraded or noisy
measurements, which is usually ill-posed [42]. Mathemati-
cally, the goal is to reconstruct a high dimensional ground-
truth x ∈ Rn from a low dimensional measurement denoted
as y ∈ Rm, which is reduced from x by a a forward model
A such that y = Ax. This forward model A is constructed
to tie the observed data y to a set of learned model param-
eters x. For example, in compressive sensing, y is a com-
pressive measurement with random sampled regions and A
is the measurement matrix, e.g., a random Gaussian matrix;
in super-resolution, y is a low-resolution image and the op-
eration A downsamples high resolution images. The main
difficulty of these underdetermined systems comes from the
operator A which has a non-trivial null space leading to an
infinite number of feasible solutions. Though most of the
inverse problems are formulated directly to the setting of
an optimization problem associated with the forward model
[41], a number of learning-based algorithms have been pro-
posed to solve inverse problems by learning a mapping from
the measurement domain of y to the signal space of x, with
the help of large datasets and neural nets [32, 14]. 1
More recently, deep learning techniques have arisen as a
promising framework and gained great popularity for pro-
viding state-of-the-art performance on applications include
pattern analysis (unsupervised), classification (supervised),
computer vision, image processing, etc [13]. Exploiting
deep neural networks to solve inverse problems has been
explored recently [14, 40, 1, 24]. In these works, inverse
problems are viewed as a pattern mapping problem and
most existing learning-based methods propose to learn an
1These algorithms refer to directly learning optimum mappings from
the observed data to their high-resolution correspondents and are different
from learning from training datasets some specific priors to be incorporated
in the regularized iterative algorithms[15, 47].
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end-to-end mapping from y to x [37, 40]. By leverag-
ing the powerful approximation ability of deep neural net-
works, these deep learning based data-driven methods have
achieved state-of-the-art performance in many challenging
inverse problems like super-resolution [5, 14, 40], image re-
construction [35], automatic colorization [27]. More specif-
ically, massive datasets currently enables learning end-to-
end mappings from the measurement domain to the target
image/signal/data domain to help deal with these challeng-
ing problems instead of solving the inverse problem by in-
ference. A strong motivation to use neural networks stems
from the universal approximation theorem [11], which
states that a feed-forward network with a single hidden layer
containing a finite number of neurons can approximate any
continuous function on compact subsets of Rn, under mild
assumptions on the activation function. In these recent
works [5, 40, 27, 35], an end-to-end mapping from mea-
surements y to ground-truth xwas learned from the training
data and then applied to the testing data. Thus, the compli-
cated inference scheme needed in the conventional inverse
problem solver was replaced by feeding a new measurement
through the pre-trained network, which is much more effi-
cient. However, despite their superior performance, these
specifically-trained solvers are designed for specific inverse
problems and usually cannot be reused to solve other prob-
lems without retraining the mapping function - even when
the problems are similar. To improve the scope and genera-
bility of deep neural network models, more recently, in [7],
a splitting strategy was proposed to decompose an inverse
problem into two optimization problems, where one sub-
problem, related to regularization, can be solved efficiently
using trained deep neural networks, leading to an alternat-
ing direction method of multipliers (ADMM) framework
[4, 31]. This method involved training a deep convolutional
auto-encoder network for low-level image modeling, which
explicitly imposed regularization that spanned the subspace
that the ground-truth images lived in. For the sub-problem
that required inverting a big matrix, a conventional gradient
descent algorithm was used, leading to an alternating up-
date, iterating between feed-forward propagation through a
network and iterative gradient descent. Thus, an inner loop
for gradient descent is still necessary in this framework.
A similar approach to learn approximate ISTA (Iterative
Shrinkage-Thresholding Algorithm) with neural networks
was illustrated in [21]. A more flexible splitting strategy
of training two reusable neural networks for the two sub-
problems within ADMM framework leading to an inner-
loop free update rule has been proposed in [17]. The two
pre-trained deep neural networks are flexible and reusable
in the sense that the trained network for the proximity oper-
ator can be used as a plug-and-play prior to regularize other
inverse problems sharing similar statistical characteristics
and the trained network for the inversion operator can be
(a) (b) Iter = 1, 25, 50, 100
(c) Iter = 200, 400, 800, 1600 (d)
Figure 1. Illustration of Annealing Training. (a) the motion blurred
photos. (b-c) the left column is z the results of U-Nets and the right
column is xˆ the results of DAEs. (d) the ground-truth.
used to solve the same inverse problem for other datasets.
To leverage the advantages of both the end-to-end map-
ping and the splitting strategy, in this work, we propose to
learn an end-to-end mapping consisting of two networks,
with one handling the inversion associated with the forward
physical model and the other one handling the denoising,
respectively. A degraded signal, i.e., an observed data point
is fed into the inverse network to output an intermediate up-
date and then fed into the denoising network to refine the
result. The intermediate update bridges the information gap
between the input, i.e., the degraded signal and the out-
put, i.e., the ground-truth. The training for the proposed
InverseNet is annealing in the sense that the input of the de-
noising network, e.g., the denoising autoencoder, referred
to as DAE (as an example explained later) or equivalently,
the output of the inversion networks, e.g., the U-Nets (as
an example explained later), progressively becomes better
(closer to the ground-truth) following by a refined (better)
result output by the denoising network, as displayed in Fig.
1. This training leverages both the data term by the U-Nets
and a generative prior by the DAEs. More specifically (and
heuristically), the inversion network tries to restore the in-
formation lost in the forward model, and the denoising net-
work tries to refine the result with learned details, inspired
by the two update steps of ADMM.
Contributions: We propose to learn an end-to-end map-
ping from the observed data to the ground-truth. Inspired by
the splitting strategy widely used to solve inverse problems
as discussed above, instead of learning one network to solve
them all, we propose to decompose the end-to-end mapping
into two parts with one handling the model inversion part
and the other one handling the denoising part. There are
several benefits to such structure: i) Any existing end-to-
end learning algorithm can be regarded as the inversion part
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and incorporated with any existing denoising network. ii)
The two network can be trained jointly to learn the mapping
to its best extent, getting rid of any two-step sub-optimal so-
lution. iii) In the testing phase, only one feed-forward prop-
agation is necessary to solve the inverse problem, getting
rid of any further iterations.
2. Inverse Problems
As explained above, the forward model connects the low
dimensional measurement y ∈ Rm to high dimensional
ground-truth x ∈ Rn by a linear operator A as y = Ax.
The fact that n ≥ m makes the number of parameters to
estimate larger than the number of available data points in
hand. Since A is an underdetermined measurement ma-
trix, this imposes an ill-posed problem for finding solution
x on a new observation y. For instance, the matrix A is a
strided Gaussian convolution and not invertible for super-
resolution tasks in [37, 40]. To address this issue, com-
putational solutions including approximate inference based
on Markov chain Monte Carlo (MCMC) and optimization
based on variable splitting under the ADMM framework,
were proposed and applied to different kinds of priors, e.g.,
the empirical Gaussian prior [45, 48], the Total Variation
prior [38], etc. The ADMM framework is popular due to its
low computational complexity and recent success in solv-
ing large scale optimization problems. Mathematically, the
optimization problem is formulated as
xˆ = argmin
x,z
‖y −Az‖2 + λR(x), s.t. z = x (1)
where the introduced auxiliary variable z is forced to be
equal to x, and R(x) models the structure promoted by the
prior/regularization. To leverage the befinits of ‘big data’,
the regularization can be imposed in an empirical Bayesian
way, by designing an implicit data dependent prior on x,
i.e., R(x;y) for amortized inference [40]. The augmented
Lagrangian for Eq. (1) by replacingR(x) withR(x;y) is
L(x, z,u) =
‖y −Az‖2 + λR(x;y) + 〈u,x− z〉+ β‖x− z‖2 (2)
where u is the Lagrange multiplier and β > 0 is the penalty
parameter. The conventional augmented Lagrange multi-
plier method that minimizes L w.r.t. x and z simultane-
ously, is difficult and does not exploit the fact that the objec-
tive function is separable. To tackle this problem, ADMM
decomposes the minimization into two subproblems, i.e.,
minimizations w.r.t. x and z, respectively. More specifi-
cally, the updates are as follows:
zk+1 = argmin
z
‖y −Az‖2 + β‖xk+1 − z+ u
k
2β
‖2 (3)
xk+1 = argmin
x
β‖x− zk + uk/2β‖2 + λR(x;y) (4)
uk+1 = uk + 2β(xk+1 − zk+1). (5)
For the priors R of special forms, such as ‖x‖1, a closed-
form solution for Eq. (4), i.e., a soft thresholding solution is
easily obtained. On the contrary, for some more sophiscated
regularizations, e.g., a patch based prior [15, 47], solving
Eq. (4) is nontrivial, and may require iterative methods. To
solve Eq. (3), a matrix inversion is inevitable, for which
gradient descent (GD) method is usually applied to update
z [7]. Thus, solving Eq. (4) and (3) is in general cumber-
some as inner loops are required to solve these two sub-
minimization problems. More specifically, most of compu-
tational complexity comes from the proximity operator due
to its intractability and the matrix inversion which is not
easy diagonalized.
Motivation to introduce ADMM: The proposed network
structure is inspired by the two iterative steps in ADMM
updates to solve an inverse problem. More specially, the in-
verse network imitates the process of solving Eq. (3) and the
denoising network imitates an algorithm to solve Eq. (4). In
this work, the inverse network exploits the U-Nets structure
[33] and the denoising network uses the DAE [43], which
will be elaborated in the following section.
3. Approach
The proposed method decomposes the end-to-end map-
ping from data to ground-truth into two mappings, one
corresponding to inversion of the physical model and the
other corresponding to the regularized denoising. From a
Bayesian perspective, the first mapping handles the like-
lihood associated with data term and the second mapping
handles the prior term. As shown in Fig. 2, the observed
data y is fed into the first network to get an approximation
z of the ground-truth. Note that z is of the same size as x
and can be regarded as a noisy version of it. The noisy one
z is then fed into the second network to get refined to the
clear version xˆ. This two-network structure is also echoed
from the recent popular refining technique used in [36, 8].
More details about these two networks will be elaborated in
the following sections.
3.1. Inversion network mapping y to z
The inversion network tries to learn the inversion of the
degradation which maps the ground-truth x to the observed
data y. Note that while it may be straightforward to write
down the closed-form solution for sub-problem 3 w.r.t. z,
explicitly computing this solution is nontrivial due to the in-
defeasibly of inverting a big matrix. Similar to the strategy
in [17, 40], we design a deep convolutional neural network
to learn the inversion. More specifically, we have used a re-
cently developed network structure referred to as U-Nets
[33], which was originally developed for medical image
segmentation. The U-Net architecture allows low-level in-
formation to shortcut by filtering concatenation across dif-
ferent layers, differing from the element-wise addition in
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y z
xˆ x
y
DAE
Comparator
Convolution
Leaky ReLU
BatchNorm
ReLU
Deconvolution
Concatenate
Pixel Shuffle
Dropout
y z
U-Nets
Bicubic
No
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Tanh
Discriminator
Figure 2. The pipeline architecture of InverseNet. Initially, the degraded input y is pre-processed by bicubic resizing depending on the
task, e.g., for super-resolution. Thus, the input y of U-Nets has the same size as the output z. Next, the output z is fed into the DAEs with
two pixel shuffling blocks. In the end, the intermediate result z and final estimation xˆ are both fed into the discriminator and comparator
with the ground-truth.
ResNet [22]. Extensive experiments have demonstrated the
effectiveness of U-Nets to learn the complex mapping be-
tween high-dimensional data, such as images [9, 24].
In general, U-Nets require the input and output to have
the same size, for the height and width at least. However,
in many inverse problems, for example, super-resolution or
compressive sensing, only a low dimensional signal is avail-
able as the input. In such cases, we initially apply the bicu-
bic interpolation to obtain the same size input which is suit-
able for the U-Nets. As a summary, the architecture of our
U-Nets is shown in the left dashed box in Fig. 2.
3.2. Denoising network mapping z to xˆ
The denoising network plays a role to learn from the
dataset a signal prior that can deal with any inverse prob-
lems. In optimization algorithms for solving inverse prob-
lems, signal priors are usually cast in the form of a denoiser,
more specifically, a proximity operator [10]. From the geo-
metrical perspective, the proximity operator projects a noisy
data point into the feasible sets spanned by the signal prior.
Thus, any existing denoising network can be exploited in
the proposed framework. In our work, we propose to a spe-
cially designed denoising auto-encoders with pixel shuffling
(or sub-pixel) trick [37]. Similar to the inversion net, pixel
shuffling convolutional network is designed to deal with in-
puts and outputs of the same size by periodically reordering
the pixels in each channel mapping a high resolution im-
age to to the scale as the same as the low dimensional im-
age. The resulting denoising auto-encoders does not have
a bottle-neck shape structure as each layer shares the same
filter size. This allows us to transform z into a tensor that
has the same size as y, and concatenate this tensor with y
if desired in the regularization of amortized inference. The
detailed architecture of the proposed DAE shown in Fig. 2.
3.3. Practical Adversarial Training
From either the perspective of the model structure or the
ADMM update rules, z and xˆ are both approximates of
the ground-truth x. Inspired by the idea in autoencoding
beyond pixels using a learned similarity metric [26], stan-
dard negative likelihood loss (equivalent to reconstruction
loss) incorporating additional generative adversarial loss
can practically improve the quality of generated samples.
In our work, we also force the outputs of two designed net-
works to share one discriminator used as a binary classifier,
inducing the standard minimax loss [20] in our model, i.e.,
LD = LGAN :D(z) + LGAN :D(xˆ) (6)
LG = LGAN :G(·) + λlLlikelihood(·), (7)
where LGAN :D is the negative likelihood loss with respect
to classification problem, LGAN :G is the non-saturated gen-
erative loss, and “·” in Eq. (7) should be substituted by z or
xˆ to introduce two different generative loss functions.
Besides using the classifier as the discriminator, many
works [34, 3] argued that a pre-trained regression network
to match the high level features between the real images
and the fake ones can be significantly better than the dis-
criminative loss in practice and theoretically is more robust
from the viewpoint of distribution matching. Therefore, a
regression network referred to as comparator is shared by
the outputs of two proposed nets as well. Since the transfer
learning is well established in the image domain, such as
style learning with feature matching [19] in VGG [39], we
prefer to use the pre-trained VGG or AlexNet [25] as the
comparator. In this case, to leverage both the adversarial
training and the comparator, we do not modify the discrim-
inator loss in Eq. (6), but add an extra feature matching loss
to Eq. (7) as
LG = LGAN :G(·) + λlLlikelihood(·) + λfLfeature(·).
(8)
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Analogous to the traditional optimization for generative ad-
versarial loss, LD and LG are iteratively minimized with
respect to the parameters of the discriminator, U-Nets, and
DAEs.
3.4. Underlying Annealing Training
The proposed adversarial training leads to an underly-
ing annealing training for DAEs where the input (the output
of U-Nets) at early training stage is extremely noisy, and
then progressively approaches to a clearer version with fur-
ther training. This incremental tuning nature in adversar-
ial training allows the training to imitate the inner loop of
ADMM updates, where the difference u in Eq. (5) gradu-
ally becomes constant and negligible. This is the main rea-
son why we call our model as InverseNet. Unlike the tradi-
tional DAEs, in which the input data is contaminated by the
pre-defined noise, e.g., Gaussian noise with fixed variance,
the output of U-Nets or the input of DAEs in the proposed
network is contaminated by non-stationary and time-variant
noise without an explicit analytic form. If we remove the
DAEs part from our model, we found that the performance
gradually becomes worse during the training, which can be
explained by the instability of adversarial training [3]. The
existence of the DAEs make the network be able to purify
the complicated noisy output from the inversion network,
leading to a much stable and efficient training.
Generality A critical point for learning-based methods
is whether the method generalizes to other problems. More
specifically, how does a method that is trained on a specific
dataset perform when applied to another dataset? To what
extent can we reuse the trained network without re-training?
Compared with the reusable matrix inversion neural net-
works learned with pure noise proposed in [40, 17], this
inversion network is less flexible due to the joint training
of the inversion and denoising network. However, because
the learning is based on problem formulation, though not
fully reusable, the well-trained neural networks have better
generalization ability compared with the other end-to-end
learning networks. For example, the well-trained networks
for image motion deblurring on PASCAL VOC dataset [16]
can be directly applied to the same task on ImageNet [12]
with no necessity of fine-tuning, if the degrade operator A
remains the same, since these two datasets are both natu-
ral images. However, if a significant domain changes to the
dataset, such as MRI, all networks-reusable algorithms will
fail and require re-training as well as our approach.
4. Experiments and Results
In this section, we provide experimental results and anal-
ysis on the proposed InverseNet for solving inverse prob-
lems. The datasets used in our experiments include Caltech-
UCSD Birds-200-2011 (CUB) [44], Large-scale Celeb-
Faces Attributes (CelebA) [29], PASCAL VOC and Ima-
PSNR CUB CelebA ImageNet
Wiener filter (baseline) 22.42 20.92 20.44
Robust motion deblur [46] 25.03 25.06 23.37
Neural motion deblur [6] 25.73 25.76 24.74
Pix2Pix [23] w. comparator 23.67 23.59 22.05
Ours 28.39 34.02 28.87
SSIM CUB CelebA ImageNet
Wiener filter (baseline) 0.6572 0.7020 0.6357
Robust motion deblur [46] 0.7459 0.8052 0.7283
Neural motion deblur [6] 0.8853 0.9649 0.9074
Pix2Pix [23] w. comparator 0.7554 0.8553 0.7335
Ours 0.9421 0.9738 0.9446
Table 1. PSNR and SSIM Comparison on motion deblurring
geNet [25], and the learning tasks considered include mo-
tion deblurring, ×4 super-resolution, and joint ×2 super-
resolution and colorization. Note that the degraded operator
A in unknown during training, and is only used to generate
the measurement and ground-truth paired data. Our code
will be available on the repository https://github.
com/.
4.1. Motion Deblurring
The target of motion deblurring is to recover a sharp non-
blurred image from a single motion-blurred image, which
has been a fundamental problem in computational imaging
[46]. The motion deblurring is challenging as both the blur-
ring kernel and the latent non-blurred images are unknown
in most cases, leading to an ill-posed inverse problem. Note
that the size of an image after motion deblurring remains the
same. Thus, any resizing of the input images, e.g., bicubic
interpolation or pixel shuffling for the initialization of our
approach is unnecessary and can be simply removed from
the pipeline. We trained our model on all datasets with size
64× 64 images without any other pre-processing.
Qualitative Results The proposed InverseNet is com-
pared with the baseline optimization methods by Wiener
filtering, the robust non-blind motion deblurring [46], and
another deep learning approach method neural motion de-
blurring [6] visually in Fig. 3. Note that in [46], the algo-
rithm for a single image motion deblurring requires to feed
the blurring kernel, while other methods including ours are
all blind recoveries. As shown in Fig. 3, the traditional sin-
gle image processing algorithms including Wiener filtering
and robust motion deblurring suffered heavily from ring ar-
tifacts while the neural motion deblurring and the proposed
InverseNet gave much better and high-quality recoveries.
The ring artifact can be explained by the fact that the chosen
convolutional kernel to blur images has larger variance and
is more challenging.
Quantitative Results The PSNR and SSIM were calcu-
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(a) Blurred image (b) Baseline: Wiener filter
(c) Robust motion deblurring [46] (d) Neural motion deblurring [6]
(e) Ours: InverseNet (f) Ground-truth
Figure 3. Example deblurred results from different methods and three different datasets (zooming in can see details).
Figure 4. Annealing training at iteration 1, 25, 50, 100 on celebA
dataset. 1st and 3rd Rows: the error images between z and model
estimation xˆ, and the ones between z and ground-truth x. 2nd and
4th Rows: the annealing empirical distribution of pixel level noise
w.r.t x¯− z and x− z.
lated on the same testing datasets across all compared algo-
rithms and summarized in Table. 1. Clearly, the proposed
Figure 5. Transfer Learning: Testing on the same images from
Fig. 3(a) with well-trained model on VOC dataset.
InverseNet outperformed the other methods with a signifi-
cant improvement, which is in consistence with the qualita-
tive results in Fig. 3.
Transfer Training We also checked to what extent
the well-trained model could be adapted to other datasets.
Specifically, we trained the InverseNet on PASCAL VOC
and tested it on CUB, celebA and ImageNet, with the re-
sults shown in Fig. 5. The quantitative results is shown in
Table 2. As we argued before, the similar image domain
between ImageNet and VOC leads the PSNR does not de-
crease much, i.e., from 28.87 to 28.52, compared with us-
ing the InverseNet trained on ImageNet itself. This demon-
strated the generality of the learned InverseNet.
Annealing Training We also validated the importance
of annealing training on the datasets (more intensive results
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Figure 6. Ring Effect Remover on ImageNet for 64× 64→ 256× 256. 1st Row: LR images; 2nd Row: The bicubic interpolation results
(having ring artifacts); 3rd Row: Results by InverseNet; 4th Row: HR ground-truth.
Metric CUB CelebA ImageNet
PSNR 25.65 27.90 28.52
SSIM 0.9105 0.9373 0.9303
Table 2. Performance with well-trained model on VOC
are available in the supplementary materials). If we only
trained the model with U-Nets with a discriminator (this
will recover the model pix2pix [23]) and a comparator, the
training was usually very unstable and we have to do cherry-
pick from results in every iteration. However, with the help
of refining network DAEs, the performance was boosted up
significantly, reflected by both the quantitative results sum-
marized in Table. 1 and the qualitative results displayed in
Fig. 1. Additionally, we also visualized the residual im-
ages between the output of U-Nets and the final output of
DAEs or the ground-truth in Fig. 4. The pixel level noise
approximately followed a Gaussian distribution at each it-
eration, but with varying mean and variance, leading to a
non-stationary and time variant noise. It was observed that
the mean and variance gradually became smaller and stable
at the final training stage. This potentially enables the DAEs
to depress noise with variances of different scales added to
the input, which is different from traditional DAEs, and al-
lows more robust training.
4.2. Super-Resolution
Super-resolution is another popular inverse problem in
image processing, and it aims at the restoration of high fre-
quencies to enrich details in an image based on a set of
prior examples with low resolution (LR) and correspond-
ing high resolution (HR) images. The degraded operator A
can source from quantization error, limitation of the sen-
sor from the capturing camera, the presence of blurriness
and the use of downsampling operators to reduce the image
resolution for storage purposes. It is well known that super-
resolution is ill-posed, since for each LR image the space of
corresponding HR images can be very large.
In this experiment, we first synthesized a challenge
×4 downsampling operator A, which was a channel-wise
strided convolution and may result in the ring artifact on
low resolution images (see detailed form in supplementary
materials) and trained the super-resolution model on two
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datasets, CUB and ImageNet. Our task is trying to super-
resolve images from 64× 64 to 256× 256. In addition, we
also compared with SRGAN [28] in supplementary materi-
als.
Ring Artifact Remover The difficulty of the super-
resolution is highly affected by the shape and scale of the
convolution kernel in the degradation model. Convolving
an image with a wider and flatter convolution kernel leads
to more aliasing of high frequency information in spectral
domain thus leads to a more challenging problem. Usu-
ally, ring artifact can be resulted from this heavy aliasing
on the spectral domain. On the contrary, a narrower and
sharper convolutional kernel results to less information loss
thus is less challenging. In this task, we used a flat kernel
of size 7 × 7 which can cause heavy ring artifact. Fig. 6
shows the super-resolution results on held-out testing Ima-
geNet dataset. In this case, the bicubic interpolation failed
to remove the ring effects produced during dowmsampling.
However, our end-to-end trained InverseNet can well tackle
this problem by greatly depressing the ring effect.
4.3. Jointly Super-Resolution and Colorization
A more challenging task is to enhance both spectral
and spatial resolutions from one single band image. More
specifically, the enhancement is a combination of super-
resolution and colorization (hallucinating a plausible color
version of a colorless image), which can be considered as
the compound of two degraded operators. Thus, our sin-
gle channel colorless low resolution image was obtained by
convolving a kernel A of size 9× 9× 3× 1 and downsam-
pling with a stride 2 in both horizontal and vertical direc-
tions. Note that this is different from and more challenging
than the conventional multi-band image fusion, e.g., fusing
a multispectral image and a high spatial panchromatic im-
age (also referred to as pansharpening [30]), in the sense
that only one low-spatial low-spectral resolution image is
available. Additionally, our inverse task is also different
from the traditional colorization in the CIE Lab color space.
In this section, we have tested the ability to perform joint
×2 super-resolution and colorization from one single color-
less LR image on the dataset celebA and CUB. The celebA
32× 32→ 64× 64 mainly includes faces images with less
color variance, so it is an easier dataset compared with CUB
wild bird images 64 × 64 → 128 × 128. The results are
displayed in Fig. 7. Visually, the joint super-resolved and
colorized images are very similar with their ground-truth
with variances for some details. It is especially interesting
to observe that the restored high-resolution images looked
more natural than the ground-truth of some ‘outlier’ images.
This results from the fact that the model was trained from
massive images in which most look normal. For example,
the person in the third column had purple hairs which rarely
Figure 7. Joint Super-resolution and colorization for CelebA and
CUB datasets. (top): colorless LR images; (middle): recovery by
InverseNet; bottom: full color HR images.
appeared in the dataset. Feeding its degraded version, i.e.,
a blurred colorless image to the trained InverseNet gave a
face with most probable, popular and thus ‘natural’ brown
hairs as shown in the second row. More results are available
in the supplementary materials.
5. Conclusion
In this paper we proposed the InverseNet to solve inverse
problems by end-to-end mapping. To take the advantage
of the efficiency (in testing phase) of end-to-end learning
and the flexibility brought by splitting strategy simultane-
ously, the mapping was decomposed into two neural net-
works, i.e., the inversion network and the denoising one.
The former one was designed to learn the inversion of the
physical forward model associated with the data term and
the latter one was to learn a proximity operator or a projec-
tion onto the ground-truth signal space associated with the
prior term. The two pre-trained deep neural networks were
trained jointly using prepared data pairs (xi,yi), getting rid
of any two-step separate training. Experiments and analysis
on various datasets demonstrated the efficiency and accu-
racy of the proposed method. In future work we hope to
further extend the proposed method to tackle the ‘learn to
learn’ problem.
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Appendices
A. Training details
A.1. Adversarial training algorithm
We define a soft GAN loss with the following form
LsoftGAN (x, l) = −l · logD(x)− (1− l) · log(1−D(x)) (9)
where l ∈ [0, 1] is the soft label for data x. The explicit forms of the Discriminator (D) loss and the generator (G) loss are
LD = LsoftGAN (x, 0.99) + LsoftGAN (z, 0.01) + LsoftGAN (xˆ, 0.01) (10)
LG(z) = LsoftGAN (z, 0.99) + λr · ‖z− x‖22 + λf · ‖C(z)− C(x)‖22 (11)
LG(xˆ) = LsoftGAN (xˆ, 0.99) + λr · ‖xˆ− x‖22 + λf · ‖C(xˆ)− C(x)‖22 (12)
where z is the output of U-Nets, xˆ is the output of DAE and C(·) is the comparator output. In our experiment, we used FC6
layer of the AlexNet. The tunable hyper-parameters λr = λf = 0.5 were used in our experiment. Experimentally, this soft
loss can alleviate the vulnerability of neural networks to adversarial examples.
Instead of pre-training the generator as in SRGAN, we jointly trained the whole model, i.e., the generator and discriminator
simultaneously. The detailed optimization updates for adversarial training are summarized in Algorithm 1. We chose K = 1
in all experiments, and Adam [?] optimizer was applied in the gradient descent for all parameter updates. For Adam, the
learning rate is 10−4, and β1 = 0.5, β2 = 0.999,  = 10−8. In addition, the gradient is clipped by norm 5 for each net. The
batch size of each iteration is 36 for all experiments. For batch normalization, momentum is 0.9 and  = 10−5.
Algorithm 1 Adversarial training for InverseNet
for t = 1, 2, . . . do
Randomly get batch data pairs (x,y);
for k = 1, 2, . . . ,K do
Update parameter of Discriminator with gradient∇LD;
end for
Update parameter of U-Nets with gradient∇LG(z);
Update parameter of DAEs with gradient∇LG(xˆ);
end for
A.2. Model structure
In Table 3, we describe the model structure for U-Nets with input of size 256×256. The structure of DAEs is summarized
in Table 4). Beside of the pixel shuffling layer, all the other layers can share the same structure as the sizes, i.e., the height
and width of an input image and an output image are the same.
B. More results for motion deblurring
We tested our motion deblurred model on another natural image as shown in Fig. 8. The model was trained on 128× 128
patches from ImageNet, and tested on one Wonder Woman poster image with size 256 × 256 and 512 × 512. We also
compared it with the blind neural motion deblurring algorithm [6] on 256× 256 2. As shown in Fig. 8, the deblurred image
using InverseNet is much more clear and closer to the original image than the neural deblurred one. In the 512 × 512 size
deblurring, visually, the restored image by InverseNet is almost exactly the same with the original one as displayed in Fig. 9.
C. More results for ring artifact remover super-resolution
We include the results of SRGAN [28] for comparison as shown in Fig. 10. For SRGAN, except downgraded kernel, we
follow the training instruction in the paper by first pretraining the generator for 106 iterations and then fine-tuning the model
2We used the codes offered by the authors in https://github.com/ayanc/ndeblur.
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Table 3. Network hyper-parameters of U-Nets
Layer Name Dimension Layer Operations
data 256× 256× 3 Conv(4, 4, 3, 16)-‘SAME’
e1 128× 128× 16 Leaky Relu-Conv(4, 4, 16, 32)-‘SAME’-Batch Norm
e2 64× 64× 32 Leaky Relu-Conv(4, 4, 32, 64)-‘SAME’-Batch Norm
e3 32× 32× 64 Leaky Relu-Conv(4, 4, 64, 128)-‘SAME’-Batch Norm
e4 16× 16× 128 Leaky Relu-Conv(4, 4, 128, 128)-‘SAME’-Batch Norm
e5 8× 8× 128 Leaky Relu-Conv(4, 4, 128, 128)-‘SAME’-Batch Norm
e6 4× 4× 128 Leaky Relu-Conv(4, 4, 128, 128)-‘SAME’-Batch Norm
e7 2× 2× 128 Leaky Relu-Conv(4, 4, 128, 128)-‘SAME’-Batch Norm
e8 1× 1× 128 Relu-Conv Trans(4, 4, 128, 128)-‘SAME’-Batch Norm-Cancat(e7)
d1 2× 2× 256 Relu-Conv Trans(4, 4, 256, 128)-‘SAME’-Batch Norm-Cancat(e6)
d2 4× 4× 256 Relu-Conv Trans(4, 4, 256, 128)-‘SAME’-Batch Norm-Cancat(e5)
d3 8× 8× 256 Relu-Conv Trans(4, 4, 256, 128)-‘SAME’-Batch Norm-Cancat(e4)
d4 16× 16× 256 Relu-Conv Trans(4, 4, 256, 64)-‘SAME’-Batch Norm-Cancat(e3)
d5 32× 232× 128 Relu-Conv Trans(4, 4, 128, 32)-‘SAME’-Batch Norm-Cancat(e2)
d6 64× 64× 64 Relu-Conv Trans(4, 4, 64, 16)-‘SAME’-Batch Norm-Cancat(e1)
d7 128× 1282× 32 Relu-Conv Trans(4, 4, 32, 3)-‘SAME’-Tanh
d8 256× 256× 3
Table 4. Network hyper-parameters of DAEs
Input Dimension Layer Output Dimension
256× 256× 3 periodical pixel shuffling 64× 64× 48
64× 64× 48 Conv(4, 4, 48, 128)-‘SAME’-Batch Norm-Relu 64× 64× 128
64× 64× 128 Conv(4, 4, 128, 64)-‘SAME’-Batch Norm-Relu 64× 64× 64
64× 64× 64 Conv(4, 4, 64, 32)-‘SAME’-Batch Norm-Relu 64× 64× 32
64× 64× {32, 3} Concatenate in Channel 64× 64× 35
64× 64× 35 Conv(4, 4, 35, 64)-‘SAME’-Batch Norm-Relu 64× 64× 64
64× 64× 64 Conv(4, 4, 64, 128)-‘SAME’-Batch Norm-Relu 64× 64× 128
64× 64× 128 Conv(4, 4, 128, 48)-‘SAME’-Batch Norm-Relu 64× 64× 48
64× 64× 48 periodical pixel shuffling 256× 256× 3
(a) Blurred Image (b) Neural Deblur (c) InverseNet (d) Original Image
Figure 8. Motion deblurring for a 256× 256 image with model trained on 128× 128 images.
with discriminator included for another 106 iterations. Since the author did not release the codes, this implementation was
based on our own and we tried our best to fine tune these parameters to the best performance. As shown in Fig. 10, the
super-resolved result by SRGAN did not remove the ring effect but could sharpen some details of images. On the contrary,
the results of InverseNet successfully removed the ring artifact while keeping the details.
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Figure 9. Motion deblurring for 512 × 512 image with model trained on 128 × 128 images. From left to right: blurred image, deblurred
image by InverseNet, and original image.
D. Visualization of degraded kernel A
D.1. Motion deblurring
The degradation matrix A in motion deblurring is a square matrix corresponding to a 2-D convolution. If the convolution
is implemented with periodic boundary conditions, i.e., the pixels out of an image is padded with periodic extension of itself,
the matrix H is a block circulant matrix with circulant blocks (BCCB). The first row of the matrix A is the motion blurring
convolution kernel and the other row vectors are rotated one element to the right relative to the preceding row vector. The
9× 9 motion blurring convolution kernel is displayed as below.
Figure 11. 9× 9 motion blurring kernel.
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(a) Low Resolution Images
(b) Bicubic
(c) SRGAN
(d) InverseNet
(e) High Resolution Image
Figure 10. Ring Effect Remover on ImageNet for 64× 64→ 256× 256.
D.2. Super-resolution
The degradation matrix A in super-resolution can be decomposed as the multiplication of a convolution matrix H (as in
motion blurring) and a down-sampling matrix S, i.e., A = SH . The down-sampling matrix S represents the regular 2-D
decimation by keeping one pixel every d pixels in both horizontal and vertical directions, where d is the sampling ratio. The
matrix A is equivalent to the strided convolution widely used in CNN architecture. The 3× 3 convolution kernel used in our
experiment is displayed as below. The down-sampling ratio d is fixed to 4 in the experiments, corresponding to shrinking the
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size of an image from 256× 256 to 64× 64.
Figure 12. 3× 3 convolution kernel in super-resolution.
D.3. Joint super-resolution and colorization
The degradation matrix A in joint super-resolution and colorization can be decomposed as the product of a convolution
matrix H , a down-sampling matrix S and a spectral degradation matrix L. The matrices H and S are similarly defined as in
Section D.2. The main difference here is that the kernel of H is channel wise in the sense that the convolution kernel for each
channel is different, as shown in Fig. 13. The role of spectral degradation L is making the average of the R, G, B channels to
get a one-channel grayscale image.
Figure 13. Three 9× 9 convolution kernels for red (left), green (middle) and blue (right) channels.
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