We propose a probabilistic model for cellular processes, and an algorithm for discovering them from gene expression data. A process is associated with a set of genes that participate in it; unlike clustering techniques, our model allows genes to participate in multiple processes. Each process may be active to a different degree in each experiment. The expression measurement for gene in array ¡ is a sum, over all processes in which participates, of the activity levels of these processes in array ¡ . We describe an iterative procedure, based on the EM algorithm, for decomposing the expression matrix into a given number of processes. We present results on Yeast gene expression data, which indicate that our approach identifies real biological processes.
Introduction
A living cell is a complicated system that performs multiple functions and has to respond to a variety of signals. To organize this complex web of activity, the cell tends to compartmentalize its activity into distinct processes, or modules. This global organization cannot be discerned by studying the properties of isolated components. Genome-wide measurements of mRNA expression level across multiple experimental conditions provide us with a global picture of the cell's activities, and provide the potential for a high-level understanding of its behavior.
Clustering techniques are the most common approaches to identifying functional groups in gene expression data. These approaches generate clusters of genes that have similar expression profiles over a range of experimental conditions [6, 4, 14] . However, these approaches group genes into mutually exclusive clusters, and are thus limited in their ability to represent the true underlying biological system: many genes are known to be multi-functional, and thus should belong to more than one functional group.
In this paper, we introduce a probabilistic framework for discovering biological processes from expression data. Each process is associated with a set of genes that participate in it; unlike clustering methods, our model allows genes to participate in multiple processes. Each process might be more active in some conditions and less active in others. Thus, our model defines for each experiment the extent to which each process is active in that experiment. In our model, the expression measurement for gene ¢ in array £ is a sum, over all processes in which ¢ participates, of the activity levels of these processes in array £ . Thus, we decompose the entire expression matrix as a sum of the expression levels of all the active processes.
Our model resembles the Plaid model proposed by Lazzeroni and Owen [11] . The Plaid model also decomposes the expression data as a sum of overlapping "layers"; each layer is associated with a set of genes and experiments that define the expression of that layer. There are several differences between our model and Plaid. Of these, the most important is that Plaid uses a greedy sequential approach to perform the decomposition, attempting, in each step, to explain as much of the unexplained expression data as possible. Once a layer has been learned, it remains unchanged and is subtracted from the expression data. In contrast, our model is trained as a unified whole, allowing the association of genes with processes to change as the process models become more refined, and the process models to change as the set of assigned genes changes. As we demonstrate in our experimental results, our approach discovers much "cleaner" processes than does Plaid: The set of genes associated with a process by our approach often contains a very high fraction of genes that are known to share a functional role. By contrast, Plaid layers are much larger and more heterogeneous, and do not correspond as neatly to a biological process.
We provide an iterative algorithm for learning the model from gene expression data, based on the expectation maximization (EM) algorithm [5] . Once a model has been learned, we can read the processes directly from it. For each process, we read both the genes that participate in it as well as the levels of activity of each process in all experiments. We describe encouraging results on real data, providing evidence that our approach identifies real biological processes. Specifically, we show a high correlation between the gene sets constructed and known biological processes. We also show significant DNA binding sites in the promoter regions of the genes in the process. Finally, we show cases where our learned activity levels for processes had extremely high correlations with the expression levels of known regulators of those processes; importantly, these regulators were not part of the input data given to our program, indicating that our program reconstructed the levels of activity of these processes.
Probabilistic Model
In this section we present our probabilistic model. Our approach is based on the language of probabilistic relational models (PRMs), as described in [10, 7] . For lack of space, we do not review the general PRM framework, but focus on the details of the model, which follow the application of PRMs to gene expression in [14] . A simplified version of our model is presented in Fig. 1(a) ; we now describe its elements.
The PRM framework represents the domain in terms of the different biological entities that interact in it: genes, arrays, expression measurements, and biological processes. Also, each object may be associated with a set of attributes that are relevant to the interactions in the domain. Specifically, our model includes a set of , which is the prior probability with which any gene participates in A . We also associate with the continuous attribute £ C@ a uniform distribution (over some appropriately bounded range).
Although the description of our model is compact, its instantiation to a particular data set is quite large. In a specific instantiation of the PRM model we might have 10 processes, 1000 genes and 100 arrays. Thus, we have as many as w x x % x y w x x expression objects (if all expressions are observed), so the instantiation of our model to a particular dataset contains a large number of objects and variables that interact probabilistically. The resulting probabilistic model is a Bayesian network [12] , where the local probability models governing the behavior of nodes of the same type (e.g., all nodes
) are shared. Fig. 1(b) shows a small instantiation of such a network, for two genes, two arrays, and three processes.
Putting everything together, an instantiation of the PRM model specifies the mem-
where
. Our model has several desirable properties. First, processes are represented explicitly making it easy to "read" off processes from the model: the ) , which enables us to model multi-functional genes. Finally, as we will see in the next section, the probabilistic model allows us to utilize statistical optimization techniques to learn the models from data over several processes jointly.
Learning the Model
In the previous section, we described the different components of our probabilistic model. We now consider how we learn this model from data. We assume that the only information given is the expression data itself, and the number of processes we wish to identify. We do not know which genes participate in which processes nor the levels of activity of arrays processes. Thus, all attributes . The learning problem we have here is quite complex, as it involves a large number of hidden variables. The main technique we use to address this issue is the Expectation Maximization (EM) algorithm [5] , which allows parameter estimation with incomplete data. The EM algorithm is an iterative method. Starting from an initial setting for the parameters, it repeatedly performs two steps. In the E-step, it computes the distribution over the unobserved attributes
), given the observed expression data and the current estimate of the parameters. It uses this distribution to "fill in" each missing attribute. Two variants of the EM algorithm are soft EM, where the completion explicitly accounts for the probability over the values of each missing attribute, and hard EM, which simply selects the single most likely assignments to each attribute. The M-step re-estimates the parameters, using the completion of the missing attributes as if it were real, using a standard maximum likelihood estimation procedure. The process then repeats, using the new parameters, until convergence. Soft EM is guaranteed to converge to a local maximum of the likelihood of the observed data
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Levela ; hard EM is guaranteed to converge to a local maximum of the joint likelihood of the observed data and the completion -
Levela . In applying either variant of EM to our model, we must deal with the complexities of the E-step, which require that we compute the distribution over all assignments to both p G and F H
. As we discussed, our model induces a complex set of interactions. In the experiments we describe below, we have 1010 genes, 173 arrays, and 10 processes. This results in a model with w % w ¡ £ ¢ x hidden variables. Moreover, the nature of the data is such that we cannot treat genes (or arrays) as independent samples. Instead, any two hidden variables are dependent on each other given the observations (see [7] for an elaboration of this point). For example, consider two genes variables, which in turn influence our membership probabilities for ¢ . Due to these dependencies, the exact computation of the E-step is intractable for large domains. However, our model is such that if we were given the values of
, then the assignments of the different genes to processes are rendered independent. Likewise, given a fixed assignment of genes to processes (¢ 5 6 @ ) , the activity levels for each array £ can be estimated from these assignments and from the expression data in £ alone, without knowing the activity levels in other arrays. This key observation suggests the use of hard assignments to the hidden attributes, rather than a soft assignment. Thus, we use a variant of hard EM. In this case, our goal in the E-step is to find the maximum probability assignment to the variables
, given the current parameter setting. This problem is still intractable, but we can use our observation to find a very good local maximum.
Specifically, starting from an initial assignment of genes to processes (which could come from standard clustering methods), we find the most likely activity levels E D H . We then fix these activity levels, and find the most likely assignment to p G . Each step increases the joint likelihood
Levela given the current parameters, and thus the process is guaranteed to converge. The resulting assignment to these variables is a fairly strong local maximum: No step that adapts only the gene memberships or the array activity levels can improve the likelihood; however, a step that adapts both gene memberships and array activities might.
At convergence, the E-step is complete, and we can use the final assignment
to estimate the parameters u@ , using standard maximum likelihood estimation. More precisely, we compute the expected sufficient statistics:
where is an indicator variable that takes value w when its argument holds and x otherwise. We then compute the probabilities u@ a s:
The algorithm as a whole is shown in Fig. 2 . As we can see, it defines two separate optimization tasks: finding the most likely memberships of genes in processes given activity levels (step 2(a)i), and finding the most likely activity levels given the memberships of genes in processes (step 2(a)ii). We discuss the implementation of these steps in the subsequent subsections.
A critical part of our approach is that our algorithm does not learn the membership and activity of each process in isolation. Rather, our model is learned over all A at some step, and that this membership explains ¢ 's expression data very accurately. In this case, ¢ will be less likely to be a member of other processes, allowing other genes assigned to the process to have a stronger influence on the activity level profile of the process.
One of our two tasks is to find the most likely activity levels given the memberships of genes in processes. Here, we assume that we are given, for each gene . It is well-known [9] that a least-squares solution to this system exists, and can be found effectively using standard methods.
We now turn to our second optimization problem, where we are given the activity levels of all processes in all arrays and our task is to learn the assignments of genes to processes. Thus, the attributes A . However, with all activity levels given, assignments of genes to processes are independent across genes and we can find the most likely assignment for each gene separately.
To perform this maximization, we maximize , and is a normalization constant. The expression inside the final term in the product is simply the Gaussian model for the expression level given its parents, as in Eq. (1).
For models that include a large number of processes, we cannot perform this maximization over
exactly. The number of calculations required for each gene is exponential in the number of processes, since every possible joint assignment to
Model Evaluation
We first evaluated our approach on synthetic data. These experiments test whether we recover structure known to be present in the data. We generated a synthetic data set by sampling from a PRM model. To make the data realistic, we used PRM models learned from real biological data [8] . Specifically, we first learned a model with 7 processes. We then sampled data for 500 genes and 173 experiments (the original data contained 173 experiments) from the model: assignments of genes to processes were sampled from the distribution our model had for the p G variables, and expression data was then derived by computing the expected expression levels (according to our model of expression) from the sampled assignment of genes to layers and the
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means which were part of the learned model. We then hid the true assignments of genes to processes and activity levels in arrays, as well as the original model parameters u@ , and learned a model with 7 processes from the synthetic expression data using the algorithm described in Section 3. To test the robustness of our learning algorithm to noise, we also learned models using various levels of perturbations, where a perturbation level of corresponds to shuffling E © of the expression data across all genes and experiments. To gain statistical confidence, we generated five data sets for each perturbation E , and learned a model from each. All models were evaluated by their ability to recover the "true" assignments of genes to processes (true assignments are the assignments in the sampled data) by performing a pairwise consistency test: we extracted all gene pairs appearing in the same process in our learned model, and computed the fraction of these pairs appearing in the true data. We also tested the reverse, extracting all the true pairs and computing the fraction of these pairs appearing in a learned model. The results are summarized in Fig. 3(a) , indicating that our algorithm reconstructs the true structure with very high accuracy even if 30% of the data is perturbed: gene pairs assigned to the same process in the true data, are likely to appear in our learned model and vice versa. Note that in fully randomized data (100% perturbation), a high fraction of the pairs in the learned model were indeed present in the true data (
). This occurs since the randomized data contains much weaker patterns and the total number of pairs learned is small, as can be seen by the poor coverage ( s w 2 1 3 ( s ¨ ) of true pairs in these models. As another evaluation, we measured the ability of our learned models to predict unseen data, by computing the likelihood that each model assigns to held out data. Specifically, we randomly partitioned the data into five equally sized sets of 100 genes and learned five models from all five possible combinations of four sets. For each such model we computed the likelihood it assigned to the held out subset. We compared these results to the likelihood that the "true" model from which the data was sampled assigned to the held out test data. These experiments were also performed in the presence of varying levels of perturbations. The results are summarized in Fig. 3(b) . As can be seen, the test set likelihood is comparable (and even better with very little noise) for up to 30% perturbations, dropping sharply as more noise is added.
Recall that when the number of processes is large, we resort to the approximation described in Section 3. To evaluate our approximate algorithm, we learned a 12 process model, where we could apply the exact algorithm and compare the results. In our results, We now consider the data set of Gasch et al. [8] , who characterized the genomic expression patterns of yeast genes in 15 different experimental conditions. We selected 1010 genes that had significant changes in gene expression (eliminating the ESR genes for which clustering is trivial), and the full set of 173 arrays.
We used the model discussed above, with 30 processes. Overall, our model predicted that 24 genes do not participate in any process, 552 genes participate in only one process, 257 in two, 119 in three, and 58 in four or more processes. As a comparison, we also tested a Plaid model with 30 processes, learned from the same data. (We obtained the Plaid software from http://www-stat.stanford.edu/˜owen/plaid/.) The Plaid model assigned many more genes to layers than our model did, with 0 genes in no processes, 1 gene in one process, 4 genes in two, 10 genes in three, and 995 genes in four or more processes. According to Plaid, almost all genes participate in four or more processes, a situation not supported by current biological understanding. We note that the running time of our algorithm was 30 minutes on a 700MHZ Pentium 4, compared to 1 minute for running Plaid on the same machine.
To evaluate whether our assignments are biologically plausible, we checked whether the genes associated with each process showed any enrichment for known annotations. To do so, we used the GO [1] and KEGG [2] databases which assign genes to a diverse set of functional categories and biological pathways, respectively. For each process and each annotation, we counted the number of genes from the process with that annotation, and compared that to the total number of genes in our dataset with that annotation. If a process we learned indeed corresponds to known biological processes, then we expect the learned process to contain a high fraction of the genes with the corresponding annotation. For each combination of process A and annotation , we can use the hyper-geometric distribution and assign a statistical significance (p-value) measure, corresponding to the probability that a randomly selected group of genes of the same size have similar enrichment for . We performed this evaluation for our processes, the layers found by the Plaid model, and clusters from a standard clustering procedure.
The web supplement to this paper (http://cs.stanford.edu/˜eran/psb03) lists the 30 processes, along with all annotations that were significant with a p-value of w ) h ¢ or lower in either our model or in Plaid, where we removed some repetitive annotations from GO. Overall, we discovered highly significant processes relating to a variety of cellular functions. These included oxidative phosphorylation, various transport processes, protein folding, glycolysis, lipid metabolism, amino acid metabolism, carbohydrate metabolism, protein membrane targeting, ribosomal biogenesis, and cell cycle control. Some of the stronger active processes we identified were also present as Plaid layers, but Plaid layers typically included many extraneous genes, rendering the patterns less clear. For example, neutral lipid metabolism appears as a process of paring the p-value for the GO and KEGG annotations that came up. We can see that in most cases (122 of 135 cases for pvalue of w ) h 0 or lower), the p-value achieved by our approach was always better and often much better than that achieved by Plaid. We performed a similar comparison to a standard hierarchical clustering algorithm [6] , where we cut the hierarchy at 30 clusters to allow for a comparison to our model. The results are shown in Fig. 4(b) , where again the majority of annotations appeared with greater significance in our model.
If genes assigned to the same process indeed participate together in a biological process, then the cell must have some regulatory mechanism by which it can coordinate their activity. One such mechanism is a shared DNA binding site (or multiple sites) recognized by a transcription factor (or several). To test whether genes that we associated with a process share DNA binding sites, we extracted the promoter regions of all genes (500bp upstream of translation start site) and applied a discriminative motif finder [13] , searching for motifs of length 15. The result of the search is a standard position specific scoring matrix (PSSM) which can then be used to compute which genes have the binding site defined by the PSSM and which do not. From this we can derive a statistical significance measure assessing the uniqueness of the binding site to the set of genes associated with the process relative to the entire genes in the dataset. The consensus sequence of the best PSSMs learned along with the statistical significance of the PSSM to the process are summarized in Fig. 3(c) . Overall, we were able to find unique binding sites in the set of genes in each process (see web supplement for full list), often with striking significance, consistent with significant annotations identified for each process using GO or KEGG. For example, we found a highly unique DNA binding site (p-value
) , occurring in the promoter region of 28 of the 35 genes in the oxidative phosphorylation pathway (process 23), compared to 102 appearances in the remaining 976 genes in the dataset, suggesting possible regulation of the pathway by this binding site. Indeed, the core element of this binding site is
, which is the known target for the transcription factor regulator of oxidative phosphorylation, HAP4.
In addition to the assignments of genes to processes, our approach attempts to reconstruct the activity levels of each process . We examined these activity levels, and found that they were biologically plausible for their respective processes. For instance, the process associated with protein folding (process 18) had high activity levels during heat shock and exposure to diamide, and low activity levels during amino acid and nitrogen depletion, reflecting accurately the biological function of the process.
Also, genes associated with process genes that were not included in our analysis. Due to the way in which we selected the w x ! w x genes for our analysis, the genes included are likely to contain only a fraction of the genes associated with each process. If our model learned activity levels that indeed correspond to activity levels of real processes, then we expect to see high correlations between some of the left out genes and our learned activity levels. Indeed, there were many such genes: 614 of correlation above . To test whether this phenomenon could have happened by chance, we permuted the vector of expression measurements for each gene and recomputed the correlations. The results are summarized in Fig. 4(c) , demonstrating that it is highly unlikely that our computed correlations could have resulted by chance, as the most significant correlation achieved for any of the . Surprisingly, the distributions of the correlation measurements were identical between the genes included in the analysis and those not included (data not shown).
Interestingly, there were several cases where the learned process activity levels had high correlation to the expression of known regulators (e.g., transcription factors) not included in the analysis. The web supplement lists all regulators with high correlation (or anti-correlation) to any process. Overall, we had processes, we learned activity levels that had extremely high correlation with known regulators. When information about the regulator was available in the literature, we could verify that the regulator that was highly correlated to a process, indeed was known to regulate the genes associated with that process. For example, CLB2, a G2/M phase specific cyclin, had correlation x £ with process w s , which in turn has significant cell cycle related annotations. Even when information was not available to verify our proposed regulation relationships, the regulators were known to be related to glucose starvation, cell wall stress, cell growth, cyclic AMP, ribosome synthesis, nitrogen starvation and mating, all processes known to be affected by the conditions in the Gasch [8] dataset.
6Conclusions
Inthispaper,wehavepresentedaprobabilisticframeworkforextractingbiological processesfromgeneexpressiondata.Unlikemostclusteringmethods,ourapproach doesnotattempttoassociateeachgenewithasingleprocess.Rather,itattemptsto explaineachgene'sexpressionlevelasasumofoftheactivitylevelsoftheprocesses towhichisbelongs.Foreachprocess,welearnasetofgenesthatareassociatedwith theprocess,andtheextenttowhichtheprocessisactiveineacharray.
WecomparedourapproachtothePlaidmodelof [11] ,thatusesarelateddecomposition,andshowedthatourapproachextractsprocessesthataremoreclearlyidentified withbiologicalfunctions.Ingeneral,weshowedthatourapproachprovidesacoherent globalpictureofbiologicalprocesses.
Animportantadvantageofourapproachisthatitispartofageneralprobabilisticframeworkforbiologicalprocesses,asdescribedin [14, 13] .Thus,itprovides amechanismbywhichwecanintegrateheterogeneousdatasources,suchasarray annotations,clinicaloutcomes,orpromoterregionsequences,intoasinglecoherent framework.Thus,forexample,following [13] ,wecouldtrytodirectlyidentifyprocessesbasednotonlyontheexpressiondata,butalsoontheexistenceofsharedmotifs inthepromoterregion.Weintendtoexplorethisextensionandothersinfuturework.
