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Abstract
We consider the inhomogeneous version of the fixed-point equa-
tion of the smoothing transformation, that is, the equation X
d
=
C+
∑
i≥1 TiXi, where
d
= means equality in distribution, (C, T1, T2, . . .)
is a given sequence of non-negative random variables and X1,X2, . . .
is a sequence of i.i.d. copies of the non-negative random variable X
independent of (C, T1, T2, . . .). In this situation, X (or, more precisely,
the distribution of X) is said to be a fixed point of the (inhomoge-
neous) smoothing transform. In the present paper, we give a necessary
and sufficient condition for the existence of a fixed point. Further, we
establish an explicit one-to-one correspondence with the solutions to
the corresponding homogeneous equation with C = 0. Using this cor-
respondence and the known theory on the homogeneous equation, we
present a full characterization of the set of fixed points under mild
assumptions.
Keywords: branching random walk; fixed point; multiplicative martingales;
smoothing transform; stochastic fixed-point equation; weighted branching
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1 Introduction
For a given sequence (C, T ) = (C, T1, T2, . . .) of non-negative random vari-
ables we are interested in the solutions to the stochastic fixed-point equation
X
d
= C +
∑
i≥1
TiXi, (1.1)
where
d
= means equality in distribution and X1, X2, . . . is a sequence of i.i.d.
copies of the non-negative random variableX . The sequence X1, X2, . . . is as-
sumed to be independent of (C, T ). Any probability distribution P on [0,∞)
such that (1.1) holds with X
d
= P is called a fixed point of the smoothing
transform (corresponding to (C, T )). This notion (in the homogeneous case)
was coined by Durrett and Liggett, see [8]. Let FΣ(C, T ) denote the set
of these fixed points. In slight abuse of terminology, we will also refer to
a random variable X as an element of FΣ(C, T ) if this is actually true for
P(X ∈ ·).
We continue with some examples in which equations of the form (1.1)
occur.
Example 1.1 (Total population of a Galton-Watson process). Let (Zn)n≥0
be a subcritical or non-trivial critical Galton-Watson process with a single
ancestor and total population size X :=
∑
n≥0 Zn. Then X is almost surely
finite and satisfies
X
d
= 1 +
∑
i≥1
1{Z1≥i}Xi, (1.2)
where Xi denotes the total size of the subpopulation stemming from the ith
individual of the first generation. Since X1, X2, . . . are i.i.d. copies of X and
independent of Z1, we see that X forms indeed a solution to (1.1) with
(C, T1, T2, . . .) = (1, 1{Z1≥1}, 1{Z1≥2}, . . .).
Example 1.2 (Busy period in the M/G/1 queue). Consider the M/G/1-
queue with Poisson arrival process (N(t))t≥0 with intensity λ > 0 and i.i.d.
service times U0, U1, ... having finite positive mean µ. It is well-known that
if the traffic intensity ρ = λµ is less than or equal to 1, then busy and idle
periods alternate, see e.g. [19, Theorem 3 on p. 58], [9, Section XIV.4], or [4,
p. 64]. In particular, the duration X of a busy period is almost surely finite.
Further, when assuming that the customer arriving at time 0 finds the server
idle, X satisfies the distributional equation
X
d
= U0 +
N(U0)∑
i=1
Xi, (1.3)
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where X1, X2, . . . are i.i.d copies of X and independent of (N(t))t≥0 and
(Un)n≥0, see e.g. [19, Theorem 4 on p. 60].
Example 1.3 (PageRank). In a recent publication, Volkovich and Litvak
[20], in their analysis of Google’s PageRank algorithm, are led to an equa-
tion of type (1.1) for the PageRank X , a certain importance measure for a
randomly chosen web site. Roughly speaking, viewing the World Wide Web
as an oriented graph, where nodes are pages and edges are links, the PageR-
ank is defined as the stationary distribution of an “easily bored” surfer who
either moves at random (with some probability c) from a current site to a
neighboring one along an outging edge, or makes a teleportation jump (with
probability 1− c), which means that he starts afresh by picking any node of
the graph in accordance with some distribution, called teleportation distri-
bution. However, unlike our work, the authors focus on the tail behaviour of
X . For further details as well as further references, the reader is referred to
[17] and also to [20].
If C = 0 we obtain the homogeneous version of Eq. (1.1), viz.
X
d
=
∑
i≥1
TiXi. (1.4)
Both equations (1.1) and (1.4) lead to functional equations when stated in
terms of Laplace transforms. Indeed, (1.1) holds iff the Laplace transform ψ
of X satisfies
ψ(t) = E e−tC
∏
i≥1
ψ(Tit) (t ≥ 0), (1.5)
while (1.4) is equivalent to
ψ(t) = E
∏
i≥1
ψ(Tit) (t ≥ 0). (1.6)
In slight abuse of terminology, we henceforth write ψ ∈ FΣ(C, T ) for a Laplace
transform ψ when we mean that the distribution pertaining to ψ is an element
of FΣ(C, T ).
Eq. (1.6) has been studied in great detail in the literature, the most recent
reference being [1], where a characterization of the set of monotone solutions
to the functional equation is presented with only very weak assumptions on
the sequence T1, T2, . . . being in force. For earlier contributions see [6, 8, 7, 14]
to name but a few. A more comprehensive overview of the existing literature
on the homogeneous equation can be found in [1]. Work on the inhomoge-
neous equation started only quite recently. [13] and [20] study (1.1) under
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more restrictive assumptions on the sequence (C, T1, T2, . . .), whereas [12]
deals with (1.1) in essentially the same generality as here. All three references
focus on the tail behavior of X under varying conditions on (C, T1, T2, . . .),
while the goal of the present paper is rather to determine the set of solutions
to (1.1). Using a similar approach, this has also been done by Spitzmann in
his PhD thesis [18], which includes a chapter on determining the solutions
to (1.1) via a look at the associated functional equation (1.5). Moreover,
Spitzmann studies the functional equation in the more general case where ψ
is a non-negative decreasing function and the inhomogeneity factor e−Ct is
replaced by one of the more general form g(tC) for some decreasing function
g. This allows him to cover the related min-type equation
X
d
= inf{Xi/Ti : i ≥ 1, Ti > 0} ∧ C (1.7)
and the related max-type equation as well. On the other hand, this greater
generality is at the cost of clarity which is why we decided to confine our-
selves to the sum-type equation. Most of the arguments given here could be
modified, however, to cover the more general functional equation as well.
The paper is organised as follows. The next section is devoted to an intro-
duction of a weighted branching model which allows the explicit iteration of
equations (1.1) and (1.4) on a distinguished probability space. In Section 3,
we define a “minimal solution” W ∗ (see Eq. (3.1)), which is a function of the
weighted branching process. It turns out that FΣ(C, T ) 6= ∅ if and only ifW
∗
is almost surely finite in which case W ∗ forms indeed a solution (Theorem
3.1). Using this result as a starting point, two questions must be addressed.
The first one is to investigate when W ∗ is almost surely finite. The second
one is to describe the set of solutions in the case when W ∗ is almost surely fi-
nite. In Section 4, we provide a technique, called disintegration, that is useful
in this endeavour. Disintegration particularly leads to an explicit one-to-one
correspondence between the solutions of (1.1) and its homogeneous counter-
part (1.4) (Theorem 4.4). Section 5 treats simple and known cases that are
excluded from the subsequent analysis. Sections 6 and 7 provide necessary
and sufficient conditions, respectively, for W ∗ <∞ almost surely. The main
results are Theorem 6.1 and Theorem 7.1. Section 8 provides a description
of FΣ(C, T ) in the remaining cases under mild conditions (Theorem 8.1). In
Section 9 we will discuss some applications and particularly return to the
examples given above. The final section contains some concluding remarks.
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2 Iterating the fixed-point equation: weighted
branching
To deploy iteration in the study of a functional equation is a natural tool
which, in the case of Eqs (1.1) and (1.4), leads to a weighted branching
model.
Let V :=
⋃
n∈N0
N
n be the infinite Ulam-Harris tree, where N := {1, 2, . . .},
N0 = N∪{0}, and N
0 = {∅} is the set containing the empty tuple only. Ab-
breviate v = (v1, . . . , vn) by v1 . . . vn and write v|k for the restriction of v to
the first k entries, that is, v|k := v1 . . . vk, k ≤ n. If k > n, put v|k := v.
Write vw for the vertex v1 . . . vnw1 . . . wm where w = w1 . . . wm. In this situ-
ation, we say that v is an ancestor of vw. The length of a node v is denoted
by |v|, thus |v| = n iff v ∈ Nn. Next, let C⊗T := ((C(v), T (v)))v∈V be
a family of i.i.d. copies of (C, T ), where (C(∅), T (∅)) = (C, T ). We refer
to (C, T ) = (C, T1, T2, . . .) as the basic sequence (of the weighted branching
model) and interpret C(v) as a weight attached to the vertex v and Ti(v)
as a weight attached to the edge (v, vi) in the infinite tree V. Then define
L(∅) := 1 and, recursively,
L(vi) := L(v)Ti(v) (2.1)
for v ∈ V and i ∈ N. We interpret L(v) as the total multiplicative weight of
the unique path from the root ∅ to v. We can transform the setting into an
additive rather than a multiplicative by defining S(v) := − logL(v), v ∈ V
(where − log 0 := ∞). The points S(v) with S(v) < ∞ define a classical
branching random walk, see e.g. [6, 5]. For n ∈ N0, let An denote the σ-
algebra generated by the (C(v), T (v)), |v| < n. Put also A∞ := σ(An : n ≥
0) = σ(C⊗T).
Further, we assume the existence of a family X = (X(v))v∈V of i.i.d.
copies of X , independent of C⊗T. Then, by construction, nfold iteration
of (1.1) can be expressed in terms of the weighted branching model:
X
d
=
∑
|u|<n
L(u)C(u) +
∑
|v|=n
L(v)X(v). (2.2)
In the homogeneous case, the first sum on the right-hand side vanishes and
(2.2) becomes
X
d
=
∑
|v|=n
L(v)X(v). (2.3)
Let us finally introduce the shift operators [·]u, u ∈ V. Given any function
Ψ = ψ(C⊗T) of the weight family C⊗T pertaining to V, define
[Ψ]u := ψ((T (uv))v∈V)
5
to be the very same function but for the weight ensemble pertaining to the
subtree rooted at u ∈ V. Any branch weight L(v) can be viewed as such a
function, and we thus have [L(v)]u = Tv1(u) · ... ·Tvn(uv1...vn−1) if v = v1...vn.
3 A Characterization of FΣ(C, T ) 6= ∅
Eq. (2.2) suggests that
W ∗ :=
∑
v∈V
L(v)C(v) (3.1)
is a solution to (1.1). Indeed,
W ∗ =
∑
v∈V
L(v)C(v)
= C +
∑
i≥1
Ti
∑
v∈V
[L(v)]iC(iv)
= C +
∑
i≥1
Ti[W
∗]i almost surely, (3.2)
where the [W ∗]i are i.i.d. copies of W
∗ and independent of (C, T ). Moreover,
by non-negativity, W ∗ is well-defined but may be infinite with positive prob-
ability. Therefore, W ∗ is an element of FΣ(C, T ) if W
∗ < ∞ almost surely,
that is, almost sure finiteness of W ∗ is sufficient for FΣ(C, T ) 6= ∅. In turn,
if FΣ(C, T ) 6= ∅, one can pick P ∈ FΣ(C, T ) and assume that X(v)
d
= P for
all v ∈ V. Then (2.2) implies
X
d
≥
∑
|u|<n
L(u)C(u)
for all n ≥ 0 and, therefore, X
d
≥ W ∗. Here
d
≥ is to be understood in the
ordinary sense of stochastic domination. Since X is almost surely finite, the
same follows for W ∗. In other words, almost sure finiteness of W ∗ is also
necessary for FΣ(C, T ) 6= ∅. We have thus proven the following theorem:
Theorem 3.1. FΣ(C, T ) 6= ∅ is equivalent to W
∗ <∞ almost surely.
Two natural questions arise from this theorem:
(1) Study when P(W ∗ <∞) = 1 holds.
(2) Provide a description of FΣ(C, T ) if nonempty.
Question (1) will be investigated in Sections 6 and 7, followed by a full answer
to Question (2) under weak assumptions on (C, T ) in Section 8.
6
4 Disintegration
Our next task is to establish a one-to-one correspondence between the sets
FΣ(C, T ) and FΣ(0, T ). This will be accomplished via a disintegration tech-
nique and already provides a partial answer to Question (2).
The functional equation (1.5) for the Laplace transform ψ of X after n
iterations becomes
ψ(t) = E
[
exp
(
− t
∑
|u|<n
L(u)C(u)
) ∏
|v|=n
ψ(L(v)t)
]
(t ∈ R). (4.1)
For ψ ∈ FΣ(C, T ), we define the associated multiplicative martingale by
Mn(t) :=Mn(t,C⊗T) := exp
(
− t
∑
|u|<n
L(u)C(u)
)
·
∏
|v|=n
ψ(L(v)t), n ≥ 0.
(4.2)
The next lemma asserts that (Mn(t))n≥0 does indeed constitute a martingale:
Lemma 4.1. Let ψ ∈ FΣ(C, T ) and t ∈ [0,∞). Then (Mn(t))n≥0 forms
a [0, 1]-valued martingale with respect to (An)n≥0 and thus converges almost
surely and in mean to a random variable M(t) =M(t,C⊗T) satisfying
EM(t) = ψ(t). (4.3)
Moreover, lim infn→∞Mn(·) is a C⊗T-measurable process such that almost
every path is the Laplace transform of a probability distribution on [0,∞).
Proof. A straightforward generalization of the calculations in the proof of
Theorem 3.1 in [7] yields the martingale property for (Mn(t))n≥0 and thus,
by standard theory, the convergence assertions as well as (4.3).
For the sake of definiteness everywhere, letM(t, c⊗t) := lim infn→∞Mn(t, c⊗
t) for c ⊗ t ∈ (RN0≥0)
V. Now choose a Borel measurable set A ⊂ (RN0≥0)
V sat-
isfying P(C⊗T ∈ A) = 1 and such that Mn(t, c ⊗ t) → M(t, c ⊗ t) for
all rational t ≥ 0 and c ⊗ t ∈ A. Fix c ⊗ t ∈ A. (Mn(·, c ⊗ t))n≥0 is a
sequence of Laplace transforms of probability distributions on [0,∞). Pick
any vaguely convergent subsequence of this sequence of distributions and
let Ψ(·, c ⊗ t) denote the Laplace transform of its limit. Then, necessarily,
Ψ(t, c ⊗ t) = M(t, c ⊗ t) for all rational t > 0. Moreover, as Ψ(·, c ⊗ t)
is continuous, it is uniquely determined by its values at rational arguments
and, thus, by M(·, c⊗ t). Hence, any vaguely convergent subsequence of the
sequence of distributions associated with (Mn(·, c⊗t))n≥0 has the same limit.
Therefore, by a combination of the Helly-Bray theorem and the continuity
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theorem for Laplace transforms,Mn(t, c⊗t)→ Ψ(t, c⊗t) for all t > 0. Thus
Ψ := Ψ(·,C⊗T) equals M almost surely and almost every path of Ψ is the
Laplace transform of a (possibly degenerate) probability measure on [0,∞).
It remains to prove that Ψ(0) = 1 almost surely. To this end, notice that
‖1−Ψ(t)‖1 = 1− EΨ(t) = 1− EM(t) = 1− ψ(t)→ 0 as t→ 0,
that is, Ψ(t) → 1 in L1. In particular, there exists a sequence tn ↓ 0 such
that Ψ(tn) → 1 almost surely as n → ∞. By the monotonicity of Ψ, this
implies that Ψ(t) → 1 almost surely as t ↓ 0 and, thus, Ψ(0) = 1 almost
surely.
We call the stochastic process M = (M(t))t≥0 the disintegration of ψ and
also a disintegrated fixed point. According to Lemma 4.1, the finding of all
disintegrated fixed points also provides us with a description of FΣ(C, T ).
Moreover, disintegrations have the useful property of satisfying a pathwise
version of the functional equation (1.5).
Lemma 4.2. Let ψ ∈ FΣ(C, T ) and let M denote its disintegration. Then
M(t) = exp
(
− t
∑
|u|<n
L(u)C(u)
)
·
∏
|v|=n
[M ]v(L(v)t) almost surely (4.4)
for each t ∈ R and n ∈ N0.
Proof. Only minor changes are needed to derive the result from the proof of
Lemma 5.2 in [2].
Lemma 4.2 has the following corollary:
Corollary 4.3. For any ψ ∈ FΣ(C, T ) with disintegration M and any t ≥ 0,
we have
M(t) ≤ exp(−tW ∗) almost surely. (4.5)
Proof. For any t ≥ 0, by (4.4),
M(t) ≤ exp
(
− t
∑
|u|<n
L(u)C(u)
)
−→
n→∞
exp(−tW ∗) almost surely.
We now use this corollary to prove a one-to-one correspondence between
FΣ(C, T ) and the set of disintegrations of the elements of FΣ(0, T ). As the
latter set in turn is one-to-one to the set FΣ(0, T ) itself (by Lemma 4.1), the
next result also proves the announced one-to-one correspondence between
FΣ(0, T ) and FΣ(C, T ).
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Theorem 4.4. If FΣ(C, T ) 6= ∅, then any disintegration M of a solution ψ
to (1.1) has a representation of the form
M(t) = exp(−tW ∗)Mhom(t) almost surely (t ≥ 0) (4.6)
whereMhom denotes the disintegration of an element of FΣ(0, T ). Conversely,
any Laplace transform ψ obtained by taking the expectation in (4.6) defines
a solution to (1.1).
Proof. We first prove the converse part of the theorem. LetMhom denote the
disintegration of an arbitrary homogeneous solution ϕ. Then, with M(t) as
defined in (4.6), we infer
M(t) = exp(−tW ∗)Mhom(t)
= exp
(
− t
(
C +
∑
i≥1
Ti[W
∗]i
))∏
i≥1
[Mhom]i(Tit)
= exp(−tC)
∏
i≥1
exp(−tTi[W
∗]i)[Mhom]i(Tit),
where we have used thatM solves a disintegrated version of the homogeneous
functional equation, see Lemma 4.2 with C = 0. Taking first the conditional
expectation given A1 and then the unconditional expectation yields that
ψ(t) := EM(t) satisfies (1.5). Being a mixture of Laplace transforms of
probability distributions on [0,∞) by Lemma 4.1, ψ is the Laplace transform
of a proper distribution on [0,∞) and thus an element of FΣ(C, T ).
Now suppose that ψ ∈ FΣ(C, T ) and denote by (Mn(t))n≥0 the corre-
sponding multiplicative martingale with almost sure limit M . Then
Mn(t) = exp
(
− t
∑
|u|<n
L(u)C(u)
) ∏
|v|=n
ψ(L(v)t) ≤
∏
|v|=n
ψ(L(v)t) =: Φn(t).
Here exp(−t
∑
|u|<n L(u)C(u)) converges to exp(−tW
∗), which is positive by
Theorem 3.1. On the other hand, Mn(t) tends to M(t) as t → ∞. Conse-
quently, Φn(t) tends to Φ(t) := M(t)/ exp(−tW
∗) and 0 ≤ Φ(t) ≤ 1. From
Lemma 4.2 we infer that M satisfies (4.4). Using this and the definition of
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W ∗, we get
Φ(t) =
M(t)
exp(−tW ∗)
=
exp
(
− t
∑
|u|<nL(u)C(u)
)
·
∏
|v|=n[M ]v(L(v)t)
exp
(
−t
∑
|u|<n L(u)C(u)− t
∑
|v|=n L(v)[W
∗]v
)
=
∏
|v|=n[M ]v(L(v)t)∏
|v|=n exp(−tL(v)[W
∗]v)
=
∏
|v|=n
[Φ]v(L(v)t) almost surely.
Taking expectations yields that ϕ(t) = EΦ(t) is a solution to (1.6). More-
over, ϕ is the Laplace transform of a probability distribution on [0,∞) as a
mixture of Laplace transforms of probability distributions on [0,∞). Denote
by Mhom the disintegration of ϕ. It remains to prove that Mhom is a version
of the process Φ. But this is immediate from the following calculation based
on an application of the martingale convergence theorem:
Mhom(t) = lim
n→∞
∏
|v|=n
ϕ(L(v)t)
= lim
n→∞
E
[ ∏
|v|=n
[Φ]v(L(v)t)
∣∣∣ An ]
= lim
n→∞
E[Φ(t)| An] = Φ(t) almost surely,
where we have utilized that Φ(t) is A∞-measurable.
5 Known and simple cases
Not surprisingly, there is no global answer to Questions (1) and (2). Rather,
we will have to distinguish between different situations, in which quite dif-
ferent qualitative behaviours ensue.
The first important special case of Eq. (1.1), viz.
X
d
= C + T1X1, (5.1)
occurs when the number of positive Ti is at most one, i.e.
N :=
∑
i≥1
1{Ti>0} ≤ 1 almost surely (5.2)
10
and P(T1 = 1, C = 0) < 1. Then a solution, if it exists, is called perpetuity.
Perpetuities have been studied in a series of papers, see [10] for a compre-
hensive overview of the existing literature. Theorem 3.1 in [10] provides a
complete description of FΣ(C, T ) in the case P(N ≤ 1) = 1. Therefore, we
will exclude this case in what follows and assume that there is a positive
probability for effective branching: P(N > 1) > 0.
The next result covers some degenerate cases that will also be excluded
from the analysis thereafter. Here and in what follows, we denote the Dirac
measure at c ∈ R by δc.
Proposition 5.1. Suppose that P(N > 1) > 0.
(a) If EN ≤ 1, then W ∗ < ∞ almost surely and (the distribution of) W ∗
is the unique solution to (1.1).
(b) If EN > 1 but P(Ti ∈ {0, 1} for all i ≥ 1) = 1, then
FΣ(C, T ) =
{
∅ if P(C > 0) > 0,
{δ0} if P(C = 0) = 1.
Proof. (a) If EN ≤ 1, FΣ(0, T ) = {δ0} by Lemma 3.1 in [14]. On the other
hand, EN ≤ 1 implies that Nn :=
∑
|v|=n 1{L(v)>0} is a non-trivial critical
or subcritical Galton-Watson process. Thus {v ∈ V : L(v) > 0} is almost
surely finite entailing W ∗ < ∞ almost surely regardless of the choice of C.
This shows (a) in view of the one-to-one correspondence between FΣ(0, T )
and FΣ(C, T ) provided by Theorem 4.4.
(b) If EN > 1 but P(Ti ∈ {0, 1} for all i ≥ 1) = 1, then Lemma 1.1 in
[14] shows that FΣ(0, T ) = {δ0} if C = 0 almost surely. Now assume that
C > 0 with positive probability. We claim that W ∗ =∞ almost surely on S,
the set of survival. To prove this claim, using truncation if necessary, we can
restrict ourselves to the case that 0 < c := EC <∞. Further, we can assume
without loss of generality that N is bounded since otherwise one can replace
T by T˜ := (T1, . . . , Tm, 0, 0, . . .) for some sufficiently large m ∈ N. If one
shows that W ∗m = ∞ almost surely on Sm, where W
∗
m is defined as in (3.1)
but for the weighted branching process based on the truncated basic sequence
(C, T1, . . . , Tm, 0, 0, . . .) instead of the original sequence (C, T ) and Sm is the
set of survival of the truncated process, then W ∗ ≥ W ∗m = ∞ almost surely
on
⋃
m≥1 Sm which differs from S by a P-null set only. Now assuming that N
is bounded above by some (large) constant, we infer that Zn :=
∑
|v|=n L(v),
n ≥ 0 is a Galton-Watson process. With m := EN > 1, we infer from the
Kesten-Stigum theorem that Zn/m
n → Z∞ almost surely for some random
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variable Z∞ satisfying Z∞ > 0 almost surely on S. Therefore,
lim inf
n→∞
Zn+1
Z1 + . . .+ Zn
> 0 almost surely on S.
Now let Rn := Z
−1
n
∑
|v|=n L(v)[C(v)− c], n ≥ 0 on S and 0 otherwise. Then
Proposition 4.1 in [16] implies that∑
n≥1
P(|Rn| > δ| An) <∞ almost surely on S
for any δ > 0. Using Proposition 4.3 in [16] (a variant of Le´vy’s generalised
Borel-Cantelli lemma), we infer that P(|Rn| > δ infinitely often|S) = 0.
Since δ > 0 was arbitrary, we infer that Rn → 0 almost surely on S. Conse-
quently,
W ∗ =
∑
n≥0
∑
|v|=n
L(v)C(v)
=
∑
n≥0
Zn (c+Rn) =∞ almost surely on S.
6 Necessary conditions for W ∗ <∞
In view of the discussion in the last section it is natural to assume throughout
that
P
(
T ∈ {0, 1}N
)
< 1 (A1)
and
EN > 1. (A2)
However, further notation and conditions on the sequence T are needed to
formulate our results. We assume without loss of generality that N satisfies
N =
∑
i≥1
1{Ti>0} = sup{i ≥ 1 : Ti > 0}. (6.1)
We then define the function
m : [0,∞)→ [0,∞], θ 7→ E
N∑
i=1
T θi . (6.2)
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A condition which is intimately connected with the existence of non-trivial
fixed points of the homogeneous equation (1.4) is that
inf
θ∈[0,1]
m(θ) ≤ 1. (A3a)
A stronger condition that will be used later is that the sequence T possesses
a characteristic exponent α ∈ (0, 1] which means that
there is an α ∈ (0, 1] such that m(β) > m(α) = 1 for β ∈ [0, α). (A3b)
Our next result shows that (A3a) is necessary for both the existence of a
non-trivial fixed point of the homogeneous smoothing transform (part (a))
and the existence of a fixed point of the inhomogeneous smoothing transform
(part (b)).
Theorem 6.1. Assume that (A1) and (A2) hold. Then (A3a) is necessary
for
(a) FΣ(0, T )\{δ0} 6= ∅, and it is even equivalent if N <∞ almost surely.
(b) FΣ(C, T ) 6= ∅ and thus for W
∗ <∞ almost surely, provided that C > 0
with positive probability.
Liu [14, Theorem 1.1] proved that, ifN <∞ almost surely, then (A3a) im-
plies the existence of a non-trivial fixed point of (1.4), that is, FΣ(0, T )\{δ0} 6=
∅. He further proved that, if EN <∞ and m′(1) := E
∑N
i=1 Ti log
+ Ti <∞,
then (A3a) is also necessary for FΣ(0, T )\{δ0} 6= ∅. Theorem 6.1 generalises
the last assertion of Liu’s theorem by showing necessity of (A3a) under (A1)
and (A2) only.
It is further worth mentioning that, if N = ∞ with positive probability,
then supθ∈[0,1]m(θ) ≤ 1 is no longer sufficient for FΣ(0, T )\{δ0} 6= ∅. A
counterexample is presented at the end of this section.
The proof of Theorem 6.1 is furnished by two subsequent lemmata. For
n ∈ N0, we define W
(θ)
n :=
∑
|v|=n L(v)
θ and then W (θ) := lim infn→∞W
(θ)
n
(θ ≥ 0). The first lemma provides an estimate in terms of the random
variable W (1) for Laplace transforms satisfying the inequality
ϕ(t) ≤ E
∏
|v|=n
ϕ(L(v)t) for all t ≥ 0. (6.3)
Lemma 6.2. Suppose that, as n → ∞, L∗n := sup|v|=n L(v) → L
∗
∞ < ∞
almost surely. Let ϕ be the Laplace transform of a probability distribution on
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[0,∞). Put D1(t) := t
−1(1 − ϕ(t)) for t > 0 and D1(0) := limt↓0D1(t) ∈
[0,∞]. If ϕ satisfies (6.3), then
ϕ(t) ≤ E exp
(
− tD1(L
∗
∞t)W
(1)
)
(6.4)
for all t > 0, where 0 · ∞ := 0.
Proof. For this proof, it is stipulated that
∑
|v|=n denotes summation over
all |v| = n with L(v) > 0. Note that, by the convexity of ϕ, D1 is decreasing
so that D1(0) actually exists in [0,∞]. By Eq. (6.3) and the inequality
log(1 + x) ≤ x for x > −1, we infer that
ϕ(t) ≤ E exp
(∑
|v|=n
log(1 + ϕ(L(v)t)− 1)
)
≤ E exp
(
−
∑
|v|=n
(1− ϕ(L(v)t))
)
= E exp
(
− t
∑
|v|=n
L(v)
1− ϕ(L(v)t)
L(v)t
)
≤ E exp
(
− tD1(L
∗
nt)
∑
|v|=n
L(v)
)
.
Since the integrand in the last line is bounded by 1, we can use the lim sup-
version of Fatou’s lemma to obtain that
ϕ(t) ≤ lim sup
n→∞
E exp
(
− tD1(L
∗
nt)
∑
|v|=n
L(v)
)
≤ E exp
(
− t lim inf
n→∞
D1(L
∗
nt)
∑
|v|=n
L(v)
)
≤ E exp
(
− tD1(L
∗
∞t)W
(1)
)
with the convention that 0 · ∞ = 0.
Lemma 6.3. Assume that (A1), (A2) hold and further that ϕ is the Laplace
transform of a probability distribution on [0,∞) satisfying (6.3). Then for ϕ
to be non-constant it is necessary that (A3a) holds.
14
Proof. Assuming inf0≤θ≤1m(θ) > 1 we must show that ϕ(t) = 1 for all t ≥ 0.
To this end, we use a truncation argument. For a ∈ N, define aT := (aTi)i≥1
with
aTi :=
{
min{a, Ti} if i ≤ a,
0 otherwise.
The quantities am, aN , aW
(θ), etc. are supposed to be defined as their
counterparts without left subscript a but w.r.t. aT instead of T . Then am
is finite and convex on [0,∞) and, by the monotone convergence theorem,
am(θ) ↑ m(θ) as a→∞ for all θ ≥ 0. We claim that even
inf
0≤θ≤1
am(θ) > 1 (6.5)
holds true for all sufficiently large a.
To prove this claim suppose the contrary, i.e. inf0≤θ≤1 am(θ) ≤ 1 for all
a ∈ N. It follows that, for each a ∈ N, there exists θa ∈ [0, 1] such that
am(θa) ≤ 1. Let θ
∗ denote the limit of a convergent subsequence of the θa.
Then am(θ
∗) ↑ m(θ∗) > 1 ensures am(θ
∗) > 1 for some sufficiently large
a and therefore, by continuity, am(θ) > 1 for all θ in (θ
∗ − ε, θ∗ + ε) for
some ε > 0. On the other hand, |θb − θ
∗| < ε must hold for some b > a
by the definition of θ∗ which then leads to the impossible conclusion that
1 ≥ bm(θb) ≥ am(θb) > 1. Therefore our claim must be true, that is, (6.5)
holds for all sufficiently large a. In what follows, we fix any such a > 0 and
proceed by distinguishing three cases:
Case 1. am(θ) > 1 for all θ > 0 and P(Ti > 1) > 0 for some i ∈ N.
In this case we have m(θ) > 1 for all θ ≥ 0 and P(S(i) < 0) > 0 for some
i ∈ N, where S(v) = − logL(v) should be recalled. From Corollary 1 in [5],
we then infer that 0 > limn→∞ n
−1 inf |v|=n S(v) = − limn→∞ n
−1 logL∗n and
thus limn→∞ L
∗
n = ∞ almost surely on S, the set of survival of the BRW
with positions S(v). Note that 1− q := P(S) > 0, for EN = m(0) > 1. Now
for any t > 0, the dominated convergence theorem yields
ϕ(t) ≤ lim inf
n→∞
E
∏
|v|=n
ϕ(L(v)t) ≤ lim
n→∞
Eϕ(L∗nt) = q + (1− q)ϕ(∞).
But this can only be true if ϕ(0) = ϕ(∞) = 1, for ϕ is continuous on [0,∞).
Hence the monotonicity of ϕ implies ϕ(t) = 1 for all t ≥ 0.
Case 2. am(κ) ≤ 1 for some κ > 1.
Let κ be the minimal positive number with am(κ) ≤ 1. Then κ > 1 and am
is a strictly decreasing function on [0, κ], giving am(1) > 1 and am
′(1) < 0.
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Since aW
(1)
1 ≤ a
2, an appeal to Biggins’ martingale convergence theorem (see
e.g. [15]) yields that
aW
(1)
n
am(1)n
→ aW
(1) almost surely,
where aW
(1) is almost surely positive on aS, the set of survival of the weighted
branching process with weights aL(v), v ∈ V. Consequently, aW
(1) = limn→∞ aW
(1)
n =
∞ almost surely on aS. Since E aN = am(0) > 1, we have that 1 − aq :=
P(aS) > 0. Now observe that ϕ satisfies inequality (6.3) for the weight family
(aL(v))v∈V and that aL
∗
n → 0 almost surely by Theorem 3 in [5]. Hence the
assumptions of Lemma 6.2 are fulfilled and the lemma yields
ϕ(t) ≤ E exp(−tD1(0) aW
(1)) (t > 0)
with D1(0) = lims↓0 s
−1(1 − ϕ(s)). This inequality in combination with
aW
(1) = ∞ on aS implies that either D1(0) = 0 or ϕ(t) ≤ aq < 1 for all
t > 0. Since ϕ is continuous, the first alternative must prevail and ϕ(t) = 1
for all t ≥ 0.
Case 3. am(θ) > 1 for all θ ≥ 0 and P(Ti ≤ 1 for all i ≥ 1) = 1.
In this case, as in the previous one, am(1) > 1, am
′(1) < 0, aW
(1)
1 ≤ a
2
and, thus, aW
(1) = ∞ on aS . We want to argue as in the second case but
we cannot conclude here from Theorem 3 in [5] that aL
∗
n → 0 almost surely.
However, aL
∗
n is now decreasing in n and therefore almost surely convergent
to some random variable aL
∗
∞ taking values in [0, 1]. Again, the assumptions
of Lemma 6.2 are fulfilled and we conclude that
ϕ(t) ≤ E exp(−tD1(aL
∗
∞ t) aW
(1)) ≤ E exp(−tD1(t) aW
(1))
for all t > 0. Now suppose ϕ(t0) < 1 for some t0 > 0. Then D1(t) > 0 and
thus ϕ(t) ≤ aq < 1 for all t > 0, which contradicts the continuity of ϕ at 0.
Hence ϕ(t) = 1 for all t ≥ 0 must hold.
Lemma 6.3 almost immediately implies Theorem 6.1:
Proof of Theorem 6.1. Any ϕ ∈ FΣ(0, T ) satisfies (1.6) and, particularly,
(6.3). Hence Lemma 6.3 implies that, if (A3a) fails, then ϕ(t) = 1 for
all t ≥ 0 and, therefore, FΣ(0, T ) = {δ0}. By contraposition, (A3a) follows
from FΣ(0, T )\{δ0} 6= ∅. This shows the first part of assertion (a). In order
to conclude its second part we need to show that, provided N < ∞ almost
surely, (A3a) is also sufficient for FΣ(0, T )\{δ0} 6= ∅. This is Theorem 1.1 in
[14].
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To prove part (b) assume that C > 0 with positive probability and note that
any ψ ∈ FΣ(C, T ) satisfies (1.5) and, therefore, also (6.3). By Lemma 6.2,
if (A3a) fails, then ψ(t) = 1 for all t ≥ 0. Since ψ(t) ≤ E e−tW
∗
by Lemma
4.1 and Corollary 4.3, we infer W ∗ = 0 almost surely which contradicts the
assumption that C > 0 with positive probability. Thus, FΣ(C, T ) 6= ∅ implies
(A3a).
Let us finally give an example which shows that assumption (A3a) is not
sufficient for FΣ(0, T )\{δ0} 6= ∅ to hold when N =∞ is allowed.
Example 6.4. Let Ti := c/((i+ 1) log
2(i+ 1)), i ≥ 1 for some c > 0. Then
m(θ) <∞ iff θ ≥ 1. Now we can choose c > 0 so small that m(1) < 1. Thus,
(A1), (A2) and (A3a) are fulfilled. But FΣ(0, T ) = {δ0} by Proposition 5.1
in [3].
7 Sufficient conditions for FΣ(C, T ) 6= ∅
As in the previous section we assume validity of (A1) and (A2). The following
theorem provides sufficient conditions for FΣ(C, T ) 6= ∅. We focus on the case
that C > 0 with positive probability since there is always the trivial solution
δ0 otherwise and the case of non-trivial solutions has been investigated by
Liu [14, Theorem 1.1].
Theorem 7.1. Suppose that (A1) and (A2) hold true. Then the following
conditions are sufficient for W ∗ <∞ and, therefore, for FΣ(C, T ) 6= ∅.
(i) m(β) < 1 and ECβ <∞ for some 0 < β ≤ 1.
(ii) m(α) = 1 for some α ∈ (0, 1/5), EC < ∞, 1 < m(θ) < ∞ for all
α 6= θ ∈ [−ε, α + ε] and some ε > 0, and EN1+δ <∞ for some δ > 0.
Condition (i) is Lemma 4.4(i) in [12]. For the reader’s convenience, we
provide a proof here.
Proof. Assume first that (i) holds. Then, using the subadditivity of x 7→ xβ
(x ≥ 0), we infer
E(W ∗)β = E

∑
n≥0
∑
|v|=n
L(v)C(v)


β
≤ E
∑
n≥0
∑
|v|=n
L(v)βC(v)β = ECβ
∑
n≥0
m(β)n <∞.
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Now assume that (ii) holds. Then Theorem 1.2 in [11] guarantees that
1
2α
= lim inf
n→∞
1
log n
inf
|v|=n
S(v) (7.1)
≤ lim sup
n→∞
1
log n
inf
|v|=n
S(v) =
3
2α
almost surely on S. (7.2)
In particular, for any c > 1
L∗n = sup
|v|=n
L(v) = exp
(
− inf
|v|=n
S(v)
)
≤ e− logn/(2cα) = n−1/(2cα)
for all sufficiently large n almost surely on S. Moreover, by Markov’s in-
equality,
P
(∑
|v|=n
L(v)αC(v) > nc
)
≤ n−c E
∑
|v|=n
L(v)αC(v) = n−c EC
for all n ≥ 0. Thus, by an application of the Borel-Cantelli Lemma,
P
(∑
|v|=n
L(v)αC(v) > nc infinitely often
)
= 0.
Further,
W ∗ =
∑
n≥0
∑
|v|=n
L(v)C(v) ≤
∑
n≥0
(L∗n)
1−α
∑
|v|=n
L(v)αC(v).
A combination of the previously collected facts finally yields
(L∗n)
1−α
∑
|v|=n
L(v)αC(v) ≤ n1/(2c)−1/(2cα)+c
for sufficiently large n almost surely. Hence, W ∗ is almost surely finite if
α < 1/(1 + 2c(1 + c)) which can be arranged by choosing c sufficiently close
to 1, for α < 1/5 by assumption.
8 Description of FΣ(C, T )
In view of Theorem 6.1 it is natural to determine FΣ(C, T ) under (A1), (A2)
and (A3a). On the other hand, the last condition does not guarantee a
universal answer as seen by Example 6.4. Therefore, we replace (A3a) by
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the stronger counterpart (A3b) hereafter. In fact, under a weak additional
assumption, we can then determine FΣ(C, T ). This assumption is that
(A4a) or (A4b) holds (A4)
where (A4a) and (A4b) are as follows:
E
∑
i≥1
T αi log Ti ∈ (−∞, 0) and E
(∑
i≥1
T αi
)
log+
(∑
i≥1
T αi
)
<∞; (A4a)
and
N <∞ almost surely and there is some θ < α satisfying m(θ) <∞.
(A4b)
Before we proceed with our theorem and thus provide a complete answer to
Question (2) under (A1), (A2), (A3b) and (A4), we need to introduce some
notation necessitated by the fact that the closed multiplicative subgroup of
R>0 generated by the positive Ti may either be of the form s
Z for some s > 1
or be R>0 itself. We define G(T ) as the intersection of all closed multiplicative
groups G ⊆ R>0 such that P(Ti ∈ G ∪ {0} for all i ≥ 1) = 1. Let r := s > 1
if G(T ) = sZ and r := 1 if G(T ) = R>0. Further, let Pr denote the set of
positive constant functions on R>0 if r = 1 and let Pr be the set of positive,
multiplicatively r-periodic functions with a completely monotone derivative
if r > 1.
Theorem 8.1. If (A1), (A2), (A3b) and (A4) hold and W ∗ < ∞ almost
surely, then there exists a T-measurable random variable W satisfying
W =
∑
i≥1
T αi [W ]i almost surely (8.1)
such that the set of Laplace transforms ψ of solutions to (1.1) is given by the
family
ψ(t) = E exp
(
− tW ∗ − h(t)tαW
)
, t ≥ 0,
parametrised by h ∈ Pr.
Proof. The theorem immediately follows from Lemma 4.1 and Theorem 4.4
in combination with [1, Theorem 8.3 and the proof of Corollary 2.3].
The above result can be paraphrased as follows. Under mild conditions on
(C, T1, T2, . . .) (including G(T ) = R>0 for convenience), there exists a non-
negative random variable W which is a function of C⊗T satisfying (1.4)
such that any solution X to (1.1) has a representation of the form
X
d
= W ∗ + hW 1/αY (8.2)
where h ≥ 0 and Y is independent of C⊗T with a one-sided stable law of
index α (with Laplace transform exp(−tα)) if α ∈ (0, 1), and Y = 1 if α = 1.
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9 Applications
In this section, we return to the examples from the introduction and discuss
them in the context of the previously obtained results.
Example 9.1 (Total population of a Galton-Watson process). As in Ex-
ample 1.1, let (Zn)n≥0 be a subcritical or non-trivial critical Galton-Watson
process with a single ancestor and total population size X :=
∑
n≥0Zn. Then
N = Z1 in the given situation. If P(Z1 ≤ 1) = 1, then we are in the situation
of perpetuities and uniqueness of the solution to (1.2) follows from Remark
2.4 in [10], whereas in the case P(Z1 > 1) > 0 it follows from Proposition
5.1(a).
Example 9.2 (Busy period in the M/G/1 queue). In the situation of Exam-
ple 9.2, the same arguments as in Example 9.1 show that Eq. (1.3) uniquely
characterizes the distribution of the duration X of the busy period in the
M/G/1 queue. This result is not new, see e.g. [9, Example XIII.4(a)]. The
distribution of the busy period can even be explicitly calculated from (1.3),
see [19, pp. 61–62].
Example 9.3 (PageRank). References [20] and [12] are concerned with the
PageRank tail behaviour. In our notation this means the tail behaviour of the
random variable W ∗ defined in (3.1). In both of these papers the random
variable W ∗ is shown to be the unique solution to (1.1) subject to some
additional (moment) constraints, see [20, Theorem 3.1] and [12, Lemma 4.5].
Our Theorem 8.1 shows that in the situation of the cited results, there can
be further solutions that do not satisfy the corresponding moment conditions
and exhibit a different, in fact heavier tail behaviour. For instance, suppose
that (A1), (A2), (A3b), and (A4) are satisfied with characteristic exponent
α < 1. Suppose further that, for some β > 1, m(β) = 1, m′(β) ∈ (0,∞)
(where m′(β) denotes left derivative of m at β if β is the right endpoint of
the set {m < ∞}) and ECβ < ∞. If, moreover, E(
∑
i≥1 Ti)
β < ∞, then
Theorem 4.6(a) (in the case G(T ) = R>0) applies and yields that P(W
∗ >
t) ∼ Ht−β as t→∞. On the other hand, by Theorem 8.1, there are further
solutions with representations of the form W ∗ + hW 1/αY , h ≥ 0 as in (8.2).
Denote the Laplace transform of W by ϕ. Then 1−ϕ(t) is regularly varying
of index 1 at 0, see [1, Theorem 3.1]. We claim that
P(W ∗ + hW 1/αY > t) ∼
hα
Γ(1− α)
(1− ϕ(t−α)) as t→ 0. (9.1)
We will briefly indicate how this can be proved. Since hW 1/αY has heavier
tails thanW ∗, it is easy to see that only the asymptotic behaviour of hW 1/αY
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matters. Moreover, since 1 − ϕ(t−α) is regularly varying of index −α at ∞,
it suffices to show that P(W 1/αY > t) ∼ Γ(1 − α)−1(1 − ϕ(t−α)). To this
end, it is convenient to first determine the asymptotics for W and Y . Since
D(t) := (1− ϕ(t))/t is slowly varying at 0, Theorem XIII.5.2 in [9] together
with Eq. (XIII.5.21) in the same reference provide us with∫ t
0
P(W > u) du ∼ D(t−1) as t→∞. (9.2)
Using an argument as in the proof of the lemma on p. 446 in [9] (notice that
the lemma itself does not apply since ρ = 0 in the notation of [9]), one can
see that P(W > t) = o(1 − ϕ(t−1)) as t → ∞. Further, from [9, Theorem
XIII.6.1], we infer that P(Y > t) ∼ Γ(1 − α)−1t−α as t → ∞. Now putting
things together, for any given ε > 0 and some sufficiently large K = K(ε),
we infer
P(W 1/αY > t) = E[1{W>0} P(Y > tW
−1/α|W )]
≤
1 + ε
Γ(1− α)
(t/K)−α EW 1{W≤(t/K)α}+P(W > (t/K)
α)
∼
1 + ε
Γ(1− α)
(1− ϕ(t−α)) as t→∞.
Letting ε → 0 gives the upper bound, and the lower bound can be derived
similarly.
10 Concluding Remarks
Let us finish with a brief discussion of the necessary and sufficient conditions
for the almost sure finiteness of W ∗ presented in Sections 6 and 7. As a
necessary condition we obtained inf0≤θ≤1m(θ) ≤ 1 in Theorem 6.1(b), while,
in reverse direction, we showed in Theorem 7.1 that, if the function m drops
strictly below 1 in the interval [0, 1] and C satisfies a mild moment condition,
then W ∗ <∞ almost surely. This raises the question of what happens in the
case inf0≤θ≤1m(θ) = 1. We showed sufficiency of Condition (ii) in Theorem
7.1 in order to show that there are actually cases where inf0≤θ≤1m(θ) = 1
and still W ∗ <∞ almost surely holds true. On the other hand, if (A4) and
(A4a) hold with α = 1 and C equals a positive constant almost surely, then
W ∗ = C
∑
n≥0
W (1)n =∞ almost surely on S
owing to the fact that W
(1)
n → W (1) almost surely and W (1) > 0 almost
surely on S, see e.g. [15]. This indicates that the situation is more involved
when inf0≤θ≤1m(θ) = 1.
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