Abstract. Cell planning includes planning a network of base stations providing a coverage of the service area with respect to current and future traffic requirements, available capacities, interference, and the desired quality-of-service. This paper studies cell planning under budget constraints through a very close-to-practice model. This problem generalizes several problems such as budgeted maximum coverage, budgeted unique coverage, and the budgeted version of the facility location problem.
Introduction
Consider a set I = {1, 2, . . . , m} of possible configurations of base stations and a set J = {1, 2, . . . , n} of clients. Each base station i ∈ I has capacity w i , opening cost c i , and every client j ∈ J has a demand d j . The demand is allowed to be simultaneously satisfied by more than one base station. Each base station i has a coverage area represented by a set S i ⊆ J of clients admissible to be covered (or satisfied) by it; this base station can satisfy at most w i demand units of the clients in S i .
When a client is belong to the coverage area of more than one base station, interference between the servicing stations may occur. These interference are modeled by a penalty-based mechanism and may reduce the contribution of a base station to a client. Let P be an m × m × n matrix of interference, where p(i 1 , i 2 , j) ∈ [0, 1] represents the fraction of i 1 's service which client j loses as a result of interference with i 2 (defining p(i, i, j) = 0 for every i ∈ I, j ∈ J, and p(i, i , j) = 0 for every j / ∈ S i ) 1 . This means that the interference caused as a result of a coverage of a client by more than one base station depends on the geographical position of the related "client". Followed by the above setting, we denote by Q(i, j) the net contribution of base station i to client j, for every j ∈ J, i ∈ I, after incorporating the interference. A detailed description of Q(i, j) is given later in this section.
The budgeted cell planning problem (BCPP) asks for a subset of base stations I ⊆ I whose cost does not exceed a given budget B, such that the total number of fully satisfied clients is maximized. That is, a solution to BCPP needs to maximize the number of clients for which i∈I Q(i, j) ≥ d j .
This problem generalizes several problems such as budgeted maximum coverage [10] , budgeted unique coverage [5] , and the budgeted version of the facility location problem (analyzed in Section 2.4). So far, these problems were studied (in the sense of approximation algorithms) without considering capacities or non-uniform demands. Coping with interference in covering problems is a great algorithmic challenge; unlike problems where there are no interference, during the time the solution is established, adding a new candidate (e.g., set, bin, item) to the cover may decrease the value of the solution. Furthermore, this problem involves full coverage (also known as all-or-nothing coverage) which usually makes the approximation task more complex (see [4] for example).
Cell planning is one of the most significant steps in the planning and management of cellular networks and it is among the most fundamental problems in the field of optimization of cellular networks. Cell planning includes planning a network of base stations that provides a (full or partial) coverage of the service area with respect to current and future traffic requirements, available capacities, interference, and the desired QoS. Under these constraints, the objective is, in general, to minimize the operator's total system cost. Cell planning is employed not only when new networks are built or when modifications to a current networks are made, but also (and mainly) when there are changes in the traffic demands, even within a small local area (e.g., building a new mall in the neighborhood or opening new highways). Planning cellular networks under budget limitations is practically the most important optimization problem in the planning stage. Since budget restrictions may lead to failure in achieving the required coverage, the objective, in this case, is hence to maximize the number of covered clients. This paper studies cell planning under budget constraints where the goal is to have a theoretical model that can be used in practical setting.
Computing Q(i, j). Our technique for solving BCPP is independent in the structure of Q(i, j). We describe here two general models for computing Q(i, j).
Let x ij be the fraction of the capacity w i of a base station i that is supplied to client j. Recall that I ⊆ I is the set of base stations selected for opening, the contribution of base station i to client j is, in general is defined by
This means that the net contribution of base station i to client j depends on all other base stations i that contains j in their coverage areas. Each of these base stations "interferes" base station i to service j and reduces the contribution of w i x ij by a factor of p(i, i , j).
Since (1) is a high-order expression we use the following first-order approximation
Combining (1) and (2) we get
Consider, for example, a client j belonging to the coverage areas of two base stations i 1 and i 2 , and assume that just one of these base stations, say i 1 , is actually participating in j's satisfaction (i.e., x i1j > 0 but x i2j = 0). According to the above model, the mutual interference of i 2 on i 1 's contribution (w 1 x i1j ) should be considered, although i 2 is not involved in the coverage of client j. In most cellular wireless technologies, this is the usual behavior of interference. However, in some cases a base station can affect the coverage of a client if and only if it is participating in its demand satisfaction. The contribution of base station i to client j in this case is defined by
where I j is the set of base stations that participates in the coverage of client j, i.e., I j = {i ∈ I : x ij > 0}. Notice that in this model the interference function does not depend on the geographic position of the clients.
Our contributions. In this paper we present the first study of the budgeted cell planning problem. To the best of our knowledge, despite the extensive research of non-budgeted cell planning problems (i.e., minimum-cost cell planning, as descried in Section 2.1), there is no explicit study in the literature of the BCPP (in both theoretical and, surprisingly, also in practical settings). We survey, in Section 2, some previous work related to BCPP. Budgeted maximum coverage, budgeted unique coverage, budgeted facility location, and maximizing submodular set functions are among the reviewed problems. In Section 3 we show that approximating BCPP is NP-hard. Then we define a restrictive version of BCPP, the k4k-budgeted cell planning, by making additional assumptions that are motivated by practical considerations. The additional property is that every set of k-opened base stations can fully satisfy at least k clients, for every integral value of k. In Section 4 we show that this problem remains NP-hard and present an e−1 2e−1 (≈ 0.3873) factor approximation algorithm for this problem.
Related Work

The Minimum-Cost Cell Planning Problem
The minimum-cost cell planning problem asks for a minimum-cost subset I ⊆ I that satisfies the demands of all the clients. This important problem is one of the most studied on the area of cellular network optimization. Previous work dealt with a wide variety of special cases (e.g., cell planning without interference, frequency planning, uncapacitated models, antenna-type limitations, and topological assumptions regarding coverage). These works range from meta-heuristics (e.g., genetic algorithms, simulated annealing, etc.) and greedy approaches, through exponential-time algorithms that compute an optimal solution, to approximation algorithms for special cases of the problem. A comprehensive survey of various works on minimum-cost cell planning problems appears in [3] . An O(log W )-approximation algorithm for the non-interference version of the minimum-cost cell planning problem is presented in [2] , where W is the largest given capacity of a base station.
Base Stations Positioning Under Geometric Restrictions
A PTAS for the uncapacitated BCPP with unit demands (i.e., w i = ∞ and d j = 1 for all i ∈ I, j ∈ J) and without interference is given in [7] . In this case the problem is studied under geometric restrictions of disks of constant radius D (i.e., S i is the set of clients located within a distance no greater than D from the geometric location of i, for every i ∈ I), a minimal distance between different base stations that have to be kept, and clients as well as base stations are associated with points in the Euclidean plane.
Budgeted Maximum Coverage and Budgeted Unique Coverage
BCPP is closely related to the budgeted maximum coverage and the budgeted unique coverage version of set cover. Given a collection of subsets S of a universe U , where each element in U has a specified weight and each subset has a specified cost, and a budget B. The budgeted maximum coverage problem asks for a subcollection S ⊆ S of sets, whose total cost is at most B, such that the total weight of elements covered by S is maximized. The budgeted unique coverage problem is a similar problem where elements in the universe are uniquely covered, i.e., appears in exactly one set of S . Both problems are special cases of BCPP in which elements are clients with unit demands, every set i ∈ I corresponds to a base station i containing all clients in its coverage area S i ⊆ J, and w i ≥ |S i | for all base stations in I. In this setting, budgeted maximum coverage is the case (in the sense that a solution for BCPP is optimal if and only if it is optimal for the budgeted maximum coverage) when there are no interference (i.e., P is the zero matrix), while budgeted unique coverage is when the interference is taking to be the highest (i.e., p(i , i , j) = 1 for every i = i , and p(i , i , j) = 0 otherwise). For the budgeted maximum coverage problem, there is a (1− 1 e )-approximation algorithm [10, 1] , and this is the best approximation ratio possible unless NP=P [6] . For the budgeted unique coverage problem, there is an Ω(1/ log n)-approximation algorithm [5] and, up to a constant exponent depending on , O(1/ log n) is the best possible ratio assuming NP BPTIME (2 n ) for some > 0. Interestingly enough, we will show in the next section that our generalization for both of these problems is hard to approximate.
Budgeted Facility Location
The budgeted version of the (uncapacitated) facility location problem is also closely related to BCPP. In the traditional (uncapacitated) facility location problem we wish to find optimal locations in which to build facilities, from a given set I, to serve a given set J of clients, where building a facility in location i incurs a cost of f i . Each client j must be assigned to one facility, thereby incurring a cost of c ij (without assuming the triangle inequality). The objective is to find a solution of minimum total cost. The budgeted facility location problem is to find a subset I ⊆ I such that the total cost of opening facilities and connecting clients to open facilities does not exceed a given budget B, and the total number of connected clients is maximized.
Given an instance of the budgeted (uncapacitated) facility location problem, we show in the following that this problem is a special case of the budgeted maximum coverage problem. By a star we mean a pair (i, Q) with i ∈ I and Q ⊆ J. The cost of a star (i, Q) is c(i, Q) = f i + j∈Q c ij , and its effectiveness is |Q| c(i,Q) . Then the budgeted (uncapacitated) facility location problem is a special case of the budgeted maximum coverage problem: set J is the set of elements that need to be covered, and let S = 2 J , where c(Q) is the minimum-cost of a star (i, Q) (we take the same budget for both instances).
However, the resulting budgeted maximum coverage instance has exponential size, and therefore this reduction cannot be used directly. Nevertheless, we can apply the algorithm of [10] without generating the instance explicitly, as proposed by Hochbaum [8] : In each step, we have to find a most effective star, open its facility and henceforth disregard all clients in this star. Although there are exponentially many stars, it is easy to find the most effective one as it suffices to consider stars (i, Q i k ), for i ∈ I and k ∈ {1, 2, . . . , |J|}. Here Q i k denotes the first k clients in a linear order with nondecreasing c ij . Clearly, other stars cannot be more effective. Hence, we get the same approximation ratio as the budgeted maximum coverage problem. Moreover, since the budgeted maximum coverage can be described, by a simple reduction, as a special case of the budgeted facility location, the best we can hope for the budgeted facility location problem is the same approximation factor as the budgeted maximum coverage problem.
Maximizing Submodular Set Functions
Let U = {1, . . . , n}, let c u , u ∈ U be a set of nonnegative weights, and let B be a nonnegative budget. The problem of maximizing nondecreasing submodular set function with budget constraint is
where f (S) is a nonnegative nondecreasing submodular polynomially computable set function (a set function is submodular if [12] , and as this problem is a generalization of the budgeted maximum coverage (c u = 1, for all u ∈ U , and f (S) denotes the maximum weight that can be covered by the set S), this ratio is the best achievable.
Although this problem seems, at least from a natural perspective, to be closely related to BCPP, observe that set (covering) functions are not submodular, in general, when interference are involved. Consider, for example, an instance of BCPP in which I = {1, 2, 3} with w 1 = w 2 = 1 and w 3 = 1/4, a single client with d = 2 that can be satisfied by all base stations, and symmetric penalties p(1, 3) = p(2, 3) = 1/2, while p(1, 2) = 0. Taking S = {1}∪{3} and
, where f (S) is defined to be the maximum number of fully satisfied clients that can be covered by the set S of base stations.
Inapproximability
As mentioned earlier, the budgeted maximum coverage as well as budgeted unique coverage can be seen as special cases of BCPP. In both cases the approximation algorithms are based on the greedy technique of Khuller, Moss, and Naor [10] . This means picking at each step the most effective set until either no element is left to be covered or the budget limitation is exceeded. Combining this method with the enumeration technique yields the (1 − 1 e )-approximation algorithm of [10] .
Unfortunately, a natural attempt to adapt the ideas from [10] to the setting of BCPP fails, as stated by the next theorem.
Theorem 1. It is NP-hard to find a feasible solution to the budgeted cell planning problem.
Proof. The proof is via a reduction from the subset sum problem. Given an instance of the subset sum problem, i.e., a set of natural numbers A = {a 1 , a 2 , . . . , a n } and an additional natural number T = It is easy to see that the client is satisfied if and only if there exists S ⊆ A with i∈S a i = T . Since there is only a single client, any polynomial-time approximation algorithm must produce a full coverage, solving the subset sum problem in polynomial time.
The k4k-Budgeted Cell Planning Problem
In light of the above inapproximability result, we turn to define a restrictive version of BCPP which is general enough to cover all interesting practical cases. In order to do that, we use the fact that in general, the number of base stations in cellular networks is much smaller than the number of clients. Notice that when planning cellular networks, the notion of "clients" sometimes means mobile-clients and sometimes it represents the total traffic demand created by many mobile-clients at a given location. Our models support both forms of representations. Moreover, when there is a relatively large cluster of antennas in a given location, this cluster is usually addressed to meet the traffic requirements of a high-density area of clients. Thus for both interpretations of "clients" the number of satisfied clients is always much bigger than the number of base stations. Followed by the above discussion, we define the k4k-budgeted cell planning problem (k4k-BCPP) to be BCPP with the additional property that every set of k base stations can fully satisfy at least k clients, for every integer k (and we refer to this property as "k4k property").
In this section we show that this problem can be approximated within a factor of e−1 2e−1 of the optimum. First, we show that this problem remains hard. Theorem 2. The k4k-budgeted cell planning problem is NP-hard.
Proof. Via a reduction from the budgeted maximum coverage problem. Consider an instance of the budgeted maximum coverage problem, that is, a collection of subsets S = {S 1 , . . . , S m } with associated costs {c i } m i=1 over a domain of elements X = {x 1 , . . . , x n }, and a budget L.
We can construct an instance of k4k-BCPP such that an optimal solution to this problem gives an optimal solution to the budgeted maximum coverage problem. First, we construct a bipartite graph of elements vs. sets, derived from the budgeted maximum coverage instance: there is an edge (x i , S j ) if and only if element x i belongs to set S j . The instance of k4k-BCPP is as follows: the set of clients is {x 1 , . . . , x n } ∪ {y 1 , . . . , y m }, where each of the x j 's is of unit demand and each of the y r 's is of zero demand, the set of potential base stations is {S 1 , . . . , S m }, each of opening cost c i , a capacity w i = |S i |, and a set of admissible clients for covering S i ∪ {y 1 , . . . , y m }, for every i = 1, . . . , m, and j = 1, . . . , n, and a budget B = L, while no interference are assumed.
Clearly, a solution to k4k-BCPP is optimal if and only if the corresponding solution of the budgeted maximum coverage instance is optimal.
The Structure of BCPP Solutions
Our algorithm is based on a combinatorial characterization of the solution set to BCPP 3 (and in particular to k4k-BCPP ). The following lemma is a key component in the analysis of our approximation algorithm.
Lemma 1. Every solution to the k4k-budgeted cell planning problem can be transformed to a solution in which the number of clients that are covered by more than one base station is at most the number of opened base stations. Moreover, this transformation leaves the number of fully satisfied clients as well as the solution cost unchanged.
Proof. Consider a solution Δ = {I , J , x} to the k4k-BCPP , where I ⊆ I is the set of base stations selected for opening, J ⊆ J is the set of fully satisfied clients, x ij 's are the base station-client coverage rates, and J ⊆ J is the set of clients that are satisfied by more than one base station. Without loss of generality we may assume that every client has a demand greater than zero, since there is no need for "covering" clients with zero demand. We associate the weighted bipartite graph G Δ = (I ∪ J , E) with every such solution. In this graph, (i, j) ∈ E has weight w(i, j) = w i x ij if and only if x ij > 0, and w(i, j) = 0, otherwise. Two cases need to be considered:
1. If G Δ is acyclic then we are done (i.e., no transformation is needed); in this case |J | < |I |. To see this, let T be a forest obtained from G Δ by fixing an arbitrary base station vertex as the root (in each of the connected components of G Δ ) and trimming all client leaves. These leaves correspond to clients who are covered, in the solution, by a single base station. Since the height of the tree is even, the number of internal client-vertices is at most the number of base station-vertices, hence |J | < |I |. 2. Otherwise, we transform G Δ = (I ∪ J , E) into an acyclic bipartite graph G Δ = (I ∪ J , E ) using a cycle canceling algorithm. For simplicity, we first describe the following algorithm for the case that interference do not exist. Algorithm 1 [cycle canceling without interference]. As long as there are cycles in G Δ , pick a cycle C and let γ be the weight of a minimum-weight edge on this cycle. Take a minimum-weight edge on C and, starting from this edge, alternately, in clockwise order along the cycle, decrease and increase the weight of every edge by γ. It is easy to verify that at the end of the algorithm every client receives, and every base station supplies, the same amount of demand units as before. Moreover, the only changes here are the values of the x ij 's. Hence, Algorithm 1 preserves the number as well as the identity of the satisfied clients. Since at each iteration at least one edge is removed, G Δ is acyclic, thus yielding |J | < |I | as in the former case.
When interferences exist but Q(i, j) is independent on the x ij 's, we can still use Algorithm 1 to preserves the number as well as the identity of the satisfied clients. In this case change in the x ij 's does not affect the Q(i, j) of any client. However, when Q(i, j) is a function of the x ij 's this algorithm can no longer guarantee this. This is true because of the way the fully satisfied clients "use" base stations not on the cycle depends on the interference, and thus the modifications of the edge weights on the cycle are not enough. To overcome this problem we generalize the method of cycle canceling. Consider a cycle C = (v 1 , . . . , v k = v 1 ) in G Δ , such that odd vertices correspond to base stations. Let v i be any client-vertex in C. Now suppose the base station which corresponds to v i−1 increases its supply to v i by α units of demand. The basic idea of the generalization is to compute the exact number of demand units the base station which corresponds to v i+1 must subtract from its coverage, in order to preserve the satisfaction of that client, taking into account all the demand (with its interference) supplied by base station vertices which are outside the cycle.
Notice that increasing a certain w(v i , v i+1 ) does not necessary increase the supply to client v i . When interferences are considered, it could actually happen that increasing w(v i , v i+1 ) decreases the supply to v i (if the new interference penalties outweigh the increased supply). Similarly, decreasing some w(v i , v i+1 ) could actually increase the supply to v i . However, one can assume for optimal solutions that these cases do not occur (as the solution could be transformed into an equivalent solution where such edges have
To demonstrate the idea of canceling cycles when interferences exist let us assume, for simplicity, that there is only a single base station which is not on the cycle, denoted by v o , which participates in the coverage of client v i , and the interference model is assumed to be the one in (4). Then, the total contribution of base stations v i−1 , v i+1 , and v o to the coverage of client v i is, by (1),
Given that the supply of base station v i−1 to client v i is increased by α units of demand (i.e., w
where w is the updated weight function of the edges), base station v i+1 must decrease its supply to this client by β units of demand (i.e., w
to preserve the satisfaction of client v i (assuming v o 's supply remains the same). Then, the value of β can be computed via a solution to the following equation (in variable β),
Notice that our cycle canceling algorithms are used for the proof of existence and such computations are not necessary for the execution of our approximation algorithm. 
, with alternating signs which represent a shift in the demand supply of base stations to clients along the cycle. Start by setting y 1 = , representing an increase of to the demand supplied by the base-stationvertex v 1 to the client-vertex v 2 . This increase of supply may not all be credited to vertex v 2 due to interference, some of which are possibly due to base stations which are outside the cycle, which contribute to v 2 's satisfaction. Set y 2 to be the maximal decrease in the demand supplied by base-station-vertex v 3 to client-vertex v 2 , such that v 2 remains satisfied. This amount of demand is now "available" to base-station-vertex v 3 , hence we allow v 3 to supply this surplus to client-vertex v 4 . We continue in this manner along the cycle.
If, by repeating this procedure, we end up with |y k−1 | ≥ , then we say the cycle is -adjustable. Otherwise, redefine the values of
in a similar manner, but in reverse order, i.e., starting from y k−1 and ending with y 1 . However, it is easy to verify that at least one direction, the cycle is -adjustable, for some value of .
Let max be the largest value for which the cycle is adjustable, and consider its corresponding values of y i , i = 1, . . . , k−1. Note that the y i 's have alternating signs, and for any client-vertex v i , y i = −y i−1 . Define the quotients z i = d i /y i for every i = 1, . . . , k − 1, and let z min = min zi<0 |z i |. Now increase the amount of demand supplied on every edge on the cycle to be w (v i , v i+1 ) = y i · z min , where w is the updated weight function of the edges, as before. Two important invariants are maintained throughout our cycle-canceling procedure. The first is that w (i, j) ≥ 0 for every edge (i, j) of the cycle. The second is that there exists at least one edge e = (i, j) on the cycle for which w (i, j) = 0. Therefore Algorithm 2 preserves the number and the identity of the satisfied clients and G Δ is also a solution. Since at each iteration at least one edge is removed, G Δ is acyclic and |J | < |I | as before.
An
e−1 2e−1
-Approximation Algorithm
We are now ready to present a e−1 2e−1 -approximation algorithm for k4k-BCPP . We combine ideas from [10] together with our characterization of the optimal solution set of k4k-BCPP . Throughout this section we use the following notation. Let N i be the maximum number of clients that can be covered by a single base station i (i.e., without allowing simultaneously covering of a client), i = 1, 2, . . . , m. Let N (I ) denote the total number of clients that can be covered by I in such a way that each client is covered by a single base station, and let N i denote the maximum number of clients that can be covered by a single base station i, but not covered by any other base stations in I . Finally, we denote by J i the set of clients that are fully satisfied by base station i. Without loss of generality we may assume that the opening cost of any base station does not exceed B, since base stations of cost greater than B do not belong to any feasible solution.
We first observe that the greedy algorithm that opens at each step a base station maximizing the ratio Our algorithm comprises of two phases. In the first phase, the algorithm computes the maximum number of base stations having a total opening cost less than or equal to B. Since our instances are "k4k", this is a lower bound on the optimal solution of k4k-BCPP . Furthermore, it can be computed in linear-time by picking base stations in non-decreasing order of their opening cost. Another set of candidate solutions concentrates, in the second phase, on the number of clients that can be fully satisfied by a single base station. This is also a lower bound on the optimal solution and it is computed as the best of two possible candidates (in a similar way to [10] ). For a fixed integer ≥ 3, the first candidate consists of all subsets of I of cardinality less than which have cost at most B, while the second one enumerates all feasible solutions of cardinality having cost at most B, and then completes each subset to a candidate solution using the greedy algorithm. Based on both phases the algorithm outputs the candidate solution having the maximum number of satisfied clients.
The problem of computing the optimal value of N (S), for a given set of base stations, S, is NP-hard. In fact, this problem is a generalization of the budgeted maximum coverage problem containing capacities as well as nonuniform demands. Fortunately, a straightforward extension of [10] gives a (1− 1 e )-approximation algorithm for this generalization. Proof. Letñ be the solution obtained by Algorithm 3, and let n * be the maximum number of satisfied clients as obtained by the optimal solution. In the latter, n * 1 denotes the number of clients that are satisfied by a single base station, and n * 2 is the number of clients satisfied by more than one base station. Finally, we denotes I * to be the set of base stations opened (by the optimal solution) for satisfying these n * = n * 1 + n * 2 clients. Now, ifn 1 denotes the maximum number of clients that can be satisfied by a single base station thenn 1 ≥ n * 1 . Since computingn 1 is done using the extension of the algorithm of [10] , we havẽ
Combining the above discussion, gives
where inequality (7) follows from the fact that every set of k opened base stations can satisfy at least k clients (as used by the first candidate of our algorithm), inequality (8) is based on (5), and inequality (9) follows from Lemma 1. In this linear program constraints (11) ensures that every client will be fully satisfied (notice that Q(i, j) is the same as in (3) without the need to open base stations), while constraints (12) maintains the capacity bounds for the base stations.
Conclusions and Future Work
In this paper we present a theoretical study of the budgeted cell planning, a central complex optimization problem in planning of cellular networks. As far as we know, no performance guarantee was given so far to this problem. We show that although this problem is NP-hard to approximate, we can still cover all practical scenarios by adopting a very practical assumption, called the k4k-property, satisfied by every real cellular network, and we give a fully combinatorial e−1 2e−1 -approximation algorithm for this problem. We believe that taking capacities, non-uniform demands, and interference into considerations makes a significant step towards making approximation algorithms a key ingredient in practical solutions to many planning and covering problems in cellular networks.
An interesting open problem that is closely related to BCPP is the all-ornothing demand maximization problem. In this problem we are given a set I = {1, 2, . . . , m} of base stations that are already opened, a set J = {1, 2, . . . , n} of clients. Each base station i ∈ I has capacity w i , and every client j ∈ J has a profit p j and a demand d j which is allowed to be simultaneously satisfied by more than one base station. Each base station i has a coverage area represented by a set S i ⊆ J of clients admissible to be covered (or satisfied) by it. Let P be an m × m × n matrix of interference for satisfying a client by several base stations, as in BCPP. The all-or-nothing demands maximization problem asks for a maximum-profit subset J ⊆ J of clients that can be fully satisfied by I. As one can noticed, this problem is a special case of BCPP by taking c i = 0, and p j = 1, for every i ∈ I, j ∈ J.
