Abstract. The problem of understanding the L 4 -norm of a Hecke cusp form has made strides through the use of L-functions. In the case of dihedral Maass forms of large Laplacian eigenvalue, the best possible upper bound for the L 4 -norm is known by obtaining an optimal upper bound for a mean value of triple product L-functions. We study a mean value of L-functions with similar shape, and obtain an asymptotic for it with a power saving error term.
Introduction
The Random Wave Conjecture [2, 13, 14] offers a remarkable connection between number theory and quantum chaos. It states for Γ 0 (d)\H that any Hecke Maass form f with large Laplacian eigenvalue λ f should have Gaussian moments (and therefore behave like a random wave). More precisely in the case of the fourth moment, it is conjectured that with the normalization [22] provided an elegant proof of the same upper bound in the case that d is a discriminant and f ψ is the dihedral form associated to a Grossencharacter ψ of modulus 1 for Q( √ d). One would naturally be interested in going past this upper bound and obtaining an asymptotic for the L 4 -norm. As Luo explains, for dihedral forms the left hand side of (1.2) is related, via identities of Watson [27] and Ichino [15] , to a mean of central values of L-functions having the shape
where {u j : j ≥ 1} is an orthonormal basis of Hecke-Maass cusp forms for Γ 0 (d) with trivial nebentypus and Laplacian eigenvalue 2 . Here, T f ψ 2 is necessarily real and we ignore any imaginary values of t j as they would be bounded.
The sum in (1.3) may be divided into three ranges: the range (T f ψ 2 ) 1−ǫ < t j < T f ψ 2 − (T f ψ 2 ) 1−ǫ , which is expected to yield the main term corresponding to the Random Wave Conjecture and the ranges T f ψ 2 − (T f ψ 2 ) 1−ǫ < t j < T f ψ 2 and t j < (T f ψ 2 ) 1−ǫ , on which the sum is expected to tend to 0 on the Lindelöf hypothesis.
The goal of this paper is to develop techniques which may be helpful in proving an asymptotic for (1.3). We prove an asymptotic for a mean value which is similar to (1.3) in the range (T f ψ 2 ) 1−ǫ < t j < T f ψ 2 − (T f ψ 2 ) 1−ǫ , where the normalization factor in the sum (1.3) is of size about (T f ψ 2 ) −2 . 
where C is a constant given in section 6. 2 , u j × f ). The latter problem seems to be very difficult because were an asymptotic with a power saving known, one could presumably use an amplifier to obtain a subconvex bound for L(
T , say. Thus Theorem 1.1 seems a reasonable compromise.
Sketch
We give a very rough sketch to indicate the main ideas of the proof of Theorem 1.1. The notation is defined in the next section.
Using approximate functional equations, we write the left hand side of (1.4) as
Here we use approximate functional equations for L(
The next step is to apply the Kuznetsov trace formula, and we must show that the off-diagonal part is bounded by a negative power of T . It is easily seen that the contribution of the shorter sum over n in (2.1) is small, so that we are left to bound the other part of the off-diagonal:
The Bessel transform is evaluated, and we get 1
Ignoring the fixed character χ d for the purposes of this sketch, Poisson summation in n and m mod c gives us roughly 1 T 2
We consider the case ℓ 1 = ℓ 2 = 1 and evaluate the exponential sum, getting
Now Voronoi summation gives us
We use Kuznetsov's formula to express the innermost sum of Kloosterman sums in terms of automorphic forms. This reduces the proof to bounding by a negative power of T the sum
where g is a Hecke Maass cusp form with Laplacian eigenvalue bounded by T ǫ , since c ≍ √ q in (2.6). The required estimate follows from a subconvex bound for L(
Preliminaries
Convention. Throughout the paper, ǫ > 0 denotes a small parameter which may be chosen to be as small as we like, but does not denote the same one from one occurrence to another. All implicit constants may depend on ǫ and d.
3.1. L-functions. Let λ j (n) and λ f (n) denote the (real) eigenvalues of the n-th Hecke operator corresponding to u j and f respectively, where we write λ j (−n) = λ j (n) for u j even and λ j (−n) = −λ j (n) for u j odd. The eigenvalues satisfy the multiplicative relations
where the sums above run over positive divisors only, the average bound
and the individual bound λ j (n) ≪ n 7 64 +ǫ of Kim-Sarnak [20] . At the infinite place, the RamanujanPetersson conjecture is known to be true: that is, t j is real.
We have the L-functions
for ℜ(s) > 1 with analytic continuation to entire functions on the whole complex plane. Let Γ R (s) = π 
For u j odd we have the functional equation
All of these may be found in [10, chapters 3 and 7] .
Also define
These are the Hecke eigenvalues corresponding to the Eisenstein series. Note that λ(n, t) satisfies the same Hecke relations (3.1). For ℜ(s) > 1 we have
These identities can be seen by comparing Euler factors on both sides, as in [21, section 3].
Approximate functional equations.
Lemma 3.1. For some parameter 0 < β < 1 100 to be fixed later, let
For u j even, we have that
Proof. These follow in a standard way from [18, Theorem 5.3] and the functional equations (3.6-3.7), but (3.18) requires some explanation. We start with the approximate functional equation
where κ j = 0 or 1 as u j is even or odd. By Stirling's approximation,
On the critical line, we will need the following approximate functional equations.
Keeping with the notation of Lemma 3.1, we have |ζ(
Proof. These follow by (3.11-3.13), [18, Theorem 5.3] , and the functional equations of the relevant L-functions. and, for d|c,
where e(x) = e 2πix , the sum is restricted primitive residue classes andāa ≡ 1 mod c. We recall Kuznetsov's trace formula. The spectral side of this formula is usually written in terms of the Fourier coefficients of an orthonormal basis of cusp forms, but we write it in terms of Hecke eigenvalues, using the relationship
The calculation for (3.30) may be found in [4, section 3] . Let
We have −2−θ on that strip, for some θ > 0. Then for n, m > 0,
where δ n,m is 1 if n = m and 0 otherwise, δ −n,m is always 0, and
We will also need Kuznetsov's formula from the geometric side to the spectral side, written in terms of Hecke eigenvalues again. Let 
denote the eigenvalue of the n-th Hecke operator corresponding to g.
be first Fourier coefficient of g as defined in [5, Section 2.1.3], a normalization factor to go between the Fourier coefficients and the Hecke eigevalues λ g (n). We will need the bounds (see [12, Section 2.6] ; note the slightly different definition of ρ g (1) given there for holomorphic forms):
Let E v (z, s) denote the Eisenstein series associated with the singular cusp 1 v , for v|d. Its n-th Fourier coefficient can be written in terms of
, with a go between factor ρ v (1) that satisfies the same bound as above:
These facts can be found in [8, sections 6 and 7] . 
For positive integers q and ℓ, we have
Suppose that Φ is a smooth function compactly supported on (T −ǫ , T ǫ ), with derivatives satisfying
n . Then we note that the sums in (3.40) may effectively be restricted to k < T ǫ , |t g | < T ǫ and |t| < T ǫ , as the contribution of the larger parameters is less than T −100 , say. For the holomorphic forms, this may be seen by the bound [11, 8.402 ]
valid for x ∈ (T −ǫ , T ǫ ) and k > T 3ǫ . For the Maass forms and Eisenstein series, this may be seen by repeatedly integrating by parts the integral in (3.38) after applying the power series expansion [11, 8.402 ]
. Similarly, the sums in (3.41) may be restricted to |t g | < T ǫ and |t| < T ǫ . When |k g |, |t g |, |t| < T ǫ and T −ǫ < x < T ǫ , we have that
by [11, 8. 3.4. Subconvexity. We record the following subconvex bounds, for some ∆ > 0:
where |t| < T ǫ . These bounds may be found in [23, Theorems 1.1 and 1.2]. It follows in a standard way, using Perron's formula, that for some ∆ > 0 we have
This follows by comparing Euler products on both sides, as in (3.11-3.13). Thus
whereφ is the Mellin transform of φ and
3.7. Averages of Bessel functions. Lemma 3.7. We have that
for any x > 0 and any smooth even function h, compactly supported on (
n for some 0 < α < 
So the left hand side of (3.54) equals
We may replace tanh πt by 1, with an admissible error since tanh πt = 1 + O(e −t ). Then by integrating by parts several times the t-integral, we see that the contribution of |u| > T −1+2α is less than T −100 , say. For |u| ≤ T −1+2α , we take the Taylor expansion of cosh πu. Following these steps, we see that (3.56) equals
we have that (3.57) equals
Repeated integration by parts shows that the integral above is less than T −100 , say, if x < T 2−3α .
Lemma 3.8. We have that
where H(y) = yh(y), for any x > 0 and any smooth even function h, compactly supported on
n for some 0 < α < Integrating by parts several times the t-integral shows that the contribution of |u| > T −1+2α is less than T −100 . For |u| ≤ T −1+2α , we take the Taylor expansion of sinh πu, getting that (3.63) equals
We may replace tanh πt by 1, with an admissible error since tanh πt = 1 + O(e −t ). Then by Fourier inversion, the main term equals
By taking η small enough, we have that W 1 (t)W 2 (t) is less than T −100 unless
We have that the left hand side of (1.4) equals
.
The second sum above is essentially restricted to {t j < T 1−η } ∪ {T − T 1−η < t j < T + T 1−η }. So by Cauchy-Schwarz, (3.19), (3.21) and Lemma 3.5, the second sum is less than a negative power of T . It suffices therefore to give an asymptotic for
In the range (3.68), we have by Stirling's approximation that Let Z be any smooth, even function compactly supported on
with derivatives satisfying
Applying the trace formula
By Lemma 3.1, we have that (3.71) equals
The error term here arises from the error term of (3.18) . It can easily be bounded by T Using (3.1), we have that the main term of (4.1) equals
Now applying Lemma 3.3, for each sign ±, with
we have that (4.2) can be divided into three parts: The diagonal part with r = nm,
an off-diagonal part with Kloosterman sums,
S(±nm, r; c) c
and an Eisenstein series part,
The diagonal part gives the main contribution, and we will bound the other two parts by a negative power of T .
The Eisenstein series
Reversing the step where we combined the Hecke eigenvalues at m and n, the Eisenstein series part (4.6) is
By Lemma 3.2, this equals
Now applying the bound (see [18, chapter 5] ),
and the subconvex bounds (see [18, chapter 8] 
The diagonal
Using (3.1) and (3.72-3.73), the diagonal (4.4) equals
We shift each line of integration back to ℜ(s i ) = − 1 2 + ǫ, picking up poles at s i = 0. The residue at s 1 = s 2 = s 3 = 0 gives the main term, and the three terms involving integrals over the shifted contours may be bounded by a negative power of T using subconvexity results as follows. Consider the result of the first shift to ℜ(s 1 ) = − 1 2 + ǫ. Trivially bounding the short s i -integrals, it is sufficient to bound
where we have set y i = ℑ(s i ), and the supremum is taken over all y i ∈ (−T ǫ , T ǫ ). Since the t-integral is bounded by T 3 2 +ǫ , we have by the subconvex estimate (3.46), which holds a fortiori to the right of 1 2 , that (6.2) is less than a negative power of T if β < 2∆. The other two error terms are similar. The first two residues in s 1 and s 2 are from the simple poles of (s 1 s 2 ) −1 , but the final residue at s 3 = 0 requires some additional work due to the double pole of s . The result of the final shift is
The residue evaluates to
where we define
Thus we arrive at the main term,
Recall that on the intervals (0,
is negligible. On the remaining ranges, the hyperbolic tangent in d * t may be replaced by 1 up to admissible error. Making the substitution t → T √ t, we get that (6.6) equals
where
, we apply the bounds W 2 (T √ t) ∈ (0, 1), and outside this range, W 2 is very close to 1, so (6.7) equals (6.10) where
This last integral may be evaluated using the exponential integral function [1, Ch 5, see p228, footnote 3],
Now from the second integral representation above, the exponential integral function satisfies the asymptotic Ei(x) = log |x| + γ + O(x), for |x| < 1, and this gives the main term in Theorem 1.1 with (6.14) 7. The off-diagonal: shorter sum
We consider the shorter sum in the off-diagonal (4.5):
It suffices to restrict the t-integral above to (3.68). It also suffices to treat the leading terms of (3.14-3.17) as the lower order terms are similar, and the part of the sum with k=1 as the terms with k > 1 are similar. Thus we must bound by a negative power of T the sum
We apply Lemma 3.7. The main term of (3.54) is less than T −100 unless
We now fix β = 7η, so that (7.3) is impossible for a positive integer c when T is large enough. Thus only the error term of Lemma 3.7 contributes to (7.2), and this contribution is less than T −1+12η .
The function Z restricts the sum to 
Writing S(−a 1 a 2 , r, cd) = * a3 mod cd e −a 1 a 2 a 3 + ra 3 cd , (8. 8) we have that a1,a2 mod cd Thus by (8.4) and (8.5) we may assume that (8.12) This implies that if ℓ 1 and ℓ 2 are non-zero then they are both less than T ǫ , so that our notation is suggestive in suppressing the dependence of φ on ℓ 1 and ℓ 2 . If ℓ 1 = 0 then χ d (ℓ 1 ) = 0 and (8.10) vanishes. In section 8.0.4 we show that the contribution to (8.10) of the terms with ℓ 2 = 0 is small. Hence we assume that ℓ 1 ℓ 2 = 0, so that it suffices to bound by a negative power of T the sum
We must have by (8.11) that N < cT ǫ and M < cT ǫ . This implies by (8.4) and (8.5) that we must have
Note that in these ranges we have
Here we used (8.12) and (8.14) to see that in the exponential factor e
Case II. Suppose that (c, d) = 1. Then by Poisson summation in n modulo c and m modulo cd, we get that (8.3) is bounded by
By the Chinese Remainder Theorem, we have that by integration by parts. In this range, by Stirling's approximation we have that
while G − (s) has a similar expression, but of lower order. With this observation, by moving the integral in (8.20) far to the right or left, without crossing any poles as we restrict to |ℑ(s)| < T ǫ , we find that we can restrict the q-sum to
, or equivalently by (8.14) , to
Thus to treat (8.13) after Voronoi summation, it suffices to bound by a negative power of T the sum
where Φ(y) = X(y)
and X is any smooth compactly supported function on (T −ǫ , T ǫ ) whose derivatives are bounded by powers of T ǫ . By (8.14) and (8.22) , this is equivalent to bounding by a negative power of T the sum
By (8.14) and (8.22), we have that
When Voronoi summation is applied to (8.19) , we obtain the exponential sum χ d (cℓ 2 )S(q, dℓ 1 ℓ 2 , c). by the argument in the next paragraph. Thus in this case Voronoi summation leads to an expression similar to (8.25) . We therefore show the details of the rest of the proof for only (8.25) .
Before moving on, we prove (8.28 
