Abstract-We present and prove the correctness of an efficient algorithm that provides a basis for all solutions of a key equation in order to decode Gabidulin (G-) codes up to a given radius τ . This algorithm is based on a symbolic equivalent of the Euclidean Algorithm (EA) and can be applied for decoding of G-codes beyond half the minimum rank distance. If the key equation has a unique solution, our algorithm reduces to Gabidulin's decoding algorithm up to half the minimum distance. If the solution is not unique, we provide a basis for all solutions of the key equation. Our algorithm has time complexity O(τ 2 ) and is a generalization of the modified EA by Bossert and Bezzateev for Reed-Solomon codes.
I. INTRODUCTION
A special class of rank-metric codes was introduced by Delsarte [1] , Gabidulin [2] and Roth [3] . These codes are also called Gabidulin (G-) codes. Kötter and Kschischang recently constructed network codes based on G-codes [4] .
In [2] , Gabidulin presented an algorithm for decoding Gcodes up to half the minimum (rank) distance with a symbolic equivalent of the Euclidean Algorithm (EA). Paramonov and Tretjakov [5] and independently Richter and Plass [6] , [7] gave a generalization of the Berlekamp-Massey Algorithm (BMA) for decoding of G-codes up to half the minimum distance. This algorithm was proved and extended by Sidorenko et al. in [8] . This generalization of the BMA yields a basis for all solutions of the key equation for decoding of G-codes up to a given radius, if there is no unique solution.
In this paper, we present an algorithm that provides a basis for all solutions of the key equation using the symbolic equivalent of the EA. Our algorithm is a generalization of the Bossert-Bezzateev Algorithm (BBA) from [9] . The BBA was applied for decoding of interleaved Reed-Solomon (RS) codes beyond half the minimum distance using the EA. This paper is organized as follows: In Section II, we give the required definitions and state the problem. Section III provides the algorithm and in Section IV, we prove the correctness of the algorithm. The paper ends with a conclusion in Section V.
II. DEFINITIONS AND PROBLEM FORMULATION A. Linearized Polynomials
G-codes are defined by means of linearized polynomials (see e.g. [10] ). Let q be a power of a prime and let us denote the Frobenius q-power by:
A linearized polynomial over F q m is a polynomial of the form
An important property of linearized polynomials for all a, b ∈ F q m and all β 1 , β 2 ∈ F q is:
Consequently, any linear combination of roots of a linearized polynomial L(x) is also a root of L(x). Let F (x) and G(x) be linearized polynomials over F q m . The symbolic product of F (x) and G(x) is:
If
The symbolic product satisfies associativity and distributivity, but in general it is non-commutative, i.e.:
for some linearized polynomial F (x). These operations convert the set of all linearized polynomials into a non-commutative ring with the identity element
The right symbolic greatest common divisor (rsgcd) is calculated by the following recursion:
. . .
where
Let U i (x) and V i (x) be polynomials, which can be calculated recursively:
with
, V 0 (x) = 0. By means of these polynomials, we can write each remainder as a combination of the input polynomials A(x) and B(x):
An important property of the polynomials from the SEEA is:
The proof of (8) is similar to the proof for the usual EA [11] .
B. Gabidulin Codes and Their Key Equation
A G-codeword is a vector c ∈ F n q m , where n is the codeword length:
This vector can be mapped on an m × n matrix C with entries from F q . The rank norm rank q (c) is the rank of C over F q . For n ≤ m, a linear (n, k) G-code over F q m is defined by its (n − k) × n parity check matrix H (see [2] ):
where h 1 , . . . , h n ∈ F q m are linearly independent over F q .
The minimum rank distance d of the code G is defined by:
and is d = n − k + 1.
The transmitted codeword c is corrupted by an additive error e with e i ∈ F q m of rank q (e) = t:
where r is the received vector with r i ∈ F q m . We use a t × n matrix Y of rank t with elements from F q to write:
with E 1 , E 2 , . . . , E t from F q m are linearly independent over F q . The syndrome s is calculated by:
and can also be represented as a linearized polynomial:
The most important part of decoding G-codes is solving the following key equation in order to find an error span polynomial Λ(x) and an auxiliary polynomial Ω(x). Λ(x) contains all linear combinations of E 1 , E 2 , . . . , E t (13) as roots.
Theorem 1 [2] Let the syndrome S(x) and the minimum distance d be known, then the key equation for G-codes is:
where Ω(x) and Λ(x) are linearized polynomials with the degree constraints:
In this paper, we restrict ourselves to solving the key equation.
The decoding procedure afterwards can be done as explained e.g. in [2] . In the following, let τ denote the decoding radius.
C. Solving the Key Equation up to Half the Minimum Distance
Gabidulin presented in [2] a method to solve the key equation using the SEEA if
. The Gabidulin algorithm is similar to the algorithm by Sugiyama et al. for RS codes [11] and is shown in Algorithm 1. In this procedure, the SEEA runs with the input polynomials
and R 0 (x) = S(x) (Lines 1-5) until the degree constraints of Line 6 are fulfilled. Line 8 yields the solution to the key equation, where a ∈ F q m is an arbitrary constant factor. Often, a is chosen such that Λ(x) is monic. Similar as for RS codes, it can be shown that the polynomials Λ(x) and Ω(x) are unique except for the constant factor a.
Algorithm 1: Solving the Key Equation if
Calculate Q i (x) and R i (x) such that:
Note that a proper Λ(x) has q-degree t λ = deg q Λ(x) ≤ τ and contains all linear combinations of t λ linearly independent elements from F q m as roots. In practice, if Algorithm 1 fails, decoding can be done with our algorithm that we provide in Section III.
D. Problem Formulation
The problem of finding all solutions of the key equation if
can be formulated as follows. 
Problem 1 Let an integer τ , with
such that the key equation (16) is fulfilled.
We want to solve this problem using the SEEA in an efficient way. The restriction rank q (e) ≤ τ means that we limit the decoding radius to τ . We introduce τ 0 :
Of course, the key equation (16) 
In the following, we give an efficient algorithm to solve Problem 1 that has complexity O(τ 2 ). The main results of our paper are Algorithm 2 and Theorem 2.
III. THE ALGORITHM FOR SOLVING THE KEY EQUATION
In this section, we give an efficient algorithm (Algorithm 2) based on the SEEA which solves Problem 1 with complexity O(τ 2 ). We explain the different steps of Algorithm 2 in this section and give the proofs in Section IV.
Algorithm 2: Basis for all Solutions if
Calculate Δ I , P I using (24), (25) and R 0 (x) = S(x). In each step i, the SEEA returns the remainder R i (x) and the polynomial U i (x) (6). This corresponds to Lines 1 until 5 of Algorithm 2.
The q-degree of the remainder R i (x) is decreasing in every step, but not necessarily by one. Equivalently, the q-degree of U i (x) is increasing in every step of the SEEA, but also not necessarily by one. Hence,
The missing degrees are then filled up as given in Lines 6 until 9 of Algorithm 2. This definition assures that there exist polynomials
This is shown in Lemma 1.
Lemma 1 There exist polynomials of each degree from
Now, consider the case when some degrees have to be filled up in Lines 6 until 9. Assume, that the q-degree of the (i−1)th remainder decreases by more than one, i.e.:
, we know using Line 4 from Algorithm 2:
With the calculation of U i (x) (Line 5), we obtain:
Hence, if the degree of the remainders decreases by δ in step i, then the degree of U i+1 (x) increases by δ in step i + 1. If we multiply R i (x) symbolically from the left with x [1] and do this (δ − 1) times, we fill up the δ − 1 missing degrees of the remainders. The same holds for the U i (x).
Due to (8) , the q-degree of the last calculated U i (x) is d − 2 and the q-degree of the last remainder is 0. Thus, all degrees from 0 to d − 2 exist in the sets {Δ i (x)} and {P i (x)}.
If polynomials have different q-degrees, they are linearly independent. This becomes clear, if we write the coefficients of the polynomials as vectors. Consequently, with Lemma 1, the polynomials {Δ i (x)} and {P i (x)} are linearly independent. Figure 1 shows an example how the gaps are filled up. The upper half of this figure shows the q-degrees of R i (x), U i (x) and the lower half the q-degrees of P i (x), Δ i (x). For example, there is a q-degree difference of 2 between R 1 (x) and R 2 (x). Consequently, in the third step,
The lower half of the picture shows that after filling up these q-degrees, all q-degrees from 0 to d − 2 exist.
Subsequently, we define a subset of these polynomials (Line 11 of Algorithm 2):
In Lemma 2, we show that the set I determines 2τ 0 + 1 pairs of polynomials {Δ i (x), P i (x)}, which we denote by:
The following linear combinations of polynomials provide all solutions of Problem 1 (see Theorem 2): 
IV. PROOF OF THE CORRECTNESS OF THE ALGORITHM
In order to prove that Algorithm 2 solves Problem 1, we show with Lemmas 1 and 2 that each of the sets Δ I and P I consists of 2τ 0 + 1 linearly independent polynomials. Afterwards, we prove that the linear combinations from (26) fulfill the key equation (Lemma 3) and that they give all solutions of Problem 1 (Theorem 2). Lemma 4 gives some properties that we need for the proof of Theorem 2.
Lemma 2 The set
The remainder R m (x) with deg q R m (x) = τ − 1 determines the smallest i in the set I as deg q R i (x) is decreasing with increasing i. The polynomial U n (x) with deg q U n (x) = τ determines the largest i as deg q U i (x) is increasing with i. If deg q U n (x) = τ , we know with (27) that deg q R n (x) = d − 2 − τ . Hence, with (19):
If some degrees have to be filled up, we know from Lemma 1 that the sets contain all degrees. Therefore, the number of polynomials in I does not change, only the elements change and the cardinality is also 2τ 0 + 1. Proof: For each R i (x) and U i (x), the following holds:
hence every polynomial that is a direct output of the SEEA satisfies the key equation. For the polynomials that are filled up as in Algorithm 2, we obtain:
where k is the number of missing degrees between i and the current q-degree j = i + k. This is equivalent to:
Calculating the linear combinations from (26), we obtain due to the distributivity of the symbolic product:
which satisfies the key equation (16). Due to the definition of I from (24), also the degree constraints from (18) are fulfilled. Now, we rewrite the key equation (16) in order to prove that the linear combinations (26), provide all solutions of the key equation. Λ(x) is a linearized polynomial with q-degree τ and hence has τ + 1 unknown coefficients. Therefore, We have to check if these equations are linearly independent in order to know how many coefficients are fixed. If we rewrite this linear system of equations in matrix form, we obtain: Proof: In the following, we show that only 2τ 0 + 1 coefficients of Λ(x) can be chosen arbitrarily, if (16) has to be fulfilled. Hence, the set of (q m ) 2τ0+1 different linear combinations from (26) constitutes the set of all possible Λ(x).
With (33), some coefficients of Λ(x) are fixed. Lemma 4 shows that rank(S) = min{d − 1 − τ, t = rank q (e)}.
If rank(S) < d − τ − 1, then rank(S) = rank q (e) < d − τ − 1. We assume in the theorem τ > d− 1 2 , hence this is equivalent to rank q (e) < The proof of Theorem 2 is one of the main results of this paper as it can be done in a similar way for RS codes. This proof is more descriptively than the proof given in [9] for RS codes.
V. CONCLUSION In this paper, we have presented an efficient algorithm that provides a basis for all solutions of the key equation for decoding of G-codes up to a certain radius τ . This algorithm requires O(τ 2 ) operations in F q m and can be applied for decoding of G-codes beyond half the minimum rank distance. Our algorithm is based on a symbolic equivalent of the EA and is a generalization of the BBA.
