Abstract. A new limit on the possible cosmological variation of the proton-to-electron mass ratio µ = mp/me is estimated by measuring wavelengths of H2 lines of Lyman and Werner bands from two absorption systems at z abs = 2.5947 and 3.0249 in the spectra of quasars Q 0405−443 and Q 0347−383, respectively. Data are of the highest spectral resolution (R = 53000) and S/N ratio (30÷70) for this kind of study. We search for any correlation between zi, the redshift of observed lines, determined using laboratory wavelengths as references, and Ki, the sensitivity coefficient of the lines to a change of µ, that could be interpreted as a variation of µ over the corresponding cosmological time. We use two sets of laboratory wavelengths, the first one, Set (A) (Abgrall et al. 1993) , based on experimental determination of energy levels and the second one, Set (P) (Philip et al. 2004 ), based on new laboratory measurements of some individual rest-wavelengths. We find ∆µ/µ = (3.05±0.75)×10
Introduction
Contemporary theories of fundamental interactions (Strings/M-theory and others) predict some variation of the fundamental physical constants in the course of the evolution of the Universe. Most of the predictions of such theories lie in the energy range inaccessible to current experiments (E ∼ 10 19 GeV). However, at lower energy, variations of the fundamental constants, in principle, could be a possible observational manifestations of these theories. It is therefore important to constrain these variations as a step toward a better understanding of Nature.
Send offprint requests to: A. Ivanchik A considerable amount of interest in the possibility of time variations of fundamental constants has been generated by recent observations of quasar absorption systems. Using a new method, the so-called Many-Multiplet analysis Dzuba et al., 1999) , Murphy et al. (2003) have claimed that the fine structure constant, α = e 2 /hc, could have varied over the redshift range 0.2 < z < 3.7 with the amplitude ∆α/α = (−0.543 ± 0.116) × 10 −5 . However, a stringent upper limit on the variation of α has been obtained from a large sample of UVES data, ∆α/α = (−0.06 ± 0.06) × 10 −5 over 0.4 < z < 2.3 ). In addition, Quast et al. (2004) derived ∆α/α = (−0.04 ± 0.19 ± 0.27) × 10 −5 from an analysis of one system at z abs = 1.15.
One way to solve the controversy is to constrain other fundamental constants. Different theoretical models of the fundamental physical interactions predict different variations of their values and different relations between cosmological deviations of the constants (α, µ, and others, see Calmet & Fritzsch 2002 , Langacker et al., 2002 , Olive et al. 2002 , Dent & Fairbairn 2003 . Therefore, it is crucial to couple measurements of different dimensionless fundamental constants.
2. The proton-to-electron mass ratio µ = m p /m e Here we use QSO absorption lines to constrain ∆µ/µ with ∆µ = µ−µ 0 , where µ is the proton-to-electron mass ratio at the epoch of the QSO absorption spectrum formation and µ 0 is its contemporary value.
In the framework of unified theories (e.g. SUSY GUT) with a common origin of the gauge fields, variations of the gauge coupling α GUT at the unified scale (∼ 10 16 GeV) will induce variations of all the gauge couplings in the low energy limit, α i = f i (α GUT , E), and provide a relation ∆µ/µ ≃ R∆α/α, where R is a model dependent parameter and |R| < ∼ 50 (e.g. Dine et al., 2003 and references therein) . Thus, independent estimates of ∆α/α and ∆µ/µ could constrain the mass formation mechanisms in the context of unified theories.
At present the proton-to-electron mass ratio has been measured with a relative accuracy of 2 × 10 −9 and equals µ 0 = 1836.15267261(85) (Mohr & Taylor, 2000) . Laboratory metrological measurements rule out considerable variation of µ on a short time scale but do not exclude its changes over the cosmological scale, ∼ 10 10 years. Moreover, one can not reject the possibility that µ (as well as other constants) could be different in widely separated regions of the Universe.
The method used here to constrain the possible variations of µ was proposed by Varshalovich and Levshakov (1993) . It is based on the fact that wavelengths of electronvibro-rotational lines depend on the reduced mass of the molecule, with the dependence being different for different transitions. It enables us to distinguish the cosmological redshift of a line from the shift caused by a possible variation of µ.
Thus, the measured wavelength λ i of a line formed in the absorption system at the redshift z abs can be written as
where λ 0 i is the laboratory (vacuum) wavelength of the transition, and K i = d ln λ 0 i /d ln µ is the sensitivity coefficient calculated for the Lyman and Werner bands of molecular hydrogen in work (Varshalovich and Potekhin, 1995) . This expression can be represented in terms of the individual line redshift
where b = (1 + z abs )∆µ/µ. Note, in case of nonzero ∆µ/µ, z abs is not equal to the standard mean value z = (Σ z i )/N .
In reality, z i is measured with some uncertainty which is caused by statistical errors of the astronomical measurements λ i , by errors of the laboratory measurements of λ 0 i , and by possible systematic errors. Nevertheless, if ∆µ/µ is nonzero, there must be a correlation between z i and K i values. Thus, a linear regression analysis of these quantities yields z abs and b (as well as their statistical significance), consequently an estimate of ∆µ/µ.
Previous studies have already yielded tight upper limits on µ-variations, |∆µ/µ| < 7 × 10 −4 (Cowie & Songaila, 1995) , |∆µ/µ| < 2 × 10 −4 (Potekhin et al., 1998) , |∆µ/µ| < 5.7 × 10 −5 (Levshakov et al., 2002a) , and ∆µ/µ = (3.0 ± 2.4) × 10 −5 (Ivanchik et al., 2003) . Using new laboratory measurements of H 2 wavelengths (Philip et al., 2004) and previous qso data, found ∆µ/µ = (−0.5 ± 1.8) × 10 −5 .
Observations
We The slit was 0.8 arcsec wide resulting in a resolution of R ∼ 53000 over the wavelength range 3290-4515Å. Thorium-Argon calibration data were taken with different slit widths (from 0.8 to 1.4 arcsec) before and after each exposure and data reduction was performed using these different calibration settings to ensure accurate wavelength calibration. Spectra were extracted using procedures implemented in MIDAS, the ESO data reduction package. The reduction is particularly robust as only one CCD is used for the observations (setting #390). We have extracted the lamp spectra in the same way as the science spectra and checked that there is no systematic shift in the position of the emission lines. Possible systematic effects leading to wavelength miscalibration have been discussed by Murphy et al. (2001) and we specify here a few technical points. The wavelength calibration has been extensively checked using ThAr lamps. Errors measured from the lamp spectra are typically ∼ 2 mÅ. Air-vacuum wavelength conversion has been made using the Edlén (1966) formula at 15 o C. A shift in the wavelength scale can be introduced if the Thorium-Argon lamp and the science spectra are taken at systematically different temperatures and pressures. This is not the case here as calibration spectra were taken just before and after the science exposures. The temperature variations measured over one night in UVES are smaller than 0.5 K (see Dekker et al. 2000) . Heliocentric correction is done using Stumpff (1980) formula. In addition, all exposures were taken with the slit aligned with the parallactic angle so that atmospheric dispersion has little effect on our measurements. Therefore, as discussed by Murphy et al. (2001) , uncertainties due to these effects are neligible.
Data Analysis
In each of the quasar spectra there is a damped Lyman-α system in which H 2 has been well studied, at z abs = 3.0249 (Levshakov et al. 2002b , Ledoux et al. 2003 , and 2.5947 (Ledoux et al. 2003) for Q 0347−383 and Q 0405−443, respectively. A crucial advantage of these H 2 absorption systems is that numerous unsaturated lines with narrow simple profiles are seen. A single component profile is sufficient to fit the lines on the line of sight toward Q 0347−383 and profiles of two well separated (∆V = 13 km s −1 ) components are fitted in the case of Q 0405−443. The absorption lines are shown in Fig. 1 and 2 for the two quasars respectively. For the latter object, we fitted the two components but discuss only the positions of the strongest one in the following.
Selection of lines
We selected H 2 lines that are not obviously blended with other narrow absorptions, in particular H i intervening Lyman-α lines, and that have normalized central intensities larger than 0.1 and smaller than 0.9. The 82 selected lines (42 toward Q 0347−383 and 40 toward Q 0405−443) were fitted with Voigt profiles estimating the continuum locally. Possible hidden inaccuracy or problems related to individual lines (inacurate continuum determination, possible non-obvious blends, etc...) were checked by constructing curves of growth for the two sets of molecular lines (Fig. 3 ). For this, we plot log(W/λ) versus log(λf N ) for the lines observed along both lines of sight (see Fig. 3 ) together with theoretical curves corresponding to Doppler parameters b = 1.7, 1.5, 1.3, and 1.1 km s −1 . It is apparent from the figure that 5 lines toward Q 0347−383 and one line toward Q 0405−443 do not lie on the theoretical curves. This is probably a consequence of blending with other lines in the Lyman-α forest and/or difficulties in positioning the continuum as illustrated for three of these lines in the top panels of Fig. 3 . The six lines are marked with a sign "B" in Figs. 1 and 2 and are not considered in the following analysis which is therefore based on 76 lines (37 toward Q 0347−383 and 39 toward Q 0405−443).
For the selected lines, the curves of growth analysis gives the column density (for each rotational level),
, and the Doppler parameter b. For the Q 0405−443 absorption system, log N J=1 = 17.7 ± 0.2, log N J=2 = 15.9 ± 0.3, log N J=3 = 14.7 ± 0.3, and b = 1.4±0.3 km s −1 . For the Q 0347−383 absorption system log N J=1 = 14.3 ± 0.2, log N J=2 = 13.8 ± 0.2, log N J=3 = 14.0 ± 0.2, and b = 1.3±0.2 km s −1 .
Line parameters
The atomic parameters of the selected lines are given in Tables 1 and 2 . The first column specifies the lines. The second one gives the sensitivity coefficients K i . The 3rd and 4th columns present the observed wavelengths and their errors, λ i and σ λi . The 5th and 6th columns give the rest wavelengths, λ lab i , as estimated in different laboratory experiments. The first estimate (called λ a i ) is obtained using level energies (Jennings et al. 1984 , Dabrowski 1984 , Abgrall et al. 1993 , Roncin & Launay 1994 determined from laboratory observations of the H 2 emission spectrum. Uncertainties for the ground state energies are less than 3 × 10 −4 cm −1 (Jennings et al. 1984) . Uncertainties are more difficult to estimate for the upper levels although close to 0.1 cm −1 (Dabrowski 1984) for most of the lines. This means that most of the errors are of the same order of magnitude as our observational measurements, 1 mÅ in the rest frame (or about 3 to 4 mÅ for the observer). The second estimate (called λ p i ) is a direct measurement using a narrow-band tunable extreme UV laser source (Philip et al. 2004 ). This experiment is supposed to be much more precise and errors should be less than 0.011 cm −1 . Observational errors (σ λi ) are of the order of 3 mÅ, they characterize only the accuracy of the profile fitting of the observed lines by gaussian profiles. The total error of the line centrum position can be estimate from the real dispersion of points (e.g. Fig.5 .) σ λi < ∼ λ lab σ zi ≈ 5mÅ.
Consistency of the two lines of sight
An important internal check of the data quality consists in comparing measurements of the eight lines present in both QSO spectra. This is done in Fig. 4 where the relative positions, ζ i = (z obs i −z)/(1 +z) , is plotted versus K i ;z being the median redshift (i.e. model independent) of all H 2 lines observed in one spectrum. It can be seen that all measurements are within observational errors (at the 2σ level). As the two lines of sight have been observed and reduced independently, this shows that the data calibration and the measurement procedure are reliable at the level required for the study. They are of the order of 3 mÅ (in the observer's frame). It can be seen that both sets of measurements are mutually consistent within observational errors. The fact that the two independent observational measurements agree well indicates that our data calibration and measurement procedure are reliable at the level required for the study.
Results
In Fig. 5 we plot z i versus K i for absorption lines observed in the spectra of Q 0347−383 (open circles) and Q 0405−443 (filled circles) respectively. The left hand side panels corresponds to rest-wavelengths λ a lab and the right hand side panel to rest-wavelengths λ p lab . The best fit of the linear regression z i -to-K i in accordance with Eq. (2) is overplotted in all panels. For the left hand side panels, error bars are the combination of measurement errors (evaluated from col. 5 of Tables 1 and 2 ) with an error of 1 mÅ, in the rest frame, to account for uncertainties in laboratory wavelength determination. For the right hand side panels, uncertainties in laboratory wavelength determination are supposed to be of the order of 0.1 mÅ. Regression analysis using rest wavelengths from energy levels (Sample A; left column) and from laser experiments (Sample P; right column) for both quasars (top and middle rows) and the whole sample (bottom row).
Data for both quasars are combined in the bottom panels using the following formula for reduced redshift ζ i :
In this formula, z abs is obtained from the best linear fit of the data in accordance with Eq. (2). They are z abs = 3.02489904(120) for Q 0347−383 and z abs = 2.59473315(81) for Q 0405−443.
The results of the linear regression analysis are presented in Table 3 . The first column gives the QSO name, the second one gives the number of lines used in the regression analysis, the third column gives the estimated value of ∆µ/µ. Estimates of ∆µ/µ are given using the two sets of rest wavelengths for both quasars separately as well as for the combined sample. Most of the lines are from J = 1 for Q 0347−383 and J = 2 for Q 0405−443 and the results of the regression analysis for these two subsamples (Jennings et al. 1984 , Dabrowski 1984 , Abgrall et al. 1993 , Roncin & Launay 1994 . p H2 laboratory wavelengths are from (Philip et al. 2004) .
are also given. Note that the number of lines is smaller in the case where λ p lab are used because not all the lines have been measured.
Systematic effects in measurements of the central position of a line profile were discussed by Ivanchik et al. (1999) and in more detail by Murphy et al. (2001) . Here we discuss two possible sources of systematic errors more specifically.
The first one may be called the kinematic effect. Due to peculiar structure in the clouds H 2 molecular features from different rotational levels J = 0, 1, 2, 3... may not be produced in the same region of the absorbing cloud and therefore may have different mean observed velocities (e.g. Jenkins & Peimbert, 1997) . This could lead to relative shifts between the common redshifts derived for lines from different rotational levels J. This is illustrated in Fig. 6 . The top left panel shows the ideal z-K i relation (for ∆µ = 0) for a sample of J = 1, 2, 3 lines corresponding to the lines observed toward Q 0347−383 for which we have imposed a shift of 0.5 km s −1 between different J levels. This effect could mimic µ-variation if ranges of K i for (Jennings et al. 1984 , Dabrowski 1984 , Abgrall et al. 1993 , Roncin & Launay 1994 . p H2 laboratory wavelengths are from (Philip et al. 2004 ). Table 3 . ∆µ/µ estimates from different samples. (Jenkins & Peimbert, 1997) . It may mimic µ-variation if ranges of K i for different J levels do not overlap. The observed situation is shown in the right top panel. The K i ranges for J = 1 and J = 3 overlap enough and slopes are similar for each J levels within the statistical uncertainties. The second type of systematic error could be a consequence of any effect that could produce a shift increasing monotonously with wavelength: H 2 laboratory wavelengths, and/or Th-Ar calibration, air-vacuum wavelength conversion, atmospheric dispersion effects, instrumental profile variation with λ etc... (Murphy et al., 2001) ). In that case, the regression lines for Lyman and Werner bands should be shifted from one to the other (bottom left panel). It is apparent from the observation (bottom right panel) that such an effect cannot be the dominant source of the correlation.
case, the overlap between K i ranges for J = 1 and J = 3 lines is important enough so that the correlation cannot be due to this effect. Moreover, most of the lines (18 out of 37) are from the J = 1 level and the linear regression analysis for these lines only gives a ∆µ/µ value similar to what is derived from the whole sample (see Tables 3). Another systematic error could be produced by any effect producing a shift monotonically increasing with increasing wavelength. This could be a consequence of slightly unprecise Th-Ar calibration or air-vacuum wavelength conversion, or atmospheric dispersion effects, instrumental profile variation etc... (Murphy et al., 2001) . Indeed, there is a well-known correlation between K i and λ 0 . Such effects could lead to a slope in the regression line, i.e. mimic µ-variation. This is illustrated in the bottomleft panel of Fig. 6 where such an ideal artificial effect has been applied to the sample of lines seen toward Q 0347−383. It can be seen however that the Werner and Lyman-band lines have different locations in the plane. The reason is that for the same K i coefficient, the Werner lines have larger λ 0 . It is apparent from the observed sample (bottom-right panel) that there is no such shift.
Conclusion
Using 76 H 2 absorption lines observed at z abs = 2.59473 and 3.02490 in the spectra of two quasars, respectively, Q 0405−443 and Q 0347−383, we have searched for any correlation between the relative positions of H 2 absorption lines measured as ζ i = (z i −z)/(1+z) and the sensitivity coefficients K i of the lines to a change in µ. A positive correlation could be interpreted as a variation of the proton-to-electron mass ratio, ∆µ/µ. We use two sets of rest wavelengths as estimated from different laboratory experiments. Wavelengths derived from energy level determination give ∆µ/µ = (3.05±0.75)×10 , over the past ∼12 Gyrs. However, wavelengths derived from a direct and, in principle, more precise determination using laser techniques give ∆µ/µ = (1.64±0.74)×10 −5 . The latter limit is the most stringent limit obtained to date now on the variation of this fundamental constant. This limit, together with the limit on ∆α/α, yields an estimate of the R parameter defined as ∆µ/µ ≃ R∆α/α. Using ∆α/α from Murphy et al. (2003) gives −9.5 ≤ R ≤ −0.2 , and ∆α/α from Chand et al. (2004) gives |R| > 1 (at the 2σ C.L.).
