Abstract. The Coleman integral is a p-adic line integral that encapsulates various quantities of number theoretic interest. Building on the work of Harrison [8], we extend the Coleman integration algorithms in [2] to even degree models of hyperelliptic curves. We illustrate our methods with numerical examples computed in Sage.
Introduction
The use of p-adic integration to study rational points on curves was initiated in the 1980s by Coleman [4, 6, 7] . This theory relies on locally defined antiderivatives that are extended analytically by the principle of Frobenius equivariance. Coleman used these techniques to re-interpret the method of Chabauty [3] , giving an explicit bound on the number of rational points on curves in certain cases [5] .
In 2001, Kedlaya [9] gave an algorithm computing the action of Frobenius on appropriate cohomology groups and demonstrated [1] that this algorithm ("Kedlaya's algorithm") could realize the Frobenius equivariance necessary for global Coleman integrals. In joint work with Bradshaw and Kedlaya [2] , we gave explicit methods to compute single Coleman integrals for hyperelliptic curves with odd degree models. The key theoretical input was Kedlaya's algorithm, formulated for odd degree models of hyperelliptic curves. Recently, Harrison [8] extended Kedlaya's algorithm to even degree models. Thus in the current paper, building on Harrison's work, we extend the Coleman integration algorithms in [2] to even degree models of hyperelliptic curves over unramified extensions of Q p .
The main difference between our approach to odd and even degree models lies in the dimension of the space of cohomology we compute with, and how the dimension of this space relates to the dimension of the Tate module of the Jacobian of the hyperelliptic curve. In the odd degree case, the two dimensions coincide. In the even degree case, they do not. Nevertheless, in the even degree case, the eigenvalues of Frobenius on the relevant cohomology are easily computable, and one can set up a linear system, as in the odd degree case, to recover the global p-adic integrals.
The structure of the paper is as follows: in Section 2, we outline a few essential results of Harrison [8] concerning the relevant background in p-adic cohomology. We use these results to give our Coleman integration algorithms in Section 3. In Section 4, we present some numerical examples, computed using our implementation in Sage [12] .
Some p-adic cohomology
We begin by setting some notation. Let C denote a genus g hyperelliptic curve over an unramified extension K of Q p having good reduction. Let k = F q denote its residue field, where q = p m and let C denote the reduction of C. We will assume that C is given by an even degree model of the form y 2 = f (x), where f is a separable polynomial with d = deg f = 2g + 2.
Let C be the affine curve obtained by taking C and deleting the Weierstrass points, which are now just the support of the divisor of y. Since d = 2g + 2, the curve C has a pair of non-Weierstrass points, ∞ + and ∞ − , which are swapped by the hyperelliptic involution. To simplify computations, we will require that f be monic; thus C will have two rational points at infinity. We will also require (see Proposition 2.3) that the prime p be a prime of good reduction such that p > g.
denote the coordinate ring of C . We briefly recall some essential p-adic cohomology from [8] , [9] .
Let A † denote the Monsky-Washnitzer weak completion of A; it is the ring consisting of infinite sums of the form
further subject to the condition that v p (B i (x)) = min i {v p (a i )} grows faster than a linear function of i as i → ±∞. We make a ring out of these using the relation
These functions are holomorphic on the space over which we integrate. Since even 1-forms can be integrated directly in terms of x, we focus our attention on odd 1-forms, those negated by the hyperelliptic involution, which we write as
Any such differential can be written as
with f ∈ A † , c i ∈ K, and
Namely, Harrison proves that Lemma 2.1. The set {ω i } for i = 0, . . . , 2g forms a basis of the odd part of the de Rham cohomology of A † .
Proof.
To compute the p-power Frobenius action φ * on A † , one does the following:
• Let φ K denote the unique automorphism lifting Frobenius from F q to K.
and
• use the relations
to reduce large powers of x and large (in absolute value) powers of y to write φ * (ω) in the form (2.1).
When C is given by an odd model, the corresponding cohomology has basis {x i dx
. By computing the action of Frobenius on each of the 2g basis differentials and reducing using the relations above, one knows the action of Frobenius on the entire space. This reduction process was first described by Kedlaya [9] , and is now known as Kedlaya's algorithm. Harrison [8] shows that the reduction works in essentially the same way when C is given by an even model: one computes the action of Frobenius on each of the 2g + 1 differentials above and applies the same reduction steps to one extra differential.
Since we will want to invert the matrix of this Frobenius action to compute Coleman integrals, we must now understand how the eigenvalues of Frobenius change when one introduces this extra differential. To look at this more precisely, let P C (t) denote the numerator of the zeta function of C, with
. By applying the Lefschetz fixed point formula to C and its image P 1 under quotienting by the hyperelliptic involution, Harrison obtains the following Harrison also proves a lemma on p-integrality of the matrix of Frobenius B: namely, if p > g, the matrix of the action of Frobenius with respect to the basis in Lemma 2.1 is p-integral as in the case when C is given by an odd model.
These two results have the following consequence for us:
Proof. If p > g, the characteristic polynomial P (t) of the action of Frobenius on the odd part of the de Rham cohomology of A † is
where P C (t) is the characteristic polynomial of Frobenius acting on the Tate module of the Jacobian of C. In particular, this merely introduces an extra eigenvalue of B that is not equal to 1, so B − I is invertible.
We use the above proposition in §3 to compute a linear system involving the Frobenius action on these differentials as in [2] and recover Coleman integrals.
Coleman integration on even degree models
We now give algorithms to compute Coleman integrals on even degree models of hyperelliptic curves. As in the odd model case, local coordinates allow us to compute Coleman integrals between two points in the same residue disk.
Local coordinates.
Algorithm 3.1 (Local coordinate at a finite non-Weierstrass point). Input: A non-Weierstrass point P = (a, b) on C (with b = 0) and precision n. Output: A parametrization (x(t), y(t)) at P in terms of a local coordinate.
(1) Let x(t) = t + a, where t is a local coordinate. (2) Solve for y(t) = f (x(t)) by Newton's method: take y 0 = b, then set
with y i (t) → y(t). The number of iterates i to be taken depends on the necessary power series precision; for precision O(t n ), one can take i to be log 2 n .
Algorithm 3.2 (Local coordinate at a Weierstrass point).
Input: A finite Weierstrass point P = (a, 0) on C and precision n. Output: A parametrization (x(t), y(t)) at P in terms of a local coordinate.
(1) Let y(t) = t where t is a local coordinate. (2) Iteratively solve for x(t), as follows:
and compute h (x, t) = ∂h(x,t) ∂x . Newton's method yields
,
The number of iterates i to be taken depends on the necessary power series precision; for precision O(t n ), one can take i to be log 2 n 3.2. Integrals. We use the local coordinates above to compute "tiny" Coleman integrals, those integrals between points in the same residue disk. Note that when one of the endpoints of integration is above infinity, one can change coordinates to work with finite non-Weierstrass points.
Algorithm 3.3 (Tiny Coleman integrals).
Input: Points P, Q ∈ C(C p ) in the same residue disk (neither equal to points above ∞) and a basis differential ω i . Output: The integral Q P ω i .
(1) Compute a parametrization (x(t), y(t)) at P in terms of a local coordinate t. (2) Formally integrate the power series in t:
Now we consider the case when the points P, Q ∈ C(C p ) are in different residue disks. As noted earlier, an odd differential ω on C can be represented as a linear combination ω = df + c 0 ω 0 + · · · + c 2g ω 2g .
The computation of 
(2) By change of variables (see Remark 3.6), we obtain
(the fundamental linear system). As the eigenvalues of the matrix M are algebraic integers of C p -norm not equal to 1, the matrix M − I is invertible, and we may solve (3.2) to obtain the integrals
Remark 3.5. To compute the action of φ m , first write
If we view f, g as column vectors and M, B as matrices, we then have
Remark 3.6. We obtain (3.2) as follows. By change of variables,
ω i to both sides of this equation yields
which is equivalent to (3.2).
To compute integrals in a Weierstrass disk, one first needs to compute an auxiliary point: (1) Compute a parametrization (x(t), t) at P in terms of the local coordinate t. (2) Evaluate local coordinates at t = p 1/d . This is R. (1) Use Algorithm 3.7 to find R. Keep the local coordinate (x(t), t) at P .
(2) Compute R P ω i as a tiny integral:
dt. 
Examples
Here, we show, in direct analogue to [2] , how one can compute the matrix of Frobenius to recover the global integrals.
4.1. Integrals against torsion divisors. We begin by slightly modifying an example originally due to Leprévost [10] . Let C be the hyperelliptic curve
given by a monic sextic. Note that p = 11 is a prime of good reduction. The divisor
2 ) of points on C is torsion. 
Note that the differentials dx 2y and x dx 2y are holomorphic, and we see that the corresponding integrals vanish against our torsion divisor on C:
(1,− whose Jacobian has Mordell-Weil rank 1. The curve has good reduction at 3, and one can work 3-adically (using the method of Chabauty, as was done in Proposition 8.2 of [11] ), to show that there are exactly six rational points on X:
X(Q) = {∞ + , ∞ − , (0, ±1), (−3, ±1)}.
Thus as a byproduct, there must exist a holomorphic differential ω for which P (0,1) ω for all P ∈ X(Q). We can find such a differential by taking P to be one of the other rational points, then computing a := vanishes on each of the rational points P ∈ X(Q).
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