Abstract. The contours Λ(s) = 0 of the function which satisfies ζ(1 − s) = Λ(s)ζ(s) cross the critical strip on lines which are almost horizontal and straight, and which cut the critical line alternately at Gram points and points where ζ(s) is imaginary. When suitably averaged the real part of ζ(s) satisfies a relation which greatly extends a theorem of Titchmarsh, (namely that the average of ζ(s) over the Gram points has the value 2), to the open right-hand half plane σ > 0.
Introduction
First we set out some standard notation and properties. Let s = σ + it and let Φ(s) = so that Z(t) is real when t is real and its zeros in R correspond to the zeros of ζ(s) on σ = s = 1 2 , the critical line. Define Gram points { 1 2 + ig n } n≥−1 as points on the critical line which satisfy ϑ(g n ) = nπ. Then at these points ζ(s) is real. Gram points are well known and have been used extensively in the past to count zeros of Z(t). See, for example, [5, 6, 12] . Now let Λ(s) = 2(2π) −s Γ(s) cos( 
)/Φ(s).
Now we summarize the content of this paper regarding Gram lines (defined below) and average values of the real part of ζ(s) on vertical lines through them. The origin of the ideas underlying these results was the observation of the phase portrait ofṡ = Λ(s). See Figure 1 and the article [3] for background material on this approach.
The contours Λ(s) = 0 of the function cross the critical strip on lines which are almost horizontal and straight and cut the critical line at (1) the Gram points (so they are called simply "Gram lines") or (2) the points where ζ(s) is imaginary. The contours are shown to satisfy the equations, for n ∈ Z,
They differ from horizontal lines by O(1/t). On these contours Λ(s) is never zero and is strictly monotonic with
This monotonicity is then applied to zeta to show that the modulus of the derivatives, at simple zeros symmetric with respect to the critical line, is never the same. It is then shown that the contours Φ(s) = 0 also cut the critical line at the Gram points but at an angle to the horizontal which is asymptotically −π/(2 log t). They differ from intervals at that slope by O(1/t) and have equations given implicitly by
The main result of the paper is then given as a corollary to Theorem 1. A theorem of Titchmarsh [10] , gives 2 as the average of the real part of ζ(
When, for fixed values of σ, the real part of ζ(σ +ig n ) is modified and then averaged over its values, it satisfies a relation which extends this theorem. 
It follows directly that if 0 < σ, then
The proof of Theorem 1 shows that the values of s in ζ(s) used for these averages may be chosen either on the Gram line through g n or on the corresponding horizontal interval. We have chosen the latter for simplicity. Also Titchmarsh starts his summations at a variable M rather than 1, but the two forms are equivalent when M is fixed.
The numerical evidence for this theorem is very strong, with better convergence than that obtained analytically in Theorem 1. See Figure 3 . Also, this numerical evidence indicates that the average result should apply beyond the critical strip to the left, but we have been unable to prove this. 
Since, via the principle of the argument,
then, with the given positive property of ζ(s) on C, this last integral has a value in (−
is exactly the nearest integer to
π + 1. Now, it is a matter of observation that the real part of ζ(s) has a strong tendency to be positive on Gram lines. Although we have not been able to find a lower bound for the proportion of lines on which this occurs, Theorem 1 and its corollaries provide strong evidence that it is so. Hence the object of this study: to take steps towards proving that, if x represents the closest integer to any real x, then
+ 1 for an infinite number of positive integers n.
Contours where Λ(s) and Φ(s) are real
In this section we consider where the multiplier functions which appear in forms of the functional equation are real. Expressions for these subsets of the complex plane are developed in a number of lemmas. 
, then ζ(s) is real and if ζ(s) is a simple zero it is a center. If Λ(s) = −1, then ζ(s) is imaginary and if ζ(s) is a simple zero it is a node.
(
is real, so is Λ(P − ). Therefore the contours are symmetric about σ = 
+ it is a simple zero of ζ(s) and Λ(P ) = 1, then differentiating the functional equation gives −ζ (P ) = ζ (P ), so ζ (P ) is imaginary and the zero is a center. If Λ(P ) = −1, ζ (P ) would be real, so the zero is a node.
(c) Because Γ(s) is never zero and the zeros of cos(πs/2) are on the real axis, if (s) = 0, then Λ(s) = 0. 
Lemma 3. The contours of Λ(s) = 0 differ from intervals parallel to the real axis through those points by O(1/t).
Indeed, the contours satisfy the equations, for n ∈ Z,
where n is even for lines through Gram points and n is odd for lines through the points where ζ(s) is imaginary.
Proof. (Because the manipulation is somewhat lengthy, but the steps easy to describe, we simply describe those steps taken in obtaining the given equation.) Expand the equation Λ(s) = Λ(s) using the asymptotic Stirling series approximation for the gamma function
retaining terms of order 1/t. The O(1/t 3 ) error follows by implicit differentiation and the mean value theorem, because the term of order 1/t is continuous.
Note that
which is real when t is real. Note also that the expression in the lemma above gives the correct value for Gram points at σ = 
Proof. Consider the equation 2 Λ(s) = Λ(s) + Λ(s) where t > 0 is sufficiently large. Expand the trigonometric terms as exponentials and set those with −t in the exponent to zero. Then use the Stirling series approximation for log Γ(s) to obtain the expression
, which is positive for t sufficiently large. On the contours, the argument of the cosine term is nπ + O(1/t), so the cosine term is asymptotically ±1 uniformly in σ, giving the strict monotonicity of Λ(s).
Remark.
A similar calculation to that used in Lemma 4, for σ ∈ C with s = 0, leads to
Lemma 5. For x, y > 0 let P
+ := 1 2 + x + iy, P − := 1 2 − x + iy. Let ζ(s) have a zero of order m at s = P + for some x. Then |ζ (m) (P − )| > |ζ (m) (P + )|. Hence, if m = 1, ζ (P + ) = ±ζ (P − ).
Proof. Differentiating ζ(1 − s) = Λ(s)ζ(s) m times leads to
, considering the value of the implied constant shows that |Λ(P + )| > 1 if t > 10.
Lemma 6.
The difference in the arguments of Φ(s) at P ± satisfies the asymptotic equation
Proof. First note that
The result follows by expanding and simplifying this expression in the normal manner.
Lemma 7. The contours Φ(s) = 0 cut the critical line at the Gram points at an angle to the horizontal, which is −π/(2 log t) asymptotically. They differ from intervals at that slope by O(1/t) and have equations given implicitly by
Therefore by Lemma 2, 1 2 + it is a Gram point. The remainder of the derivation is similar to that of Lemma 3 so is omitted. 
Averages
and by Theorem 1 they tend to 1. Using 5120 Gram points resulted in agreement with the theorem to within 1 in 10 4 for each of the displayed σ values. To deal analytically with these averages we need to bound cosine sums. Proof. We begin by following the argument set out in [11, Section 10.6] . For all ν ∈ R with ν > 0, let ϑ(t ν ) = νπ, so for the integral ν, t ν = g ν , and define the function φ by
and therefore
Note that, because the negative power of t terms in ϑ(t) are continuous,
Hence if L := 2π log n/t N log 3 t N and M is sufficiently large, then, for all ν with
Now we depart from [11] , applying [7, Corollary 8.12] with f = −φ. This gives directly
Finally note that the implied constant depends only on 1/ log n, so it can be made absolute, and the proof of the lemma is complete. Now we are able to give the proof of Theorem 1 which we restate: Let N be a positive integer and let σ > 0 be a given positive real number. Then as N → ∞:
where σ N will be chosen later, and let σ ≥ σ N . Then, by Lemma 8 and because (g n /2π)
log n/n, we have 
where t > 0 and s = σ + it. Note that χ(s) = 1/Λ(s), so, using Lemma 4,
, and
Now take the real part of the approximate functional equation, and evaluate both sides with t = g ν , corresponding to an even value of n in equation (1) of Lemma 3 , to obtain
cos(g ν log n)
where the third term and three error terms have been absorbed into one error term. Call the first term on the right f 1 (ν, σ) and the second f 2 (ν, σ), so
(3) Consider in this last equation the term F 1 (σ). Let
Then, by Lemma 8,
(4) Consider F 2 (σ) and define t(x) := x/ log x. Then, again using Lemma 8,
where the implied constant is absolute since σ < 3 2 . Therefore
Now define a real-valued function
On the domain (0, On the other hand, evaluating g(σ N ), and assuming N is sufficiently large that log log N/ log N ≤ (5) Combining the estimates from (1), (2), (3) and (4) gives the final result for 0 < σ. Note that we can absorb the neglected first M terms into the sum because the exponent of N is positive in the given range. This completes the proof of Theorem 1.
Numerical evidence strongly suggests this result extends to the line σ = 0 and beyond to the left. Indeed, we conjecture that this is so. 
