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We propose to define full many-body localization in terms of the recently introduced integrals
of motion[Chandran et al., arXiv:1407.8480], which characterize the time-averaged response of the
system to a local perturbation. The quasi-locality of such integrals of motion implies an effective
lightcone that grows logarithmically in time. This subsequently implies that (i) the average entan-
glement entropy can grow at most logarithmically in time for a global quench from a product state,
and (ii) with high probability, the time evolution of a local operator for a time interval |t| can be
classically simulated with a resource that scales polynomially in |t|.
I. INTRODUCTION
One of the most striking phenomena that occurs in
disordered quantum non-interacting systems is Ander-
son localization, a purely quantum-mechanical mecha-
nism whereby a single particle is localized indefinitely
in some region in space.1 There has been a recent surge
of interest2–14 in studying the effects of interaction in
systems that exhibit Anderson localization. Research
in this direction was largely inspired by Refs. [2,3], in
which it was perturbatively argued that localization can
survive at finite energy density. In particular, localiza-
tion property of infinite-temperature states in disordered
spin chains was studied by Pal and Huse5, who numer-
ically observed a transition of the energy level statistics
between the localized and the delocalized phase. Other
numerical studies4,6 found that the localized phase ex-
hibits a logarithmic growth of entanglement entropy un-
der a quantum quench, which is different from the lin-
ear growth that is observed in delocalized systems.15–17
These properties are strongly believed to be universal
characteristics of many-body localized (MBL) systems.
To explain these observations, in particular, the log-
arithmic spreading of entanglement, it was proposed
that MBL phase is characterized by an extensive set
of emergent local integrals of motion.9,10 The existence
of the complete set of integrals of motion introduced in
Ref.[9,10] directly implies the numerically observed prop-
erties of the MBL phase, but a systematic method for
finding such integrals of motion remains to be found.
Recently, we introduced a systematic method for find-
ing an alternative set of local integrals of motion in the
MBL phase18 (see also Ref.[19] for a related work). The
integrals of motion of Ref.[18] can be constructed sys-
tematically, and have a clear physical meaning, describ-
ing the long-time response of the MBL system to a local
perturbation. However, it is currently not known as to
whether the properties of the MBL phase follow from the
locality of these integrals of motion.
The current state of affairs raises a natural question.
Namely, does the locality of the integrals of motion de-
fined in Ref.[18] directly imply the numerically observed
properties of the MBL phase? Moreover, can the locality
of these integrals of motion be viewed as a defining prop-
erty of the MBL phase? Here we answer these questions
in the affirmative. Under a mild locality condition, we
prove (i) a statement that suggests an absence of trans-
port and (ii) the slow growth of average entanglement en-
tropy under a quantum quench. We also prove a fact that
may be relevant in numerically simulating these systems:
that the long-time dynamics of the majority of the disor-
der realizations can be efficiently simulated by a classical
computer.
The key result that underlies these properties is a vari-
ant of the Lieb-Robinson bound that is tailor-made to
incorporate the locality of the integrals of motion (Theo-
rem 1 below). Lieb-Robinson bound states that there ex-
ists an effective speed of light in an interacting quantum
many-body system with local interactions, such that cor-
relations decay exponentially outside the effective light
cone.20 It was first shown by Burrell and Osborne that a
much stronger bound can be achieved for localized non-
interacting systems,21 and the bound was subsequently
tightened by Hamza et al.22 We prove a variant of these
bounds under the locality condition imposed on the inte-
grals of motion. The key feature of our bound is that it
exhibits an effective logarithmic lightcone, and as such,
the effective speed of light asymptotically approaches to
0 in the infinite time limit. Indeed, this clearly demon-
strates that the integrals of motion defined in Ref.[18]
correctly capture the universal signatures of the MBL
phase. We therefore propose that the exponential decay
of such integrals of motion can be adopted as a definition
of many-body localization.
Another important issue that we address in this pa-
per is whether the integrals of motion are indeed local.
While proving such a statement remains as an open prob-
lem, there are certain encouraging facts that support the
prospect of our approach. Most importantly, the locality
condition we impose on the integrals of motion (Defini-
tion 1) is based on its average decay property. Work-
ing with averaged quantities brings certain advantages
compared to an approach based on probability estimates.
Due to the existence of rare resonant regions that occur
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2in the MBL phase,12 approaches based on probabilistic
estimates must account for the density of such regions.
While this is by no means impossible,23 there is little
doubt that the existence of such regions poses a great
technical challenge in rigorously proving the existence of
the MBL phase. In contrast, our approach deliberately
sidesteps this issue by simply focusing on the average be-
havior. It should be also noted that the strength of the
integrals of motion are indeed numerically observed to
decay exponentially on average.
The rest of the paper can be largely divided into two
parts. In the first part, we formulate a precise definition
of the locality of the integrals of motion, and argue its
validity. The second part is devoted to the implication
of this definition, beginning with the proof of the Lieb-
Robinson bound that exhibits the logarithmic lightcone.
The integrals of motion and the precise sense in which
they are local is defined in Section II. In Section III, we
prove the aforementioned variant of the Lieb-Robinson
bound. In Section IV, we prove the immediate conse-
quences of the bound.
II. INTEGRALS OF MOTION AND
LOCALIZATION LENGTH
Following Ref.[18], we introduce a set of integrals of
motion that can be defined on any locally interacting
Hamiltonian. Without loss of generality, we assume the
Hamiltonian has the following form:
H =
N∑
j=1
hj ,
where hj is a local term that has a bounded support and
strength, and N is the total number of particles, e.g.,
spins or fermions. We use the infinite-time average of
eiHthje
−iHt as the integrals of motion, which we denote
as h˜j .
h˜j = lim
T→∞
∫ T
−T e
iHthje
−iHtdt
2T
(1)
We note that the infinite-time average of any local op-
erator is an integral of motion, but for our purposes we
focus on the particular integrals of motion (1).
There are two important properties of h˜j that will be
exploited extensively later. First, H can be expressed as
a sum of h˜j :
H =
N∑
j=1
h˜j . (2)
Second, h˜j commutes with each other:
[h˜i, h˜j ] = 0. (3)
These two facts follow directly from the definition of h˜j ,
and as such, they form a set of integrals of motion for
any quantum many-body systems.
In Ref.[18], it was observed that the strength of h˜j de-
cays exponentially on average. In particular, the inverse
of their average spatial decay rate was related to the lo-
calization length. This motivates a formal definition of
what it means for a system to be localized, which we de-
scribe below; we use a notational convention that ‖O‖
denotes the operator norm of O, i.e., the largest modulus
of the eigenvalues of O. We denote the average over the
distribution µ as Eµ.
Definition 1. A family of Hamiltonians Hµ =
∑
j hj(µ)
over a disorder distribution µ is localized at a lengthscale
ξ if
Eµ‖[h˜j(µ), O]‖ ≤ e− xξ ‖O‖, (4)
for all j and O, where the support of O is distance x away
from j.
We would like to caution the readers by emphasizing
that ξ is not necessarily equal to the localization length.
This is due to a simple reason that, if a system is localized
at a lengthscale ξ, it is localized at a lengthscale ξ′ as well,
where ξ′ > ξ. On this ground, ξ can be thought as an
upper bound on the localization length.
A. Noninteracting case
In the preceding definition, hj(µ) is a geometrically
local Hamiltonian which is randomly sampled from a
probability distribution µ. As an example, consider a
model describing a noninteracting Anderson insulator in
one spatial dimension:
Hµ =
N∑
j=1
−t(a†jaj+1 + a†j+1aj) +Wjnj , nj = a†jaj (5)
where Wj is uniformly distributed in [−W,W ]. In this
case, one possible choice of hj(µ) would be −t(a†jaj+1 +
a†j+1aj) +Wjnj , where Wj is a random variable sampled
from the jth component of a multivariate i.i.d. distribu-
tion µ = (W1,W2, · · · ). We note in passing that there
might be other legitimate choices of h˜j(µ), although we
do not expect the rest of this paper to depend on such
details.
We have studied the decay property of the integrals
of motion for the above model, by exploiting the fact
that the system is noninteracting. This implies that h˜j
can be written as a sum of terms that are quadratic in
terms of the creation and the annihilation operators. It
is convenient to write down the Hamiltonian in terms
of the Majorana operators(cn), which are related to the
creation(a†n) and annihilation(an) operators as follows:
c2n−1 = a†n + an c2j =
an − a†n
i
.
3Without loss of generality, any noninteracting Hamilto-
nian can be written as follows:
h˜j =
∑
n,m
ih˜jnm
2
cncm.
The commutator between h˜j and an operator O can be
bounded by the triangle inequality:
‖[h˜j , O]‖ ≤ ‖[h˜j(x), O]‖+ ‖[h˜j − h˜j(x), O]‖, (6)
where
h˜j(x) =
∑
|n−j|,|m−j|<x
ih˜jnm
2
cncm.
It should be noted that [h˜j(x), O] = 0, since the support
of h˜j(x) does not overlap with the support of O. Now we
have an upper bound on ‖[h˜j , O]‖:
‖[h˜j , O]‖ ≤ 2η(x)‖O‖, (7)
where
η1(x) = Eµ
∑
min(|n−j|,|m−j|)≥x
|hnm|. (8)
Since η1(x) is independent of O, it serves as a useful fig-
ure of merit for assessing whether the given system is
localized or not. If η1(x) decays exponentially in x, Defi-
nition 1 implies that the system is localized at some finite
lengthscale. This is indeed what we observe in FIG.1.
The plot suggests that Definition 1 clears the minimal
requirement: that it is applicable to a noninteracting lo-
calized system.
B. Interacting case
Definition 1 is well-defined for any locally interacting
quantum many-body system, and as such, it is applicable
even if interaction is added to Eq.(5). Indeed, we apply
it to the XXZ spin chain with nearest-neighbor interac-
tions and random magnetic field in the z direction, which
can be mapped to such a model under Jordan-Wigner
transformation. The Hamiltonian in the spin basis is as
follows:
H = Jx
N∑
j=1
(σxj σ
x
j+1+σ
y
j σ
y
j+1)+Jz
N∑
j=1
σzjσ
z
j+1+
N∑
j=1
Wjσ
z
j ,
(9)
whereWj is randomly distributed in an interval [−W,W ].
For numerical reasons, here we use a different yet related
norm as a figure of merit: the Frobenius norm. Recall
that the Frobenius norm of an operator A is defined as
Tr(A†A). It is straightforward to verify
‖A‖2 ≤ Tr(A†A). (10)
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FIG. 1: Average decay property of the integrals of motion for
noninteracting systems(Eq.5). The system consists of N =
60, 70, and 80 noninteracting spinless fermions. The blue,
red, and the black plots correspond to N = 60, 70, and 80.
The average is taken over 1 × 104 disorder realizations. We
studied the decay property of the integrals of motion h˜30. The
variation of η1(x) between different system sizes were within∼
10% of their average values. The decay profiles are consistent
with the exponential decay. Due to the small localization
length in weakly disordered systems(W = 2, 3, 4), different
system sizes lead to slightly different decay rate. However,
this inconsistencies quickly vanish as the disorder strength is
increased.
Therefore, if the Frobenius norm decays sufficiently fast,
it would imply that the operator norm of ‖A‖ decays fast
as well. As we did in the noninteracting case, one can
conservatively estimate the commutator between h˜j and
O by approximating h˜j by an operator with a restricted
support, which is again denoted as h˜j(x). Without loss
of generality, one can express any operator as a sum of
orthonormal basis set that spans the set of operators. A
canonical choice is the generalized Pauli-operators, which
is of the following form:
σ = 2−
N
2 σi1 ⊗ σi2 ⊗ · · · ⊗ σin , (11)
where σi is an element of the Pauli group and 2−
N
2 is the
suitable normalization factor to ensure Tr(σ†σ) = 1.
Analogous to our choice for the noninteracting case,
we attempt to approximate h˜j by the following operator:
h˜j(x) =
1
d
j(x)
Tr
j(x)
h˜j , (12)
where j(x) is a set of sites that are distance x or less
away from j, j(x) is its complement, and d
j(x)
is the
4dimension of the Hilbert space associated to d
j(x)
. Since
all the elements in the Pauli group aside from the identity
matrix is traceless, h˜j(x) only consists of terms that act
trivially on j¯(x). In particular, it commutes with any
operator O whose support is distance x or more away
from j. The key identity is the following:
Tr(h˜2j ) = Tr(h˜j(x)
2) + Tr((h˜j − h˜j(x))2), (13)
which can be verified easily by expanding all the terms.
This leads to the following sequence of inequalities:
Eµ‖[h˜j , O]‖ = Eµ‖[h˜j − h˜j(x), O]‖
≤ 2Eµ‖h˜j − h˜j(x)‖‖O‖
≤ 2Eµ(Tr(h˜j − h˜j(x))2) 12
≤ 2Eµ(Tr(h˜2j )− Tr(h˜j(x)2))
1
2 ‖O‖
≤ 2(η2(x)) 12 ‖O‖, (14)
where η2(x) = Eµ(Tr(h˜2j ) − Tr(h˜j(x)2)). From the first
line to the second line, we used the sub-mulplicative prop-
erty of the operator norm. From the second line to the
third line, we used the well-known fact that the square
of the operator norm is bounded by the Frobenius norm.
From the third line to the fourth line, we used Eq.(13).
In the last step, we used the concavity of the function
f(x) = x
1
2 to complete the argument. While this bound
is more crude compared Eq.(7), it is easier to deal with
it numerically. If η(x) decays exponentially, Definition 1
implies that the system is localized at some finite length-
scale. Indeed, we numerically observe a behavior that is
consistent with the exponential decay at strong disorder
W ≥ 4, at which the model (9) is believed to be in the
MBL phase; see FIG.2.
In addition to the consequences that we have briefly
discussed in the introduction, our definition has a number
of technically desirable properties. First, the definition
does not involve any probability estimates, and as such, it
is simple to state. Second, the definition does not involve
the eigenstates. Any definition of localization length that
involves an adiabatic connection to the noninteracting
Anderson model is unlikely to be useful for a system that
is topologically ordered and localized at the same time,
e.g. disordered Majorana chain considered in Ref.[24].
Our definition does not suffer from this problem.
III. LOGARITHMIC LIGHTCONE
In this Section, we study the main consequence of the
exponential decay property of the integrals of motion: a
variant of the Lieb-Robinson bound that exhibits a log-
arithmic lightcone. Our fundamental assumption is that
h˜j decays exponentially on average in the MBL phase.
In particular, we assume that the system is localized at
a finite lengthscale ξ which is independent of the system
size; see Definition 1. While we are currently unable to
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FIG. 2: Average decay property of the integrals of motion
for interacting model(Eq.9). The system consists of N =
12, 14, and 16 spin- 1
2
particles. The blue, black, and the red
corresponds to the chain of length 12, 14, and 16. We studied
the decay property of the integrals of motion h˜1. The average
is taken over 104 disorder realizations for N = 12 and 14, and
500 realizations for N = 16. For W = 4, 5, 7, 8, the decay
rate is independent of the system size, which is indicative of
the existence of finite localization length. The variation of
η2(0) between different system sizes were within ∼ 10% of
their average values.
prove this statement, FIG.1 and FIG.2 suggest that the
assumption is valid for the models we have considered.
For a time evolution generated by a locally interact-
ing Hamiltonian, Lieb-Robinson bound provides an up-
per bound on the correlation that is developed between
two distant subsystems20,25:
‖[OA(t), OB ]‖ ≤ cmin(|A|, |B|)e−a(x−vt), (15)
where OA and OB are normalized operators that are
supported on subsystem A and B, x is a distance be-
tween A and B, v is the Lieb-Robinson velocity, and |A|
is the volume of A. We also employ a convention that
OA(t) = e
iHtOAe
−iHt is the operator in the Heisenberg
picture. We will also liberally use c and a as a numerical
constant that does not depend on any of the aforemen-
tioned quantities.
Since Eq.(15) is applicable to any locally interacting
quantum many-body system, one cannot hope to derive
the unique features of MBL from it. The main goal here
is to strengthen Eq.(15) by exploiting the decay property
of h˜j . To be more precise, we will prove a bound of the
following form:
Eµ‖[OA(t), OB ]‖ ≤ cte− x2ξ . (16)
5A similar bound was first proved in Ref.[21] for disor-
dered XY model, which can be mapped to a free-fermion
model. Hamza et al. proved a much stronger bound for
noninteracting systems that are localized; their bound
does not have any time dependence, and they defined
such bound as the zero-velocity Lieb-Robinson bound.22
Intuitively, this bound implies that correlations do not
spread at all for a spin model that can be mapped to the
Anderson insulator. On the other hand, Eq.(16) allows
correlations to spread, albeit very slowly. The physical
meaning of Eq.(16) is clear; any system that is localized
at a finite lengthscale exhibits an effective logarithmic
lightcone.
For obvious reasons, the derivation of Eq.(16) is quite
different from the derivation of the Lieb-Robinson bound.
We do not wish to delve into these details in this
paper, but we provide a side remark for the readers
who are familiar with a modern derivation of the Lieb-
Robinson bound.25 In the derivation, an upper bound of
‖[OA(t), OB ]‖ is expressed in terms of ‖[hj(t), OB ]‖. A
recursive inequality is subsequently derived from such a
relation, which eventually leads to Eq.(15). Our deriva-
tion differs in that we use a decomposition of H into h˜j .
The main advantage of using h˜j , as opposed to hj , is that
h˜j is invariant under the time evolution. This, in turn,
implies that the recursion halts at the first level. While
h˜j is not local, it can be well-approximated by a local
operator if the system is localized at a finite lengthscale.
An estimate on the approximation error can be related
to the right hand side of Eq.(16). The precise technical
result is stated below.
Theorem 1. If a family of Hamiltonian over a disorder
distribution µ is localized at a lengthscale of ξ,
Eµ‖[OA(t), OB ]‖ ≤ ct|∂A|e− x2ξ , (17)
where |∂A| is the boundary area of A.
The derivation shall be presented in the Appendix.
IV. IMPLICATIONS
In this Section, we study some of the implications of
Theorem 1. Broadly speaking, we exploit the fact that
the right hand side of Eq.(16) becomes O(1) only af-
ter a time that scales exponentially in x. This fact can
be straightforwardly used to show a strong suppression
of transport. It is also an important ingredient behind
the other results, such as the efficient simulability of the
dynamics and the slow growth of average entanglement
entropy under a quantum quench. While each of these
results are written in a modular fashion, we believe it
will be instructive to read them sequentially; we have
deliberately coordinated these results with a sequence of
increasing level of technical difficulties, so that a reader
unfamiliar with such derivation can gradually get accus-
tomed to the relevant techniques.
A. Absence of transport
As a first consequence, we give a strong yet indirect
evidence that the system has a vanishing conductivity,
independent of the choice of the conserved quantity. Intu-
itively, the observation that we are about to present here
suggests that any particles must exhibit a subdiffusive
behavior. In order to explain this phenomenon, imag-
ine the following thought experiment. Prepare a system,
say a spin chain, in one of its energy eigenstates. Per-
form a local physical operation, such as flipping a spin
located at some site. Suppose we attempt to measure
the distrubance that is caused by the physical operation
by performing a measurement on a distant spin. In a
delocalized regime, we expect to be able to detect this
disturbance in a time that grows only polynomially in
the distance. For example, if the spin chain shows a bal-
listic behavior, there must be a physical observable that
detects such a disturbance in a time that is proportional
to the distance between the two locations. We show that,
for a MBL system, the time scales at least exponentially.
Remarkably this conclusion is independent of the choice
of the eigenstates, the physical operation, or the quantity
which is being measured.
This result can be readily derived from Theorem 1, as
we explain below. Without loss of generality, let us de-
note |ψ〉 as the eigenstate, UA as the unitary operator
that represents the physical operation restricted on A,
and OB as the observable that lies on B. The main quan-
tity of interest is the time-dependent correlation function
〈OB(t)〉 = 〈ψ|U†Ae−iHtOBeiHtUA |ψ〉. Using the fact
that |ψ〉 is the eigenstate of the Hamiltonian, one can
obtain the following identity:
〈OB(t)〉 − 〈OB(0)〉 = 〈ψ|U†A(−t)[OB , UA(−t)] |ψ〉 .
Let us note two things: the expectation
value of U†A(−t)[OB , UA(−t)] is bounded by
‖U†A(−t)[OB , UA(−t)]‖; and the left multiplication
by U†A(−t) does not increase the norm. Therefore,
|〈OB(t)〉 − 〈OB(0)〉| ≤ ‖[OB , UA(−t)]‖.
Of course, the disorder average of the left hand side is
bounded by the disorder average of the right hand side.
Note that the commutator in the right hand side can
be precisely related to the commutator that appears in
Theorem 1. Hence, we conclude that
Eµ|〈OB(t)〉 − 〈OB(0)〉| ≤ cte− x2ξ , (18)
where x is the distance between A and B. In order to
observe any disturbance in A, one needs to wait for at
least t ≈ e x2ξ .
As we have stated before, our result suggests that
any particles that can carry a conserved quantity must
exhibit a subdiffusive behavior. This observation sug-
gests that the conductivity must vanish for these systems.
While we find such conclusion to be very likely, we are
not aware of a proof that makes this intuition rigorous.
We leave this as an open problem.
6B. Efficient simulation of the dynamics
In quenched dynamics, time-dependent expectation
value of a local observable is a frequnetly studied quan-
tity. A related fundamental question lies on the com-
putational cost for estimating such a quantity up to a
desired precision. For generic spin chains with local in-
teractions, Lieb-Robinson bound has been used to esti-
mate such a cost. The idea behind such analysis lies on
the fact that there is an effective light cone so that the
events outside the light cone can be ignored by sacrificing
a modest amount of precision. Some of the known algo-
rithms exploiting this fact scale exponentially in t.26,27
For the MBL phase, we may expect to do better, since
the effective speed of light is 0.
Indeed, we show that there is an exponential speedup;
typical instances of the disorder realizations can be sim-
ulated in a time that scales polynomially in t. The strat-
egy is deceptively simple; approximate the time evolution
as eiH
′t, where H ′ only contains terms that are nearby
the support of O. This local propagator acts very dif-
ferently from the original one on the global state, but
it preserves the time-dependent expectation value of O
approximately, as we explain below.
The fundamental relation that we are attempting to
show can be summarized as follows:
〈O(t)〉 − 〈O′(t)〉 ≈ 0, (19)
where O(t) = eiHtOe−iHt and O′(t) = eiH
′tOe−iH
′t.
Assuming one can efficiently obtain a reduced density
matrix of a small-sized region, the above relation allows
us to compute the time-dependent observable efficiently.
If H ′ acts on n sites, 〈ψ| eiH′tOe−iH′t |ψ〉 is equal to
Tr(ρeiH
′tOe−iH
′t), where ρ is the reduced density ma-
trix over the support of H ′. Such expectation value can
be computed in a time that scales exponentially in n,
but n can be a number that is independent of the system
size. Therefore, for a small value of n, one can expect
to drastically reduce the computational cost. Intuitively,
ξ can be thought as an upper bound to the localization
length, since the characteristic lengthscale at which the
integrals of motion are spread out should be smaller than
ξ.
Replacing the original propagator to the local propa-
gator leads to the aforementioned computational advan-
tage, but how much accuracy are we sacrificing? We show
that not much is lost in this approximation; we obtain the
following estimate on n that is sufficient to approximate
〈ψ| eiHtOe−iHt |ψ〉 up to an accuracy of :
n ≈ ξ log t
2

. (20)
Such choice of n amounts to a computational cost that
scales as ∼ ( t2 )O(ξ).
Eq.(20) follows from the same argument which was
used in showing the absence of transport. While the alge-
braic manipulation is a bit more elaborate, we emphasize
that there is a clear purpose behind it; namely, we are
attempting to relate the left hand side of Eq.(19) to the
commutator in Theorem 1.
There are three key logical steps behind this deriva-
tion. First, note that the difference between 〈O(t)〉 and
〈O′(t)〉 can be bounded by a more conservative estimate:
the largest eigenvalue of eiHtOe−iHt−eiH′tOe−iH′t. This
is based on a simple observation that the difference
can be recast as the expectation value of eiHtOe−iHt −
eiH
′tOe−iH
′t for a state |ψ〉. By the definition of the
norm, this is bounded by ‖eiHtOe−iHt − eiH′tOe−iH′t‖.
In the second step, we have the following sequence of
identities:
‖eiHtOe−iHt − eiH′tOe−iH′t‖ = ‖U(t)†OU(t)−O‖
= ‖
∫ t
0
d
dt′
(U(t′)†OU(t′))dt′‖
= ‖
∫ t
0
iU(t′)†[H ′′(t), O]U(t′)dt′‖, (21)
where U(t) = e−iHteiH
′t is some unitary operator and
H ′′ = H − H ′ is a Hamiltonian whose support is sepa-
rated from the support of O by a distance of∼ n2 .32 In the
first line, we used the fact that the eigenvalue spectrum
does not change under a conjugation by a unitary op-
erator. In particular, the largest eigenvalue remains the
same. In the second line, we have rewritten the expres-
sion using an auxiliary variable t′. The last line follows
by simply calculating the derivative of U(t′). The main
purpose of the second step was to obtain a commutator
[H ′′(t), O], whose norm can be bounded from Theorem
1.
Indeed, as the last step, one can use the triangle
inequality to show that the last line is bounded by∫ t
0
‖[H ′′(t), O]‖dt′. Taking the expectation value, we ob-
7tain the following universal bound:
Eµ|〈O(t)〉 − 〈O′(t)〉| ≤
∫ t
0
Eµ‖[H ′′(t′), O]‖dt′. (22)
Applying Theorem 1 to each of the local terms in H ′′,
and performing the integral, we conclude that
Eµ|〈O(t)〉 − 〈O′(t)〉| ≤ ct2e− n4ξ . (23)
In order to obtain an accuracy of  for any local operator
O, it suffices to choose n as 4ξ log( ct
2
 ).
C. Slow growth of entanglement entropy
One of the first clear signatures of the MBL phase was
the slow growth of the entanglement entropy under a
quantum quench. For example, average entanglement en-
tropy across a cut in the middle of a spin chain was stud-
ied in Ref.[4,6,8,15–17]. A logarithmic growth in time
was observed in the MBL phase, while a linear growth
was observed in the delocalized phase. Here we derive
a bound that closely matches the behavior of the MBL
phase, assuming the system is localized at some finite
lengthscale:
EµS(t) ≤ cξ log t+ o(1), (24)
where EµS(t) is the disorder-averaged entanglement en-
tropy at time t and o(1) is a term that approaches 0 in the
t → ∞ limit. The initial state is assumed to be a prod-
uct state. The derivation is admittedly more involved,
as it is based on two ideas that have received little at-
tention in the studies of localization so far. Instead of
explaining these ideas right away, we would like to begin
by explaining why such tools are necessary.
Recall that, at an abstract level, we are attempting to
bound the growth of the entanglement entropy of some
finite region under a unitary dynamics generated by a
sum of local Hamiltonians, e.g., Eq.(5). The solution to
this problem for general Hamiltonians is well-known; the
rate at which entanglement entropy increases is bounded
as follows:
dS
dt
≤ c
∑
i∈∂
‖hi‖ log di, (25)
where the sum is taken over the terms that act across the
boundary between the region and its complement and di
is the dimension of the support of hi.
28 This bound is an
upper bound on the entangling rate: the rate at which en-
tanglement entropy increases. This upper bound, applied
to our systems of interest, implies that the entanglement
entropy of a subsystem A in a time interval of t can grow
at most by ∼ c|∂A|t. This is known to be optimal in
a sense that for some c < c0, there exists some Hamil-
tonian such that its entangling rate exceeds the bound.
It should be also noted that such a linearly growing up-
per bound is obtained using other techniques as well; see
Ref.[29].
We will end up using the upper bound on the entan-
gling rate, but one thing is clear from the above analysis:
that na¨ıvely applying it to our systems of interest can-
not yield the desired logarithmically increasing bound.
Indeed this was to be expected, since the upper bound
on the entangling rate is applicable to both ergodic and
localized systems. How then can we use Theorem 1 to
attain a more refined upper bound?
We can do that by considering a particular decompo-
sition of the propagator; our approach is to decompose
the propagator U(t) = eiHt as follows:
U(t) = Uin(t)Uout(t)Uδ(t)U∂(t), (26)
where Uin(t) is a unitary operator that acts only inside a
given subsystem, Uout(t) is a unitary operator that acts
only outside the given subsystem, and U∂(t) is a uni-
tary operator that acts in the vicnity of the boundary
between the left and the right part. Once these opera-
tors are specified, Uδ(t) shall be defined implicitly from
them. It is important to note that each of these unitary
operators play a different role in creating entanglement.
Neither Uin(t) nor Uout(t) can create any entanglement,
since they are only able to unitarily rotate the state lo-
cally. As far as the entaglement is concerned, Uδ(t) and
U∂(t) are the only relevant operators. Our goal is to ar-
gue that the entangling power of these unitary operators
are not so large; they cannot create too much entangle-
ment.
There are simple reasons behind why these
operators(Uδ(t) and U∂(t)) can only create a small
amount of entanglement. The case for the U∂(t) is
particularly simple, as it only acts nontrivially on the
finite number of particles that are nearby the boundary
between the left and the right part. Thus the amount
of entanglement that can be created by this operator
is bounded by some constant. The remaining operator,
Uδ(t) acts nonlocally, but we will be able to exploit
Theorem 1 to show that it can be generated by a sum
of quasi-local terms whose strength is sufficiently small.
A possible increase in the entanglement entropy that is
due to Uδ(t) will be bounded by exploiting the bound
on the entangling rate.
In the above analysis, we have only mentioned the roles
of the unitary operators that appear in Eq.(26). Now it
is time to specify them, for a model that can be described
by the following Hamiltonian:
H = Hin +Hout +H∂ , (27)
where Hin(Hout) consists of terms that act only on the
inside(outside) of a given subsystem and H∂ consists of
terms that act nontrivially on both the left and the right
part. For example, for a one-dimensional system with
a cut in the middle, H∂ consists of a finite number of
terms. Without loss of generality, we shall define H∂ as
8follows:
H∂ =
∑
n∈∂
hn,
where the summation is taken over the local terms in the
Hamiltonian that act nontrivially both on the inside and
the outside of the given region.
We choose the unitary operators in Eq.26 in such a
way that they satisfy the following differential equations.
d
dt
Uin(t) = iHinUin(t)
d
dt
Uout(t) = iHoutUout(t)
d
dt
U∂(t) = i
∑
n∈∂
[hn(t)]rU∂(t), (28)
where hn(t) = e
iHthne
−iHt and [hn(t)]r is the restriction
of hn(t) to a set of sites which are distance r or less away
from the support of hn, which is defined below.
[O]r =
I
A(r)
d
A(r)
⊗ Tr
A(r)
O,
where A(r) is a set of sites which are distance r or less
away from the support of O and A(r) is its comple-
ment. This region appears in the subscripts of the sym-
bols which represent the dimension(d) and the identity
operator acting on those sites(I), as well as the partial
trace(Tr) over the region. It is worth noting that [O]r
acts nontrivially only on A(r), and approaches O as r
approaches infinity. It should be also noted that r is
a parameter that shall be optimized to obtain the best
bound.
Beginning from a product state, the entanglement en-
tropy at time t, which is denoted as S(t), must obey the
following upper bound:
S(t) ≤ cr + c′
∑
n∈∂
∞∑
r′=r
∫ t
0
(r′ + r + 1)‖[hn(t′)]r′+1 − [hn(t′)]r′‖dt′. (29)
The above inequality follows from two observations.
First, the difference between the entanglement entropy
of the initial state |ψ〉 and U∂(t) |ψ〉 is bounded by a
number of sites for which U∂(t) acts nontrivially; this
contribution corresponds to the first term in the upper
bound. Second, the difference between the entanglement
entropy of U∂(t) |ψ〉 and Uδ(t)U∂(t) |ψ〉 can be bounded
from the bound on the entangling rate. To see this, let
us write down the differential equation that governs the
evolution of Uδ(t):
d
dt
Uδ(t) = iUδ(t)
∑
n∈∂
U∂(t)(hn(t)− [hn(t)]r)U∂(t)−1.
(30)
The “Hamiltonian” that generates this flow is∑
n∈∂ U∂(t)(hn(t) − [hn(t)]r)U∂(t)−1, which can be
expanded as follows:
∑
n∈∂
∞∑
r′=r
U∂(t)([hn(t)]r′+1 − [hn(t)]r′)U∂(t)−1. (31)
For each r′ and n, we can choose U∂(t)([hn(t)]r′+1 −
[hn(t)]r′)U∂(t)
−1 to be the hi which appears in Eq.25.
The operator norm of this term is identical to
[h∂(t)]r′+1− [h∂(t)]r′ , since the norm is invariant under a
unitary rotation. The size of their support is bounded by
2(r′ + r+ 1), since (i) [h∂(t)]r′+1 − [h∂(t)]r′ is supported
on at most 2(r′ + 1) sites and (ii) U∂(t) is supported on
a set of sites that are distance r or less away from the
boundary. Applying these observations to Eq.25, one can
obtain the second term that appears in the upper bound
of Eq.29.
By performing the disorder average on Eq.29, we ob-
tain the following bound:
EµS(t) ≤ cr + c′
∑
n∈∂
∞∑
r′=r
∫ t
0
(r′ + r + 1)Eµ‖[hn(t′)]r′+1 − [hn(t′)]r′‖dt′. (32)
The following lemma provides an upper bound on Eµ‖[hn(t′)]r′+1 − [hn(t′)]r′‖:
9Lemma 1.
Eµ‖[hn(t′)]r′+1 − [hn(t′)]r′‖ ≤ ct′e−r′/ξ (33)
Proof. Note that
[hn(t
′)]r′ =
∫
dµ(U)Uhn(t
′)U†,
where µ(U) is a Haar measure over a set of unitary
operators acting on the complement of the support of
[hn(t
′)]r′ .30 For such U ,
Eµ‖Uhn(t′)U† − hn(t′)‖ = Eµ‖[U, hn(t′)‖ ≤ ct′e−r′/ξ.
Integrating over µ(U) and using the triangle inequality,
we conclude that
Eµ‖[hn(t′)]r′ − hn(t′)‖ ≤ ct′e−r′/ξ.
A similar inequality can be derived for [hn(t
′)]r′+1 as
well, after which one can bound the closeness between
[hn(t
′)]r′+1 and [hn(t′)]r′ .
The above Lemma immediately implies that the
disorder-averaged entanglement entropy obeys the fol-
lowing universal bound:
EµS(t) ≤ cr + c′rt2e−r/ξ.
By choosing r = O(ξ log t)
EµS(t) ≤ cξ log t+ o(1), (34)
where c is some constant and o(1) is a term that vanishes
in t→∞ limit. Of course, for short times, one can simply
use the bound on the entangling rate, which implies that
EµS(t) ≤ ct. (35)
Since both bounds are applicable to our system of inter-
est, one can simply take the minimum, which is achieved
by the linearly increasing bound for short times and log-
arithmically increasing bound for long times.
V. DISCUSSION
Starting from a generic decay property of the integrals
of motion defined in Ref.[18], we were able to derive a
number of qualitative features of MBL. We emphasize
once more that our conclusion is independent of the de-
tails of the model, so long as the system is localized at a
finite lengthscale, a notion that we made precise in Defi-
nition 1.
We emphasize that our bound on information propa-
gation, i.e., Theorem 1, is valid in any dimensions. Since
the implications that were discussed in the context of
one-dimensional systems were primarily based on The-
orem 1, we believe that most of the arguments can be
straightforwardly generalized. In particular, Eq.18 can
be proved without modifying the current proof. We be-
lieve these general facts warrant a further study on these
integrals of motion.
Clearly, an important open question at this point is
whether one can prove that a sufficiently strongly dis-
ordered system is localized at a finite lengthscale. An-
other interesting open question is whether the integrals
of motion defined in this paper remain local in systems
with a robust gapless edge mode. By definition, the
integrals of motion cannot be localized everywhere; it
would imply that the system obeys a bound like Eq.(16),
which would be inconsistent with the (thermal) transport
along the edge. One logical possibility is that the inte-
grals of motion are localized in the bulk, but not near
the edge. It will also be interesting to bound the en-
tanglement entropy under a quantum quench in higher-
dimensional systems. We conjecture that entanglement
grows as |∂A| log t at large t in the MBL phase, where
|∂A| is the area of the entanglement cut.
In the context of studying the quenched dynamics of
a microscopic model, Eq.(23) suggests that most of the
instances of a disordered system can be efficiently sim-
ulated. This does not directly imply that we can un-
conditionally simulate such systems efficiently, since we
do not have an efficient method to verify that the sys-
tem satisfies Definition 1. However, there might be an
efficiently checkable condition, under which a truncation
like Eq.(20) can be justified. We leave that as an open
problem.
The approach that we have taken in this paper is pri-
marily motivated by MBL. However, we believe the ap-
proach will prove useful in studying the dynamics of other
types of interacting quantum many-body systems as well,
for the reasons that we explain below. The only postu-
late that we have imposed on our system is the average
spatial decay property of the integrals of motion which
are canonically defined for any locally interacting Hamil-
tonian; see Definition 1. We expect to observe a differ-
ent decay behavior for other systems, which would im-
ply a different conclusion. For example, some systems
might have a gapless edge mode, and hence exhibit a
different decay behavior near the boundary. Some sys-
tems might support ballistic or diffusive transport, which
would again imply a different decay behavior. We leave
these studies for future work.
Lastly, we note that our work was largely inspired by
the fractional moment method for studying Anderson lo-
calization, which uses the average decay property of the
fractional moment of the Green’s function to prove dy-
namical localization.31 The role of the Green’s function
is taken by the integrals of motion in our work, and
its strength was numerically shown to be decaying ex-
ponentially on average. Similar to the fractional moment
method, the average decay property of the integrals of
motion can be exploited to prove statements that are
reminiscent to the dynamical localization. This connec-
tion remains as an analogy in this primordial form, but
it would be interesting to understand if there are any in-
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Appendix A: Derivation of Theorem 1
Theorem 1 follows from Lemma 2, which is stated be-
low. Let us first begin by defining some notations. We
denote A(r) as a set of sites which are distance r or less
away from A. We define A(r)c as a complement of A(r),
i.e., a set of sites whose distance from A are larger than
r. Note that, without loss of generality, the Hamiltonian
can be written as follows:
H = H˜A(r) + H˜A(r)c , (A1)
where
H˜A(r) =
∑
n∈A(r)
h˜j , (A2)
and the other term is defined similarly.
Lemma 2.
‖[OA(t), OB ]‖ ≤ 2t(‖OB‖‖[OA, H˜A(r)c ]‖+ ‖OA‖‖[OB , H˜A(r)]‖) (A3)
Proof. First, define f(t) = [OA(t), OB ].
f ′(t) = i[eiHt[H,OA]e−iHt, OB ]
= i[eiHt[H˜A(r) + H˜A(r)c , OA]e
−iHt, OB ]
= gA(r)(t) + gA(r)c(t), (A4)
where
gA(r)(t) = i[e
iHt[H˜A(r), OA]e
−iHt, OB ]
gA(r)c(t) = i[e
iHt[H˜A(r)c , OA]e
−iHt, OB ]. (A5)
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Further,
gA(r)(t) = i[[H˜A(r), OA(t)], OB ]
= −i[f(t), H˜A(r)]− i[[OB , H˜A(r)], OA(t)]. (A6)
Combining these identities together, f(t) satisfies the fol-
lowing differential equation:
f ′(t) = −i[f(t), H˜A(r)] + δ(t), (A7)
where
δ(t) = i[eiHt[H˜A(r)c , OA]e
−iHt, OB ]−i[[OB , H˜A(r)], OA(t)].
(A8)
Since the first term in Eq.A7 is norm-preserving,
‖f(t)‖ ≤ ‖f(0)‖+
∫ t
0
‖δ(t′)‖dt′. (A9)
Using the unitarity of eiHt and triangle inequality, ‖δ(t′)‖
is uniformly bounded as follows:
‖δ(t′)‖ ≤ 2(‖OB‖‖[OA, H˜A(r)c ]‖+ ‖OA‖‖[OB , H˜A(r)]‖).
(A10)
Integrating out t′, the lemma is proved.
Now that we have Lemma 1, the derivation of Theorem
1 is straightforward. One can simply take the expectation
value over the disorder realizations, and choose r = x2 .
Since the distance between A(x2 ) and B as well as the
distance between A(x2 )
c and A are at least x2 , the rele-
vant commutators decay exponentially in x. Theorem 1
follows by summing all the contributions.
