Abstract-As active electronically steerable arrays become more prominent, a new paradigm of assigning bits to a set of digital phase shifters, necessary for analog and digital beamforming, is proposed. It is well known that a modern day digital phase shifter which is associated with each transmit/receive module typically relies on three to seven bits. Each of these phase shifters provide a desired resolution of 45 to 2.8125 , respectively. When an array is steered with a fixed precision set of phase shifters, there are some angles where results are significantly better than others. For example, six bit phase shifters can provide exact 11.25 differential phases in a linear array, but not 15 , and subsequent quantization errors lead to reduced pointing accuracy and increased sidelobe levels. However, these errors can be minimized if the set of shifters operate collectively instead of independently with "blind" quantization. In particular this study seeks the solution for the following problem: for a set of phase shifters, each defined by bits, determine the optimal way to distribute the bits so that the array performance is maximized.
Optimized Beam Steering Approach for Improved Sidelobes in Phased Array Radars Using a Minimal
Number of Control Bits
I. INTRODUCTION
A PPROACHES for optimum bit assignments have been applied for digital filter design with success, yet optimal approaches for assignments to digital phase shifters has been less studied. These include computationally efficient decimation filter design [1] - [3] . For example, based on the team's previous research, it has been shown that searches may be described as "adaptively pruned tree searches" [1] or "greedy" [2] . In addition, the so-named multiple constant multiplication (MCM) problem, first introduced by Potkonjak et al. [4] , [5] , has been rigorously studied over the last two decades [6] - [9] . These MCM approaches are tangential to the direct phase-shifter problem at hand, but lessons can be learned from them. This proposed approach may have direct uses for radars that require a high degree of beam pointing accuracy, given a limited number of bits in each phase shifter of the radar's array. This is particularly true for small arrays with small bit precision, as shown herein, but applies to large arrays as well. The motivation for a computationally-efficient search algorithm is that an extended search algorithm that blindly searches through all phase shifter states for all elements will scale poorly with array size and bit precision. In contrast, the goal herein is to determine a lightweight algorithm that can determine optimal bit assignments.
Optimization techniques exist that take advantage of Monte Carlo methods when deterministic algorithms are infeasible. One such method is the Metropolis-Hastings algorithm, known as simulated annealing (SA) [10] , [11] . SA is a probabilistic search algorithm for approximating the global minimum of a cost function in a fixed amount of time. The computational cost of this algorithm can be controlled by limiting the number of search iterations, and is thus a good candidate algorithm for finding globally optimum phase assignments in a software-driven embedded controller. Some previous work has been done in an attempt to manipulate the array pattern through similar bit-level optimization techniques [12] - [15] . These references digitally manipulate phase shifter values and amplitude weights in order to control main lobes, sidelobes, null angles, etc. Additionally, phased array patterns have been studied in order to improve other array properties such as resolution [16] . However, instead of adaptive nulling and similar techniques, the SA approach discussed here emphasizes correspondence between phase elements to mitigate coefficient quantization effects and achieve better array performance with minimal computational effort and training beyond traditional array calibration.
In presenting this technique, the radar is assumed to have digital phase shifters at every element as part of well-aligned, active transmit/receive (TR) modules. Since the phase shifters are assumed to be calibrated, the embedded controller computes phase offsets at a high level of abstraction (i.e., an FPGA computes ideal phase offset values first, then applies a correction based on the calibration coefficient matrix). The calibration matrix and subsequent weights can be populated a priori based on initial testing in the anechoic chamber or can be updated on the fly based on real time system analysis of temperature, and frequency.
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squint may occur in a very large and/or wideband array, likely requiring true time delay at the subarray level. The assumptions required for the technique herein to be valid assume that the beam squint is minimal and that the waveforms discussed here are bandlimited enough to not incur significant errors in beam shape. This paper describes how a simulated annealing (SA) algorithm can be used to solve the bit assignment problem. The classification of optimum bit assignments is defined in Section II in terms of array factor (AF), and how performance metrics based on AF are obtained. Additionally, an overview of the SA algorithm and the modifications needed in order to search through the set of bit assignments are both given. Simulation results of the algorithm are compared to theory, including an analysis of the advantages and disadvantages of the proposed method in Section III. A high fidelity experiment was conducted to verify these simulations, and this test is discussed in Section IV. Finally, Section V offers the conclusions of the optimized beam steering approach.
II. METHOD
A phased array's performance while beam steering can be defined in multiple ways. This paper focuses on improving maximum and mainbeam adjacent sidelobe levels and discusses the effects on other metrics such as root mean squared (RMS) sidelobe level, beamsteering angle error, and main beam width. These properties of a phased array antenna can be derived from the AF. Given a linear array of identical antenna elements, the AF is defined as (1) where the nominal phase angles, , needed to steer a beam in the direction of are defined as (2) where is the element number with respect to a reference element (chosen here as the center element of the array), is an amplitude weighting function, is the wave vector and , is the position of the array element, and is the beam steering angle vector, represented as , for steering angle, . In this study, is taken as the rectangular window, i.e., all elements have equal weights. Analysis has also been performed with different windows (Hamming, Hanning, etc.) with similar results. The center of the array was chosen as the phase reference, i.e., the center element's phase shift in an odd numbered array is zero.
The element-level phase gradient of is nominally mapped exactly to the phase shifters. However, given a phase shifter's finite degrees of freedom (i.e., bits), the phase front will be quantized and errors will ensue when phase offsets are rounded to the nearest acceptable value. The comparison of ideal phase gradients and quantized phase gradients are shown in Fig. 1 . Valid digital phase values are bound by the number of bits, . This constrains to finite steps within 360 , namely steps defined as (3) where is the integer value that approximates the closest. It has been shown that this quantization of phase control affects antenna beam performance (beamsteering angle error, increased sidelobe levels, and quantization lobes, in particular), and much work has been done in an attempt to solve these problems [17] - [21] .
By modifying the error function of the quantized phase gradient, a new phase front can be developed to create nonlinearities that remove the periodic property of the quantized phase front and therefore mitigate quantization lobes. While disruption of the symmetry associated with the nominal phase front increase sidelobe levels for angles far away from the steering angle, it allows a possible phase gradient solution that sacrifices higher average sidelobe levels for lower maximum sidelobe levels.
The SA optimization algorithm introduced previously has been studied extensively [10] , [11] . The algorithm is used here to search for a nonlinear phase gradient solution that optimizes sidelobe level performance given a certain beamsteering angle. Fig. 2 depicts a flowchart of how the algorithm incorporates SA into the optimization problem at hand.
SA defines a "temperature schedule" i.e., the number of iterations used in the algorithm and a starting temperature. In each iteration, the temperature is "cooled" as the variable decreases with time. A best state is initialized with the quantized theoretical phase front. During each iteration, a random element of the current best state is chosen to accept a random phase offset, resulting in a new current state (it should be noted that all random statistics have a uniform distribution). The AF of the current state is then used to find the maximum sidelobe levels of the corresponding phase front. If the sidelobe level found is less than the current state's sidelobe levels, then the current phase gradient is saved as the best state, and the algorithm continues searching for more optimal possibilities. If this new state has worse performance, however, the algorithm uses the Boltzmann distribution (4) to determine a final criterion on whether or not to save the state as the best state, even though it may perform worse. (4) where is a test statistic, is the change in error of the current state compared to the best state, and is the current temperature. It should be noted that is monotonically decreasing as the algorithm iterates. Once is computed, the value is compared to a uniformly distributed random variable. For a random variable , the state is saved if holds true. In this case, a nonoptimal phase gradient is allowed to become the coefficients of a nonoptimal state. Otherwise, the test is rejected and the algorithm continues without saving the state.
Since the temperature is decreasing in time, there is a lower chance of suboptimal states being considered as optimal near the end of the algorithm execution time. At the beginning of the algorithm (i.e., iterations with higher temperatures), worse performing states have a higher probability of becoming the current best state. This way, the algorithm is able to search through the entire search space with a better chance of achieving the optimal phase assignment possible without getting caught in a local optimum state. Once the temperature schedule is finished (i.e., a temperature value of zero), the algorithm is complete, and the result will converge to the optimal phase front for the tested steering angle.
III. SIMULATION RESULTS
An array with seven elements and 3-bit phase shifters has been simulated to steer to 12 . Approximately 5500 iterations within the "update best state" of Fig. 2 were executed. The SA algorithm shows convergence in Fig. 3 . Fig. 4(a) shows the approximated global optimum phase gradient of the array needed to steer the beam to 12 off broadside, and its corresponding AF pattern is shown in Fig. 4(b) . Since the number of elements is identical and the phase fronts are similar, the main beams for both cases have similar beamwidths. Note that the steering angle has shifted slightly due to a change in the phase front's symmetric reference point. Additionally, the sidelobe left of the main beam has been reduced while the sidelobe right of the main beam has been raised. Angles furthest away from the steering angle increase in power. This is an example of spreading out the quantization noise in spatial frequency (similar to how dithering works in an analog to digital converters (ADCs). Fig. 5 accentuates the sidelobe effects by showing the AF for steering angles from 0 to 45 . Notice the symmetry of the quantization lobes at angles away from the steering angle before modification. After introducing the optimal phase front, the shape of these quantization lobes is disrupted and sidelobe levels away from the main beam are raised. A decrease in sidelobes adjacent to the main beam is also seen. Fig. 6 demonstrates the peak sidelobe levels (including improvement) with respect to steering angle. The traditional, quantized phase gradient is shown in the top plot of Fig. 6 . At many steering angles, the maximum sidelobe level can raise above . This is a result of the 3-bit quantization of the phase values. Altering the phase front removes the periodicity of the quantized phase errors, and the first sidelobes are lowered by the optimal phase gradient found. The bottom chart of Fig. 6 shows the improvement across steering angles from 0 to 45 . Improvements of over 3 dB can be achieved when the traditional method performs poorly at a given angle.
The optimal phase gradient searching algorithm is shown to perform well when quantized phase fronts for a given steering angle do not produce maximum sidelobe levels near the theoretical maximum of 13.2 dB down (a result of the rectangular amplitude window function).
Tradeoffs are necessary with better sidelobe levels, however. For each optimal phase gradient found for a given steering angle, the main beam position was allowed to drift from the intended steering angle. When introducing a nonlinear phase gradient, the average angle tangent to the slope of the gradient (i.e., the steering angle) will not necessarily be preserved. The results of this error in a 12-element array are shown in Fig. 7 .
Errors such as these, which are introduced by randomly changing beamsteering coefficients, are controlled and handled in the SA algorithm. Bounds and thresholds on coefficients are set to ensure parameters such as steering angle, 3 dB Fig. 4(a) . beamwidth, etc., are sufficient. In this example, the main beam was allowed to drift by as much as 3 . It has been shown in [17] that the linear, quantized phase front will incur errors that are dependent on beam steering angle. The pointing errors created with the optimal, nonlinear, quantized phase fronts are not dependent on steering angle and are controlled by the randomly introduced phase offsets. Additionally, these errors can be dependent on the number of elements in the array, . More degrees of freedom are introduced with larger values of and more bit precision, resulting in smaller errors. The freedom of altering bit assignments in a 7-element array is minimal, and therefore can produce significant beam steering angle errors. This undesired effect can be controlled by the SA algorithm, however, and can be done by only considering states with errors below a defined threshold.
Another property of the AF, that is dependent on , is the sidelobe level improvement. This property is shown in Fig. 8 as a function of . Both the average and maximum improvement values are shown for all beam steering angles between 0 and 45 for arrays of 10-100 elements. The algorithm can never introduce a phase front that has higher mainbeam-adjacent sidelobes than the traditional quantized example due to constraints within the SA algorithm. Therefore, the approach guarantees at least the same or better performance than previous methods. In the average and maximum cases, it can be seen that the sidelobe improvements converge with high values of .
IV. EXPERIMENTAL RESULTS
The proposed method was tested and verified in the anechoic chamber of the Radar Innovation Laboratory at the University of Oklahoma. A multichannel antenna with an RF port behind each element was united with a multichannel digital backend, as explained next. The test utilized a dual-polarized patch antenna [22] connected to the digital array radar (DAR) transceiver [23] . The antenna, which was designed with emerging multifunction weather radar applications in mind, is an -band stacked patch design. Operating at -band (3-3.6 GHz), the panel is differentially probe fed and features port-to-port cross-pol isolation in excess of 40 dB, high efficiency, is well matched port-to-port, and can scan to up to 3.5 GHz. The panel contains 81 elements, the outermost ring of which is all permanently terminated in resistive loads. Due to a limited number of DAR receive channels (16 channels), 14 horizontally polarized elements on two rows were analyzed. The remaining elements were terminated with loads to minimize finite array effects. The actual antenna and a map showing the location of the active elements are shown below in Figs. 9 and 10, respectively. As depicted in Fig. 10 , seven elements were available in the horizontal dimension to maintain symmetry. Specific test parameters and test setup are shown in Table I and Fig. 11 , respectively.
The DAR, a 16-element prototype digital-at-every-element radar, utilizes a hierarchical digital backend to perform onboard calibration, data capture, storage, and preprocessing. After ensuring that each of 14 elements was calibrated to be in phase at broadside with careful I/Q balancing, the channels are split by the receiver into in-phase (I) and quadrature (Q) components and digitized using the DAR's 12-bit, 24 MSPS multichannel analog-to-digital converters. The raw IQ data was then read by a MATLAB script which performed digital beamforming, taking bit quantization into account almost exactly.
The DAR formats data into a cube which is transferred to a host computer via a USB or Ethernet connection. For our test setup, a total of 480 complex baseband samples were obtained for each of 14 elements at each of the 540 azimuth angles between 135 and 135 with 0.5 steps, resulting in a complex radar data cube. To apply beam steering, the center of the array was chosen as the reference point, and consequently, no phase adjustment was necessary for the center of each row of 7 elements. The top and bottom row of elements were summed to improve the gain factor and create a pseudolinear array to apply beamforming coefficients. The beamforming coefficients were calculated in MATLAB for double and 3-bit precision phase shifters. The 3-bit coefficients were quantized with and without the SA improvement algorithm.
Due to the nature of the data cube and MATLAB's efficient execution of vector and matrix based instructions, the calculated double precision phase shift values for a particular element were simultaneously applied to a matrix containing all measured data from that element. The whole process was repeated again to apply the quantized phase shifts and quantized phase shifts with SA improvement applied to enable comparison. The magnitude response at each of the 540 azimuth angles, , was determined by calculating the RMS value of the received IQ signals. (5) where is the number of complex data samples, 480, and where is the number of elements, 14, and is the th matrix of sample azimuth data from the data cube. Results of the digital beamforming are shown in Fig. 12 . The upper portion of the figure depicts the simulated responses, while the lower figure is based on measured data. It can be seen that the digitally beamformed measured data mirrors the simulated data well. The quantization lobe present left of the main lobe has been suppressed by more than 3 dB using the beamsteering coefficients found in the SA improvement algorithm. Note that the element factor was not accounted for in the simulation due to its minimal distortion near broadside.
V. CONCLUSION
A new method of assigning control bits to low bit precision phase shifters was developed in order to improve the array factor in phased arrays through the introduction of a nonlinear phase gradient. The simulated annealing algorithm was applied to reduce a large solution space to a simple iterative process, producing a solution in a fixed time frame that reduces close-in quantization sidelobes to near ideal levels. The technique was demonstrated in both simulation and hardware testing, and it was found that while the beam steering angle error and distant sidelobes increase slightly, the overall beam shape was not affected significantly. The method described in this paper has mainly been analyzed for small, low-bit arrays where these effects are more pronounced, but the same principles and effects are valid for multidimensional, large arrays. In fact, large arrays will benefit from the proposed method of finding optimal coefficients the most due to the algorithm's finite computational execution time on large, unbounded solution spaces.
