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INTRODUCTION 
The term "sampling designs employing restricted randomiza­
tion" includes all sampling designs other than simple random 
sampling. It includes all designs which specify probabilities 
to samples in a way such that sample elements are not drawn 
element by element assigning equal probabilities to everyone 
of the (^) possible samples. We shall, however, restrict 
ourselves to three particular situations and the sampling 
designs for these situations. 
When no information other, than an arbitrary order of the 
population elements is available, the two most widely used 
designs, depending upon the desire for an estimator of the 
variance, are simple random sampling and systematic sampling. 
While the first procedure gives equal probability to each of 
(^) possible samples, the latter procedure spreads the sample 
widely over the population in addition to assigning positive 
and equal probabilities to the k (N=nk) systematic samples 
out of (^) possible samples. Although intuitively systematic 
sampling is expected to be more precise than simple random 
sampling, the comparative performance of the former depends 
upon the structure of the population. Simple random sampling 
is relatively inefficient in the presence of linear trend, while 
if periodic variations are present in the population, systematic 
sampling performs well or poorly depending upon the periodicity 
2 
and the interval of selection. 
Systematic sampling stratifies the population into n 
strata which consists of the first k elements, the second k 
elements and so on. If the population consists of linear 
trend alone, stratified sampling with one unit per stratum 
has smaller variance than systematic sampling which in turn 
has smaller variance than simple random sampling, (n > 1). 
In the presence of steady trend, stratified sampling with 
one unit per stratum is expected to perform better than with 
simple random sampling or systematic sampling though no general 
conclusions are available i.n the literature. 
If in addition to the order, information regarding some 
characteristic of the elements is available, it may be possible 
to divide a heterogeneous population into strata or subpopula­
tions which are internally homogeneous. If each stratum is 
homogeneous in that the elements are "more alike" a precise 
estimate can be obtained by combining estimates from all the 
strata. Sometimes more than one criterion can be profitably 
used for stratifying a population. Thus, two criteria can be 
used to stratify a population, for example, households may be 
subdivided by geographic areas and by degree of urbanization. 
Two way stratification creates a two way table of "strata 
cells". A cell may consist of, in the above example, all the 
urban households in a particular county. If measures of sizes 
of strata cells are available sampling with probability pro­
3 
portionate to size may be applied. 
In this study we consider sampling designs for situations 
when (1) no information other than order of the population is 
available, (2) the elements of the population display monotonie 
or linear trend, and (3) two criteria are available to strat­
ify a population. 
In the first situation, a pseudo-systematic sampling 
procedure, a combination of systematic and simple random 
sampling, is considered. The design leads to selection of 
sample elements with equal probabilities and selection of all 
pairs of sample elements with positive probabilities. Further, 
the procedure yields an unbiased estimator of the variance of 
the population in total. The variance of the estimator is 
obtained and compared with that of simple random sampling, 
systematic sampling and stratified sampling. It is found that 
this sampling design is more efficient than simple random 
sampling but loses to systematic and stratified sampling. 
For populations having periodic variations and populations 
showing no trend, some conditions under which the present 
scheme gains or loses are given. 
For the situations where the populations are either mono­
tone or show linear trend, two systematic sampling designs are 
developed, both render zero or less than zero correlation be­
tween the deviations from the stratum means of pairs of ele­
ments in the same systematic sample. As a consequence of nega-
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tive or zero correlations, the variance of the estimator under 
the two procedures is less than or equal to that of the corres­
ponding stratified sampling with one unit per stratum. Thus 
a substantial gain in precision is possible under the two 
procedures. If the population consists of linear trend alone, 
the variance under both procedures is zero if the sample size 
is even. If the sample size is odd the variance is ^  times 
the variance of stratified sampling with one element per stra­
tum. An investigation with sample size n=2 shows that the two 
procedures however lose to systematic stratified sampling if 
the population is autocorrelated and the correlogram is con­
cave upward. Approximate formulas for estimation of the 
variance have also been developed. 
In the third situation where two criteria are available 
for stratifying the population, a particular design is developed 
to estimate the population total. The study is limited to 
the case where the second criterion has only two possibilities. 
In other words, the two-way stratification considered in this 
study creates a two-way table of 2 x L strata cells. To ob­
tain variance estimates it is necessary that the sample is 
equal to or larger than 2L and that at least two elements 
be selected from each of the L strata formed using the first 
criterion. 
It is shown that the design is particularly effective if 
the population fits closely the additive model. The within 
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strata variance component from two-way stratification and from 
one-way stratification ignoring finite population correction 
L N N^,  P  L  N N 
can be written as ^ —-— EL, + % —-— S , , where N, , N^, 
h=l ^h h=l % 2h h Ih 
and are the sizes of the stratum, (l/h)tb cell and (2,h)th 
cell respectively, n^ is the number of samples drawn from hth 
stratum, are population averages of the cells (l,h) 
? 1 "ih _ 2 
and (2,h) and = aY^Zl " ^Ih' 
2 1 ^2h _ 2 
and S„, = rr ^ I (y. - Y„, ) , y. and y. belong to the cells 
^2h"' j=l J 1 J 
(l,h) and (2,h) respectively. When the cell frequencies are 
proportional to the marginal frequencies, the between variance 
is less than —^ times that of one-way stratification. 
n-i 
The maximum loss in efficiency due to two-way stratification 
is therefore less than percent of single way stratifica­
tion. Bryant, Hartley and Jessen (3) in their procedure of 
two-way stratification considered an unbiased estimator and 
a biased estimator. The biased estimator, the unbiased esti­
mator and our estimator become identical when the cell 
frequencies are proportional. In this case the between vari­
ance component reduces to the usual interaction ss. . If 
the cell means follow an additive model i.e. Y,- ,  =  Y;  +  Y,"  
In 1* n 
where Y^.is the mean of the ith row, ^  the mean of the 
geographic strata and Y is the population mean, the between 
variance component for the procedure under investigation and 
6 
for the Bryant et 's unbiased estimator will be zero 
regardless of the cell frequencies. This, however is not 
true for the unbiased estimator. 
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REVIEW OF LITERATURE 
Madow and Madow (15) made the first theoretical study on 
the precision of systematic sampling from finite population 
where the sampling unit consists of one element. It was 
shown that the systematic sampling has the same precision as 
the corresponding stratified sampling with one unit per 
stratum if the correlation between the deviations from stratum 
means of pairs of elements that are in the same systematic 
sample is zero. They also considered systematic sampling 
from populations with periodic variations and showed that 
systematic sampling is more precise or less precise than 
simple random sampling if the interval k of sampling is an 
odd multiple or an even multiple of half the periodicity of 
the population. The precision of systematic sampling when 
the sampling unit was a cluster of elements was studied by 
Madow (14). It was found that if two strata are negatively 
correlated, systematic sampling is more precise than the 
corresponding stratified sampling. 
Systematic sampling is less precise than the corres­
ponding stratified sampling (5) if "the population consists 
of linear trend alone. To improve the performance of sys­
tematic sampling in the presence of linear trend Yates (26) 
suggested the use of a weighted estimate. The weighted esti­
mate gives weights known as "end corrections" other than 
L 
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unity to the first and last sample elements. 
Cochran (4) studied the performance of systematic scim-
pling when a superpopulation with the structure E(y^) = m, 
2 2 
a , Cov(y^,y^^y) = p^a , p^>p^^O whenever u<V, is imposed 
upon the finite population. It was found that if 
p^^^ + " 2p^>0 (i = 1, 2, kn-2, nk=N) , then the expected 
value of the variance of systematic sampling from the finite 
population is less than the expected values of the variance of 
the corresponding stratified sampling which in turn is less 
than the corresponding value of simple random sampling. Queno­
uille (18) has shown that the same result holds if the struc­
ture of the population is such that E(y^) = instead of y 
2 2 
and V(y^) = instead of a . The results of Cochran were 
extended by Das (7) to the two dimensional case and sufficient 
conditions under which systematic sampling gains over strati­
fied sampling were given. An example of systematic sampling 
used to sample over time, when the time variable has been strati­
fied in two ways, was given by Sukhatme (22, p. 428). 
Tepping, Hurwitz and Deming (23) used the term "deep 
stratification" for multi-way stratification designs and test­
ed the performance of two-way stratifications on block popu­
lation data for Wilmington, Delaware. The sampling unit 
was a city block consisting of dwelling units. Rent and 
size (number of dwelling units) were the two characteristics 
used for stratification. Each rent-size sub-strata (strata 
9 
cell) contained a number of blocks. One block was chosen at 
random from each chosen sub-strata. If the number of blocks 
is kept the same in all the cells of rent classification it 
must be varied in size classification or vice-versa. If the 
number of blocks is to be the same in both rent and size 
sub-strata, the scheme becomes complicated which diminishes 
the effectiveness of the scheme. Variances were calculated 
from repeated sampling. 
It was concluded that deep stratification designs some­
times are substantially better than single stratification 
designs. However, it was cautioned that deep stratification 
should not be introduced indiscriminately although under some 
circumstances deep stratification may indeed have greater 
efficiency than single stratification. Yates (24) proposed 
selection of an equal proportion from each substrata in a 
two-way stratification design. If the cell frequencies are 
not known but the marginal frequencies are or if the cell 
frequencies are very large, he suggested a two-way stratified 
sample so that the ratios of marginal totals of sample to the 
total sample units are the same as the corresponding popula­
tion ratios. Analysis of variance techniques were proposed 
for estimating variances although difficulties involved due 
to unequal number of sample units were observed. In a later 
work (25) Yates suggested the Latin square principle for 
selecting the sample units in multi-way stratification de-
/ 
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signs. Goodman and Kish (9) viewed stratification as a method 
of control and considered a technique of controlled selection 
in which different combinations of units are selected with 
specified probabilities. Avadani and Sukhatme (1) following 
the work of Goodman and Kish considered a scheme which mini­
mizes the risk of getting a non-preferred combination of 
sample units. 
Patterson (17) extended the work of Yates by considering 
lattice samples from multiple classification of units. He 
also considered the estimation of sampling variances. Hansen, 
Hurwitz and Madow (10, p. 262) give the derivation of the 
variance for a latin square design. 
The assumption that the population could be divided into 
equal size cells was imbedded in the work of Yates and Pat­
terson. The equality or lack of it was also an important 
factor influencing the effectiveness of the schemes of 
Tepping, Hurwitz and Deming. Inequality of cell frequencies 
resulted in bias in estimation. To overcome this difficulty 
a more general method was developed by Bryant, Hartley and 
Jessen (2 and 3). They studied a particular two-way stratifi­
cation design which was effective even if the sample size 
was small with respect to total number of substrata. Both a 
biased and unbiased estimator were considered. The two esti­
mators were the same if the cell frequencies were proportional 
to the marginal frequencies. It was shown that the variance 
11 
of single-way stratification will be larger than times 
the variance of the two stratification design. 
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PART I; A PSEUDO-SYSTEMATIC PROCEDURE 
EQUAL PROBABILITY AND WITHOUT 
OF SAMPLING WITH 
REPLACEMENT 
13 
INTRODUCTION 
The two widely used and simplest sampling procedures are 
those of simple random sampling (without replacement) and 
systematic sampling, respectively. The first procedure is 
inefficient when linear trend is present. The latter proce­
dure, although performing better in the presence of linear . 
trend, has the serious disadvantage of having no estimator 
for variance. In the presence of periodic variations, the 
performance of systematic sampling depends upon the period­
icity of the population and the interval of sampling. For 
some interval of sampling, systematic sampling is more effi­
cient, while in other cases simple random sampling performs 
more efficiently. In this part we consider a simple proce­
dure which leads to (i) selection of sample elements with 
equal probability, and (ii) positive probabilities for all 
pairs of sample elements. The procedure is primarily a com­
bination of systematic and simple random sampling and yields 
unbiased estimators for any population characteristic. And 
since probability for every pair of elements in the popula­
tion to be included is greater than zero, estimates for 
variance of any estimator exist. Also, the procedure is 
quite easy to work with. The efficiency of the scheme has 
been studied. It has been shown that the design is more pre­
cise than simple random sampling when linear trend is present. 
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but loses to systematic sampling and stratified sampling. 
The conditions under which the scheme gains or loses to 
systematic or stratified sampling when periodic variations 
are present in the population have also been discussed. 
An unbiased estimator for the variance of the estimator has 
been obtained. 
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THE SAMPLING SCHEME 
Let be the values associated with the N 
elements in the population respectively. By 'element x^' we 
shall mean the value of the ith element in the population or 
in the sample with i referring to the ith population element 
or the ith sample element. A sample of n elements out of N 
elements in the population are to be drawn. Let N=nk. Then 
we consider the following sampling scheme; (a) Select n/2 
elements systematically and (b) select the remaining n/2 ele­
ments randomly at a rate of one out of every (2k-l) elements 
between the elements selected systematically in (a). Since 
(2k-l) or less elements are left after the last element drawn 
systematically in (a), these elements are pooled with the 
elements left before the 1st element drawn in (a) so as to 
make (2k-l) elements and one element is drawn at random out 
of these (2k-l) elements in (b). We shall confine ourselves 
to the case where N is an integral multiple of n and n is even, 
although in other cases a slight variant of the procedures dis­
cussed will suffice the purpose. It can be seen there are two 
parts of the sample, the systematic part drawn in (a) above 
and the random part as drawn in (b)• 
The above sampling scheme then results in (i) sampling 
with equal probabilities and (ii) positive probabilities for 
all pairs of elements in the population. 
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Since half of the sample elements are selected systemati­
cally, the sample selection scheme is faster than simple ran­
dom sampling as well as stratified random sampling but slower 
than systematic sampling. The first h/2 elements selected sys­
tematically specify n/2 strata, one stratum in between every 
two elements selected systematically; the last i.e. n/2th 
stratum consists of the elements after n/2th element drawn 
systematically and the elements lying before the 1st element 
drawn systematically. The last n/2 elements selected at random 
thus correspond to a stratified random sample with one element 
per stratum where the strata are specified by n/2 drawn first 
systematically. 
Let the systematic part i.e. the n/2 elements drawn sys­
tematically with a random start at i(i=l,2,...,2k), are de­
noted by X.., j=l,2,...,n/2. Thus x.. represents the jth ele-
IJ IJ 
ment of the possible systematic sample of n/2 elements. Also 
let X,.,,. j=l,2,...,n/2 (t=l,2,...,2k-l) be the element 
\ i+t;,J 
selected ar random from (2k-l) elements lying between x^j and 
X. ., with X,.... /_ being the element selected from the i,]+l (i+t),n/2 
elements left after x^ and the elements before x^^ (2k-l) 
elements in total. With the notation given above it can be 
seen that the probability any element is included in the sys­
tematic part of the sample is 
P(Xij) = ^  i=l,2,...,2k and for all j. 
P(Xi.Xi..,) = i i=i' 
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= 0 '. 
The conditional probability of the (i+t)th element given 
the itb systematic sample is 
^ fX(i+t) , j ' " 2FT • 
The overall probability of the i+t^^ element being included 
in the nonsystematic part of the sample is 
P  { x , . .  . }  =  P r o b a b i l i t y  t h a t  x . . .  .  n o t  i n c l u d e d  
li+tj ftj
systematically x Probability ^ 
included at random 
" 2k) ^210^) ^ ^ 2^ 
= A • 
Further, we have, the joint probability 
P  { x . - i / X , . . }  =  P r o b a b i l i t y  o f  t w o  e l e m e n t s ;  o n e  s y s ~  
13 \ i+t),] 
tematic and the other random 
= P{x..) • 
= i . -L- = 1 
2k 2k-l 2k(2k-l) 
and the conditional joint probability 
P  { x , .  - x , . , . . , | i }  =  t h e  c o n d i t i o n a l  p r o b a b i l i t y  
^ iTu ) r J 
of two elements in the sample, 
both random given x^j 
18 
( 2k-l ) ( 2k-l ) 
= 2 • 
(2k-l)^ 
It can be seen that a particular element of the population can 
be included in the sample either systematically or randomly. 
Then if be an element, it could have been included in the 
sample either systematically or randomly and the total prob­
ability of its being included in the sample is 
l/2k + l/2k = 1/k. 
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ESTIMATION OF POPULATION TOTAL 
AND ITS VARIANCE 
Let T and X be respectively the population total and 
the population mean. Then, 
N 2k n/2 
" ° ° ill 
, N , 2k n/2 
" = N = a; J, • 
The probabilities of selection have been given before using 
those probabilities, it can be seen that 
n/2 n/2 
E { I X. ./P(x. .) } = E { 2k I X. . } 
j=l j=l 
2k n/2 
2 k  I  I  x . . / 2 k  
i=l j=l 
= T . (1) 
Also, 
n/2 
^ ^ j%^X(i+t),i/P(*(i+t),i) ^ 
n/2 
= E { } 
n/2 
I ^^'(i+t) } 
20 
n/2 2k-l 
2k E { I I 
i j=l t=l 
2k 
2k-l E 
2k n/2 
{ I I 
i=l j=l 
X . 
13 
' n/2 
six 1 - - Bfx.j 1 
2k-l f - 2k 
2k 
^ f 1 2k 
= T . (2) 
From (1) and (2) we define our estimator T for T as 
1 n/2 n/2 
j=l j = 
. n/2 n/2 
2 [ .1 *ii 2k I X(i+t),i ^ 
]=1 D-J-
n/2 n/2 
where x is the sample mean. 
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T is unbiased. It can be seen that T is the usual 
Horvitz-Thompson estimator (23) for the population total T. 
For if we rename the elements of the sample by , i = 1, 2, 
n without referring to how they were drawn, then Horvitz-
Thompson estimator for the population total is 
n n 
I x,/P(x. ) = k % X. , 
i=l ^ ^ i=l ^ 
which is identical with Equation 3. • 
Let the variance of the estimator T be denoted by V(T). 
Then, 
V(f) = E(T^) - T^ 
n/2 n/2 « ^ 
= E [ X.. + 1 -
2 n/2 2 n/2 
n/2 2 n/2 
(i+t),j + .^jf(i+t),i *(i+t),j'} 
n/2 n/2 ^ 
+ 2( I X,.) I I X,. . .) 1 - T-" . (4) 
j=l ^ j=l 
Now, 
n/2 ^ , 2k n/2 „ 
' ^ Lx:ii ' 
n/2 ^ 2k n/2 
='11'= 2k Î -
22 
n/2 « n/2 ^ 
^ jll *(i+t),i = i [ jli G *(i+t),i|i ^ 
n/2 , 2k-l , 
! ' j=i ^  Ji ' 
= E 
, n/2 2k-l , 
? 2FT ' ^  Jl ' 
- 2k n/2 _ n/2 _ 
^ I 'Jl jii ' 
^ 2k n/2 2 1 2k n/2 ^ 
2k-l ill jli ""ij " 2k(2k-l) ih jll^ij 
, 2k n/2 . 
° ^  Jl ik 
n/2 ^ 2k-l ^ 2k-l 
(25:1 *(i+t) ,i')1 
n / 2  _  _  
! [ jj/ii ""ii' ^ 
. 2k n/2 _ 
= 5k J, jj/i: 
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where X.. and X.are respectively the averages of (2k-l) 
1J 
elements between x.. and x. ^,t/ and between x.., and x 1] 1/3+1 ij i/J 
i.e. 
^ij " ifer ^ ^i+l,j *1+2,i + ••• + Xi+(2k-l),i ^ 
^ 2k-l 
" ^-1 *(i+t) ,j 
%ii' 2Î^ ^ ^i+l,]' *i+2,i' + ••• + ^i+{2k-l),j' ^ 
^ 2k 
" 2M *(i+t)i' • 
n/2 n/2 n/2 n/2 
n/2 n/2 , 2k-l 
1 ' ^ jli 2i^ th ' 
n/2 , 2k n/2 n/2 
? ' ^ 2k=î ( 1 
n/2 n/2 
2krr = f ^ • . l - i i  -  < 1 
24 
2k n/2 , 2k n/2 
x2. 
2k-i 2^ 2k ' jli-ii 
2k n/2 
" ill jj' "i:" : 
k(2k-l) 
2 n 2k n/2 2 2k n/2 
" k(2k-i) 'ill ^ Ji 
Substituting in V{T), we have 
2k n/2 _ 2k n/2 
' 2 k  < J ,  +  i ,  
, 2k n/2 ^ 2k n/2 
" ^  'ill jll^ii " ill 
, _ 2k n/2 _ 2k n/2 
•" k(2k-l)(? "ill jli*ii " Ji j2L,*ii*ii'':- ^  • 
2 2k n/2 2 N 
Now T can be written as T T x.. + T x,..x,.,. 
i=i j=i (i)^(i') > i^(i
(ir(i') 
N 
where J X,.\X..,\ represents the sum of the products 
(i)^(i') ' 
of all possible pairs of elements in the population. Then, re-
2 placing T within braces in the expression for V(T) and 
simplifying,we have 
25 
2k n/2 „ 1 2k n/2 
V(T, =K X,,, 
2k n/2 _ _ n 
^ il il •''il ''ij' ' ^  
N 
2k n/2 
- Ï I X, .,}] - T^. (5) 
i=i j^j' 
2k n/2 2 2k n/2 
If we replace V(T) above by I I + I Ï 
• i=l j=l i=l 
we have 
2k n/2 2 . 2k n/2 
v(T, = (k-i, 
2k n/2 
J. i,'-1] 
X ) -
1] 2k-l 
I k  
2k n/2 
I I 
i=i ifg' 
Xij x^j,}. 
(6) 
The Equations 5 and 6 are the standard forms of the 
variance of T. 
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EFFICIENCY 
A comparison of the inclusion probabilities of each ele­
ment and each pair of elements for simple random, systematic 
and stratified sampling with one element per strata and the 
scheme under study is made. The inclusion probability for 
each element in all the schemes is the same, namely 1/k. 
The inclusion for pairs of elements however, are different. 
In case of simple random sampling the inclusion probability 
for all pairs of elements is the same and is equal to 
= y (nk-ï) ' case of systematic sampling, the in­
clusion probabilities for pairs of elements are 1/k if the 
elements are at a distance of k or any multiple of k and 
are zero otherwise. In case of stratified sampling with one 
element per strata (of size k), the joint probabilities for all 
pairs of elements are zero if the elements belong to the same 
2 
stratum and are equal to 1/k , if they belong to different 
strata. In case of systematic sampling as well as stratified 
sampling with one unit per stratum, no estimator for variance 
exists. To avoid this difficulty we consider the following 
two schemes. Scheme I consists of drawing two systematic 
samples of size n/2 and scheme II consists of dividing the 
population in n/2 strata of size 2k and then drawing random 
samples of sizes of 2 per stratum. Note, we consider that 
the cost of observation is the same for all the elements and 
as such limit ourselves to fixed sample size case. Then with 
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two systematic samples of size n/2 (drawn at random out of 
2k systematic samples), the probability for each element 
remains the same, i.e. 1/k and the probabilities for each 
pair of elements are equal to 1/k if the elements are "ât a 
distance of 2k, 4k, 6k, ..., (j - l)2k and ^(2k-l) otherwise. 
In case of stratified sampling, the inclusion probabilities 
for each element are again equal to 1/k, but those of each 
pair of elements are equal to ' if the elements belong 
2 to the same stratum and 1/k if they belong to different 
strata. In the method under study three distinct cases 
arise. The elements in a given pair may be included (i) 
systematically, (ii) one systematically and one randomly 
and (iii) both may be randomly selected, so that the dis­
tance between the elements affect the inclusion probabilities. 
The following table shows the inclusion probabilities of the 
pairs of elements according to their distance. 
Table 1. The joint probabilities of pairs of elements 
Distance in the pair between Inclusion 
the elements Probabilities 
1 < d < 2k-l ^ 
k(2k-l) 2k(2k-l)2 
i=2k, 4k, 6k, . ..,(g - l)2k wôè-=rr + 
'2 k(2k-l) k(2k-l) 2k-l 
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Table 1 (Continued) 
Distance in the pair between Inclusion 
the elements Probabilities 
d=2k+l, 2k+2, ., ., 4k-lf 4k+l,..., 
6k-l ... {(j - 1) 2k-l} 
-n -, X ^1.. , r ,n 
k(2k-•1) + 2k(2k-l)2 
1 k-1 
k(2k-•1) k(2k-l)^ 
1 d-1 
^ ^ 2k(2k-l) 
i.e. (n-2)k+d with d=l,2,...(2k-l), 
Graphical representations of the joint probabilities 
selection of pairs of elements for the methods discussed 
above are shown on the next page for nk = 18, n = 6 and 
k = 3. Figure 1 shows the graph for simple random sampling. 
In Figure 2, the broken line represents the graph of the 
joint probability when two systematic samples are selected 
as in scheme I and the bars represent the probabilities for sys­
tematic sampling corresponding to distances k,2k,3k etc. The 
solid line in Figure 3 represents the joint probability for 
stratified sampling with one unit per strata and the broken 
line represents the same for stratified' sampling with two units 
per strata as in scheme II. Figure 4 shows the graphical repre­
sentation of the joint probability for our procedure. 
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Comparison with Simple Random Sampling 
For simple random sampling the estimator of T is given 
by N times the sample mean and the variance of the estimator 
is given by 
(7) 
Comparing this with V(T) as given in Equation 5 we find 
that scheme under study will be more efficient than simple 
random sampling if 
2k n/2 _ _ , N 
" ill * 55? 
2k n/2 
" ill ' 
i.e. if 
2k n/2 
+ (2k-l) I I X..X.., ] . (8) 
i=l 
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Now the right hand side of the inequality 8 involves 
2k n/2 2k n/2 
i l  Â two expressions J Y x.. x.., and T 7 X..X.., . 
2k n/2 
y y X..X.is obtained by summing over all systematic 
i=l j^j' 
samples the totals of the products of elements in all possible 
2k n/2 _ 
pairs in each systematic sample, while % ^ X..X.., is 
i=i 
obtained first by computing the averages of the strata 
specified by the systematic samples and then summing over 
all systematic samples the totals of the products of all pos­
sible pairs of averages of strata for each systematic samples. 
In the absence of trend and periodic variations there are 
2k n/2 
reasonable grounds to believe that J y x..x.., and 
2k n/2 • 
y  y  X . . X . a r e  a p p r o x i m a t e l y  e q u a l .  T h e n  o n  t h e  a s s u m p -
i£i j^j. 1] 1] 
2k n/2 2k n/2 
tion of equality of T T x..x.., and ^ T X..X..,, the 
i=l j^j' i=l 37^3 • 
inequality g reduces to 
After some algebraic manipulation this reduces to 
^ nk 2k n/2 
nk(nk-l) |^^(i)^(i') 2k(n/2)(| - 1) i=l j^j' 
( 9 )  
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Left side of the inequality 9 is the average of the product 
of all possible pairs of elements in the population,while 
the right hand side gives the average (over all systematic 
samples) of the averages of the pairs of elements within 
systematic samples of size n/2. This is the condition under 
which the sampling scheme under study is more efficient than 
simple random sampling. In case the assumption of equality 
2k n/2 2k n/2 
of y y X..X.and y y X.. x .is not tenable, then 
i=i 3^r i=i j^j' 
to be on the safe side we can take the larger of the two 
and substitute in 9 above which is the required condition 
for the present scheme to be more efficient. In the presence 
2k n/2 
of linear trend or mono tonicity, ^ X. .X. 
i=i 3^r ^ ] 
2k n/2 , nk 
- nk(nk-l) " greater 
, 2k n/2 
than ^ y X..X.., as well as 
2k(n/2)(^ - 1) i=l 
, 2k n/2 
y y X..X..,, so that the inequality 8 is 
2k(n/2)(^ - 1) i=l j^j' ^3 
satisfied and the scheme under study is superior to simple 
random sampling. Below we give an example with population 
having linear trend. 
Example 1; We may ass.ume x^ = i. 
Let N = 12, n = 4, k = 3. Then for this population. 
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1 Y ^ ^ _ 1 .nk(n^k^-l)(3nk+2), 
nk(nk-l) nk(nk-l) ^ 12 ^ 
- (nk+1)(3nk+2) _ 13 x 38 = /il 
12 12 6' 
2k n/2 , , 
I ^ X 217 = 36-c 
2k(n/2) {- - 1) i=l jfij ' 
1 2k 
To calculate T Y X. .X. we first calcu-
2k{n/2) (y - 1) i=l jj^j' 
late the values of X^^'s. 
Xii= 4, X]_2~ 10; ^21~ ^22" ^32." ^32" 
X^l= 7, Xgi= 8, X^2~ 4.4; Xg^= 9, Xg2= 3.0, 
, 2k n/2 
I Ï  X..X.. = i [229.0] = 38i. 
2k(n/2) (| - 1) i=l jj^j ^ 
n 2k n/2 
Thus both — I I X. .X.., and 
2k (|) (| - 1) i=l jj^j- 1] 
2k n/2 _ 
I I X..X.., are less than 
2k (|) (| - 1) i=l 
^ nk 
i\ y x,,.x,.,\ showing the procedure under study 
is more precise than simple random sampling. We now proceed 
to calculate the variance of simple random sampling and that 
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of our procedure for the population considered in the above 
example. 
V(Tg^) = N(N-n)|- where ^ I (x^-X) ^ 
= N(k-1) 
= N(k-l) . 
= 312,  
From (5) 
2k n/2 . , 2k n/2 
' ''il ' 2 ( j, jj/ifii' 
2k n/2 T nk 
2k n/2 
•  Jl  
= 1950 + 1338 + 3000 -  6084 
= 204.  
In the presence of periodic variations, the performance 
of the scheme in comparison with simple random sampling de­
pends upon the sample size n and upon the sampling rate. This 
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is because of the fact that the first n/2 units were drawn 
systematically. As a result if the sampling rate is an in­
tegral multiple of the periodicity or half the periodicity 
of the population elements, the scheme is inferior to simple 
random sampling. In case the sampling rate is an odd mul­
tiple of 1/4^^ of the periodicity of the population elements, 
the design under study, as will be seen from an example, is 
more efficient than simple random sampling depending upon 
the sample size. 
Example 2 : 
Below we consider a population whose model is given by 
x^ = a + b sin i = 1, 2, ..., N. 
Further, let N=nk=16, n=4, k=4. Thus k coincides 
with the periodicity of the population. The population ele­
ments are a+b, a, a-b, a, a-b, a ... etc. There are eight 
possible samples for which the values of x.•'s and X..'s are 
1J 1J 
given below: 
— 1 — 1 
x^^= a+b, x^2= a+b, ^n" a - y b, ^i2~ & " Y b, 
*21= *22= ^21= ^22= 
— 1 — 1 
X3i= a-b, ^32" ^31" a + y b, ^32" a + y b. 
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*41= *'  *42= *'  *41= a *42= S'  
— 1 — 1 
Xg^= a+b/ ^52" 3+b, ^51" 3. - j h, X^2= a - y b, 
*61" *62= Xgl' ==62° ® 
— 1 — 1 
a-b, ^72" 3"b, ^71" a + y b, ^72^ a + y b. 
*81= a, Xg2= a, Xgi= a, Xg2= a. 
^ 2k n/2 
Average of x. .x.., is I I x..x.., 
2k (n/2) (J - 1) 1=1 
= a^ + i b^ and the average of X..X. 
Z 1J i J 
- 2k n/2 _ _ 7 17 
is r I I X. .X. ., = a + b . The average of 
2k(n/2) - 1) i=l 
1 _ 1 
*(i)*(i') nk(nk-l) (i)^(i- )^(i)' ) nk(nk-l) 
Ik -5 2, 2 b^ 
" 3Ô ' (i)=i (i)=i 
Thus, it can be seen that inequality 8 is not satisfied 
for the above example showing that the simple random sampling 
is superior to the scheme. The same inference holds for n = 8 
and k = 2, where this time k is 1/2 of the periodicity of 
the population elements. In this case x..'s and X..'s are 
XJ XJ 
given by 
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a+b, ^12" ^13" ^14" 
*21= *22= *13= *24= 3' 
^31" 3=b' ^32~ &-b, ^33" ^34" 
*41= *42= *43= *44= 
and 
^11 ^"S ^12 ^~3 ^13 ^~3 ^14~ ^~3 
^21 ^22~ ^23 ^24 
^31" ^ "*"3 ^32" ^"^3" ^33" ^34~ ^"*"3 
*41= *' *42= *' *43= *' *44= *' 
Averages of x.-x.., and X..X.., are respectively given by 
Ij Ij Ij ij 
2 12 2 12 
a + ^  b and a + Yg" b while average of is again 
2 b^ 
a - Jq- giving evidence adverse to the present scheme. How­
ever, if k is 3, i.e., equal to 3/4 of the periodicity, 
reverse results are obtained as will be seen from the follow­
ing with the same population but with nk = 12, and n = 4. 
There are six possible samples for which x^j's and X^j's 
are as follows: 
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a+b, ^12" ^11" ^12" 
*21= *22= ^ X21= ^"1 '"' *22= ^ 4 
*2^= a-b, ^32~ &+b' ^31" ^32~ 
*41= *42= *41= ^ 4 b' *42= b' 
*51= a+b, %S2= a-b, a, *52= &' 
*61= *62= a' ^«r ^ "5 ^62= ^ 4 
, 2k n/2 , 2k n/2 
Then I I X. . and — I I X..X.. 
2k(n/2)(S-l) i=l j^i 2k(n/2) (|-l)i=l j^g' i] 
2 12 2 12 
are given by a ~ 2 ^  and a - h respectively and 
nJc 
nk(nk-l)' " GSual to i Since 
a^ - i b^ • < a^ - ^  b^ < a^ - b^, nothing can be said 
definitely from the averages; we therefore proceed to see if 
the inequality 8 holds. Now 
and 
, 2k n/2 2k n/2 
f [(2k-3) I I + (2k-l) I I X..X..,] 
i=l jj^j ID i j^j- ^3 J.] 
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= 48a^ - ~ , 
which shows that inequality H is satisfied and the scheme 
under study is better. The above result is true for nk = 18 
and n = 6 also. The variances of simple random sampling 
and that of the procedure under investigation for the popu­
lation with model y\ = a + b sin ~ i=lf 2, ... N are given 
below. 
For nk = 16, n=4, k = 4. 
k n ^ nk ^ 
= 64a^ + 32b^) + (192a^ - b^) - 256a^ 
3 2 
= 25 I" b"^. 
2k n/2 ^ T 2k n/2 
2k n/2 _ _ n nk 
2k n/2 
= (64a^ + 32b^) + 2{(16a^ + Bb^) + {16a^ +~ b^) } 
40 
+ Y {{240a^ - 8b^) - (15a^ - 8b^)} - 256a' 
Q 2 
= 39 4& b:. 
For nk=12, n=4, k=3 
V(Tsr) = 3(12à^ + 6b^) + ~ (132a^ - 6b^) - 144a^ 
= 22 ^  b\ 
V(T) = 3(12a^ + 6b^) + 2{(12a^ - 6b^) + (12a^ - ~h^)] 
+ II" (132a^ - 6b^) - (12a^ - 6b^) } - 144a^ 
Comparison with Systematic Sampling 
The estimator of the population total T, where sample 
elements are drawn systematically with period k, is given by 
n 
T = k y X , where s stands for the systematic sample that 
sys ^^2. 
has been selected (s = 1, 2, k). The variance of T^yg is 
k n 2 k n _ 
• k y y x^, + k y y x , - T . comparing this with 
sii til t^f St St 
V(T) given in Equation 5 we see that the scheme under study 
is more efficient if 
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k n , 2k n/2 2k n/2 _ _ 
Ji  '  2' i h  "  Ji 
, nk 2k n/2 
The left hand side contains nk(n-l) product terms while 
in the right hand side the expressions within the 1st brace 
each contains 2k(n/2)-1) = nk(^ - 1) product terms and the 
expressions in the 2nd brace contains nk(nk-l) and nk(^ - 1} 
product terms respectively. Since we cannot estimate variance 
of T , we consider a systematic sampling technique in which 
sys 
two systematic samples, each of size n/2 and period 2k, are 
drawn at random. In this case the elements denoted by 
j, i = 1, 2, ..., 2k, j=l, 2, ..., n/2 coincide with 
those of the sample scheme. Then , i = 1, 2, ..., 2k be 
the means of the 2k systematic samples. Then let x^ and 
x« be the means of the two samples drawn respectively. Then 
1 - - 1 2k _ 
^'(x, + x_ ) is an unbiased estimate of I x. , i.e., 
of the population mean X. Then ^ (x^_ + x^,) 
n/2 n/2 
= k [ J] X-, . + J X,.] is an unbiased estimate of population 
j=l -L] j=i 
total T. Then the variance of T^^^ is given by 
42 
Ë[Xi. + X2.]2 -
^ ' J' A -i. + 2kWr j'/i. 
, 2k , n/2 , n/2 , 
* zRT 'H72 'H72 ' •' 
1 for X = —7^ 2 X. . by definition. Then, 
1• n/z j=l 
2k n/2 , 
^<^syL> = " 
3^  " •'' 
2k n/2 . 2k n/2 
, 2k n/2 n/2 ^ 
"" ^  iji' 
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Comparing this with variance of T in Equation 5 we 
\(1) 
sys 
see that the estimator T is better or worse than as 
far as variance is concerned according as 
, 2k n/2 2k n/2_ 
2 ill 
nk 2k n/2 
is smaller or larger than 
2k n/2 ^ 2k n/2 n/2 
nk 
Now, y contains the products of all possible 
(i)f^i') ) 
pairs of elements in the population and can be accounted as 
nk 2k n/2 
2k n/2 2k n/2 
+ jji. 
(12) 
Also, 
2k n/2 n/2 2k n/2 n/2 
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2k n/2 2k n/2 
(13) 
Now from Equations 12 and 13, we see that V(T) is equal, 
. n ) 2k n/2 
smaller or larger than V(T ) according as V T x..x. 
sys 13 ID' 
1 2k n/2 
is equal, to greater or smaller than "[ 1 ^ x..x.., 
^ i=l 
2k n/2 _ _ 2k n/2 
+ I I X..X..,], i.e., according as % ^ is 
i=l i=l 
2k n/2_ _ 
equal, to greater or smaller than 1 % X..X.., . In the 
i=l 
2k n/2 
presence of linear trend or monotonicity Y 1 X..X.^ 
i=i ifg' ^ ^ 
2k n/2 
y y X. .X. . In the presence of periodic variations, as 
i=i iAi' 
it was seen previously in the discussion of comparison with 
simple random sampling that when k is an even multiple of l/4th 
2k n/2 
of the periodicity of the population 7 T X..X.< 
i=i iAi' -
2k n/2 
y y X..X.and the reverse in equality follows when k 
iii j^j. 1] 1: 
is an odd multiple of 1/4th of the periodicity of the popula­
tion. Accordingly the sampling scheme under investigation 
is better off or worse off when k is an even multiple or odd 
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multiple of 1/4 of the periodicity of the population. In 
other cases, it is very difficult to say anything with cer­
tainty. It may be of interest to know that the variance of 
2 
the estimator is ^ and this has 
degrees of freedom 1. 
The values of V(T ) and V(T^^^) for the two popula-
sys sys 
tions considered in examples 1 and 2 are shown below. 
For the population in example 1: 
V(T ) = V(X ) where X is the mean of the 
sys sys sys 
sample element drawn system at an interval 
of k. 
= 96. 
2k n/2 ^ , 2k n/2 n/2 
V(î^) = k lU I _ (p2 
= 3554 - 2994 - 6084 
= 164. 
For the population in example 2 ,  with nk = 16, n = 4, k = 4 
k n ^ k n 
I V(Tsys) = k ill + k % - T' 
= 4(162? + 8b^) + 4(483? + 24%?) - 256a^ 
= 128b?, 
4 6 
= 4(16a^ + 8b^) + 4(16a^ + 8b^) + ~(224a^ - 16b^) by b / 
= 54 yb^. 
For the same population with nk=12, n=4, and k=3, 
V(sys) = 3(123.2 - 6b^) - 144a^ 
= 0. 
V(Tj^))= 3(123.2 6^2) ^ 3(123.2 _ |.(i20a2) - 1443^ 
byb 3 
= 0. 
T is less efficient than T or in the presence of 
sys sys 
linear trend alone. In the presence of periodic variations 
T gains over T and if k is an even multiple of the 
sys sys 
periodicity and loses to Ï and if k is an even multiple 
of the periodicity. 
Comparison with Stratified Sampling 
Let Xg ^  (s — 1/ 2  r •••/ n/ t ~ 1/ 2/ ...^ k) be t 
element of the s^^ stratum. Then the estimator for the 
population T and its variance are given by 
n k „ n k k 2 
and variance of T , = k ^ I x + I ( I ( I x , )-T . 
S = 1 t=l ST^S' t=l t=l 
(14) 
The performance of the scheme under study depends on the mag-
2k n/2 2k n/2_ 
nitude of ^  f I I ' +11 '"^ii^ii ' ^ 
i=l j^j' ^ ^  i=l 
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^ nk 2k n/2 
+ ÔCT { I - I I X..X..,} in comparison 
(i)r'(i') ^ ) i=l 
n k k „ 
to that of ^ (I X 4-5(1 X ,.)• The later contains n(n-l)k 
s7^s't=l t=l ^ t 
product terms of pairs of elements,while in the former each of 
2k n/2 2k n/2 __ 
I  I  X..X.., and I I X..X.., contain 2k(n/2)(^- 1) 
i=l ifg' i=l j^j- ^ 
= nk(^ - 1) product terms of pairs of elements and pairs of 
nk 2k n/2 
averages respectively and Y x,..x,.,. - Y T x..x.., 
2 
contains (nk(nk-1)-nk(^ - 1)) = ^ D product terms of 
pairs of elements. In case of linear trend, variance 
is always smaller than V(T). In other situations nothing 
can be said definitely, although in most cases the estimator 
T is expected to have larger variance than that of 
However, is at serious disadvantage since it is not pos­
sible to ascertain the magnitude of V(Tg^) as no estimator 
for V(Tg^) exists. 
We now consider the case of stratified sampling with 
strata sizes 2k and two sample elements drawn at random from 
each stratum. Further, the n/2 strata are defined to contain 
first 2k elements, second 2k elements and so on. Thus the 
suffixes of the element x.• j refers to stratum j and i ij f 
refers to the elements within the stratum (j = 1, 2 ,  ..., n/2; 
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i = 1, 2, 2k). Then element referred here is identically 
the same element referred earlier in the beginning while 
describing the sampling procedure under study. Then estimator 
for population total T is given by 
n\ n/2 n/2 
St I N.x. = I 2k X. (15) 
st: j=i ] ] j=i : 
_ th 
where Xj is the sample mean of the j stratum, i.e., 
îcj = J + ^ 2j^' ^ Ij ^2j being the two sample units 
drawn from the stratum. T^^^ is unbiased. 
The variance VCf^^^) of T^^^ is given by 
<«3 - "jl 
= 2k(2k-2) g2 
 ^= 51^  f - 4^ )' = 5À 
2k 
2k ^ ;I,,Xii*i'i 
= 3T I x-4 -2k .£i ij 2k(2k-l) i—X 
Substituting for s? in VCrj^^) we have 
: 2k 
n/2 , 2k ,  
i l  '2k % = 2k(k-l) ,r E -  "''SkUk-l) '  
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= (k-1) % J:-« - k-1 2k-l n/2 I 2k I j=l j 
n/2 2k _ . , n/2 2k 
jil âl""» ' ^  ih 
2k n/2 « ^ 
+ (I Ï X i i ) 2  -
1=1 3=1 
" Ji jh 
nk p 
nk 
where I as defined earlier contains the 
(l)^(i') ' 
products of all pairs of elements of the population. The 
above expression for VCT^^^) could also be obtained by the 
method used in deriving the other variance formulas : 
V(Tjl)) = E(T^J^) -
n/2 ^ , 
= E { I 2k X.} - T 
j=l J 
, n/2 , 2 . 2 
= 4k^ E [ I {4 ( I Xii + I xi^x.,.) } 
j=l ^ i=l ^ ^ 
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n / 2  , 2 2  „  
- n/2 2k X?. ^ 1 2k 
'j=l 'i=l •" 2k(2k-l) 
n/2 ,  2k T 2k _ 
2k n/2 „ , n/2 2k 
" M l  j l ' i :  '  j l i  j i / i f i : '  
n/2 2k 2k _ 
+  1 ( 1  X .  . )  (  I  X . . , )  -  .  ( 1 7 )  
i^g' i=l i=l 
nk 2k n/2 
Then, noting that I x ,.. x .. , v = I I x. . x. . , 
(i)^(i') ) i=l i^g' 
n/2 2k 2k n/2 
n/2 
ili 
2k 2k n/2 2k 
I X..)( I X  .,) = I _ I  
i=l i=l 
x. .X . . 
i=i 
n/2 2k 
I I X..X .,, we see 
i?^i' 
that V(Tg^)) can be written as 
51 
,1 \ 2k n/2 _ V 2k 
nk n/2 2k « 
2k n/2 , , _T n/2 2k 
" Jl ^ jll 
nk 2 
which is expression derived earlier in Equation 16. 
Comparing this with V(T) we find that the scheme under 
study will have advantage over stratified sampling if 
nk n/2 2k 
2k n/2 2k n/2 
_k_ , f  ,  ^ 
2k n/2 
52 
2k n/2 
Again assuming I 1 X..X.., to be approximately equal 
i=i ifg' 
2k n/2 
to I I X. .X. and then simolifying we find that the present 
i=l j^j 
scheme will be superior only if 
nk n/2 2k 2k n/2 
(18-23) 
For populations having linear trend or monotonicity this will 
not be satisfied. For populations with periodic variations, 
intuitively it seems that this may be realized for most n 
and k where simple random sample is less precise than our 
procedure. In other cases also this will be materialized 
only infrequently. The examples 1 and 2 are again considered 
and the corresponding variances are shown below. 
For the population in example 1 : 
V(Tg^) = N^V(xg^) where (xg^) is mean of the sample 
elements. 
= 24. 
,1 \ n/2 2k - , , n/2 2k 
nk 2 
53 
= 1950 - 1216 + (6084 - 650) - 6084 
= 84. 
For the population in example 2, with nk=16, n=4, k = 4 
n k g n k k 
V(T ) = k I I X + I ( I X )( I X , ) -
s=l t=l s?^s' t=l t=l ® ^ 
= 4(16a^ + 8b^) + 192a^ - 256a^ 
!= 32b^. 
V(T^^))=. 4(16a2 + 8b^) - |-(112a^ - 8b^) + (240a^ - 16b^) 
- 256a^ 
= 19y b^. 
For the population in example 2 with nk=12, n=4, k = 3 
V(Tst) = 3(12a^ + 6b^) + (lOSa^ - 2b^) - 144a^ 
= 16b^. 
V('f'^J^)= 3(12a^ + 6b^) - | (60a^ - 4b^) + (13a^ - 6b^) 
- 144a^ 
3  2  
= 13|. b2. 
Thus the variance of T is greater than that of either 
or if the population consists of linear trend alone. 
For the population in the example 2 ,  consisting of periodic 
variations, is found to have smaller variance when k is 
54-57 
an odd multiple of ^  the periodicity and larger variance 
than and when k is an even multiple of the sarne. 
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ESTIMATION OF VARIANCE 
Before we proceed to find the estimator for variance of 
T, we show that V(^) can be derived without taking recourse 
to conditional argument as was done while obtaining 
Equation 5. 
V(T) = E(f2) _ 
= E {k 
= E {k^ % X?. + k^ % X..X.- T^. (24) 
J.J J.J _L J 
Here we consider x^j to be any element appearing in the sample 
and Tx.Yx?. and Tx..x.,., refer to summations over all 
^ 1] L ^ 13 1'j' 
elements and pairs of elements in the sample respectively. 
Then, 
„ , 2k n/2 -
ECl^i-) "  k ^ I Xii (25) 
^ i=l j=l 
since the inclusion probability of an element x^j in the 
sample (either systematically or randomly) is 1/k. The ex­
pected value of %x..x.in Equation 24 is, however, quite com-
X J 1 J 
plicated as the inclusion probability of a pair depends upon 
the distance between the elements in the pair. We have 
shown the probabilities of pairs of elements in Table 1. 
There arise four distinct cases as described below. First, the 
elements in a pair may be at a distance d such that l<_d£2k-l. 
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1 d-1 
The inclusion probability of the pair is , . + , 
KUK-i; 2k(2k-l)^ 
as a result the expected value of such a distinct product 
^^ij^ij'j' (k(2k-l) 2k(2k-l)2^ 
here x.-x., is considered distinct from x.,.,x. . . Second, 
IJ X  J 1  J i j  
the elements may be at a distance of 2k, 4 k ,  6 k ,  etc. 
The inclusion probability in this case is -^ + ^ ^  and 
2k(2k-l)^ 
the expected value of a distinct pair is 
2 k;—3 
+  = — x .  . x . ,  .  T h i r d ,  t h e  e l e m e n t s  m a y  b e  a t  a  
2k(2k-l) 1 D 
distance of 2k+l to 4k-l, 4k+l to 6k-l, ... etc., (and not 
equal to 2k, 4k, ... etc.), in which case the inclusion 
probability for a distinct pair is -9 • Con-
2k(2k-l) 
sequently, the expected value of a distinct product in this 
case is ,. + ^} x.-x. Lastly, the distance 
kUK-i) 2k(2k-l)^ ^ ^  
may be -1)2k+l to (nk-1) and the inclusion probability and 
the expected value of a distinct pair will be (2k-l) 
2k-d 1 , r 1 , 2k-d 
2) <k(2tl) + Xii*!']' respectively 
2k(2k-l)' 2k(2k-l) 
where d — 1/2,...,( 2k"l) . Let ^(2)' ^(3) ^ ( 4 ) 
be the sums of products of all distinct pairs of elements 
in the four cases described above. Then, 
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E^x^jXi, j.) = {k(2k-l) + 2kX2k-l)2^ 
" '2k + 2k(2k-l)'' 
( 2 6 )  
It may be noted that in Equation 26 except I(2)^ij^i'j*' 
of the sums and I has a multiplier ^^^k-l)' ^^en 
adding and subtracting k(2k-i) ^(2)^ij^i'j' have 
E(5;XijXi, j.) = %(2k-l) ^^(l)^ij^i'j • •*• ^(2)^ij^i'j' 
"*" ^(3)^ij^i'j' ^(4)^ij^i'j'^ 
+ (2k-l) ^ ^ 2)^ij^i'j ' •*• (2k-l)%(2)XijX^,j, 
+ (2k-d)^Jx^jx^,j , } 
+ " k(2k-l) ^ ^(2)^ij^i'j' ' 
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NOW the sum + Z (2)''i j • + ^ (3)='ij='i'j ' 
+ I (4) j • is the sum of the products of all distinct 
pairs irrespective of distance and hence equal to 
nk 
The quantity (S-D I (j.) ==13=^1. j . 
+  ( 2 k - l )  ^  ^ 2 J ^ I  j  I  ( 2 k - 2 ) ^ ^ 2 ^ x ^ j X ^ , j ,  +  ( 2 k - d ) ^ ^ ^ ^ x ^ j X ^  I I / 
2k n/2 
it can be easily verified, is equal to % % X..X.where 
i=l j^j 
2k-l 
X.. and X.., are respectively the totals I and 
ij ij t=l 
2k-l 
^ x,. . of the (2k-l) elements between the systematic 
t=l 
sample units x^j and and x^j, and of the 
i^^ systematic sample. Further, %._.x..x.containing \ Z) iJ J. J 
products of all pairs of elements having distances 2k, 4k, 
2k n/2 
..., (tt -1) 2k can be expressed as T T x. -x. where 
^ i=l 
X.. and x..,are respectively the and elements of the i j 1 j 
i^^ systematic sample. The expected value, Ei^x^jx^.j,}, then 
reduces to 
^ nk ^ 2k n/2 
k(2k-l) (i) (!') 2k(2k-l)2 i=l j^j' ' 
2 2k n/2 ^ 2k n/2 
" 2k • k(2k-l) 
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I.e. 
1 , pk \ 
, 2k n/2 1 2k n/2 
^ ill jj.%' '3^ j, jj.Vij' ' 
where X^j and X^j/ are the averages of (2k-l) terms in between 
x^j and between x^j, and respectively. 
Then substituting for E^x?. and E^x.-x.,., we have 
X j  I j  1  J  
„ , 2k n/2 „ , nk 
V(T, =. [E 
2k n/2 , 2k n/2 _ _ 
' Jl + 2k j, 
, 2k n/2 
5E J, 
2k n/2 . T 2k n/2 2k n/2_ 
" 'Jl jll'ii " 2 'Jl Jl 
nk 2k n/2 
2k-l " Jl •"' 
( 2 8 )  
which is the expression derived earlier. 
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We now show that V(T) given above has the Horvitz-Thompson 
form (13). It may be noted that,while deriving the value of 
E(^x^jx^, j,), we added and subtracted %(2k-i)' %(2)*ii*i'i' 
E(^x^jx^,j,). Had this operation not been performed, 
the expression for V(T) would be given by 
+ (—1— + 2k-d . y X. .X. 
k(2k-l) 2k(2k-l)^ 
+ ( ^ + 2k-2 . y X..X. 
k(2k-l) 2k(2k-l)2 i'i' 
(k(2k-l) %(4)XiiXi'i'] • (29) 
Now, substituting 
2 2k n/2 2 
^ " âl jll*ii %(l)XiiXi'i' %(2)*ii*i'i' 
%(3)Xii*i'i' ^(4)^ij^i'j" 
Equation 29 can be written as 
^ 2k n/2 ^ 0 1 ov i 
V(T) = (k-1) I I xf. + 
i=l 3=1 2k(2k-l)^ 
54 
" 2k(2k-Î)2' k(2k-•1) 
1 
k(2k-
1—1 
1 
+ (k^ (w^îèrîT + ^ 2' %(3)Xii*i'i 1 I 
Let n^, be the inclusion probabilities of 2^^ element and 
the pair consisting of elements i and I', Then we can see, 
^ _ 1-1/k 
n 
= -^y^- • = k-1 for all elements in the population. Now, 
"1 *1' " "t"!' " 
= k^(. -I.— ^ ^  %,) -1 if the, distance d be-
• k(2k-l) 2k(2k-l) th th 
tween l and I' ele­
ments satisfy l_<d_<2k-l 
= k^(^ + " _)-l if distance d=2k,4k,... 
2k(2k-l)^ 
(| - l)2k 
= k^(. T+ —?iS_^—o) ~1 if distance d is from 
k(2k-l) 2k(2k-l)2 
2k+l to 4k-l, 4k+l to 
6k-l,...-2)2k+l to 
(|-l)2k-l 
= k^(, -«) -1 if the distance is be-
ki^k-i; 2k(2k-l) _ 
tween -l)2k+l to 
(nk-1). 
2 
Thus from Equation 30 we see coefficients x.• and the pro-
duct terms x..x.,., in V(T) agree with —=— and ( „ •„ 1) 
ID 1 3 "jl 
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respectively showing that V(T) has Horvitz and Thompson's 
form. 
nk 1-n 2 
Since V(T) in Equation 30 has the form ^ (——)x 
&=1 ' 2 ^ 
+ I + ( )x X ,, the estimator for V(T) will be 
of form 
V(T) = i I irA-^ - 1) (^ - (31) 
as given by Yates and Grundi (27). The factor (^ - 1) 
will be different for different pairs of elements according 
to the distance between the elements in the pair appearing in 
the sample. By enumerating all pairs of elements V(T) can be 
obtained (11^,11^^' being same). V(T) is unbiased. We however 
consider the variance as given in Equation 28 since this form 
is more convenient than the form in Equation 30. And un­
biased estimator of V(T) is given in Equation 28. 
n/2 „ n/2 „ n/2 n/2 
vm = k(k-l) X.. 4. 
n/2 2^/2 
+ k(k-2) jly.XijXi'i'+k jIy,X(i+t),jX(i+t),i' ' 
(32) 
We have previously seen that 
n/2 , , 2k n/2 „ 
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n/2 ^ 1 2k n/2 2 
= 2k J, ' 
n/2 n/2 ^ , 2 r 2 
^ = miwT - tJi ill*!] 
2k n/2 
nk 2k n/2 
k(2k-l) 
n/2 -, 2k n/2 
n/2 1 2k n/2 _ _ 
® j^^,*(i+t),i*(i+t),i' " 2k j^j.^ij^ij' 
Then, substituting in E {V(T)}, we have 
j=l j=l 
E {V(T)} = E k(k-l) [.I X?j + (i+t),j 
n/2 n/2 n/2 
- k(k-2) x.jx.j, 
2 0^2 
+ E k^ I X,, j^j.''(i+t) ,i*(i+t) ,j' 
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2k n/2  _ ,  T nk  
2k n/2 2k n/2 
V 2k n/2 
This, after some algebra, reduces to 
2k n/2 _ , 2k n/2 
V<T, = k I^x,. + ^  jj/ifii-
2k n/2 n nk 
2k n/2 9 
- j i  
as given in Equation 28. 
It can be seen that the estimator, V(T) as in Equation 32, 
n/2 n/2 2 
can be rearranged to the form k(k-l) [ % - .I^^(i+t),j^ 
n/2 n/^ . . 
- k( y X. . - I X,.... .) . This shows V(T) is always greater 
j=l j=i vi+t),3 
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n/2 n/2 
than zero unless, ( T - I x..,,, •) is a fraction <_ p . 
j=l j=i ^ 
The variance estimator V(T) as in Equation 31 may however be 
negative depending upon (z: - 1) . 
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SUMMARY 
The investigations in this part have been confined to 
the considerations of a sampling procedure other than simple 
random sampling and systematic sampling when no information 
other than an arbitrary order of the population is avail­
able. The pseudo-systematic sampling procedure developed 
is primarily a combination of systematic and simple random 
sampling. The procedure results in selection of sample 
elements with equal probability. The estimator considered 
is a simple one, the sample mean, which is unbiased. Also an 
unbiased estimator of variance is available. 
2k n/2_ 
The magnitude of the expression T T X..X.does 
i=l 
have an effect upon the efficiency of the variance of the 
pseudo-systematic sampling procedure. It has been shown that, 
when no trend or periodic variations are present in the 
population,our procedure will be more efficient than simple 
ink 
random sampling if I 
^ (i)^^i') ' 
, 2k n/2 2k n/2 
> ^ [(2k-3) I I + (2k-l) I I X..X...]. If 
2k n/2 2k n/2 
y y x..x.and y y X..X.are approximately equal, 
iil 13 13 i£l 1] 13 
^ nk 
the inequality reduces to ^^ ^ ^ ^ ^  (1)='(i • ) 
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^ 2k n/2 
> ^ y x. .x. , where the right hand side is 
2k(|) -1) i=l jj^j' 
the average of the product terms of the elements that are 
in the same systematic sample of size n/2. The conditions 
of the reduced inequality are those required for a systematic 
sample of size n/2 to be more efficient than a simple random 
sample, namely that the elements in the same systematic 
sample are less alike than a simple random sample. Now 
is the average of (2k-l) elements between x.. and x.. , and 
X J J-j"rx 
the averaging has a stabilizing effect upon the s. Thus 
2k n/2_ _ 2k n/2 
y y X..X.., may be greater than Y Y x..x.., . In such 
i£i i: ID ill ^3 
a case we have to consider the unrestricted inequality men­
tioned above and no definite conclusion can be drawn. 
Comparison with systematic sampling shows that the 
A ' A 
performance of T relative to that of T^^^ depends upon the 
variability of the sample elements within systematic samples 
2k n/2 _ 
with period k and 2k and also upon Y Y X..X.. No 
i=i ifi' 
definite conclusion can be reached without the knowledge of 
these. Comparison of the variance of T with shows that 
our procedure will be more precise than the procedure of 
selecting two systematic samples of size ^ only when 
2k n/2 _ 2k n/2 
y y  X..X.., < y y  x..x.., . now, since X. .'s are 
averages of (2k-l) elements, this will hold only in rare 
situations. Stratified sampling needs additional information 
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for setting the best strata boundaries. Considering the 
grouping of successive k or 2k elements to form the best 
possible stratification and within strata variations are 
equal, both and are expected to have more precision 
than T. 
If the population consists of linear trend alone, the 
variance of T is less than that of simple random sampling but 
larger than any of the other procedures discussed in this 
investigation. The variances obtain for the population 
considered in example 1 with model 
XX = i, N = nk = 12, n = 4, k = 3 
are as follows; 
V(fgr) = 312 
V(f) = 204 
Vlfgys l  =  96  
= 164 
V(Tg^) = 24 
= 84  .  
Thus, Tg^ performs best and T^^ worst. It may be of interest 
to know that gains or loses to in precision depend­
ing upon the sample size in relation to k as can be observed 
from the following. 
Since the within strata variation is the same, the 
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" ni 
variance of will be given by 
V(T^J)) = %. 
9 
where is the with strata variance and is equal to 
. Then 
. _ 2 2 nk-n 2k(2k+l) _ 2 2.k-l. 2k(2k+l) 
V(Tst) - n k (-^) i2n - n k ( 
The variance of is given by 
V(?sys) = K- ^12^ - n'k'- ' 
Thus V(t(») < V(T,yJ if nV(^)2Kg±ll , nVikfzll 
i.e. if n > . The reverse inequality follow if 
If the population consists of periodic variation alone, 
the performance of the pseudo-systematic sampling procedure 
depends upon k and the periodicity of the population. For 
the population with model 
= a + b sin •— i=l,2,...,nk , 
and if k is an odd multiple of l/4th the periodicity, the 
procedure gains over simple random sampling but loses to sys­
tematic sampling and the sampling procedure of selecting two 
systematic samples with period 2k. If k is an even multiple 
of the l/4th periodicity, the procedure is more precise than 
systematic sampling and the procedure of selecting two sys­
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tematic samples but less precise than simple random sampling. 
Comparison with stratified sampling shows that T seems to be 
of more or less precision than both T , and in those 
St St 
situations where T is of more or less precision than 
The following Table gives the variances for all the procedures 
applied to the population considered in example 2 with model 
= a + b sin ~ i=l,2,...,N . 
Table 2. Variances of estimates of T 
Sampling procedure nk=16, k=4 
variance nk =12, k=3 
Simple random 25| b^ 
Pseudo-systematic 
Ordinary systematic 128 b^ 0 
Two systematic samples 54y b^ 0 
Stratified with one 
element per strata 32 b^ 16 b^ 
Stratified with two 
units per strata 19y b^ 13| b^ 
From the comparisons made above, it seems the pseudo-system­
atic sampling procedure is a compromise between simple random 
and systematic sampling when no informations other than an 
arbitrary order of the population is available. For, although 
pseudo systematic sampling does not guarantee best efficiency, 
it does protect against the worst situation that may occur 
in the presence of linearity or periodic variations. In addi­
tion to providing unbiased estimation, it has a distinct 
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advantage over ordinary systematic sampling or stratified 
sampling with one unit per stratum in that estimation of the 
variance is possible. 
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PART II. TWO PROCEDURES FOR SAMPLING FROM POPULATIONS 
WITH MONOTONICITY AND LINEAR TREND 
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INTRODUCTION 
The precision of systematic sampling depends upon the 
structure of the population. For, although intuitively we 
may expect systematic sampling to be of more precision than 
simple random sampling, there may be situations where the 
performance of systematic sampling is poor compared to simple 
random sampling and at times the variance, of the sys­
tematic sample mean may increase with sample size. Deter­
mination of sample size is therefore an important factor 
where systematic sampling is used. Thus, unless the structure 
of the population is adequately known, systematic sampling 
can not be used most fruitfully. 
In case the population consists of a linear trend alone, 
it is well known that systematic sampling is more efficient 
than simple random sampling but less efficient than stratified 
sampling with one unit per stratum. To increase the precision 
of systematic sampling in the presence of linear trend, Yates 
(26) suggested the use of a centrally located sample and un­
weighted estimates. Another method also suggested by Yates 
to improve the performance of the systematic sampling is to 
select a randomly located systematic sample and compute a 
weighted estimate. The weighted estimate gives weights known 
as "end-corrections" other than unity to the first and last 
members of the sample. Thus if i^^ {1 ^  i ^  k) systematic 
sample is selected the weights are 
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1 ana 1 -
respectively. It can be seen that, if the population consists 
of linear trend alone and N=nk,the weighted sample mean 
gives a correct value of the population mean. 
If y%,the value of the i^^ element in the population, could 
be regarded as continuous function of a continuous variable i, 
it was claimed that a centrally located sample may be more pre­
cise than a randomly located one. However, there is little 
work found in the literature on centrally located samples from 
a discrete population. Some of the properties of randomly 
selected systematic sampling are well known. It has been 
shown that systematic sampling is more precise than simple 
random sampling when the elements within the same systematic 
sample are heterogeneous and is less precise when they are 
homogeneous. Thus in case of linear trend or monotonicity, 
systematic sampling performs better than simple random samp­
ling. The stratified random sampling with one unit per stra­
tum, however, performs best when the population consists of 
linear trend. The relation between the variance of the 
sample mean obtained by systematic sampling and the vari­
ance of the mean from stratified sampling was shown by Madow 
(14) as follows; 
Vsy - Vst (1 + (n-l)Pwst' 
where is correlation between the deviations from the 
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stratum means of the pairs of elements in the same systematic 
sample, i.e. 
"... • • 
-'-J ' J 
where E stands for expectation, y^j is the element of the 
i^^ systematic sample and y . is mean of the stratum given 
_ 1 k 
b y  y  - =  c 1  y - n '  Thus the systematic sampling is of more, 
•J ^ i=i 
less or equal precision according as is less than, 
greater than or equal to zero. In case of monotonicity or 
linear trend in the population, therefore, one way to increase 
the precision of systematic sampling is to develop a scheme 
so that is reduced to zero or less than zero. In this 
part we give such a scheme for which P^g^ £ 0 for finite 
monotonie populations and for strictly monotone populations 
Pwst is always less than zero. In case of linear trend with 
N = nk and n even, the scheme has zero variance and, if n is 
odd, we obtain an estimator which has variance less than that 
of stratified sampling with one unit per stratum. An alter­
native scheme has also been considered in a later section of 
this part. The word 'scheme' or 'procedure' refers always to 
the scheme we discuss in the next section and the 'alternative' 
scheme refers to the scheme discussed later. In a separate 
section the two procedures are investigated for autocorrected 
populations. An approximate formula for estimation of variance 
has also been developed. 
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THE SAMPLING PROCEDURE 
We first discuss the scheme for sample size n = 2. The 
case for n > 2 is an extension of the case for n = 2. Further, 
we shall give a general proof that 1 0 under the scheme 
whenever the populations elements are monotone. The situation 
of linear trend is just a special case of raonotonicity. Let 
^1' ^ 2''"*'^N the elements of the population of size N = nk 
(here N = 2k). Then the sampling scheme consists of; (a) 
arranging the population elements so that the first k elements 
appear in the ascending order of the suffixes and the next k 
elements appear in the descending order of the suffixes, and 
(b) then drawing sample elements systematically with an in­
terval of k. Note the interval k now represents a distance 
of k elements in their new position and not k units as before 
step (a) was performed. In the new positions the population 
elements are then y^ , y^, yk^2k^2k-l " * *'^k+1 * 
are k possible samples being identified by random number y, 
where y takes the values 1, 2, k. The elements in a 
sample are y^, Y^k-fy-l)' subscripts of the two elements 
in the sample add to 2k+l and they themselves are (k-1) 
positions apart as specified by systematic sampling. The two 
elements in the sample can be regarded as complimentary in the 
sense that one has an even suffix, the other odd and the suf­
fixes add to (2k+l). Hence the procedure may be regarded as 
the one which divides the elements of the population into two 
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strata of k elements each and then selects complimentary 
sample elements. 
Because of monotonicity, we have y^ y^, whenever j > i, 
The sample elements in the i^^ sample are y^, Y^k-fi-l)' 
sample mean y. = ~ (y. + y^, .. is an unbiased estimate 
'• •' X 2 1. •' 2k- ( 1-1) 
of the population mean. For, 
E(7i_) = E i (y. + Y2k-a-l)'> 
1 r 1 
2 (^i ^2k-(i-l)^ 2k -L^^i ^2k-(i-l)^ 
1—J. 1—X 
= Y , the population mean. (36) 
- - 1 k __ _ 
The variance of y. , V(y. ) = c- I (y- - Y) . Consider the 
!• 1» K 1 * 
1—X 
variance of the corresponding stratified random sampling with 
one unit per stratum where the strata consists of the first k 
elements and the next k elements respectively. We have 
gZ 
= _!:|£ [1 + " being equal to 2 
= (^) (1 + P„3t> ' 
2 
where is the variance among the units within the same 
stratum and is defined by 
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^wst n(k-l) ~ y.j) ' 
It may be noted that n(k-l) in Equation 39 is the total 
degrees of freedom, (k-1) d.f. being contributed by each 
stratum. In our case 
^wst." 2 (k-1) ' 
^wst mentioned before, the correlation coefficient 
between the deviations from the stratum means of pairs of 
items that lie in the same systematic sample. Then 
ECyi- - y (Yiu - y.J 
I  I  .  < 4 0 )  
n(n-l) (k-1) gZ 
wst 
In our case n = 2. It can easily be seen that strata 
boundaries are the same as the strata boundaries before the 
population was rearranged. That is, the first k elements 
made the 1^^ stratum and the next k elements made the 2^*^ 
respectively except the elemental positions within strata are 
reversed now. Hence remains the same as that would have 
been obtained had systematic samples been drawn in the usual 
way. The however, is now changed. In this new procedure, 
by monotonicity one of the strata has elements in ascending 
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order, the other has elements in descending order, 0. 
We give a simple proof of this fact. It may be noted that 
Madow (14) in his 194 9 paper gave a proof that if systematic 
sampling is applied with probability proportionate to size, 
and if and y^, y^, ..., y^ are monotone, one 
being non-increasing, the other being non-decreasing, the co-
variance between the sample elements (within same systematic 
scimple) in the two strata will be negative. 
2 Since S , > 0, we need only to show that 
k n 
l I (y.. - y •)(y. - y ) is less than or eaual to zero. 
i=l 'J 
We can designate the deviations y.. - y . and y. - y by 1J * J X Ll # 11 
y.,.. and v., respectively. Since n=2 implies there are 
^i(]) i(u) V r. 
only two strata the product T 7 (y" Y ^)(y- "Y ) 
i=l i^u 1] -u 
k 
equals to 2 % ^i(j) ^i(u) ' ^ ^ ^ ^i(i) 
i—1 
be the set of all pairs y. ... and y. , . . Now y. ... is non-
y 1\J/ IvUy l^j; 
decreasing with T y.= 0 and y.. . is non-increasing with 
11] J 1 vu; 
k 
T y., . =0. Further there is a one to one correspondence 
iii i(u> 
between y^^j^'s and i.e. to each there corres­
pond exactly one y^^ . Then S can be subdivided into 3 sub­
sets S^, and where either of the following two situations 
hold. 
Situation (i) ; In S^, ^i(j)'^ (u) ^ ^ ^ 
in S„ both y.... and y., , < 0 and 
2 1 (3 ) 1 (u) 
in S3, y.(.,> 0, < 0. 
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Situation (ii): In S,, Si' yi(i) < 0, ^i (u) 
in S^ifboth 
^i(j) and ^i (u) 
in S3, 
^1(3) > 0, ^iCu) 
It can be seen that these are the only two possible situations 
that may occur with, of course, the possibility that is 
empty. The subsets S^, and are disjoint so that 
where I and ^ imply that the summations are taken over all 
Si S 
pairs in S^ and S, respectively. We consider the situation (i) , 
the proof for situation (ii) being similar. Now each product 
y.,.\y., .< 0 in S, and S, and greater than zero in S_. Con-
^ i ( ] )  i ( u )  1 3 ^  2  
sider J y. ,..y., >. Let yf... be the supremum of all y. , £ S, , 
A ^i(]) i(u) I(D) 1(3) 1 
^2 
Then absolute value 
'I ^i(j)^i(u)' " ^ '^i(j)^i(u)' ~ ^ '^i(j)' '^i(u)' 
^2 ^2 2 
1Ï ly|(3)l Ï lyi(u)l-
2 ^2 
I l'i(u) = implies I |yi(u, 1= I lYiiu)! + I lyi(u)l' 
b ^1 ^2 ^3 
that from Equation 41 
'I ^i(j)^i(u)' - '^i(j)' I '^i(u) ' 
2 ^2 
- \ '^i( j)^i (u) I 
^1 
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That is,the absolute value of 7 y.,..y.. . alone is greater 
' ^ ^i(]) i(u) 
^1 
than or equal to the absolute value of 1 y.,..y.. , . Thus, 
q ^ \ 3 / ^ \ ^  / 
^2 
^ ^i(j)^i(u) ~ ^  ^ i(j)^i(u) ^ ^ i(j)^i(u) ^ ^ i(j)^i(u)- ° 
and hence p , < 0. 
wst — 
From the Equation 38, £ 0 implies that we have es­
tablished that 2 
VCYi) - • (43) 
In other words our sampling scheme is superior to stratified 
sampling with one unit per stratum for n=2. 
Extension of the Scheme for n > 2 and Even 
For n > 2, more than one situation arises. We broadly 
categorize two situations; (1) even n and (2) odd n. 
We first consider the situation when n is even. N = nk, 
k is even or odd. The population elements are divided into n 
strata of successive k elements. Stratum 1 consists of y^,y2/ 
..., y., stratum 2 consists of y^^^, y^^^,...,y2^, and so on. 
The strata are then paired into groups, stratum 1 being paired 
with stratum n, stratum 2 with stratum (n-1), and so on. There 
are n/2 pairs of strata or groups. To each group we now apply 
steps (a) and (b) of the procedure for n = 2. The step (a) is 
then to rearrange the two strata in each group so that the 
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first strata has elements in ascending order of suffixes and 
the second strata has elements in descending order of suffixes. 
A typical, say r , group after step (a) is 
^ (y (r-l)k+l' ^(r-l)k+2'" " '^rk^ ' [n-(r-1) ] k'^[n-(r-1) ]k-l' 
• • • ' y[n-r]k+l) ^ (44) 
Step (b) then follows in which n/2 random numbers are selected, 
one from each interval 1 to k, k+1 to 2k, ... (n/2-l)k+l to 
~ k. Each of these random numbers specifies the two sample 
elements for a group. Thus, if i^ is the number drawn in 
between 1 and k inclusive, then the two sample elements from 
group 1 are y^ and _i) respectively. If (r-l)k+i^ is 
the random number drawn from the interval {r-l)k+l to rk both 
inclusive, the sample elements for the r^^ group, i.e., r^^ 
and (n-r+l)th strata (r = 1, 2, ..., n/2) are y(j--l)k+i 
y r  ,  T v n  , .  T V  r e s p e c t i v e l y .  T h u s  o u r  s a m p l e  f o r  t h e  [n-(r-1) J k-(i^-l) r i 
whole population consists of the elements (in pairs from each 
group) 
^nk-fi^-l))'(^k+i2'^(n-l)k-(i2-l)^' 
• • • / (y V, 'Y n . ) ^ 
{j -l)k+i^y2 ^2 
(45) 
where i^, i^, ..., i^yg each can take values 1, 2, ..., k. Of 
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the two sample elements in each group or pair of strata one 
is odd, i.e., has odd subscript and the other is an even, 
i.e., has even subscript. Further, the subscripts of the 
sample elements in each pair add to (nk+1). In other words, 
the procedure is similar to that one with n = 2 as far as 
the selection of each pair of sample elements are concerned 
and preserves the complimentary properties described earlier. 
It can easily be seen that the n/2 pairs of sample ele­
ments in Equation 45 are independent, but within each pair 
the two elements are not independent. The estimation procedure 
is given below. 
Let be the population mean for the r^^ group, where 
r^^ group as described before composed of the following 2k 
elements 
{(y(r-l)k+l' ^ {r-l)k+2'•••'^rk^ ' 
(y[n-(r-l)]k' y[n-(r-l)]k-l'''''y[n-r]k+l))' 
Then 
1 n/2_ 2 1 ^ 
n/2 ^^^^r ~ n 2k (r-1) k+i ^ [n-(r-1) ] k-(i-1) ^ 
^ n/2 k 
~ nk (r-1) k+i ^ ^  [n-(r-1) ] k-(i-1) ^ i —X X~"X 
= Y , the population mean. (46)  
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NOW = i :y(r-l)k+ir + ytn-(r-l)]k-(i^-l)l is an unbiased 
estimate of as can be seen from the following. 
-  1 ^ 1  
^(.Yy.) - (r-1) k+i^"*" ^ [n-(r-1) ] k-(i^-1) ^ 
1 ^ 
^ ^^(r-l)k+i y[n-(r-l)]k-(i-l)) 
1—X 
Then 
1 n/2_ 
y = H72 j/r 
1 
^ Jkl ^^(r-l)k+i^ ^ [n-(r-1) ] k-(i^-1) ^ 
is an unbiased estimate of Y. That is the sample mean is an 
unbiased estimate of the population mean. The variance of the 
estimator is given by 
7 n/2 _ 
V(y)  =  V{  ^  I  y  }  
" r=l ^ 
. n/2 _ n/2 
= -? { I V(y ) + I Cov(y y ,)}. (48) 
n"^ r=l ^ r^r' ^ ^ 
Since y^ and y^, were obtained by independent sampling 
Cov(y^ y^,) =0 r^r'. The variance is then reduced to 
A n/2 
VCYr) = -Y I VfYr) 
^ n^ r=l ^ 
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= -& 
n r=l 
k-1 wst(r) (1 + (2-1)p 
wst(r) )] 
9 i<- — 1 n/2 ^ 
= 4 <¥' Ï S„st(r) + "«st(r))- (49) 
n I"—X 
2 
^wst(r) Equation 49 usual within strata variance among 
the r^^ group (pair of strata) defined by 
1 ^ — 2 
2 (k-1) ^^(r-l)k+i " ^(r-l)k^ 
T - 2 
^^[n-(r-l)]k-(i-l)"^[n-(r-l)]k^ ^ (50) 
1—-L 
where y, ,. , and y, , ,.,, are the two strata means 
^(r-l)k ^[n-(r-l)]k 
respectively. Pwst(r) the analogue of in Equation 
38 and is defined by 
1 ^ ^ (^i(i) ^ (r-1) k^ ^ ^i (u) ^[n-(r-l)lk^ 
wst(r) 2(k-1) ,6, 
(51) 
i(j) and i(u) respectively stand for (r-l)k+i and 
[n-(r-1)]k+(i-1) , i=l,2,... . It can be seen that, since in each 
group (pair of strata), one stratum has the elements in as­
cending order of suffixes and the other has the elements in 
descending order of suffixes and,since the elements in stratum 
are monotone, the proof for <_ 0 as given earlier for 
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n = 2 holds. Thus, 
O Ir 1 V(y)  1  I  (52)  
n r=l 
The equality holds if all identically equal to 
2 
zero. Substituting for in Equation 52 above, 
_ o v-1 1 k _ 
V(y) 2(k-l) ^ J^(^(r-l)k+i" ^ (r-Dk^ 
k 
n^Ck-l) ^Cr-ljk' 
k 
" il '^[n-(r-l)lk-(i-l)-
gZ 
_ (N-n. wst 
" ( N ) n (53) 
where the right-hand side of (53) is the variance that would 
have been obtained had stratified random sampling with one 
unit per stratum been applied. 
The Sampling Scheme for n > 2 and n Odd 
Let N = nk, n odd and k odd or even. The scheme needs 
slight modification from that when n is even. The population 
units are again divided into n strata of k successive elements. 
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The (n-1) strata, left after removing the n^^ stratum consisting 
of the last k elements, are grouped in pairs and the procedure 
with n even applied. There are groups (pair of strata) , 
strata 1 and (n-1) being paired in group 1, strata 2 and 
(n-2) in group 2 and so on. The strata in each group are 
again placed in a manner so that one stratum has elements in 
ascending order of suffixes and other has elements in 
descending order of suffixes. Then n-1 sample pair are 
selected, one pair from each of the groups independently 
and systematically. The sample units are identified by the 
random numbers k+i2 ,... / (^^^) k+i^_^ drawn in the intervals 
~2~ 
1 < i. < k, k+1 < k+i„ < 2k, ^k+1 < k+i ,<(^^^l)k. 
— 1— — Z — 2 — 2 n-1"- 2 
2 
In addition, one sample element y, is drawn from the 
last strata at random (i^yg = l,2,...,k). The (n-1) sample 
ri"" 1 
elements drawn from the (-y-) groups (pairs of strata) and 
the element y(ri-l)k+i the sample of size n. 
_ 2 
Let y^_^ be arithmetic mean of the (n-1) elements drawn 
from the first (n-1) strata. Then the sample mean y is given 
+ y(n-l)k+i ,, 
y = ^ (54) 
n-1 
2 
^ll^^(r-l)k+i^ + ]k-(i-l) ^ ^(n-l)k+i^/2 
n 
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where y(r_i)k+i ^ [ (n-1) - (r-1) ] k-(i-1) Che sample 
^ th 
elements drawn from the r group. 
^ (n-l)/2 
E(y) = n E[ I (y(r-l)k+i + ^  [ (n-l) - (r-1) ] k-(i -1) ^ jT—X Ju J. 
+ y(n-l)k+in/2] 
^ k (n-l)/2 
Ek (y(r-l)k+i^+y[(n-l)-(r-l)k-(i^-l)) 
1 _ 
is .Î yi = ^  ' <5S) 
1=1 
which shows y is unbiased. 
V(y) Vt!"-l 'yn-l '- ' y(n-l)k+i^/2' 
= i  [(n-l)2 V(y„.,) + '56) 
since y(n-l)k+i drawn independently of the other sample 
elements. Now V(y^_^) is obtained from Equation 4 9 by replacing 
n by n-1, (r=l, 2,.. . . The variance of y then reduces to 
Del 
V ( y )  =  ^  [ ( n - 1 ) '  ^  ( ¥ >  j , < s t ( r ) ( : + ' w s t ( r ) )  
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, ,k-l\q2 , 
k wst(n/2) 
n-1 
- 1 r2(k-l) 
2 J/wsttr)(l-^W>'*'(¥>4t(n/2)l 
n X —X 
( 5 7 )  
2 S ^, . and p . / X are the within strata variance and 
wst(r) wst(r) 
correlation between the deviations from strata means of pairs 
of elements that lie in the same systematic sample (for the 
Szlgroups). S^^t(n/2) defined as 
À - V2>^' "here 
_ 1 k 
^n/2 k ^^^^(n-l)k+i 
As before V(y) <_ the variance that would be ob­
tained from stratified sampling with one unit per stratum. 
The equality holds if all p , ,\ are equal to zero. 
n-1 Mstir; 
V(y) < — I 2(k-l) ^ J, ^^ (r-l)k+i"^(r-l)k^ 
n jL—X i—X 
k _ 2 
Jl^^[(n-l)-(r-l)]k-(i-l)" ^ [(n-l)-(r-l) ]k^ ^ 
("T") 5? J/^(n-l)k+i~ ^ n/2^ ^ 
1 —J. 
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/k-l\ wst 
- ) "IT 
s2 
= , (58) 
n-1 
2 n 2 k 
"here = S^kZIT I J l (r-1)k+i'^(r-1)k' 
i—X X—X 
n-1 
k 
^ '"[(n-l)-(r-l)]k-(i-l) 
2 
+ % I (y 
r=l 1=1 
" (n-l)-(r-l) ]k^ J^^^(n-l)k+i ^n/2^ ^ ' 
This completes the proof that the variance of the estimate of 
one sampling procedure is more efficient than that stratified 
random sampling with one unit per stratum. 
We consider a numerical example. The data given in 
Cochran's book, "Sampling Technique," (5, page 211-213), show 
a small artificial population with a fairly steady rising 
trend. N=40, k = 10, n = 4. The following table shows the 
population elements for usual systematic and corresponding 
stratified sampling. 
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Table 2a. Data for 10 systematic samples n=4, k=10, N=4û 
Systematic sample numbers Strata 
Strata 1 2 3 4 5 6 7 8 9 10 means 
I 0 1 1 2 5 4 7 7 8 6 4.1 
II 6 8 9 10 13 12 15 16 16 17 12.2 
III IS 19 20 20 24 23 25 28  29 27 23.3 
IV 26  30 31 31 33 32 35 37 38  38  33.1 
Totals 50 58 61 63 75 71 82  88  91 88  72.7 
The variance 0f_tusual systematic sample mean is 
Vsy = f = îiô + 58^ +---+ "<^'^1 
= 11.63 . 
The variance of random and stratified sampling were calculated 
by the technique of anslysis of variance of the population into 
between rows (strata) and with row from the above. 
Table 3. Analysis of variance 
Source Degrees of freedom S.S. Mean S.S. 
Between Strata 3 4828.3 
Within Strata 36 485.5 13.49=8^ ^  
Total 39 53.3.8 136.25=S^ 
The variances for random and stratified sampling are then 
, 2  
'ran ^ N "n" " lO^ 4" 
= (% %- = x 136.25 _ 30.66 
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Vst = = 3-04 ' 
These calculations are given by Cochran. He then rearranged 
the strata 2 and 4 in Table 2a in reverse order. 
Table 4. Data in Table 2a with order reversed in strata II 
and IV 
Systematic sample numbers IT 7 Strata 
ftrara 123456789 10 means 
I 0 1 1 2 5 4 7 7 8 6 4.1 
II 17 16 16 15 12 13 10 9 8 6 12.2 
III 18 19 20 20 24 23 25 28  29 27 23.3 
IV 38  3 8  37 35 32 33 31 31 30 26  33.1 
Totals 73 74 74 72 73 73 73 75 75 65 72.7 
The variance of random and stratified sampling are not af­
fected by this change. But the variance of the usual sys­
tematic sample is reduced greatly. 
=  0 . 4 6  .  
In our procedure, strata I and IV and strata II and III were 
paired with strata IV and III reversed. These pairs are as 
follows. 
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Table 5. Data in Table 2a with strata III and IV reversed 
grouped with strata I and II respectively 
Group Strata 
1 
Systematic 
2 3 4 
sample 
5 6 
numbers 
7 8 9 10 
Strata 
means 
1 I 0 1 1 2 5 4 7 7 8 6 4.1 
IV 38 38 37 35 32 33 31 31 30 26 33.1 
2 II 6 8 9 10 13 12 15 16 16 17 12.2 
III 27 29 28 25 23 24 20 20 19 18 23.3 
The Py,st(r) groups 1 and 2-are given by 
2 • -91.90 
wst(l) 2.9.1 • 11.877 
2 • -129.90 
^wst(2) 2.9.1 • 15.094 
= -.8597 
= -.95402 . 
9 1r 1 2 « 
V(y) = (%k-) I + Pwst(r)) 
n JL— 
YZ X X [11.877 x (1 -.9597) + 15.094 (1-.95402)] 
= .27, 
which is a little over half the value of the V with strata II 
sy 
and IV reversed. The reduction in variance in our procedure 
compared to that usual systematic sampling is understandable 
when one examines the cross products. In our procedure there 
are four products of the deviations for each sample, two for 
each group. All of the products are negative or zero if 
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monotonicity holds. In the usual systematic sampling with 
strata II and IV reversed, there are six products of devia­
tions within each systematic sample of which four are negative 
and two are non-negative. 
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SAMPLING FROM POPULATIONS WITH LINEAR TREND 
So far we have confined our investigation to populations 
with monotonie trend. In this section we discuss the perfor­
mance of the procedure for sampling from populations with 
model given by 
= i + e^, 1 = 1, 2, nk 
E(e^) = 0 (59) 
E(e^ej) =0 i 7^ j 
2 
= a otherwise . 
This is a special case of monotonicity and all the properties 
of monotonicity discussed in the earlier sections will hold. 
Further, one can verify that with n = 2 or n even, the sample 
means of the linear component equals the population mean of 
this component. That is for n = 2, = -1 because of 
the reverse order in which the last k elements are placed. 
gZ 
Thus V(y) = (1 + (2-1) where the factor 
{1 + (n-l)p^g^} = 0 and V(y) =0. If n > 2 and even, 
gZ 
T'"' + Pwst(r)) again vanishes since 
in each group. Thus the sampling scheme provides the correct 
population mean for the. systematic part. If n > 2 and odd, 
the first (n-1) strata are paired in groups according to the 
scheme and the sampling is done independently in each group 
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and in the last i.e. n^^ strata. This has the implication that 
s2 ^ 
^"^^2 + wst(r)^ = 0 (r = l, 2, ..., 2^) and the 
variance of the systematic part of the estimator y given 
in Equation 58 reduces to 
V(y) = •— times the variance for the n^^ strata 
n 
alone. Now the variance for one stratum with sample size 
1 is given by 
,k-l\ k(k+l) _ k^-l 
-~Î2 TT ' 
Then 
V(?) =• 4 • 
n 
= ~ times the variance for stratified sampling. 
It is interesting to note that in case of linearity among the 
population elements, much simplification is possible. For 
example, if n is even, usual systematic sampling provides the 
correct population mean when the strata in each group are 
placed in reverse order. This is so because the strata in 
reverse order within each group produces a correlation 
between the deviations of the pairs of elements that are in 
the same systematic seimple, which is equal to - . 
The linear component for the model given in Equation 59 
is y^ = i = 1, 2, nk, n even, k being odd or even. The 
arrangement of the n strata with the two strata in each group 
placed in reverse order are shown in the following table. 
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Table 6. The data for the linear component with the strata 
in reverse order in each group 
Group strata 1 
Systematic 
2 
sample numbers 
3 k 
1 
1 1 2 3 k 
n nk nk-1 nk-2 (n-l)k+l 
0 
2 2k+l 2k+2 2k+3 3k 
n-1 (n-1)k (n-1)k-1 (n - ] )k-2 (n-2)k+1 
n 
I (|-l)k+l (|-l)k+2 (|-l)k+3 ... ~ 
^ ^1 (§+l)k (§+l)k-l (^l)k+2 ... ^ + 1 
Now for any stratum j(j=l,2,...,n), there are n/2 other strata 
k _ _ 
for which .j)is negative, where y^j and y^^ 
both belong to the same systematic sample and y j and y as 
defined before, are the strata means respectively, and there are 
k _ _ 
(ig - 1) strata for which I (y. .-y •) (y._-y , ) are positive. 
^ ^ J • J U 
Now, because of linearity the deviations,y^^-y ^ are the same 
for all the strata and,after cancelling negative and positive 
k __ 
expressions,exactly one negative expression ^ (y-.-y .) 
i=l '] 
(y\^-y is left. Now if k is even, the k pairs of deviations 
either 
( k-1. . k-3 k-3 .  , 1 1, ,1 1, ,k-3 k-3> 
^ 2 '' 2 2 ' 2 ^ ^~2'2'' ^2'~2^ ^ 2 2 ' ' 
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or 
,k-l k-l\ (-Ô-'—ô~) 
,k-l k-l\ , k -3  k-3\ ,1 1\ , 1 1\ , k-3 k-3\ 
• • •  ^2'~T'^~2'2^ • • •  '  
, k-1 k-l\ 
Then 
j (yij-y.jXyi^-y.^)» -2[(i)=+ (|)2+...+(^)2] 
1=1 « 
^ k(k^-l) 
12 
Similarly if k is odd, the k pairs of deviations 
either 
/ k-1 k-l\ , k-3 k-3\ / t t\ m i\ ,k-3 k-3\ ,k-l k-l\ 
(— 2 ' 2 ' ~ 2 ' 2 2 2 ''' 2 '~ 2 
or 
(l.-l) , (-1,1) ... 
( k-3 k-3, , k-1 k-l\ 
I" 2 ' 2 2 ' 2 
— — T- / V — 1 \ 
The product \ ( y , . - y  ^ )  ( y - , - y  ,,) is again equal to — • 
Then the correlation coefficient 
^ ^ (yij-y.])(yiu-y.u) 
wst n(n-l)(k-1) ^2 
1-1 jfu 
nk(k^-l)/12 
n(n-l) (k-1) k(k+l) 
12 
1 
n-1 ' 
( 6 0 )  
The variance of the usual systematic sampling with the al-
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ternative strata placed in reversed order in each group 
vanishes since 1 + (n-1)= 0. 
Now consider n odd and the usual systematic sampling 
carried on with strata placed alternatively in reversed order 
k _ 
in each group. Of the n(n-l) cross products I (y..-y •) 
i=l 'J 
_ k n _ _ 
(y.,-y „) in I I (y..-y .) (y.^-y only (n-l) negative ex-
lu .u j^u ^ • 
k 
pressions I (y..-y . ) ( y .  -y ) remain after cancelling positive 
*3 ^ 
k __ _ 
and negative expressions. Each ^ (y..-y •) (y-, ~y ,J 
i=l * * 
= - because of linearity as seen before. Then 
1 ill ^^iu"^.u^ 
^wst n(n-l)(k-1) 2 
^wst 
^ -(n-l)k(k^-l)/^2 
~ n(n-l) (k-1) • k(k+l)/^2 
= - I . (61) 
The variance of the usual systematic sampling with the 
alternative strata placed in reversed order and n odd is then 
equal to 
gZ gZ 
_ ,N-n, wst _ ,k-l\ wst 
^ N ' 2 ( k ) 2 
n n 
^ X variance of a single 
stratum with one sample 
unit 
times the variance strati­
fied sampling with one unit 
per stratum . 
(62) 
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AN ALTERNATIVE PROCEDURE 
An alternative procedure for sampling from finite popu­
lation with monotonicity a linear trend is given below; 
(i) divide the population into n strata of k successive 
elements 
(ii) group the successive pairs of strata 
(iii) rearrange the elements in each group (pair of strata) 
so that the first stratum has the elements in as­
cending order and the second stratum has the ele­
ments in descending order and 
iv) draw systematic samples of size two independently in 
each group (pair of strata). 
Thus basically the difference between the two procedures is 
that in the first procedure the 1st and the nth strata, the 
2nd and the (n-l)th strata and so on form successive groups 
respectively where as in the alternative procedure the 1st 
and the 2nd strata, the 3rd and the 4th strata and so on 
form the successive groups. The elements in the two strata 
in each group are arranged in reverse order in both procedures. 
Thus for n=2, the two procedures are identical and the set of 
possible samples is (y]_'y2k^' ^^2'^2k-l^ ' * * * ' ^^k'^k+1^ ' 
^l'^2'* * *'^2k the elements in the population. 
With n even and greater than two the population elements 
are Yi'Y2''''^nk' ^^^er performing the steps (i), (ii) and 
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(iii), the elements in the new positions are shown in the 
following table. 
Table 7. Strata groups placed in reverse order 
Group Strata 1 2 i k 
I—
1 >1 1—
1 
1—i ^2 . . . y^ •• ^k 
2 y2k ^2k-l ... ^ 2k-(i-l) • ^k+1 
2 ^ ^2k+2 *•* ^2k+i '' ^ Sk 
^ i' 4 k  
•  •  
•  •  
^4k-l ••• ^4k-(i-l) • •• ^3k+l 
(2r-l) y2(r-i)k+l ^2(r-l)k+2 ^2(r-l)k+i • •• ^(2r-l)k 
2"^ Szrk ^2rk-l **' ^2rk-(i-l) • •• ^(2r-l)k+; 
n / 2  y( n - 2)k+ l  ^(n-2)k+2 ^(n-2)k+i * •• ^(n-l)k 
" ^nk ^nk-1 
M
 1 
•
H 1 • •• ^(n-l)k+l 
The samples are drawn independently in each group. The pos­
sible sample elements in pairs are 
^^il'^2k-(i^-l)^' ^^2k+i2'^4k-(i2-l)^ **• ^^2(r•1)k+i^, 
^2rk-(i^-l)^••• ( y(n-2)k+i^^2 f^nk-fi^^^-i)) , (^3) 
where i,, i_,...fi ...i , are n/2 random numbers drawn for 
1 A r n/2 
the n/2 groups from the interval 1 to 2k. With n odd and 
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greater than 2, the first (n-1) strata consisting of k 
n~" 1 
successive elements are grouped to form (—y-)groups in 
the same manner as for n even and the strata consisting of 
the last k elements are left separate. Two sample elements 
n—1 
are drawn independently from each of the groups, these 
along with one sample drawn from the last k elements consti­
tute the required sample. Let y, i\i be the element in-i; 
drawn from the last k elements (1 £ ij^^^ £ k) . Then if we re­
place n by (n-1) in Equation 63 the possible sample elements 
for n odd can be written as (yi^'yzk-fi^-l)' (^^k+ig'^jk-fiz-l) 
•••<y(n-3)k+i„4 y,„.. 
2 2 
(n-l)k+i^^2/ where i^, i^, 
... i -, are random numbers each in between 1 to k. 
n-j 2. 
2 
Estimation and variance formulas are similar to those of 
the earlier procedure. The estimate of the population mean 
for the rth group and for the over all population mean with 
n even are respectively given by 
( 6 4 )  
and 
2 n/2 y = — y y 
^ r=l ^ 
n/2 
n J3_^^2(r-l)k+i^ y2rk-(i^-l))' ( 65 )  
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With n odd the estimate of the population mean will be given 
by 
n-1 
2 
ri. (y2(r-l)k+ir + y2rk-(i -1)} + y(n-l)k+in/, 
= Sz± £  E  ( 6  5 )  
Thus the sample mean is an unbiased estimate of the overall 
population mean for both n even and n odd. The proofs of 
unbiasedness are obvious and are similar to those given in 
the earlier procedure. 
It can be seen that because of the rearrangements of 
the elements in reverse order in each group and due to mono-
tonicity of the elements, the within strata correction corre­
lation the rth group becomes zero or less than 
zero. The within strata variances however remain unchanged. 
Thus the variance of y with n odd or even is always less than 
or equal to the variance of stratified sampling with one unit 
per strata, the equality holding if and only if all are 
equal to zero. The proofs are similar to those given for 
the earlier procedure. 
It was shown in the previous section that when y% = i 
(linearity) holds much simplification is possible and,instead 
of drawing independent samples from each group, samples can be 
drawn from the whole population with one random start. The 
108 
same is true for the alternative scheme also. Thus, for n even, 
because of rearrangement of the elements and systematic 
2 k n _ 
drawing of sample elements both S , and ^  (y.. - y •) 
i=ljru ^ 
(y. - y ) increase in the same proportion and p is again 
J. # U v% S ^  
equal to - . As a result the variance of the sample 
estimate vanishes. For n odd, the sets of samples provided 
by the tv;o simplified procedures are different but the vari-
2 
ances of the two procedures are equal because and 
remain unchanged. P^^gt remains the same because under both 
procedures the contribution to the cross product 
k n _ _ 
y y (y.--y •)(y- -y ) due to oairing of the last stratum 
. 4  ^ ^ 1 ]  J . i ' ^ ^ i u  ^ . u '  
1=1 jr-^ 
with the rest is unchanged. The variance in this case is 
equal to ^  times the variance of stratified sampling as shown 
earlier in Equation 62. 
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APPLICATION TO AUTOCORRELATED POPULATIONS 
So far we have confined our attention to the investigation 
of finite population. In this section we apply our schemes 
to infinite populations. There are natural populations in 
which two observations y^ and y^ behave more alike when they 
are closer than when they are distant. In the mathematical model 
this implies that y^ and y^ are positively correlated and 
correlation is a function of the distance i-j, diminishing as 
the distance increases. To investigate how the two schemes 
and their simplified versions perform in infinite populations, 
we may regard the finite population to be drawn at random 
from a super population having the following model; 
2 2 E(y%) = M, E(y^ - y) ~ a , i=l, 2 ,nk 
E(y% - u) (yj - y) = P^o^, u=|i - j| (67) 
where ^ whenever u < V. 
We study the performance of the scheme discussed earlier, 
that of the alternative being similar except in the variance 
formulas the subscript of p showing the distances will assume 
different values. We shall make a comparative study of the 
performance of stratified sampling for n = 2 with that of the 
two schemes (which are identical when n = 2). 
The variance of the estimator, y, of the population mean 
is given by (from Equation 49) 
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— 4 — 
V(y) = —2 I V(y ) 
n r=l 
where r stands for r^^ pair of strata. Now, 
V(y^) = V {j (y(r_i,k+i + 
1 ^ 1  -  2  
k . (r-1) k+i ^ [n-(r-1) ] k-(i-1) ^ ^r ^ 
1—1 
where y(r_i)k+i and y[n_(r_i)]k_(i_i) are the two elements 
selected from the r^^ group and is the population mean for 
the r^^ group 
" k (y(r-l)k+i+y[n-(r-l)]k-(i-l))" + y - Y^}^] 
1—1 
Therefore/ 
A k « ^ p 
V(y) = -2 I k ^I/2^^(r-l)k+i'^^[n-(r-l)]k-(i-l)^"^^ -k(Y^-y)] 
n r—1 1—1 
(68) 
Now 
^ 'i(y(r-l)k+i y[n-(r-l)]k-(i-l))"u} i=l 
4 ^ (r-1) k+i ^^ [n-(r-1) ] k-(i-1) 
k 
•*• ^ i%^(y(r-l)k+i"u)y[n-(r-l)]k-(i-l)"^)] 
Ill 
l v r 2 ^ 2 ^ „  2 ,  
4 ° 2Pu(r)-(2i-l)° ^ 
T .1,(2°' + 2'u(r)-{2i-l)°') <") 
1—1 
where u(r) = [ [n-(r-1)]k-(r-1)k| = [n-2(r-1)]k and the suffix 
u(r)-(2i-l) is the distance between the two elements. 
E k(y^-y)^= E k % (y(r-l)k+i+y[n-(r-l)]k-(i-l))"^] 
X—J. 
k k 2 
= G k [2È M, ^^(r-l)k+i~^^"^ .^/^[n-(r-l)]k-(i-l)"^^^ 
1—X 1—X 
k 
ji- (r-l)k+i"^) (r-1)k+i^ 
k 2 
^Jl^^[n-(r-l)]k-(i-l)"^^ 
k 
i^i'^^[n-(r-l)]k-(i-l)"^) ( y[n-(r-l)]k-(i'-l)"^)) 
k 
(y (r-1) k+i"*) (y[n-(r-l)]k-(i-l)"^) 
X—X 
(^\r-l)k+i"*) (y[n-(r-l)k-(i'-l)"^) 
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, o k-1 o p k-1 2 
= [(ko + I (k-u)p a ) + (ka + % (k-u) p a ) 
4k u=l u=l 
2 2 
+ Pu(r)-k ® J;i_ i(Pu(r)-i Pu(r)-(2k-i))] 
where u(r) as defined before is [n-2(r-l)]k, r=l,2,.../^ 
- ^ [2ko2 + 2 I (k-u)p^a^ + ko^Pu(r)_% 
4 k u=l 
2 
+ ° .1, i(Pu(r)-i Pu(r)-(2k-i)]' (70) 
i—JL 
Then substituting from Equations 59 and 70 we have 
T 2 •] k o o VP 
EV(y) = -J- I  [ y  I  (20 + 2o Pu(r ) - (2 i - l )> -  ^  
n k r=l 1=1 4k 
k-1 , , 2 
+ 2 I (k-u)Py. + k° Pu(r)-k + ° î/<''u(r)-i 
U=1 1--L 
Pu(r)-{2k-i) ^ 
which on simplification reduces to 
_ 2 1 2 k 
EV(y) = — (1 - j^) [1 + n(k-l) J^P[n-2(r-l)]k-{2i-l) 
1 k-1 n/2 
" k(k-l) J^(k-i)p^ - n(k-ir [n-2r+l]k 
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nk(tl) 
n/2 k-1 
[n-2(r-l))k-i 
[n-2(r-l) ]k'-(2k-i) ^ ^ (71) 
The expected value of the variance of y given above 
may be compared with the expected value of the usual • 
systematic sampling. Now, 
ki~nk(k-l) -I. ^^^i^ ' 
1 —X 
nk-1 
(72) 
No definite conclusions can be made from the two expressions 
71 and 7 2 without further study. 
Let us now consider the simplified versions of the two 
schemes. We derive an expression for the expected value of 
the variance for the simplified case of the alternative scheme 
only. The derivations and the comparisons for the procedure 
discussed earlier being similar. 
Let y^ be the mean of i^^ systematic sample obtained after 
the rearrangement of the elements i.e. after the steps (i), 
(ii) and (iii) of the alternative procedure were performed. 
The i^^ systematic sample consists of the elements in pairs 
^^i'^2k-(i-l)' ^^2k+i'^4k-(i-l)' ^^(n-2)k+i' ^ nk-(i-l) 
i=l,2,...,k , 
i=l 
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E c ^ {y. - w + p - Y}^ 
^ i=l ^ 
I k _ _ „ 
E è ( I (y. - y) - k(Y - u) 
^ i=l ^ 
T k , n g , k n „ 
'j/m <1/1: - - ""'EkM Yii - "> ' 
Note j refers to the n elements in the sample only. Then, 
EV(y. ) = ^ f I I (7.-;-^)^+ I I (yj^.-u) (yj^^.-u) } 
^ ^ n^ i=l j=l i=l 
T-ô  ^ I I + I (yf^ -îJ) >] 
i=l j=l ^ 
( 7 3 )  
where J] (y^^-u) {y|j-u) stands for all possible pairs of elements' 
k 
in the population and Y I (y-^~v)(y^^i~y) includes all 
i jf^j-
possible pairs of elements for all the samples whatever be 
their distance. We then have, 
EV(y.) = h [K (kna^ + 2a^ I I P.,..,.) - (kna^ 
^ ^ n^ i=l (jj') I]] ^ k^nT 
„ kn-1 
+. 2a^ I (kn-i)p.)] 
i=l ^ 
where 1 gives the n(n-l) correlation coefficients between 
j j ' 
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the elements within the same systematic samples. Then, 
EV(yi) = f 
kn-1 
( 7 4 )  
Comparing this with the expression E given by 
Equation 72, it can be seen that only the second term within 
the braces in the two expressions differ. The simplified 
schemes will provide more or less precision,according as the 
We have derived expressions for the expected value of 
the variance for the scheme described earlier and the simpli­
fied form of the alternative procedure above and it is seen 
that no definite conclusion about how these compare with the 
expected value of the variance of systematic sample can be 
made without further study. Below we make an attempt to com­
pare the performance of the procedures with that of the strati­
fied sampling in the presence of autocorrelated population. 
We consider the case of n = 2. Although this does not give 
adequate proof, this gives a rough idea of the comparative 
efficiency of the simplified forms of the schemes and strati­
fied sampling. 
quantity —,?• T T p . , . . , .  is less than or greater than 
n(k-l) 1(33 ) 
9V 
n(k-l) . 
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For n = 2, the possible systematic samples are (y^, yg^), 
(y^, •••/ ^^2k-l' ^2^* ^hus the distances between the 
elements for the k samples are (2k-l), (2k-5), ... 3, -1, -5, 
... - (2k-3) or (2k-l), (2k-5), ..., 5, 1, -3, -7, ... 
-(2k-3) respectively according as k is even or odd. Then 
V(y) for a given sample is given by 
frv(yi)+v(y2%_(i_i,)+2 Cov(yi,y2k_,i_i))) 
1 , 2 ^  2  .  . 2  .  ,  
= \ (2*2 + 20^ P;2k-(i-l))-i> • 
Since all the samples are equally likely, 
E V(y) = E [J (20^ + 2a2 P^2k-(i-1)}-i^^ 
2.2 k 
4k , P{2k-(i-l) l-i.) 
„2 
= 2k [k + (Pi + P3 + P5 + + P2k-l)] 
=  [ k  +  '  ( 7 6 )  
1—1 
This can be compared with EV^^ the expected value of the vari­
ance of the stratified sampling for n = 2. Cochran (5) has 
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given a derivation of EV^^. With stratified sampling there are 
k possible combinations of positions. The number of com­
binations according to distances are given below. 
Distances 1 2 ... (k-l),k, (k+1) ... (2k-l) Total 
2 
Number 1 2 ... (k-1),k, (k-1) ... 1. k 
2 
From which we obtain averaging over the k combinations, 
i.e., over all samples. 
EVgt = [k^ 2a^ + 2a^ {p^ + 20^ + ... + (k-l)p%_i 
+ kp^ + ... + 2P2k-2 ^2k-l^^ 
„ 2 „ k-1 k-1 
= — {k + I ip. + kp + I i P2k_i> 
4k^ i=l ^ ^ i=l ^ 
2 k-1 
= { I i(2 + p. + p.. .) + k(l + p,)} . (77) 
2k i=l 1 X K 
Now, EV(y)given in (76) can be written as 
EV(Y)  =  . 1  ( 1  +  ( = 2 i - l >  
1=1 
.2 1 k 
= —2 (k + k I P2i-l) 
2k'^ i=l 
2 „ k-1 k-1 k 
= {k + I i 2p, - I i 2p, + k I P2i_i^ 
2k^ i=l k k 
lis 
2 k-1 k-1 k 
= { I i(2+2p, ) + k - I i 2p, + k I p2i_i} 
2k'' i=l ^ i=l i=l ^ 
2 k 
[Ii(2+2p%l + k{l - (k-l)p% + I *21-1}] ' (78) 
2k^ ^ i=l 
Substituting from we have 
2 k-1 
E(Vst-V(y)) = [ I i(p^-2pj^+p2^_^)+k{l+pj^) - k{l-(k-l)p^ 
2 k i=l 
i=l 
= :h i{Pi-2Pk+P2k_i) + k .f 
2k 1=1 1=1 
which gives the required comparison of the schemes with that 
of stratified sampling. Now if in addition to assumptions of 
the model given in Equations 67, Cochran's (4) condition of 
"upward concavity" of the correlogram is satisfied, then each 
(Pi^^2k-i"^Pk) — However, nothing can be concluded 
definitely. Intuitively, it seems the following results hold. 
Since, 
Pi^^2k-i"2^k - this implies (P^'P]^) + (p2k-i"^k) = ° 
i=l,2,...,k . (80) 
Also, 
k 
k = k[(Pk-Pl)+(Pk-P3)+'''+(Pk-P2k-3) 
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+ '»k"''2k-l" ' 
which can be written in pairs as 
k 
J 'fi""2i-l> ° k((Pk-Pl) + (Pk-P2k-l'' + ktC'k-P]) 
1—J. 
+ (p,-p )} +. . . SO on. (81) 
K 2k-3 
k 
Thus, if k is even, k 1 (p,-p^. ,) can be arranged in pairs and 
k i=l 
k 51(Pv~P-?- 1 ) — Also if k is odd, the middle terra of 
i=l ^ 
k 
^ (Pk~P2i-l^ rest of the terms can be 
k 
arranged in pairs as in Equation 81 so that k I (p,-p_. -, ) 1 0 
i=l ^ 
again. Thus, on the assumption of upward concavity of correlo-
k k-1 
gram, k I (p -p . ^ ) <_ 0 whereas I i(p.+p_. .-2p, ) >_ 0 and 
1 = 1 ^ ZX-X ]_=]_ 1 /K-l K 
the efficiency of the schemes compared to stratified sampling 
depend upon their magnitudes. In most cases the expression 
47 is expected to be less than zero and stratified sampling 
is expected to be more efficient, which in turn is less 
efficient than the usual systematic sampling. Below we 
consider a numerical example. Let k = 5, and the correlation 
coefficients are as follows: 
Pi p2 P3 P4 P5 Pg P7 Pg P' 
.83 .75 .69 .64 .59 .55 .51 .47 .44 
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Then, 
k 
k I ^'^k~^2i-l^ ~ 5 [- .2 - .4 - .16 - .10 - .05 
+ .04 + .08 + .12 + .15] 
= 5 [- .16] = -.80 . 
Also, 
k-1 
I i(Pi+P2k-i"2Pk) = -09 + 2 x .04 + 3 x .02 + 4 x .01 
i=l 
= .27 
E(Vst - V(y)) = -.53, 
showing stratified sampling is more efficient. 
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ESTIMATION OF VARIANCE 
In case of monotonicity an approximate estimate of the 
variance can be obtained by the well known technique of 
"collapsing strata pairs", in our case "collapsing group 
pairs" for the procedure discussed earlier. The estimate and 
variance of the population mean are respectively given by 
_ » n/2 _ _ A n/2 _ 
y = — I V and V(y) = I V(y ) (Equations 47 and 49), 
" r=l ' n r=l ^ 
where r refers to the group, i.e., the two strata paired to­
gether. Now the procedure employed pairing of successive 
strata (successive k elements) numbered 1,2,...,n/2 respective­
ly with those numbered n, (n-1) ,. . . , (^ + 1). Thus, because 
of monotonicity of the population elements a reasonable 
assumption will be that the true group means are equal. In 
other words, we assume that difference of any two group means 
in the population. 
Now 
- Y^, = 0, r ^  r' r,r' = 1, 2, ..., n/2. (82) 
E(y^ - = {E(y^ - y^,)}^ + V(y^ - y^, ) 
= (Y^ - Yp,)2 + V(y^) + V(y^,) (83) 
sampling being independent in each group. Then, 
1 n/2 _ _ 9 T n/2 _ . _ _ _ •? 
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n/2 _ 1 n/2 _ __ , 
= I V(y ) + =-^ % (Yr-Yr') ' (84) 
r=l ^ ^ r/r' ^ ^ 
From Equation 84 above, .we consider the estimate 
4 — — 2 V(y) = -2 I  (y - y , ) .  
n^(n-2) rp^r ^ ^ 
(85) 
4 n/2 
The expected value of V(y) = —5- % V(y ) 
n r=l 
4 _ _ 2 
+ —= (Y - Y ,) . The second term is the bias , 
n { n - 2 )  r ^ r '  ^  ^  
which is always positive, implying V(y) is an over estimate. 
The bias is expected to be very small,if the true group means 
in the population differ by small amount. It may be noted 
each (y^ - y^,)^ bears one degree of freedom. Thus, n should 
be reasonably large in order that the degrees of freedom 
associated with V(y) be sufficiently large. 
In case of the alternative procedure, the method of col­
lapsing group pairs for estimation of the variance is not 
applicable. However, it seems heuristically that if the mono­
tone population fits a linear model closely, estimation of the 
variance is possible in this case also. We sketch an esti­
mator of the variance of the estimator of the population mean 
under the alternative procedure. 
Let the population model be of the form 
y\ = a + bi+e^ i=l,2,...,N . 
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Let n=4. The population elements are divided into four strata 
of which the first two strata form one group and the last two 
strata form the other. Let the sample observation be denoted 
by i=l,2,3,4 and the corresponding values of the inde­
pendent variable by x^, i=l,2,3,4. The first two observations 
are drawn independently of the last two. Then the sum of 
squares can be partitioned as follows: 
Total s.s. (corrected for the mean)= s.s. due to linear 
effect + s.s. due to error. (86) 
The error component of the right hand side of Equation 8 6 
has two degrees of freedom and is expected to be small if the 
assumption of linearity holds. The error s.s. thus obtained 
from the sample is expected to be an approximate estimate of 
the population variance. 
For a more general situation, the sample observations 
may be grouped in groups of four and the error s.s. is obtained 
by using the above technique. The pooled errors will be a 
nearly unbiased estimate of the population variance with n/2 
degrees of freedom. 
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SUMÎ4ARY AND DISCUSSION 
The investigations in this part attempted to develop 
improved designs for sampling from finite populations showing 
monotonie or linear trend. Two systematic sampling procedures 
have been suggested. The two procedures are basically the 
same except that they require slight variation in grouping the 
strata consisting of the successive k population elements. 
In the presence of linear trend both procedures can be modi­
fied into usual systematic samples with the successive 
strata grouped suitably. 
An important property of the procedures suggested is 
that given monotonicity the within strata correlation coeffi­
cient turns out to be either zero or less than zero. This 
means that the variance of systematic sampling is less than 
that of stratified sampling with one unit per stratum. The 
two procedures have been developed for n=2 and then extended 
for n>2 odd or even. A general proof,that under the two 
procedures within strata correlation 1. 0, is given. 
The variance of the two procedures will always be less 
than or equal to variance of stratified sampling with one 
unit per stratum. For n>2 and even, the population is di­
vided into n strata which are then grouped into pairs in a 
particular way so that in each group is less than zero. 
As a result independent systematic sampling in each group is 
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more efficient than the corresponding stratified sampling 
for each group. For n>2 and odd, the procedures are similar 
except that the stratum containing the last k elements is 
left alone. The conclusions remain the same as those for 
n even. 
For populations containing linear trend i.e. having model 
y.=i + e., where e. is a random error, simplifications of the 
• ^ 1 1  X  
procedures are available. By the simplified forms of the 
procedures for all sample sizes, only one systematic sample 
is drawn. It has been shown that, under the simplified forms 
with n even,the variance of the procedures for the linear 
component reduces to zero,while for n odd, the variance re­
duces to ^  times that of the corresponding stratified sampling 
with one unit per stratum. 
The variance formulas for the procedures were compared 
with those of ordinary systematic sampling and stratified 
sampling for autocorrelated populations. No definite con­
clusion can be reached without knowing the structure of the 
autocorrelated population. For n=2, the difference between 
the expected value of the variance for stratified sampling 
and our procedures are given by 
k ^ 2k-i 
k 
) + k E . ) } ' the correlo-
4=1 ^ 2k-1 
gram is concave upward, then (p.-2p,4p' i ^2k-i )> 0 but 
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k 
y p,-p». .)l 0 and the efficiency of our procedures depend 
i-l k-1 
upon the relative magnitude of ^ and 
k 
k I (Pu~Poir - ) ' However, in most cases the sum is expected 
i=l ^ 
to be negative showing that the procedures are less precise 
than stratified sampling in the event of upward concavity 
of the correlogram. 
An approximate estimator of the variance is available. 
Because of the particular way of grouping (pairing) of the 
strata, for the procedure discussed earlier, it can be 
reasonably assumed that the group means are equal. Thus the 
groups can be collapsed in pairs to obtain an overestimate of 
the variance. It has been shown that if the assumption of 
linearity holds, an approximate estimate for the variance of 
the alternative procedure is also available. 
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PART III: A SAMPLING DESIGN FOR TWO-WAY STRATIFICATION 
WHEN ONE OF THE CRITERIA IS DICHOTOMOUS 
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INTRODUCTION 
Sometimes two criteria can be fruitfully used for strat­
ifying a population. Two way stratification creates a two 
way table of 'strata cells'. Thus if the two criteria are 
geographic regions and degree of urbanization, a strata cell 
may be composed of all the urban households in a particular 
county. 
When the sample size is large enough to permit allocation 
of two elements to each cell, the usual stratified sampling 
can be applied. Difficulty arises when the sample size, n, 
is smaller than twice the total number of strata cells LM 
where L is the number columns and M is the number rows. This 
difficulty also arises when n is smaller than LM. Bryant, 
Hartley and Jessen (2) and (3) considered at length cases 
when n_<LM but n is at least as large as the larger of L and 
M. It was shown that if the cell frequencies are proportional 
to the marginal frequencies, the two way stratification may 
be particularly effective and the variance of single stratifi­
cation is larger than times the variance of two way strati­
fication. For estimation of variance the restriction on sample 
size for the scheme considered by Bryant et a]^. is that n 
must be at least as large as 2(L + M). Both a biased and an 
unbiased estimator have been considered by them. The unbiased 
estimator required the knowledge of the cell frequencies and 
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the biased estimator required the knowledge of the marginal 
frequencies only. In order that the bias be of low order it 
was required that the cell frequencies are reasonably propor­
tional . 
In this study we consider the case of a 2 x L table, L 
columns represent the L strata formed using the first cri­
terion (geographic regions) and two rows represent the two 
strata (rural and urban areas) formed from the second cri­
terion. The cell frequencies are assumed to be known, though 
not necessarily proportional to the marginal frequencies. 
The restrictions on the sample size are that n>2L and at 
least two elements are selected from each of the L geographic 
strata. A proportionate allocation within geographic strata 
is considered, and cells are selected with probability 
proportionate to size (P.P.S.) from the geographic-urban and 
geographic-rural strata cells. An unbiased estimator for the 
population total is considered and its variance is compared 
with that of single way stratification and that of the esti­
mators, considered by Bryant ejt a2. It is shown that the 
within variance component ignoring the finite population 
correction is the same for all the procedures. If the cell 
frequencies are proportional to the marginal frequencies, the 
between variance for our estimator, the unbiased estimator 
and the biased estimator of Bryant et a2.,are all identical 
and equal to the interaction s.s. The variance of the one-
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n*" 1 
way stratification procedure will be larger than times 
the variance from our procedure. If the cell frequencies 
are not proportional, no definite conclusion can be made. 
However, if the cell means follow an additive model, the 
between variance component of our procedure and the biased 
procedure of Bryant e_t al. is zero, while that of their 
unbiased procedure is greater than zero. 
An unbiased estimator of the variance has also been 
considered . 
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THE SAMPLING DESIGN 
Geographic strata are formed as counties or groups of 
counties so that each geographic strata when rounded off has 
an allocation of at least two sample segments or clusters 
(elements). The geographic strata are denoted by c^, c^, 
c^, L_<n/2, where n is the sample size. 
The geographic strata are placed in a random order. 
Cumulative totals of geographic strata are formed. The cumu­
lative totals are used to allocate sample segments to the geo­
graphic strata. Let I be the interval of sample selection. 
A random number y between zero and I (zero inclusive) is 
drawn. The kth sample segment, l_<k£n, will have index 
Y + (k-l)I and will be in the jth geographic stratum, 
1  _ <  j  < _  L ,  i f  C j _ i  £  Y  +  ( k - l ) I  <  w h e r e  C ^ , ,  
C t are the cumulative totals of the strata in random order. 
Li 
This gives an allocation to each geographic strata. It can 
be seen that the allocation n^ to hth stratum so obtained is 
proportionate to size of the hth stratum except for rounding 
errors. Given the above allocation, we consider the sampling 
design described below. 
The geographic strata are divided into rural or urban 
areas. The number of segments in the geographic strata, 
divided into rural and urban areas within each stratum are 
shown in the table below. 
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Tabic 8. The geographic strata and their sizes 
Total 
^1 ^2 '^h Segments 
Rural ^21 ^12 "•* ^Ih ^IL ^^1-
Urban N-, N_„ ... ... 
21 11 In. ih 1 ' 
Total 
segments N_ ... ... N 
Each geographic stratum c^, is then split at random into n^ 
columns of equal size where n^ segments have even allocated 
to c^. The split in row 1 (rural) being independent of the 
split in row 2 (urban). 
Revised sizes of each column split for each geographic 
are computed. The revised size of each column is 1, i.e., 
the two cells for any column (after split) add to 1. The 
split of the hth stratum and the revised sizes are 
as follows. 
t IT. 
Splits for h Stratum 
Total 
 ^3"  ^
3" ? 3" • 
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t h 
Revised sizes of the splits for h stratum 
Total 
P p P 
Ih Ih Ih 
P p P 
2h 2h ^2h 
^h 
The revised sizes of cells in each row of each geographic 
stratum are equal. Once the splits and revised sizes for 
L . 
the geographic strata are obtained, the n = J] n, splits 
h=l ^ 
(columns) are placed at random in a table and numbered 1, 2, 
..., n as shown in Table 9 below. 
Table 9. Splits with their revised sizes placed at random 
Si ^2 ''' Si ... Total 
Rural ^21 ^12 ^in ^1 ^1 ^ 
Urban ^21 ^22 *** ^2i *" ^2n ^2 ^2. 
n 
The split in the i^^ position of Table 9 has come from one 
of the n^ splits for some h^^ stratum. Thus, 
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where i refers to the position in Table 9. Let be 
the total for row 1 (rural) and the total for row 2, 
then P^ + Pg = n. The total number of segments allocated to 
row 1 is n^,, and tl2. = n - n^. is the allocation to row 2. 
We now consider the following selection procedure. Cumu­
lative totals are formed for row 1, i.e., P^^'s. A random 
number r is selected, 0<_r<l. Sample cells in row 1 are then 
selected systematically with random start r and interval 1. 
Then, since exactly one cell is to be selected from each split, 
the cells in row 2 are automatically selected. 
Once the cells in splits (columns) are selected one 
sample element is selected from each of them at random. This 
completes our selection procedure. 
It can be verified that the selection procedure results 
in selection of cells with probability proportionate to size 
(P.P.S.) in both rows. Thus, the probability that a segment 
will be selected from the i^^ cell of row 1, i.e., (1, i) 
cell is given by 
Pli • '8®) 
Where the P^^.g are obtained from Table 9. 
Let the probability that two segments, one from the 
(1, i)cell and the other from the (1, i')^^ be 
^lii'' ^ ^  ' i, i' = 1, 2, ..., n. (89) 
The probability that a segment will be selected from the 
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cell of row 2 
= ProDability that a segment will not be selected in 
(l,i)th cell 
= 1 - Pij = Pzj . (90) 
The probability that a segment will be selected in (2,j)^^ 
cell and a segment from 
cell = Pgjj, . (91) 
Let (ÎT^j) ! be the probability that a segment will be 
selected from the (l,i)^^ cell and a segment from the (2/j)^^ 
cell. Then 
^U2j = 0 " i = 1 
= [Probability that a segment is selected from 
(Ifi)^^ cell] X [Probability that a segment is 
not selected from (l,j)^^ cell, given that a 
segment is selected from (l,i)^^] 
^lii 
= ^li X [1 -
^li 
= Pii - P^ij if i M j. (92) 
Pli's and Pgj's can be obtained from Table 9. It can be seen 
that the P^^'s and Pg^'s satisfy 
0 1 Pii 1 1, 0 < Pg. < 1. 
Also, 0 ^ the equality on the left side holds when 
either P^^ or P^^, =0, while that on the right side holds 
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only when both and P^^, are equal to 1. Similar in­
equalities hold for Pgjj,. Further, P^^^, = 1 will imply 
^2ii' ~ Also if either P^^ or P^^, is equal to 1, P2ii'~®' 
similar restrictions holding for P^^^, . ^2.i2i' " ^ either 
Pli or ^ 2i' both are zero. 
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THE ESTIMATOR OF THE POPULATION 
TOTAL AND ITS VARIANCE 
tin 
Let y, be the total for the h stratum. Y, has two cora­il h 
ponents, and contributions from row 1 and row 2 
respectively. Consider the estimation of the population total 
Ï = f  \  , V^lh + ^2h' = + ^2 • <"> 
h=l h=l 
Let and . be the sample observations (segments) from 
(1, i)cell and (2, cell respectively. There are n^^ 
such y^^,g and n^ y2j'^' ^ ^^re n^^+ ^ 2*~ Consider the 
following estimator Y for Y. 
I • J..  ^  • A, 
(94) 
where \ and \ respectively indicates that the summations 
ieR^ jeR^ 
were carried over all sample segments in row 1 and row 2; 
and N-. are the total number of elements in cells respectively 
^ J 
and i and j are not equal in the above summations. 
Y is an unbiased estimate of Y. The proof is given below. 
Once the random splits of the geographic strata are obtained 
and Table 9 is formed by random arrangement of the splits, 
and y^j unbiasedly estimate the population cell means Y^^ 
and Y^j of the ce! 
given in Table 9, 
lls (l,i) and (2,j) respectively. That is. 
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E(yii) = and Efygj) = . . (95) 
Now 
- j/lj  + j /2b 
= + Ï2 = Y . 
Then E(Y) = E[E{(Y)| given Table 9 frora random splits}]. Also, 
using Equation 95 E{(Y)| given Table 9} 
N. . Y^ . N_.Y_. 
= E{ I + I Then 
ieR^ li ieRg 2j 
N, .Y, . N„.Y_. 
E{Y) = E I + E I 
icR ""li jeR ^2] 
= Y. (95) 
From Equation 9 6 we see that once the random splits of the 
geographic strata are given and the Table 9 is formed, the 
estimator Y is unbiased. That is, given any random split, 
Y is conditionally unbiased. The variance of Y is then ob­
tained by taking expectation of V(Y)* over all random splits 
where V(#)* is the conditional variance of Y given any random 
split (i.e., Table 9). 
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Now the conditional variance 
V(Y)* = V(Y| given any random split) 
= v{ % • -p' - + I ^ I given in Table 9} 
ieR^ li jcRg 23 
. [E( J + E, I 
ieR^ ^li jeRg 2j 
. E , Î I 
ijij i£Rj_ ^li jeRg 2j 
given Table 9] - (Y^ + Y^)^ 
= {V{ I p ) 1 given Table 9} + {V{ I —p •') | given 
ieR^ li jeR2 
Table 9)} 
N-i-Yn-
+ { E • I p • I —5—^ - 2Y,Y_) I given Table 
i^j ieRj_ ^li jeRg 2j 
9}. (97) 
N, . y, . N, ? 
V{ I p given Table 9} = E{ % ^(y,.) 
ieR^ ^li icRi li 
^ ^ ^li ^li' 
i^i' ^li ^li' 
i,i'ER^ 
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Ivj, .y, . 
Covfy^.y,.,)} + V { I E ^ 
ieR^ icR^ li 
E{ I 
icR, 
^1? 
^1^ 
(Nli-1) 
N li 
Sii) + V 
ieR, 
{ I 
ieR. 
Kli^li. 
^li • 
(98) 
Cov(y^^ y^^,) = 0 since the sampling is independent in 
Nii 
the i^^ and i'^^ splits, S^. = (y, • - y-.)^/(N, . - 1) . 
N, .y, . i=i 
Then, V{ I —5 | given Table 9} 
ieR li 
• 1 ^... J. ^  • '» 
n N, .Nt . , o 
' 
N, . Y . 
(since I ^ - is an unbiased estimate of Y, .) 
ieB- li 
n Nii(Nii-l) 
i=l li li 
+ { I 
i=l 
2 
'li 
2 
•li 
li 
+ I Y. Y 
i^i' ^li^li' "li 
P - Y^ } 
li' ^lii' 1^ 
n 
= I 
i=l 
%li(%li-l) 
^li 'li 
+ { I 
i=l 
n (1-Pii) 
li 'L 
9 
ll 
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n . . , - , _ _ 
* .1, . Hv'iAi• • '  '99) 
IFl' ll ll 
+ I (-^—p —) Yii ïii' (100) 
i^i' ^li li 
where Y^. = . 
Similarly the V( I -p^^l given Table 9) is given 
jcRg 2j 
by 
N-.y?. 
V( I —^—3.| , given Table 9) 
jeR, ''21 
- ,1^ Pj. 2] ].l 2: 
^ ~ ^0-i ^9-l' 
+ jj,' )«2iV2j'"2i'' 
n ^2ii ' "" ^Pi^Pi ' 
* J y '  hi ' V2i')-
14 2 
E ( I p' • • • I -"p 1 given Table 9) 
i^i icR "li icRg 2j 
given cells (l,i), (2,j)] 
BL.Y . 
= E [ I I —p • 1 given the cells (l,i) 
iy(] icR^ jcRg li 2j 
and 2^j] 
n N .Y 
n Y, .Y_ . 
' jj W 
where P^^2j the joint probability that an element (segment) 
will be selected from the cell (l,i) and an element will be 
selected from cell (2,j). 
Putting the values from Equations 99 through 104 in 
V(Y)* we have 
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^ •> 9 ^ 9 T ^  9 T ' 
2 N.-Y .N^/Y . 
+ . 1 .  p' P:^ ' Plizi - 2V2> • <"=> 
1^] li 2] 
Another form of V(Y)*will be 
V(f)* = I HiiCSii_i) g2 ^ ^  n 
i=l ^li i=l ^li 
*i j, 
+  ' . | .  -  2 V 2 >  •  
IF] ll 2] 
The expected value of either expressions given by Equations 105 
and 106 over all random splits will give the variance V(Y). 
Since the geographic strata were split at random, each split 
is in fact a random sample of the geographic stratum from which 
it is obtained. Then, 
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E ^li^^li-1^ g2 ^ g2 
over all random P,. i P, . Ih 
splits h 
(107) 
where the cell (l,i) came from some h^^ stratum and 
- , ^Ih _ ? \ 
S.. = y (y, . -y,, the summation T is taken over 
Nlh-1 i^^l llh 4=1 
all the elements (segments) in row 1 of h^^ stratum. The 
suffix li^ replace li in Equation 107 to denote that (l,i)th cell 
came from h^^ stratum and row 1. The expected value 
n N, . (N, ) 2 
y s . over all random splits will therefore be 
iii 
equal to 
lk~^ i Ih 
L ^h ^li 
• J. 4-. 
= V y ——-2 sr. since h " stratum was 
hil i, î^lh 
split into n^ parts 
(108) 
We also used above the fact that the split and the sample 
selection within stratum are independent. 
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Similarly, 
N N „ . ( N  _  
E { 1 — S_ . over all random splits} 
j=l ^2j 
L «h«2 -%! , 
'  Jl • 
 ^  ^ o  ^ ]^ -j -; i 4^ 1 < i 
The expected value of I (-= )Y . + J ( =—p )Y^ .Y ., 
i=l ^li i^i' li li' 
over all splits 
= 1 ^ 
^ over over 
all splits all splits 
N  P . . . ,  —  P ^ . P ,  . ,  
all splits 
+  E  ( % , . )  .  E  1 >• (110) 
over over 
all splits all splits 
I tvar Y 1+ (E y .)^| 
i=l li over over 
all splits all splits 
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1 ^ 2 
L N, - N_ -, _ ^' 
° I ' ' '("h-l'sfh + "ih^lh' • (111) 
h=l h 
Now Cov(Y^^ • Y^^,) over all random splits 
= E(Ynj • Y^.,) - E(Y^ .)E(Y^ .,) = 0 if i,i' occur in dif-
over over over 
all splits all all ferent geographic strata 
splits splits 
= E{Y^^ . E(Yj_^. |Y^^) } - E(Y^i) E(Y^^.1Y^^) if i and i' re-
over over over over 
all splits all splits all splits all splits to the 
same geographic 
stratum, 
over over over 
all splits all splits all splits 
M l  _ v r  is the mean of the N,,-N, . elements when N, . are 
h ^*11^ -^^h lih 
"h 
taken at random 
over 
all splits 
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S?,, . (112) 
Then 
^Ih Ih 
Viv :c°v 
over 
all splits 
+ E(Y^^) E(Y^^,)] 
over over 
all splits all splits 
I I ( %" p 2 SjNii N (Cov(Y ,Y ) 
h=l ihfi'h lih li'h h % over ^ % 
all splits 
+ E(Y . ) E(Y , ) } 
h h 
over over 
all splits all splits 
h^h' ij^,i'j^. ^li/li'^, h' 
{GOV (Y,. ,Y ., ) 
h' 
over 
all splits 
+ E (Y . ) E(Y . , ) } 
^ h' 
over over 
all splits all splits 
If 
y 
Il t— 
M g 
tJ" M 
H" 
H-
5" 
H-
tf-
a 
y to 
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2 
M to 
tr 
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M 
tr 
en 
to 
tr 
tr 
s; 
5" 
2 
M y 
2 
M y 
hj 
H-ty 
H-
tr-
I 
3 
tr 
2 y 
3 y 
5 y a M y 
II 
tJ* 
Il 
H 
g 
M to 
tr 
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H-
ty-
I 
ai s 
3 I a 
nr to M to 
5" 
I 
a 
H* 
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en 
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Kl 
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H- t3 
tr tr 
- t—3-. 
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tr 
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I 
5 
tr 
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2 
g 
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2 
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2 
M 
5-
y 
Il t-otr' 
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2 
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tr 
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H-y 
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^Ih ^ lh\ 77 rr 
= hLv^''':VA. -
n.-l S^. Y.} 
n 1-P,. ^ n P...,-P^.P,., 
The expected value of I ( _ + I 
i=l ^11 i^i' ^li ^li' ^ 
over all random splits from Equations 110, 111 and 114 
L N, - N,, _ . L , N^. 
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Ih^lh' 
(115) 
n 1-^21 2 
Similarly the expected value of I (= 
j=l ^2j 
+  y  ( — — ^ ) y  . Y - . ,  o v e r  a l l  r a n d o m  s p l i t s  
jf^y 23 2j' 
L N.-N_, g _ „ L , 
"¥' Ï ^ ^ hl.V':' - S'-Sr'Wlh. 
(116) 
Lastly, the expected value over all random splits of 
i|j % % "liZi - " Siven by 
over 
all splits 
n N^.Y . . N„.Y . 
' ' 'jj 
over 
.. _all splits 
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L I N N 
h=i V^h 
h h 
L ^h'^h' 
^lh^2h • ijj^, 
,^2h, ,^lh'. 
L *h'nh' ^n, > ^n, ' 
+ I I "" "" 
,^lh. ,^2h' l^h^ih' h^h' i^/j^. (!!2h. 
(%h )(Nh' )(nh, ) 
^2h^lh' • ^21^1]^," ^^1^2 
L  n ,  ( n , - l )  _  _  
^ ^ n: . n, ^Vlh^ (^'h^2h)^li^2i' h=l "h • "h h h 
L n^n^, 
'h^h'VV 'Vih' h* h' 
" hlh'Vh' 'V2h"«h'^lh'"='2ij,i', - 2Y,Y 12 
2 Ji"- " W2h ^lihZih 
(^^h^lh)(^h'^2h')^li^2i^, " ^ ^1^2 * (117) 
Then substituting from Equations 108, 109, 115, 116 and 117, 
we have V(Y) = E V(Y)* over all random splits 
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L N, -N. 
h\"lh "h' o2 , V "h'"2h "h'_2 , , f /"h Ih 
^Ih n,. ^2h 1^6, ^ ' h=l ^h h=l % h=l "h 
{(n^-l)5^^ + 
N 
hi.<""»';-1' 
L (N, -N„, ) p o 
+ tl "n (("h-llSih + %2h?2h) 
h=l n 
L N N , , _ 
" h?h'''h''h' < ^ 2 V ' , -  i ç -  •  s ;^>W2h'i 
+ t2 - Hr'<Vlh'<V2h''li.2i; 
h=l n n n 
^ ^Vlh^ ^^h'^2h'^^li^2i^, " ^ ^1^2^' 
The exact variance of the estimator Y as given in Equation 
118 is unattractive and the calculation of the joint probabil­
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ities P,. , P_. and P . is tedious. No easy 
h' h h' h^h' 
method of computation of the joint probabilities is found in 
the literature. Hartley and Rao (12) developed a procedure 
and gave an approximate formula for the joint probabilities 
in terms of the inclusion probabilities of individual ele­
ments. Connor (6) following the work of Hartley and Rao 
developed an exact formula for calculating the joint proba­
bilities. The exact formula is tedious to compute and has 
almost no practical value for large sample sizes. Further, 
in our procedure P^^, ^2i' ^ lii'' ^ 2ii'' ^li2i' not 
the overall inclusion probabilities of individual elements 
and pairs of elements, but are the probabilities of cells 
and pairs of cells from which sample elements are to be 
drawn. There are n cells in a row, as such the approximate 
formula of Hartley and Rao may not be applicable unless n 
is very large. Also, the approximation should be carried out 
so as to control the joint probabilities in each row as well 
as in both rows. Of course, one can calculate the overall 
probabilities and apply the approximate formula for calculating 
the overall joint probabilities of pairs of elements. 
For our purpose we consider a simpler approximation of 
P^^^, ^211' ^li2i' terms of P^^'s and Pg^'s. These 
approximations are very simple, although some of the restric­
tions imposed earlier may not be met exactly. 
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Let be a random variable associated with the cell 
(l,i) such that 
=1 if an element is drawn from the cell (l,i) 
= 0 otherwise. 
Then 
Further, 
n n 
^ a,. = n, and V( ^ a..) = 0 for all arrangement of 
i=l i=l 
the splits . 
Thus 
n n n 
V( I a,.) = X V{a,.) + I Cov{a^., a,.,) 
i=l i=l i^i' 
= 0 
n n 
which gives I = n^(n^-l). Similarly ^ 
i^i' ' i^i' 
Now the selection of cells was without replacement so that for 
all i,i', 1 ^li^ii' ^2ii - ^2i^2i'' ^^om Equation 
92, P]_^2i' ~ ^ li ~ ^lii'' that given i,i', any under esti­
mation or over approximation in ^^.ii' effects the approximation 
of ^2.121' ^ reverse direction. In other words any under 
approximation of the conditional probabilities will re­
sult in an over approximation of the conditional probabilities 
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^2i' |i vice versa where and are respectively 
the conditional probabilities of the cells (l,i'), (2,i') 
given the cell (l,i) is selected for drawing sample segments. 
In order to attain control in the row probabilities P^^^, 
and the probabilities P2i2i' simultaneously we have to con­
sider approximations for P^^^, in terms of P^^,P^^, and 
^2i' that the conditional probabilities are controlled. 
Similarly, approximations for ^211' ^ ill involve Pg^, ^ 2i' 
and • The approximation considered is 
^lii' ^li^li' " ^  ^li^2i' 
^2ii' ^2i^2i' ~ ^  ^li^2i' " 
(119) 
n 
Within row control is attained through the sums T P..., 
^ i^i-
= n^.(n^-l) and % ^2i^2i' ~ respectively, and the 
X 
probabilities controlled through P^^^'s or 
^2ii'^ i.e. through the conditional probabilities. Then 
proceeding from the Equations 119 we have, 
.l.,^lii' .^..^^li^li " ^  ^li^2k') ^ 
xfx' XT^X' 
Equating and solving for A, we get 
j PiiPji) • (120) 
X—X X—X 
Now the sampling scheme satisfies N,/N = n,/n, where 
L 
N. = 5! N,, . In the ideal situation where the cell fre-
h=l 
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quencies are proportional to the marginal frequencies 
_ ^1• for all h, i.e., P.. reduces to "l* for all i 
Nh N — 
the value of A reduces to —^ . 
n-1 
It can be seen that from Equations 119 that the value 
of A given in Equation 120 does not satisfy the identity 
unless we consider that, given Table 9, the selec­
tion of the cell (l,i') always follows the selection of the 
cell (l,i) . Similar is the case for ^211' ^2i'i ' 
Also the value of A satisfying P^ii' ~ ^ li^li' ~ ^  ^ li^2i' 
may not be exactly the same as the value of A satisfying 
Pg^^i = P2i^2i' ~ ^  ^2i ^li' * Regarding the approximation 
of ^2.121' ' although the value of A given in the Equation 
120 satisfy ^ ^ li ~ ^lii' ^ ^ li^2i ^ ^li^2i' 
= Pg^, - P2i'i does not meet all the restrictions rigidly 
since the identities P^^^, = P^^,^ and ^211' ~ ^ 2i'i 
satisfied. The value of the proportionate-case, i.e. A = 
however does satisfy all the restrictions. Then substituting 
^li^i'^' ^2i^i'j^ and P^^ from Equations 119 into Equation 
118 the variance of Y reduces to 
'Ji % =2h> 
- I (^2h ^Ih + ^ Ih S2h) (i_ A(n -1)} 
h=l ^h "h ^ 
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n=l n 
^ ^ ^^,^lh^2h' (^Ih^lh' •*' ^2h^2h' ~ ^ ^lh^2h'^* 
(121) 
When cell frequencies are proportional to the marginal 
1 frequencies and , the variance V(Y) further reduces to 
V(Y) = { I *^h^%h-nh) ^ %2h^%h-nh)g2 ) 
h=l h h=l h 
Y ,^2h ^Ih ^Ih ^2h. 
'^Ih ^ ^ 2h - 2 (1 +S&Ï) 
h=l h 
- À X ^lh"2h<^lh + ^2h - 2 W2h' 
h=l 
À j^^^,^lh^2h' (^Ih^lh' ^2h^2h'~ ^ ^lh^2h' ^ • 
L N^N, ^ N_,N. L . . 
E, + ^ 2h^:h) 
h=l h h h=l 
V ^lh®2h. 
+ H?r <^ln + ^2h - 2^1h^2h' 
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J, V2h'^lh + ^'2h - 2 ?lh?2h') 
u—X 
(^Ih^lh' + ^ 2h^2h' ^^lh^2h'^ 
(122) 
^ 'hL hL ^ 
- j/S'. '-# • =#. 
• ^  Â ix"" - jf -i% '»* L^ ' 
(123) 
The algebraic calculations are given in the next section. 
The exact variance formula given in Equation 118 was de­
rived by conditional approach, the conditioning being re­
ferred to Table 9. It can be easily shown that the exact 
variance formula can be obtained without recourse to condition­
al argument. For the estimator Y given in Equation 94 is the 
usual Horvitz-Thompson's (13) estimator with the inclusion 
probabilities for an individual element y\'and for a pair of 
elements (7^/7^) as given below. 
Let be the inclusion probability for y^^ and be 
the inclusionary pair of elements (y^,yj). Then, it can be 
easily shown by using the ordinary multinomial theorem that 
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n. = P . , (a=l,2), where y. belong to the h^^- stratum 
X ai 
and ath row. 
= ^ = I • • • 
h 
Stratum and ath row. 
^h th 
= r; ^ Pn . gj) , if y. belong to h stratum and 
^^Ih '^2h ^^h/Jh ^ 
j 
xii n, 5 th 
:rr~z— P . • / if y. belongs to h stratum and ath 
al,3, , 
row 1 and y^ belong to h^^ stratum and row 2. 
'h "h' p 
^ah^'^ah' '^^h^h 
row and y^ belong to h^^ stratum and ath row. 
n,n, , 
= r:— P^. _ , if y. belongs to h stratum and 
^lh^2h' -Vjh' ^ 
row 1 and y. belongs to h'^^ stratum and row 2. 
^ (125) 
The estimator Y and its variance as given in Equation 118 • 
can be written as 
n y/ 
and 
N 1-n. n . . -n .n. 
respectively, where and are given above in Equations 124 
and 125. The variance formulas in 125, after some algebra, 
reduces to the form given in 118. 
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EFFICIENCY 
The variance of our procedure is now compared to the 
variance of single way stratification procedure and that of 
the two way stratification procedure of Bryant et a^- (3). 
In all the procedures proportionate allocation is assumed 
within geographic strata. 
Let V(Y^^j) and be respectively the variances 
of estimators "^(2) the population total for one 
way stratification procedure and Bryant e^ a2.'s procedure. 
To make comparisons it is assumed that the cell frequencies 
are proportional to the marginal frequencies and the finite 
population correction is ignored. Under these assumptions 
the variances V(Y^^j) and are respectively given by 
(128) 
and 
(129) 
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The variance of our procedure is given in Equation 122, 
which under the assumptions made above and replacing n, , 
n NLN N 
and respectively by ^ ^ and —^ reduces to 
as 
..2 2 L N., „ 
^ J. 
+ À I '"ih + ^2h -
h=l ISJ 
2 
-I n,N„N, ^ ^ 
- À ' Ï -T ^ ^lh^2h> 
h N 
L N,N„N,N, , 
+ I '-y " + ?2lj2h' - 2 V2h'" 
hf^h N 
(130) 
The second and third terms in Equation 130 can be written 
1 , L Nj^Nj^W-N^HN-h) L N2?h'«-"2.'<«-^'h>^ 2 
= t, Î I^h + J Y, 
h=l N' h=l 
hk' ? ^2 2h 2h' 
él I I ,  <Wll + «2-V2h' h=l 
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L N_N" , 
( I Y J + 
h=l N 2h 
L 
I 
h^h' 
K2%h%h' 
N ^2h^2h'^ ^  
L N 
- I 
h=l 
4ï.2l + 2Kl«2Flh?2h) 
%l«2yih%2h + 2 
L 
I 
h^h' 
Vh'''iî'2yih^2h')] 
+ ^2Ï2h' ^Ih' 
L N h  =  \ 2  
N 
9 L N,N,  
+ I Y 
h=l N Ih 
+ I YVK)2] 
h=l N 
= &- Id 
L N,N, L N^N N, 
'h=l 
2h' 
L N, 
yJ + f Yj)-f^ ( y — Y_) 
2h' N h=l N Ih/ 
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! I - I % \'h - I + I ' 
i=l h=l h=l ^ i=l ^ ih 
(131) 
_2 2 L N., L N, „ L N, , 
^ 'il Jx"^ - Jx"^ - Jx^ '"h-) • <"^> 
Then substituting in Equation 130 we get 
L N _ _ 9 
- I -4 (Y.-Y)n . (133) 
h=l ^ 
Comparing this with V(Y^^j) and ^ (^(2)^' see that the with­
in variance component (1st term) is the same for all the 
three procedures. The between variance component of V(Y) and 
V(Y. .) (2nd term) are identical and differ from that of 
- L N, _ _ 2 
V(Y(ij) (2nd term). Since ^ ^he estimators 
Y and "^^2) expected to gain in efficiency over the esti­
mator Y,T. and the most they can lose to Y,,> is —^ times the (1) (1) n-i 
between variance component of one way stratification (i.e. the 
second term of the Equation 128). The between variance com­
ponent of and Y^j^y, as given in Equation 132, is the usual 
interaction sum of squares. It may be stated here that 
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Bryant et . also considered a biased estimator which in 
the event of proportionality of the cell frequencies to the 
marginal frequencies is same as their unbiased estimator 
*(2)' 
So far we considered the efficiency of our estimator 
assuming that the cell frequencies are proportional to the 
marginal frequencies. No definite conclusion can be made 
if the assumption of the proportionality of the cell fre­
quencies do not hold. However, if the cell means follow 
an additive model i.e. if = Y^yf Y^ - Y, the between 
variance component of the estimator Y will be equal to zero 
irrespective of proportionality of the cell frequencies. 
The estimator Y can be written in the following way: 
Y= I I 
ieR^ ""li jeR- 2j 
N Y 
^ i ,h ^ / 2 ,. . . ,L^ where nis the num­
ber of elements selected from hth geographic strata and ith row. 
I I + I I "ih?ih • 
1/h i,h 
Since E(y^^l given = Y^^, the variance V(Y)will be given 
by 
V(Y) I } + 4 
'H i,h n i,h 
The first term is the within strata variance component and the 
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2nd term represents the between variance component of the 
exact variance given in Equation 118. Now 
i,h i,h 
2 L 
= I ni^i. + % "h^h - nY)' (135) 
i=l ^ ^ h=l ^ " 
= V(nY) = 0 . 
ST = tr'= s ' .I,Vi = I = = K I : 
n 1* 1—1 n=l 
are constants. The between variance component of the biased 
estimator considered by Bryant et is also zero if additi-
vity of the cell means hold. The variance of the unbiased 
estimator considered by them is however greater than zero. 
Thus the conclusion we can draw is that the procedure of two-
way stratification under study permits unbiased estimation 
of population total and is expected to be more efficient than 
one-way stratification procedure if either the cell frequencie 
are proportional or the cell means are additive. 
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ESTIMATION OF VARIANCE 
The variance of the estimator of the two-way stratified 
sampling can be estimated in two ways. We can consider a 
general liorvitz and Thompson's (13) estimator or we can 
consider a variant procedure assuming that cells of row 1 and 
row 2 of Table 9 respectively have common variances. 
It was shown before that the variance of the estimator 
Y in Equation 118 can be written as 
N 1-n. „ N n..-n.n. 
where n.'s and n..'s are the inclusion probabilities defined 
1 1] 
in Equations 124 and 125. The estimator for the variance given 
above is 
n 1- n. n n . .-n. n. 
where y^ and y^ are any two elements in the sample and 
n..'s are again the inclusion probabilities. If y. belongs to ij ^ 1 
h^^ geographic stratum and y^ belongs to the h'^^ geographic 
stratum, the estimator given in Equation 136 can be written as 
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N (N-n) y 
h=l i (137) 
The estimator is most general in form. The approximations 
used for ^li2i' derive an approximate 
form of the variance V(Y) may also be used to obtain an 
approximate variance estimator. 
A second method of estimation of the variance will be 
to use Durbin's (8) procedure. This method is based upon 
the assumptions that cells (i,h), i=l,2, h=l,2,...L have common 
2 
variances i.e. all are equal. Given Table 9, a 
conditional variance of the estimator Y, Equation 106, is 
given by 
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+  2 : 1  " ^ i % 2 i '  -  V 2 I  •  
i^i'^li^2i' 
Let n^/ be number of sample elements in the ath row, a=l,2. 
"a 1-P^^ 2 9 
Now given Table 9 the expected value of ^ (~—^)N . y T 
1=1 ai 
+ j., K.d/.iKai'y.i' " "y 
ipi al ax ail 
1=1 ai 
1^1' ai al' ail 
+ B (7^1)2 (y^^,)} I given cells {a,i), (a,i')] 
n 1-P . - n 1-P . ^ 
n P . . , —P . P . , 
"I.,' "p .p"." 'Wai' • <"«> 
ifl' ai ai' 
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2 —2 Further, if the assumption = S holds for all, then it is 
not difficult to show that s = V Y • ^ zrr— is an un-
h-i 4=1 
—2 — biased estimate of S , where is the average of all the 
'uln 
sample elements selected from the h geographic strata. An 
unbiased estimate of 
y ^ai/^ai-l) ^ 2 Y 2 y ^aii'"^ai^ai \ 
will then be given by 
N . (N . , ) - 1-P . « ^ 
.1 "p"'' < + yJ 
1=1 ai . 1=1 a.i 
+ i°, (139, 
If^x' ax ai' axi' 
Now the overall expected value of 
^^'*2 Pn.,., - k P. .P,., 
ji. ' ^11^21'^1121' '^U^li"2i^2i. — 
^h 
k=^p:q- if Yii'y2i' both belong to 
same geographic stratum 
= 1 otherwise 
? ^li'^i'"^ ^li^2i' — — 
%v:r 'Wli.^2i. 
table 9 
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table 9 
^ ^ 1 1 9 1 ' 
= E I p p Y,i%2i'  Vz- (140) 
over ifii' li 21' 
table 9 
From Equations 139 and 14 0, an unbiased estimate of V(Y) will 
be given by 
1=1 ll 1=1 li 
n 2 N^, (N_.-l) n. 2i' 2i 
'2i 
_ '2 1-P_. - ,  
^2i 1=1 2i 
*l'n2 Pn.pi.-k PniP,., 
For convenience of computation ^2ii' ^li2i'' 
may be replaced by their approximations. The assumption of 
homogeneity of cell variances may not be fully justified in 
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2 
actual case, although if S^^/s are approximately equal, the 
approximate estimate in Equation 141 will still be a good one. 
172 
SUMMARY 
In this part we have studied a particular two-way strati­
fied sampling procedure when one of the criteria is dichoto-
mous, i.e., the two-way stratification considered here creates 
a two-way table of 2xL strata cells. To obtain estimates of 
variance it is necessary that at least two elements are selec­
ted from each of the L strata formed using the first criterion. 
It has been shown that if, the finite population correc­
tion is ignored,the within strata variance for the two-way 
stratification and one-way stratification procedure is the 
same. When the cell frequencies are proportional to the mar­
ginal frequencies the procedure is equivalent to the pro­
cedure considered by Bryant, Hartley and Jessen (3). The 
between variance then reduces to the interaction sum of squares 
and is less than times that of single-way stratification. 
The maximum loss in efficiency that one may incur due to two-
way stratification is therefore less than percent of that of 
a single-way stratification. If the cell means follow an 
additive model the between variance component for the pro­
cedure under investigation reduces to zero regardless of 
proportionality of the cell frequencies. Bryant, et al. 
considered biased and unbiased estimators in their procedure. 
Under addivity of the cell means the between variance com­
ponent of their unbiased estimator is greater than zero while 
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that for their biased estimator is zero. An unbiased and 
an approximate estimator of variance are also available for 
the procedure under consideration. 
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