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Povzetek
Naslov: Primerjava atributov za napovedovanje ocen v spletni trgovini
Amazon
Vsak dan komentiramo ali ocenjujemo stvari, ki nas obkrozajo in s katerimi
se ukvarjamo, pri tem pa za seboj puscamo sledi. Cilj diplomske naloge je
prikazati, kako napovedovati ocene v dandanes najvecji spletni trgovini Ama-
zon. V ta namen smo zgradili modele v treh razlicnih fazah, in sicer iz treh
razlicnih vendar povezanih podrocij analize podatkov.
Na zacetku so prikazani matematicni in statisticni modeli, ki jih bomo upo-
rabili za dosego cilja, in kratek pregled vsakega podrocja. Preko modelov
bomo pokazali, kateri od atributov spletnih ocen in mnenj nam ponujajo
najvec informacij za stevilcno oceno.
Posamezni pristopi omogocajo pridobivanje razlicnih lastnosti, kot so casovni
atribut, koristnost, besede v komentarjih in interakcija med uporabniki. V
vsaki fazi nato preiskujemo dobljene lastnosti preko primerjanj razlicnih kom-
binacij morebitnih lastnosti. V nadaljevanju njihovo uspesnost ocenjujemo
preko napovedovanja ocen.
V zakljucku so predstavljene prednosti in slabosti zgrajenih modelov ter na-
vedene moznosti za izboljsave in nadaljno delo v prihodnosti.
Kljucne besede: strojno ucenje, podatkovno rudarjenje, rudarjenje besedil,
analiza omrezij, ﬁlmi, ocene, komentarji, uporabniki.

Abstract
Title: Comparison of attributes for predicting online reviews on Amazon
On every day basis, we grade and make comments about many subjects
around us. This thesis is aiming to show how can we predict the grades
on the largest online retailer nowadays Amazon. For that purpose, we built
models in three diﬀerent phases, by three diﬀerent but also closely connected
ﬁelds in the data analysis branch.
At the beginning, we give a short overview of each ﬁeld and basic mathemat-
ical description of the models and estimators we use. Via those models, we
show the big picture of which review's attributes give us the most informa-
tion about user's numerical score.
Each of the three approaches extracts various attributes such as the time
stamp, the helpfulness, the words in the comments or the interaction be-
tween the users, to name a few. Furthermore, we explore those features by
comparing diﬀerent combinations of them at each of the three steps. Then,
we evaluate their success in making a prediction of the numerical score in
each review.
At the end, we conclude with some of the advantages and disadvantages of
the built models and possibilities for future improvements and further work.
Keywords: machine learning, data mining, text mining, network analysis,
movies, scores, comments, users.

Poglavje 1
Uvod
Delovanje danasnjega spleta, kot ga poznamo, ne bi bilo smiselno brez
medsebojne interakcije uporabnikov. V obdobju, ko lahko podatki in in-
formacije precej prispevajo k razumevanju te interakcije, se pokaze pomen
strojnega ucenja, saj je to podrocje, ki nam lahko pomaga izkoristiti te po-
datke in s tem pridobiti dolocena znanja. Najprej se ponudi moznost za
interpretacijo tega znanja z razlicnih vidikov, ki se trenutno zdijo smiselni ali
uporabni. Bistvena naloga pa je dolociti, kateri del pridobljene informacije
nam prinasa najvecjo korist.
V duhu potrosniske druzbe je elektronsko poslovanje eno izmed bolj prilju-
bljenih podrocij, kjer lahko znanje o nakupih prinese tudi dodatno dobickonosno
vrednost. Da bi to znanje uspesno pridobili, je potrebno pregledati in preuciti
vedenje preko sledi, ki jih uporabniki najveckrat pustijo za seboj v obliki ocen
in komentarjev.
Sodobne spletne trgovine kot so eBay in Amazon ter spletne strani s po-
dobnim znacajem uporabnikom omogocajo svobodo v izrazanju svojih lastnih
mnenj in izkusenj, ki so vezani na izdelke. Tovrstno ocenjevanje nato pomaga
ostalim uporabnikom pri odlocanju o nakupu dolocenega izdelka. Poleg tega
je uporabnikom omogoceno tudi ocenjevanje ocen oziroma izrazanje mnenja
o tem, koliko jim je dolocena ocena pomagala.
Cilj diplomske naloge je prikazati en del taksne interakcije med uporab-
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niki in izdelki: z enostavno analizo o vsaki oceni izlusciti najbolj uporabne
informacije, preko katerih bomo poskusili pridobiti najbolj natancno napo-
ved ocen. Da bi opravili analizo, bomo izkoristili osnovne tehnike in metode
strojnega ucenja ter sorodnih podrocij. V prvih nekaj poglavjih je podan kra-
tek povzetek teh podrocij, vkljucujoc matematicne modele in metode, ki jih
uporabljamo pri primerjavi. Temu sledi opis uporabljenih programskih oro-
dij, in sicer najpomembnejsih knjiznic in metod znotraj posamezne knjiznice.
Prakticni del naloge je zasnovan v treh fazah, od katerih je vsaka nasle-
dnja kompleksnejsa od prejsnje. Na ta nacin bo mozno rezultate vseh treh
faz medsebojno primerjati.
Prva faza zahteva, da izluscimo samo osnovne, primitivne atribute v
taksni obliki kot so. Naslednji korak je enostavna frekvencna obdelava besede
vsakega mnenja, ki vkljucuje stevilcno oceno. Zadnja faza sestoji iz prepo-
znave atributov na podlagi grafov, ki so dobljeni preko stevila uporabnikovih
ocen. Preko izvedenih primerjav bomo ugotovili, kako uporabni so zgoraj
omenjeni atributi. To lahko ocenimo preko napovedovalnih modelov in mer,
ki nam sporocajo o napakah pri napovedovanju stevilcnih ocen.
V zadnjem poglavju zdruzimo sklepe vsake faze in podano je mnenje glede
izpolnitev pricakovanj. Predlagane so tudi moznosti za izboljsave in napotki
za prihodnje delo, ki naj bi izboljsali zgoraj opisane faze.
Poglavje 2
Osnovni pojmi in metode
V tem poglavju je predstavljen pregled osnovnih treh podrocij, iz katerih
izhaja ideja naloge. Sledi pregled metod oziroma regresijskih algoritmov, s
pomocjo katerih je bil izveden prakticni del diplomskega dela. Na koncu po-
glavja so podane meritve, preko katerih smo ocenjevali in primerjali rezultate
posameznih algoritmov in podrocij.
2.1 Deﬁnicije in podrocja
Osnovna organizacijska enota, na kateri smo izvedli preiskovanje na po-
datkih, je primer, ki ga lahko zapisemo kot:
xi = (x
i
1, x
i
2, x
i
3, . . . , x
i
m), (2.1)
kjer so posamezni elementi xij vrednost j-tega atributa i-tega primera. Pri-
mer nam predstavlja najmanjsi zapis v podatkovni mnozici, na kateri izva-
jamo operacije strojnega ucenja.
Atribut je dolocena lastnost posameznega primera in ga najpogosteje
predstavimo z diskretno ali zvezno vrednostjo. Razred je atribut, katerega
vrednosti zelimo napovedovati. Skupina primerov sestavlja mnozico prime-
rov. To zapisemo kot matriko, ki kot vrstice vsebuje posamezne primere,
stolpci pa predstavljajo atribute:
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Xm−1,n =

x11 x
1
2 · · · x1m−1
x21 x
2
2 · · · x2m−1
...
...
. . .
...
xn1 x
n
2 · · · xnm−1
.
Atribut, ki mu je dodeljena vloga razreda, zapisemo kot transponiran
vektor ym:
ym = (x
1
m, x
2
m, . . . , x
n
m)
T , (2.2)
in obicajno se zapise kot zadnji, m-ti stolpec, dodan matriki X.
2.1.1 Podatkovno rudarjenje
Potreba po sistematicnem izkoriscanju podatkov, ki so na razpolago, je
svojo obliko pocasi pridobivala preko par stoletij, vzporedno z razvojem ma-
tematicnih in statisticnih modelov.
Podrocje podatkovnega rudarjenja (angl. data mining) nam omogoca pr-
votno obdelavo surovih podatkov [9, 16, 20, 29]. Termin obstaja priblizno
od zacetka 90-ih let 20. stoletja in se se vedno razvija. Vse bolj priljubljena
postajata pojma predictive analytics in data science, vendar splosni pomen
ostaja enak.
Z uporabo statisticnih metod in metod strojnega ucenja rudarjenje pri-
pravi podatke v obliko, primerno za nadaljnjo analizo. Primer taksne oblike
je zapis podatkov v obliki mnozice primerov iz uvodnega dela tega poglavja.
Iz dane datoteke, kjer so zapisi v obliki slovarja, in sicer kot: {"kljuc":
vrednost}, za vsak posamezen primer s pomocjo kljucev pridobimo vredno-
sti atributov in to shranimo v nam ustrezni obliki, omenjeni v naslednjem
poglavju.
Poleg tega podatkovno rudarjenje vkljucuje tudi ze zgodnejso ekstrak-
cijo podatkov, se preden so ti v obliki slovarja, najpogosteje neposredno iz
baze podatkov. Vkljucuje pa tudi vizualizacijo podatkov in rezultatov ter
posodabljanje sistemov, ki temeljijo na obdelavi podatkov v realnem casu.
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Podatkovno rudarjenje je tesno povezano s podrocjem strojnega ucenja, saj
meja med njima ni strogo locena.
Rudarjenje besedil
Kot poseben aspekt podatkovnega rudarjenja omenjamo analizo besedil
(angl. text mining). Ta analiza je namrec ena izmed bolj kompleksnih moder-
nih podrocij, saj je naravni jezik se vedno prevec kompleksen za racunalnik.
Dinamicnost naravnega jezika racunalniku za zdaj preprecuje, da bi lahko
dosegel zazeleno raven intuitivnosti in samostojnosti pri generiranju besedil
ali prepoznavanju govora [22, 28].
Svoje mesto na tem podrocju pa najdejo analize z osnovnimi ter bolj
naprednimi statisticnimi metodami na podlagi frekvenc besed. Kot pri-
mer lahko omenimo priporocilni sistem, zasnovan za kronolosko analizo upo-
rabniskih komentarjev [23].
V pricujoci nalogi se bomo dotaknili enostavne frekvencne analize, in sicer
preko frekvenc tﬁdf. Sestavljena je iz dveh delov, kot vidimo iz enacbe (2.3):
tfidfi,j = tfi,j × log N
dfi
, (2.3)
kjer je tfi,j je relativna frekvenca besede i znotraj posameznega dokumenta
j, ki se potem utezi s frekvenco besede znotraj celega korpusa dokumentov,
ki jih analiziramo. N predstavlja skupno stevilo dokumentov, dfi pa stevilo
dokumentov, ki vsebujejo besedo i. Sledi kratek primer izracuna.
Beseda "dez" se v besedilu X, ki vsebuje 100 besed, pojavi trikrat. Pri
tem pa celotni korpus Y steje 10 000 besedil. 1000 tisoc od le-teh vsebuje
besedo "dez" vsaj enkrat. Njena frekvenca znotraj besedila torej znasa:
tf =
3
100
= 0,3 (2.4)
Inverzna frekvenca znotraj korpusa ustrezno dobi vrednost:
idf = log
10000
1000
= log10 = 1 (2.5)
Z mnozenjem obeh zgornjih rezultatov dobimo skupno utezeno frekvenco
tﬁdf, ki znasa 0,3 in oznacuje vrednost tﬁdf za besedo "dez" znotraj besedila
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X in korpusa Y.
Za lazjo manipulacijo podatkov v diplomski nalogi vsak posamezni primer
predstavlja en dokument. Prednost izracuna teh frekvenc je v tem, da redke
besede dobijo vecjo inverzno tezo idf in na ta nacin niso zanemarjene ob
nadaljni analizi. Te besede so bolj pomembne, saj so bolj speciﬁcne.
2.1.2 Strojno ucenje
Strojno ucenje (angl. machine learning) [20] kot racunalnisko podrocje
temelji na umetni inteligenci in predstavlja iskanje vzorcev v podatkih, z
namenom, da na podlagi le-teh nekaj sklepali ali nekaj odkrili. Osnovna
ideja je, da se modeli med izvajanjem sproti sami ucijo. S tem dosezemo
avtonomni in zanesljiv pristop analize, kjer ni potrebno rocno dolocati ter
se prilagajati podatkom. Bistvena tezava je, kako zastaviti problem, kako
sestaviti pot do resitve problema in pri tem izmed vseh moznosti izbrati cim
bolj natancne metode.
Najprej je potrebno vedeti, ali so vrednosti razredov znane. V primeru,
da to drzi, govorimo o nadzorovanem ucenju, saj vemo, da napovedujemo
vrednost razreda. Ce pa nam nabor razreda ni znan, govorimo o nenadzoro-
vanem ucenju, kjer je glavni cilj iskanje odvisnosti znotraj podatkov. Primer
taksne metode je hierarhicno razvrscanje, ki primere razdeli ali zdruzi v sku-
pine na podlagi dolocenega kriterija, kot je na primer najmanjsa Evklidska
razdalja 1 med primeri.
Nato je potrebno ugotoviti, ali je problem regresijski ali klasiﬁkacijski. Pri
prvem napovedujemo razred, ki ima zvezno zalogo vrednosti. Pri drugem pa
napovedujemo diskretne vrednosti razreda oziroma ali primer pripada v ra-
zredu ali ne. Ta korak nam naprej doloca, katere metode in katere meritvene
napake bomo uporabljali, saj niso vsi enako primerni bodisi za regresijo bo-
disi za klasiﬁkacijo.
Za namene ucenja in sledecega testiranja naucenega modela, celo mnozico
1Tu se le spomnimo, da Evklidska razdalja med tockama A(a1, a2) in B(b1, b2) pred-
stavlja dolzino daljice med tema dvema tockama d(A,B) =
√
(a1 − b1)2 + (a2 − b2)2
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podatkov razdelimo v dve mnozici, ucno in testno. Konceptualno je uporaba
dveh locenih mnozic nujna, saj je to minimalen pogoj, preko katerega za-
gotovimo osnovno nepristranskost modela. To pomeni, da se bo model ucil
na enem naboru primerov, koncni rezultat pa bo testiran na drugem naboru
primerov, za katerega model ne pozna vrednosti razreda. Ce bi testiranje
potekalo na ucni mnozici, bi dobili popoln rezultat in temu pravimo angl.
overfitting. Model bi se zdel uspesen, ampak v primeru testiranja na po-
polnoma novi in neznani mnozici primerov bi se izkazal za neuspesnega.
Pomembno je tudi, da ves postopek ucenja, testiranja in primerjanja na-
pak ponovimo tolikokrat, da lahko zanesljivo potrdimo, da rezultati niso
dobljeni po nakljucju. V ta namen smo uporabili precno preverjanje, kate-
rega opis sledi v poglavju 2.2.2.
Problem, s katerim se ukvarjamo, je s podrocja nadzorovanega ucenja, saj
so nam znane vrednosti razreda, h kateremu pripada vsak primer. Hkrati je
problem regresijski, kar napovedujemo oceno od ena do pet. Vec o metodah
in meritvenih napakah, uporabljenih pri izvedbi diplomske naloge sledi v
poglavju 2.2.
2.1.3 Analiza omrezij
Zadnje tematsko podrocje, preko katerega smo sestavili cenilke, je po-
drocje analize omrezij. Osnovna ideja je izkoristiti znanje iz teorije grafov
oziroma iz lastnosti grafa, ki ga deﬁniramo kot:
G = (V,E). (2.6)
Elementa zgornje enacbe (2.6) sta deﬁnirana kot:
V = {v1, v2, . . . , vn} (2.7) E ⊆ {{vi, vj} | vj, vi ∈ V }, (2.8)
kjer je v enacbi (2.7) n stevilo vozlisc.
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Podrocje temelji na statisticnih modelih, s katerimi predstavljamo velika
realna omrezja in pri tem izkoriscamo lastnosti grafov, ki jih merimo preko
razmerja med vozlisci in povezavami. Primeri taksnih omrezij so:
◦ bioloska omrezja za predstavitev kompleksnih povezav med razlicnimi
beljakovinami in ostalimi kemijskimi komponentami, ki sestavljajo ziva te-
lesa;
◦ nevronska omrezja, ki jih sestavljajo nevronske celice v mozganih;
◦ organizacijska omrezja, ki predstavljajo strukturo dolocenega podjetja;
◦ splet s svojo speciﬁcno strukturo [11] in
◦ druzabna omrezja za interakcijo med ljudmi, na primer Facebook.
Sorazmerno s hitro izmenjavo informacij in tehnoloskim napredkom se
omrezja izjemno hitro razsirjajo. Kot poudarjajo zgornji primeri, je pred-
stavitev podatkov v obliki omrezja naravna in samoumevna, se posebej v
primeru velike mnozice podatkov, ki so v medsebojni interakciji. V tem
primeru pricakujemo lazje iskanje vzorcev v podatkih taksne narave. Ko-
rak, ki sledi osnovni analizi in iskanju vzorcev, je napovedovanje na podlagi
obnasanja posameznih elementov v omrezju.
V nadaljevanju so podani nekateri osnovni pojmi in lastnosti omrezja ter
njihov pomen.
Osnovni pojmi in lastnosti
Kot je razvidno iz zgornjih enacb, lahko vsak graf vsebuje dve vrsti po-
vezav, in sicer usmerjene in neusmerjene. Usmerjena povezava poteka v
smeri od vozlisca v1 proti vozliscu v2 ali obratno; s tem povezave oznacujejo
nesimetricno relacijo med dvema vozliscema. To vpliva na vhodno in izho-
dno stopnjo vozlisc, kar vpliva na izracun srediscnosti in na ostale lastnosti.
Temu ustrezno grafu, ki vsebuje usmerjene povezave, pravimo usmerjen graf,
medtem ko graf, ki vsebuje neusmerjene povezave imenujejo neusmerjen graf.
Druga klasiﬁkacija grafov na podlagi vrednosti povezav je razdelitev na
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utezene in neutezene grafe. V prvih ima vsaka povezava razlicno vrednost
oziroma ceno, s katero se utezi pripadajoce vozlisce pri izracunu njegovih
lastnosti. Ce pa so povezave enakovredne, taksnemu grafu pravimo neutezen
graf.
Premer (angl. diameter) deﬁniniramo kot najdaljso med vsemi najkrajsimi
potmi med poljubnima vozliscema v grafu. Pot deﬁniramo kot zaporedje
medsebojno povezanih vozlisc, dolzina poti pa je deﬁnirana kot stevilo pove-
zav v poti.
Nakopicenost (angl. clustering coeﬃcient) je lastnost omrezja oziroma
grafa, ki je deﬁnirana kot razmerje med povezavami med sosednimi vozlisci
in stevilom sosednih vozlisc:
Ci =
2 · ei
ki · (ki − 1) , (2.9)
kjer je ki stopnja i-tega vozlisca, ei pa stevilo povezav med sosednimi vozlisci
vozlisca i. Povprecno nakopicenost omrezja izracunamo kot aritmeticno sre-
dino vseh posameznih vrednosti Ci:
C =
1
N
N∑
i
Ci. (2.10)
Srediscnosti
Poleg zgoraj nastetih osnovnih lastnosti omrezja poznamo tudi nekaj la-
stnosti posameznih vozlisc, ki smo jih uporabili v izracunu zadnjega dela,
opisanega v poglavju 5.3. Najprej so predstavljene srediscnosti (angl. cen-
trality) vozlisc.
Stopnja vozlisca (angl. degree) neposredno doloca osnovno mero, to je
stopnjo srediscnosti (angl. degree centrality). Ta oznacuje stevilo povezav,
ki potekajo v in izven vozlisca. Iz tega sledi, da pri usmerjenih omrezjih
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locimo med vhodno in izhodno stopnjo srediscnosti. V primeru neusmerje-
nih povezav pa je vhodna stopnja vozlisca enaka izhodni. Stopnja vozlisca
neposredno oznacuje stevilo sosednih vozlisc. Preko te mere pa ne dobimo
dovolj informacij o pomembnosti vozlisca; tudi v primeru majhne stopnje
lahko vozlisce povezuje velike komponente omrezja.
Srediscnost vmesnosti (angl. betweenness centrality) poleg stopnje vo-
zlisca vposteva tudi vmesna vozlisca, ki delijo doloceno vozlisce od ostalih.
Srediscnost vmesnosti doloca, koliko je vozlisce pomembno, na podlagi tega,
kolikokrat ima povezovalno vlogo v najkrajsi poti med poljubnimi vozlisci v
grafu. Z matematicnim zapisom jo lahko predstavimo kot:
CBC(i) =
∑
i 6=q 6=q
ep,q(i)
ep,q
. (2.11)
Iz enacbe vidimo, da je BC enaka vsoti razmerij najkrajsih poti ep,q(i) med
vozliscema p in q, ki gredo skozi vozlisce i, ter vseh najkrajsih poti ep,q med
p in q.
Blizinsko srediscnost (angl. closeness centrality) izracunamo s spodnjo
enacbo (2.12), kar pomeni, da ima vozlisce i vecjo blizinsko srediscnost, ce
do vseh vozlisc j iz grafa, obstaja cim krajsa dolzina poti di,j. Cilj je torej
priti od vozlisca i do vozlisca j preko cim manjsega stevila povezav.
CCC(i) =
1
N∑
j=1
di,j
. (2.12)
Srediscnost lastnega vektorja (angl. eigenvector centrality) je osnova za
znan algoritem uvrstitve strani, obrazlozen v naslednjem odstavku. Bivstvo
srediscnosti lastnega vektorja je, da doloca pomembnost vozlisca na podlagi
pomembnosti njegovih sosedov. V ozadju je ideja, da vsa vozlisca v omrezju
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niso enakovredna. Srediscnost izracunamo rekurzivno po formuli:
CEV C(i) =
1
λ
∑
j 6=i
ωi,jCEV C(j), (2.13)
kjer je λ lastna vrednost matrike sosednosti grafa oziroma konstanta, ωi,j
utez povezave med vozliscema i in j ter CEV C(j) EVC za vozlisce j.
Preostali algoritmi
Viri (angl. authorities) predstavljajo spletne strani s kakovostno vse-
bino oziroma vsebovanimi koristnimi informacijami. Kvalitetni viri so spletne
strani z visoko vhodno stopnjo vozlisca, prepoznamo pa jih tudi tako, da na
njih kaze veliko stevilo kazal. Kazala (angl. hubs) so povezave, ki kazejo na
vire in igrajo vlogo strokovnjaka, ki priporoca spletne strani. Vecja izhodna
stopnja vozlisca pomeni vecjo vrednost kazala. Kazala in viri (angl. hubs and
authorities) pod skupnim imenom HITS, predstavljajo algoritem za izracun
utezi kazal in virov [10].
Uvrstitev strani (angl. PageRank) [26] je izboljsana mera srediscnosti la-
stnega vektorja. Google je to mero uporabil ravno za uvrscanje spletne strani,
in sicer preko zgodnje verzije njihovih iskalnih algoritmov. PR deluje tako,
da strani razvrsti na podlagi tega, kaksne povezave vsebuje dolocena sple-
tna stran. Bolj konkretno, stran je pomembna toliko, kolikor na njo kazejo
ostale pomembne, kakovostne strani. Uvrstitev strani poudari pomembnost
povezav do spletne strani, ne pa samo stevilo strani, ki kazejo na njo.
Algoritma HITS in uvrstitev strani se ponavadi izvajata tako dolgo, dokler
ne konvergirata do dolocene vrednosti, ki jo pogosto podamo kot vhodni
parameter, s cimer omejimo stevilo iteracij izvajanja algoritmov.
Odkrivanje skupnosti
Ko govorimo o analizi omrezij, se ni mogoce izogniti iskanju skupnosti
(angl. community detection) [13, 15]. V prakticnem delu pricujoce naloge se
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taksne analize ne lotimo zaradi trenutnega obsega in casovne kompleksnosti.
Iskanje ali odkrivanje skupnosti lahko sicer izvedemo s pomocjo primitivne
tehnike, kot je hierarhicno razvrscanje omenjeno v poglavju 2.1.2. Med bolj
naprednimi metodami za ta namen sta odkrivanje prekrivanj skupin (angl.
overlapping) in odkrivanje skupin z bolj naprednimi metodami na podlagi
modularnosti grafa. Modularnost nam pove, kako dobro so skupine v grafu
locene med seboj.
Analiza omrezij je obetavno podrocje ne glede na racunsko kompleksnost,
s katero se pogosto srecamo ob obdelavi omrezja, se posebej ce je le-to
iz taksnega razmerja velikosti in kompleksnosti, kot je marsikatero spletno
druzabno omrezje. Pristopi analize omrezij potencialno ponujajo moznosti
ugotavljanja znacilnosti za vozlisca in povezave z drugacnega stalisca, o ka-
terih ni mozno sklepati le na podlagi analize osnovnih atributov.
2.2 Metode strojnega ucenja
V nadaljevanju so predstavljene izbrane metode preko katerih smo napo-
vedovali ocene. Algoritmi za ucenje in napovedovanje so bili izbrani glede na
vrsto in stopnjo zapletenosti: linearna regresija, nakljucni gozdovi in metoda
podpornih vektorjev. Da bi se prepricali o pravilnosti vsakega dobljenega re-
zultata, smo uporabili tudi metodo precnega preverjanja. Na koncu poglavja
so predstavljene meritvene napake, preko katerih smo rezultate empiricno pri-
merjali. Matematicne izpeljave presegajo obseg diplomskega dela in zaradi
tega v nadaljevanju sledijo le kratki povzetki o idejah in ciljih algoritmov.
2.2.1 Regresijski algoritmi
Sledi predstavitev stirih v praksi uveljavljenih algoritmov razlicnega tipa.
V poglavju 5, kjer so predstavljeni rezultati, je razvidno, kateri od njih se
izkaze za relativno uspesnejsega v primerjavi z ostalimi.
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Metoda srednje vrednosti
Metoda srednje vrednosti (angl. mean) za vrednost napovedi razreda
poda srednjo vrednost celega nabora oziroma vektorja razreda. To pomeni,
da se najmanj prilagaja posameznim primerom. Ce bi to graﬁcno predstavili,
bi ugotovili, da model predstavlja nemonotona vodoravna premica, vzpore-
dna x-osi, ki gre hkrati skozi tocko srednje vrednosti razrednega nabora na
y-osi.
S to metodo v praksi pricakujemo naslabse mozne rezultate. Zato jo
uporabljamo kot najslabso napovedovalno metodo in kot osnovno referenco
za primerjavo uspeha napovedi ostalih, bolj kompleksnih metod, ki sledijo v
nadaljevanju.
Linearna regresija
Najenostavnejsi med nastetimi algoritmi je linearna regresija [20, 25].
Kot naslednica metode srednje vrednosti regresija uposteva se odstopanja
posameznih vrednostih atributa od srednje vrednosti. Model algoritma ni
namrec nic drugega kot linearna funkcija, ki jo deﬁniramo kot:
hω = ω0x0 + ω1x1 + ω2x2 + · · ·+ ωmxm, (2.14)
kjer je nabor cenilk enak (x0, x1, x2, . . . , xm) in nabor njim ustreznih utezi
(ω0, ω1, ω2, . . . , ωm). Deﬁniramo se x0 = 1, da je ω0 konstantna utez.
Naloga regresije je, da doloci utezi, s katerimi se bo regresijska premica
najbolje prilagajala ucnim podatkom. Poskrbi, da je razlika med napovedano
in dejansko vrednost razreda cim manjsa. Napovedovalni model je enostaven,
vendar se izkaze za manj uporabnega pri nelinearnih podatkih.
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Nakljucni gozdovi
Pri razlagi te metode je potrebno najprej deﬁnirati termin odlocitveno
drevo. V strojnem ucenju je odlocitveno drevo napovedni model, ki na vsa-
kem novem dodanem nivoju poskusa izlociti primere po dolocenem atributu
na nacin, da se v vsakem vozliscu drevesa jasno dobi en, cim bolj cisti razred,
kateremu pripadajo primeri tega vozlisca.
Poudariti pa je potrebno tudi nekaj pomanjkljivosti odlocitvenih dreves,
med katerimi izpostavljamo obcutljivost na spremembe v ucni mnozici zaradi
povecanja napake s povecanjem globine drevesa. Omenjena pomanlkjivost je
motivacija za uvedbo metode nakljucnih gozdov.
Nakljucni gozdovi [17, 20] je algoritem, zasnovan na pogladi odlocitvenih
dreves, z namenom izboljsevanja njihove napovedovalne moci. Splosen prin-
cip njegovega delovanja je, da zgradi vec razlicnih odlocitvenih dreves, ki pri
napovedi glasujejo v kateri razred naj bo primer uvrscen. Primeru je nato
dodeljen razred, ki je dobil vecino glasov.
Posebna lastnost metode nakljucnih gozdov je izbira primerov preko me-
tode stremena (angl. bootstrap), ki ob gradnji gozda za vsako drevo nakljucno
izbere primere. Postopek ponovimo veckrat; ker metodo izvedemo veckrat
z razlicno vhodno mnozico primerov in rezultate na koncu zdruzimo, temu
pravimo angl. bagging. Lahko se zgodi, da se primeri ponovijo veckrat pri
razlicni iteraciji ustvarjanja dreves. Cilj je zgraditi cim vec razlicnih dreves,
ki so med sabo cim manj korelirana.
Ta algoritem je eden izmed bolj zanesljivih algoritmov v strojnem ucenju,
saj odpravi pomanjkljivosti odlocitvenih dreves, in sicer omenjeno obcutljivost
na spremembe v ucni mnozici. Tezave nastanejo pri interpretaciji modela,
saj tezko sklepamo o tocno izbranih primerih v vsaki iteraciji posameznih
dreves gozda.
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Metoda podpornih vektorjev
Na splosno velja, da je metoda podpornih vektorjev [14, 20] med naj-
bojsimi algoritmi za klasiﬁkacijo in regresijo zaradi visoke tocnosti, ki jo je
mogoce doseci. Izhaja iz regresijskih modelov, vendar lahko napove tudi bolj
kompleksne nelinearne funkcije.
Imamo dva nabora primerov
(x1, x2, x3, . . . , y1), (2.15) (x4, x5, x6, . . . , y2), (2.16)
kjer sta y1 in y2 razreda, h katerima pripadajo primeri obeh skupin. Deﬁni-
ramo tudi hiperravnino z enacbo
−→w · −→x + b = 0, (2.17)
kjer je −→w normalni vektor ravnine.
Bivstvo algoritma je razdeliti primere obeh razredov tako, da sta razliki
med glavno hiperravnino2 oziroma robom in najblizjim primerom iz prve
oziroma druge skupine, najvecji. Pri tem se ustvarita dve hiperravnini, po
ena na vsaki strani roba:
−→w · −→x + b = 1, (2.18) −→w · −→x + b = −1. (2.19)
Preko vektorja −→w maksimiziramo razdaljo med hiperravninami. Dobljena
razdalja je odvisna od posameznih primerov, ki pripadajo najblizji hiperav-
nini. Te primere imenujemo podporni vektorji. Primer taksne razporeditve
je prikazan na sliki 2.1.
Hiperravnina se namesto premice uporablja zato, ker se atributi preslikajo
v vecdimenzionalni prostor, tako da bi postali medsebojno linearno neodvisni.
Tezava z metodo podpornih vektorjev je v tem kako razloziti dobljen model.
2Hiperravnina je posplositev osnovnega geometrijskega pojma ravnine za poljubno di-
menzijo vektorskega prostora.
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Slika 2.1: Shema dveh kombinacij hiperravnin, ki razdelita primere na dva
razreda, vijolcnega in oranznega. Podporni vektorji so oznaceni z razlicno
barvo obrobe kroga [6].
2.2.2 k-kratno precno preverjanje
Zgoraj omenjeni napovedni algoritmi so zasnovani tako, da se ucijo na
mnozicah primerov in testirajo mnozice primerov, ki jih dobijo kot vhodne
parametre. Dolocanje teh mnozic je izjemno pomemben del, saj je od tega
neposredno odvisna uspesnost algoritma.
Posledicno se ne moremo zanasati na rezultate, dobljene iz ene mnozice,
zato je potrebno algoritem nekajkrat preizkusiti na vec razlicnih mnozicah.
Tu se pojavi vprasanje, kako to narediti tako, da bo izkoristek primerov cim
vecji in da bo upostevano defacto pravilo o loceni ucni ter testni mnozici.
Ena od moznosti je uvedba k-kratnega precnega preverjanja (angl. k-fold
cross validation) [19]. Na sliki 2.2 je vizualno predstavljeno, kako se mnozica
razdeli na k enakih naborov. Od teh je k − 1 naborov ucnih, zadnji k-ti
nabor (vijolcni) pa testni. V zanki, ki se izvede k-krat, proces ponavljamo
tako, da zamenjujemo nabor testne mnozice. Algoritem se izvaja sproti za
vsako od teh k iteracij. Koncna vrednost uspesnosti se pogosto izracuna kot
aritmeticna srednja vrednost rezultatov vseh k iteracij.
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Kadar vrstni red primerov ni nakljucen, se lahko zgodi, da so primeri z
istim razredom razporejeni po vrsti, kar povzroca vecje napake pri testiranju.
S precnim preverjanjem se tej napaki ponavadi izognimo, ker ne izpustimo
primerov pri izvajanju, kar je tudi glavna prednost tega pristopa.
Slika 2.2: 5-kratno precno preverjanje
2.2.3 Ocenjevanje uspesnosti modelov
Da bi lahko primerjali modele med seboj, smo primerjali vrednosti ne-
katerih meritvenih napak z razlicnimi lastnostmi. Vsaka vrednost meritvene
napake je izracunana za vsako kombinacijo v kateri model nastopa. Vse te
razlicne kombinacije nato primerjamo preko primerjave vrednosti dobljenih
napak.
Najprej smo deﬁnirali osnovno napako ei kot:
ei = yi − fi, (2.20)
kjer je fi napovedana vrednost razreda, yi pa dejanska vrednost razreda.
Povprecna vrednost vrednosti ucnega razreda je deﬁnirana kot:
y =
1
n
n∑
i=1
yi (2.21)
V skladu z regresijsko naravo problema v nadaljevanju sledijo tri izbrane
mere uspesnosti, s katerimi smo ocenjevali uspesnost napovedovanja.
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MAE
MAE =
1
n
n∑
t=1
|et| (2.22)
Iz deﬁnicije (2.22) vidimo, da je povprecna absolutna napaka dobljena kot
povprecna vrednost vseh posameznih absolutnih vrednosti napake, izracunane
za vsak posamezni primer. To pomeni, da MAE pove, za koliko tock v pov-
precju dejanska vrednost odstopa od napovedane vrednosti.
Hiba te meritve je v tem, da dodeli isto utez oziroma kazen vsem napo-
vedanim vrednostim, ne glede na njihova odstopanja.
RMSE
RMSE =
√√√√ 1
n
n∑
t=1
e2t (2.23)
Enacba (2.23) prikazuje koren povprecne kvadratne napake. Prednost
meritve je, da zaradi kvadriranja osnovne napake ei, vecja odstopanja v na-
povedi fi dobijo visjo kazen. Vse osnovne napake torej ne glede na njihovo
vrednost niso enakovredne. Koren nam omogoca, da je mera v istem razmerju
kot vhodni podatki. RMSE je vedno vecji ali enak napaki MAE [12].
R2
R2 =
pojasnena varianca
skupna varianca
=
n∑
i=1
e2i
n∑
i=1
(yi − y)2
, (2.24)
kjer so ei, yi in y deﬁnirani v enacbah (2.20) in (2.21). Koeﬁcient determi-
nacije doloca razmerje med pojasnjeno in skupno varianco. To pomeni, da
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lahko model z vrednostjo R2 odstotkov doloci tocno toliko odstotkov vari-
ance v ocenjenem atributu. Zaloga vrednosti napake je interval [0, 1], kjer 1
oznacuje popolno prilagajanje podatkom.
Pomanjkljivosti osnovne verzije koeﬁcienta so te, da raste monotono z
vecanjem stevila spremenljivk oziroma atributov, kar lahko napacno kaze na
izboljsano napoved.
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Poglavje 3
Programska orodja
Veliko casa pri pripravi diplomske naloge je bilo posvecenega knjiznicam
za podatkovno rudarjenje in strojno ucenje, opisanim v podpoglavjih 3.1.1 in
3.1.2, saj je bil eden izmed ciljev naloge tudi seznanitev z novim programskim
okoljem. Vsa nasteta in opisana orodja so odprtokodna. Dosedanje pozitivne
izkusnje z izbranimi orodji so bile se dodaten razlog za izbiro le-teh. Sledi
kratek povzetek njihovih lastnosti in funkcionalnosti.
3.1 Python
Skriptni programski jezik Python je bil prva izbira pri opravljanju prakticnega
dela, saj je sintakticno enostaven in intuitiven za uporabo. Ravno zato je
priljubljen tudi med osebami, ki niso vesci programerji. Njegova najvecja
prednost je velika izbira knjiznic za delo s podatki, ki dobro dopolnjujejo
osnovne funkcionalnosti tega jezika [24]. Zaradi tega je ta jezik izjemno po-
pularen na podrocju podatkovnega rudarjenja in strojnega ucenja.
3.1.1 pandas
pandas [3] je knjiznica, ki omogoca optimalno zapisovanje podatkov v po-
datkovnih strukturah, kar je vec kot priporoceno pri delu z velikim stevilom
primerov in atributov. Napisana za Python, da jeziku dodatno moc za hitro
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in enostavno manipulacijo s podatki.
V knjiznici je osnovna podatkovna struktura DataFrame, ki igra vlogo
dvodimenzionalne tabele, kjer je mozno poimenovati vrstice in stolpce, pri
cemer dobimo slovar. Prednost te strukture proti ostalimi je, da lahko vsebuje
vec razlicnih tipov podatkov, o katerih lahko hrani tudi dodatne informacije
o tipu in velikosti podatka. Podatki znotraj strukture so enako poravnani,
kar je pomembna lastnost pri branju in zapisovanju datotek. Dodatna pred-
nost je tudi to, da omogoca preprosto in kratko pogojno iskanje po podatkih
znotraj same strukture. Poleg tega pretvorba iz osnovnih slovarjev in nizov
ter obratno ni zahtevna.
V pricujoci nalogi je podatkovna struktura uporabljena tako, da so atri-
buti oziroma cenilke predstavljeni po stolpcih, vsak primer pa predstavlja
nepoimenovana vrstica. V taksni obliki je iz podatkovne strukture zelo
enostavno brati, v njo pisati ali obdelovati stolpce in vrstice. To omogoca
ucinkovitejsi pregled rezultatov in enostavno sortiranje primerov po zeljenih
pogojih. Mozen je izvoz strukture v LaTeX obliki. Za osnovni zapis eno-
dimenzionalnih nizov v okviru knjiznice pandas smo kot pomozno knjiznico
uporabili NumPy [2].
3.1.2 scikit-learn
Scikit-learn [4, 27] je knjiznica za podatkovno rudarjenje in strojno
ucenje, napisana za jezik Python. Vsebuje funkcionalnosti, s katerimi po-
datke analiziramo od zacetka do konca preko normalizacije, ucnih in testnih
modelov ter preverjanja s pomocjo meritvenih napak. Splosna razsirjenost
uporabe je predvsem zaradi enostavne izvedbe velikega stevila modelov, ki jih
knjiznica vsebuje. Na ta nacin obdrzimo neposredni vpogled v procese pri-
prave podatkov, ucenja in testiranja. To pomeni, da se lahko osredotocimo na
odlocanje o izbiri lastnosti, modelov in parametrov, ne da bi porabili prevec
casa za dejansko programiranje algoritmov.
Za namen pricujoce naloge smo uporabili razlicne module in razrede. Po-
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membnejsi so prikazani v spodnji tabeli.
Modul/razred Uporaba
preprocessing.normalize Normalizacija vrednosti atributov
cross_validation k-kratno precno preverjanje
linear_model.LinearRegression Linearna regresija
ensemble.RandomForestRegressor Nakljucni gozdovi
svm.LinearSVR Metoda podpornih vektorjev
mean_absolute_error
Meritvene napakemean_squared_error
r2_score
TfidfVectorizer
Izdelava vrece besed
Izracun frekvence besed
3.2 Snap.py
Knjiznica SNAP [5, 21] omogoca funkcije za delo s podatkovnimi omrezji.
Za namene naloge in v skladu z izbranim programskim jezikom smo upora-
bljali razlicico za programski jezik Python, poimenovano kot Snap.py.
Delo s Snap.py je enostavno, sintaksa pa zagotavlja natancni pregled ope-
racij nad omrezij. Knjiznico podpira tudi dobro sestavljena dokumentacija.
Omogoca zacetno gradnjo grafov in vsebuje izjemno sirok nabor razlicnih
funkcij za iskanje lastnosti omrezja ter iskanje skupnosti. S pomocjo te
knjiznice smo pridobili lastnosti posameznega omrezja, srediscnosti in ostalih
lastnosti posameznega vozlisca, omenjenih v poglavju 2.1.3.
3.3 Gephi
Graﬁcni vmesnik Gephi [1, 8] zagotavlja vizualno delo z omrezji in je
neodvisen od programskega jezika. Uporabili smo ga kot dopolnitev knjiznice
Snap.py, in sicer za graﬁcni izris omrezja. Kot vhodni podatek smo podali
tekstovno datoteko, ki je vsebovala omrezje v standardnem zapisu povezav,
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to je z zacetnim in koncnim vozliscem.
Najvecja prednost orodja je velika izbira moznih predstavitev omrezij in
omogocanje vizualnega izpostavljanja vozlisc in povezav ter sprememinjanje
oznak, barv in velikosti elementov. Posebej zanimive so razlicne ponujene
animacije premikanja omrezja z namenom preoblikovanja vidne strukture.
Poleg tega program omogoca izracun lastnosti omrezja ter njihov izvoz v
poljubni obliki za nadaljno analizo.
Poglavje 4
Podatki in dolocanje cenilk
V nadaljevanju sledi opis izbrane mnozice primerov, na kateri smo testi-
rali modele. Ta del je pokrit s strani podatkovnega rudarjenja, saj je bilo
potrebno izlusciti zazeljene podatke. Na potek prakticnega dela je imela
precejsnji vpliv oblika mnozice primerov.
4.1 Mnozica primerov
Vir podatkov je spletna zbirka podatkovnih mnozic Univerze Stanford,
in sicer zbirka ocen ﬁlmov v spletni trgovini Amazon [7]. Nabor vkljucuje
podatke od augusta 1997 do oktobra 2012.
Skupno stevilo primerov je nekaj manj kot osem milijonov. Stevilo po-
sameznih uporabnikov znasa okrog 890 000, stevilo izdelkov oziroma ﬁlmov,
ki so bili komentirani, pa je okrog 250 000. Najmanj 16 000 uporabnikov je
ocenilo in komentiralo vec kot 50 razlicnih ﬁlmov. Zaradi prakticnih razlogov
ter prostorskih in racunskih omejitev, smo za nadaljnjo analizo izbrali ocene
ﬁlmov iz leta 2010, ki vsebuje priblizno 750 000 primerov.
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4.2 Oblika posameznega primera
Posamezen primer vsebuje podatke za posamezno ﬁlmu dodeljeno oceno s
strani uporabnika. Podrobnosti so podane v tabeli 4.1, iz katere je razvidno,
da nam je taksna struktura podatkov narekovala potek dela po fazah, ki so
podrobno opisane kasneje.
Atribut
(orig. v angl.)
Pomen atributa
productId evidencno ime izdelka
userId evidencna stevilka uporabnika
proﬁleName ime uporabniskega racuna
helpfulness
razmerje, ki pove, koliko ostalih uporabnikov je glaso-
valo, da jim je ta ocena koristila
score stevilcna ocena v vrednosti od "1"do "5"
time cas oddaje ocene
summary naslov komentarja
text besedilo komentarja
Tabela 4.1: Oblika posameznega primera v naboru podatkov
Lastnosti lahko neformalno razdelimo v skupine, in sicer v splosne po-
datke o uporabniku in izdelku, oceno, besedilne podatke o oceni, casovni
podatek ter odziv ostalih uporabnikov. Kot razred, ki smo ga napovedovali,
smo izbrali atribut score, ki ga v nadaljevanju naslavljamo kot ocena.
4.3 Koncept dolocanja cenilk
Glavni cilj naloge je medsebojno primerjati poljubno sestavljanje atribu-
tov oziroma cenilk, preko katerih bi cim bolj pravilno napovedali stevilcne
ocene ﬁlmov. Iz mnozice, predstavljene v prejsnjem podpoglavju, smo zaceli
z najbolj enostavnimi oziroma primitivnimi cenilkami, ki jih je bilo moc ugo-
toviti preko osnovne obdelave atributov surovih primerov. Najbolj nas je
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zanimalo, kako se bosta izkazala atribut koristnosti in casovni atribut.
Nato smo se lotili osnovne analize besedila komentarja iz vsakega primera
in iz tega sestavili mnozico cenilk. Tako smo dobili vpogled v povezanost ko-
mentarjev z ustreznimi ocenami.
Na koncu pa je sledilo bolj kompleksno modeliranje cenilk. Izkoristili
smo znanje iz analize omrezij, in sicer cenilke predstavljajo lasnosti vozlisc
in povezav dobljenega grafa na podlagi primerov. V ta namen smo izkoristili
splosne podatke o uporabnikih in izdelkih.
4.4 Zacetno testiranje
Na zacetku testiranja zeljenega koncepta in z zeljo, da bi imeli cim vec
primerov v ucni in v testni mnozici, smo uporabili skoraj vseh 750 000 prime-
rov iz leta 2010, pri katerih jih je okoli 515 000 vsebovalo pozitivni oziroma
nenicelni atribut koristnosti. V tabeli 4.2 so prikazani rezultati preizkusa
metode srednje vrednosti. Zaradi preprostosti modela je predstavljena samo
meritev RMSE, dobljena kot povprecna vrednost 10-kratnega precnega pre-
verjanja.
Model ima dolocene pomankljivosti, predvsem pri porazdelitvi vrednosti
razredov, ki pa smo jih odpravili v nadaljevanju. Iz tega modela tako ne mo-
remo sklepati nicesar razen tega, da velikost nabora primerov (tako ucnih kot
testnih) vpliva na izboljsanje napovedovanja, kar vidimo iz nizje vrednosti
meritve napak.
RMSE Stevilo primerov RMSE Stevilo primerov
Velikost ucne
mnozice
1,411 515 000 1,292 750 000 80 %
1,413 515 000 1,294 750 000 60 %
Tabela 4.2: Metoda srednje vrednosti - zacetno testiranje
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4.5 Priprava testnih atributov
Celotni nabor razredov v podatkovni mnozici ni bil enakomerno poraz-
deljen. Kot primer je navedeno naslednje razmerje med dvema ocenama, in
sicer
”2” : ”5” = 1 : 10.
Da bi to pomanljkljivost odpravili, saj bi negativno vplivala na ucni mo-
del, in hkrati dobiti cim bolj natancne rezultate, smo generirali nakljucne
podatkovne mnozice z enako porazdeljenimi razredi.
Za namen osnovnega testiranja smo uporabljali dve razlicni velikosti po-
datkovnih mnozic. Prva sestoji iz mnozic s 1000 primeri, od katerih posa-
mezna vkljucuje 200 primerov iz vsakega razreda. Druga pa vsebuje 200 000
primerov oziroma 40 000 primerov iz enega razreda. Poleg omenjenih smo
uporabljali se pet drugih velikosti mnozic, in sicer z 10 000, 25 000, 50 000,
100 000 in 150 000 primeri.
Vrstni red primerov v mnozicah je nekajkrat premesan, s cimer smo do-
segli vecjo nakljucnost in se izognili pretiranemu prilaganju enemu razredu.
Poglavje 5
Rezultati in diskusija
Pricujoce poglavje se navezuje na zacetno idejo, opisano v poglavju 4.3.
Tu so namrec predstavljeni stevilcni rezultati prakticnega dela, ki jim sledi
diskusija. Med seboj so primerjane vse tri faze dela, prav tako pa so na-
vedene moznosti izboljsav znotraj posameznih faz, v kolikor je bilo mogoce
testirati vec moznih nacinov sestavljanja cenilk. Rezultati vsake faze so sicer
neposredno neodvisni od preostalih dveh, vendar je bilo pri zgradbi modelov
potrebno omogociti skupno osnovo za primerjavo.
5.1 Prva faza: osnovni atributi
V zacetni prvi fazi smo na podlagi metode srednje vrednosti najprej
dolocili najslabse pricakovane napovedane vrednosti. Temu so sledili poskusi
primerjanj razlicnih kombinacij osnovnih atributov, nato pa se testiranje s
pomocjo kompleksnejsih metod poglavja 2.2.1.
5.1.1 Napoved srednje vrednosti
Da bi pridobili izhodiscno tocko primerjave, je bilo potrebno najprej pre-
izkusiti model z najslabso mozno pricakovano napovedjo, s katero bi lahko
neposredno primerjali napovedi ostalih testiranih metod. Pricakovali bi, da
so druge napovedi uspesnejse od najslabse spodnje meje rezultatov. Kot naj-
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preprostejsi model smo izbrali metodo srednje vrednosti (angl. mean), ki kot
napoved razreda poda srednjo vrednost elementov razrednega nabora. To
pomeni, da se najmanj prilagaja posameznim primerom. Povprecni rezultati
te metode pri 10-kratnem precnem preverjanju so razvidni s tabele 5.1.
MAE RMSE R2 Stevilo primerov Velikost ucne mnozice
1,198 1,411 0 10 000 80 %
1,201 1,413 0 10 000 60 %
1,200 1,414 0 200 000 60 %
1,201 1,415 0 200 000 80 %
1,209 1,421 -0,003 1 000 60 %
1,211 1,423 -0,002 1 000 80 %
Tabela 5.1: Metoda srednje vrednosti. Izhodiscna tocka za primerjavo z
naslednjimi modeli. Urejeno narascajoce po RMSE.
S tabele lahko sklepamo, da so rezultati precej slabi, predvsem zaradi ne-
gativne vrednosti R2 koeﬁcienta, ki v najboljsem primeru dobi vrednost 1.0.
Negativna vrednost nam pove, da model v povprecju ne uspe narediti uspesne
napovedi pricakovane vrednosti. V primeru najvecjega stevila primerov (to
je 200 000) metoda ni dosegla relativno najboljsega rezultata. Razlika med
najboljsim in najslabsim RMSE znasa 1 %, kar je relativno nizka razlika in
se sklada z nasimi pricakovanji. Imamo namrec samo en atribut, ki se ne
spreminja. V povprecju vsaka napoved odstopa za priblizno 1,2 tocke od
povprecja v testni mnozici.
5.1.2 Filtriranje osnovnih atributov
Pri nadaljni izbiri cenilk je bilo potrebno izlusciti osnovne atribute, ki
so na razpolago. Smiselna in potencialno obetavna izbira sta bila osnovna
atributa koristnost (angl. helpfulness) in casovna znacka (angl. time). Kot
razred je bil zopet izbran atribut ocena (angl. score). Atributa productId
in userId v tej fazi nista bila izkoriscena, in sicer zaradi moznosti smiselne
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implementacije v naslednji fazi izbire cenilk.
Preko casovne znacke smo pridobili cenilke, prikazane v tabeli 5.2. Po-
datek o tocni uri, minuti in sekundi ni bil na voljo.
Cenilka Zaloga vrednosti Izpeljana cenilka Zaloga vrednosti
Dan v tednu [0, 6]
Dan v tednu [0, 6]
Vikend {0, 1}
Dan v mesecu [1, 31] Dan v mesecu [1, 31]
Dan v letu [1, 366]
Dan v letu [1, 366]
Praznik {0, 1}
Mesec [1, 12]
Mesec [1, 12]
Letni kvartal [1, 4]
Letni cas [1, 4]
Polovica leta {1, 2}
Tabela 5.2: Casovni atributi
V kombinaciji z ostalimi atributi smo na podlagi izpeljanosti ali pomen-
skosti sestavili stiri skupine. Neformalna povezanost cenilk je naslednja:
1. {vikend, praznik}
2. {koristnost}
3. {mesec}
4. {dan v tednu, dan v mesecu, dan v letu}
5. {letni kvartal, letni cas, polovica leta}
Nabor atributov skupaj steje deset cenilk.
Zgornja razporeditev po skupinah nam je omogocila hitrejse preverjanje
vec moznih kombinacij. Nakljucno je bilo izbranih 1000 primerov, testiranje
pa je bilo izvedeno z 10-kratnim precnim preverjanjem. Sprva smo za na-
povedovanje izbrali najenostavnejsega med tremi predlaganimi algoritmi, to
je linearna regresija. Z njo je bilo testiranih 25 kombinacij zgornjih cenilk.
Rezultati, pridobljeni z uporabo tega algoritma, so se izkazali kot slabsi v
primerjavi z rezultati metode srednje vrednosti, in sicer je koristnost dobila
najboljso mero napake RMSE, ki znasa 1,417. Ker nam algoritem linearne
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regresije poda tudi neveljavno vrednost napake R2, se za primerjavo ne mo-
remo zanasati na negativne vrednosti tega koeﬁcienta. Zato je bilo potrebno
testirati se z metodo, ki se bolje obnese v praksi, primer cesar je metoda
nakljucnih gozdov.
Rezultati tega testa, in sicer na 1000 primerih, so prikazani v tabeli 5.3.
Napovedovalna tocnost je malo visja kot tista pri linearni regresiji. V primeru
100 zgrajenih dreves, dobi kombinacija vseh 10 cenilk precej boljso oceno in
ni vec najslabsa kombinacija. Vendar pa v primeru, da je generiranih le 10
ali 50 dreves, ostaja v primerjavi z drugimi najslabsa cenilka.
Iz rezultatov lahko sklepamo, da atributi, ki izhajajo iz casovne znacke,
ne predstavljajo dobre izbire cenilk za napovedovanje ocene ﬁlma in jih zato
ne uporabljamo pri nadaljnem testiranju modela. Cenilka z najnizjo napako
korena kvadratne vrednosti je cenilka koristnost. Od vseh atributov, ima ta
cenilka v svojem naboru najbolj razlicne vrednosti, kar je v soglasju z visoko
uspesnostjo napovedi.
Za primerjavo rezultatov pri precej vecjem stevilu primerov (to je 200
000), je podana tabela 5.5. Opazimo lahko, da so rezultati s 60 % ucno
mnozico blizu tistim z 80 %. Velik skok v natancnosti se pojavi pri kombina-
ciji vseh 10 cenilk, in sicer od 0,006 na 0,278 pri koeﬁcientu R2. To pomeni,
da je pojasnjene vec variance ali natancneje, da se 28 % variance v podatkih
da pojasniti preko konkretnega modela metode nakljucnih gozdov.
Za lazjo primerjavo z drugo fazo smo napovedi ocen z mnozice primerov
velikosti 200 000 preizkusili tudi z metodo podpornih vektorjev. Kljub nizji
uspesnosti so rezultati podani v tabeli 5.6. Glede na nizji uspeh algorit-
mov linearne regresije in metode podpornih vektorjev lahko sklepamo, da so
cenilke v nelinearnem odnosu. Primer taksne relacije je podan na sliki 5.1.
Primerjava rezultatov pokaze, da ne moremo trditi, da je uporaba osnov-
nih atributov boljsa od napovedovanja z metodo srednje vrednosti. Sklepamo
lahko, da je dosezena uspesnost v dolocenih primerih odvisna predvsem od
regresijskega algoritma in njegove sposobnosti interpretirati stopnjo medse-
bojne odvisnosti atributov, bodisi ce je ta linearna ali ne.
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Kombinacija MAE RMSE R2
Stevilo
dreves
{koristnost}
1,076 1,291 0,166 100
1,076 1,292 0,164 50
1,079 1,296 0,159 10
{koristnost, mesec}
1,111 1,339 0,101 100
1,115 1,344 0,095 50
1,125 1,357 0,077 10
{vikend, praznik, koristnost, mesec}
1,129 1,371 0,058 100
1,135 1,375 0.052 50
1,152 1,398 0,012 10
{vseh deset cenilk} 1,150 1,408 0,006 100
{vikend, praznik}
1,209 1,418 -0,007 100
{vikend}
{praznik}
cenilke po dnevu (glej tabelo 5.4)
cenilke po letu (glej tabelo 5.4)
{mesec}
{letni cas, mesec}
{letni cas, vikend, praznik}
{letni cas, kvartal, 1/2 leta, mesec}
{vseh deset cenilk}
1,157 1,419 -0,009 50
1,176 1,447 -0,049 10
Tabela 5.3: RF pri prvi fazi izveden na 1000 primerov pri 80 % velikosti ucne
mnozice. Cenilka koristnost se izkaze kot najuspesnejsa. Spodnja polovica
tabele prikazuje slabo ocenjene kombinacije. Urejeno narascajoce po RMSE.
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cenilke po dnevu
{dan v tednu, v mesecu, v letu}
{dan v tednu, dan v mesecu}
{dan v tednu, dan v letu}
{dan v mesecu, dan v letu}
{dan v tednu}
{dan v mesecu}
{dan v letu}
cenilke po letu
{letni kvartal, letni cas, 1/2 leta}
{letni kvartal, letni cas}
{letni kvartal, 1/2 leta}
{letni cas, 1/2 leta}
{letni kvartal}
{letni cas}
{1/2 leta}
Tabela 5.4: Del kombinacij cenilk, pridobljenih preko casovnega atributa.
Kombinacija MAE RMSE R2
Velikost
ucne
mnozice
{vseh deset cenilk}
0,947 1,202 0,278 80 %
0,958 1,212 0,264 60 %
{vikend, praznik, koristnost, mesec}
1,016 1,236 0,236 80 %
1,019 1,239 0,231 60 %
{koristnost, mesec}
1,025 1,241 0,231 80 %
1,027 1,243 0,227 60 %
{koristnost}
1,041 1,247 0,222 80 %
1,040 1,247 0,221 60 %
Tabela 5.5: RF pri prvi fazi izveden na 200 000 primerov z generiranjem
100 dreves. Prikazani so le najbolj uspesni atributi. Urejeno narascajoce po
RMSE.
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Kombinacija MAE RMSE R2
{vikend, praznik, koristnost, mesec}
1,200 1,414 0
{vseh 10 cenilk}
{koristnost}
{koristnost, mesec}
Tabela 5.6: SVM pri prvi fazi izvedena na 200 000 primerih pri 80 % ucni
mnozici. Algoritem se izkaze kot neuspesen pri ucenju v prvi fazi.
Slika 5.1: Nelinearna odvisnost med cenilkami. Na x-osi je predstavljena
koristnost, na y-osi dan v mesecu
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5.2 Druga faza: analiza komentarjev
V drugi fazi je izbor cenilk potekal na podlagi opisne ocene, ki je v vsa-
kem primeru spremljal stevilcno oceno. To smo izvedli tako, da smo najprej
sestavili vreco besed (angl. bag of words), ki je vsebovala vse unikatne be-
sede iz vseh opisnih ocen, ki smo jih testirali. Nato smo za vsako besedo iz
vrece izracunali inverzno frekvenco tﬁdf. Kot je zapisano v poglavju 2.1.1.
to pomeni, da smo upostevali frekvenco besed znotraj:
• komentarja posameznega primera in
• celotne mnozice primerov.
Pri tem smo uporabili razred TﬁdfVectorizer iz programske knjiznice
scikit-learn, ki je kot rezultat vrnil matriko inverznih frekvenc. Ta matrika
je nato predstavljala nas nov nabor atributov.
V okviru tega enostavnega modela smo z namenom izboljsave ﬁltirali in
izlocili besede brez posebnega pomena, kot so vezniki in predlogi (angl. stop
words). Vektor teh besed smo empiricno dolocili tako, da smo izpustili be-
sede s frekvenco (znotraj mnozice primerov) visjo kot 0,3.
Primer vsebine enega izmed vektorjev je sledec: {'and', 'all', 'is', 'it',
'one', 'as', 'are', 'have', 'in', 'if ', 'from', 'for', 'movie', 'to', 'you', 'was',
'be', 'that', 'but', 'br', 'not', 'with', 'on', 'this', 'of ', 'the', 'my'}. Ce bi prag
znizali na 0,25, bi se v vektorju pojavile se besede {'good', 'great', 'like'}, ki
jih intuitivno ne bi bilo smiselno ignorirati, saj potencialno opisujejo lastnosti
ﬁlma.
Najprej smo z 10-kratnim precnim preverjanjem testirali 1000 primerov.
Kot kaze tabela 5.7, kjer so povzeti rezultati, je bilo pri tem stevilo atribu-
tov oziroma razlicnih besed 14 992. Zaradi casovne kompleksnosti izvajanja
metode nakljucnih gozdov smo generirali le 10 in 50 dreves. Primerjava al-
goritmov pokaze, da se je pri tem kot najslabsi algoritem izkazal metoda
nakljucnih gozdov, saj ta na manjsem naboru primerov ne more dobro izve-
sti nakljucne izbire primerov. V primerjavi z njim pa sta se dobro izkazala
algoritma metode podpornih vektorjev in linearne regresije, ker omogocata,
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da se besede medsebojno linearno razdelijo, poleg tega pa pri linearni metodi
podpornih vektorjev preslikovanje v vec dimenzionalnem prostoru ne igra
nobene vloge.
Metoda MAE RMSE R2 Stevilo dreves
Velikost
ucne
mnozice
SVM 1,002 1,185 0,290
/
80 %
LR 1,002 1,206 0,264 80 %
LR 1,011 1,211 0,272 60 %
SVM 1,029 1,214 0,269 60 %
RF
1,041 1,263 0,193
50
80 %
1,086 1,307 0,153 60 %
1,089 1,326 0,108
10
80 %
1,117 1,363 0,079 60 %
Tabela 5.7: Rezultati za 14 992 cenilk, pridobljeni s testiranjem 1000 prime-
rov. Urejeni narascajoce po meri RMSE.
Nadalje smo testirali tudi, kaksne rezultate bi dobili na istem naboru
primerov, ce bi zmanjsali nabor cenilk in upostevali samo doloceno stevilo
besed iz vrece, ki imajo najvisjo frekvenco tf. Te rezultate prikazuje tabela
5.8.
Sklepamo lahko, da bi s trikrat manjso mnozico cenilk dobili rezultate
relativno podobne prejsnjim, ki se medsebojno razlikujejo za 0,5 %. Ce je
v naboru 5000 cenilk, so dobljeni rezultati smiselni, saj je koeﬁcient R2 ne-
negativen. Ce pa je nabor cenilk manjsi, na primer 1000 cenilk, lahko poleg
dobrih dobimo tudi slabe napovedi.
Na podlagi rezultatov, prikazanih v tabeli 5.8, dobljeni z metodo pod-
pornih vektorjev, smo za testiranje celotne mnozice primerov izbrali metodo
podpornih vektorjev, saj je ta algoritem dal najboljsi rezultat. Poleg tega
je dodatna prednost tega algoritma v primerjavi z linearno regresijo in na-
kljucnimi gozdovi hitrejse izvajanje. Vecji nabor primerov, to je 200 000
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Metoda Stevilo cenilk MAE RMSE R2 Stevilo dreves
Velikost
ucne
mnozice
SVM
5000
0,992 1,180 0,295
/
80 %
1,015 1,205 0,280 60 %
1000
1,001 1,211 0,256 80 %
1,015 1,228 0,252 60 %
LR 5000 1,016 1,232 0,247
/
60 %
SVM 500 1,009 1,236 0,225 80 %
LR 5000 1,024 1,245 0,214 80 %
SVM 500 1,035 1,258 0,215 60 %
RF
500 1,048 1,270 0,183
50 80 %
5000 1,045 1,270 0,183
LR
10
1,228 1,429 -0,012
/ 60 %
SVM 1,237 1,454 -0,048
RF 10
1,241 1,464 -0,083
50
80 %
1,262 1,484 -0,091 60 %
1,258 1,491 -0,125
10
80 %
1,274 1,506 -0,124 60 %
LR
1000 1,390 1,744 -0,514
/
60 %
500 1,462 1,825 -0,710 80 %
1000 1,910 2,410 -1,979 80 %
500 2,177 2,787 -2,889 60 %
Tabela 5.8: Rezultati za cenilke, dobljeni s testiranjem 1000 primerov na
manjsi mnozici cenilk. Prikazanih je deset najboljsih in najslabsih rezultatov.
Urejeni narascajoce po RMSE.
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primerov, smo testirali z metodo podpornih vektorjev [18], kar prikazuje ta-
bela 5.9.
Opazimo lahko, da se s povecanjem stevila primerov iz 1000 na 200 000
precej poveca tudi mnozica cenilk, in sicer priblizno za devetkrat. Ne glede
na stevilo primerov je deset besed premalo, da bi dobili kakrsnekoli smiselne
rezultate. Z maksimalnim naborom cenilk dobimo 64% pokritost variance
in temu ustrezna vrednost napake RMSE znasa 0,85, kar je v primerjavi z
dosedanjimi rezultati najboljsa ocena (natancneje, v primerjavi z rezultati v
tabeli 5.6, kjer napaka RMSE znasa 1,414, in sicer tudi za najboljse kom-
binacije cenilk). To potrjuje tudi napaka MAE, ki je skoraj dvakrat boljsa,
kar pomeni, da napovedana vrednost v povprecju odstopa za 0,57 tock od
dejanske vrednosti razreda.
Obnasanje metod smo testirali se v primeru nizje meje frekvence zno-
traj korpusa dokumentov. To pomeni, da nismo upostevali besed iz zgoraj
omenjenega vektorja, med katerimi so good, great, like. Presenetljivo razlike
v rezultatih niso velike, saj odstopanje od rezultatov v tabeli 5.9 pri istih
testnih pogojih znasa samo 0,01.
Vec o semantincni povezavi med opisno oceno in ustrezno stevilcno oceno
na tem nivoju analize ne moremo sklepati, saj enostavnost frekvencne ana-
lize ne omogoca podrobnega vpogleda v medsebojne interakcije besed. Kljub
temu lahko zakljucimo, da dobimo s preprosto frekvencno analizo besedila
relativno dobre rezultate, ki so prav tako precej boljsi od rezultatov prve faze
analize. V tem primeru je bil nabor cenilk ozji in z manjso zalogo vrednosti
za vsako cenilko, izjema je bila le cenilka koristnosti.
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Stevilo cenilk MAE RMSE R2
133 368 0,572 0,849 0,640
10 000 0,699 0,943 0,556
5 000 0,739 0,966 0,534
1 000 0,828 1,040 0,460
500 0,879 1,091 0,406
100 1,055 1,278 0,185
10 1,201 1,415 -0,000
Tabela 5.9: SVM na 200 000 primerih pri 80 % ucni mnozici. S povecanjem
korpusa besed, se rezultati vidno izboljsujejo. Urejeni narascajoce po RMSE.
5.3 Tretja faza: atributi omrezja
Da bi nadaljevali s primerjavo izbire cenilk pri napovedovalnih modelih,
smo v naslednjem koraku uporabili nekaj osnovnih znanj iz analize omrezij,
omenjenih v poglavju 2.1.3. Ta znanja so nam omogocila sestaviti nove ce-
nilke.
5.3.1 Na osnovi primerov
V skladu z dolocenim razredom v zgoraj omenjenih fazah smo tudi v za-
dnji fazi kot razred privzeli atribut ocena. Ker je vsaka ocena predstavljena
z natanko enim primerom, smo za vozlisci v nadalje dobljenem grafu dolocili
prav posamezne primere. Torej, ena ocena oziroma primer predstavlja eno
vozlisce v grafu. Kar se tice povezav, smo se odlocili privzeti dejstvo, da
je vec razlicnih primerov ocenil isti uporabnik. To pomeni, da sta vozlisci
povezani v primeru, ce se nanasata na istega uporabnika.
Naslednji korak je bilo generiranje omrezij, in sicer z upostevanjem upo-
rabe istih primerov tekom celotnega testiranja v vseh treh fazah. S tem
namenom smo preko programske knjiznice Snap.py ustvarili omrezja z is-
tim naborom primerov, prikazanih v tabeli 5.10. Stevilo vozlisc je nekoliko
manjse od stevila primerov, ker v omrezjih nismo upostevali vozlisc z nicelno
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stopnjo, to je vozlisc brez sosednjih vozlisc. Vozlisca brez povezav pome-
nijo, da je uporabnik podal le eno oceno, kar pa nam zaradi nacina zasnove
omrezij, ni koristilo.
Stevilo
primerov
Stevilo
vozlisc
Stevilo
povezav
Povprecna
stopnja vozlisca
C D
1 000 134 149 2,2 0,388 1
10 000 3 724 11 278 6,1 0,608 1
25 000 12 710 72 877 11,5 0,670 1
50 000 31 600 275 773 17,5 0,731 1
100 000 74 667 1 128 398 30,2 0,799 1
150 000 120 523 2 550 665 42,3 0,841 1
200 000 167 607 4 469 745 53,3 0,868 1
Tabela 5.10: Nekatere lastnosti dobljenih omrezij v eni iteraciji. C oznacuje
nakopicenost, D pomeni premer omrezja.
Iz tabele lahko opazimo tudi, da se stevilo povezav z narascanjem stevila
primerov znacilno povecuje, saj lahko veliko vec primerov izhaja od istih upo-
rabnikov. V najvecji mnozici primerov uporabnik v povprecju poda nekaj
vec kot 50 ocen. Izracunan priblizek premera povezanih komponent omrezja
znasa ena, kar kaze na veliko stevilo izoliranih vozlisc. Nakopicenost raste
s povecevanjem stevila vozlisc in povezav, kar je ravno obratno, kot pri ge-
neriranju nakljucnega grafa z istim stevilom elementov. Za primerjavo naj
navedemo, da nakopicenost pri nakljucnem grafu za 1000 primerov znasa
0,019, za 200 000 primerov pa 0,0003, kar je precej manj kot pri realnemu
omrezju.
Nato smo se poglobili v posamezne lastnosti vozlisc, ki so bile omenjene
v poglavju 2.1.3. Skladno z majhnim premerom omrezja in relativno nizko
povprecno stopnjo vozlisc je bil nabor vrednosti za vsako lastnost precej
ozek. Cenilka srediscnost vmesnosti je bila namrec skoraj vedno enaka nic,
uvrstitev strani pa je bil v okviru posameznega grafa vedno enak za vsako
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(a) Srediscnost vmesnosti (b) Blizinska srediscnost
(c) Srediscnost lastnega vektorja (d) Uvrstitev strani
(e) Stopnja srediscnosti
Slika 5.2: Graﬁcni prikaz lastnosti omrezja na osnovi 10 000 primerov. Sku-
pine vozlisc so vidno locene med seboj.
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posamezno vozlisce. Njihove vrednosti so se razlikovale tako malo, da deset-
mestni decimalni zapis ni bil dovolj, da bi prikazal razlike v izracunu. Kljub
temu smo se odlocili napovedne algoritme izvesti in del rezultatov je prikazan
v nadaljevanju v tabeli 5.11.
Nabor cenilk MAE RMSE R2 Metoda
Stevilo
dreves
AUTH, BC, CC, DC,
EVC, PR
1,017 1,212 0,031 RF 100
1,021 1,220 0,018 LR /
AUTH, BC, CC, EVC
1,023 1,222 0,014 RF 50
1,024 1,222 0,014 LR /
AUTH, BC, DC,
EVC, PR
1,017 1,212 0,031 RF 50
1,024 1,222 0,014 LR /
DC, PR
1,017 1,212 0,030 RF 10
1,028 1,228 0,005 LR /
DC
1,017 1,212 0,031 RF 50
1,028 1,228 0,005 LR /
Tabela 5.11: Povprecni rezultati precnega preverjanja za omrezja iz 10 000
primerov, izvedeno pri 80% ucni mnozici. Vozlisca so posamezni primeri.
Na zacetku smo testirali samo lastnosti omrezij, ustvarjenih iz 1000 pri-
merov. Metoda podpornih vektorjev je dala nenicelne rezultate le pri treh na-
borih cenilk. Zato smo se odlocili atribute testirati na naslednji vecji mnozici,
in sicer na 10 000 primerih. Potrebno je izpostaviti, da metoda podpornih
vektorjev s povecevanjem mnozice postaja slabsa, njen koeﬁcient R2 pa ne-
gativen, kar je vidno tudi v tabeli 5.12. To pomeni, da algoritem ni uspesen
pri ugotavljanju koreliranosti med izbranimi cenilkami in razredom. Z dru-
gimi besedami, v tem primeru se linearni model metode podpornih vektorjev
obnese slabse kot metodo nakljucnih gozdov. Potrebno je omeniti, da za-
radi odstranitve dela vozlisc razredi niso vec enako porazdeljeni, kar dodatno
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vpliva na slab rezultat.
Nabor cenilk MAE RMSE R2
AUTH, BC, CC, DC, EVC, PR 1,139 1,361 -0,007
DC 1,142 1,364 -0,011
Tabela 5.12: SVM rezultati pri testiranju 200 000 primerov, pri 80% velikosti
ucne mnozice. Algoritem se izkaze slabse kot RF.
To omrezje je konsistentno s prvo in drugo fazo, kjer napovedujemo po-
samicno stevilcno oceno v podatkih. Vendar se tu pojavi problem v smi-
selnosti samega omrezja, ker ne dobimo dobro povezanost med vozlisci, kar
potrjujejo tudi dobljeni rezultati lastnosti omrezja. Kot je ze znano iz tabele
5.10, premer grafov znasa 1, kar pomeni, da gre povprecna najdaljsa pot v
grafu skozi le eno povezavo. To se dodatno pomeni, da dobimo samo polne
podgrafe, kjer vsak podgraf opisuje enega uporabnika in vsaka pot povezuje
le dve oceni. Podgraﬁ so zato nepovezani med seboj.
Taksno modeliranje omrezja ni omogocilo dobre analize lastnosti, zato
smo se odlocili za rugo zgradbo omrezja, ki sledi v nadaljevanju.
5.3.2 Na osnovi izdelkov
Zaradi neuspesnosti prejsnjega modela, ki je temeljil na istem pristopu
kot v prvi in drugi fazi, smo bili motivirani za iskanje morebitne izboljsave in
omrezja z boljso predstavitvijo uporabnikov in primerov. Iz tega je razvidno,
da bo pristop dolocanja napovedovanega razreda sedaj drugacen.
Dolocili smo, da vozlisca predstavljajo posamezne izdelke oziroma oce-
njene ﬁlme. Za razred, ki ga zelimo napovedati, smo privzeli izracunano
povprecje vseh ocen posameznega izdelka, saj je ocen toliko, kolikor je upo-
rabnikov, ki so ta izdelek ocenjevali. To spremeni prvotno strategijo in preko
izdelka, ki jih povezuje, zdruzi vec primerov v enem. Pri povezavah smo
upostevali enak princip, kot pri prejsnjem modelu: povezava med dvema vo-
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zliscema obstaja v primeru, da je vsaj en uporabnik glasoval za oba izdelka.
Za primerjavo s prejsnjim omrezjem je podana tabela 5.13. Novo omrezje
vsebuje precej manj vozlisc, zaradi cesar sta gostota in povezanost grafa
vecja, kar je razvidno iz povprecne stopnje vozlisca in premera grafa.
Stevilo
primerov
Stevilo
vozlisc
Stevilo
povezav
Povprecna
stopnja vozlisca
C D
1 000 124 113 1,8 0,452 1
10 000 3 212 11 876 7,4 0,607 18
25 000 9 310 72 050 15,5 0,661 12
50 000 18 831 270 178 28,7 0,699 17
100 000 34 516 1 062 720 61,6 0,735 14
150 000 46 788 2 332 721 99,7 0,756 15
200 000 56 959 4 068 648 143,9 0,768 13
Tabela 5.13: Nekatere lastnosti dobljenih omrezij v eni iteraciji. C oznacuje
nakopicenost, D pa premer omrezja.
V podani tabeli 5.14 so prikazani najboljsi rezultati za posamezno kombi-
nacijo cenilk. Zaradi vecje preglednosti so vrstice z nesmiselno nicelno oceno
koeﬁcienta R2 izpuscene. Spomnimo se, da nizek R2 pri rezultatih metode
LR kaze na nizko linearno koreliranost med atributi in stevilcno oceno. Atri-
buta AUTH in HUBS sta identicna, ker imamo neusmerjen graf, in zato
upostevamo samo enega.
Kljub temu da imamo kombinacijo vseh sestih omreznih atributov se kot
najboljse cenilke izkazejo krajse kombinacije med srediscnostmi BC, CC, DC
in EVC ter PR, ki izhaja iz EVC. Iz tega je razvidno, da je povezanost ﬁl-
mov na podlagi skupnega glasovanja pomembno. Odstranjevanje pasivnih
uporabnikov, ki so glasovali samo enkrat, in napovedovanje povprecne ocene
izdelka, poda boljso oceno kot napovedovanje povprecne vrednosti za vsak
primer posebej, kot smo videli v prvi fazi. Iz tega sledi, da je lahko z uporabo
le najpreprostejsih lastnosti omrezja in preko enostavne zgradbe omrezja moc
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(a) Srediscnost vmesnosti (b) Blizinska srediscnost
(c) Srediscnost lastnega vektorja (d) Uvrstitev strani
(e) Stopnja srediscnosti
Slika 5.3: Graﬁcni prikaz lastnosti omrezja na osnovi izdelkov, dobljeno iz
10 000 primerov. Skupine vozlisc so bolj povezane med seboj v primerjavi s
prejsnjim modelom.
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izboljsati rezultat metode srednje vrednosti.
Tabela 5.15 kaze na neuspesnost metode podpornih vektorjev tudi pri ma-
ksimalni velikosti mnozice. Podani rezultati so sicer tudi najboljsi rezultati
splosno za to metodo pri drugacni zgradbi omrezja. Sicer so skoraj identicni
najboljsemu rezultatu, dobljenemu preko metode nakljucnih gozdov, a vi-
dimo, da rezultati spominjajo na prvo fazo. Sklepamo lahko, da je bil SVM
najbolj ustrezen za testiranje druge faze, kar pomeni, da se je dobro izkazal
pri evaluaciji atributov frekvencne analize besedil.
Za zadnjo fazo lahko sklepamo, da je najslabsi od vseh prvi model omrezja,
saj ima graf nizko gostoto in nepovezane podgrafe, kar je bilo vidno tudi
iz samih lastnosti omrezja. S povecanjem stevila primerov in posledicnim
povecanjem stevila vozlisc in povezav, dobimo vedno slabse rezultate. Nabor
vrednosti vsakega atributa je precej majhen, vrednosti srediscnosti pa se z
vecanjem grafa spreminjajo le malo, vendar to zaradi zaokrozevalne napake
in natancnosti ni razvidno.
Drugi model omrezja, s sicer drugacnim pristopom napovedovanja, se je
izkazal kot le malo boljsi. Tu smo napovedovali povprecno oceno ﬁlma, ne
pa vsake posamezne ocene kot pri prejsnih fazah. Povezanost med ﬁlmi na
podlagi uporabnikov je dobra osnova za nadaljne izboljsave, vendar bi bil za
to potreben naprednejsi model omrezja.
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Nabor cenilk MAE RMSE R2 Metoda
Stevilo
dreves
AUTH, BC, CC, DC,
EVC, PR
0,934 1,160 0,050 RF 10
0,965 1,180 0,016 LR /
AUTH, BC, CC, DC,
EVC
0,965 1,180 0,016 LR /
0,931 1,158 0,053 RF 10
AUTH, BC, DC,
EVC, PR
0,944 1,171 0,031 RF 10
0,966 1,181 0,015 LR /
BC, CC, DC, EVC
0,924 1,145 0,075 RF 100
0,972 1,188 0,004 LR /
BC, CC, DC, PR
0,924 1,144 0,076 RF 50
0,971 1,187 0,005 LR /
BC, CC
0,940 1,163 0,045 RF 100
0,970 1,188 0,003 LR /
BC 0,973 1,190 0,000 LR /
CC
0,956 1,176 0,023 RF 100
0,972 1,188 0,003 LR /
DC, PR
0,955 1,184 0,010 RF 10
0,972 1,188 0,004 LR /
DC
0,971 1,176 0,023 RF 50
0,974 1,190 0,000 LR /
PR 0,973 1,190 0,000 LR /
Tabela 5.14: Povprecni rezultati precnega preverjanja za graf iz 10 000 pri-
merov, dobljeni z ucenjem na 80% ucni mnozici. Vozlisca so posamezni ﬁlmi
oziroma izdelki.
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Nabor cenilk MAE RMSE R2
AUTH, BC, CC, DC, EVC, PR
0,927 1,148 0
AUTH, BC, CC, DC, EVC
AUTH, BC, DC, EVC, PR
BC, CC, DC, EVC
Tabela 5.15: SVM za 200 000 primerov. Rezultati so dobljeni pri ucenju na
80% velikosti ucne mnozice. Ocene so enake za vse kombinacije, kar kaze na
nespesnost modela.
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Poglavje 6
Sklepne ugotovitve
Namen naloge je bil na podlagi treh razlicnih pristopov podatkovnega
rudarjenja in strojnega ucenja najti in medsebojno primerjati izbiro cenilk
na konkretnem primeru. Na podlagi rezultatov in sklepanj, predstavljenih v
prejsnjem poglavju, smo dobili vpogled v izbiro atributov za napovedovanje
spletnih ocen. Obenem smo se poglobili v novo programsko okolje in se lotili
dela z vecjo mnozico podatkov, kar je zahtevalo nekoliko drugacen pristop v
primerjavi z dosedanjimi izkusnjami.
V prvi fazi se je izkazalo, da primitivna obdelava casovnih atributov in na-
bor cenilk, ki se preko njih izgradi, ni dobra izbira cenilk, ki bi nam omogocala
uspesne napovedi ocen. To nam lahko k izboljsanju napovedi pomaga le v
kombinaciji z ostalimi atributi.
Pricakovanja glede tretje faze so bila delno izpolnjena. S prvim mode-
lom omrezja, ki je bil konsistenten s prvo in drugo fazo glede napovedova-
nega razreda, smo dobili najslabse rezultate. Razlog za to je sama zgradba
omrezij oziroma grafov, ki z nizko gostoto in atributi vozlisc, ki jih dobimo, ne
zadoscajo za izvedbo dobre napovedi. Od tod izhaja ideja o drugacni zgradbi
omrezja na podlagi drugih kriterijev. Kot najbolj osnovno in drugacno ver-
zijo omrezja smo zgradili model, omenjen v poglavju 5.3.2, kjer smo dobili
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graf z boljsimi lastnostmi in posledicno boljse napovedi. Drugi model ne mo-
remo v celoti primerjati s prejsnjimi rezultati, saj smo napovedovali nekoliko
drugacno dobljen razred.
Iz prikazanih rezultatov lahko zakljucimo, da najboljsi nabor cenilk pred-
stavljajo besede komentarja, ki sledijo vsaki oceni v posameznem primeru.
Kljub temu da je bila uporabljena le frekvencna analiza besed, smo v tem pri-
meru dobili najvisjo tocnost napovedi. Iz tega lahko sklepamo, da se je druga
faza s podrocja rudarjenja besedil izkazala kot obetavna tako za nadaljno ob-
delavo besedilnega korpusa kot tudi za uvedbo kompleksnejsih metod analize.
Uspesnost druge faze dodatno potrjuje, da so uporabniki oziroma komenta-
torji na spletu ziv in dinamicen sistem ter da lahko njihov govor ogromno
pove o njihovem obnasanju in razmisljanju na spletu. Taksne interakcije bi
lahko predstavili preko kombiniranja druge in tretje faze, kjer bi poudarili
podobnosti komentarjev preko zgradbe omrezja.
V nalogi se nismo lotili napredne kronoloske analize primerov. To bi
zahtevalo uporabo zapletenejsih pristopov in celo izdelavo priporocilnega sis-
tema, kar je posebno in kompleksno podrocje v podatkovnem rudarjenju.
Dodatek A
Programska koda
V nadaljevanju sledijo nekaj tipicnih primerov uporabe programskih orodij
za namen naloge.
Primer branja podatkovne strukture DataFrame, pridobitev casovnih cenilk
in zapisovanje v nov DataFrame:
def write_file_timestamp_details(file_name, year_to_test=2010):
df = pandas.read_csv(file_name, sep='\t', header=0)
users_timestamp_attr = []
for index, row in df.iterrows():
#check if there is a timestamp in the review
if 'time' in row.keys():
review = []
review.append(row['productId'])
review.append(row['userId'])
review.append(row['helpfulness'])
#Extract the separate attributes from the timestamp
review.append(time.gmtime(int(row['time'])).tm_sec)
review.append(time.gmtime(int(row['time'])).tm_min)
review.append(time.gmtime(int(row['time'])).tm_hour)
review.append(time.gmtime(int(row['time'])).tm_wday)
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review.append(time.gmtime(int(row['time'])).tm_mday)
review.append(time.gmtime(int(row['time'])).tm_yday)
review.append(time.gmtime(int(row['time'])).tm_mon)
#Add the classes for prediction
review.append(row['score'])
#Add the example to the data set
users_timestamp_attr.append(review)
else:
continue
#Save the attributes in a DataFrame
df_all = pandas.DataFrame(
{'productId': [row[0] for row in users_timestamp_attr],
'userId': [row[1] for row in users_timestamp_attr],
'second': [row[2] for row in users_timestamp_attr],
'minute': [row[3] for row in users_timestamp_attr],
'hour': [row[4] for row in users_timestamp_attr],
'dayWeek': [row[5] for row in users_timestamp_attr],
'dayMonth': [row[6] for row in users_timestamp_attr],
'dayYear': [row[7] for row in users_timestamp_attr],
'month': [row[8] for row in users_timestamp_attr],
'score': [row[9] for row in users_timestamp_attr],
'helpfulness': [row[10] for row in users_timestamp_attr]})
#Export the DataFrame to a file
df_filename_all = 'non_text_timestamp_attr_%d.csv' % year_to_test
df_all.to_csv(df_filename_all, sep='\t', index=False)
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Izvoz podatkovne strukture DataFrame v LaTeX obliki:
#Choose the results for 40000x5 or 200000 examples
#and only one test set size and learner
df_temp = df[df["n_examples"] == 40000]
df_temp = df_temp[df_temp["train_set_size"] == 0.8]
df_temp = df_temp[df_temp["learner"] == "SVM"]
#Drop the unnecessary columns and sort by the column "features"
df_temp = df_temp.drop(["AVG MSE", "n_examples", "trees",
"learner", "train_set_size"], axis=1,
inplace=False).sort("features")
#Choose the order in which the columns would print
df_temp = df_temp[["features", "AVG MAE" , "AVG RMSE", "AVG R2"]]
#Export to LaTeX format
df_latex = df_temp.to_latex(index=False)
print df_latex
Pridobitev frekvenc tﬁdf:
def analyze_text(text_data, mf=None):
vectorizer = TfidfVectorizer(decode_error='ignore',
analyzer='word', max_df=0.3, max_features=mf)
tfidf = vectorizer.fit_transform(text_data.ravel())
#Export the weights in a DataFrame
df_tfidf = pandas.DataFrame(tfidf,
columns=vectorizer.get_feature_names())
#Dictionary containing the words and their weights
dict_weights = dict(zip(vectorizer.get_feature_names(),
tfidf.data))
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Primer uporabe regresijskega algoritma nakljucnih gozdov:
def rndforest_classifier_test(X, y, test_size, cross_val_param,
n_trees, n_e, mf=None):
#Build the model:
regr = ensemble.RandomForestRegressor(n_estimators=n_trees,
n_jobs=-1, random_state=0)
f_name_test = 0
for t in test_size:
#Divide the sets into training and into testing set:
X_train, X_test, y_train, y_test =
cross_validation.train_test_split(X, y, test_size=t,
random_state=0)
#Cross validation on the train set
for c in cross_val_param:
for metric in reg_metrics:
#Calculate MAE, RMSE and R2
scores_rf = cross_validation.cross_val_score(regr,
X_train, y_train, cv=c,
scoring=make_scorer(metric))
#Print MAE, RMSE and R2
print_cv_error_report()
#Test the data on the held-out set:
#Train the data
regr.fit(X_train, y_train)
#Test the data
y_pred = regr.predict(X_test)
#Print test set errors:
print_error_report(y_test, y_pred, t)
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Primer funkcije pri drugem modelu omrezja. Zdruzuje podatke o vozlisc in
productId, ter izracuna povprecne ocene:
def second_join_features_scores(file_name_scores_df,
file_name_features, file_name_product_ids):
df_scores = pd.read_csv(file_name_scores_df, sep='\t')
df_feat = pd.read_csv(file_name_features, sep='\t')
df_product_ids = pd.read_csv(file_name_product_ids, sep='\t')
products = list(set(df_product_ids["productId"].values))
scores_by_product = dict()
#Assign the scores to their products (there are more scores to
one product)
for index, row in df_scores.iterrows():
if row["productId"] in products: #If the product belongs to
the graph, add the score
if not scores_by_product.has_key(row["productId"]):
scores_by_product[row["productId"]] = [row["score"]]
else:
scores_by_product[row["productId"]].append(row["score"])
#Calculate average for the scores of each product
scores_by_product_average = dict()
for product in scores_by_product:
scores_by_product_average[product] =
np.mean(scores_by_product[product])
df_class = pd.DataFrame({'productId': [product for product in
scores_by_product_average],
'score':
[scores_by_product_average[product]
for product in
scores_by_product_average]})
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#Join the DataFrames into one
merged_df1 = pd.merge(left=df_product_ids, right=df_class,
left_on='productId', right_on='productId')
merged_df2 = pd.merge(left=merged_df1, right=df_feat,
left_on='index', right_on='NodeID')
#Delete 'index' columns since it's the same as 'NodeID'
main_merged_df = merged_df2.drop("index", axis=1)
#Rename the columns for LaTeX output
main_merged_df = main_merged_df.rename(index=str, columns =
{"Authorities": "AUTH", "BetweennessCentrality":"BC",
"ClosenessCentrality":"CC", "DegreeCentrality":"DC",
"EigenVectorCentrality":"EC", "Hubs":"HUBS",
"PageRank":"PR"})
return main_merged_df
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Primer funkcij pri drugem modelu omrezja. Prva sestavi seznam vozlisc in
seznam povezav, ki sta potem v drugi funkciji zdruzene v graf:
def create_nodes_and_edges(df):
nodes = []
edges = []
data = {}
data_by_userId = dict()
productID_index = {}
#Get all the different values for productId
products = list(set(df["productId"].values))
n_nodes = len(products)
#Rewrite all the products as integers, so Snap.py can assemble a
graph
for node_index, product_id in zip(range(n_nodes), products):
productID_index[product_id] = node_index
nodes = productID_index.values()
for index, row in df.iterrows():
data[index] = [row["score"], row["userId"], row["productId"]]
#Assign the product to a user
if not data_by_userId.has_key(row["userId"]):
data_by_userId[row["userId"]] = [row["productId"]]
else:
data_by_userId[row["userId"]].append(row["productId"])
#Assemble the edge list
for entry in data_by_userId:
#User has voted for more than one product:
if len(data_by_userId[entry]) > 1:
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for index1, index2 in
itertools.combinations(data_by_userId[entry], 2):
edges.append((productID_index[index1],
productID_index[index2]))
return nodes, edges, data, productID_index
def create_graph(nodes, edges, g_name):
Graph = snap.TUNGraph.New() #Create an undirected empty graph
#We add the nodes and edges to an empty graph
for nodeId in nodes:
Graph.AddNode(nodeId)
for first, second in edges:
Graph.AddEdge(first, second)
print "Stevilo vozlisc pred brisanju: %d" % Graph.GetNodes()
snap.DelZeroDegNodes(Graph) #Delete the non-connected nodes
print "Stevilo vozlisc po brisanju: %d" % Graph.GetNodes()
snap.SaveEdgeList(Graph, g_name, "Tab-separated list of edges")
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