This paper presents a combined model-based 3D object recognition method motivated by the robust properties of human vision. The human visual system (HVS) is very efficient and robust in identifying and grabbing objects, in part because of its properties of visual attention, contrast mechanism, feature binding, multiresolution and part-based representation. In addition, the HVS combines bottom-up and top-down information effectively using combined model representation. We propose a method for integrating these aspects under a Monte Carlo method. In this scheme, object recognition is regarded as a parameter optimization problem. The bottom-up process initializes parameters, and the top-down process optimizes them. Experimental results show that the proposed recognition model is feasible for 3D object identification and pose estimation.
Introduction
Object recognition is an important research topic in computer vision because it is both the ultimate goal of computer vision and useful in many applications such as automatic target recognition (ATR), mobile robot localization, and visual servoing.
Great progress has been made in this field during the past 30 years. Current issues cover how to select features, to handle occlusions and to cope with image variations in photometric and geometric distortions. Recently, object recognition methods based on local visual patches have performed successfully in those environments. 5, 12, 18 These approaches can also work on complex-textured objects.
To solve these problems more effectively, we emulate mechanisms in the perception mechanism of the human visual system (HVS), which is very efficient and robust with respect to the above problems. In particular, we focus on the robustness of the HVS in this paper. 
Robust Components of the HVS
From psychophysical, physiological and neurobiological evidence, we have found the following features of the HVS that make it robust:
(i) View-based/model-based model representation 17 : Different visual tasks may require different types of representation. For identification, a view-based representation is sufficient. 3D volume-based representations are especially useful for visual guidance in interactions with objects, such as grasping them. Both representations are suitable for tasks of object identification and grabbing by service robots. (ii) Hierarchical visual attention 20 : The HVS utilizes three kinds of hierarchical attention: spatial, feature and object. We utilize these attentions in the proposed system. Spatial attention is used by the Harris corner, feature attention is used in local Zernike moments and 3D object attention is used by the topdown process. (iii) Feature binding 20 : The binding problem concerns the way in which we select and integrate the separate features of objects in correct combinations. Separate feature maps are bound by spatial visual attention. In the bottom-up process, we bind an edge map with a selected corner map. In the top-down process, we bind the gradient orientation map with the gradient magnitude map, focusing on CAD model position. (iv) Contrast mechanism 21 : The important information is not the amplitude of the visual signal but the contrast between the amplitude at a given point and surrounding locations. This fact is true for the whole recognition process. (v) Size-tuning process 6 : During object recognition, the visual system can tune in to an appropriate size by sensitivity to spatial extent rather than to variations in spatial frequency. We use this concept for automatic scale selection of Harris corners. (vi) Part-based representation 1 : Visual perception can be achieved from part information as shown by recognition-by-components (RBC theory). Part-based representation is very robust to occlusion and background clutter. We represent visual appearance by a set of robust visual parts. (vii) Bottom-up and top-down information: According to Ref. 15 , both bottomup and top-down processes are crucial in object recognition. The bottomup process is an image-based or data-driven process that begins with the visual information and analyzes smaller perception elements, then moves on to higher levels. The top-down process is a knowledge-based perception-or taskdependent process. This process, by imposing goals such as expectations of the global shape and by referring to past experience, has an influence on object recognition. 19 Therefore, image-based models are appropriate for the bottomup process, and object-centered models are suitable for the top-down process. Spatial attention is used to integrate separate feature maps in each process. From detailed investigations in the physiological and anatomical areas, many important functions of bottom-up processes have been identified. Although understanding of the neural mechanism of top-down effects is still poor, it is certain that object recognition is affected by both processes guided by an attention mechanism.
Motivated by these facts, many computational models have been proposed in computer vision. Researchers on model-based vision have regarded bottom-up and top-down processes as hypothesis and verification paradigms. 11, 22 The visual attention mechanism is used to reduce computational complexity.
14 Recently, top-down constraints were used to recognize face and pose. 10 Although these approaches have their own advantages, they are based on only partial evidence regarding human visual perception.
In this paper, we propose a computational model of object recognition that imitates the above properties of the HVS. Bottom-up and top-down information are processed by visual attention mechanisms and are integrated under a statistical framework.
Proposed Model of Object Recognition

Problem formulation
We wish to find the object name (θ ID ) and object pose (θ C : θ yaw , θ pitch , θ roll ) relative to camera coordinates in a 3D world, as well as object position (θ P : θ x , θ y ) and object scale (θ D ) in a 2D image. This information is useful in various applications and similar to that of the ventral stream (the "what" pathway) and the dorsal stream (the "where" pathway) in the primary visual cortex. The recognition problem can be formulated as Bayesian parameter estimation by
where θ denotes the parameter set given above, I denotes the input image and S is prior knowledge about the environment. P (θ ID , θ C , θ D , θ P |S) represents the prior distribution of the parameters. Here, we assume it is uniform. The important component is P (I|θ ID , θ C , θ D , θ P , S), which represents the likelihood of the parameters. To find an optimal solution from Eq. (1), a MAP (maximum a posteriori) method is generally used. However, it is difficult to obtain a posteriori data for the high-dimensional parameter space. We overcome this problem by a statistical technique, drawing samples using a Markov Chain Monte Carlo (MCMC) technique.
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Although MCMC-like mechanisms do not exist in the HVS, we adopted MCMC as a practical global optimization tool because it is superior to genetic algorithms. To achieve fast optimization and reduce burn-in time, we combine a parameter initialization scheme with MCMC. The MCMC algorithm is composed of an initialization part, calculated from the bottom-up process, and an optimization part, obtained from the top-down process. Figure 1 shows the proposed computational model of object recognition reflecting the robust properties of the HVS, as explained in Sec. 2. Globally, bottom-up and top-down information is integrated under the statistical framework of MCMC. We used appearance-based representation in the bottom-up process and object-centered representation in the top-down process. Spatial attention is used to combine lowlevel feature maps for bottom-up and top-down processes. Specific computational procedures are explained in the following sections (the attached algorithm will help the reader understand the proposed method).
Object recognition structure
From the computational viewpoint, the proposed MCMC consists of three stages: initialization, MCMC sampling and optimization. The bottom-up process accumulates evidence computed from local structures. This process is used to estimate initial parameters such as object ID, pose, location and scale. Based on these initial estimates, the MCMC sample is generated by a jumping distribution that represents state-transition probabilities, and the 3D shape model is rendered using this sample. From the iterative sample generation and global shape matching, we finally obtain optimal parameters.
Initialization by the Bottom-Up Process
The computational model for the bottom-up process is shown in Fig. 1 (left box) . We extract separate low-level feature maps such as an edge map and a corner map.
Then a locally structured patch is extracted by considering a corner and its scaletuned region. Each local patch is normalized to 20 × 20 and represented by local Zernike moments, as introduced in Ref. 9 . Through probabilistic voting, we estimate the likelihood of each parameter.
Step 1: Generation of separate feature maps. In the bottom-up process, we assume that an object is composed of local structures. Parkhurst et al. 16 showed experimentally that the bottom-up saliency map-based attention of Itti's model is not suitable for learned object recognition. We therefore adopt another spatial attention approach from the HVS, based on consideration of high-curvature points. 4 We detect these directly from the intensity image using a Harris corner detector.
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A Canny edge detector is used to extract an edge map that reflects similar processing by a center-surround detection mechanism. 2 The Canny edge map (CEM)
is accurate and robust to noise, and the Harris corner map (HCM) shows high repeatability. Both low-level maps are extracted pre-attentively.
Step 2: Feature integration. Edge and corner maps are combined by starting from a good corner, which is detected using the scale space maxima concept.
13 Figure 2 shows the good corner detection process and some extracted results.
To detect a good corner, we first build a Laplacian scale space by changing the scale factor (σ). Finally, good corners are selected by checking the Laplacian measure along scale space at Harris corner. As a by-product, the scale-tuned region can be obtained as in Fig. 2 (bottom) . This image patch corresponds to a local convex object structure. To represent this, the extracted region is described using the local Zernike moments introduced in Ref. 9 . Although we do not know how the HVS represents a local visual image, we utilize modified local Zernike moments because this feature is more robust to scale, rotation and illumination changes than SIFT or PCA, as shown in Fig. 3 . The performance is evaluated in terms of region descriptor using ROC curves. 13 We calculated them by using 20 object database and scale, illumination changed test images. In the descriptor comparison graph, SIFT and PCA show better performance than Zernike in the low false positive region, although this region is less useful because few features are matched. In noisy environments, our descriptor (Zernike) shows better performance.
Step 3: Visual part-based database generation. For a given model object, the model DB consists of the Zernike moments of local image structures. View quantization by 30
• is selected because Zernike moments are robust up to this view angle. The 2D model image can be obtained either by projecting the 3D model or by imaging from a real object.
Step 4: Estimating initial parameters by voting. Initial parameters are estimated by a probabilistic voting scheme. In Eq. (1), the likelihood P (I|θ, S)can be replaced by Eq. (2), because H is a set of feature pairs composed of scene features and their closest DB features.
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Fig. 2. Good corner extraction process (top), examples of good corners (bottom).
Fig. 3. Performance comparison of interest region selection (left), and descriptor (right).
where
Z k : k th input image feature,Ẑ k : corresponding model feature.
Direct calculation of the likelihood is not efficient. The parameter space of the DB has a hierarchical structure; i.e. the object ID space (θ ID ) includes the pose space (θ C ), each pose space includes the scale space (θ D ) and this space includes the position space (θ P ). We therefore calculate the likelihood using a stratified approach. After calculating the likelihood of object ID, we then calculate the likelihood of the object pose and so on. An example of likelihood of object ID can be described by Eq. (3). An overscore means that the term is not considered.
i : model index, j : scene feature index.
Likelihoods of other parameters can be estimated similarly. We select the most probable values as initial parameters. Figure 4 shows several bottom-up results.
Optimization by the Top-Down Process
As explained, the top-down process is crucial in the HVS. Although some prior information is used in this process, including the expectation of the global 3D shape and context in the environment, we use only the global 3D shape information. Figure 1 (right box) shows the overall top-down procedures. The main procedures are model parameter prediction using a skipping distribution and global 2D shape matching by focusing on shape models to combine the gradient magnitude map (GMM) and the gradient orientation map (GOM). Model parameter prediction and shape matching are processed iteratively for statistical optimization.
Generation of model parameters
The a posteriori probability in Eq. (1) is estimated statistically by MCMC sampling. Based on the initial parameters obtained in the bottom-up process, next samples are generated from the jumping distribution, J t (θ t−1 |θ t ). It is referred to as the proposal or candidate-generation function for its role. Generally, random samples are generated to prevent local maxima. In this paper, we use three kinds of jumping type: object addition, deletion and refinement. In the first type, a new object with parameters depending on the result of the bottom-up process is inserted, while in the second type, a model that has been tested is removed and its parameters are determined by the results of top-down recognition. A jumping example of the third type is simillar to Eq. (4). The next state depends on the current state and random gain. This gain has a uniform distribution (U ) within 30
• because the view sphere is quantized with this range. Here, θ 0 C is initialized by the result of the bottom-up process.
Scoring function by meaningful matching
The scoring or cost function is used to measure the proposed model parameters. Generated samples are accepted or rejected based on this function, which is calculated by meaningful matching using concepts similar to those introduced in the computational gestalt. 3 The basic concept is that an event is meaningful if the expectation of its occurrence is less than ε, given a random image. As shown in Fig. 1 (right) , we extract the gradient magnitude map (GMM) and gradient orientation map (GOM) from the gray image, and calculate the matching probability by combining the gradient magnitude (C(x)) and orientation distance maps (O(x)) at l model edge points, while taking account of the rendered 3D model [see Eq. (5)].
The resultant scoring function is defined as the expected number of an event like
where N is the number of shape matching tests performed at each pixel points. Smaller values of scoring functions indicate better shape matching. Figures 5 and 6 show the effectiveness of feature map binding in the top-down process. The upgraded receiver operating characteristics (ROC) performance of the proposed feature map binding in the top-down process is better than other single map-based methods. ROC curves are calculated by changing the thresholds of µ (GMM threshold) and η (GOM threshold) for a given target pose.
The algorithm below explains details of the proposed method, based on the combined model representation. 
Algorithm
Stage I: Initialization by bottom-up process
Step 1: Extract HCM, CEM.
Step 2: Bind the feature maps by relating HCM and the corresponding CEM.
Step 3: Extract local edge patches and calculate local Zernike moments.
Step 4: Estimate likelihoods from voting.
Step 5: Sort candidate parameters θ 0 = {θ
Stage II: Optimization by top-down process
Step 1: Extract GMM and GOM.
Step 2: Set initial point θ 0 = {θ Draw a candidate point θ * from the jumping distribution J t (θ * |θ t−1 ).
Render the 3D CAD model based on θ * . Calculate the cost function f (θ * ), by focusing on the rendered model and the integrated feature maps (GMM + GOM). Calculate the ratio
Accept θ t = θ * with probability min(r, 1), or θ t = θ t−1 . End for Step 4: If f (θ T ) < ε, recognition finished Else reject θ 0 and go to Step 2 with the next candidate θ 0 .
Experimental Results
We tested our algorithm for objects in the visible band and the IR band. We made a database of quantized views as explained above. Figure 4 shows some results of the bottom-up process. We can find proper initial parameter values. Figure 7 shows the projection of the model with parameters refined by the top-down process for each object placed in the general environment. The overall computation time is 2 s on average using an AMD 2400+ processor. Table 1 shows our results compared with the methods of GMM only and GOM only. We take all test images into consideration for optimal parameter tuning. Our method outperforms the other two, with rejection rates over 97%, showing that matching is perfect and that the results are more robust to noise (Fig. 5) . However, failure of recognition has occurred with target structures severely distorted by noise or when the image contrast was too low. 
Conclusions
We propose a new object recognition paradigm based on the robust properties of HVS. In particular, combined model representation and cooperative feature map binding by utilizing both bottom-up and top-down processes, showed excellent system performance from several experiments. The test results demonstrate efficiency in optimal matching and robustness to noise as well as feasibility of the proposed recognition paradigm.
