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Abstract
We propose new approach for treatment of local and non-local interactions in correlated electronic
systems, which uses self-energy and the two-particle irreducible vertices, obtained from (extended)
dynamical mean-field theory, as an input of two-particle irreducible functional renormalization-
group (2PI-fRG) approach. Using 2PI-fRG approach allows us to treat both, local and non-local
interactions. In case of purely local interaction the corresponding equations have similar (although
not identical) structure to the earlier developed DMF2RG approach. In a simplest truncation,
neglecting scale-dependence of the two-particle irreducible vertices, we reproduce the results for
the two-particle vertices/susceptibilities in the ladder approximation of the dual boson or DΓA
approach; in more sophisticated truncations the method allows us to consider non-local corrections
to the self-energy, as well as the interplay of charge- and spin correlations. The proposed scheme
is tested on the two-dimensional standard and extended U -V half-filled Hubbard models. For the
standard Hubbard model we obtain non-local self-energy, which is in agreement with numerical
studies; for the extended Hubbard model we obtain the boundary of charge instability, which
agrees well with the results of the dual boson (DB) approach. We also find that the effect of spin
correlations on electron interaction in the charge channel, not considered previously in the DB
approach, only slightly reduces critical next-nearest-neighbor interaction of charge instability of
the extended Hubbard model at the considered finite small temperature, yielding better agreement
with dynamic cluster approximation. The considered method is rather general and can be applied
to study various phenomena in strongly-correlated electronic systems.
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I. INTRODUCTION
Strongly-correlated electronic systems attract a lot of attention, since they show a broad
variety of interesting physical phenomena, such as spin- and charge-density wave instabilities,
as well as superconductivity, originating from interelectron Coulomb interaction, see, e.g.,
Refs. [1–4]. Screened part of this interaction can be effectively described by the on-site
or nearest-neighbor repulsion. Even local interactions, dressed by the particle-hole bubbles
(e.g. in spin channel), yield attractive non-local interaction in the superconducting channel
[5, 6], as well as induce non-local interaction in the charge channel (see, e.g. Ref. [7]). These
effects can be further enhanced by non-local part of the interaction.
Developing suitable approximations for treatment of local and non-local interactions in
strongly-correlated electronic systems represents therefore an important problem, since its
solution allows to describe above mentioned physical phenomena, including also description
of dynamic screening in solids from first principles (see, e.g., Refs. [8–11]). While local
correlations, which appear due to the (non-)local interactions in strongly-correlated systems
are well described by the (extended) dynamical mean-field theory ((E)DMFT) [9, 12–15],
this theory is not sufficient to describe the non-local correlations. The first step beyond
(E)DMFT was performed by (E)DMFT+GW approximation, proposed in Ref. [9] to de-
scribe screening of Coulomb interaction in strongly correlated systems. Recent progress in
diagrammatic extensions of (E)DMFT [16], namely dynamic vertex approximation (DΓA)
[17–22], dual fermion approach [23–27], and the dual boson (DB) approach [28–31] allowed
to treat non-local correlations on a non-perturbative basis. Yet, the conservation laws are
fulfilled only in some special versions of these approaches (see, e.g., the discussion in Refs.
[16, 30]).
The concept of Φ-derivability, proposed long time ago [32], allows to search for new
approaches, which treat non-local correlations in strongly-correlated systems. Although
these approaches typically violate crossing symmetry, they may provide alternative view on
correlated systems, which may fulfill better conservation laws. The fluctuation exchange
approach (FLEX) [33, 34] was proposed as a Φ-derivable approximation, which can yield
self-energy and two-particle vertices, derived from the same functional, and therefore ful-
filling the conservation laws. However, this approach, being perturbative, may not describe
correctly properties of strongly-correlated systems; the corresponding self-energy contains
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only the result of the summation of ladder diagrams with respect to the bare interaction,
and is not guaranteed to yield better results, than in the other diagrammatic approaches,
see, e.g., the discussion in Refs. [35, 36]. The recently proposed TRILEX approach [37]
extends the concept of Φ-derivability to merge dynamical mean-field theory with perturba-
tion techniques; this approach is however restricted to the approximation of locality of the
three-point (fermion-boson) vertices.
Recently, the two-particle irreducible functional renormalization-group (2PI-fRG) ap-
proach based on considering the evolution of the Luttinger-Ward functional Φ with some
parameter (e.g. switching on the interaction) was proposed [38, 39] and its application to
quantum anharmonic oscillator [40] and single-impurity Anderson model [41] was discussed
and suitable truncation schemes were developed. For strongly-correlated systems, however,
the standard truncations, applied within this approach, may not be sufficient, which makes
important search for non-perturbative starting points of Φ. In this respect, the (E)DMFT
provides a natural starting point for the search of new functionals for strongly-correlated
systems. In the present paper we propose the scheme to merge of (E)DMFT and the 2PI-
fRG approach. The suggested scheme follows earlier considered DMF2RG approach[42–44],
which merges DMFT with one-particle irreducible (1PI) functional renormalization group
[45] by using information from the DMFT (the self-energy and one-particle irreducible ver-
tices) as a starting point for the fRG flow. The treatment of the non-local interactions
require, however, considering two-particle irreducible vertices, since the interaction can not
contain scale dependence in the standard applications of the 1PI fRG method.
The approach, considered in the present paper, uses two-particle irreducible vertices,
which allows us to treat the non-local interactions beyond (E)DMFT. Although it was shown
recently that in the strong-coupling regime the charge and superconducting 2PI vertices
may be singular [46–48] (which is related to the problem of Φ[G] being not uniquely defined,
cf. Ref. [49, 50]), this problem may be relevant for considering flow of the two-particle
vertices only at sufficiently strong coupling in the local moment regime [46, 48]; in some
cases this problem can be circumvented by an appropriate treatment of the corresponding
channels. We formulate the (E)DMFT+2PI-fRG method, relate it to known approaches to
strongly-correlated systems and test its applicability to study charge instability in the half
filled two dimensional U -V model. The plan of the paper is the following. In Sect. II we
introduce the model and formulate the (E)DMFT approach in the notations, suitable for
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the following discussion. In Sect. III we describe the (E)DMFT+2PI-fRG approach and
derive the respective equations. In Sect. IV we apply the developed approach to the half
filled two dimensional standard and extended U -V Hubbard model. In Sect. V we present
conclusions and discuss perspectives of the presented approach.
II. THE MODEL AND EXTENDED DYNAMICAL MEAN-FIELD THEORY
We consider a general one-band model of interacting fermions
H =
∑
k,σ
εkĉ
+
k,σ ĉk,σ +Hint[ĉ, ĉ
+], (1)
where ĉiσ, ĉ
+
iσ are the fermionic operators, and ĉk,σ, ĉ
+
k,σ are their Fourier transforms, σ =↑, ↓
corresponds to a spin index. The interaction Hint contains in general both, local U and
non-local V
c(s)
ij contributions, the latter act on charge and spin degrees of freedom,
Hint[ĉ, ĉ
+] =
∑
i
Uni↑ni↓ +
1
2
∑
ij
(
V cijninj + V
s
ijSiSj
)
, (2)
where niσ = ĉ
+
iσ ĉiσ, ni =
∑
σ niσ, and Si =
∑
σ,σ′ ĉ
+
iσσσσ′ ĉiσ′ , σσσ′ are the Pauli matrices,
V
c(s)
ij depends on the distance between sites i and j only.
The model is characterized by the generating functional
Z[η, η+] =
∫
d[c, c+] exp
{−S[c, c+] + η+c+ c+η} , (3)
S[c, c+] =
∫
dτ
{∑
i,σ
c†iσ(τ)
∂
∂τ
ciσ(τ) +H[c, c
+]
}
, (4)
where ciσ, c
+
iσ, ηiσ, η
+
iσ are the Grassmann fields, the fields ηiσ, η
+
iσ correspond to source terms,
τ ∈ [0, β = 1/T ] is the imaginary time, T is the temperature. The (extended) dynamical
mean-field theory [9, 14, 15] for the model (1) can be introduced via the corresponding local
action
S(E)DMFT[c, c+] = −
∑
k,σ
c+kσζ
−1(iνn)ckσ + S locint [ciσ, c+iσ], (5)
where
S locint [ciσ, c+iσ] = U
∑
q
nq↑n−q,↓ +
1
2
∑
q
[vc(iωn)nqn−q + vs(iωn)SqS−q] , (6)
ckσ =
∫
dτ
∑
i ciσ exp(iωnτ − ikRi), nq =
∑
σ nqσ =
∑
kσ c
+
kσck+q,σ, and Sq =∑
kσ c
+
kσσσσ′ck+q,σ′ are the Fourier transforms of the respective quantities (we use the 4-vector
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notation k = (k, iνn), q = (q, iωn) and assume factor of T for every frequency summation);
the “Weiss field” functions ζ(iνn) and v(iωn) have to be determined self-consistently from
the conditions
Gloc(iνn) ≡ 1
ζ−1(iνn)− Σloc(iνn) =
∑
k
1
G−10,k − Σloc(iνn)
, (7a)
χ
c(s)
loc (iωn) ≡
1
vc(s)(iωn) + Π
c(s)
loc (iωn)
=
∑
q
χ
c(s)
EDMFT(q, iωn), (7b)
where
χ
c(s)
EDMFT(q, iωn) ≡ χc(s)EDMFT,q =
[
V c(s)q + Π
c(s)
loc (iωn)
]−1
=
[
(χ
c(s)
loc (iωn))
−1 − vc(s)(iωn) + V c(s)q
]−1
, (8)
G−10,k = iνn − εk + µloc is the lattice noninteracting Green function, µloc is the (E)DMFT
chemical potential, V
c(s)
q are the Fourier transformed interactions V
c(s)
ij , and Σloc(iνn) and
Π
c(s)
loc (iωn) are the fermionic and bosonic self-energy of the impurity problem (5), which is in
practice obtained within one of the impurity solvers: exact diagonalization, quantum Monte-
Carlo (QMC), etc. These solvers provide information not only on the electronic self-energy,
but also the corresponding vertex functions[17, 51]
Fσσ′loc (iν1...iν3) = (1 + δσσ′)−1G−1loc(iν1 + iν2 − iν3)
∏3
i=1
G−1loc(iνi) (9)
×
[
G
(4)
loc,σσ′(iν1...iν3)−Gloc(iν1)Gloc(iν2)(δν1ν3 − δσσ′δν2ν3)
]
,
G
(4)
loc is the two-particle local Green function, which can be obtained via the solution of the
impurity problem. Solving Bethe-Salpeter equations in the spin- and charge channel then
provides an information about the respective two-particle irreducible vertices in spin and
charge channels, Φ
(2),c(s)
loc (iν1...iν3), see Refs. [16, 17, 51].
III. THE TWO-PARTICLE IRREDUCIBLE FUNCTIONAL
RENORMALIZATION-GROUP APPROACH
A. General formalism
The considering approach is similar to the DMF2RG approach for the flow from infinite
to finite number of dimensions for the standard Hubbard model [42], but follows the 2PI
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fRG approach (see, e.g., Ref. [39] and the schematic flowchart in Fig. 1). In particular, we
consider the evolution of generating functional with the action
SΛ = S(E)DMFT[c, c+] + SΛ,non-loc[c, c+], (10)
where
SΛ,non-loc[c, c+] = Λ
∑
kσ
c+kσ
[
ζ−1(iνn)−G−10,k
]
ckσ − (µΛ − µloc)
∑
kσ
c+kσckσ
+
Λ
2
∑
q
(
V˜ cq nqn−q + V˜
s
q SqS−q
)
, (11)
and V˜
c(s)
q = V
c(s)
q − vc(s)(iωn), µΛ is the scale-dependent chemical potential, which can be
determined, e.g., from the condition of constant number of particles during the flow. For
Λ = 0 the (E)DMFT theory is reproduced, while for Λ = 1 we obtain the lattice problem (3).
Note that the Λ-dependence of the interaction part in Eq. (10), which is non-multiplicative
because of the part of the interaction, contained in S(E)DMFT, prevents reducing the action
SΛ to that containing Λ dependence of the quadratic part only (cf. Ref. [52]), which makes
it difficult using the 1PI fRG, e.g. DMF2RG [42, 44] approach at finite V˜ c(s). Although 1PI
approach can be in principle generalized to include arbitrary Λ-dependence of the interaction,
the structure of the resulting hierarchy of the equations is expected to be rather complicated,
and not considered here.
As discussed above, we follow instead the 2PI approach [39, 40], which considers the
evolution of the partition function
ZΛ[J ] =
∫
D[c, c+] exp
−SΛ + 2 ∑
k,q;m=c,sa
Jmk,qM
m+
k,k+q +
∑
k,q;m=ssc±,tsca,±
Jmk,qM
m
k,−k+q
 , (12)
where Jm are the source fields, Mmrk,k′ =
∑
r′,σσ′ C
+
rkσMmrσ,r′σ′Cr′k′σ′ (r, r′ = +,−) are the
respective combinations of Grassmann variables C+,kσ = ckσ, C−,kσ = c+kσ, corresponding
to charge Mcrσ,r′σ′ = rδσσ′δrr′/2, spin Msarσ,r′σ′ = (σaσσ′δr,+ − σaσ′σδr,−)δrr′/2, singlet pairing
Mssc±rσ,r′σ′ = irσyσσ′δr,±δ−r,r′ , and triplet pairing Mtsca,±rσ,r′σ′ = i(σaσy)σσ′δr,±δ−r,r′ , a = x, y, z.
Performing Legendre transform, we obtain the 2PI effective action
ΓΛ[G] = − lnZΛ[J ] +
∑
k,q,m
Jmk,qG
m
k,±k+q, (13)
here and below the sums over m are taken over c, sa, ssc±, tsca,±, if not specified differently,
+ sign corresponds to the particle-hole (m = c, sa), while − to the particle-particle (m =
6
Split an action
SΛ = S(E)DMFT + SΛ,non−loc
Construct 2PI action ΓΛ[G]
and 2PI Luttinger-Ward
functional ΦΛ[G]
Evaluate flow parameter
derivative Φ˙Λ[G]
Take functional derivatives of
Φ˙Λ[G] and put G = G to evaluate
Σ˙, Φ˙
(2)
Λ at the stationary point
Neglect Aslamazov-Larkin
and more than two-particle
contributions; use
approximation for Φ(3)
Ladder approach: substitute
ladder Φ
(2)
Λ to the differential
equation for ΣΛ and solve it
Non-ladder approach: solve
differential equations for ΣΛ, Φ
(2)
Λ
FIG. 1: (Color online) The flow diagram of derivation and solution of 2PI equations
ssc±, tsca,±) order parameters, we also assume V˜ saq = V˜
s
q , V˜
ssc±,tsca,±
q = 0 for uniformity of
notations. The requirement that ΓΛ[G] does not depend explicitly on J yields G
m
k,±k+q =
δ lnZΛ[J ]/δJ
m
k,q.
Following the standard strategy, we introduce the Luttinger-Ward functional ΦΛ[G] by
[32]
ΓΛ[G] =
1
2
Tr ln
(
−Ĝ
)
+
1
2
Tr
[
I − Ĝ−10ΛĜ
]
− ΦΛ[G], (14)
where
Ĝ−10Λ,krσ,k′r′σ′ = G
−1
0Λ,kδkk′Mcrσ,r′σ′ ,
G−10Λ,k = (1− Λ)ζ−1(iνn) + ΛG−10,k + µΛ − µloc, (15)
Ĝkrσ,k′,r′σ′ =
∑
m=c,sa
(
Gmk,k′δr,+ +G
m
k′,kδr,−
)Mmrσ,r′σ′ + ∑
m=ssc±,tsca,±
Gmk,k′Mmrσ,r′σ′ , (16)
Tr is taken with respect to fermionic momenta, frequency, spin, and r indices, and matrix
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multiplication of quantities with ”hat” with respect to k, r, σ indexes is assumed.
Taking the derivative with respect to G, we obtain
Γ
(1),m
Λ,k,±k+q ≡
δΓΛ
δGmk,±k+q
=
1
2
Tr
[
Ĝ−1M̂mkq
]
−G−10Λ,kδm,cδq0 −
δΦΛ
δGmk,±k+q
= Jmk,q, (17)
where M̂
c(sa),KQ
krσ,k′r′σ′ = (δkKδk′,K+Qδr,+ + δk,K+Qδk′,Kδr,−)Mc(sa)rσ,r′σ′ and M̂ ssc±(tsca,±),KQkrσ,k′r′σ′ =
δkKδk′,−K+QMssc±(tsca,±)rσ,r′σ′ . The stationary one- and two-particle quantities (which we denote
by bar) are determined by the condition Γ(1) = 0, such that
G
−1
Λ,k ≡ 2(GcΛ,k)−1 = G−10Λ,k − ΣΛ,k,
ΣΛ,k = −Φ(1),cΛ,k (18)
(we denote by Φ
(n),m
Λ the derivatives δ
nΦΛ/δ(G
m)n, e.g. Φ
(1),c
Λ,k = δΦΛ/δG
c
k). At Λ = 0 we
have ΦΛ=0[G] = Φloc[G], such that
Φ
(1),c
Λ=0,k = −ΣΛ=0,k = −Σloc(iνn), (19a)
Φ
(2),mm′
Λ=0,kk′q = Φ
(2),m
loc,νν′ωδmm′ , (19b)
in the equation (19b) k, k′, and q correspond to the initial, final momentum and momentum
transfer. To keep the initial (Λ = 0) Green function equal to its (E)DMFT value, we also
choose the initial chemical potential µΛ=0 = µloc. From this setup we obtain the following
2PI-fRG equation (see Appendix A, cf. Refs. [39, 40]):
Φ˙Λ[G] =
1
2
∑
kk′q,m
V˜ mq
{[
Π−1 + Φ(2)Λ
]−1
kk′q,mm
−Gmk,k+qGmk′,k′−q
}
, (20)
where [Πmm
′
kk′q ]
−1 = (1/2)Tr
[
Ĝ−1M̂m
′,±k′+q,−qĜ−1M̂m,±k,q
]
is the inverse polarization bubble
(cf. Refs. [39, 40]), the inversion is performed with respect to momentum k, k′ and channel
m,m′ indices. Taking functional derivatives and considering stationary quantities, allowing
to determine the self-energy and the two-particle vertex, which are represented as
ΣΛ = Σ˜Λ + 2Λ(V
c
q=0 − vc(0))
∑
k′
GΛ,k′ ,
Φ
(2),c(s)
Λ,kk′q = Φ˜
(2),c(s)
Λ,kk′q − Λ(V c(s)q − vc(s)(iωn)), (21)
neglecting the contribution of more than two-particle processes, as well as Aslamazov-Larkin
contributions, we find the equations for the self-energy and the 2PI vertices (see Appendix A)
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dΣ˜Λ,k
dΛ
= −2
∑
q,m=c,s
a(c)m
(
∂˜ΛFmΛ,kkq
)
GΛ,k+q − 2
∑
k′
Φ˜
(2),c
Λ,kk′0
dGΛ,k′
dΛ
, (22a)
dΦ˜
(2),c(s)
Λ,kk′q
dΛ
=
∑
m=c,s
a(c(s))m ∂˜ΛFmΛ,k,k+q,k′−k
+
∑
p,m=c,s
a(c(s))m FmΛ,k,p,k′−k
dΠmΛ,p,k′−k
dΛ
FmΛ,p,k+q,k′−k,
+
1
2
∑
p,m=ssc,tsc
b(c(s))m FmΛ,k,p,k′+k+q
dΠmp,k′+k+q
dΛ
FmΛ,p,k+q,k′+k+q, (22b)
where the coefficients in the charge- and spin channels are given by a
(c)
c = a
(s)
c = −a(s)s = 1/2,
a
(c)
s = 3/2, b
(c)
tsc = 3, b
(c)
ssc = b
(s)
tsc = −b(s)ssc = 1,
∂˜ΛFmΛ,kk′q =
[
Π
−1
Λ W
(2)
Λ V˜
m
q W
(2)
Λ Π
−1
Λ
]
kk′q,mm
, (23a)
W
(2),mm′
Λ,kk′q =
[
Π
−1
Λ + Φ
(2)
Λ
]−1
kk′q,mm′
, (23b)
FmΛ,kk′q =
[
ΠΛ +
(
Φ
(2)
Λ
)−1]−1
kk′q,mm
, (23c)
Π
mm′
Λ,kk′q = Π
m
Λ,k,qδkk′δmm′ (23d)
(we omit momenta/frequency indices in the matrix products with respect to k, k′); Πc(s)Λ,k,q =
2GΛ,kGΛ,k+q and Π
ssc(tsc)
Λ,k,q = GΛ,kGΛ,−k+q, here and in the following we denote s := sz,
ssc := ssc+, tsc := tscz,+ (the other components are accounted via the coefficients a
(c(s))
m
and b
(c(s))
m , reflecting the SU(2) invariance of the model). Eq. (23c) represents the Bethe-
Salpeter equation for the one-particle irreducible vertices F c(s)Λ,kk′q; the quantities ∂˜ΛF (2),c(s)Λ
can be represented as a certain scale derivative, ∂˜Λ = V˜
c(s)∂
Φ
c(s)
Λ
of these vertices.
The diagrammatic form of Eqs. (22) is shown in Fig. 2. The terms in the right-hand
side describe contributions from the non-local interaction (first term) and local interaction
(other terms), which are mixed during fRG flow. Second and third terms in the right-hand
side of equation (22b) generate fRG analogue of the parquet diagrams with the bare 2PI
interactions. The solution of Eq. (22b) corresponds to renormalization of the bare vertices
Φ
(2),c(s)
Λ=0 by non-local interaction, as well by particle-hole and particle-particle bubbles, in the
“transverse” direction with respect to that, in which the vector of the transfer momentum
and frequency q of Φ
(2),c(s)
Λ,kk′q is defined (see Fig. 2b).
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a)
b)
k k
k
k+q  k'+q k'+q
k'
k k
k'
k+q
k k'
k+q
FIG. 2: (Color online) The diagrammatic form of the right hand sides of Eqs. (22) for the non-
local self-energy
˙˜
ΣΛ,k (a) and the two-particle irreducible vertex
˙˜
Φ
(2),c(s)
Λ,kk′q (b). Wavy lines with dash
and triangular vertices correspond to the scale derivative of the two-particle interaction ∂˜ΛFmΛ , or,
equivalentely, γm∂˜ΛW
m
Λ γ
m (see text), solid lines correspond to the stationary Green functions GΛ,
the half filled square box - to the two-particle irreducible vertices Φ˜
(2),m
Λ , the filled square box - to
the 1PI vertex FmΛ . The line inside the boxes for F and Φ˜ is perpendicular to their direction of their
two-particle reducibility and irreducibility, respectively. The dash on the solid lines corresponds to
the derivative d/dΛ.
Substituting the bare local interaction Φ˜
(2),c(s)
Λ=0 = Φ
(2),c(s)
loc to the right-hand side of the
equation (22b), the result of the integration over Λ, which corresponds to first iteration
towards the solution of the differential equation, can be obtained analytically and represents
all possible ladder diagrams in the “transverse” channel:
Φ˜
(2),c(s)
Λ,kk′q = Φ
(2),c(s)
loc,νν′ω −
∑
m=c,s
a(c(s))m
[FmΛ,ν,ν+ω,k′−k −FmΛ=0,ν,ν+ω,ν′−ν]Φ˜Λ=Φloc
− 1
2
∑
m=ssc,tsc
b(c(s))m
[FmΛ,ν,ν+ω,k′+k+q −FmΛ=0,ν,ν+ω,ν′+ν+ω]Φ˜Λ=Φloc . (24)
Note that due to using the bare vertices Φloc, the vertices FmΛ in the square brackets depend
on momenta via the respective momentum transfers (k′− k for m = c(s) and k′+ k + q for
m = ssc, tsc) only. Subtraction of the Λ = 0 vertices (i.e. their local part) in Eq. (24) makes
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these vertices particle-hole irreducible in the “longitudinal” direction. The approximation
(24) is referred below as the “transverse channel ladder approximation”.
In general, the equations (22) should be solved numerically. Their relation to the equa-
tions of DMF2RG approach (or, more generally, the relation of 2PI to 1PI fRG approach)
for the local bare interaction V = V˜ = 0 is discussed in Appendix B.
B. Non-local susceptibilities and triangular vertices
The charge- and spin nonlocal susceptibilities can be obtained from the two-particle Green
function (23b) as
χ
c(s)
Λ,q = −
∑
kk′
ΠΛ,k,q
(
δkk′ + F c(s)Λ,kk′qΠΛ,k′,q
)
= −
∑
kk′
[
Π−1Λ,k,qδkk′ + Φ˜
(2),c(s)
Λ,kk′q − Λ(V c(s)q − vc(s)(iωn))
]−1
kk′
. (25)
In the beginning of the flow the Green function GΛ=0,k and susceptibilities χ
c(s)
Λ=0,q coincide
with their local counterparts Gloc(iνn) and χ
c(s)
loc (iωn), while in the end of the flow (at Λ = 1)
we obtain the non-local Green function GΛ=1,k = G
−1
0,k − Σ1,k and non-local susceptibilities
χ
c(s)
Λ=1,q.
In the approximation, which neglects the flow of the two-particle irreducible vertices, the
susceptibilities read
χ
c(s)
Λ,q =
∫
dνdν ′
[
(χ0Λ,ν,q)
−1δνν′ − Φ(2),c(s)loc,νν′ω + Λ(V c(s)q − vc(s)(iωn))
]−1
νν′
, (26)
where
χ0Λ,ν,q = −
∑
k
ΠΛ,k,q = −2
∑
k
GΛ,kνGΛ,k+q,ν+ω, (27)
and reproduce the result of the ladder approximation in the dual boson approach (see, e.g.,
Refs. [29, 30] and Appendix C) with fully renormalized Green’s functions (including non-
local self-energy); for v = 0 and Σ1,k = Σloc(iνn) (i.e. using DMFT as a starting point and
neglecting non-local self-energy corrections in the Green functions) we also reproduce the
result of ab initio ladder DΓA approach [22]. For Σ1,k = Σloc(iνn) the resulting susceptibility
χcΛ=1,q also fulfills charge conservation law, see Ref. [30].
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The susceptibilities (25) in their general form can be also rewritten introducing triangular
vertices (cf. Ref. [19])
γ
c(s)
Λ,k,q = Π
−1
Λ,k,q
∑
k′
[
Π−1Λ,k,qδkk′+Φ˜
(2),c(s)
Λ,kk′q ±U/2 + vc(s)(ω)
]−1
(28)
which yield random phase approximation (RPA)-like result (see Appendix C)
χ
c(s)
Λ,q =
φ
c(s)
Λ,q
1+U
c(s)
Λ,q φ
c(s)
Λ,q
, (29)
where
U
c(s)
Λ,q = ±U/2 + ΛV c(s)q + (1− Λ)vc(s)(ω) (30)
is the corresponding Λ-dependent non-local interaction and
φ
c(s)
Λ,q = −
∑
k
γ
c(s)
Λ,k,qΠΛ,k,q (31)
is the polarization operator (particle-hole irreducible susceptibility). The interaction (30)
switches from fully local to non-local interaction when Λ changes from zero to one, similarly
as the equation (15) switches from local to non-local Green function, such that the resulting
flow describes the inclusion of non-local degrees of freedom in both, single-particle and two-
particle interaction parts. The results (29) and (31) are similar to the susceptibilities in the
ladder DΓA approach [19, 22], except that here we do not necessarily assume the locality of
the 2PI vertices Φ˜
(2),c(s)
Λ,kk′q . Similarly to the λ-corrected DΓA approach[19, 22] one can correct
the susceptibility (χsΛ,q)
−1 → (χsΛ,q)−1 +λΛ, which also implies a correction of the 2PI vertex
ΦsΛ → ΦsΛ − λΛ, to fulfill a certain sum rule, e.g.
∑
q χ
s
Λ,q =
∑
ω χ
s
loc(ω). Applying the sum
rule avoids divergence of spin susceptibilities at low temperatures in two dimensions (and,
therefore, allows to fulfill Mermin-Wagner theorem).
C. The non-local correction to the self-energy
The non-local corrections to self-energy can be obtained from the Eq. (22a), which can
be again rewritten in terms of the triangular vertices (see diagrammatic form in Fig. 2). By
representing
ΣΛ,k = 2Λ
[
V cq=0 − vc(0)
]∑
k′
GΛ,k′ − 2
∑
k′
Φ
(2),c
loc,νν′0
[
GΛ,k′ −Gloc(iν ′)
]
+ ΣˆΛ,k, (32)
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with ΣˆΛ=0,k = Σloc(iνn), we find
dΣˆΛ,k
dΛ
= −2
∑
q,m=c,s
a(c)m γ
m
Λ,k,q
∂WmΛ,q
∂Λ
γmΛ,k+q,−qGΛ,k+q
+2
∑
k′
[
Φ
(2),c
loc,νν′0 − Φ˜(2),cΛ,kk′0
] dGΛ,k′
dΛ
, (33)
where
W
c(s)
Λ,q =
U
c(s)
Λ,q
1+U
c(s)
Λ,q φ
c(s)
Λ,q
(34)
is the renormalized effective interaction and the partial Λ-derivative in the right hand
side of Eq. (33) acts on U
c(s)
Λ,q only. The first term in the right-hand side of Eq. (32)
represents change of the Hartree correction to the self-energy because of switch on the
non-local interaction and can be absorbed into the chemical potential if we represent
µΛ = µ˜Λ + 2Λ
[
V cq=0 − vc(0)
]∑
k′ GΛ,k′ ; according to the initial condition then µ˜Λ=0 = µloc.
On the other hand, the second term in the Eq. (32) represents a correction to the local part
of the self-energy due to change of the local Green function with Λ. We do not consider this
correction in the following, since we assume that (E)DMFT provides a correct local starting
point (as shown e.g., by the comparison to numerical results for the self-energy in Sect.
IV A). We therefore consider ΣˆΛ=1 as the physical self-energy up to the above mentioned
shift of the chemical potential.
The equation (33) has a differential form, which differs the considered approach from
previously considered non-local extentions of EDMFT. The first term in this equation has the
structure, which is similar to the DB-GWγ [31], and TRILEX [37] approaches; in contrast to
these approaches it however describes mainly the contribution of the non-local interaction
(note that ∂WmΛ,q/∂Λ = 0 in the absence of non-local interaction). The contribution of
the local interaction is accounted mainly via the second term in Eq. (33), although the
contributions of both types of interactions are mixed because of the renormalization of
the vertices. Despite the similarity to EDMFT+GW approach, the considered approach
essentially improves the results of the former method (see next Section) due to account of
non-local four- and three-point (triangular) vertices in Eqs. (31) and (33).
The approximation, which keeps only the ladder diagrams in the non-local self-energy
(33) (denoted in the following as the ladder approximation) can be obtained by using the
transverse-channel ladder approximation (24) in the second term of the right-hand side of
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Eq. (33). At the same time, in the first term of this equation, as well as in the cor-
responding susceptibilities (26) and triangular vertices (28), it is consistent then to use
Φ˜
(2),c(s)
Λ,kk′q = Φ˜
(2),c(s)
Λ=0,kk′q = Φ
(2),c(s)
loc,νν′ω to stay on the level of ladder diagrams. The results of the
ladder and non-ladder approximations are considered in the next Section.
Note that in general, the 2PI vertices may suffer from the divergences [46–48], which
are likely related to the property of Luttinger-Ward functional being not uniquely defined
[49, 50]. Although it is not obvious how these divergences can be circumvented in general
case (which we postpone to future studies), we stress that the 1PI vertices Fm in the right-
hand side of Eqs. (22) are well defined (and not divergent) for the bare (E)DMFT 2PI
vertices. In particular, the above discussed ladder approximation, which contains only the
vertices Fm with the bare local 2PI vertices (in view of Eqs. (24), (33)), does not suffer
from the mentioned divergences. This also allows us to suppose that if the 2PI vertices do
not change strongly with respect to their bare values, one can expect that the right-hand
sides of Eqs. (22b) and (33) are still well defined. We show below that at least sufficiently
close to the divergence the equations (22) in a certain vertex projection scheme do not lose
their applicability.
IV. NUMERICAL IMPLEMENTATION AND RESULTS
For numerical implementation of (E)DMFT we use hybridization expansion continous-
time QMC method within iQIST package of Refs. [53, 54], choosing Nb = 46 to 76 non-
negative bosonic and Nf = 60 to 180 fermionic Matsubara frequencies for the vertex calcu-
lation. We use the 2PI vertices obtained in (E)DMFT (without performing further adjust-
ment of bath Green function) as an input of Eqs. (24) and (33) in the ladder approach and
Eqs. (22b) and (33) in the non-ladder approach, and account for the symmetries of the two
fermion and fermion-boson vertices considered in Ref. [29].
In the numerical implementation of the 2PI fRG approach we consider the truncation of
Eq. (22b), which is restricted to the contribution of charge and spin vertices in the right-hand
side. In the non-ladder 2PI fRG approach we parametrize the momentum dependence of the
corresponding irreducible vertices as Φ˜
c(s)
Λ,kk′q = ϕ
c(s)
Λ,νν′ω(k
′ − k), i.e. assume that they depend
strongly on the momentum transfer k′− k only. This is motivated by the form of the right-
hand side of Eq. (22b), as well as the ladder approximation (24). To simplify solution of
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Bethe-Salpeter equations, which determine F c(s) in the right-hand side of Eqs. (22) and (33),
we approximate the vertices Φ˜c(s) in the Bethe-Salpeter equation (23c) by their local values∑
p ϕ
c(s)
Λ,νν′ω(p). This approximation can be considered as the lowest order approximation
projecting momentum dependences of ϕmΛ (p) onto set of the form factors, among which we
choose the constant form factor only, cf. Refs. [44, 55]. For parameterization of momentum
dependences we choose 10×10 momenta points in each quadrant of the Brillouin zone. The
maximal numerical effort for the solution of fRG equations in this form is approximately
500 core∗hours, which is an order of magnitude smaller than calculating (E)DMFT vertices
for considered number of frequencies.
A. Numerical results for the local bare interaction
As an example of the application of the developed approach, we consider first the two
dimensional half filled Hubbard model on the square lattice with k = −2t(cos kx + cos ky),
µ˜Λ = µloc, V
c(s)
q = vc(s)(iω) = 0. We choose the interaction U = 4t, which is considered
sufficiently close to the divergence of charge 2PI vertex [46, 49]. Indeed, the DMFT calcula-
tion yields Φ
(2),c
loc,ν1,ν1,0
' −12t at the considered temperature T = 0.5t, where ν1 = piT is the
first fermionic Matsubara frequency. In Fig. 3 we present the results for the self-energy and
compare them to the results of diagrammatic determinant Monte Carlo (DDMC) method
[49], which are also close to the results of Blankenbecler-Sugar-Scalapino quantum Monte
Carlo approach [56]. One can see that the considered truncation yields almost correct real
part of the self-energy and slightly underestimates non-local contribution to the imaginary
part. We also compare the obtained results to the results of the solution of Eq. (33) in the
ladder approximation (24). The ladder approximation yields smaller non-local correction
to the self-energy, yet it reproduces qualitatively correct the momentum dependence of the
self-energy.
B. Application to the U-V Hubbard model
Let us consider next the application of the developed method to studying charge insta-
bility in the two dimensional extended U -V half filled Hubbard model on the square lattice
with V cq = 2V (cos qx + cos qy), V
s
q = 0, and the same dispersion k as in Sect. IV A, which
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FIG. 3: (Color online) Real (upper set of lines) and imaginary (lower set of lines) parts of
ΣΛ=1,k,ν1 at first Matsubara frequency ν1 = piT for Hubbard model with U = 4t, T = 0.5t in
the EDMFT+2PI-fRG approach (dot-dashed lines, circles), as well as the ladder EDMFT+2PI-
fRG approach (dashed lines, triangles). Symbols mark each second point of the momentum grid
in selected directions. For comparison, the DDMC results of Ref. [49] (solid lines) are presented.
was chosen as a test for previously developed approaches[29, 31, 57–60]. As a starting point
of 2PI-fRG scheme we choose EDMFT solution with vs(ω) = 0 and vc(ω), fulfilling Eq.
(7b). We then solve fRG equations (22b) and (33) with the parameterization of vertices, de-
scribed in the beginning of this Section. To study sufficiently low temperatures we introduce
λΛ-correction to the vertex Φ
s
Λ as described in Sect. III B.
We detect charge instability by vanishing inverse charge susceptibility (29) in the end
of the flow. Since the charge density wave susceptibility with the wave vector Q = (pi, pi)
diverges most strongly in the considering case, we consider only this instability; the condition
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FIG. 4: (Color online) Phase boundary of charge density wave instability at β = 1/T = 12.5t−1,
obtained in the EDMFT+2PI-fRG ladder (solid orange line, crosses) and the non-ladder approach
(violet crosses), compared to the results of the EDMFT approach [29, 57] (dashed violet line with
circles), dual boson (DB, Π, Σ) ladder approach [29] (dot-dashed green line, squares), the DB-GWγ
approach [31] (dot-dot-dashed blue line, triangles), EDMFT+GW approach in HS-UV decoupling
(red dot-dot-dot dashed line, downward triangles) and dynamic cluster approximation [60] (green
rhombs). Dotted line denotes the result of RPA and long-dashed black line corresponds to RPA
at T = 0, V cRPA,T=0 = U/8. The lower-right inset shows zoom of the results for U = 6t.
for the instability has mean-field-like or RPA-like form
1+(U/2− 4V )φcΛ=1,Q,ω=0 = 0. (35)
The renormalized polarization operator φc contains, however, in contrast to RPA, self-energy
and vertex corrections according to the Eqs. (28) and (31).
The boundaries of the charge density wave instability in the presented approaches at the
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FIG. 5: (Color online) Fermionic frequency dependence of static triangular vertices γ1,νn,q in the
charge channel at β = 1/T = 12.5t−1, obtained in the end of the flow of the ladder EDMFT+2PI-
fRG approach for q = (pi, 0) (dash-doted lines), q = (pi, pi) (solid lines), compared to the local
vertices of the EDMFT approach (dashed line) for U = 2t, V = 0.524t (blue lines, circles),
U = 4t, V = 1.02t (green lines, squares), and U = 8t, V = 2.592t (red lines, triangles) near the
phase boundary to CDW instability. Dotted lines show the triangular vertex at q = (pi, pi) in
EDMFT+2PI-fRG approach beyond ladder approximation (see text). Symbols mark each fourth
Matsubara frequency.
temperature T = 0.08t are shown and compared to earlier results in Fig. 4. The results of the
ladder approximation, discussed in the end of Sect. III C are close to the results, obtained
within DB approach [29]. Due to account of non-local corrections to triangular vertices
(28), the considered methods yield better agreement with the DB approach, than the DB-
GWγ approach of Ref. [31], which uses local triangular vertices. The obtained momentum
dependence of the triangular vertices is rather strong and shown in Fig. 5. At sufficiently
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large interactions U we find that the renormalized polarization operator φΛ,q,ω=0 becomes
weakly momentum dependent, and, therefore, approaches its local value. While this weak
momentum dependence of φΛ,q,ω=0 appears as a result of peculiar frequency dependence
of the particle-hole irreducible vertex Φ
(2),c
loc,νν′0, it can be also viewed as a cancellation of
momentum dependence of the bare susceptibility χ0Λ,ν,q and the vertex γ
c
Λ,ν,q in Eq. (31).
We have verified that slight increase of the obtained critical Vc of charge instability in the
ladder approximation in comparison to the results of the dual boson approach is mainly due
to the effect, which was not accounted in Ref. [29], namely the contribution of non-local
spin correlations (the terms, containing F sΛ in the right-hand side of Eq. (24)) to the self-
energy (33). Although both, ladder and non-ladder EDMFT+2PI-fRG approaches agree
well with recent dynamic cluster approximation (DCA) study [60], interestingly enough, the
fRG analysis within Eq. (22b) beyond the ladder approximation (which we have performed
up to U = 6t) yields somewhat smaller critical interaction and better agreement with DCA
data of Ref. [60] for U = 4t. This can be attributed to another effect, not contained in
ladder versions of DB and EDMFT+2PI-fRG approaches, namely to the renormalization
of 2PI charge vertex by charge and (mainly) spin correlations in the “transverse” channel,
which enhance charge instability, since a
(c)
c,s > 0, and countervail the above mentioned effect
of increase of critical interaction because of the increase of electronic damping due to spin
correlations.
We note also that EDMFT+GW approach in HS-V decoupling form [58] yields much
smaller critical interaction V than the above discussed approaches. The results of HS-UV
decoupling of EDMFT+GW approach, obtained in Ref. [59], are shown in Fig. 4 and they
are numerically closer to the dual boson approach, but the slope of the boundary of charge
instability at small V is strongly different from the above discussed approaches.
The boundary of the stability of charge density wave phase, obtained in mean-field (or
RPA) approach follows from Eq. (35) by replacing dressed polarization operator φc with the
bare one, φc,0q = −2
∑
kG0,kG0,k+q and can be written in the form V
c
RPA = U/8+1/(4φ
c,0
Q,ω=0)
(see also Ref. [61]). One can see that it has the same slope at small U as the obtained phase
boundary in more sophisticated approaches, but strongly underestimates the obtained crit-
ical interaction V at finite U . While this holds at finite temperatures considered, it is inter-
esting to discuss the possibility of charge instability at T → 0. In the weak-to-intermediate
coupling regime assuming Fermi-liguid form of the fermionic self-energy (which according
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to our results holds for the studied interaction U range), one expects that φΛ=1,Q,ω=0 di-
verges logarithmically at T → 0, and therefore charge instability occurs at V cRPA,T=0 = U/8
in both, RPA and the considered approach, including self-energy and vertex corrections
(the same result applies to the DB approach as well). This logarithmic divergence is,
however, weakened by the vertex corrections, since, according to the Eq. (31) we find
φΛ=1,Q,ω=0 ∝ γcΛ=1,ν→0,Q,ω=0 ln(t/T ) and the vertices γc are suppressed by both, local and
non-local correlations (see Fig. 5). This implies suppression of transition temperatures at
intermediate U due to above mentioned vertex corrections. On the other hand, as mentioned
above, in the strong coupling regime the renormalized polarization operator φΛ=1,Q,ω=0 ap-
proaches its local value, and, therefore it is weakly temperature dependent. In this regime
even at T → 0 the boundary of charge instability is expected to approach EDMFT result.
The crossover or transition between the two regimes (corresponding to change from itinerant
to localized behavior) will be studied elsewhere. Also, at T → 0 charge instability competes
with the spin density wave and therefore the former may become dominant instability in
the ground state at larger value of the non-local interaction V c,dom than the interaction V c
determined from the vanishing of inverse charge susceptibility (e.g., in the RPA comparison
of the inverse charge and spin susceptibilities yields V c,domRPA,T=0 = U/4).
V. CONCLUSIONS
In conclusion, we have presented a general EDMFT+2PI-fRG approach, which consid-
ers the 2PI functional renormalization-group flow, starting from the (extended) dynamical
mean-field theory. The considered approach operates directly with the physical interaction
WΛ,q, whose Λ-dependence reflects only to which extent the bare local Coulomb interaction
v(ω) is replaced by its non-local counterpart Vq, and the physical Green functions GΛ,k,
where also Λ-dependence reflects growing effect of the non-local contributions (replacing
local bath Green function of (E)DMFT by the non-local lattice one and introducing the
non-local self-energy part) instead of the corresponding dual quantities.
We have shown that for purely local interactions the considering approach describes non-
local corrections to the self-energy due to charge- and spin correlations. For the non-local
interaction, in the simplest truncation of scale-independent 2PI vertices the susceptibilities
in the considering approach have the same form as in the ladder approximation in the dual
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boson (DB) [28–30] and ab initio DΓA approach [22]. At the same time, the EDMFT+2PI-
fRG approach allows to consider an interplay of charge- and spin correlations in the presence
of non-local interactions.
We have tested the proposed approach by comparing the self-energy for purely local
interaction with the results of numerical DDMC calculations and by studying the possibility
of charge instability in the half filled two-dimensional extended U − V model. For the
latter model we have shown that the considered method allows to obtain results, which are
close to the dual boson approach and dynamic cluster approximation, improving the dual
boson approach by treatment of the effect of spin correlations on charge instability. We
have traced the origin of strong enhancement of critical interaction V c in comparison to the
mean-field (RPA) result V cRPA = U/8 + const in the intermediate-to-strong coupling regime,
which appears because of substantial local and non-local vertex corrections. We have also
shown that the effect of spin correlations on charge density wave phase boundary is small,
and leads to weak decrease of critical next-nearest neighbor repulsion for charge instability
in comparison to the ladder approximation.
Although the current version of the approach is in general not conserving, since the
used truncations (neglecting Aslamazov-Larkin diagrams, approximation of Φ(3) vertex, ex-
pressing it through the two-particle vertices, and neglecting contributions of higher order
vertices) violate conservation laws, improvements of the proposed approach accounting for
the Aslamazov-Larkin diagrams and using better approximations for the vertices Φ(3,4) are
expected to provide better fulfillment of conservation laws and should be investigated in
future.
Similarly to the dual fermion and dual boson approaches, the presented approach can be
also applied self-consistently: the non-local self-energy, determined in the end of the flow,
can produce the new local Green function, which allows to adjust the bath Green functions
of the local problem. Investigation of this possibility is also postponed for future studies.
The proposed scheme is rather general, and more sophisticated truncations can be used to
improve the results of the mentioned approaches. Numerical investigations of the presented
equations will allow to study the concrete phenomena, such as charge- or spin-density wave
instabilities in strongly-correlated systems, as well as screening of the long-range Coulomb
interaction in the presence of strong electronic correlations.
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Appendix A: Derivation of 2PI fRG equations for self-energy and vertex
To derive the 2PI-fRG equations, we follow the standard strategy, outlined in Refs. [39,
40]. Differentiating Eqs. (12) and (13) with respect to Λ, we find (WΛ = lnZΛ):
W˙Λ[J ] =
1
ZΛ
∑
k
∂G−10Λ,k
∂Λ
δZΛ
δJ ck,0
− 1
2ZΛ
∑
kk′q,m
V˜ mq
δ2ZΛ
δJmkqδJ
m
k′,−q
= −1
2
∑
kk′q,m
V˜ mq
(
δ2WΛ
δJmkqδJ
m
k′,−q
+
δWΛ
δJmkq
δWΛ
δJmk′,−q
)
+
∑
k
∂G−10Λ,k
∂Λ
δWΛ
δJ ck,0
. (A1)
The first derivative of WΛ is obtained from Eq. (17) as δWΛ/δJ
m
k,q = G
m
k,k+q, while for
obtaining second derivative we differentiate Eq. (13) twice:
Γ
(2),mm′
Λ,kk′q ≡
δ2ΓΛ
δGmk,k+qδG
m′
k′+q,k′
= −[Πmm′kk′q ]−1 − Φ(2),mm
′
Λ,kk′q =
[
W
(2),mm′
Λ,kk′q
]−1
, (A2)
where [Πmm
′
kk′q ]
−1 is defined after Eq. (20) and W (2),mm
′
Λ,kk′q =
[
Γ
(2),mm′
Λ,kk′q
]−1
=
−
[
Π−1 + Φ(2)Λ
]−1
kk′q,mm′
is the corresponding susceptibility, the inversion is performed with
respect to momentum k, k′ and channel m,m′ indices. From this we find
Γ˙Λ[G] = −1
2
∑
kk′q,m
V˜ mq
[
Π−1 + Φ(2)Λ
]−1
kk′q,mm
−
∑
k
∂G−10Λ,k
∂Λ
Gck,k (A3)
+
1
2
∑
q,kk′,m
V˜ mq G
m
k,k+qG
m
k′+q,k′ ,
Φ˙Λ[G] =
1
2
∑
kk′q,m
V˜ mq
[
Π−1 + Φ(2)Λ
]−1
kk′q,mm
− 1
2
∑
kk′q,m
V˜ mq G
m
k,k+qG
m
k′+q,k′ . (A4)
Taking variational derivatives over G we obtain
Φ˙
(1),m
Λ,k,q =
δΦ˙Λ
δGmk,k+q
=
1
2
∑
k′k′′q′,m′
V˜ m
′
q′
{[
Π−1 + Φ(2)Λ
]−1
Π−1 (A5)
× δΠ
δGmk,k+q
Π−1
[
Π−1 + Φ(2)Λ
]−1}
k′k′′q′,m′m′
− V˜ mq
∑
k′
Gmk′+q,k′
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Φ˙
(2),mm′
Λ,kk′q =
δΦ˙Λ
δGmk,k+qδG
m′
k′+q,k′
= − V˜ mq δmm′
+
1
2
∑
k′′k′′′q′m′′
V˜ m
′′
q′
{[
Π−1 + Φ(2)Λ
]−1
Π−1
δΠ
δGm
′
k′+q,k′
Π−1
×
[
Π−1 + Φ(2)Λ
]−1
Π−1
δΠ
δGmk,k+q
Π−1
[
Π−1 + Φ(2)Λ
]−1
−V˜ m′′q′
[
Π−1 + Φ(2)Λ
]−1
Π−1
δΠ
δGmk,k+q
Π−1
δΠ
δGm
′
k′+q,k′
Π−1
×
[
Π−1 + Φ(2)Λ
]−1
+ (k↔ k′, q↔ − q,m↔m′)
}
k′′k′′′q′,m′′m′′
−1
2
∑
k′′k′′′m′′
V˜ m
′′
k′−k
{[
Π−1 + Φ(2)Λ
]−1
Π−1
δ2Π
δGmk,k+qδG
m′
k′+q,k′
Π−1
×
[
Π−1 + Φ(2)Λ
]−1}
k′′k′′′,k′−k,m′′m′′
. (A6)
In the derivation of equations (A5) and (A6) we have neglected the dependence of Φ(2) in
the right-hand side of Eq. (A4) on G, which implies neglecting contributions, containing
higher-order vertices (Φ(3) for Φ˙(1) and Φ(3,4) for Φ˙(2)), cf. Refs. [39, 40]. This corresponds to
neglect of the contribution of three- and four- particle processes to the renormalization of one-
and two-particle vertices, keeping only contribution of the two-particle processes. While the
neglected contributions may be important to describe critical behavior near phase transitions
(e.g., four-particle contributions correspond in terms of bosonic degrees of freedom φ to the
φ4 interaction between critical modes), their consideration is beyond the scope of the present
paper.
An explicit calculation of the polarization operators yields
Π
c(s),c(s)
kk′q =
(
Gck,k′G
c
k′+q,k+q +G
s
k,k′G
s
k′+q,k+q ±G+k,k′G−k′+q,k+q
)
/2,
Π+−kk′q = G
c
k,k′G
c
k′+q,k+q −Gsk,k′Gsk′+q,k+q,
Πcskk′q = (G
c
k,k′G
s
k′+q,k+q +G
s
k,k′G
c
k′+q,k+q)/2,
Π
c(s),±
kk′q = (G
c(s)
k,k′G
±
k′+q,k+q +G
±
k,k′G
c(s)
k′+q,k+q)/2, (A7)
where Gskk′ corresponds to sz component of the Green function in the spin channel, and G
±
kk′
corresponds to its sx ± isy components. Simplifying, we find at the stationary point
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Φ˙
(1),m
Λ,k ≡ Φ˙
(1),m
Λ,k,0 =
∑
q,m′=c,s
a
(m)
m′
[
Π
−1
Λ W
(2)
Λ V˜
m′
q W
(2)
Λ Π
−1
Λ
]
k,k,q,m′,m′
G
m
Λ,k+q
−V˜ mq=0
∑
k′
G
m
Λ,k′ +
∑
k′,m′
Φ
(2),mm′
Λ,kk′0
dG
m′
Λ,k′
dΛ
, (A8)
Φ˙
(2),mm′
Λ,kk′q =
∑
q′m′′=c,s
c
(m,m′)
m′′m′′′
{
[Π
−1
Λ W
(2)
Λ V˜
m′′
q′ W
(2)
Λ Π
−1
Λ ]m′′m′′GΛ
× [Π−1Λ W (2)Λ,q′−qΠ−1Λ − Π−1Λ ]m′′′m′′′GΛ
}
k′′k′′′
− V˜ mq δmm′
+
∑
m′′=c,s
a
(m)
m′′ [Π
−1
Λ W
(2)
Λ V˜
m′′
k′−kW
(2)
Λ Π
−1
Λ ]k,k+q,k′−k,m′′m′′δmm′
+
∑
k′′,m′′
Φ
(3),mm′m′′
Λ,kk′q;k′′
dG
m′′
Λ,k′′
dΛ
, (A9)
where last term in each equation appears because of the dependence of stationary Green
function on Λ (cf. Ref. [38]); the coeffitients a
(m)
m′ , are given after the Eqs. (22) of the
main text, and c
(m,m′)
m′′m′′′ are some coefficients. In the main text of the paper we neglect
“Aslamazov-Larkin” contribution (first term in the r.h.s. of Eq. (A9)), which is a rather
common approximation (cf. Ref. [34]). Second terms in the right hand sides of the Eqs.
(A8) and (A9) can be removed by representing
Φ
(1),m
Λ,k = Φ˜
(1),m
Λ,k − ΛV˜ mq=0
∑
k′
G
m
Λ,k′
Φ
(2),mm′
Λ,kk′q = Φ˜
(2),mm′
Λ,kk′q − ΛV˜ mq δmm′ (A10)
which implies also a change Φ
(2),mm′
Λ,kk′q → Φ˜(2),mm
′
Λ,kk′q in the last term in the right-hand side of
Eq. (A8). Representing Φ
(3)
as all possible combinations of FmGΛFm (which generalizes
the representation of this vertex as combinations of Φ(2)GΦ(2) in Refs. [38, 40]), we obtain
Eqs. (22) of the main text. Note that in the considered approximation the three-particle
vertex in Eq. (A9) corresponds to the two-particle contribution to Φ(2), in contrast to the
terms, neglected in the Eqs. (A5) and (A6).
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Appendix B: Relation to the one-particle-irreducible approach for vanishing non-
local interaction
In this Appendix we consider the relation of the 2PI-fRG equations (22) for vanishing non-
local interaction to the equations of the DMF2RG approach. More generally, this concerns
the relation between 2PI and 1PI fRG approaches. The equations of the latter approach
can be written in the form (see, e.g., Ref. [45]; for the diagrammatic representation see Fig.
4 of that paper)
dΣΛ,1
dΛ
= FΛ,12,12SΛ,2 (B1a)
dFΛ,12;1′2′
dΛ
= −1
2
FΛ,12,1′′2′′
dPΛ,1′′2′′
dΛ
FΛ,1′′2′′,1′2′ + FΛ,12′′,1′1′′
dPΛ,1′′2′′
dΛ
FΛ,1′′2,2′′2′
−FΛ,12′′,2′1′′ dPΛ,1′′2′′
dΛ
FΛ,1′′2,2′′1′ + F
(6)
Λ,121′′,1′2′1′′SΛ,1′′ , (B1b)
where FΛ,12;1′2′ and F
(6)
Λ,123;1′2′3′ are the two- and three-particle 1PI interaction vertices, re-
spectively, indexes 1 = (σ1, k1) etc. denote spin-, and frequency-momenum variables, the
first pair of indexes (1, 2) in the vertex FΛ,12;1′2′ corresponds to incoming, and second pair
(1′, 2′) to the outgoing particles, we assume spin-, momentum- and frequency conservation
in the vertices, and PΛ,1′′2′′ = GΛ,1′′GΛ,2′′ . The Green functions are assumed spin indepen-
dent, the“single-scale” propagator SΛ,k = −G2Λ,k(dG−10Λ,k/dΛ), and we have performed the
replacement [62] S → dG/dΛ in the equation (B1b).
The equation (B1a) can be put easily in the 2PI form by accounting for spin independence
of SΛ and introducing F
c(s)
Λ,12;1′2′ = −F ↑↑Λ,12;1′2′ ∓ F ↑↓Λ,12;1′2′ , where F ↑↑,↑↓Λ,12;1′2′ denote vertices
FΛ,12;1′2′ with σ1 = σ
′
1 =↑ and σ2 = σ2′ =↑, ↓, respecively (1 = k1 etc.). Representing
F
c(s)
Λ,12;12 = 2[1 + Φ
(2),c(s)
Λ,11′,0ΠΛ,1′,0]
−1
1,1′Φ
(2),c(s)
Λ,1′2,0, (B2)
SΛ,1 = dGΛ,1/dΛ− (ΠΛ,1,0/2)(dΣΛ,1/dΛ), (B3)
where ΠΛ,k,0 = 2G
2
Λ,k, we obtain the equation
Σ˙Λ,1 = −2Φ(2),cΛ,1,2,0
dGΛ,2
dΛ
, (B4)
which is identical to the equation (22a) for V = V˜ = R = 0.
To outline the derivation of equations for 2PI vertices, we consider for concreteness charge
and spin channels. By combining equations for F ↑↑Λ,12;1′2′ and F
↑↓
Λ,12;1′2′ and introducing in
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addition to charge- and spin vertices singlet and triplet components, defined by F
ssc(tsc)
Λ,12;1′2′ =
(Γ↑↓Λ,12;1′2′ ∓ Γ↓↑Λ,12;1′2′)/2, where F ↓↑Λ,12;1′2′ = FΛ,12;1′2′ with σ1 = σ′2 =↑ and σ2 = σ1′ =↓, we
find
dF
c(s)
Λ,12;1′2′
dΛ
=
∑
m=ssc,tsc
b(c(s))m F
m
Λ,12,1′′2′′
dPΛ,1′′2′′
dΛ
FmΛ,1′′2′′,1′2′ − F c(s)Λ,12′′,1′1′′
dPΛ,1′′2′′
dΛ
F
c(s)
Λ,1′′2,2′′2′
+
∑
m=c,s
a(c(s))m F
m
Λ,12′′,2′1′′
dPΛ,1′′2′′
dΛ
FmΛ,1′′2,2′′1′ + F
(6) ∗ S (B5)
where a
(c,s)
m are defined after Eqs. (22) of the paper, ∗ stands for summation over respective
spin-, momenta-, and frequency indexes, and we have accounted that due to SU(2) symmetry
F ↑↓12;1′2′ = −F s12;2′1′ , F ↑↑Λ,12;1′2′ = 2F trΛ,12;1′2′ . On the next step we use again equation (B2).
By differentiating this equation we obtain
dF
c(s)
Λ,12;1′2′
dΛ
= −1
2
[
F
c(s)
Λ
.
ΠΛF
c(s)
Λ
]
11′;22′
+ 2
{
[1 + Φ
c(s)
Λ ΠΛ]
−1 .Φ
c(s)
Λ [1 + ΠΛΦ
c(s)
Λ ]
−1
}
11′;22′
(B6)
where matrix multiplication and inversion with respect to specified groups of indexes is
assumed; ΠΛ is considered as diagonal matrix. Combining Eqs. (B5) and (B6) we obtain
dΦ
c(s)
Λ,12;1′2′
dΛ
=
1
2
[1 + Φc,sΛ ΠΛ]11˜;22˜
{ ∑
m=ssc,tsc
b(c(s))m F
m
Λ,1˜2˜,1′′2′′
dPΛ,1′′2′′
dΛ
Fm
Λ,1′′2′′,1˜′2˜′ (B7)
+
∑
m=c,s
a(c,s)m F
m
Λ,1˜2
′′
,2˜′1′′
dPΛ,1′′2′′
dΛ
Fm
Λ,1′′2˜,2′′1˜′ + F
(6) ∗ S
}
[1 + ΠΛΦ
c,s
Λ ]1˜′1′;2˜′2′
The factors [1 + Φc,sΛ ΠΛ] remove the two-particle reducible contributions. However, such
contributions can be generated by the three-particle vertex term F (6)∗S only; when this term
is neglected the mentioned factors remove the diagrams which are not added. This situation
is similar to the one appearing in the dual fermion approach [63] where the self-energy
acquires spurious denominator, which does not have any diagrammatic representation, due
to neglect of the three-particle vertices. Therefore, at the two-particle level it is consistent
to omit these factors when neglecting F (6); the final equation for the two-particle vertex
therefore reads
dΦc,sΛ,12;1′2′
dΛ
=
1
2
{ ∑
m=ssc,tsc
b(c(s))m F
m
Λ,12,1′′2′′
dPΛ,1′′2′′
dΛ
FmΛ,1′′2′′,1′2′
+
∑
m=c,s
a(c,s)m F
m
Λ,12′′,2′1′′
dPΛ,1′′2′′
dΛ
FmΛ,1′′2,2′′1′
}
(B8)
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and it is consistent with the equation (22b) of the paper, if we take into account that
F
ssc(tsc)
Λ,12,1′2′ = F ssc(tsc)Λ,1,1′,1+2, F s(c)Λ,12,1′2′ = 2F s(c)Λ,1,1′,2′−1, where the vertices in the right-hand sides
refer to those used in the main text of the paper.
Appendix C: The equivalence of the susceptibility (26) to the result of the dual
boson approach
The physical charge or spin susceptibility in the dual boson approach is given by [30]
Xq =
1
1/Π
(1)
q + Vq − v(ω)
, (C1)
where
Π(1)q = 2
∫
dν ′′
∫
dν ′χ0ν′,q
[
δν′ν′′ − Φ(2)loc,ν′ν′′ωχ0ν′′,q
]−1
ν′ν′′
,
χ0ν,q = −2
∑
kG1,kνG1,k+q,ν+ω is the Λ = 1 limit of the Eq. (27), and we consider here only
one specific channel (charge or spin). Now we introduce the quantities
Φνν′q = [(χ
0
ν,q)
−1δνν′ − Φ(2)loc,νν′ω + U˜q]−1 = χ0νq[δνν′ − (Φ(2)loc,νν′ω − U˜q)χ0ν′,q]−1,
φq =
∫
dνdν ′Φνν′q (C2)
with some U˜q. Then we obtain
Π(1)q =
∫
dνdν ′dν ′′dν ′′′χ0ν,q
[
δνν′ − Φ(2)loc,νν′ωχ0ν′q + U˜qχ0ν′,q
]−1
νν′
×
[
δν′ν′′ − Φ(2)loc,ν′ν′′ωχ0ν′′,q + U˜qχ0ν′′,q
] [
δν′′ν′′′ − Φ(2)loc,ν′′ν′′′ωχ0ν′′′,q
]−1
ν′′ν′′′
=
∫
dνdν ′Φνν′q
{
1 + U˜q
∫
dν ′′dν ′′′χ0ν′′,q
[
δν′′ν′′′ − Φ(2)loc,ν′′ν′′′ωχ0ν′′′,q
]−1
ν′′ν′′′
}
= φq(1 + U˜qΠ
(1)
q ). (C3)
Therefore,
Π(1)q =
1
φ−1q − U˜q
, (C4)
and
Xq =
1
φ−1q − U˜q + Vq − v(ω)
. (C5)
The choice U˜q = Vq − v(ω) yields Xq = φq =
∫
dνdν ′[(χ0ν,q)
−1δνν′ − Φ(2)loc,νν′ω + Vq − v(ω)]−1νν′ ,
which is equivalent to the Eq. (26) of the main text at Λ = 1. On the other hand, choosing
27
Uq = ∓U/2− v(ω) leads us to the Λ = 1 limit of the Eqs. (29) and (31) of the main text for
the local 2PI interaction Φ˜
(2),c(s)
Λ,kk′q = Φ
(2),c(s)
loc,kk′q. Analogously one can prove the equivalence of
Eqs. (25) and (29) for arbitrary Λ and non-local 2PI interaction, by replacing integrals over
frequencies by the corresponding momenta-frequency sums and appropriately choosing U˜q.
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