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Abstract-we consider a variant of on-line scheduling, where partial information on future jobs 
is known beforehand. Assume that the last job will be the longest (with the longest execution time). 
We provide the beat possible on-line algorithms with competitive ratios \/z and 3/2, respectively, 
for m = 2 and 3, where m is the number of machines. @ 2002 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
In classical scheduling models, it is assumed that full information on the jobs to be scheduled 
is available in advance. Such a situation is termed o&line scheduling. In many applications, 
however, this is not realistic because decisions have to be made before information on the jobs 
is known, In contrast to off-line scheduling, such a situation is termed on-line scheduling. In 
most on-line scheduling problems, it is assumed that jobs become available one by one. The 
information on the next job is not known until the current job is assigned. As soon as a job has 
been assigned, it cannot be moved again. For a survey of the results of various on-line paradigms 
reported in the literature, we refer to [l]. 
As stated above, an on-line algorithm works in the situation with no information on future 
jobs, while an off-line algorithm works in the situation with full information on jobs. In a list 
scheduling algorithm, jobs are placed onto a list, often in an arbitrary order. The algorithm 
always schedules the first available job on the list of unscheduled jobs whenever a machine is idle. 
If a list scheduling algorithm works with an arbitrary list of jobs, we name this algorithm as LS. 
Since LS requires no knowledge of active and future jobs, it is obviously an on-line algorithm. 
If processing times of the jobs are known and the job list is sorted in order of nonincreasing 
processing times, then such a list scheduling algorithm is known as LPT (longest processing time 
job first), which works much better than LS. Clearly, LPT is an off-line algorithm since it sorts 
all jobs in some order, based on the known information, before scheduling them. 
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Note that on-line and off-line are two extreme cases. It will be interesting investigate cases 
in between on-line and off-line. Recently, there have been some publications on a semion-line 
information is known in advance or given during 
the scheduling. 
equivalent to a two-machine 
semion-line version in which a job list will be ended by a longest job; in 
other words, the last job in the list is the one with the longest time. We denote this 
problem by LL (longest last). 
The rest of this paper is organized as follows. Section 2 provides some notations and preliminary 
two-machine case. A best possible algorithm is devised to match 
a lower bound fi (an number). In Section 4, we provide a simple algorithm which is 
shown to be the best possible for the three-machine Conclusions are given in Section 5. 
2. NOTATION AND PRELIMINARY ANALYSIS 
Let C*(L) and CA(L) denote, respectively, the makespan given by an optimal algorithm and 
the makespan produced by an on-line algorithm A for an input job list L. The competitive 
ratio PA of algorithm A is defined as 
PA = sup CA(L) .
{ 1 L c*(L) (1) 
Clearly, PA > 1. The competitive ratio is the usual measure for the quality of an on-line 
algorithm for scheduling problems: the smaller the ratio, the better the on-line algorithm. But 
how well can any on-line algorithms perform for a given problem? This question can be addressed 
by examining a general lower bound on the competitive ratio. A lower bound on the competitive 
ratio is usually derived by providing a set of specific instances in which no on-line algorithms can 
perform very well. If an on-line algorithm has a competitive ratio matching the lower bound, it is 
optimal (best possible). For simplicity, in the following instead of C*(L) and CA(L), we usually 
use C’ and CA to denote the corresponding makespans without causing any confusion. 
In the first paper on the worst-case analysis of scheduling heuristics, Graham [5] showed that 
algorithm LS has a competitive ratio of 2 - l/m, where m is the number of machines. Faigle et 
al. [6] proved that for m = 2 and 3, LS is the best possible; in other words, no on-line algorithms 
exist such that their competitive ratios are less than 2 - l/m for m = 2 and m = 3. In general, 
there are three rules associated with on-line scheduling: 
(a) no information on future jobs; 
(b) a job must be assigned as it appears; 
(c) an assigned job cannot be moved later. 
If any of the three rules is violated, the problem will not be pure on-line and it is called semion- 
line. For semion-line scheduling, a number of problems have been studied (see [2-41). The best 
possible semion-line algorithms have been shown to be better than LS for the two-machine case. 
There are three versions falling into the class in which the on-line rule (a) is relaxed. 
PI: The total sum of job processing times is known in advance. 
Pz: The longest processing time is known in advance. 
Ps: All job processing times are in between p and rp (p > 0, r 2 1). 
In the class in which the on-line rule (b) is violated, the following case has been studied. 
Pd: A buffer of length Ic is available to maintain k items. An incoming job can be either 
arranged to a machine or put to the buffer temporarily if the buffer is not full. 
In addition, Kellerer et al. [3] considered a semion-line problem which belongs to neither of the 
above classes. Two parallel machines are available which assign each item independently to the 
partition sets. The best of the two produced solutions is chosen. We denote this problem by Ps. 
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Note that only the twemachine case was studied. Interestingly, except PJ, all other problems 
have a lower bound 413 which can be reached by the proposed algorithms. In particular, the best 
possible algorithm for Pq only needs a buffer of length one. For the problem Ps, LS is still the 
best possible with competitive ratio (T + 1)/2 as 1 5 r < 2 and 3/2 as T 2 2. 
In this paper, we consider the semion-line scheduling problem LL, which can be included in 
the class where partial information is known beforehand. Assume that the last job is a longest 
job. We wonder if such additional information would help us to find some algorithms with a 
better competitive ratio than that of LS for two- and three-machine cases. This paper will 
give an answer. In on-line scheduling, there is an adversary who releases the next job after the 
current job has been arranged. An adversary is called mute if he/she never says one word before 
the schedule is completed; otherwise, the adversary may give some hints and he/she is called 
suggestive. 
OBSERVATION 1. For problem LL, if the adversary is mute, LS is still the best possible for m = 2 
and 3, where m is the number of machines. 
PROOF. It is true because the instances in [6] still work. 
Thus, we will concentrate on a case in which the adversary is suggestive. 
I 
ASSUMPTION. At the same time the last job appears, the adversary will inform that this is the 
last one. 
Under this assumption, the scheduler knows if an incoming job is the last before assigning it. 
Throughout this paper, the above assumption always holds when problem LL is mentioned. To 
design better algorithms, we must save some space for the last job (with longest processing time); 
i.e., one machine should be reserved in some way to accommodate the last job. This will be the 
main idea to design the algorithms in the sections below. 
3. THE TWO-MACHINE CASE 
LEMMA 2. There does not exist any on-line algorithm with competitive ratio less than fi for 
problem LL when m = 2. 
PROOF. Consider any heuristic H with the following instances. The first two jobs have processing 
times 1. If H assigns the two jobs to different machines, the last job with processing time 2 comes. 
In this case, H produces a makespan 3 while the optimal makespan is 2. Then the ratio of the 
makespans reaches 3/2. If H puts the two jobs together to a machine, say Machine 1, then the 
third job with processing time fi arrives. We have two cases below. 
CASE 1. H puts the third job to Machine 1. In this case, the current workload of Machine 1 
is 2 + 1/2, while Machine 2 is empty. The last job with processing time fi comes. Then 
CH > 2 + fi while C* = 1 + A. Thus, CHIC* 2 a. 
CASE 2. H puts the third job to Machine 2. In this case, the current workload of Machine 1 
is 2, while Machine 2 has a length fi. The last job with processing time 2 + fi comes. Then 
CH 2 2 + 24 while C* = 2 + fi. Thus, CH/C* 2 a. 
The proof of this lemma is complete. I 
In the following, we will provide an on-line algorithm with competitive ratio fi. We denote 
jobs and their processing times by Ji and pi (i = 1,2,. . . ), respectively. Let Mj(i) denote the 
workload of Machine j immediately before the job Jz. is assigned, for i = 1,2,. . . , and j = 1,2. 
ALGORITHM AI. 
StepO. Leti=l. 
Step 1. If J, is the last job arrange it to Machine 2 and stop. Otherwise, go to Step 2. 
Step 2. If 1Mz(i) +pi > (Jz - l)(Ml(i) +pi), assign Ji to Machine 1; otherwise assign it to 
Machine 2. Let i = i + 1, go to Step 1. 
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OBSERVATION 3. In the schedule produced by Algorithm AI, MI(~) 2 &M2(i) holds for 1 5 
i 5 n, where n is the number of jobs. 
PROOF. Note that Ml(l) = M2(1) = 0. We can assume that i > 2. Let Jt be the last job assigned 
to Machine 2 at the moment. nom the algorithm, we have M2(i) 5 (a-l)(Ml(i)+pt), wherept 
is the processing time of .7t. Note that pt < M2(i). Thus, 
Mz(i) I (fi - 1) (Ml(i) + Mz(i)). (2) 
It implies that Ml(i) 2 fiMz(i). I 
THEOREM 4. Algorithm A1 is a best possible algorithm for problem LL when m = 2. 
PROOF. We only need to prove that RAN _ < 4. Let y be the processing time of the last job J,. 
Then the makespan CA1 produced by A1 is max{Ml(n), M2(n) + y}. Consider the following two 
cases. 
CASE 1. CA, = Ml(n). Let z be the processing time of the last job assigned to Machine 1. 
nom Algorithm Al, we have Mz(n) + 2 > (fi - l)Ml(n) ( o th erwise this job would have been 
scheduled on Machine 2). Since J, is a job with the longest processing time, y 2 x. We get 
C* > (Ml(n) + M2(71) + Y) > (Ml(n) + Mz(n> + x) 
- 
2 
- 
2 
1 ($M1(@= ($)CA,, 
which implies that c&/C* 5 a. 
CASE 2. CAM = M2(n) + y. If Mz(n) = 0, C* = CAM = y. If M2(n) > 0, let z be the processing 
time of the last job assigned to Machine 2 immediately before J,. Note that (2) holds. If 
Y L Ml(n) + M2(n), 
CA’< (M2(n> + Y) = 1+ M2(n) 5 1 + M2 (n) 
c* - Y Y (Ml(n) + M2(n)) 
Now assume that y < MI(~) + Mz(n). 
cAI< 2(M2(n) + Y) 
C* - (Ml(n) + M2(7~) + Y) 
2M1 (n) 
= 2 - (Ml(n) + M2(72) + Y> 
M1 (n) 
’ 2 - (MI(~) + M2(n)) 
By Lemma 2, Al is a best possible on-line algorithm. 
4. THE THREE-MACHINE CASE 
For three machines, we first consider the following instance. Two jobs with processing time 1 
appear first. If the two jobs are assigned together to a machine, the third job with the same 
processing time comes and it is claimed to be the last. Then the produced makespan is twice 
that of the optimal makespan. If the two jobs are assigned to different machines, then two jobs 
with processing time 2 arrive one by one, and the fourth is the last. In this case, it will result in 
a makespan no better than 3 while the optimal value is just 2. Hence, the following lemma holds. 
LEMMA 5. There does not exist any on-line algorithm with competitive ratio less than 3/2 for 
problem LL when m = 3. 
For the three-machine case, different from the two-machine case, a very simple algorithm is 
proved to be best possible. 
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ALGORITHM LSw. (List scheduling with a waiting machine.) 
Step 0. Set Machine 3 to be a waiting machine. 
Step 1. If the incoming job is the last job, arrange it to Machine 3 and stop. 
Step 2. Arrange the incoming job to the one of Machines 1 and 2 with less workload at the 
moment. 
Note that Algorithm LSw applies LS to all but the last job with two machines, and schedules 
the last (the longest) job on the third machine (the waiting machine). 
THEOREM 6. The worst-case ratio of Algorithm LSw is not greater than 3/2. Moreover, it is a 
best possible on-line algorithm. 
PROOF. Let A& be the workloads of the three machines in the schedule produced by Algo- 
rithm LSw. Observe that the difference between Ml and MQ is not greater than the processing 
time of the last job, i.e., not greater than n/l,. If the makespan C& of the schedule is MS, then 
it is optimal. Without loss of generality, assume that the makespan is determined by Ml, i.e., 
C ~~~ = Ml. Then, C* 2 (Ml + MQ. + Ms)/3 2 2M1/3. It implies that CLS~/C* 5 3/2. I 
5. CONCLUDING REMARKS 
In real-world situations, most scheduling problems occur neither as complete off-line nor com- 
plete on-line models. Most likely, a problem arises as an on-line model with some partial infor- 
mation. In this article, we considered such a model. Assume that the last jobyis the longest job. 
As soon as the last job is released, we will be informed that it is the last job. For m = 2, we 
provided a best possible on-line algorithm with a competitive ratio 4. For m = 3, a modified 
list scheduling heuristic with competitive ratio 312 was shown to be best possible. 
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