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ABSTRACT
Detecting Anomalies in Remotely Sensed Hyperspectral 
Signatures via Wavelet Transforms
by
Clifton D. Morgan
Dr. Lori Mann Bruce, Examination Committee Chair 
Assistant Professor of Electrical and Computer Engineering 
University of Nevada, Las Vegas
An automated subpixel target detection system has been designed and tested for 
use with remotely sensed hyperspectral images. A database of hyperspectral signatures 
was created to test the system using a variety of Gaussian shaped targets. The signal-to- 
noise ratio of the targets varied from -95dB to —50dB. The system utilizes a wavelet- 
based method (discrete wavelet transform) to extract an energy feature vector from each 
input pixel signature. The dimensionality of the feature vector is reduced to a one­
dimensional feature scalar through the process of linear discriminant analysis. Signature 
classification is determined by nearest mean criterion that is used to assign each input 
signature to one of two classes, no target present or target present. Classification 
accuracy ranged from nearly 60% with target SNR at -95dB without any a priori 
knowledge of the target, to 100% with target SNR at -50dB and a priori knowledge 
about the location of the target within the spectral bands of the signature.
Ill
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CHAPTER 1 
INTRODUCTION
Remote sensing is the practice of deriving information about the earth’s surface 
and near ground environment using remotely acquired data. Typically this involves the 
use of images acquired from an overhead perspective, using electromagnetic radiation in 
one or more regions of the electromagnetic spectrum, reflected or emitted from the 
earth’s surface [I]. Figure 1 shows a schematic overview of a typical remote sensing 
system. The remotely sensed physical objects include buildings, vegetation, soil, water, 
etc. Sensor data are formed as a remote sensing instrument views the physical objects by 
recording electromagnetic radiation emitted or reflected from the landscape. The 
effective use of raw sensor data requires analysis and interprétation to extract information 
that can be applied to a specific application. The information extracted from remote- 
sensing images can be viewed in two ways, image-centered and spectrum-centered. The 
image-centered view is the traditional approach of analyzing the spatial relations among 
features on the ground. In fact, a common goal of image-centered analysis is the creation 
of a map. On the other hand, the spectrum-centered view is primarily interested in the 
wavelength dimension. For example, specialized algorithms are used with hyperspectral 
data to measure spectral absorption features for each pixel [2]. Some of the applications 
of remote-sensing technology include environmental monitoring, precision agriculture, 
military surveillance, and global change detection. The work performed in this study was
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
based on a spectrum-centered viewpoint where spectral reflectance features were pivotal 
to the analysis.
A hyperspectral image is digitally depicted in a three-dimensional data matrix 
(cube). The spatial features (map) of the image form the first two dimensions. The 
spectral features of the image, superimposed upon each other, form the third dimension. 
Although each level of the third dimension represents the same spatial features of the 
image, the spectral features of each level are characterized by the electromagnetic 
radiance within a single spectral band. As seen in Figure 2, each pixel in the image has a 
spectral signature that can be extracted from the data cube by plotting the solar radiance 
as a function of the wavelength (spectral band).
Global ChangesEnvironmental Agriculture Military
Physical Object
Applications
Sensor Data
Extracted Information
Figure 1 Typical remote sensing schematic overview.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
s210 spectral bands
Hyperspectral Data Cube
Hyperspectral Signature
320 pixels
Track one pixel 
throueh the cube
Spectral Bands
Figure 2 Extracting a hyperspectral signature.
The spectral signature of a  specific type of material may be defined in the solar- 
reflective region by its radiance as a function of wavelength, measured at the appropriate 
spectral resolution. The motivation of hyperspectral remote sensing is that different types 
of materials can be distinguished on the basis of differences in their spectral signatures. 
Each element of a hyperspectral signature represents electromagnetic radiance that has 
interacted with the surface of the earth and the atmosphere. The amount of 
electromagnetic radiance detected by the hyperspectral sensor is dependent upon 
characteristics of the objects on the earth’s surface. These characteristics have a natural 
variability within a given material type. Additionally, atmospheric effects distort and 
scatter the reflected energy as it travels from the source (the sun in this case) to the earth 
and from the earth to the sensor [3]. These material variabilities and atmospheric effects 
impede spectral analysis from applying different labels to different materials based on 
signature alone. However, when making comparisons of relative signatures within a 
single image acquisition, material variability and atmospheric effects are reduced 
substantially. Also, many researchers are working to establish atmosphere correction
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
algorithms for hyperspectral systems [4, 5], These algorithms provide a means for 
converting radiance to reflectance.
To further complicate matters, each pixel in a hyperspectral image can represent 
more than just one type of material. As shown in Figure 3, pixel values are based on a 
spatial average of the material class within the ground-projected instantaneous field of 
view (GIFOV). Furthermore, hyperspectral images are usually resampled at some point 
for geometric correction and registration, and this resampling induces additional spatial 
mixing. As the mixing portions change from pixel-to-pixel, the net hyperspectral 
signature also changes. Detecting the existence of class fractions within a pixel is called 
subpixel target detection. Subpixel target detection is the focal point of this study.
With an understanding of the hyperspectral data itself, a brief discussion of the 
spectral factors of remote sensing is appropriate. The major spectral regions of earth 
remote sensing are shown in Table 1 [2]. These particular spectral regions are of interest 
because they contain relatively transparent atmospheric "windows" through which the 
ground can be seen from above, and because there are effective radiation detectors in 
these regions [2].
Considering the fact that this study centered on data from the solar portion of the 
spectrum, this discussion will relate only on those portions of the spectrum. Remote 
sensing that is limited to the solar spectrum is called passive remote sensing. Passive 
remote sensing employs sensors that measure radiation naturally reflected or emitted 
from the ground, atmosphere and clouds. The visible (V), near-infrared (NIR), and short­
wave infrared (SWIR) regions are the solar-reflective spectral range because the energy 
supplied by the sun at the earth’s surface exceeds that emitted by the earth itself. The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
mid-wave infrared (MWIR) region is a transition zone from solar-reflective to thermal 
radiation. Above wavelength of 5 fxm, self-emitted thermal radiation from the earth 
generally dominates. Since this phenomenon does not depend directly on the sun as a 
source, thermal infrared (TIR) images can be acquired at night, as well as in the daytime. 
Notice in Table 1 that the solar reflective region spans a wavelength range from 400nm to 
2400nm. It is well known that the daylight response of the human eye ranges from 
wavelength of about 400nm to 700nm [6]. Therefore, what we see with our eyes actually 
occupies only a small part of the total solar spectrum, which in turn is only a small part of 
the total electromagnetic spectrum. Much remote-sensing data is therefore "non-visible," 
although we can of course display the digital imagery from any spectral region on a 
monitor. Many optical remote-sensing systems are multispectral, acquiring images in 
several spectral bands, more or less simultaneously. They provide multiple "snapshots" 
of spectral properties, which are often much more valuable than a single spectral band or 
broad band image.
Table 1 The primary spectral regions used with remote sensing [2].
Name Wavelength
Range
Radiation
Source
Surface Property 
of Interest
Visible (V) 0.4 - 0.7 (im Solar Reflectance
Near InfraRed 
(NIR) 0.7 -  1.1 p.m Solar Reflectance
Short Wave 
InfraRed 
(SWIR)
LI -  1.35 pim 
1.4 -  1.8 pim 
2 — 2.25 jam
Solar Reflectance
Mid Wave InfraRed 
(MWIR)
3.0 —4.0 jam 
4.5 -  5.0 jam Solar, thermal
Reflectance,
Temperature
Thermal InfraRed 
(TIR)
8 -  9.5 jam 
10 -  14 jam Thermal Temperature
Microwave Radar 1mm -  Im Thermal (passive) 
Artificial (active)
Temp (passive) 
Roughness (active)
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To meet the needs of different data users, there are many remote-sensing systems, 
offering a wide range of spatial, spectral, and temporal parameters. For instance, in 
1972, characteristics of the first modem remote-sensing system, the Landsat 
Multispectral Scanner System (MSS), included multiple spectral bands (sensing four 
regions of the electromagnetic spectrum, each about lOOnm wide), reasonably high 
spatial resolution (80m), large area or map (185km by 185km), and repeating coverage 
(every 18 days). Moreover, the MSS provided general purpose, satellite image data 
directly in digital form for the first time. Since 1972, there have been a wide variety of 
multispectral sensors put into operation on aircraft and satellites. A relatively new 
hyperspectral sensor called Hyperspectral Digital Image Collection Experiment 
(HYDICE) is an airborne sensor that produces 210 images (or maps) of the same area on 
the earth in spectral bands about lOnm wide over the solar reflective portion of the 
spectmm from wavelengths of 400nm to 2400nm. That is, HYDICE data cubes are of 
size M X A X 210, where the spatial map is M x N  pixels in size.
One GIFOV
Material “B’
Material "B"
Material "A”
Material “C”
Class A: 65% area, spectrum E,
Class B: 20% area, spectrum 
Class C: 15% area, spectrum Ê
Total Spectrum value at pixel = 0.65E^ + 0.20Ej, + 0.15E^
Figure 3 Subpixel classification
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
1.1 Goal of the Study
The motivation of this research was to study the feasibility of applying wavelet 
theory and wavelet transforms to the detection of subpixel targets within remotely sensed 
imagery. The primary goal was the development of a wavelet-based, digital system for 
automated detection of subpixel targets within hyperspectral imagery. The specific 
subpixel targets were weakly concentrated aerosols located in the near ground 
atmosphere. The goal of the automated system was to detect the presence, or absence, of 
a target within a pixel and classify the pixel accordingly. The two-class, digital detection 
system consisted of three modules: feature extraction, feature reduction, and 
classification. Furthermore, this research was to determine if a wavelet-based feature 
extraction method could be successfully utilized for automated detection of weak 
subpixel targets.
Another goal of this research was to determine which types of standard mother 
wavelets work best in optimizing the classification rates of the automated detection 
system and determine what effect the choice of mother wavelet has on detecting the 
existence of the target. Processing time is key to the success of any automated system. 
Therefore, 36 standard mother wavelets that can be used with the fast wavelet transform 
algorithm, dyadic filter tree implementation, were used in this research.
An ideal detection system would require no a priori knowledge of the target while 
maintaining a 100% classification rate. The targets were assumed to be a Gaussian 
function in the spectral domain. In this case, a priori information would include the 
amplitude, variance, and position of the Gaussian function. The goal of this research was 
to design a detection system that could operate with a minimum of a priori information
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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about the target while maintaining relatively high classification rates. If the user of the 
automated detection system knew specific aerosols might exist as targets, then the 
spectral properties of those targets could be used as inputs to the system. As a result, 
within the hyperspectral signature, a narrow region of interest (ROI) that contains only a 
few spectral bands could be identified. Rather that utilizing the entire signature, the 
automated detection system would extract feat' -res only from within the ROI. This would 
provide for faster processing times and higher classification rates. Therefore, another 
goal of this research was to continually reduce the spectral ROI and compare the 
classification results to those obtained using the entire hyperspectral signature.
1.2 Current State of Knowledge 
Since 1972, when the first Landsat system was launched, remote-sensing systems 
now exhibit extraordinary diversity [2]. Hyperspectral sensors promise large 
improvements in the quality of information that can be gathered about the earth’s surface 
and its near ground environment. These sensors also present a huge challenge to modem 
data storage and computer systems. Because of the high dimensionality of hypersepectral 
data, previous techniques for extracting information from imagery of smaller dimensions, 
such as multispectral images, have become computationally prohibitive. In an effort to 
ease the computational expense associated with hyperspectral data, a great deal of the 
current research has been focused on compression of the hyperspectral data. A primary 
goal of compression research is to decrease signal processing times and storage 
requirements necessary for the enormous amount of data. Real-time processing of 
hyperspectral images continues to challenge researchers throughout the field of remote
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
sensing and is the motivation for many hyperspectral data compression techniques. In 
addition to compression techniques, much research has been conducted in military target 
recognition, agricultural monitoring, and environmental analysis with hyperspectral 
imagery. Also along those efforts, classification systems are being developed to 
automate and improve the accuracy of the target detection process.
A common theme among most of the hyperspectral imagery research is feature 
extraction. In order to analyze and interpret the enormous amount of information in 
hyperspectral data, it is imperative that a logical method of extracting relevant 
information be incorporated into any compression or classification process. Only then, is 
it possible to make real-time inferences about the information in the image. Several 
methods including derivative-based and wavelet-based methods have been increasingly 
applied for the analysis of hyperspectral images. The next section discusses some of the 
hyperspectral remote sensing applications in use today.
1.2.1 Current Hyperspectral Remote Sensing Applications 
Some of the applications of remote-sensing technology include environmental 
monitoring, precision agriculture, military surveillance, and global change detection. For 
instance, in the agriculture arena, research is motivated by the need to predict crop yields 
on a global basis and also monitor the use of yield producing chemicals, such as fertilizer 
and pesticides. Precision agriculture has emerged as a valuable and a promising aid to 
mitigate these adverse effects by helping farmers increase crop yield while minimizing 
costs and sustaining a clean environment.
For instance, Feyaerts, et al. has conducted studies that could lead to a reduction 
in use of herbicides in an effort to control weed growth in crop fields [7]. Their study
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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proposed a hyperspectral sensor and classification algorithm that recognizes the 
difference between crops and weeds within a hyperspectral image. This would enable a 
reduction in the use of chemicals in agriculture. This research proposed a system to 
measure and classify plant reflectance with a tree-based cluster algorithm that enables 
automatic collection and labeling of a set of training crops. The classifier was able to 
recognize crop and weeds with an accuracy of almost 94%. This system would enable a 
significant reduction in herbicide applications, because it is economically advantageous 
to spot-spray the crop field where the weeds are concentrated instead of spraying the 
entire field.
Fahsi, et al. have worked to further the effectiveness of precision agriculture [8]. 
The motivation of their work was to change traditional farming practices which 
sometimes calls for the use of large amounts of fertilizers and other chemicals to meet the 
needs for food production. These types of farming practices could ultimately cause harm 
to the environment and to human lives. As an outgrowth of the efforts exerted in this field 
of research, Fahsi, et al. conducted a study, using hyperspectral remotely sensed data to 
adequately manage the nitrogen (N) fertilizer applications to optimize the crop yield 
while protecting the environment. Three nitrogen rates (i.e., 40, 80, and 120 kg/ha) from 
different sources were applied to four replications, with 20 plots in each replication. Data 
was collected at different growth stages of cotton. Statistical analyses indicated 
significant correlation between the hyperspectral data and the leaf chlorophyll content 
and crop yield. The results also indicated no significant difference in yield between 80 
and 120 kg/ha N application rates, which suggests that high application rates of N did not 
have an added benefit to the farmer. Through this study, the goal o f predicting the N
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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content from nondestructive remotely sensed observations was achieved. These results 
enable adequate and timely management of N fertilizer utilization, which will benefit 
farmers, consumers, and the environment.
Xiang, et al. conducted studies on the different hyperspectral features produced 
by a crop throughout its growth cycle [9]. Throughout the life cycle of crops there are 
different stages of development, and the status of the crop as it moves from stage to stage 
changes very quickly. Therefore, it is useful to know the hyperspectral features produced 
by crops at each stage of the growing cycling. Specifically, the reflected spectra of five 
crops, early rice, later rice, summer maize, cotton and soybean were measured via remote 
sensing. The features of first-order derivatives of crop reflectance for each of the five 
crops changed regularly with the phenological evolution. The study used first order 
derivative-based features of the red edge for identification of crop types at various stages 
of the growth cycle.
Several hyperspectral reflectance studies have been conducted in an attempt to 
measure the stress that plants are undergoing. Hanna, et al. have conducted an 
experiment that was designed to remotely collect hyperspectral reflectance data from 
Sudan grass and determine criteria that would classify the grass as stressed or not stressed 
[10]. The unstressed mature stands of Sudan grass were 9 ft tall, and the stressed mature 
stands were 5 ft tall. The analysis of data was conducted using the hyperspectral 
structure, component-index (HSCI) model. The HSCI showed that the stressed Sudan 
grass stands have value >1, which means that the model was able to differentiate between 
the stressed and unstressed vegetation. Determining crop stress is an important predictor 
of future yields.
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Lelong, et al. analyzed remotely sensed hyperspectral images of wheat for 
monitoring crop stress [11]. The images were analyzed in the visible and near-infrared 
domains. The study was able to detect a water deficiency among the spectral population 
of the wheat by using principle component analysis (PCA) to discriminate between two 
endmember signatures, wheat that was well developed and wheat that was stressed. The 
image was modeled by a spectral mixture analysis (unmixing) of the wheat endmembers, 
soil, and shade. Resulting fraction images were interpreted in terms of crop vitality (level 
of green biomass) in relation to stress presence and compared to field knowledge. In 
addition, these images allow mapping the leaf area over the whole scene, with an 
empirical relationship based on ground measurements. This work showed the interest of 
the approach combining PCA and unmixing for stress detection and mapping of 
agronomic variables. The study also showed that the approach could be used with a good 
accuracy. It provided relevant support for crop monitoring and precision agriculture, by 
means of numerical cartographic products obtained by hyperspectral remote sensing. The 
work also demonstrated a need for improved methodologies derived from hyperspectral 
data analysis.
Environmental monitoring is another area of remote sensing in which much 
research has been focused. Neuenschwander, et al. have studied the wetlands located on 
the west shore of the Kennedy Space Center (KSC) and the Indian River because they are 
critical habitats for several species of water fowl and aquatic life [12]. The work 
involved mapping o f the land cover and its response to wetland management practices. 
Remotely sensed data from a variety of sensors was used for the mapping process. In 
1996, hyperspectral data were acquired using the Airborne Visible Infrared Imaging
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Spectrometer (AVIRIS) over the KSC complex. The test site consisted of a series of 
impounded marshes with vegetation communities ranging from low, halophyte marshes 
to high, graminoid savannas to forested wetlands. The capability of the AVIRIS data for 
discriminating the various wetland communities was investigated, and results indicated 
that the improved spectral resolution of the hyperspectral sensor is advantageous in areas 
such as wetlands where much of the vegetation is spectrally similar.
Unnatural environmental disasters, like an oil spill, are inevitable. Monitoring the 
status of the environment in the aftermath of such happenings is critical to any effort that 
attempts to minimize the long-term environmental impact. Bianchi, et al. conducted a 
study in the aftermath of a major oil spill off the coast of Italy [13]. In February 1994, a 
large area close to Trecate, Italy was affected by an oil blowout from an oil rig located 
within the Ticino Regional Park. One month later, a remote sensing airborne mission 
was carried out with 102 spectral channels from visible to thermal infrared. It was 
believed that the high spatial and spectral resolutions of the hyperspectral sensor could 
improve the detection of the relative coverage of the spilled oil. The work applied 
hyperspectral unmixing methods to the data, obtaining an oil fractional image with 
respect to other chosen endmembers. Their analysis has shown a good agreement 
between the unconstrained unmixing technique applied to hyperspectral data and the 
ground truths. These results have offered a useful tool to quantify the effects of oil spills 
over land, by relating the parts per million of oil with the oil hyperspectral information 
gathered by remote sensing.
With the maturation of airborne hyperspectral sensors and the imminent launch of 
many satellites with hyperspectral imaging capabilities, we are on the threshold of
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operationally exploiting this data for commercial and militanry uses [14]. In the military 
arena. When, et al. describes an integrated pair of military resources called. Geobox and 
Hawkeye. These resources facilitate quantitative, aucomatic hyperspectral data 
exploitation. Geobox takes framed image data from a variet y of sensors and performs a 
user-configurable set o f geometric and radiometric correcti ons. Hawkeye integrates a 
range of algorithms into a common framework to detecit, classify, and map forest 
changes, urban construction, disturbed soil, and targets of mailitary concern. The Office 
of Naval Research has conducted many studies involving hygjerspectral sensors and data. 
In fact, the navy’s Hyperspectral Remote Sensing Technolog;y Program demonstrates the 
utility of a hyperspectral earth-imaging system to support tine needs of naval operations 
[15]. One key component of the program is the developmient of the Naval EarthMap 
Observer (NEMO) satellite system to provide a large hyperrspectral database. NEMO 
will carry the Coastal Ocean Imaging Spectrometer, which wiill provide imaging with 210 
spectral channels over the wavelengths of 0.4 to 2.5 pm, along with a co-registered 
panchromatic imager for high spatial resolution. An onboard processing system called 
the Optical Real-Time Spectral Identification System will prcovide feature extraction and 
data compression.
The Air Force is also conducting research with hypersrpectral images. Bongiovi, et 
at. performed analysis of long-wave infrared (LWIR) hyperspectral data of military 
vehicles [16]. The research showed there is a potential for using hyperspectral imaging 
to locate and identify military vehicles. The study deriv&d spectral indices for soil, 
limestone, and vehicles from in-scene data. These indices weire then applied to other data 
sets to locate vehicles in sand and vegetation. This metuK,d consistently located the
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vehicles, day or night, regardless of thermal contrast with the surroundings. Although 
these indices were robust, the results showed that the sensor’s signal-to-noise-ratio (SNR) 
of more than 1000 is barely adequate. The study suggested that higher SNR will be 
required to accurately locate military vehicles with a low number of false alarms.
This section has emphasized the diversity of hyperspectral remote sensing 
applications. There are many more exotic applications such as whale tracking and 
measuring the effects of hemoglobin on imaging reflectance-mode hyperspectral data 
[17,18]. However, the digital signal processing methods applied to these diverse 
applications must also be discussed. Therefore, the next section emphasizes some of the 
current hyperspectral remote sensing methods that are employed in current applications.
1.2.2 Current Hyperspectral Remote Sensing Methods 
This section discusses current methods used in the analysis of hyperspectral 
remote sensing imagery. Studies that utilize wavelet theory to analyze remotely sensed 
images have been generally limited to the data obtained from synthetic aperture radar 
(SAR). Although SAR data is obtained from an artificial source of radiation (active 
remote sensing) in the microwave spectra, the analytical methods used for target 
detection and data compression set the groundwork for analyzing hyperspectral, passive 
remote sensing data. Experiments using wavelets to perform compression of SAR data 
was conducted by Wemess, et al. in 1993 [19]. Their compression system consisted of 
three main parts: 1) filters and algorithms for performing wavelet decomposition and 
reconstruction, 2) a bit allocation strategy and, 3) quantizers. The basis for using 
wavelets to decompose the SAR data was four fold. First the decomposition of an image 
into a representation selective both in time and spatial orientation allowed quantization
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
16
bits to only be allocated to the important components of ± e  image. Secondly, algorithms 
for performing a wavelet decomposition and reconstruction are recursive and easily 
implemented in hardware. Third, the dynamic range of the decomposed detail 
coefficients is much smaller than the dynamic range of the original SAR image. Lastly, 
the multiscale wavelet decomposition allows for convenient transmission of the image. 
The study applied three orthogonal wavelet filters; Daubechies-4 (DB4), Daubechies-20 
(DB20), and the Battle-Lemarie (BL) and concluded that the superior energy packing 
ability of the DB20 wavelet should be most efficient of the three at achieving 
compression. In fact, excellent quality reconstruction was obtained at data rates as low as 
0.25 bits per pixel.
Wavelet analysis has also been applied to oceanographic images. In a study by 
Rodenas, et al, both continuous and discrete wavelet transforms were applied to SAR 
data in an effort to detect internal waves and estimate their wavelengths [20]. Likewise, 
Simhadri, et al. utilized wavelet-based methods to track dynamic ocean features from 
satellite oceanographic images [21]. Ocean features, especially coastal edges, tend to 
merge, split, grow, shrink, disappear, or are created at a rate comparable to the sampling 
interval of the satellite image. Not only that, the dynamics of different ocean features 
occur at different scales. Simhadri, et al, used two wavelet-based methods, the DWT and 
a new wavelet transform called Starck-Murtagh-Bijaoui wavelet transform, to isolate the 
edge features of an image and used those edge features to reconstruct the image (the 
details of the Starck-Murtagh-Bijaoui wavelet transform can be found in [21]). Upon 
reconstruction, the noise typically associated with the satellite images was suppressed 
significantly and edge-preservation was stabilized along all time series images. Although
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
17
hyperspectral data was not used in these studies, they both demonstrat the versatility of 
wavelet-based methods in the analysis of remote sensing data.
A more recent study was conducted by Chumsamrong, et al. that utilized a 
wavelet-based method to analyze textures for SAR image classification [22]. Their 
wavelet-based method consisted of a two-dimensional stationary wavelet transform 
(SWT) of a SAR image. A feature vector that was created from the four sub-images of 
the SWT represented each pixel. Each pixel was then classified into a small set of 
categories by using a supervised classification algorithm. The set of categories was 
water, vegetation, bare soil, and urban. Their method accurately assigned pixel 
categories over 90% of the time, except for the urban category, which produced a 79% 
accuracy rate. They concluded that urban areas did not provide a unique feature, 
resulting in the lower rate. Interestingly enough however, was the fact that the second 
level coefficients of the SWT outperformed the first level coefficients. The researchers 
did not however, conclude that higher levels of SWT produce better results, but rather the 
quality of the original SAR image might be the determining factor as to which level of 
the SWT produces the best classification rate.
More closely related to hyperspectral imagery, is the analysis of multispectral 
images. Kubo, et al. used wavelet analysis to extract clouds from an advanced very high- 
resolution radiometer (AVHRR) satellite image [23]. Extraction of clouds from satellite 
images is a very important problem in weather observations. Cloud extraction is difficult 
in the polar region, because the cloud and the ground have similar reflectance 
characteristics. In this study, Kubo, et al. applied a two-dimensional Gabor wavelet 
transform to an AVHRR image of the Antarctic. The absolute correlation value (wavelet
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coefficient) was used as the image features. By applying a threshold to the transformed 
image, a pixel could be classified as clear or cloud covered. After several simulations 
and comparisons to truth data, a suitable threshold was established. Using the threshold 
value, pixels classified as clouds were reassessed through maximum a posteriori 
probability estimation that used a class around the pixel algorithm. Through this process 
the classified image was segmented into clear and clouded areas.
Wavelet analysis and hyperspectral sensors are both relatively new to the remote 
sensing cormnunity. Consequently, there is relatively little literature involving both 
wavelets and hyperspectral analysis. Younan, et al. have conducted one of the few 
published studies using wavelet analysis with hyperspectral data [24]. Their work 
involves classifying various vegetation samples through the use of discrete wavelet 
transforms (DWT) of hyperspectral signatures. The DWT coefficients themselves were 
used as the features to discriminate between the classes. The initial result of using the 
raw hyperspectral data was a classification rate of 45%. This low rate was attributed to 
the high variance within each class type and to the offset from zero reflectance that also 
varied greatly within each class type. To help compensate for these two factors, the raw 
data was normalized with a peak ratio representation that removed any gain differences, 
source differences, and offsets in the data. The result of using the preprocessed, peak 
ratio, data was an improved classification rate of 60%. The study used several different 
types of mother wavelets with no significant changes resulting in the classification rates.
Qian, et al. used wavelets in their method of remotely sensed data compression 
[25]. Their work applied two-dimensional wavelet transforms to selected bands from a 
hyperspectral image. The resulting wavelet coefficients were classified as a zero-tree if
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the value of the coefficient and the value of all of its descendants were insignificant. The 
highest level coefficient in a zero tree is classified as a zero tree root (ZTR). Only a 
single symbol for a ZTR needs to be encoded along with all the remaining coefficients 
not in a zero tree. An adaptive arithmetic coding algorithm and a uniquely designed 
multi-level lookup table were used to encode the remaining coefficients and the ZTR’s. 
They concluded that with a 32:1 compression ratio the algorithm produced a 40dB SNR. 
The resulting fidelity was shown to be superior to other current compression algorithms 
such as LuraWave and JPEG.
Derivative analysis has been the focus of a substantial amount of research 
involving the analysis of hyperspectral remotely sensed images. One catalyst for 
derivative analysis comes from a paper by Huguenin and Jones in 1986 [26]. Huguenin 
and Jones use a sum of Gaussian constituent bands to model the absorption/reflection 
spectrum of materials. The idea being that a hyperspectral signature is made up of many 
Gaussian absorption bands with each having a different center band location. Therefore, 
the signature can be decomposed into a sum of these bands once their band centers have 
been detected. Previous limitations to locating an absorption band center have been 
partly due to the inability to deconvolve overlapping absorption bands that combine to 
form composite features. Also the diffusion component of reflectance that passes into the 
body of a material can modify surface reflection components. Phase angle effects, 
scattering, calibration errors, spectral resolution, and noise all limit center band detection 
efforts. Scattering distortion of the band shape produces a randomness of illumination 
within a sample material. This randomness of illumination tends to make the absorption 
band distribution be Gaussian in shape by the central limit theorem. The technique
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
20
developed by Huguenin and Jones is designed to detect an absorption band center. It 
utilizes a numerical derivative analysis algorithm. The spectral data are approximated by 
a sliding segment least squares sixth-order polynomial fit to the data. Derivatives of the 
spectrum are calculated from the coefficients of the sixth-order polynomial for the center 
point of the sliding segment. The criterion for detecting a band center is that the band 
center occurs at the point where 1) the fifth derivative is zero, 2) the fourth derivative is 
greater than zero, and 3) the second derivative is less than zero. The smoothing effects of 
derivative analysis suppress many of the limiting factors mentioned earlier. They also 
found that the maximum allowable center band separation for single bands is .0262 of the 
full width half maximum of the band and for overlapping bands it is 0.131 of the full 
width half maximum.
Tsai and Philpot have also conducted several studies on derivative analysis for 
detecting spectral features [27, 28]. They applied several smoothing and derivative 
computation algorithms in the development of a set of spectral analysis tools [27]. Their 
emphasis was on exploring different smoothing and derivative algorithms to extract 
spectral details from the hyperspectral data sets. The study used three methods; 1) 
Savitzky-Golay smoothing and derivative computations, 2) Kawata and Minami’s linear 
least mean-square smoothing, and 3) mean filter smoothing. Each method was applied to 
the hyperspectral signatures first to smooth the data and eliminate the high frequency 
noise. All three methods used a windowed filter technique to accomplish the smoothing 
process. In general the greater the size of the filter window, the smoother the result. 
After smoothing, derivative analysis was accomplished. This was the primary focus of 
the analysis. The derivative of the hyperspectral signature itself was accomplished by a
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simple “rise over run” calculation, with “run” being the width of the differentiated 
spectmm. The results of all three smoothing and derivatives methods were compared to 
the Huguenin and Jones method. Their results agreed with Huguenin and Jones in that 
derivative analysis can be an effective tool to analyze hyperspectral data. Derivative 
analysis is particularly promising for use with hyperspectral remote sensing data. Tsai 
and Philpot developed a “finite divided difference approximation” derivative procedure 
that treats hyperspectral data as truly continuous data and uses the derivative algorithm to 
extract subtle spectral features [28]. It should be noted that the filter size was a principle 
factor in the results of all three methods. That is, one must specify the scale of the 
smoothing operator, and this scale parameter affected the accuracy of detecting the 
spectral features.
With each successive derivative the signal to noise ratio of the signature is 
degraded [29]. Therefore, filtering is likely to be required after each successive 
derivative computation in order to lower the noise level to an acceptable amount. This of 
course is not desirable because with each filtering process, some spectral features are 
attenuated. The filtering method of Savitzky-Golay is a widely used technique in 
absorption spectroscopy. It is applicable to the smoothing and differentiation of 
reflectance spectra [29]. The Savitzky-Golay technique places greater emphasis on 
feature preservation than do other filtering techniques. It is equivalent to performing 
smoothing, least squares polynomial fit, and differentiation all in one step.
As mentioned in the study by Tsai and Philpot, the filter size was a primary factor 
in the results of the derivative methods. Additionally, the window size used to calculate 
the derivatives was important to detecting spectral features [28]. The fact that window
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size is so critical to the results is the primary motivation for the research conducted in this 
thesis. Specifically, the flexible filter lengths in wavelet analysis may provide optimal 
detection of spectral features in hyperspectral remote sensing images.
1.3 Project Overview 
In order to test the accuracy of the wavelet-based, target detection system, a 
database of hyperspectral signatures was needed. Additionally, the “ground truth” (target 
content) of each hyperspectral signature was also required. Therefore, a database of 
HYDICE signatures was collected, and a known target was added to half of the 
signatures. The additive target was a Gaussian anomaly used to model a weakly 
concentrated aerosol. In order to test the robustness of the system, several databases were 
constructed. Some of the databases contained a positive amplitude anomaly, which 
modeled an target with higher reflectivity than surrounding materials in the scene, and 
some databases contained a negative amplitude anomaly, which modeled an target with 
lower reflectivity than surrounding materials in the scene. Also, various databases were 
constructed where the amplitude of the anomaly was varied. Four cases were 
investigated: where the anomaly was 10%, 5%, 3%, and 1% of the amplitude of an 
average signature at the band located at the center of the anomaly. Using different 
databases, each containing an anomaly of different amplitudes, enabled a comparison of 
the classification rates for strong versus weak targets.
Figure 4 provides an overview of the automated subpixel target detection system 
designed for this project. The first stage of the system involved feature extraction. The 
feature extraction method was implemented and tested from measurements taken from a
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Figure 4 Automated subpixel target detection system overview.
one-dimensional hyperspectral signature. The feature extraction stage required a 1 x 210- 
hyperspectral signature as input to the system. The input signature was transformed by 
implementing a discrete wavelet transform (DWT). The DWT, discussed in detail in 
Chapter 2, produced coefficients that were used to calculate a 1 x  p feature vector, where 
p = 3, 4,5...8. The length, p, of the feature vector was dependent on the type of mother 
wavelet used to implement the DWT.
A feature vector was computed by: 1) using information extracted from the entire 
hyperspectral signature and 2) using information extracted from specific absorption 
bands, also known as a region of interest (ROI). Case 1 represents analysis of the entire 
hyperspectral signature with no a priori information known about the spectral position of
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the target. In this case, the entire signature was used to search for a target of which no a 
priori information exists. On the other hand, when spectral characteristics of the target 
are known, the system can focus on a specific ROI to determine the existence of the 
target, as in case 2. Referring to Figure 5, if the target were suspected to exist and to be 
centered at Aq , then the spectral range to be used for feature extraction would be
À ^ ± a .  For this project, various ROI’s were investigated in order to assess the 
robustness of the target detection system. There were a total of five ROI’s that included 
a  = A,5,7,10 and the case where the entire signature was used.
The second stage of the target detection system was feature reduction. Linear 
discriminant analysis (LDA) was used for the feature reduction process [30, 31]. Feature 
reduction techniques were used for various reasons. One reason as to weight the 
extracted features according to their discriminating ability. A second reason was to
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reduce the number of dimensions to one, thus enabling a simple graphical representation 
of class separation. LDA, a classical statistical method, allowed for both of these goals to 
be achieved. Thus, LDA required a 1 x  p  feature vector as input and produced a 1 x  1 
feature vector, a reduced feature scalar, as an output.
The third stage of the target detection system was classification. Two methods 
were implemented and tested: 1) nearest mean classification and 2) maximum likelihood 
classification. Both classifiers required a 1 x I reduced feature scalar as input and 
produced a final classification for the hyperspectral signature originally input to the target 
detection system. The classification was either “target” or “no target” depending on 
whether or not the subpixel target was detected. Both classification methods are 
supervised training techniques and thus, required training prior to their use in the target 
detection system. The classifiers were trained and tested on a database of HYDICE 
signatures in a non-biased manner, i.e. the signatures used for training and the signatures 
used for testing were randomly selected and were mutually exclusive.
The performance of the system was evaluated in several ways. First, the reduced 
feature scalars were evaluated using receiver operating characteristics (ROC) curves [32]. 
ROC curves are commonly used for evaluating automated target detection systems. For 
this study, the area under the ROC curve was used to evaluate how well the target 
detection system could be trained. This is useful since the evaluation is not dependent on 
the type of classifier being used. Next, the performances of the nearest mean and 
maximum-likelihood classifiers were evaluated. Their overall accuracy, sensitivity (rate 
of detecting when an anomaly is present), and specificity (rate of detecting when no 
anomaly is present) were determined. Sensitivity and specificity were included since
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they provide insights into the system’s failures in terms o f target misses and false 
positives.
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CHAPTER 2
METHODOLOGIES 
The objective of developing an automated subpixel target detection system 
detection system was realized by separating the problem into discrete modules of 
functionality as shown in Figure 6. Discrete wavelet transforms (DWT) were used in the 
first module of the system to decompose the hyperspectral signatures into details and 
approximation coefficients to facilitate the extraction of wavelet-based features from the 
signatures. In order to determine which mother wavelet was optimum with respect to 
target detection rates, each signature in the database was analyzed using 36 different 
mother wavelets. In each case, features were then extracted from the DWT coefficients. 
These were extracted from each level (or scale) of the transformed signatures. In order 
to determine the amount of a priori information the system would require, five feature 
extraction regions of interest were investigated. Feature reduction was the next module 
in the automated target detection system. Feature space reduction was accomplished 
using linear discriminant analysis (LDA). The last module included the classification 
phase of the automated system. Both the nearest mean and the maximum-likelihood 
classifiers were utilized, and their performance was investigated using leave-one-out 
testing. Receiver operating characteristics (ROC) curves was also used in the 
classification module to evaluate the performance of the system.
27
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Figure 6 Discrete Modules of the Automated Subpixel Target Detection System
2.1 Wavelet Decomposition 
A wave is usually defined as an oscillating function of time or space, such as a 
sinusoid. Fourier analysis is wave analysis. It is a technique for transforming our view 
of a signal from a time-based view to a frequency-based view. Fourier analysis expands 
signals or functions in terms of sinusoids (or, equivalently, complex exponentials) which
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has proven to be extremely valuable in mathematics, science, and engineering, «especially 
for periodic stationary signals [33]. While the Fourier transform provides: valuable 
frequency information or frequency resolution of a signal, the time information or time 
resolution is completely removed. Consequently, the Fourier transform alo»ne is not 
suitable for analysis of non-stationary signals.
The time-localization shortcoming of the Fourier transform is partially overcome 
by a short time Fourier transform (STFT) or Gabor transform. The STFT uses a 
windowing technique that maps a signal into a two-dimensional function of time and 
frequency. It assumes a non-stationary signal to be stationary when viewed through a 
window of finite length and provides some information, with limited precision, about 
both when and at what frequencies a particular signal event occurs. Tlhe major 
disadvantage of the STFT is that once the window is selected, that window s=hape and 
length is the same for all frequencies. As a result, the time resolution could be 
satisfactory at some frequencies while the frequency resolution could be satisfactory at 
other frequencies, but both time and frequency resolutions may not be satisfactory 
simultaneously [34]. Many signals require a more flexible approach that will al low for a 
variable window size, which will provide a more precise time-frequency resolution. 
Wavelet analysis is such a variable windowing technique that increases the precision of 
the time-frequency resolution.
A wavelet is a “small wave”, which has its energy concentrated in time to give a 
tool for the analysis of transient, non-stationary, or time-varying phenomena. Itt still has 
oscillating wave-like characteristics, but it also has the ability to allow simultaneous time 
and frequency analysis with a flexible mathematical foundation [33]. Wavelet amalysis is
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capable o f revealing aspects of data that other signal analysis techniques miss, aspects 
like trends, breakdown points, discontinuities in higher derivatives, and self-similarity. 
One major advantage of wavelet analysis is the ability to perform local analysis. Local 
analysis refers to analyzing a localized area of a larger signal. Furthermore, because it 
provides a different view of data than those presented by traditional techniques, wavelet 
analysis can often compress or de-noise a signal without appreciable degradation [35].
The roots of wavelet analysis go back some time, but the modem interest and 
development have a history of only a few years. The early work was in the I980’s by 
Morlet, Grossmann, Meyer, Mallat, and others, but it was the paper by Ingrid Daubechies 
in 1988 that caught the attention of the larger applied mathematics communities in signal 
processing, statistics, and numerical analysis. The goal of most modem wavelet research 
is to create a set of basis functions and transforms that will give an informative, efficient, 
and useful description of a signal. If the signal is represented as a function of time, 
wavelets provide efficient localization in both time and frequency. Another central idea 
is that of multiresolution where the decomposition of a signal is in terms of the resolution 
of detail [33].
The multiresolution decomposition seems to separate components of a signal in a 
way that is superior to most other methods for analysis, processing, or compression. 
Because of the ability of the discrete wavelet transform to decompose a signal at different 
independent scales and to do it in a very flexible way, Burke calls wavelets ‘The 
Mathematical Microscope” [33, 36, 37]. Because of this powerful and flexible 
decomposition, linear and nonlinear processing of signals in the wavelet transform 
domain offers new methods for signal detection, filtering, and compression.
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Wavelet transforms can be viewed as signal decompositions. In this case, the 
input signal to be analyzed is viewed as a function and is projected onto a set of basis 
functions, which are called wavelets. The set of basis functions is obtained from a single 
mother wavelet by dilating and translating the mother wavelet. The mother wavelet is 
dilated, or stretched, to the appropriate scale a. At the scale a, the mother wavelet is 
translated to m positions or shifts. This scaling and shifting produces m basis functions at 
scale a. By calculating the inner product of each of the m wavelet basis functions and the 
input function, a wavelet coefficient is obtained. Thus, at each scale, m inner products 
gives rise to m wavelet coefficients. The resulting wavelet coefficients amount to a 
decomposition at scale a, of the input function. The input function is decomposed at 
different scales to obtain wavelet transform coefficients at different resolutions. Hence, 
the concept of scale is essential in wavelet analysis and is analogous to the concept of 
frequency in Fourier analysis. Figure 7 shows a graphical comparison of time-based, 
frequency-based, STFT, and wavelet analysis methods.
Wavelet basis functions, (T)j, are generated by shifting and scaling the basic 
or mother wavelet, ii/{X) , according to the following.
V<2 V « y
(2 .1)
where a > 0 and b are real numbers. The variable a is the scaling factor of a particular 
basis function and b is the translation variable along the time axis. When a >1, the 
functions are dilated, and when a  < 1, the functions are contracted. The normalizing
factor, , ensures that the energy remains constant for all a and b\ that is:
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] \ ¥ a . ü ^ ^ fd À = ] \ i f r a fd X  , V a , b e R .  (2.2)
All of the wavelets {^^^„j,( )̂} generated by shifting and scaling the mother wavelet, 
¥ (X ) , have the same shapes. For example. Figure 8 shows the “Mexican-hat” mother 
wavelet given by
Vr(A) = ( l - ; i ) g "  (2.3)
and then the wavelet, ¥ 2 .3 -̂̂  ̂> dilated by 2 and translated by 3. It is observed that the 
daughter wavelet retains the general shape of the mother wavelet.
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In general, the basis functions need not be specified for any definition of the 
wavelet transform. This is in direct contrast to Fourier transforms. The theory of 
wavelets deals only with the general properties of wavelets and the wavelet transforms 
and is not dependent on any one set of basis functions. However, specific wavelet bases 
may be developed for certain applications. Hence, there are many kinds of wavelet bases 
including orthogonal, orthonormal, continuous, discrete, nonorthogonal, etc. However, 
there are certain properties that the wavelet functions must satisfy in order for 
reconstruction to be possible [34].
1. All wavelets must oscillate and have an average value of zero. This can be 
represented by
J {(r(A)dT = 0 (2.4)
2. The wavelets must have exponential decay and exhibit “compact support.” That is, 
the wavelets must be finite in duration and, hence, local in scope. Compact support is 
given by the condition
lim {/(A) = 0
X ±oo
These conditions are often referred to al the “admissibility condition.”
An important property of many wavelet systems is the multiresolution property, 
where the decomposition of a signal is in terms of the resolution of detail. In other 
words, if the basic expansion function is made half as wide (dilated) and translated in 
steps half as wide, it will result in a better representation of the signal or at least give a 
improved approximation of the signal. When using wavelets with multiresolution 
analysis, a scaling function, (piX) , is used in conjunction with the wavelet function.
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There is a orthogonal relationship between the scaling function cp{?C) and the 
wavelet function . More precisely, the inner product of the two must equal zero
(2 .6)
The multiresolutional relationship between the scaling function and the wavelet function 
will enable any signal to be represented by a series expansion
<7=0
(2.7)
where, c{b) and d{a,b) are approximation and detail coefficients, respectfully. The 
scaling function is normally continuous and can be dilated and translated. However, the 
scaling function is not a wavelet, and it does not have to satisfy the admissibility 
condition imposed on a wavelet function. The scaling function, however, is normalized 
so that its integral is equal to 1 and it converges to 0 at infinity. If a wavelet function 
does not satisfy the multiresolution property, its associated wavelet transform cannot be 
implemented with the dyadic filter tree. The dyadic filter tree is a fast algorithm for
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implementing a discrete wavelet transform and is commonly used in many wavelet 
applications.
The whole set of basis functions is obtained by shifting and scaling the mother 
wavelet. There exist many different types of mother wavelets and wavelet families. 
Some wavelet families are the Haar, Biorthogonal, and Daubechies wavelets. The Haar 
wavelet is the simplest example of a wavelet function. The Haar wavelet is 
discontinuous, and it resembles a step function. The Haar wavelet is defined as [33].
1, 0 < A < -
2
^(A) = - —1, — - (2.8)
0, otherwise
The Haar wavelet has compact support and — decay in frequency. The scaling function,
À
<p(À) , and the wavelet function, î rÇÀ) , for the Haar are shown in Figure 9.
Ingrid Daubechies developed a well-known family of wavelets [37]. In fact, most 
engineers and scientist first became aware of wavelets when Daubechies first published 
her important paper [37] in 1988. Daubechies’ method of designing wavelets with zero 
vanishing moments, led to a new understanding of how wavelets work [33]. Her methods 
are particularly useful for applications requiring nonlinear filtering, denoising, and 
compression. The wavelets designed by her methods are generally referred to as 
Daubechies-n, where n is the “order” of the mother wavelet. The order corresponds to 
the regularity of the mother wavelet and the number of coefficients necessary to represent 
the wavelet function. The lowest order Daubechies wavelet, DBl, corresponds to the 
basic Haar wavelet.
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Figure 9 Haar scaling function and Haar wavelet.
2.1.1 Continuous Wavelet Transform 
A continuous wavelet transform (CWT) is calculated by summing, over all time, a 
signal multiplied by a wavelet that is shifted and scaled. The inner product between a 
signal and a shifted and scaled version of a wavelet produces wavelet coefficients that are 
a function of scale and position. A CWT is represented mathematically as:
(2.7)
where Wj{a,b)  is the CWT coefficients, ^(A)is the wavelet function given by 
equation 2.1, and /(A ) is the signal to be transformed. The scale parameter, a, and the 
shift parameter, b, are specified as real numbers. Hence, the transform coefficients, 
W^{a,b) , are continuous with respect to the variables a and b [34]. It’s important to note
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that the CWT, like any signal processing performed on a computer, is performed on a 
discrete-time signal. The continuity of the CWT is distinguished by the fact that the 
CWT can operate at every scale, from that of the original signal up to some maximum 
scale, which is determined by trading off the need for detailed analysis with available 
computational horsepower. [35]. Additionally, the CWT is continuous in terms of 
shifting the basis function or scaled mother wavelet. In other words, the analyzing 
wavelet of a CWT is shifted continuously over the full domain of the analyzed function. 
This smooth shifting of the wavelet across the function under analysis leads to the CWT 
being interpreted as a cross-correlation, Æ ( r ) , of two functions x(f) and y(r) or more 
appropriately for this research,
(̂ «4, (/I -  6)) (2.8)
where (/(A),^i^„ q (Â is the inner product of /(A ) and ( À - b ) .  In other words, a
CWT is the cross-correlation at shift b, between /(A ) and the wavelet dilated to scale 
factor a.
The CWT provides time and frequency selectivity; that is, it is able to localize 
events both in time and in frequency. Its ability to localize events in time is easy to 
establish. The section of the input signal, / ( A ) , that contributes to the value of a 
coefficient of W(a,b)  for any (a, b) is the section of /(A ) that coincides with the interval 
over which y/ ĵ  ̂(A) has the bulk of its energy. This windowing effect results in the time
selectivity of the CWT. The frequency selectivity of the CWT is explained using the 
interpretation of a collection of linear, time-invariant filters with impulse responses that 
are dilations of the mother wavelet reflected about the time axis. Dilating the impulse
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response corresponds to a contraction in the frequency domain similar to the scaling 
property of a Fourier transform in which spreading out in time will allow one to focus in 
on frequency. This follows from the fact that the cross-correlation operation on two 
signals can be expressed as a form of convolution, and the CWT was seen in Equation 2.8 
to be a cross-correlation in b parameterized by the scale fact or a [38]. The time and 
frequency selectivity properties of the CWT are a major reason why the analysis method 
is attractive to hyperspectral applications.
2.1.2 Discrete Wavelet Transform 
Calculating wavelet coefficients over a continuum of scales and shifts results in 
very high computational expense. In fact, the tremendous amount of data produced from 
a CWT can overwhelm some of the high speed and high capacity computing systems 
operating today. Many of the wavelet coefficients produced by the CWT represent an 
overkill of calculations in an endeavor to obtain satisfactory time-frequency resolution of 
an input signal. Furthermore, all of the CWT coefficients produced from equation 2.7, 
depict a redundancy, because of the fact that the entire support of Wj-{a,b) need not be
used to reconstruct the original signal / ( A ) . Clearly then, satisfactory time-frequency 
resolution and signal reconstruction, if desired, can be obtained by using only a subset of 
the CW T’s scales and shifts. By choosing scales and shifts that are based on powers of 
two (so called dyadic scales and shifts), the wavelet transform becomes much more 
efficient. At the same time, dyadic decompositions can be shown to completely represent 
the signal and allow for perfect reconstruction.
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A wavelet transform that is calculated from dyadic scales and shifts is called a 
dyadic wavelet transform. The wavelet basis functions for the dyadic wavelet transform 
are represented by
where both j  and k are integer indices, and the wavelet coefficients are obtained by
—y oo
( ; , t )  = 2 ^  j" /(A)vr(2-^ A -  (2.10)
Thus, when compared to equation 2.1, the scales are a = 2, 4, 8, 16, ... for j  = 1,2,3,4,... 
and each shift is equal to the length of the scaled wavelet. The basic expansion signals 
are made half as wide and translated in steps half as wide. The discrete wavelet 
coefficients, Wj{j ,k) ,  are obtained with the inner product of the dyadic shifted and
scaled wavelet function, (A), with the input signal, . Observe that in contrast
to the CWT basis function, which involves a continuum of dilations (scales), and 
translations (shifts), equation 2.9 uses discrete values for these parameters. The dilation 
takes values of the form a = 2-' where j  is an integer. At any dilation 2-', the translation 
parameter takes values of the form 2-'^ where k is also an integer. This corresponds to 
sampling the coordinates (a, b) on a grid such as the one shown in Figure 10. The 
process is called dyadic sampling because consecutive values of the discrete scales as 
well as the corresponding sampling intervals differ by a factor of two [38].
The two-dimensional set of coefficients, Wj-(j,k)  from equation 2.10, is called a 
discrete wavelet transform (DWT) of the input signal f ( À ) . Since, /(A ) is itself a
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discrete time signal, the integral in equation 2.10 becomes an inner product of N terms, 
and the discrete wavelet basis functions, ij/jj. (n) are defined as
(2 .11)
where n is a discrete variable, 2̂  is the scale parameter, k is the shift parameter, and j  and 
k are integers.
An advantage of the DWT is that it can be implemented with a fast algorithm. 
The fast algorithm involves filtering the original input signal and then decimating the 
filtered result. However, use of the fast algorithm places greater constraints on the type 
of mother wavelet that can be used to perform the DWT. For instance, in addition to 
meeting the admissibility condition and having compact support, a wavelet used to 
perform a DWT must possess the multiresolution analysis property [37]. There exist
1/2
1 / 4
Figure 10 Time-frequency cells of dyadic sampling.
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infinitely many mother wavelets that satisfy these criteria. However, for this study a set 
of standard, commonly used mother wavelets were investigated. These included 36 
mother wavelets from the Haar, Daubechies, Biorthogonal, Coiflets, and Symlets families 
of wavelets.
As can be seen in equation 2.10, the wavelet coefficients are obtained by a direct 
convolution of the input signal with the wavelet basis functions. In the field of digital 
signal processing, the process of convolution is equivalent to the filtering of a discrete 
signal with coefficients, weights, or an impulse response. The DWT can be implemented 
with a filter bank when the mother wavelet satisfies the multiresolution criteria [37]. The 
concept of the filter bank can be simply viewed as a set of complementary highpass and 
lowpass filters. The scaling function, (p\n\, discussed in section 2.1, corresponds to the 
lowpass filter impulse response, and the wavelet function, corresponds to the
highpass filter impulse response.
The scaling function, (p^[ri\, and the wavelet function, ^[n], are constructed as
to span the entire signal space of the input signal, f[n].  Thus the input signal, can be 
represented as a weighted sum of the scaling functions and wavelets as follows,
/[ " ]  = Ë  ["1+ É  W  (2.12)
where 5[A:] form the approximation coefficients and Ŵ , [/:] form the details coefficients 
for level j. The above equation is also equivalent to the projection of the input signal, 
/[n ] , onto the shifted and scaled versions of the mother wavelet. In this series expansion 
of the input signal, / [n ] , the first summation gives a function that is a low resolution or
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coarse approximation of /[« ] . For each increment scale j ,  a higher or finer resolution or 
detail is computed.
If the expansion functions <p̂  [n] and iffjj. [n], are orthonormal to each other, the 
coefficients can be calculated as inner products as follows:
= { f [n\  (Pk [«]> = X  / [ " K -  [«] (2-13)
[(̂ 1 = (/[«I ¥j.k [«]> = Yj /[" Vy.it [«] (2-14)
The approximation coefficients, are obtained by the inner product of the input
signal, /[« ] , with the scaling function, (p^\n\. The coefficient, 5[A:], in this case, is 
obtained at a starting scale of zero. But, in general, the starting scale can be defined at 
any scale, . At each increasing scale j  > /gthe inner product of the input signal, /[;j], 
with the scaled and shifted wavelet function, y/jj. [n], gives rise to the detail coefficients
When implementing the DWT with filter banks, the scaling function, (p[n\,
corresponds to the lowpass filter, and the wavelet function, y/\n\., corresponds to the
highpass filter. The coefficient, S[â:], is then the lowpass filtered coefficient forming the
approximation signal. Similarly, the coefficients, corresponding to the lowest
scale, /  = 1, are the highpass filtered coefficients forming the detail signal. Thus, a set of 
lowpass and highpass filtered signals are obtained, similar to those of a conventional 
filter bank.
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In Figure 11, the original input signal, / [« ] , passes through two complementary 
filters and emerges as two signals. The wavelet analysis bank uses a highpass and 
lowpass filter to convolve the input signal, f[n],  and obtain the coefficients. One set of 
coefficients, emerges from the output of the lowpass filter and represents the
approximation signal. The other set of coefficients, w [A:], is the output from the 
highpass filter forming the detail signal. Figure 11 shows one stage of the two-band 
analysis filter bank. The output signal from the lowpass filter is further filtered to give 
rise to a full decomposition tree-structure as shown in Figure 12. The process of further 
decomposing the scaling coefficients is referred to as “iterating the filter bank.” 
Decimation, or down sampling, by a factor of two, follows the filtering process. 
Decimation by two simply means that every second data point is removed. Down 
sampling by two causes the frequency spectrum to stretch to twice the original width of 
the signal [39]. Consequently, the same highpass and lowpass filters can be used in the 
next stage to filter the approximation signal. At each stage, the decomposition process is
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Figure 12 Dyadic filter bank.
repeated iteratively, and the newly generated approximation signal is used as the input 
signal of the next stage. This process is shown in Figure 12. The result is J  sets of detail 
wavelet coefficients, corresponding to scales j  = 1,2,3,..., J  , and one final set of 
approximation wavelet coefficients, corresponding to the largest scale J.
In order to avoid unreasonably large values for, J, there is a maximum limit to 
which the DWT is performed. A decomposition level becomes unreasonable when the 
signal length, due to dyadic downsampling, becomes smaller than the length of the 
impulse response. As with the convolution process, each level of the DWT produces 
coefficients as the impulse response shifts the length of the signal. When the signal 
length reduces, so do the number of coefficients for each level of the DWT. For 
example, Haar mother wavelet has an impulse response of two samples resulting in 
maximum decomposition level of seven for a signal of length 210. However, the impulse
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response of the Daubechies-8 (DB-8) mother wavelet is 16 samples long and the 
maximum decomposition level is three for the same signal of length 210.
2.2 Wavelet Based Feature Extraction 
Feature extraction is generally the first step in the classification process. The 
objective of feature extraction is to quantify patterns or characteristics that are essential to 
the accurate classification of input signals. Primarily, the extracted features should 
accurately represent the pertinent information of the signal being analyzed. If the amount 
of feature data extracted from a signal is too large, computational costs to analyze the 
data can often overwhelm classification algorithms. Therefore, an important part of the 
feature extraction process involves reducing the amount of feature data to a manageable 
level without discarding critical information. The feature extraction process should also 
involve choosing features that will facilitate fast classification algorithms and fast 
training times.
This research utilized wavelet analysis to extract features from hyperspectral 
signatures. The primary motivation for using wavelet analysis was its ability to analyze 
signals at multiple resolutions. Multiresolutional analysis provides a more detailed 
analysis than conventional fixed-windowing techniques that are based on constant 
resolution operators. Fixed window techniques, such as the short-time Fourier transform, 
produce high frequency localization at the expense of poor time resolution. On the 
contrary, wavelet transforms have the ability to analyze signals at various window 
lengths, which results in a multiresolutional perspective of the signal. The use of wavelet 
analysis in the feature extraction process is referred to as wavelet-based feature
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extraction. The wavelet-based technique used in this research applied discrete wavelet 
transforms (DWT) to hyperspectral signatures across dyadic scales. The DWT provides a 
multiresolutional decomposition of the original signature. After transforming a signature 
with a DWT, features were then extracted from the wavelet coefficients. In order to 
avoid unreasonably high decomposition scales, the DWT was implemented up to the 
maximum allowable scale for the mother wavelet being used. One feature was extracted 
from each scale’s detail coefficients and from the maximum scale’s approximation 
coefficients. This feature extraction method required a 1x210 hyperspectral signature as 
input and produced a 1 x p feature vector, where the value of p equals the number of 
scales in the wavelet decomposition plus the approximation level. For example, a Haar 
wavelet produced a 1 x 8 feature vector; one feature from each of the seven scales and 
one from the approximation.
2.2.1 Region of Interest 
As mentioned in section 1.1, a primary goal of this study was to develop an 
automated target subpixel target detection system that would require no a priori 
information about the target itself. However, classification rates could improve 
significantly with the use of a priori information about the reflective properties of the 
target. In fact, armed with spectral information regarding a specific type of target, the 
automated detection system could focus on the narrow spectral region where the target’s 
spectral properties are evidenced. With both of these scenarios in mind (no a priori and 
some a priori information), feature vectors were computed using the entire hyperspectral 
signature and also from narrowly defined regions of interest (ROl) within the 
hyperspectral signature. When the entire hyperspectral signature was used to create a
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feature vector, all of the DWT coefficients were used to compute the features. This 
scenario represented the case where no a priori information was known and the 
automated detection system indiscriminately searched for the target. The other scenario 
is representative of when a specific target was suspected, and hence the system would 
know a spectral range over which the target might be discernible. In this case, the 
automated detection system would extract from only those coefficients that are 
expansions of the ROI in the signature. Figure 5 shows how the ROI determination for 
feature extraction was made. If the target were suspected to exist and to be centered at 
, then the spectral range to be used for the feature extraction would be X ^ ± a . For
this study, various ROI’s were investigated in order to assess the robustness of the 
automated detection system. These regions included a  = 4 ,5,7,10 .
2.2.2 Energy Features 
To facilitate feature extraction, the DWT coefficients were mapped into a 
concentration of sequences W/, W2 , W>, ...W^ Sm- As shown in Figure 12, W} represents 
the detail coefficients for scale / and Sn represents the approximation coefficients at the 
maximum decomposition level. These coefficients form the maximum level of wavelet- 
based decomposition or expansion of the hyperspectral signature. Together, the detail 
and approximation coefficients contain the same amount of information as the original 
hyperspectral signature and have the following property [40];
i/[n]r=i.s»ir+iivt'-ir (2.is)
i - \
where the symbol ||x||' is the root mean square (RMS) energy of the signal x.. For 
instance, the RMS energy of the hyperspectral signature is
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ii/[«r=JJ|7w C2.16)
where N  is the length of the signal /[n ] . The RMS energy of the coefficients at each 
detail (scale) and the final approximation were chosen as the essential features to 
represent the hyperspectral signature. Therefore, each element of the I x  p feature vector 
is the energy from coefficients at each detail and the final approximation.
Identifying the individual coefficients that were used in the energy calculations 
was dependent on the ROI and the type of mother wavelet used to perform the DWT. 
When there is no a priori information available about the target, the ROI is the entire 
spectral signature and therefore, all of the wavelet coefficients are used to calculate the 
energy feature vector. However, when the system focuses on a narrow ROI only a subset 
of the detail coefficients and approximation coefficients are used to calculate the energy 
feature vector. The ROI in the hyperspectral signature maps to a segment of the 
expansion coefficients within each detail and approximation. The mapping of the ROI 
into the DWT coefficients is related to the length of the low and high pass filters used in 
the decomposition filter bank. When the decomposition filters are of length two, 
mapping the ROI into the DWT coefficients is accomplished with the following 
relationships:
W,, (min) =
W,, (max) =
ujwer
Band (2.17)
C2.i:3)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
49
where and ^pp,.r are the first and last spectral band in the signature’s ROI,
Band Band
respectfully. As seen in Figure 5, ^ i ^ „ = ^ ~ c c  and ŷ pp,.r = ̂  + cc. Likewise,
Band Band
W.,, (min) and VF,, (max) are the first and last element positions in the sequence of 
coefficients used to compute the energy at scale i. The half brackets, f  ], indicate a
rounding up to the next whole element position. Substituting these relationships into 
equation 2.16 gives the energy, E, at scale i:
E .=
■y (vF,, (max) -  W,, (min) + 1)
W^, (max)
(2.19)
When the decomposition filters have lengths greater than two, determining which 
coefficients to use in the energy calculation is not so straightforward. In fact, each 
element, A , in the original signature maps to a range of expansion coefficients instead of 
to a single coefficient as in equations 2.17 and 2.18. Therefore, the first expansion 
coefficient, VF„ (m in), used to calculate the energy, corresponds to the first coefficient in
the range of coefficients that map to the signature element À^—a .  Inversely, the last
expansion coefficient, IF,, (m ax), used to calculate the energy, corresponds to the last
coefficient in the range of coefficients that map to the signature element + a . When
the decomposition filter lengths are greater than two, mapping the ROI into the DWT 
coefficients is accomplished with the following relationships:
■/I,
VF,, (min) =
Lower
Band (2.20)
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VF, (max) =
Upper
Band (L -2 ) (2.21)
where L is the length of the filter and the half brackets, [_ J , indicate a rounding down to 
the nearest whole number. Once the minimum and maximum expansion coefficients 
have been calculated the energy, E , at scale i, is calculated using equation 2.19.
For instance, when the system used all the spectral bands to generally for a 
general target, all of the coefficients at each scale and approximation were used to 
compute the energy features. However, when searching for a specific target with a 
specific ROI, the number of coefficients used to compute the energy was a subset of the 
total number of coefficients available at each scale. This relationship is shown in 
equation 2.22.
E,p = ^  t=l________
; fo r  all coefficients
W ; (max) (2.22)
(VF,, (max) -  VF,, (min)+1 )
%IF,7(X:) ; fo r  a ROI
■W ; (min)
2.3 Feature Reduction 
The high spectral resolution coupled with the high spatial resolution of 
hyperspectral imagery creates massive volumes of data. The HYDICE image used for 
this research contained 210 spectral bands each containing 320x320 picture elements 
(pixels) for a total of 21.504 million pixels. In order to analyze and interpret this 
enormous amount of information, it was imperative that a logical method of data 
reduction be incorporated into the feature extraction process. Ideally, only those features 
that contain relevant information should be extracted from the signatures. Then it would
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be possible to make inferences about the information in the image. The feature extraction 
method used in this study is discussed in section 2.2. It involves creating a feature vector 
whose elements are the energy of the wavelet coefficients at each scale. Although the 
feature vector represents an extensive reduction in the amount of data to be analyzed, it 
still contains much information that is redundant to the problem of determining the 
existence of a subpixel target within a hyperspectral image. By the nature of the DWT, 
each successive scale of the decomposition represents a more coarse approximation of the 
information in a signature. The elements of the feature vector, or the energies at each 
scale, can be viewed as a weighted value of the relevant information in the signature at 
each scale. This view of the feature vector as weighted values leads to the conclusion 
that further reduction of the feature data is possible. Therefore, the feature vector was 
reduced to a single feature scalar using a classic principle component algorithm called 
linear discriminate analysis.
2.3.1 Linear Discriminant Analysis 
A feature vector was comprised of the energy of the wavelet coefficients at each 
scale and final approximation of the DWT. The length, p, of the feature vector was 
dependent on the level of the DWT decomposition, or more precisely, on the mother 
wavelet used for the DWT. The value of p  ranged from three, when the DBS wavelet 
was used, to eight when the Haar wavelet was used. The length, p, of the feature vector 
determined the number of dimensions of the feature space that the classification 
algorithms had to process. To reduce the dimensionality of the feature space to a more 
manageable level, linear discriminant analysis (LDA) was used. LDA reduced the 
feature space to a dimension (C-1) where C was the number of classes. For this study.
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C=2 (target or no target); therefore, LDA reduced the feature vector to a one-dimensional 
feature scalar.
The LDA algorithm reduces the dimensions of the feature space into a one­
dimensional scalar by projecting the dimensional data onto a line. The goal of 
discriminant analysis is to ensure the line is oriented in such a way that the projected data 
is well separated [30]. This study used several sets of 1000 /7-dimensional feature 
vectors, x = {x i,  x^, x j , . . . ,  x„ }. Each of the 1000 feature vectors belonged to one of two 
subsets, or classes, those pixels that contain a  target and those pixels that didn’t contain a 
target. A linear combination of the components of x was determined based on the linear 
transformation defined by
yi = w’̂ Xi , (2.23)
where x ; i s a  (/? x  l) feature vector and is a (m x p) linear transformation matrix and
yi is the one-dimensional feature scalar [30]. The parameter p is the number of features 
extracted from a signature, and c = m -t- 1 is the number of classes. There were two
classes in this case, so m = 1. Each y\ was the projection of the corresponding Xi onto a
line in the direction of w^.
The separation between the projected points is measured by determining the 
distance between the means of the two classes. A class mean is given by
m' = —  2  y
yeCtass,
= — ^  w ^x =w^m i (2.24)
n. xeClass,
where m,- is the mean of the feature vectors for class i, m' is the mean of the projected 
points, rii is the number of elements in class 1, and y is a feature scalar. Scaling the
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transformation matrix can increase the separation between the two classes, because 
\m![ — m([ = I  (jni-m 2) I . The right amount of scaling for is accomplished by first 
defining the scatter for the projected points as
(2.25)
ysCtœis,
The scatters of the two classes are used in the following criterion function.
\m', —irA
J(w) = y ; -----^  (2.26)
The purpose of the LDA is to define a linear function w^x for which the criterion 
function is maximized.
The relationship between J  and w is,
W ^ S n W
J(w)= (2.27)
where Sg and Sw are the between-class scatter matrix and the within-class scatter matrix 
defined as:
5^ = ( n i i - m , ) ( m i - m , ) ^  (2.28)
5,y = S , a Ŝ_ (2.29)
where 5, = ]^ (x  — m j f x  — mj) . The within-class scatter matrix is a measure of the
xeXj
spread of the cases within a class, and the between-class scatter matrix is a measure of the 
spread of the classes, or more accurately the class means. Equation 2.27 can be reduced 
to a generalized eigenvalue problem [30].
(5g-/LS^^)w = 0. (2.30)
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The ( p  X  l )  eigenvectors w , are associated with the nonzero eigenvalues and they are the 
feature weights used in the linear feature reduction equation (2.23).
2.4 Performance Evaluation 
Three methods were used to evaluate the performance of the automated detection 
system. First, a receiver operating characteristic (ROC) curve was used to evaluate how 
well the system trained and indicated how effective the linear transformation matrix in 
the LDA algorithm was able to discriminate between the two classes. ROC curves are 
commonly used for evaluating automated detection systems. The next two performance 
measures were the nearest mean and the maximum-likelihood classifiers. Both of these 
classifiers were used to test a subset of hyperspectral signatures that was different from 
those used to train the system. The results obtained from these two classifiers included 
accuracy, sensitivity, and specificity.
2.4.1 Receiver Operating Characteristic (ROC) Curves
Receiver operating characteristics (ROC) curves are commonly used for
evaluating the performance of automated detection systems, especially in medical
imaging applications. Associated with ROC analysis are two important measures for
estimating the accuracy of the system: sensitivity and specificity. The performance
indices are defined as follows:
- . . .  Number of true positive decisionSensitivity = ---------------------    (2.31)
Number of positive cases
„ ._ . Number of true negative decisionSpecificity = -----  — --------   ^ -------------  (2.32)
Number of negative cases
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Sensitivity is a measure of how well the system detects the targets, and specificity is a 
measure of the system’s ability to detect the absence of targets. Often, in medical 
applications, “positive” is used to refer to the diseased case (target is present) and 
“negative” is used to refer to the non-diseased case (target is not present).
Sensitivity represents the accuracy of the positive cases, and specificity represents 
the accuracy for the negative cases. The system’s overall accuracy, or the fraction of the 
test cases that is classified correctly, is defined in terms of sensitivity and specificity as 
follows:
Arriirnr'u -  Sensitivity x[Fraction of the study that is positive]
^ + Specificity X [Fraction of the study that is negative]' '
If there are a sufficient number of cases, the distributions can be estimated as 
Gaussian as shown in Figure 13. The above is a direct consequence of the central limit 
theorem (CLT) which states that under general conditions, if the cases are independent 
and identically distributed, the distribution of the cases approaches a Gaussian [41]. 
During any diagnostic test, the test results do not always fall into a distinct class. There 
is a possibility that the distributions can overlap as shown in Figure 13. The extent of 
overlap, or separability of the Gaussian distributions, determines the discrimination 
capacity of the system.
In Figure 13, one possible decision threshold is indicated to define a distinct 
boundary between negative and positive test results. Also indicated in Figure 13, are 
probability distributions of the positive cases and the negative cases. The negative and 
positive cases that are correctly classified correspond to the TNF and the TPF, 
respectively. The negative cases to the right of the decision threshold are incorrectly 
classified as positive, and they correspond to the false positive fraction (FPF). Likewise,
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Negative decisions
One decision threshold
True Negative Cases 
(TNF)
True Positive Cases 
(TPF)
False Negative Cases 
(FNF)
Positive decisions
False Positive Cases 
(FPF)
Decision Axis
Figure 13 Actual distribution of test results.
the positive cases to the left of the decision threshold are incorrectly classified as 
negative, and they correspond to the false negative fraction (FNF). Hence, when the two 
distributions overlap, no single decision threshold can be defined to separate the two 
distributions. Depending upon the problem, a threshold value must be selected to provide 
a compromise between sensitivity and specificity [42]. By varying the decision 
thresholds, different combinations of TPF and FPF can be computed and plotted against 
one another. The resulting graph is an ROC curve and is shown in Figure 14.
Since the goal is to have TPF = 1.0, a “higher” ROC curve indicates a greater 
discrimination capacity of the system. The ROC curve for a perfect system would be a 
unit step function because at each FPF value, the value of the TPF is large indicating that 
the probability of correctly detecting a target is high. On the contrary, a “lower” ROC 
curve would indicate a lower discrimination capacity of the system. A system that has no
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
57
. 0"
Area under the ROC curve
0.0
False Positive Fraction0.0
Figure 14 ROC Curve.
capability of discriminating between the two classes would have an ROC curve 
equivalent to a unit ramp function. From the curve, a number of useful performance 
indices can be computed, the most significant one being the area under the ROC curve. 
The area under the ROC curve (Az) can vary from 0.5 to 1.0. A value of 0.5 indicates 
that the system does not distinguish the positive and negative cases resulting in zero 
accuracy. A value of 1.0 indicates that the system has 100% accuracy, and the 
distributions in Figure 13 do not overlap. Hence, as the curve moves higher and towards 
the left of the boundary, the area increases and hence the accuracy increases.[43].
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2.4.2 Nearest Mean Classification 
The nearest mean classifier utilized a minimum distance classification rule, where 
the Euclidean distance shown in equation 2.34 was used for the distance measure [30].
y) = - y ,  ) ' (2.34)
The classifier was trained on a subset of 500 signatures that included 250 signatures from 
class I (signature contains a target) and 250 from class 2 (signature does not contain a 
target). The signatures used in the training phase were from a different set of signatures 
than those used for testing. In fact, the set of training signatures and the set of test 
signatures are independent and mutually exclusive. The true classification of each 
signature was known in the training phase.
LDA was used to reduce each I x p  feature vector into a single feature scalar and 
the mean of the feature scalars from each class was calculated. The class means, m\ and 
m2 were used in the Euclidean distance measure, equation 2.34. Since the feature vectors 
were reduced to feature scalars, equation 2.34 was reduced to
d. (x,m .) = . (2.35)
The X term in equation 2.35 represents the reduced feature scalar of a signature under test. 
The distance between the test feature scalar and the two class means were computed. The 
feature scalar was assigned to the class with the minimum distance.
2.4.3 Maximum-Likelihood Classifier 
The maximum-likelihood classifier utilizes a priori probability distributions and 
densities to determine class boundaries, or decision thresholds. Although each class 
probability density function (pdf) was an estimate of the actual class density function, the
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large number of training signatures (500) used in this research, couple with a one­
dimensional feature space minimized any problems that might have been caused by 
estimating these statistics. The pdf was estimated to be a Gaussian, or normal 
distribution. Once again the CLT was applied since the sample size was very large and 
the signatures were independent and identically distributed.
Training data, for the maximum-likelihood classification method, was comprised 
of 500 training signatures. The truth about the class of each signature was known. The 
mean and variance of the feature scalars from each class was calculated and the Gaussian 
pdf of each class was determined. The points at which the two p d fs  overlapped were 
defined as the class boundaries. Figure 15 illustrates the class boundaries for a two-class 
scenario. The test signatures were assigned to a class according to the class boundaries.
Class B
^lass
Reduced
Feature
Scalar
Figure 15 Maximum-likelihood classification.
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CHAPTERS
DATABASE OF HYPERSPECTRAL SIGNATURES 
The database used for this project was created from a single HYDICE data cube. 
The HYDICE data contained 10,000 (100x100) pixels in each spectral band. The 
HYDICE cube contained 210 spectral bands that were each about lOnm wide over the 
solar reflective portion of the spectrum from 400nm to 2400nm [2]. The image itself was 
a city scene, which contained several man-made objects such as roads, parking lots, cars, 
and buildings. Some natural objects, such as trees, grass, and soil, also appeared in the 
image although in much smaller quantities than the man-made objects. One spectral band 
of the image is shown in Figure 16. The variety of different objects in the image makes it 
more difficult for the automated subpixel target detection system to isolate the target. In 
other words, one pixel of a non-uniform scene could contain the spatial average of 
several types of material within the ground-projected instantaneous field of view 
(GIFOV). Thus, reducing the class fraction within the pixel and the signal to noise ratio 
(SNR) of the target. On the other hand, a pixel from a uniform scene, such as barren 
desert or an airport apron, will have less spatial averaging within the GIFOV. Less 
spatial averaging equates to a increased SNR and will intuitively be an easier target to 
detect.
The database developed for this study consisted of 22 data matrices listed in Table 
2. Each data matrix (DM) contains 1,000 randomly selected HYDICE signatures. The
60
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1,000 corresponding pixel coordinates were determined by using the following two- 
dimensional uniform distribution.
, , J 1/100^, forO < x,y  <100
L 0 Otherwise
(3.1)
A uniform distribution was used so that all 100 x 100 pixels/signatures were equally 
likely to be selected. Additionally, save guards were established so that once a pixel 
signature was selected for a DM, it would not be selected for that same DM again.
Natural Object
Pavement
Automobile
Figure 16 One HYDICE spectral band — non-uniform scene.
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Table 2 Data matrix and subpixel target (Gaussian anomaly) characteristics.
Data Matrix 
Name
Anomaly 
Center Band
Anomaly
Variance
Anomaly^
Anmlitude
Hysig38_7_10p 38 7 10
Hysig38_7_5p 38 7 5
Hysig38_7_3p 38 7 3
Hysig38_7_lp 38 7 1
Hysi g3 8_7_1 Opneg 38 7 -10"
Hysig38_7_5pneg 38 7 -5*
Hysig3 8_7_3 pneg 38 7 -3 *
Hysig38_7_lpneg 38 7 -1"
Hysi g3 8_ 10_1 Opneg 38 10 -10’
Hysig38_5_5pneg 38 5 -5"
Hysig38_3_3pneg 38 3 -3"
Hysi g38_2_l pneg 38 2 -1"
Hysig41_7_10p 41 7 10
Hysig41_7_5p 41 7 5
Hysig41_7_3p 41 7 3
Hysig41_7_lp 41 7 1
Hysig50_7_10p 50 7 10
Hysig50_7_5p 50 7 5
Hysig50_7_3p 50 7 3
Hysig50_7_lp 50 7 1
Hysi g3 8_7_3 p_uniform 38 7 3
Hysig3 8_7_3 pneg-uniform 38 7 -3*
+ Shown as a percentage o f the signature’s mean amplitude at the center band.
* Negative amplitude represents a decrease in reflectance, relative to the surrounding material, and
therefore, subtracts from signatures o f  each DM.
3.1 Gaussian Anomaly 
Twenty-two DM’s were created for this study, and they varied according to the 
characteristics of the additive subpixel target. Each DM consisted of 1,000 signatures. 
As shown in Figure 17, a synthesized subpixel target (Gaussian anomaly) was inserted 
into 500 signatures of each DM. Anomaly characteristics are shown in Table 2. Adding 
the anomaly into a specific spectral band was based on discretionary criteria that ensured 
the generalities of the image processing algorithms were maintained. Most of the
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discretionary criteria preferred that the synthesized anomalie^s possess properties similar 
to that of aerosols in the atmosphere. Therefore, justification fifor placing the anomaly in a 
particular spectral band was based on geophysical variables in the spectral range of 
400nm to 1400nm. Specifically, aerosol properties are detecrted in spectral ranges 743— 
753nm and 862-877nm. The specific geophysical variables a n d  the relationship of three 
HYDICE bands to their spectral ranges are shown in Table 3.
Each DM contained a specific type of anomaly, anid those characteristics are 
discussed in the following paragraphs. The anomaly was an acdditive Gaussian function
g ( A )  =  A x
I
I tig
(3.2)
where A is the maximum amplitude of the anomaly, A. represents an individual spectral 
band. O’ is the standard deviation of the anomaly, and fx is the band at which the anomaly 
is maximum. The variable fx, is referred to as the center band , because the anomaly is 
centered at that location in the signature. The choice of a Gaaussian shaped anomaly can 
be justified based on the assumption that absorption/reflectance spectra are relatively 
symmetric about the center band. Huguenin and Jones have  used this assumption to 
model absorption/reflectance spectra of materials [26]. Their assumption is that scattering
Table 3 Specific geophysical variables as related too subpixel target
Specific Geophysical Variable HYDICE Band Spectral Range
Aerosol properties 38 745—754nm
Aerosol properties 41 783-792nm
Aerosol/atmosphere properties 50 869—878nm
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produces a randomness of the illumination geometries in the observed center band, which 
results in a distribution function that, contains contributions from a large set of 
transmitted light orientations. As such, the absorption/reflectance band shape should tend 
toward a Gaussian distribution according to the central limit theorem of statistics. The 
amplitude. A, at the anomaly’s center band is a percentage of the mean value of all the 
signature values at that particular band. Four amplitudes (10, 5, 3, and 1 percent) were 
used to provide a range of difficulty for the classification algorithms.
A =
I 1.000
X percentage , (3.3)
where n is the signature in the data matrix, fx is the center band of the anomaly center, 
and percentage is 0.10, 0.05, 0.03, or 0.01. Some of the DM’s have anomalies that 
represent increased reflectance and therefore, are added to the signatures. Adding a
Randomly Select 
1000 signatures
variance, and amplitude
500 Without Anomaly
500 With Anomalymean.
Figure 17 Generating HYDICE data matrix (DM).
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positive anomaly to a signature is depicted in Figure 18. While other DM’s have 
anomalies that represent increased absorption and therefore, subtract from the signatures. 
Adding a negative anomaly to a signature is depicted in Figure 19.
For the most part, an anomaly’s full width at half maximum (variance) spanned 
seven bands. However, to provide insight on the effects of variance (cr) on the 
classification algorithms, there are four DM’s that have a variance other than seven. The 
variance in these anomalies fluctuates proportionally with the amplitude at the center 
band. For example, an anomaly with maximum amplitude of 10% of the mean will have 
a variance of c r  = 10 while one with maximum amplitude of 3% has a variance of a “ = 3. 
Note in Table 2, the database Hysig38_7_lpneg, has an anomaly with maximum 
amplitude of 1% with a = 2 rather than a = 1. This is because it is impractical to
10000
Original signature
5000
20 40 120100 140 160 180 200
400
5% positive anomaly with variance 7 
located at band 38200
20 40 100 120 140 160 180 200
10000
Anomaly added to original signature
5000
20 40 100 120 140 160 180 200
Figure 18 Positive 5% anomaly added to an example hyperspectral signature.
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10000 Original signature
5000
20 40 100 120 160 180 200140
5% negative anomaly with 
variance 7 located at band 38.-200
-400
20 40 100 120 160 180 200140
10000 Anomaly added to original signature
5000
20 40 100 120 140 160 180 200
Figure 19 Negative 5% anomaly added to an example hyperspectral signature 
classify an anomaly with variance that is only one element wide.
3.2 Signal to Noise Ratio 
The average signal to noise ratio (SNR) for each DM is shown in Figure 20. To 
determine the SNR, the signal is represented by the anomaly and the HYDICE signature 
represents the noise. The average SNR is determined by:
I 1,000
anomaly (3.4)
where n is the riL̂  signature in the data matrix. Figure 20 reveals that the SNR varies from 
a high of -A6dB for a 10% anomaly at band 50 to a low o f —98dB for a 1% negative
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Figure 20 Signal-to-noise ratios o f each data matrix (DM) in the database.
anomaly added to band 38. A visual interpretation of these extremely low SNR values 
can be seen in Figures 21 and 22, where a side by side comparison shows how 
insignificant the anomaly is compared to the HYDICE signature.
3.3 Uniform Scene
As mentioned earlier, each DM was created by randomly selecting pixels from a 
non-uniform scene. Extracting pixel signatures from a non-uniform scene produced a 
DM that was very diverse in signature patterns and represents a real word scenario 
comparable to trying to detect an target within a city. However, target detection could 
also be applied to areas whose spatial characteristics are more uniform than that of a city.
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11000
10000
Ten randomly selected signatures
9000
8000
7000
6000
5% negative anomaly5000
4000
3000
2000
1000
0
0 20 40 8060 100 120 140 160 180 200
Figure 21 Ten randomly selected signatures and a 5% anomaly.
For instance, spatially uniform areas such as a desert landscape, a lake, or even an airport 
runway would produce hyperspectral signatures with similar spectral reflectance patterns.
In order to compare the results from a non-uniform scene with that of a uniform 
scene, one additional DM was created from carefully selected pixels that represent a 
uniform scene of material. Like the other DM’s listed in table 2, this uniform scene DM 
contained 1,000 signatures. However, the signature patterns were very similar in shape 
and amplitude, unlike those D M ’s created from non-uniform scenes. A 3% negative 
anomaly, with cr“ = 7 and centered at band 38 was added to 500 signatures in the DM. 
The average SNR for the uniform scene DM was —77dB, which nearly matches the SNR 
obtained from a non-uniform scene. Although the SNR is very near that of a non-
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X 10
2.5
en randomly selected signatures
1.5
1% negative anomaly
0.5
10040 180120 160 200140
Figure 22 Ten randomly selected signatures and a 1% anomaly.
uniform scene, the results in Chapter 4 show that determining the existence of anomaly is 
much more accurate when applied to a uniform scene.
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CHAPTER 4 
RESULTS
This section presents the results of the automated subpixel target detection 
system. Thirty-six different mother wavelets were used in this study to determine their 
effectiveness in detecting a subpixel target (Gaussian anomaly) within a hyperspectral 
signature. The anomaly was synthesized to exemplify the characteristics of an aerosol in 
the near ground atmosphere. In order to determine which mother wavelets were best at 
detecting an anomaly, the performances of 36 commonly used mother wavelets were 
compared. Each mother wavelet’s performance was evaluated using three quantitative 
measures; ROC curves, maximum-likelihood classification accuracy, and nearest mean 
classification accuracy. The result of one of the DM’s is shown in Tables 4 through 6 
and. Figures 23 - 25. Of the 36-mother wavelets applied, four consistently outperformed 
all the others. These four wavelets were the Haar, Biorthogonal-3.1, Coiflets-1, and 
Symlets-2. Section 4.1 explains the criteria for selecting the four best mother wavelets. 
Section 4.2 exhibits how changing the ROI affects the classification rates. The 
subsections of section 4.2 compares the classification rates of positive and negative 
amplitude anomalies, anomalies of different variances, the spectral location of the 
anomaly, and an anomaly present in a uniform versus non-uniform spatial scene. 
Ultimately, section 4.3 does a comparison of the results obtained from the two 
classification algorithms; maximum-likelihood classification and nearest mean
70
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classification. Tabulated results of the best performing wavelets are included in the 
appendix.
Table 4 Area under the ROC curve -  hysig38_7_' Op.
W avelet A llC o e f alpha = 10 alpha — 7 alpha = 5 alpha -  4
haar 0.75 0.99 0:99 1.00 1.00
db2 0.92 0.92 0.99 1.00 1.00
db3 0.79 0.92 0.90 0.96 0.96
db4 0.55 0.54 0.58 0.83 0.83
dbS 0.77 0.73 0.79 0.63 0.63
db6 0.58 0.60 0.62 0.62 0.62
db7 0:59 0.60 0.64 0.64 0.64
dbS 0.55 0.56 0.56 0.56 0.56
db9 0.66 0.60 0.59 0.59 0.59
dblO 0.55 0.57 0.57 0.57 0.57
bior13 0.75 0.92 0.97 0.99 0.99
bior15 0.65 0.70 0.75 0.74 0.74
bior22 0.76 0.79 0.95 0.96 0.96
bior24 0.56 0.61 0.54 0.61 0.61
bior26 0.58 0.62 0.58 0.60 0.60
bior28 0.59 0.55 0.56 0.56 0.56
bior31 0.91 0.96 0.97 1.00 1.00
bior33 0.61 0.56 0.68 0.69 0.69
bior35 0.57 0.56 0.54 0.54 0.54
bior37 0.59 0.55 0.55 0.55 0.55
bior39 0.55 0.59 0.58 0.55 0.55
blor44 0.56 0.59 0.53 0.59 0.59
biorSS 0.56 0.58 0.57 0.57 0.57
bior68 0.61 0.55 0.56 0.56 0.56
coifi 0.76 0.85 0.91 1.00 1.00
coif2 0.57 0.57 0.58 0.57 0.57
cdif3 0.56 0.60 0.56 0.56 0.56
coif4 0.56 0.59 0.59 0.54 0.54
coifS 0.56 0.55 0.55 0.55 0.55
sym2 0.92 0.92 0.99 1.00 1.00
sym3 0.79 0.92 0:90 0.96 0.96
sym4 0.58 0.72 0.77 0.93 0.93
symS 0.62 0.56 0.54 0.59 0.59
sym6 0.57 0.57 0.56 0.56 0.56
sym7 0.76 0.71 - 0.69 0.69 0.69
sym8 0.57 0.58 0.55 0.55 0.55
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W àvelèt A llC o e f alpha = 10 alpha k Z alpha =z5 alpha -  4
haar 0.74 ; 0.96 0.96 0.98 0.99.
db2 0.86 0.90 0.94 0.97 0.97
db3 0.85 0.92 0:93 0.94 0.94
db4 0.52 0.53 0.61 0.89 0.89
dbS 0.73 0.78 0.82 0.70 0.70
db6 0.59 0.59 0.62 0.62 0.62
db7 0.63 : 0.64 0:69 0.68 0.68
db8 0.53 0.52 0.52 0.54 0.54
dbg 0.59 0.70 0.68 0.68 0.68
dblO 0.56 0.53 0.57 0.57 0.57
biorlS 0.82 0.90 0-92 0.94 0.94
bior15 0.64 0.76 0.79 0.85 0.85
bior22 0.79 0.89 0.96 0.94 0.94
bior24 0.52 0.61 0.55 0.67 0.67
bior26 0:59 0.64 0.64 0.64 0.64
blor28 0.59 0.55 0.57 0.55 0.55
biorSI 0.92 0.93 0.94 0.98 0.98
biorSS 0.61 0.61 0.82 0.80 0.80
biorSS 0.52 0.55 0.54 0.56 0.56
bior37 0.59 0.57 0.55 0.56 0.56
bior39 0.51 0.54 0.55 0.55 0.55
bior44 0.52 0.58 0.54 0.64 0.64
biorSS 0.56 0.56 0.58 0.57 0.57
blor68 0.61 0.56 0.57 0.56 0.56
coifi 0.81 0.92 0.96 0.97 0.97
coif2 0.57 0.59 0.60 0.62 0.62
coif3 0.56 0.59 0.61 0.60 0.60
colf4 0.51 0.54 0.53 0.53 0.53
coifs 0.53 0.53 0.53 0.53 0.53
sym2 0.86 0.90 0.94 0.97 0.97
sym3 0.85 0.92 0.93 0.94 0.94
sym4 0.60 0.79 0.84 0.92 0.92
symS 0.58 0.55 0.55 0.65 0.65
sym6 0.54 0.59 0.57 0.56 0.56
sym7 ; 0.68 0.66 0.65 0.65 0.65
sym8 0.55 0.52 0.56 0.55 0.55
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Table 6 Maximum-likelihood accuracy — hysig38_7_10p.
Wavelet A llC o e f alpha = 10 alpha = 7  alpha = 5 alpha - 4
haar 0.76 . 0.94 0.95 0.97 0.97
db2 0.88 0.89 0.96 0.96 0.96
db3 0.84 0.92 0.89 0.95 0.95
db4 0.49 0.55 0.63 0.88 0.88
db5 0.77 0.75 0.79 0.72 0.72
db6 0.58 0.56 0.61 0.66 0.66
db7 0.56 0.64 : 0.67 0.68 0.68
db8 0.52 0.53 0.52 0.51 0.51
db9 0:65 0.71 0.69 0.70 0.70
dblO 0.50 0.51 0.47 0.48 0.48
bior13 0.78 0.90 0.94 0.95 0.95
bior15 0.69 0.81 0.81 0.84 0.84
bior22 0.84 0.88 0.94 0.93 0.93
bior24 0.49 0.58 0.55 0.65 0.65
bior26 0.52 0.52 0.55 0.54 0.54
bior28 0.60 0.57 0.60 0.61 0.61
bior31 0.89 0.93 0.95 0.98 0.98
biorSS 0.61 0.52 0.85 0.84 0.84
biorSS 0.50 0.55 0:49 0.50 0.50
biorS7 0.59 0.56 0.54 0.54 0.54
biorS9 0.47 0.51 0.51 0.51 0.51
bior44 0.50 0.57 0.54 0.64 0.64
biorSS 0.53 0.50 0.52 0.54 0.54
bior68 0.59 0.58 0.58 0.58 0.58
coifi 0.84 0.91 0.95 0.98 0.98
coif2 0.54 0.53 0.54 0.53 0.53
coifS 0.53 0.62 0.59 0.61 0.61
coif4 0.50 0.56 0.57 0.50 0.50
coifs 0.50 0.53 0.52 0.52 0.52
sym2 0.88 0.89 0.96 0.96 0.96
symS 0.84 0.92 0.89 0.95 0.95
sym4 0.54 0.74 0.80 0.90 0.90
symS 0.60 0.59 0.55 : 0.68 0.68
sym6 0.56 0.53 0.49 0.49 0.49
sym7 0.74 0.70 0.69 0.70 0.70
sym8 0.51 0.53 0.51 0.51 0.51
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Figure 23 Area under the ROC curve -  hysig38_7_10p.
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Figure 24 Maximum-likelihood Accuracy -  hysig38_7_10p.
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Figure 25. Nearest mean accuracy -  hysig38_7_10p.
4.1 Mother wavelet selection 
A goal of this research was to determine which types of standard mother wavelets 
work best in optimizing the classification rates of the automated detection system and to 
determine how the choice of a particular mother wavelet affects the classification rates. 
In the pursuit o f  this goal, 36 commonly used wavelets were applied to the 22 different 
DM’s shown in Table 2. Each DM  was analyzed at five different ROI values 
(<2T = aZZ, 1 0 ,7 ,5 ,4 ). Furthermore, each ROI was evaluated with seven different 
performance measures (ROC curve; maximum-likelihood accuracy, sensitivity, and 
specificity; and nearest mean accuracy, sensitivity, and specificity). Since accuracy is a 
function of both sensitivity and specificity (eq 2.33), only accuracy was used to draw 
conclusions about classification rates. The total numbers of resulting values obtained 
were 28,490. W ith such a large set of results, it is impractical to show all of the tabulated
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
76
and charted values; however, it is pragmatic to identify trends that were consistent 
throughout the results. The results displayed in Tables 4 - 6  and Figures 23 -  25 were 
obtained from DM “hysig38_7_10p.” This DM contained a positive target, whose 
amplitude was 10 % of the signature’s mean and whose variance was seven. The target 
was centered at band 38 and was added to half of the 1000 signatures in the DM. The 
results show that some wavelets produced results that were 90 % accurate in all three 
performance measures (ROC, maximum-likelihood accuracy, and nearest mean 
accuracy). The wavelets that produced the best results were the Haar, Biorthogonal-3.1, 
Coeflets-1, and Symlets-2 mother wavelets.
After all of the DM’s were analyzed and the results compared, it was evident that 
the same wavelets, mentioned in the previous paragraph, consistently outperformed other 
wavelets independent of the DM. Such a thoroughly consistent result concludes that the 
best mother wavelets that could be used in the automated subpixel target detection system 
were the Haar, Biorthogonal-3.1, Coeflets-1, and Symlets-2. Therefore, the detailed 
results of only these four wavelets will be presented.
4.2 Region of Interest (ROI)
This section provides results related to how the classification rates are affected by 
changing the ROI. Tables 7 — 18 in the appendix show the results obtained from the 
DM’s containing a positive anomaly with variance seven added to band 38. These results 
indicate that as the ROI decreases the classification rate increases. This relationship 
remains consistent across all anomaly types regardless of the mother wavelet used. For 
example. Table 7 contains the Az (area under ROC) results of using a Haar wavelet on
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four DM’s containing anomalies of different magnitude. Although the A% decreases 
along with a decrease in the size of the anomaly, the classification improves relative to 
the anomaly size with a decrease in the ROI.
4.2.1 Negative vs. Positive Anomaly 
Tables 19 — 30 show the results obtained from the DM’s containing a negative 
anomaly with variance seven added to band 38. Comparing these results with those of 
the previous section shows the classification rates are slightly lower for the negative 
anomaly case, but the relative characteristics of amplitude and ROI agree with the 
positive anomaly case. Specifically, the relative classification rates improved as the ROI 
decreases; although this trend is less evident in the negative case. Likewise, the relative 
classification rates decreased along with a decrease in the size of the anomaly.
4.2.2 Changing Variance 
Tables 3 1 - 4 2  show the results obtained from the DM ’s containing a negative 
anomaly, whose variance is a function of the amplitude. Here again, the anomaly is 
centered at band 38. Comparing these results to a negative anomaly whose variance is 
fixed at seven (Section 4.2.1), unveil some interesting details. Like the results obtained 
from fixed variance anomalies, an anomaly whose variance changes with amplitude also 
produce classification rates that tend to improve as the ROI decreases. However, when 
the anomaly amplitude is high (10% of the mean) the classification rates are generally 
better with a variance of seven than with a variance of ten. On the other hand, when the 
amplitude is reduced to 3% and 1% of the mean, the classification rates are generally 
better when the variance is reduced. The characteristic trend of improved classification
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rates as the ROI decreases and the amplitude of the anomaly increases, still hold for the 
case when the anomaly is negative and the variance changes.
4.2.3 Center Band
The three spectral bands (38, 41, and 50), shown in Table 3, were chosen as the 
center bands of the targets because the reflectance properties of aerosols tend to be 
evidenced in these bands. Tables 43 — 66 show the results obtained from the DM’s 
containing a positive target with variance seven, added to band 41 and band 50. The 
results of band 38 can be seen in Tables 7 — 18. Comparing the three results, it becomes 
evident that the automated detection system can detect targets in all three bands more 
than 85% of the time with the Haar and Symlet-2 wavelet when the ROI is narrow 
( a  < 5 )  and the target amplitude is 5%. When the anomaly amplitude decreases to 3% 
the classification rates also generally decrease, but still remain above 70% for the Haar 
and Symlets-2 wavelets.
4.3 Maximum Likelihood vs. Nearest Mean 
The results obtained from the nearest mean classification using the Haar wavelet 
are shown in Figure 26 and the results obtained from the maximum-likelihood 
classification also using the Haar wavelet are shown in Figure 27. These two figures 
show the classification rates obtained from 20 DM ’s. Several trends become evident 
upon examination of these two figures. First, the classification rates of the DM’s that 
contain negative targets are noticeably lower for both classification methods. Notice 
also, that a best classification method for a changing variance cannot be determined
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because one method does not consistently outperform the other. Therefore, it is difficult 
to draw a conclusion about the effects of changing the variance of an target.
A side-by-side comparison of the two classification methods using the Haar 
wavelet is shown in Figure 28. Note that sometimes the maximum-likelihood 
classification outperforms the nearest mean classification, and sometimes the opposite is 
true. This was a consistent trend with all of the DM investigations.
Positive Anomaly 
widtJi 7. band 38
Positive Anomaly 
width 7, band 41
Negative Anomaly 
width 7. band 38
Negative Anomaly 
Varying Width, band 38
Positive Anomaly 
width 7. band 50
1.0
U 0.9
0.8
5 0.7
g  0.6
Z  0.5
0.4
Figure 26 Nearest mean accuracy of the Haar wavelet.
1.0
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0.5
0.4
Figure 27 Maximum-likelihood accuracy of the Haar wavelet.
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Figure 28 Comparison of maximum-likelihood and nearest mean classifications 
Using the Haar wavelet, positive anomaly, band 38, width 7.
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CHAPTERS
DISCUSSION AND CONCLUSIONS 
In this thesis, an automated target detection system has been designed and tested 
for use with remotely sensed hyperspectral images. The automated system was designed 
for use with a Hyperspectral Digital Image Collection Experiment (HYDICE) remote 
sensor. HYDICE sensors are push broom sensors that produce images where each pixel 
contains 210 spectral bands that are each about lOnm wide over the solar reflective 
portion of the spectrum from 400nm to 2400nm. The system was designed to 
automatically detect Gaussian anomalies that contain the same characteristic reflectance 
properties as that of an aerosol in the near ground atmosphere. It is assumed that the 
characteristic properties of the target are the shape, spectral location, amplitude of the 
reflectance/absorption, and the full width at half maximum (FWHM). The target was 
added to the image at random pixel locations. A hyperspectral signature that is input into 
the automated target detection system results in an output that classifies the signature as 
containing a target or not containing a target.
A database of hyperspectral signature was developed to thoroughly test the 
capabilities of the automated subpixel target detection system. The database consisted of 
22 matrices. Each matrix contained 1,000, randomly chosen hyperspectral signatures of 
which 500 contained a target. There is one target characteristic that is unique to each
81
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matrix. All 22 matrices were tested and the results were used to create system design 
parameters and specify target limitations.
The final design of the automated subpixel target detection system consists of 
three modules: feature extraction, feature reduction, and classification. The first module 
utilizes a wavelet-based method for extracting a feature vector from the input 
hyperspectral signature. A discrete wavelet transform (DWT) utilizing a Haar mother 
wavelet is performed on a hyperspectral signature input to the system. The energy of the 
DWT coefficients at each scale is calculated. The resultant energy values constitute the 
elements of a feature vector that represent the hyperspectral signature. The 
dimensionality of the feature vector is then reduced to a one-dimensional feature scalar 
through the process of linear discriminant analysis. In the classification module, a 
nearest mean criterion is used to assign the input signature to one of two specific classes 
(no target present or target present).
Testing the accuracy of the automated detection system was accomplished with 
three different performance measures: receiver operating characteristic (ROC) curve, 
nearest mean classification and maximum-likelihood classification. The criterion used by 
each performance measure was developed through a test-leave-one-out training method. 
This method of training the system was conducted on 500 training signatures, of which 
250 contained a target and 250 did not contain a target. The set of training signatures was 
completely independent of the signatures used to test the system. Once the criterion was 
established for the three performance measures, a set of 500 test signatures were input 
into the system and the classification rates were tabulated. The area under the ROC 
(AROC) curve determines the accuracy of the classifier. An area of 1.0 corresponds to a
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perfect classification rate while an area of 0.5 corresponds to the lowest classification 
rate. The nearest mean classifier uses a minimum distance classification rule. The 
classifier is trained by determining the mean feature scalar for each class. The distance 
between the feature scalar under test and the two class mean feature scalars is computed 
via Euclidean distance measures. The signature is assigned to the class with the 
minimum distance. The maximum-likelihood classifier utilizes class boundaries to 
discriminate between the two classes. The class boundaries are determined by 
calculating the probability density function (pdf) of the feature scalars obtained from the 
training signatures. The point at which the two pdf’s overlap is specified as the class 
boundaries.
A total of 36 different mother wavelets were employed by the automated 
detection system in an effort to determine the best wavelets to use with the system. The 
results obtained from each of the 36 wavelets were compared using all three performance 
measures, AROC, nearest mean classification and maximum-likelihood classification. 
There were four mother wavelets that consistently produced results that were superior to 
the others. They are the Haar, Biorthogonal 3.1, Coifletsl, and Symlets 2 wavelets. The 
accuracy of these four wavelets were compared over a variety of system parameters and 
target characteristics and the results are tabulated into the appendix of this thesis. 
Although no one wavelet performed best in every case, the overall conclusion is that the 
Haar wavelet is the best wavelet for use with the automated detection system, because of 
good classification rates in a variety of situation parameters. A comparison of the 
classification rates of the nearest mean and maximum-likelihood classifiers using only 
the four best mother wavelets was conducted in order to decide on the best method to
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incorporate into the system. As a whole the nearest mean classifier obtained 
classification rates that were better than the maximum-likelihood classifier as shown in 
Figure 28. Therefore, the nearest mean classification method was chosen as the 
classification method for the automated detection system.
The number of spectral bands used to classify a signature was varied in order to 
study the effects of isolating the location of the target down to a small range of spectral 
bands. Isolating the target to a small spectral range or region of interest (ROI) is 
analogous to having a priori knowledge about the reflectance properties of a specific 
target. Thereby converging on the narrow ROI in which the target will reveal itself. 
Tests were conducted on four narrow ROFs around a known location of the target. With 
/l(j representing the center of the target and Tg ±cr representing the ROI, the four ROFs 
were a  = 10,7,5, and 4 . In addition to the four narrow ROFs, the system was tested 
using all of the spectral bands in the hyperspectral signature. Using all of the spectral 
bands to classify the existence of a target is analogous to having no a priori knowledge of 
the target. Classification rates improved significantly when testing a narrow ROI.
Several of the target characteristics were varied throughout the testing process in 
order to study the effects. The target characteristics that varied were the spectral bands in 
which the center of the target was located, the FWHM, and the amplitude of the 
reflection/absorption. The targets were centered at three different spectral bands. They 
were band 38, band 41, and band 50. These bands were chosen, as shown in Table 3.2, 
because of the specific geophysical variables that are measurable at these bands. The 
FWHM varied from a width that encompassed seven bands to a width of ten bands. The 
reflectance of the target was also inverted in order to represent a target with a large
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amount of absorption properties with respect to other subpixel material. A target that 
subtracts from, rather than adds to, the spectral reflectance signature represents an 
increase in absorption. The research concludes that the classification rate is not affected 
by any of the following target variables: the location of the target, the FWHM of the 
target, or a target that displays absorption versus reflection properties.
The maximum amplitude of the target is a function of the reflectance values at the 
band where the target is centered (Aq ). Specifically, the amplitude at the center of the 
target is calculated to be a percentage of the mean reflectance value, at , of 1,000 
randomly chosen signatures. The mean percentages were 10%, 5%, 3%, and 1%. Each 
of these four amplitudes were processed by the automated detection system at all of the 
band locations mentioned in the previous paragraph. The amplitude of the target can be 
better appreciated when compared to the signal to noise ratio (SNR) of the target. As 
seen in Figure 20, the average SNR of a 10% target was —50dB while the SNR of a 1% 
target is less than -90dB. Unlike the other target characteristics however, the amplitude 
of the target greatly impacted the classification results. As can be seen in Figure 28, the 
amplitude of the target is directly proportional to the classification rate. In fact, the 
classification accuracy rate is near or above 90% for many cases with a 10% target value. 
By contrast, the rate drops to around 60% with target amplitude of 1%.
Another impressive disclosure of this research is the impact that a ROI has on the 
classification rate. As seen in the tabulated results in the appendix, a consistent trend is 
clearly evident. The trend indicates that as the ROI becomes narrow, the classification 
accuracy increases significantly. This, of course, is an expected result, but with some 
classification rates at 100%, the result surpasses the expectation. The optimum ROI for
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the automated target detection system is one that can provide much flexibility in locating 
the target and while maintaining acceptable accuracy standards. It is the conclusion of 
this research that a ROI of Ag ±10 is the optimum ROI.
The automated subpixel target detection system designed in this thesis 
demonstrates the enormous potential for applying wavelet-based methods to the analysis 
of hyperspectral remote sensing images. The target detection rates that ranged between 
60% and 100% corroborate the power that wavelet transforms possess in extracting 
useful information that is buried in hyperspectral data.
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CHAPTER 6
RECOMMENDATIONS FOR FUTURE WORK 
While the results of this study are very encouraging, further research is necessary 
to optimize the processing of hyperspectral imagery. One area o f focus could be on 
enhancing the wavelet-based method of feature extraction and classification. Studies 
should stress maximizing the classification rates while at the same time minimizing the 
computational expense and the amount of time required for processing the data. The 
effectiveness of an extracted feature is relative to the type of application being analyzed. 
The possible applications for hyperspectral remote sensing are limitless, but on the 
contrary, a specific feature and the method of extracting that feature, is not necessarily 
application specific. Therefore, efforts could also be centered on the type of features 
used to represent hyperspectral information. The number of target classes could be 
increased to allow for a multiple target detection system design. A multiple target 
detection system could require a sophisticated classifier that those used in this research.
In the area of improving the wavelet-based methods, adaptive wavelet methods 
offer customized mother wavelets that are unique to the data under investigation. 
Working to determine the best standard mother wavelet for a specific application can be 
very costly and still may not provide an optimum result. Therefore, developing an 
algorithm that invents a unique application specific mother wavelet could optimize the
87
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classification rate and is an area recommended for future work. Adaptive wavelets offer 
a multi-channel wavelet transform could also be investigated.
Other wavelet-based methods that are good candidates for future works are 
continuous wavelet transforms (CWT) and derivative algorithms applied to different 
scales of the wavelet transformed signature. Although a CWT results in an over 
complete decomposition of an input signature, small details that are buried in the 
signature will surely be isolated at a particular shift and scale. The challenge with the 
CWT is feature reduction and processing time. Once a target is located, the classification 
rates should be very impressive. As noted in chapter 1, much hyperspectral research is 
being performed with derivative-based methods to extract useful features. These 
methods could be combined with a wavelet-based method that could isolate classification 
rates as a function of scale.
Wavelet analysis is becoming more prevalent within the digital signal processing 
(DSP) arena. In fact, some new DSP chips are being designed and built with instruction 
sets that include wavelet transforms. These new chips could be used to implement the 
work performed in this thesis. Hardware implementation of the automated subpixel 
target detection system (ASTDS) is a real possibility and is another recommended project 
for future work. Before utilizing the ASTDS in a real time application however, further 
research is needed to speed up the feature extraction process. Minimizing the processing 
time should also be a concern of future work in this area.
Another recommendation for future work involves a search for optimum features 
to represent the data extracted by wavelet analysis. The feature used in this study was the 
root mean square energy of the wavelet coefficients. Perhaps energy features could be
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used to discriminate between different t>'pes of targets. This would necessitate knowing 
the energy contained in a pure material signature called an endmembers. Although 
endmembers only exist conceptually, their use is valuable when comparing relative 
signatures. Noise and atmospheric effects would all be equal within a single image and 
therefore, the energy of an endmember could be used to discriminate between targets 
within a single image without having to correct for noise or atmospheric effects. Another 
possible feature is entropy of the wavelet coefficients or perhaps a clustering algorithm 
based on the absolute value of the coefficients themselves such as the one discussed in a 
paper by Pittner and Kamarthi [40].
The prospects for application of wavelet-based techniques with hyperspectral data 
are infinite. This technology can be used with detection systems to locate any type of 
target. Regardless of the type of target material, once the spectral properties of the target 
are known, the classification algorithm can be trained to identify it. These techniques can 
also be used on active remote sensing data. Active sensors, such as synthetic aperture 
radar (SAR), have the ability to penetrate deep into and through material to detect 
materials below the surface material. For instance, further research could be applied to 
active remote sensing data in an effort to detect anti-personnel mines located at shallow 
depths. Here again, knowing the characteristics of a land mine endmember would be 
essential to the ASTDS. To expand on the research conducted for this thesis, a study 
could be conducted to detect a cloud or plume of aerosol located in a image. Active 
plume information is very important to emergency response teams, such as fire fighters 
and hazardous material teams, in their efforts to provide public safety.
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Table 7 Area under ROC using Haar DWT
for positive anomaly with variance 7 added to band 38
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.75 0.99 0.99 1.00 1.00
5% 0.65 0.81 0.85 0.96 0.97
3% 0.61 0.70 0.70 0.84 0.84
1% 0.58 0.59 0.60 0.63 0.65
Table 8 Area under ROC using BiorS.l DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.91 0.96 0.97 1.00 1.00
5% 0.72 0.78 0.77 0.90 0.90
3% 0.61 0.66 0.65 0.82 0.82
1% 0.57 0.54 0.54 0.62 0.62
Table 9 Area under ROC using Coifl DWT
all aipha=10 aipha=7 alpha=5 alpha=4
10% 0.76 0.85 0.91 1.00 1.00
5% 0.64 0.71 0.74 0.92 0.92
3% 0.60 0.61 0.62 0.75 0.75
1% 0.55 0.56 0.56 0.57 0.57
Table 10 Area under ROC using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.92 0.92 0.99 1.00 1.00
5% 0.70 0.72 0.83 0.88 0.88
3% 0.64 0.60 0.68 0.70 0.70
1% 0.57 0.57 0.60 0.61 0.61
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Table IL Maximum-likelihood classification accuracy using Haar DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.76 0.94 0.95 0.97 0.97
5% 0.68 0.86 0.85 0.96 0.96
3% 0.55 0.71 0.70 0.87 0.87
1% 0.50 0.52 0.52 0.67 0.66
Table 12 Maximum-likelihood classification accuracy using BiorS.l DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.89 0.93 0.95 0.98 0.98
5% 0.78 0.79 0.79 0.93 0.93
3% 0.62 0.66 0.66 0.84 0.84
1% 0.50 0.55 0.51 0.62 0.62
Table 13 Maximum-likelihood classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.84 0.91 0.95 0.98 0.98
5% 0.63 0.67 0.76 0.94 0.94
3% 0.54 0.63 0.60 0.79 0.79
1% 0.48 0.51 0.51 0.57 0.57
Table 14 Maximum-likelihood classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.88 0.89 0.96 0.96 0.96
5% 0.69 0.80 0.88 0.87 0.87
3% 0.60 0.56 0.76 0.78 0.78
1% 0.49 0.53 0.54 0.54 0.54
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Table 15 Nearest mean classification accuracy using Haar DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.74 0.96 0.96 0.98 0.99
5% 0.64 0.81 0.90 0.97 0.97
3% 0.59 0.75 0.75 0.83 0.88
1% 0.49 0.53 0.53 0.59 0.63
Table 16 Nearest mean classification accuracy using Bior3.1 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.92 0.93 0.94 0.98 0.98
5% 0.78 0.78 0.77 0.97 0.97
3% 0.59 0.71 0.71 0.85 0.85
1% 0.47 0.50 0.48 0.66 0.66
Table 17 Nearest mean classification accuracy using C oifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.81 0.92 0.96 0.97 0.97
5% 0.60 0.80 0.88 0.97 0.97
3% 0.59 0.67 0.71 0.86 0.86
1% 0.46 0.47 0.49 0.55 0.55
Table 18 Nearest mean classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.86 0.90 0.94 0.97 0.97
5% 0.69 0.85 0.90 0.95 0.95
3% 0.59 0.65 0.85 0.86 0.86
1% 0.48 0.48 0.52 0.54 0.54
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Table 19 Area under ROC using Haar DWT
for negative anomaly with variance 7 added to band 38.
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.82 0.78 0.77 0.86 0.85
5% 0.68 0.64 0.64 0.76 0.80
3% 0.61 0.65 0.64 0.77 0.71
1% 0.56 0.57 0.60 0.63 0.61
Table 20 Area under ROC using Bior3.1 DWT 
for negative anomaly with variance 7 added to band 38.
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.89 0.94 0.96 1.00 1.00
5% 0.73 0.77 0.78 0.88 0.88
3% 0.69 0.71 0.71 0.71 0.71
1% 0.55 0.54 0.54 0.56 0.56
Table 21 Area under ROC using Coifl DW T 
for negative anomaly with variance 7 added to band 38.
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.86 0.85 0.89 0.85 0.85
5% 0.66 0.57 0.59 0.61 0.61
3% 0.61 0.56 0.58 0.63 0.63
1% 0.53 0.53 0.53 0.56 0.56
Table 22 Area under ROC using Sym2 DW T
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.59 0.94 0.96 0.98 0.98
5% 0.54 0.71 0.75 0.81 0.81
3% 0.57 0.63 0.61 0.68 0.68
1% 0.53 0.55 0.56 0.59 0.59
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all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.80 0.78 0.79 0.83 0.82
5% 0.66 0.61 0.57 0.70 0.75
3% 0.56 0.61 0.64 0.76 0.76
1% 0.49 0.56 0.57 0.64 0.62
Table 24 Maximum-likelihood classification accuracy using Bior3.1 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.79 0.88 0.91 0.94 0.94
5% 0.78 0.78 0.76 0.82 0.82
3% 0.64 0.64 0.66 0.67 0.67
1% 0.51 0.51 0.51 0.51 0.51
Table 25 Maximum-likelihood classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.82 0.83 0.88 0.83 0.83
5% 0.65 0.62 0.72 0.66 0.66
3% 0.55 0.51 0.51 0.62 0.62
1% 0.50 0.50 0.49 0.49 0.49
Table 26 Maximum-likelihood classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.56 0.89 0.92 0.93 0.93
5% 0.50 0.73 0.80 0.85 0.85
3% 0.52 0.54 0.60 0.64 0.64
1% 0.50 0.49 0.50 0.56 0.56
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all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.80 0.79 0.80 0.87 0.86
5% 0.66 0.63 0.62 0.77 0.80
3% 0.61 0.65 0.64 0.77 0.71
1% 0.53 0.55 0.58 0.62 0.64
Table 28 Nearest mean classification accuracy using BiorS.l DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.88 0.89 0.89 0.94 0.94
5% 0.74 0.78 0.78 0.84 0.84
3% 0.69 0.71 0.71 0.71 0.71
1% 0.50 0.51 0.50 0.51 0.51
Table 29 Nearest mean classification accuracy using Coifi DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.81 0.84 0.84 0.80 0.80
5% 0.64 0.61 0.69 0.62 0.62
3% 0.61 0.56 0.58 0.63 0.63
1% 0.50 0.51 0.53 0.55 0.55
Table 30 Nearest mean classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.58 0.88 0.93 0.93 0.93
5% 0.48 0.66 0.77 0.83 0.83
3% 0.57 0.63 0.61 0.68 0.68
1% 0.50 0.48 0.52 0.58 0.58
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ail alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.79 0.76 0.75 0.84 0.85
5_5% 0.65 0.62 0.65 0.82 0.82
3_3% 0.60 0.62 0.63 0.73 0.70
2_1% 0.55 0.61 0.60 0.65 0.64
Table 32 Area under ROC using Bior3.1 DW T 
for negative anomaly with varying variance added to band 38.
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.85 0.89 0.90 0.99 0.99
5_5% 0.59 0.70 0.71 0.81 0.81
3_3% 0.62 0.64 0.66 0.62 0.62
2_1 % 0.55 0.55 0.58 0.59 0.59
Table 33 Area under ROC using Coifl DWT 
for negative anomaly with varying variance added to band 38
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.77 0.74 0.75 0.77 0.77
5_5% 0.58 0.62 0.62 0.69 0.69
3_3% 0.59 0.61 0.63 0.69 0.69
2_1% 0.55 0.56 0.57 0.62 0.62
Table 34 Area under ROC using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.64 0.88 0.93 0.93 0.93
5_5% 0.57 0.69 0.77 0.86 0.86
3_3% 0.55 0.64 0.68 0.77 0.77
2_1% 0.57 0.58 0.60 0.64 0.64
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 35 Maximum-likelihood classification accuracy using Haar DWT
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all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.82 0.68 0.69 0.82 0.80
5_5% 0.67 0.52 0.54 0.79 0.80
3_3% 0.55 0.59 0.61 0.76 0.74
2_1% 0.51 0.52 0.50 0.56 0.56
Table 36 Maximum-likelihood classification accuracy using Bior3.1 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.87 0.90 0.91 0.95 0.95
5_5% 0.71 0.74 0.72 0.83 0.83
3_3% 0.56 0.58 0.62 0.56 0.56
2_1 % 0.53 0.52 0.54 0.55 0.55
Table 37 Maximum-likelihood classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_ 10% 0.83 0.79 0.84 0.81 0.81
5_5% 0.62 0.55 0.54 0.64 0.64
3_3% 0.51 0.51 0.51 0.54 0.54
2_1 % 0.50 0.49 0.50 0.55 0.55
Table 38 Maximum-likelihood classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.52 0.88 0.91 0.91 0.91
5_5% 0.51 0.70 0.80 0.88 0.88
3_3% 0.53 0.56 0.64 0.77 0.77
2_1 % 0.53 0.52 0.49 0.53 0.53
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Table 39 Nearest mean classification accuracy using Haar DWT
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all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.82 0.77 0.76 0.81 0.81
5_5% 0.63 0.60 0.64 0.81 0.82
3_3% 0.56 0.59 0.61 0.76 0.72
2_1% 0.49 0.53 0.53 0.55 0.52
Table 40 Nearest mean classification accuracy using Bior3.1 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.86 0.89 0.91 0.95 0.95
5_5% 0.63 0.70 0.76 0.81 0.81
3_3% 0.57 0.53 0.57 0.55 0.55
2_1% 0.49 0.50 0.52 0.55 0.55
Table 41 Nearest mean classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.84 0.78 0.83 0.77 0.77
5_5% 0.58 0.65 0.67 0.72 0.72
3_3% 0.54 0.54 0.55 0.69 0.69
2_1 % 0.48 0.51 0.56 0.55 0.55
Table 42 Nearest mean classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10_10% 0.59 0.87 0.88 0.87 0.87
5_5% 0.57 0.78 0.81 0.88 0.88
3_3% 0.52 0.62 0.65 0.77 0.77
2_1% 0.54 0.55 0.60 0.62 0.62
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Table 43 Area under ROC using Haar DWT
for positive anomaly with variance 7 added to band 41
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.81 1.00 1.00 1.00 1.00
5% 0.62 0.86 0.99 0.99 0.99
3% 0.60 0.79 0.97 0.97 0.97
1% 0.55 0.60 0.76 0.75 0.75
Table 44 Area under ROC using Bior3.1 DWT 
for positive anomaly with variance 7 added to band 41.
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.79 0.87 0.88 0.91 0.91
5% 0.63 0.63 0.63 0.66 0.67
3% 0.60 0.60 0.60 0.60 0.60
1% 0.58 0.58 0.55 0.54 0.54
Table 45 Area under ROC using Coifl DWT 
for positive anomaly with variance 7 added to band 41.
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.78 0.73 0.77 0.94 0.94
5% 0.67 0.62 0.60 0.75 0.75
3% 0.62 0.59 0.57 0.64 0.64
1% 0.56 0.54 0.52 0.56 0.56
Table 46 Area under ROC using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.92 1.00 1.00 1.00 1.00
5% 0.70 0.87 0.95 0.94 0.94
3% 0.61 0.73 0.82 0.85 0.85
1% 0.57 0.63 0.65 0.68 0.68
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Table 47 Maximum-likelihood classification accuracy using Haar DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.81 0.98 0.99 1.00 1.00
5% 0.56 0.89 0.96 0.97 0.97
3% 0.57 0.83 0.94 0.93 0.93
1% 0.52 0.52 0.69 0.71 0.70
Table 48 Maximum-likelihood classification accuracy using BiorS.l DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.75 0.86 0.87 0.89 0.89
5% 0.59 0.63 0.64 0.73 0.75
3% 0.60 0.55 0.53 0.55 0.55
1% 0.49 0.50 0.50 0.52 0.53
Table 49 Maximum-likelihood classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.81 0.76 0.80 0.93 0.93
5% 0.72 0.58 0.58 0.87 0.88
3% 0.60 0.51 0.52 0.70 0.70
1% 0.50 0.50 0.49 0.54 0.58
Table 50 Maximum-likelihood classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.90 0.97 0.98 0.99 0.99
5% 0.65 0.89 0.94 0.96 0.96
3% 0.59 0.72 0.83 0.89 0.88
1% 0.48 0.60 0.54 0.60 0.56
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Table 51 Nearest mean classification accuracy using Haar DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.76 0.97 1.00 1.00 1.00
5% 0.65 0.88 0.98 0.98 0.98
3% 0.58 0.80 0.94 0.94 0.94
1% 0.48 0.59 0.77 0.77 0.78
Table 52 Nearest mean classification accuracy using BiorS.l DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.80 0.87 0.88 0.90 0.90
5% 0.69 0.64 0.63 0.67 0.65
3% 0.55 0.58 0.56 0.57 0.58
1% 0.54 0.52 0.51 0.53 0.53
Table 53 Nearest mean classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.81 0.81 0.80 0.95 0.95
5% 0.72 0.59 0.62 0.83 0.82
3% 0.59 0.51 0.49 0.67 0.68
1% 0.51 0.46 0.46 0.62 0.62
Table 54 Nearest mean classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.89 0.96 0.96 0.99 0.99
5% 0.81 0.87 0.92 0.95 0.95
3% 0.54 0.79 0.89 0.95 0.95
1% 0.50 0.58 0.64 0.69 0.71
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Table 55 Area under ROC using Haar DWT
for positive anomaly with variance 7 added to band 50
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.93 0.99 1.00 1.00 1.00
5% 0.77 0.84 0.94 0.94 0.94
3% 0.73 0.79 0.85 0.88 0.87
1% 0.55 0.59 0.62 0.61 0.61
Table 56 Area under ROC using BiorS.l DWT 
for positive anomaly with variance 7 added to band 50.
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.60 0.76 0.71 0.95 0.95
5% 0.59 0.59 0.60 0.78 0.78
3% 0.61 0.59 0.58 0.64 0.64
1% 0.54 0.54 0.55 0.55 0.55
Table 57 Area under ROC using Coifl DWT 
for positive e anomaly with variance 7 added to band 50
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.75 0.72 0.72 0.69 0.69
5% 0.64 0.63 0.63 0.62 0.62
3% 0.61 0.56 0.56 0.56 0.56
1% 0.55 0.54 0.54 0.54 0.54
Table 58 Area under ROC using Sym2 DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.84 0.88 0.86 0.84 0.84
5% 0.69 0.73 0.71 0.71 0.71
3% 0.65 0.75 0.74 0.73 0.73
1% 0.55 0.56 0.57 0.56 0.56
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Table 59 Maximum-likelihood classification accuracy using Haar DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.89 0.95 0.98 0.97 0.97
5% 0.85 0.86 0.92 0.92 0.92
3% 0.67 0.83 0.90 0.89 0.89
1% 0.48 0.54 0.55 0.57 0.54
Table 60 Maximum-likelihood classification accuracy using BiorS.l DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.53 0.81 0.76 0.93 0.93
5% 0.52 0.63 0.66 0.83 0.83
3% 0.49 0.54 0.51 0.68 0.68
1% 0.51 0.49 0.49 0.50 0.50
Table 61 Maximum-likelihood classification accuracy using Coifl DWT
all alpha=10 alpha=7 alpha=5 alpha=4
10% 0.75 0.79 0.79 0.75 0.75
5% 0.63 0.65 0.60 0.64 0.64
3% 0.55 0.51 0.51 0.52 0.52
1% 0.48 0.47 0.47 0.46 0.46
Table 62 Maximum-likelihood classification accuracy using Sym2 DWT
all alpha=10 alpha=7 alpha=5 a!pha=4
10% 0.87 0.94 0.94 0.91 0.91
5% 0.77 0.86 0.85 0.84 0.84
3% 0.59 0.74 0.72 0.77 0.77
1% 0.52 0.58 0.57 0.57 0.57
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Table 63 Nearest mean classification accuracy using Haar DWT
all alpha=10 Alpha=7 alpha=5 alpha=4
10% 0.88 0.92 0.95 0.96 0.96
5% 0.82 0.90 0.94 0.95 0.96
3% 0.66 0.80 0.86 0.88 0.88
1% 0.50 0.59 0.66 0.68 0.68
Table 64 Nearest mean classification accuracy using BiorS.l DWT
all alpha=10 Alpha=7 alpha=5 alpha=4
10% 0.62 0.78 0.73 0.91 0.91
5% 0.54 0.59 0.58 0.84 0.84
3% 0.49 0.52 0.49 0.64 0.64
1% 0.48 0.47 0.47 0.47 0.47
Table 65 Nearest mean classification accuracy using Coifl DWT
all alpha=10 Alpha=7 alpha=5 alpha=4
10% 0.78 0.82 0.83 0.80 0.80
5% 0.63 0.68 0.69 0.67 0.67
3% 0.51 0.55 0.54 0.55 0.55
1% 0.49 0.48 0.48 0.47 0.47
Table 66 Nearest mean classification accuracy using Sym2 DWT
all alpha=10 Alpha=7 alpha=5 alpha=4
10% 0.87 0.91 0.88 0.87 0.87
5% 0.82 0.85 0.84 0.84 0.84
3% 0.61 0.77 0.76 0.75 0.75
1% 0.51 0.52 0.53 0.52 0.52
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