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Résumé
En électromagnétisme les structures périodiques suscitent un grand intérêt. Ces structures
agissent ainsi comme des filtres fréquentiels et permettent la fabrication de méta-matériaux,
composites et artificiels. Elles présentent des propriétés électromagnétiques inédites pour les
matériaux naturels telles que des bandes interdites. On a ainsi pu fabriquer de nouveaux dis-
positifs permettant de guider, de focaliser ou de stopper la propagation. C’est par exemple
utile pour éviter le couplage entre différents éléments rayonnants notamment via la caractéri-
sation des ondes de surface qui se propagent à l’interface entre l’air et la structure périodique.
Ce travail de thèse s’inscrit dans ce contexte et propose une description de la méthode des
éléments finis dédiée à la caractérisation des structures périodiques. La modélisation numé-
rique aboutit à des problèmes de valeurs propres de grandes tailles. Elle implique la résolution
de systèmes linéaires composés de matrices creuses. Une méthode est abordée pour résoudre
ce type de problème, en optimisant et combinant différents algorithmes.
Avant d’aborder les différents aspects de la méthode développée, nous établissons une liste
exhaustive de l’ensemble des méthodes qui existent en énonçant leurs avantages et leurs in-
convénients. Nous constatons notamment que la méthode des éléments finis permet de traiter
un large éventail de structures périodiques en trois dimensions sans limitation sur leur forme
géométrique. Nous présentons alors les différentes formulations de cette méthode. Ensuite
les aspects algorithmiques de la méthode sont détaillés. Nous montrons notamment qu’une
analyse des paramètres de résolution permet de préciser les interprétations physiques des
résultats obtenus. Finalement nous présentons les performances de notre outil sur des cas
d’applications issus de la littérature et nous abordons la caractérisation des ondes de surface.
Pour cela, l’étude d’un réseau d’antennes patchs insérées dans des cavités métalliques est
conduite.
Notons pour conclure que les études conduites au cours de cette thèse ont abouti à la produc-
tion d’un code utilisable dans un environnement de calcul initialement présent à l’ONERA.
Mots clés Structures périodiques, solveur mode propre, modes de surface, méthode des
éléments finis, problèmes aux valeurs propres, bande interdite électromagnétique, matrices
creuses, couplage mutuel.
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Abstract
Electromagnetic periodic structures are of great interest. These structures act as fre-
quency filters and allow the manufacturing of meta-materials which appear to be composite
and artificial. They exhibit electromagnetic properties that are unusual to natural materials
such as band gaps. This allows new devices to guide, focus or stop the propagation. This is for
example useful to avoid coupling between various radiating elements via the characterization
of the surface waves which propagate at the interface between air and the periodic structure.
This thesis provides a description of the finite element method dedicated to the characte-
rization of periodic structures. Numerical modelling results in eigenvalue problems of large
sizes. It involves solving linear systems compounds of sparse matrices. A method is therefore
discussed for solving this type of problem, optimizing and combining different algorithms.
Before discussing the different aspects of the developed method, we establish an exhaustive
list of all the existing methods by stating their advantages and drawbacks. We note that the
finite element method can handle a wide range of periodic structures in three dimensions
without limitation on their shape. We present different formulations of this method. Then
the algorithmic aspects of the method are detailed. We show that an analysis of the reso-
lution settings can impact the physical interpretations of the results. Finally we show the
performance of our tool on classical validation results from the bibliography and we discuss
the characterization of surface waves. Therefore, the study of a patch antenna array included
in metal cavities is conducted. To conclude we can say that the studies conducted in this
thesis have resulted in the production of a code used in an environment calculation initially
present at ONERA.
Key words Periodic structures, eigenmode solver, surface modes, Finite Element Method,
Eigenvalue problems, electromagnetic band gap, sparse matrices, mutual coupling.
5
ACRONYMES
EBG : Electromagnetic Band Gap (Bande interdite électromagnétique).
BIE : Bande Interdite Électromagnétique.
FSS : Frequency Selective Surface (Surface sélective en fréquence).
SER : Surface équivalente radar.
PEC : Perfect Electric Conductor (Électrique parfait conducteur).
PMC : Perfect Magnetic Conductor (Magnétique parfait conducteur).
PBC : Periodic Boundary Conditions (Conditions limites périodiques).
PML : Perfectly Matched Layer (Couche absorbante parfaite).
TEM : Transverse Electric and Magnetic.
PRS : Partial Reflector Surface (Surface partiellement réflective )
FDTD : Finite-Difference Time-Domain (Différence finie dans le domaine temporelle)
MDOA : Minimum Degree Ordering Algorithm (Algorithme du degré minimum d’ordon-
nancement)
YSM : Yale sparse matrix (Format de Yale des matrices creuses)
FMM : Fourier Modal Method.
RCWA : Rigorous Coupled-Wave Analysis ( Analyse rigoureuse d’ondes couplées)
LU : Lower, Upper (descente, remonté).
IRAM : Implicitly Restarted Arnoldi Method (redémarrage implicite de la méthode d’Ar-
noldi).
GMRES : Generalized minimal residual method (méthode généralisée du résidu mini-
mum).
MKL : Math Kernel Library http ://software.intel.com/en-us/intel-mkl/
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NOTATIONS
λ : Longueur d’onde exprimée en mètre.
C : Vitesse de la lumière dans le vide exprimée en mètres par seconde.
k0 : Nombre d’onde dans le vide en radians par mètre.
ω : Pulsation en radians par seconde.
0 : Permittivité du vide.
r : Permittivité relative du matériau.
 : Permittivité effective du matériau.
µ0 : Perméabilité du vide.
µr : Perméabilité relative du matériau.
µ : Perméabilité effective du matériau.
ρ : Densité de charges électriques.
σe : Conductivité électrique.
J : Vecteur densité de courant.
r : Vecteur position. r = (x, y, z) ∈ R3.
D : Vecteur d’induction électrique.
B : Vecteur d’induction magnétique.
E : Vecteur champ électrique.
H : Vecteur champ magnétique.
E : Vecteur amplitude du champ électrique E.
ν : Normale extérieure.
∇ : Opérateur différentiel Nabla.
∇. ou div : Divergence.
× : Produit vectoriel, ou produit cartésien.
∇× : Rotationnel.
4 : Opérateur Laplacien scalaire.
4 : Opérateur Laplacien vectoriel.
 : Opérateur vectoriel de l’équation des ondes (défini équation (4.II) section II.1.1).
⊗ : Produit tensoriel.
me : Masse d’un électron.
Fν : Fréquence de collision.
j : Nombre complexe, j2 = −1.
DL : Degrés de liberté.
Wp : Fonction de base de Nedelec d’ordre 0 d’indice p.
W : (W1, . . . ,WDL).
Ω : Domaine ouvert (Ω¯ fermé de Ω).
Ωh : Triangulation de Ω.
H : Espace solution.
Hh : Espace de dimension finie dense dans H .
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h : maxk∈Ωh hk où hk est le diamètre du tétraèdre K.
L2(Ω) : Espace des fonctions de carré sommable dans Ω.
H1(Ω) :
{
u ∈ L2(Ω);∀i = 1...n, ∂u
∂xi
∈ L2(Ω)
}
.
(H1(Ω))3 : Fonctions vectorielles à valeurs dans R3(Ω) tel que chaque composante appar-
tient à H1(Ω).
H10 (Ω) : Sous-espace vectoriel de H1(Ω) obtenu par la complétion des fonctions C∞(Ω) à
support compact dans Ω.
<,> : Produit scalaire hermitien.
‖.‖∞ : Norme infinie d’un vecteur v ∈ Cn : ‖v‖∞ = max (|v1|, . . . , |vn|) .
H∗ : Transposée conjuguée de H.
HT : Transposée de H.
δ : Distribution de Dirac, aussi appelée par abus de langage fonction δ de Dirac.
Arp : Arête de numéro p.
 : Fin de démonstration.
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LOGICIELS UTILISÉS
Gid : Mailleur avec interface graphique.
Tecplot : Outil de visualisation 3d, mis en œuvre pour la cartographie des champs.
Gnuplot : Traceur de courbe à partir de fichiers textes organisés.
Gimp : Dessin et conversion d’images.
Latex : Outil de traitement de texte.
Word : Outil de traitement de texte.
Power Point : Outil de traitement de texte pour les présentations.
PPTM : Outil de post traitement de Maillage [1].
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I Introduction générale
I.1 Contexte de l’étude
Nous allons, dans cette partie, introduire le contexte par le biais d’exemples d’applica-
tions connues. Auparavant, nous pouvons nous appuyer sur les travaux récents de Juslan
Lo[6], effectués au laboratoire Laplace pour situer l’historique et le contexte propres au mé-
tamatériaux pour l’électromagnétisme. "Historiquement, nous trouvons la trace d’utilisation
des structures périodiques ou répétitives pour contrôler la propagation d’une onde aussi loin
qu’au XIXème siècle avec les travaux de Lord Rayleigh en 1887[7]. Lorsque nous alternons
une succession de couches diélectriques transparentes d’indices de réfraction différents, une
lumière incidente à la surface de ces multicouches peut se trouver complètement réfléchie par
des phénomènes d’interférences successives. Ce phénomène peut s’interpréter de la manière
suivante : sur l’interface de chaque couche, la lumière est partiellement réfléchie, si l’espace-
ment entre chaque couche est périodique, les réflexions successives finissent par annuler la
propagation de l’onde lumineuse au sein de ces couches. Le miroir de Bragg mis au point par
William Lawrence Bragg est un parfait exemple de l’exploitation de ce phénomène en une di-
mension. Le concept du contrôle de l’onde par des structures périodiques comme nous venons
de le décrire émerge donc du domaine photonique et l’on parlait alors de matériaux à bande
interdite photonique (BIP), ou de cristaux photoniques. Le principe s’est ensuite rapidement
étendu aux longueurs d’ondes supérieures, donnant lieu aux cristaux électromagnétiques, qui
sont plus couramment appelés les matériaux à bande interdite électromagnétique (BIE). En
effet, les équations de Maxwell obéissent à une loi d’échelle, et les mêmes propriétés peuvent
par conséquent être observées quelle que soit la longueur d’onde [8]. En fait, ces matériaux
BIE sont classés sous une famille de matériaux plus large, dénommés métamatériaux. Ces
métamatériaux doivent leurs propriétés intéressantes plus à leur structuration interne qu’à
leur composition chimique. Mises à part les structures BIE, les autres types de métamatériaux
sont classés selon la propriété exotique qui est mise en avant [9] :
– Les matériaux dits à main gauche (LHM) sont des métamatériaux qui possèdent un
indice de réfraction négatif où la loi de Snell-Descartes est inversée [10, 11].
– Les surfaces à haute impédance sont des métamatériaux qui annulent les ondes de
surface car l’impédance de surface de la structure est plus importante que l’impédance
en espace libre [12].
– Les métamatériaux phononiques traitent des structures périodiques pour les ondes
acoustiques, qui plus récemment encore, trouvent une application pour les ondes sis-
miques dans les travaux de Farhat et al. [13]. Il s’agit alors de créer une "cape d’invi-
sibilité" pour protéger une bâtisse contre les ondes sismiques. Pour ces différents mé-
tamatériaux, nous distinguons dans la plupart des cas le régime d’homogénéisation où
la structuration est de dimension très inférieure à la longueur d’onde (régime "méta")
et où au contraire, elle est du même ordre de grandeur que la longueur d’onde. Les
structures BIE se classifient plutôt dans le dernier cas. Dans le domaine des micro-
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ondes et des hyperfréquences, les propriétés exotiques d’une structure à bande interdite
électromagnétique (l’anisotropie, la réfraction négative, la bande interdite) reçoivent
des attentions particulièrement importantes pour les applications dans les dispositifs
de télécommunications (antennes, téléphones mobiles, GPS haute précision etc[14])."
Extrait de de la thèse de Juslan Lo "Étude de la reconfigurabilité d’une structure à
bande interdite électromagnétique (BIE) métallique par plasmas de décharge" pages
6-7[6].
Nous allons maintenant énoncer des exemples d’applications qui illustrent certaines possibi-
lités des structures périodiques.
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I.2 État de l’art non exhaustif pour les structures périodiques
Cette partie traite d’abord du cas général des surfaces sélectives en fréquence (FSS) dans la
section I.2.1. Ensuite des exemples d’applications pour la conception d’antennes sont abordés
dans les sections I.2.2, I.2.3 et I.2.4 et la section I.2.5 aborde un cas original d’application
pratique au blindage électromagnétique.
I.2.1 Surfaces sélectives en fréquence (FSS) [2]
À partir des années 1960, pour des applications militaires liées à la conception d’an-
tennes, les surfaces sélectives en fréquence ont fait l’objet de diverses études [15, 16]. L’une
des propriétés très utilisée par les FSS est le filtrage fréquentiel. Après passage de l’onde
électromagnétique à travers la FSS, certaines fréquences sont transmises tandis que d’autres
sont réfléchies. Les filtres sont utilisés pour atténuer les signaux indésirables et limiter les
phénomènes d’interférence. Les FSS sont en général constituées d’éléments métalliques et di-
électriques arrangés en réseaux périodiques planaires (cf Fig 1.I). La réaction d’une FSS face
à une excitation est déterminée par la géométrie des motifs périodisés, par leurs propriétés
de dispersion et par le pas du réseau. Les propriétés de dispersion des FSS sont généralement
établies lorsque l’on considère des surfaces infinies.
Fig 1.I Réseau bidimensionnel périodique de patchs métalliques ([2] page 5).
Si on excite la FSS par une onde plane de longueur d’onde λ, on peut configurer certains
éléments pour qu’ils réfléchissent l’onde incidente avec un déphasage. Les phénomènes de
résonance apparaissent quand la taille effective des éléments du réseau est un multiple de la
longueur d’onde d’excitation [17, 18]. De plus, on sait que l’on peut agir sur ces déphasages
par la modification des tailles et des formes des éléments. Ainsi, on peut par exemple arranger
les éléments Fig 1.I pour que la somme des ondes réfléchies sur chacun des patchs forme une
onde cohérente. C’est le principe du réflecteur de Marconi et Franklin[19]. Ils ont d’abord
contribuer en 1919 à l’élaboration d’un réflecteur parabolique qui utilise des sections de fil
demi-longueur d’onde.
En plus des différentes caractéristiques déjà énoncées, les propriétés de résonance d’une
FSS dépendent de l’angle d’incidence. Trouver des solutions pour réduire cette dépendance
17
a constitué un enjeu majeur dans beaucoup d’applications qui utilisent les FSS notamment
pour contrôler les caractéristiques d’une antenne.
Les FSS peuvent aussi permettre de rendre des objets non détectables par des radars.
Elles peuvent notamment être insérées dans les Radômes qui sont principalement conçus
pour protéger une antenne des intempéries. Dans ce cas, la FSS sera utilisée par exemple
comme un filtre passe-bande qui réduit la surface équivalente radar (SER) d’une antenne en
dehors de sa bande de fréquence de fonctionnement.
Fig 2.I Radômes rigides au Centre des Opérations de Cryptologie, Misawa, Japon [20].
Cette dernière application nous renvoie à la notion de furtivité qui doit permettre d’opé-
rer à l’insu des radars d’un ennemi potentiel ce qui a toujours constitué un objectif de la
technologie militaire (voir Fig 3.I). Dans la même idée que pour le radôme le but est de
restreindre la capacité de détection, en recouvrant les objets à cacher par des FSS.
Fig 3.I Avion F-117 furtif[21].
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I.2.2 Surfaces HIS
Les surfaces HIS[22] sont utilisées pour limiter les ondes de surfaces. En effet elles peuvent
être insérées entre deux antennes afin de limiter les effets de couplage [23].
Fig 4.I Surface haute impédance (H.I.S)[24].
Taille des cellules =  λ
La taille des motifs périodisés est très petite devant la longueur d’onde d’étude de ces
matériaux (de l’ordre de λ/100). Dans ce régime, la lumière ne voit pas la structuration,
de telle sorte que l’on peut considérer le milieu comme un milieu effectif, avec un indice
de réfraction moyen. Autrement dit, on homogénéise le milieu périodique. Mais attention, ce
type de modélisation simplifie la réalité physique des surfaces à haute impédance qui peuvent
entrer en résonance alors qu’elles sont éclairées par des longueurs d’ondes d’observation très
grandes devant la taille des éléments périodisés [22].
I.2.3 Antennes EBG [3]
Les antennes EBG sont composées, comme on le voit sur le dessin Fig 5.I, d’un réflecteur
métallique devant lequel est installé un élément rayonnant comme par exemple un dipôle.
Au-dessus du dipôle on dispose un panneau partiellement réflecteur (PRS) sur lequel sont
dessinés des motifs périodiques. L’avantage principal de cette antenne est qu’elle contribue
à un accroissement de la directivité. L’inconvénient est que sa largeur de bande est étroite.
Une des solutions pour augmenter la largeur de bande est d’augmenter le nombre de PRS
[3].
Fig 5.I Antenne EBG[25].
Taille des cellules = ' λ2
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Pour ce type de dispositif la taille des motifs périodisés est de l’ordre de la longueur
d’onde d’étude. Ainsi on ne peut pas homogénéiser ce type de structure.
I.2.4 Réseaux de tiges diélectriques
Les réseaux périodiques de tiges diélectriques sont des structures à Bandes interdites élec-
tromagnétiques (BIE).
Fig 6.I Réseaux de tiges diélectriques de pas a.
La permittivité et le rayon des tiges vont influencer les propriétés de bande interdite
qui s’avèrent particulièrement utiles pour piéger ou guider l’énergie, par le biais de cavités
(défaut ponctuel) ou de guides d’ondes (défaut étendu, ou linéaire). On peut ainsi construire
des dispositifs rayonnants en exploitant les modes de surface qui se propagent à l’interface
entre l’air et les tiges de surface qui ont un rayon plus petit que le rayon des tiges du réseau
[26, 27] :
Fig 7.I Modification des tiges de surface [26].
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Fig 7.I (a) un trou dans le réseau de tiges permet d’abord de guider l’énergie. Ensuite
Fig 7.I (b) les tiges de surface ont un rayon deux fois plus petit que les autres tiges, ce qui
permet de faire apparaître de l’énergie à l’interface entre l’air et le dispositif. Fig 7.I (c)
le décalage des tiges de rayon inférieur permet de rendre le mode de surface radiatif. Ce
type de dispositif a fait l’objet d’une étude approfondie dans la thèse de Stéphane Varault
[27]. Il permet aussi de créer des structures plus complexes telles que des coupleurs, des
multiplexeurs, ou même des interféromètres. Évidemment un bon nombre de technologies ont
déjà été réalisées pour accomplir ces fonctions de manière efficace. Cependant, l’utilisation des
matériaux à bande interdite électromagnétique permet de réaliser plusieurs de ces fonctions
avec un même support. Cela peut constituer un avantage dans le cadre de caractérisations
expérimentales.
I.2.5 Isolant aux ondes Wifi
L’institut Polytechnique de Grenoble[28] a mis au point un papier peint qui filtre les ondes
électromagnétiques des téléphones portables et systèmes wifi. Ce type de dispositif peut être
utilisé pour limiter l’exposition aux ondes de certaines parties d’une habitation. Ce papier
peint peut aussi permettre de sécuriser sa connexion wifi au piratage externe. Il est composé
de motifs métalliques qui sont imprimés sur le papier peint. Les propriétés de filtrage sont
dues à la taille et à la forme des motifs périodisés.
Fig 8.I Papier électromagnétiquement isolant composé de motifs périodiques[28].
Certains points restent à éclaircir au sujet de ce dispositif. Par exemple nous ne savons pas
dans quelle mesure le milieu sur lequel est posé le papier influence ses propriétés. Si le mur
est humide par exemple. Les tailles différentes des motifs imbriqués semblent nous indiquer
qu’il y a plusieurs échelles correspondant sans doute à plusieurs fréquences absorbées. Mal-
heureusement ces suppositions ne peuvent pas être vérifiées puisqu’il n’y a pas de publication
scientifique à ce sujet à notre connaissance.
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I.3 Problématique
Au cours de cette étude, nous allons nous intéresser à la mise en œuvre d’un modèle nu-
mérique dédié à la caractérisation des structures à bande interdite électromagnétique (BIE).
Ces structures sont constituées d’un arrangement périodique de divers matériaux en trois di-
mensions. Leur propriété la plus utilisée est l’existence d’une bande de fréquence dans laquelle
la structure est électromagnétiquement opaque. De plus, d’autres propriétés peu communes
pour les matériaux plus classiques (anisotropie, indice de réfraction négatif) offrent la possi-
bilité de contrôler la propagation des ondes électromagnétiques au sein d’une structure BIE
de façon plus sophistiquée. On s’intéresse notamment à la propagation des ondes de surface
à l’interface entre l’air et une structure périodique. Beaucoup d’outils de simulation existent
mais ils peuvent comporter des facteurs limitant.
– La difficulté à traiter des structures anisotropes et à géométrie complexe.
– La difficulté à pouvoir interpréter les résultats obtenus à cause de l’inaccessibilité à des
indicateurs qui garantissent la qualité de la résolution.
– La difficulté à traiter des structures dispersives.
On peut classer les méthodes existantes en deux familles :
– Les méthodes analytiques (cf section II.3) dont la modélisation découle principalement
de considérations physiques.
– Les méthodes numériques (cf sections II.4 II.5 et III) dont la modélisation découle
principalement de découpages temporels ou spatiaux.
Quelle que soit la méthode utilisée, la précision des résultats numériques est conditionnée
par le nombre d’inconnues et l’organisation de l’espace mémoire. Ces facteurs auront bien
sûr une influence sur le temps de calcul et la mémoire requise.
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I.4 Objectifs
L’objectif de la thèse a été de développer un outil de résolution par éléments finis en
maîtrisant tous les paramètres d’entrée et de sortie afin de caractériser la propagation mo-
dale dans une structure périodique infinie avec le moins de facteurs limitants possibles. On
doit pouvoir ainsi traiter des structures périodiques infinies hétérogènes, anisotropes, sans
contraintes géométriques. Notre outil doit aussi permettre dans un second temps de caracté-
riser les solutions pouvant se propager à l’interface air-structure qu’on appelle les "modes de
surface".
Fig 9.I Exemple d’une structure périodique à forme complexe[29].
Durant la thèse, nous nous sommes intéressés aux paramètres de résolution qui nous
donnent des renseignements indispensables à l’interprétation des résultats. Nous avons en-
visagé la possibilité de traiter des matériaux périodiques dispersifs en injectant un modèle
type Debye ou Drude[30, 31] dans la formulation. Nous avons aussi cherché à optimiser les
algorithmes de stockage et de résolution des systèmes linéaires afin de minimiser le temps de
calcul et l’espace mémoire utilisé. Les études conduites au cours de cette thèse ont abouti
à la production d’un code utilisable dans l’environnement de calcul FACTOPO initialement
développé à l’ONERA[32]. Pour atteindre les objectifs définis il a fallu modéliser correcte-
ment le problème éléments finis en développant un outil d’abord capable de calculer des
modes propres dans des cavités métalliques[33]. Nous avons pu observer l’existence de va-
leurs propres nulles que nous avons éliminées grâce à la transformation Shift and Invert [34].
Parmi ces valeurs propres nulles il existe des solutions parasites définies dans la section IV.5.1
que nous avons éliminées dans les problèmes de cavités métalliques en développant un al-
gorithme automatique décrit dans [35] et dans la section IV.5.2. Ensuite la possibilité de
traiter les structures périodiques a été permise via l’introduction de conditions aux limites
de type Floquet [36]. L’algorithme d’élimination automatique de solutions parasites utilisé
initialement pour les problèmes de cavités métalliques n’est pas toujours possible quand on
introduit ces conditions limites[37]. Nous nous sommes alors contentés d’éliminer toutes les
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valeurs propres nulles en développant l’algorithme décrit dans la section IV.4. En parallèle
avec cette approche nous avons optimisé le stockage des matrices creuses abordé dans la
section IV.6 et la résolution des systèmes matriciels en combinant les librairies informatiques
ARPACK[34] et PARDISO [38].
24
I.5 Plan de l’étude
Dans une première partie nous allons présenter le contexte de l’étude et les bases théo-
riques indispensables pour la compréhension du manuscrit. Dans une deuxième partie nous
présentons les méthodes déjà existantes de caractérisation des structures EBG en précisant
leurs atouts et leurs points faibles. Ensuite nous parlons des bases théoriques de la mé-
thode des éléments finis en expliquant quelles transformations sont nécessaires pour traiter
les structures périodiques. Dans une quatrième partie nous présentons les algorithmes de
calcul et les réglages nécessaires pour résoudre le problème et interpréter les solutions. Dans
une cinquième partie nous présentons des résultats de validation ainsi que de nouvelles in-
terprétations possibles pour la caractérisation des modes de surface. Enfin nous concluons et
donnons des perspectives à l’ensemble de ce travail.
I.6 Conclusion
Dans la section I.1 nous avons présenté les propriétés et les possibilités d’utilisation des
structures EBG. Ensuite section I.2 nous avons présenté les applications principales qui jus-
tifient l’intérêt de la méthode que nous développons. Pour modéliser la propagation dans ces
structures il est nécessaire de bien comprendre la théorie de Floquet que nous allons aborder
dans le chapitre suivant. Cette théorie est complétée par des outils de représentation issus de
l’étude des cristaux photoniques. À partir de la section II.3 nous allons lister les qualités et les
défauts de toutes les méthodes existantes afin de les comparer entre elles et nous présentons
la méthode que nous développons par la suite.
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II État de l’art des méthodes d’analyse des structures
périodiques
II.1 Théorie de floquet
II.1.1 Introduction
La théorie de Floquet est la théorie essentielle utilisée pour la modélisation de la pro-
pagation dans une structure périodique dans une ou plusieurs directions. Dans la première
partie II.1.2 nous présentons tout d’abord son principe en traitant le cas simple de la pro-
pagation dans des structures périodiques ayant leurs directions de périodicités confondues
avec les axes du repère cartésien. Ensuite partie II.1.5 nous traitons le cas où une direction
de périodicité n’est pas confondue avec un des axes du repère cartésien. Finalement, dans la
section II.1.7 nous énonçons des considérations sur les cristaux photoniques afin d’introduire
la notion de diagramme de bandes dans la section II.1.8. Toutes les grandeurs sont définies
dans R3 × Rt. On note par E(r, t) et H(r, t) les champs solutions à valeurs dans C3. On
suppose par la suite que les champs sont des solutions physiquement acceptables des équa-
tions de Maxwell. De tels champs doivent posséder un énergie électromagnétique localement
bornée, ce qui entraîne qu’ils doivent être de carré localement sommable. On se place dans
un domaine infiniment périodique et ouvert de R3 noté Ω. Dans Ω, les équations de Maxwell
peuvent alors s’écrire[39] :
Maxwell Faraday ∇× E + ∂
∂t
(µH) = 0
Maxwell Gauss ∇.(E) = ρ, ρ ∈ R
Conservation du flux magne´tique ∇.(µH) = 0
Maxwell Ampe`re ∇×H− ∂
∂t
(E)− J = 0, J ∈ C3
Dans le cas général, Ω est un domaine hétérogène et linéaire comportant des matériaux
à pertes et , µ sont des matrices hermitiennes. Des définitions plus précises de  et µ sont
données en annexe A.2. Dans la suite, on pose −1 = 1

(respectivement µ−1 = 1
µ
), parce que
dans la majorité des cas traités,  et µ sont des nombres complexes. Si on veut garder le
plus de généralité possible, il suffit de remplacer 1

(respectivement 1
µ
) par la matrice []−1
(respectivement [µ]−1) dans tout ce qui suit. On appelle Ωobs ∈ Ω la région de l’espace de
laquelle est observée la périodicité. On suppose Ωobs est un ouvert de Ω qui ne comporte pas
de charge ni de courant donc ρ = 0 et J = 0. On suppose aussi que dans Ωobs, r = /0 et
µr = µ/µ0 sont constants et réels. On peut alors écrire :
∇×H(r, t)− 0r ∂
∂t
E(r, t) = 0, r ∈ Ωobs. (1.II)
∇× E(r, t)
µr
+ µ0
∂
∂t
H(r, t) = 0, r ∈ Ωobs. (2.II)
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Les équations (1.II) et (2.II) sont à prendre au sens des distributions [40]. Autrement dit,
elles incluent les conditions aux limites sur les interfaces entre les matériaux, en l’occurence la
continuité des composantes tangentielles du champ électrique (cf annexe A.1). En combinant
(1.II) et (2.II) et en posant C = 1√
0µ0
on obtient alors :
4E + rµr
C2
∂2
∂2t
E = 0⇒ E = 0, r ∈ Ωobs (3.II)
Où  est l’opérateur défini par :
 = 4+ rµr
C2
∂2
∂2t
(4.II)
Pour une amplitude complexe E idonne, on définit le champ d’une onde plane incidente :
Ei(x, y, z, t) = E iej(−ωt−ki.r), ki = (kix, kiy, kiz), r = (x, y, z). (5.II)
Ei(x, y, z, t) est une solution triviale de (3.II) lorsque ‖ki‖2 = ω2C2 rµr.
II.1.2 Périodicité selon un axe
On veut par exemple déterminer les solutions de propagations le long d’une structure
périodique selon l’axe (Ox) de période d. Prenons le cas d’un réseau de fentes métalliques.
On considère une onde plane [41] incidente dans le plan du vecteur d’ondes :
ki = (ki sin(θ),−ki cos(θ), 0)
On suppose que la projection d’une onde plane dans le plan z = 0 fait un angle θ avec la
normale et génère une ou plusieurs ondes. Comme dans la relation (5.II) la composante du
champ électrique (Ei)z est donnée par :
(Ei)z(x, y, z, t) = Eizej(−ωt−~ki.~r) = Eie−jωt.ej(kiy.cos(θ)−kix.sin(θ)).
Fig 1.II Réseau périodique de fentes métalliques selon l’axe Ox.
On suppose que le domaine d’observation Ωobs est le demi espace supérieur contenu dans
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l’air. On peut alors écrire [42] de façon abusive que la solution représentant le champ total
E(x, y, z, t) = Ei(x, y, z, t) + Er(x, y, z, t) (à condition qu’elle existe) vérifie :
E(x, y, z, t) = −1(Ei(x, y, z, t)), (x, y, z) = r ∈ Ωobs
Ou l’opérateur  est l’opérateur vectoriel de l’équation des ondes défini par (4.II).
Autrement dit la solution E(x, y, z, t) du problème électromagnétique dans Ωobs est l’image
réciproque de l’onde incidente Ei(x, y, z, t) par l’opérateur . Comme cet opérateur est li-
néaire et invariant par translation de longueur d selon (Ox) on peut écrire :
E(x+ d, y, zt) = −1(Ei(x+ d, y, z, t)) = e−kid sin(θ)−1(Ei(x, y, z, t))
Ceci revient en fait à dire que l’opérateur des ondes est invariant par translation mais la
condition initiale change puisque l’onde incidente est décalée. En définissant E0(x, y, z, t) =
E(x, y, z, t)ejki.x sin(θ) on peut facilement vérifier que E0 est périodique en x de période d. On
peut donc écrire E0 sous forme d’une série de Fourier :
E0(x, y, z, t) =
+∞∑
n=−∞
Eˆn(y, z, t)e
j( 2npid )x
avec
Eˆn(y, z, t) =
1
d
∫ d
0
E0(x, y, z, t)e
j(− 2npid )xdx
Et donc
E(x, y, z, t) =
+∞∑
n=−∞
Eˆn(y, z, t)e
j(Gn−ki sin(θ))x avec Gn =
2npi
d
(x, y, z) = r ∈ Ωobs. (6.II)
Remarque II.1. Soit f une fonction intégrable à valeur dans R.
Dans la suite de la thèse, toutes les fonctions sont intégrables et si la variable
temps n’est pas précisée, c’est que l’on considère les transformées de Fourier des
grandeurs étudiées.
La transformée de Fourier que nous utilisons pour passer du domaine temporel au domaine
fréquentiel s’écrit :
F(f) : ω 7→ fˆ(ω) = 1√
2pi
∫ +∞
−∞
f(t) e−jωt dt.
Et par conséquent :
∂
∂t
fˆ(ω) = −jωfˆ(ω)
II.1.3 Exemple d’une structure bi-périodique simple
On peut étendre ce résultat à une structure périodique dans deux directions et invariante
dans la direction z. Comme le problème est périodique l’étude se limite à une cellule de base.
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Tous les points P˜ dans le domaine périodique infini ont un point P correspondant dans le
domaine rouge et si l’on connaît la valeur du champ E dans ce domaine, toutes les solutions
dans le domaine périodique peuvent être reproduites en utilisant les conditions de Floquet.
Fig 2.II En rouge cellule unitaire d’une structure périodique dans deux directions.
T1 = (dx, 0), T2 = (0, dy), ki = (kix, kiy, 0).
Plus précisément :
∃(m,n) ∈ Z2, P˜ = P +mT1 + nT2
⇒ E(P˜) = E(P)e−j
(
mT1+nT2
)
.ki . (7.II)
La fonction E0 = e+j
(
ki.r
)
E est périodique en x et y et le champs E s’écrit comme une série
pseudo-périodique [42] :
E(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(z)e
j
(
( 2pin
dx
−kix)x+( 2pimdy −kiy)y
)
(8.II)
Eˆnm(z) =
1
dxdy
∫ dx
0
∫ dy
0
E0(x, y, z)e
−j
(
( 2pin
dx
)x+( 2pim
dy
)y
)
dxdy
Définition. Dans la suite du document, on appelle "cellule de base" la cellule de référence sur
laquelle tous les calculs sont effectués. Grâce aux relations de déphasage (7.II), les valeurs
des champs obtenus sur la cellule de base peuvent être étendus sur l’ensemble de la structure
périodique infinie.
II.1.4 Floquet 3d
On peut étendre ce résultat à la périodicité dans les trois directions de l’espace. En effet
les systèmes auxquels nous nous intéressons sont périodiques dans deux voire trois directions.
Supposons que le domaine est périodique dans trois directions d’espace (x,y,z) de périodes
respectives (d1, d2, d3). En considérant une onde incidente de vecteur d’onde ki = (kix, kiy, kiz)
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et le champ total solution E, la fonction E0(x, y, z) définie par
E0(x, y, z) = E(x, y, z)e
jkixx.ejkiyy.ejkizz
est développable en série de Fourier 3D soit :
E0(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
+∞∑
p=−∞
Eˆnmpe
jGnmp.r, Gnmp = (
2pin
d1
,
2pim
d2
,
2pip
d3
), r = (x, y, z)
Eˆnmp =
1
d1d2d3
∫ d1
0
∫ d2
0
∫ d3
0
E0(x, y, z)e
−jGnmp.rdxdydz
Donc le champ total solution E est développable en série pseudo-périodique :
E(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
+∞∑
p=−∞
Eˆnmpe
j(Gnmp−ki).r (9.II)
II.1.5 Périodicité selon une droite vectorielle
On peut étendre le cas à des périodicités inclinées selon une ou plusieurs droites vectorielles
qui ne sont pas alignées avec les axes du repère cartésien. Soit la droite vectorielle
∆ = V ect (sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)) = V ect (tan(θ) cos(φ), tan(θ) sin(φ), 1)
Fig 3.II Périodicité selon une droite vectorielle.
Comme dans la section précédente II.1.2 l’opérateur des ondes () est linéaire et invariant
par translation de longueur d˜ dans Ωobs selon la droite vectorielle et on peut écrire en notant
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d = d˜ cos θ :
E
(
x+ nd˜ sin(θ) cos(φ), y + nd˜. sin(θ) sin(φ), z + nd˜ cos(θ)
)
=
E (x+ nd tan(θ) cos(φ), y + nd. tan(θ) sin(φ), z + nd) =
e−j(ki.(nd tan(θ) cos(φ),nd. tan(θ) sin(φ),nd))−1
(
Ei(x, y, z)
)
=
E(x, y, z, t)e−j(ki.(nd tan(θ) cos(φ),nd. tan(θ) sin(φ),nd)), (x, y, z) = r ∈ Ωobs
Donc en posant :
E0(x, y, z) = E(x, y, z)e
j(ki.~r)
Alors E0 vérifie :
E0
(
x+ nd˜ sin(θ) cos(φ), y + nd˜. sin(θ) sin(φ), z + nd˜ cos(θ)
)
=
E0 (x+ nd tan(θ) cos(φ), y + nd. tan(θ) sin(φ), z + nd) = E0(x, y, z)
II.1.5.1 Développement en série de Fourier
Avec un exemple de la littérature[43] on va expliciter les conditions de Floquet grâce au
développement en série de Fourier selon deux axes non perpendiculaires.
Fig 4.II Cellules périodiques le long de deux axes non perpendiculaires.
Fig 4.II on constate clairement qu’une onde qui arrive sous n’importe qu’elle incidence
translatée de
(m.dx+n. cot(γ)dy) ex + n.dyey,
voit un problème identique au problème non translaté. On a alors :
E(x+ n.dy cot(γ) +mdx, y + n.dy, z) = E(x, y, z)e−j(ki.(n.dy cot(γ)+mdx,n.dy,0))
La fonction E0 définie par E0(x, y, z) = E(x, y, z)e+j(kixx+kiyy) est périodique dans la direction
Ox et la direction y = tan(γx). E0 est donc développable en série de Fourier sur la surface
Γr (z = h fixé dans la cellule de base) selon ces deux directions et sa restriction à l’ensemble
Γr peut s’écrire :
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E0(x, y, h)1Γr = F(x− cot(γ)y, y)1Γr , E0(x+ cot(γ)y, y, h)1Γr = F(x, y)1Γr
La fonction F est périodique en x et en y de période dx et dy.
En posant α = cot(γ), u = 2pi.m
dx
, v = 2pi.n
dy
, (n,m) ∈ Z2 sa transformée de Fourier est :
Fˆ(u, v) =
1
dxdy
∫ dy
0
∫ dx
0
E0(x+ αy, y, h)e
−j(ux+vy)dxdy
En effectuant d’abord l’intégration par rapport à x
Fˆ(u, v) =
1
dxdy
∫ dy
0
e−jvy
[∫ dx
0
E0(x+ αy, y, h)e
−juxdx
]
dy
On peut faire le changement de variable x+ αy = s
Fˆ(u, v) =
1
dxdy
∫ dy
0
e−jvy
[∫ dx+αy
αy
E0(s, y, h)e
−jus+juαyds
]
dy
L’intégrale en fonction de la variable s est la transformée de Fourier d’une ligne horizontale
de l’image E0(s, y, h). On lui fait subir un déphasage ejuαy correspondant à une translation
de longueur α.
Fˆ(u, v) =
1
dxdy
∫ dy
0
e−jvy+juαy
[∫ dx+αy
αy
E0(s, y, h)e
−jusds
]
dy
Fˆ(u, v) est la transformée de Fourier de E0(s, y, h) calculée pour u et (v − αm)
Fˆ(u, v) = Eˆ0(u, v − uα, h)
F(x, y) =
+∞∑
n=−∞
+∞∑
m=−∞
Fˆnm(h)e
j
(
2pi.m
dx
x+ 2pi.n
dy
y
)
avec
Fˆnm(h) =
1
dxdy
∫ dy
0
e−j
2pi.n
dy
y+j 2pi.m
dx
αy
[∫ dx+αy
αy
E0(s, y, h)e
−j 2pi.m
dx
sds
]
dy
On en déduit l’expression du champs E sur Γr
E(x, y, h) = F(x−cot(γ)y, y)e−j(ki.(x,y,0)) =
+∞∑
n=−∞
+∞∑
m=−∞
Fˆnm(h)e
j
(
( 2pi.m
dx
−kix)x+( 2pi.ndy −
2pi.m cot(γ)
dx
−kiy)y
)
.
(10.II)
Plus généralement si une fonction est périodique selon trois axes non alignés avec les axes
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du repère cartésien. Le champ E peut s’écrire :
E(x, y, z) =
+∞∑
p=−∞
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnmpe
j
(
(Gxnmp−kix)x+(Gynmp−kiy)y+(Gznmp−kiz)z
)
(11.II)
Où les valeurs de (Gxnmp , Gynmp , Gznmp) dépendent des angles entre les axes et des distances
à franchir dans les directions de périodicité pour passer d’une maille à une autre. Plus pré-
cisément les vecteurs (Gxnmp , Gynmp , Gznmp), (n,m, p) ∈ Z3 sont combinaisons linéaires des
vecteurs de base du réseau réciproque de Bravais[44] que nous allons définir sections II.1.7.2
et II.1.7.3.
II.1.6 Conclusion
Dans cette partie nous avons présenté quelles sont les conséquences de la théorie de
Floquet sur la modélisation des structures périodiques. Nous allons maintenant introduire le
vocabulaire classique initialement utilisé pour traiter les cristaux photoniques qui sont des
structures périodiques particulières. Ce vocabulaire aura une utilité pour la compréhension
précise du diagramme de bandes qui est défini dans la section II.1.8.
II.1.7 Considérations sur les cristaux photoniques
II.1.7.1 Introduction
Les définitions utilisées pour les cristaux photoniques sont transposables à toutes les struc-
tures périodiques c’est pourquoi nous allons brièvement énoncer ces définitions et expliquer
comment nous allons les utiliser.
II.1.7.2 Réseau de Bravais et maille primitive
Dans le domaine de la cristallographie, on définit un réseau de Bravais [44] comme une
distribution périodique de nœuds dans l’espace. Les nœuds sont des sommets de la maille
primitive qui est le motif géométrique le plus petit permettant de reconstruire le réseau
cristallin infini par translations successives dans les directions de périodicité.
Fig 5.II (~a, ~b) vecteurs de bases du réseau de Bravais[45] d’un réseau de tiges décalées.
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II.1.7.3 Réseau réciproque
Le réseau réciproque d’un réseau de Bravais est défini par l’ensemble des vecteurs G tels
que ejG·R = 1 pour tous les vecteurs position R du réseau de Bravais. Le réseau réciproque
est un réseau de Bravais dont le réseau réciproque est le réseau de Bravais de départ.
Cette définition est directement liée à la périodicité des éléments du réseau de Bravais. En
effet soit ρ(r) une grandeur invariante par translation d’un vecteur R du réseau de Bravais
on a :
ρ(r + R) = ρ(r).
Cette fonction périodique peut être décomposée en série de Fourier, soit
ρ(r) =
∑
G
ρGe
(jG.r) avec ρG =
1
|Scell|
∫
Scell
ρ(r)e(jG.r)dr
Où |Scell| est la surface de la cellule élémentaire. L’espace réciproque est défini par les
vecteurs du réseau réciproque.
II.1.7.4 Maille de Wigner-Seitz
Une maille primitive peut aussi être obtenue en traçant les lignes qui relient un nœud
donné à ses voisins, puis les plans médians de ces segments. La zone délimitée de cette ma-
nière s’appelle la maille primitive de Wigner-Seitz.
Fig 6.II Maille de Wigner-Seitz[46] d’un réseau de tiges décalées.
La première zone de Brillouin est définie de manière unique par la méthode permettant
de construire la maille de Wigner-Seitz. La zone de Brillouin peut être encore réduite pour
des raisons de symétrie en zone de Brillouin irréductible.
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Fig 7.II Zone de Brillouin[47].
=⇒
Fig 8.II ΓXM : Zone de Brillouin irréductible
correspondante.
Fig 9.II Zone de Brillouin.
=⇒
Fig 10.II ΓXM : Zone de Brillouin irréductible
correspondante.
Dans nos calculs nous ferons en sorte que la cellule de base de la structure périodique soit
incluse dans un rectangle ou un parallélépipède (ou sur une ligne pour un réseau 1d). Par
exemple pour traiter la structure figure Fig 7.II la cellule de base et la zone de Brillouin seront
identiques. Mais pour traiter la structure Fig 9.II on choisira la cellule de base suivante :
Fig 11.II Cellule de base du réseau de tiges
décalé Fig 9.II en gris.
=⇒
Fig 12.II ΓXM : Zone de "balayage"
correspondante.
Comme la première zone Fig 11.II n’est plus la zone de Brillouin, on appellera la deuxième
zone Fig 12.II : zone de "balayage". La zone de Brillouin irréductible ou de "balayage" repré-
sente pour nos expériences des directions incidentes définies par le vecteur d’onde de l’onde
plane incidente. Pour une étude complète, la zone de balayage doit comporter suffisamment
de directions incidentes pour connaître le comportement de l’ensemble de la structure face à
une excitation.
II.1.7.5 Conclusion
Nous venons d’exposer brièvement quelques notions indispensables sur les cristaux photo-
niques. Elles sont transposables à l’étude des structures périodiques en général. Notamment
nous avons vu que l’étude de la structure périodique se limite à une zone de Brillouin irré-
ductible ou de "balayage". Ainsi cette zone est l’espace permettant de tracer le diagramme
de bandes que nous allons définir dans la section II.1.8 suivante.
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II.1.8 Diagramme de bandes
II.1.8.1 Introduction
Le diagramme de bandes est un outil qui permet de connaître la bande interdite de la
structure périodique. Autrement dit on peut identifier les directions "aveugles" pour lesquelles
il n’y a pas de propagation possible dans la structure. L’autre utilité du diagramme de bande
qui est étudiée section V.4 est de pouvoir y lire des modes guidés ou de surface grâce à une
signature spécifique.
II.1.8.2 Présentation
Pour une direction de propagation définie par le vecteur d’onde incident, on reporte un
nombre donné de modes propres qui peuvent se propager dans la structure. Les modes propres
sont des solutions fréquentielles des équations de Maxwell, ils peuvent être exprimés dans plu-
sieurs unités : Hertz, rad/m... Ce diagramme s’appelle diagramme de bandes ou diagramme
de dispersion. Dans une structure périodique en 1d, 2d et 3d il est utile de connaître le
diagramme de dispersion dans plusieurs directions de propagation. Pour des raisons de pé-
riodicité dans le matériau on se limite à l’étude de la cellule de base du motif périodisé (cf
section précèdente II.1.7).
II.1.8.3 Exemple de plaques périodiques infinies selon l’axe Ox .
Fig 13.II La cellule de base est le cube de hauteur
DX = DY = DZ = 0.2m, d = 0.1m.
Les caractéristiques des Deux matériaux sont
1 = µ1 = µ2 =1 et 2 = 9. Fig 14.II Diagramme de bandes correspondant.
Soit ki = (kix, kiy, kiz) le vecteur d’onde du champ incident Ei. La structure Fig 13.II est
périodique dans la direction Ox et est invariante donc périodique dans les directions Oy,Oz.
Par analogie avec la formule (9.II) on peut écrire le champ total comme :
E(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
+∞∑
p=−∞
Eˆnmpe
j(Gnmp−ki).r avec Gnmp = (
2npi
DX
,
2mpi
DY
,
2ppi
DZ
),
Les déphasages selon les trois axes du repère cartésien φx, φy, φz sont exprimés en radian et
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sont respectivement égaux à :
φx = ki.Tx = kix.DX, φy = ki.Ty = kiy.DY, φz = ki.Tz = kiz.DZ
Où Tx, Ty, Tz sont les vecteurs de translation entre les faces en regard dans les directions
de périodicité (cf Fig 13.II). Dans le diagramme Fig 14.II sont représentées les solutions en
rad/m en fonction de la phase φx . Comme la structure est infinie dans les directions Oz et
Oy, les valeurs obtenues seront invariantes par variation de ki dans ces directions et donc kiy
et kiz sont fixés à zéro. D’autre part pour éviter une situation déjà rencontrée à cause de la
périodicité, kix ne doit varier que dans l’intervalle [− piDX , piDX ]. Si kix appartient à l’intervalle
[− pi
DX
, pi
DX
] on peut facilement comprendre qu’on obtiendra des solutions symétriques par
rapport à 0 et donc l’intervalle d’étude peut encore être réduit à [0, pi
DX
] ce qui revient à faire
varier la phase φx = ki.Tx de 0 à pi. Sur certains diagrammes les phases seront indiquées alors
que sur d’autre c’est la norme et la direction du vecteur ki. On observe une bande interdite
entre six et neuf rad/m. Pour plus de précision on pourra se reporter à la section V où les
zones de balayage sont détaillées pour chaque cas traité.
II.1.8.4 Conclusion
Après avoir brièvement rappelé les fondements de la théorie de Floquet et les outils qui en
découlent, nous allons aborder les différentes méthodes permettant de traiter les problèmes
périodiques.
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II.2 Différentes façon d’aborder la propagation dans les structures
périodiques
Nous allons voir dans la suite du document qu’il existe deux façons différentes de connaître
les propriétés de bandes interdites d’une structure périodique :
1. La première consiste à chercher directement les modes propres de la cellule de base
périodisée grâce aux conditions limites de Floquet (cf section II.1).
2. La deuxième consiste à introduire une source explicite et à regarder les coefficients de
transmission et de réflexion pour une fréquence incidente donnée.
Remarque II.2. 1. La première méthode suppose que la cellule de base est "fermée" par des
conditions limites sur toutes ses faces extérieures. Les conditions de fermeture peuvent
être des conditions périodiques, des conditions métalliques ou des conditions absor-
bantes (cf section III.3). Dans ce cas il n’y a pas de source explicite extérieure, bien que
les conditions de Floquet supposent l’existence implicite d’une onde plane incidente (cf
section II.1.8). La formulation de cette méthode aboutit à un problème de calcul de
valeurs propres et donc les solutions modales sont multiples à chaque calcul.
2. La deuxième méthode introduit une source de type onde plane, ainsi cette technique
nécessite l’existence d’un demi-espace ouvert. Cette méthode ne peut pas gérer les
problèmes périodiques dans les trois directions de l’espace. En revanche, elle s’applique
très bien pour les milieux mono ou bi-périodiques. La formulation de cette méthode
aboutit à un problème de résolution de système linéaire avec second membre conduisant
à un champ électrique solution pour une fréquence donnée. Une mise en œuvre de celle
ci pour des simulations de SER d’antennes réseaux est proposée dans [48] et [49] et
pour les calculs de rayonnement d’antenne réseau dans [43].
Nous allons dans la suite présenter les méthodes une à une pour finir sur la méthode que
nous développons dans le chapitre III. Nous expliquons aussi comment choisir une méthode
en fonction de la structure traitée. Pour toutes les méthodes, nous abordons quand c’est
possible les deux types de modélisation que l’on vient de présenter :
1. Avec source explicite conduisant à la résolution d’un système linéaire avec second
membre.
2. Sans source explicite ce qui aboutit à la résolution d’un problème de calcul de valeurs
propres.
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II.3 Méthodes analytiques modales
II.3.1 Introduction
Les méthodes analytiques modales utilisent la décomposition en séries de Floquet (cf
section II.1) de la solution du problème périodique recherchée. Il existe (cf remarque II.2)
deux façons de traiter le problème.
1. La méthode des ondes planes [50]. Les conditions aux limites de la cellule de base sont
périodiques dans les trois directions de l’espace et il n’y a pas de source explicite.
2. La méthode RCWA[4, 5] pour Rigorous Coupled-Wave Analysis. Cette méthode néces-
site l’introduction d’une source explicite.
II.3.2 Méthode des ondes planes
On suppose que la structure est périodique selon trois directions non nécessairement
confondues avec les axes du repère cartésien. On peut alors, après changements successifs de
repère, écrire le champ E comme une série pseudo-périodique. Si on se place dans le cas le
plus général où les directions de périodicité ne sont pas confondues avec les trois axes du
repère cartésien, alors d’après les notations définies équation (11.II) :
E(x, y, z) =
+∞∑
p=−∞
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnmpe
j
(
(Gxnmp−kix)x+(Gynmp−kiy)y+(Gznmp−kiz)z
)
On en déduit les expressions de E et H :
E =
+∞∑
p=−∞
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnmpe
j
(
(Gnmp−ki).r
)
, H =
+∞∑
p=−∞
+∞∑
n=−∞
+∞∑
m=−∞
Hˆnmpe
j
(
(Gnmp−ki).r
)
Si µ et  désignent respectivement la perméabilité et la permittivité effective des milieux
étudiés alors les équations de Maxwell harmoniques en champs E et H peuvent s’écrire[39] :
∇× E− jωµH = 0, ∇×H = −jωE + J (12.II)
On considère qu’il n’y a pas de charges ni de courant dans le milieu (J = 0 et ρ = 0). Et
comme :
∇× Eˆnmpej
(
(Gnmp−ki).r
)
= j(Gnmp − ki)× Eˆnmpej
(
(Gnmp−ki).r
)
.
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On en déduit que :
+∞∑
p=−∞
+∞∑
n=−∞
+∞∑
m=−∞
(Gnmp − ki)× Eˆnmpej
(
(Gnmp−ki).r
)
+ jωµHˆnmpe
j
(
(Gnmp−ki).r
)
= 0
⇒ j(Gnmp − ki)× Eˆnmp = +jωµHˆnmp, j(Gnmp − ki)× Hˆnmp = −jωEˆnmp ∀(n,m, p) ∈ Z
(13.II)
⇒ (Gnmp − ki).Eˆnmp = (Gnmp − ki).Hˆnmp = 0 ∀(n,m, p) ∈ Z (14.II)
⇒ ∇.E = ∇.H = 0. (15.II)
Ceci est équivalent à dire que la solution s’écrit comme étant la superposition d’ondes planes
[41]. À cette écriture un peu lourde on préfère dans la littérature [50] une écriture plus
condensé en remplaçant Gnmp par un vecteur noté G appartenant au réseau réciproque (cf
section II.1.7.3) noté R.R les quantités s’écrivent alors :
E˜(r˜) = E(r) =
∑
G∈R.R
EˆGe
j
(
(G−ki).r
)
, H =
∑
G∈R.R
HˆGe
j
(
(G−ki).r
)
.
Et donc les relations (13.II) et (14.II) deviennent :
∇× EˆGej
(
(G−ki).r
)
= (G− ki)× HˆGej
(
(G−ki).r
)
et
(G− ki).EˆG = (G− ki).HˆG = 0 ∀G ∈ R.R. (16.II)
II.3.2.1 Résolution en champ E
On suppose que la perméabilité relative µr = 1 et que la permittivité relative r sont
constantes par morceaux et périodiques selon trois directions données par les vecteurs de
base du réseau de Bravais (cf section II.1.7.2). Ainsi r s’écrit sous forme d’une série de
Fourier :
r(r) =
∑
G∈R.R
ˆGe
j
(
G.r
)
,
On en déduit l’expression :
rE =
∑
G′,G′′∈R.R
ˆG′EˆG′′e
j
(
(G′+G′′−ki).r
)
.
Soit k0 = ω
√
0µ0. En transformant l’équations (12.II), l’équation de Maxwell en champ E
pour un milieu non dispersif s’écrit [39] :
∇× (∇× E) = k20rE
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et comme
∇× (∇× EˆGej
(
(G−ki).r
))
= (G− ki)×
(
(G− ki)× EˆGej
(
(G−ki).r
))
,
on en déduit en reportant dans l’équation de Maxwell en champ E et en identifiant les
coefficients de Fourier de la fonction nulle que :
(G− ki)×
(
(G− ki)× EˆG
)
+ k20
∑
G′+G′′=G
ˆG′EˆG′′ = 0.
En remarquant que G′ = G−G′′ on peut écrire :
(G− ki)×
(
(G− ki)× EˆG
)
+ k20
∑
G′′∈R.R
ˆG−G′′EˆG′′ = 0 ∀G ∈ R.R.
En appliquant la formule du double produit vectoriel (~u ∧ (~v ∧ ~w) = (~u · ~w)~v − (~u · ~v)~w ) on
obtient alors :
((G− ki).EˆG)(G− ki)− ‖G− ki‖2EˆG + k20
∑
G′′∈R.R
ˆG−G′′EˆG′′ = 0 ∀G ∈ R.R.
Mais l’équation se simplifie d’après la relation (16.II). Ce qui donne :
‖G− ki‖2EˆG = k20
∑
G′′∈R.R
ˆG−G′′EˆG′′ = 0 ∀G ∈ R.R.
Ce système infini d’équations aboutit à un système matriciel infini dont les inconnues
sont les composantes des vecteurs EˆG. Si on tronque ce système en restreignant le réseau
réciproque à N éléments, on obtient un système matriciel du type :
AX =
1
k20
MX (17.II)
Où X est le vecteur EˆG1 , . . . , EˆGN , A est une matrice de dimension 3N × 3N avec des
coefficients égaux trois par trois sur une même ligne :
Aij = ˆr(Gi −Gj)
Et M est la matrice diagonale 3N × 3N composée des matrices par bloc :
‖G− ki‖2I3×3, G ∈ R.R
Remarque II.3. Comme nous venons de le voir le nombre d’inconnues est égal à 3 × N où
N désigne le nombres d’ondes planes de la série de Floquet. En théorie ce système doit être
infini, mais en le tronquant on commet évidemment des erreurs numériques. Plus le nombre
d’ondes planes est grand plus on a de chance de se rapprocher de la solution réelle. D’autre
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part, le problème (17.II) revient à calculer les valeurs propres de la matrice AM−1 et donc
nécessite l’inversion de la matrice M .
II.3.2.2 Résolution en champs H L’équation en champs H s’écrit
∇× (∇×H
r
) = k20µrH
Où µr est la perméabilité relative du milieu étudié. On utilise cette fois-ci la transformée de
la fonction inverse de r :
1
r
=
∑
G∈R.R
1̂
G
ej
(
G.r
)
Ensuite le principe est le même que pour l’équation du champ électrique E que l’on vient
d’établir. On pourra regarder la démonstration détaillée en [50, 27].
Pour les structures canoniques comme les tiges diélectriques cylindriques, la permittivité
relative r à une valeur constante différente de un dans le cylindre. On peut alors facilement
calculer la transformée de de Fourier à l’aide des fonctions de Bessel [50, 27].
Mais pour une cellule de base avec une géométrie plus complexe(non canonique) il faut
calculer la transformer de Fourier des coefficients r dont le terme :
ˆG =
1
|Scell|
∫
Scell
r(r)e
jG.rdr
doit être calculé grâce aux formules numériques d’approximation d’intégrales en découpant
en pixels la forme "non canonique". En d’autres termes, on calcule la transformée de Fourier
discrète de la permittivité.
Fig 15.II Exemple de géométrie non canonique :
coupe 2d d’un réseau de tiges en forme d’étoile.
Remarque II.4. Si on essaie de traiter des structures périodiques à forme non canonique, on
accumule alors les erreurs dues à la troncature du nombre d’ondes planes et les erreurs sur le
calcul de l’intégrale de la transformée de Fourier de la permittivité relative. En effet lorsqu’il
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y a de forts contrastes d’indices entre les matériaux qui constituent la structure modélisée, il
faut garder beaucoup de termes dans la décomposition de Fourier de la permittivité (ce qui
revient à faire sa transformée de Fourier discrète sur un grand nombre de termes) car il faut
prendre en compte correctement les fortes discontinuités aux interfaces entre matériaux. Il
est alors difficile de savoir quel est le nombre minimum de termes à garder dans la série de
Fourier pour avoir une précision acceptable. D’autre part, garder un grand nombre de termes
dans la série de Fourier peut être très handicapant en termes de ressources mémoire et de
temps de calcul.
Remarque II.5. Il est possible de traiter des matériaux dispersifs en faisant dépendre la
permittivité de la pulsation (cf section VI.2) mais la taille du problème de calcul de modes
propres est multiplié par deux au minimum.
II.3.3 Présentation de la méthode RCWA [4, 5]
La méthode RCWA [51, 4, 52] (RCWA, pour Rigorous Coupled Wave Analysis) est un
algorithme qui permet de calculer des coefficients de réflexion et de transmission de structures
bi-périodiques. Dans le même genre, la méthode FMM [53] (FMM, pour Fourier Modal
Method) est une adaptation de la méthode RCWA quand les deux vecteurs de périodicité
ne sont pas orthogonaux [53]. Ces méthodes utilisent un découpage spatial dans la direction
orthogonale au réseau. Fig 16.II on considère une structure bi-périodique en (x, y) de périodes
respectives T1 et T2. Le nombre de couches du découpage spatial est noté NbC . Dans chacune
de ces couches, la permittivité est bi-périodique et supposée invariante en z.
Fig 16.II Exemple simplifié de modélisation d’une structure bipériodique par la méthode RCWA. Il y a trois
matériaux différents (un par couleur) et cinq couches (NbC = 5) ([5] page 37).
44
Pour 1 ≤ p ≤ NbC , (x, y) ∈ R2, z ∈ [zp, zp+1[, on note :
(x, y, z) = (x, y, zp),= p(x, y)
La source est une onde plane localisée au bord de la dernière couche NbC (z6 sur la figure
Fig 16.II). Son vecteur d’onde incident est noté ki = (kix, kiy, kiz). Dans chaque couche p,
on écrit les champs E et H sous forme de séries pseudo-périodiques comme dans l’équation
(8.II) :
E(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(z)e
j
(
αnx+βmy
)
, H(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
Hˆnm(z)e
j
(
αnx+βmy
)
(18.II)
avec
αn =
2pin
T1
− kix, βm = 2pim
T2
− kiy
On écrit aussi la décomposition en série de Fourier de la permittivité p [5] :
p(x, y) =
+∞∑
n=−∞
+∞∑
m=−∞
ˆp,nme
j
(
2pin
T1
x+ 2pim
T2
y
)
(19.II)
Les expressions (18.II) et (19.II) sont ensuite injectées dans les équations de Maxwell
harmoniques que l’on va écrire dans chaque couche p ∈ [1, . . . NbC ] en imposant des conditions
de continuité aux interfaces. On obtient alors un système différentiel du premier ordre en z
[5] :
d
dz

...
Eˆnm(z)
...
Hˆnm(z)
...

=Mp

...
Eˆnm(z)
...
Hˆnm(z)
...

(20.II)
Les coefficients de la permittivité ˆp,nm interviennent dans l’expression de la matriceMp.
En posant :
U(z) =

...
Eˆnm(z)
...
Hˆnm(z)
...

l′e´quation (20.II) s′e´crit
d
dz
U(z) =MpU(z) (21.II)
Afin de pouvoir intégrer cette équation différentielle, il faut tronquer le système et pour
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z ∈ [zp, zp+1[, la solution de (20.II) est :
U(z) = exp{(z − zp)Mp}U(zp)
La continuité du champ aux interfaces entre les couches nous permet d’écrire :
U(zp+1) = exp{(zp+1 − zp)Mp}U(zp).
On peut alors relier les champs de part et d’autre de la couche p. Ainsi les composantes du
champ de la dernière couche U(zNbC ) seront reliées aux composantes du champ de la première
couche U(z1) [4] :
U(zNbC ) =
NbC∏
p=1
exp{(zp+1 − zp)Mp}U(z1). (22.II)
Cette expression se calcule en diagonalisant ou trigonalisant (si elles ne sont pas diagonali-
sables) les matricesMp, p ∈ [1, . . . NbC ]. La première couche et la dernière couche sont les
milieux d’observation. Ces milieux sont supposés homogènes et uniformes et donc les champs
E et H y vérifient les équations de Helmoltz. Autrement dit pour z ∈ [zNbC−1, zNbC [∪[z1, z2[
on peut écrire [5] :
4( +∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(z)e
j
(
αnx+βmy
)
) + k2obs(
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(z)e
j
(
αnx+βmy
))
= 0 (23.II)
Où k2obs = ω2µ avec  et µ la permittivité et la perméabilité des milieux d’observations.
Comme l’opérateur 4 est linéaire, on déduit que chaque coefficient Eˆnm(z) de la série de
(23.II) vérifie une équation de Helmoltz dont les solutions s’écrivent soit comme un terme
incident ou "entrant" noté Eˆinm(z), soit comme un terme réfléchi ou "sortant" noté Eˆrnm(z)
[5] :
Eˆinm(z) = Eˆinme
−jγnmz, Eˆrnm(z) = Eˆrnme
+jγnmz avec γnm =
√
k2obs − α2n − β2m.
Cette écriture nous permet de donner une autre formulation du champ E dans les milieux
d’observation :
E(x, y, z) =
+∞∑
n=−∞
+∞∑
m=−∞
Eˆinme
j
(
αnx+βmy−γnmz
)
+
+∞∑
n=−∞
+∞∑
m=−∞
Eˆrnme
j
(
αnx+βmy+γnmz
)
. (24.II)
Remarque II.6. L’écriture équation (24.II) est générale pour un champ E contenu dans un
milieu homogène duquel on peut observer une structure bi-périodique. Cette écriture est
utilisée quand on veut exprimer une condition limite de radiation sur la limite supérieur ou
inférieur d’un domaine bi-périodique (cf section VI.2.2.4)
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II.3.3.1 Exemple d’écriture des conditions limites
Considérons par exemple que les deux milieux d’observation la couche 1 et la couche NbC
soient de l’air, et que la source ki = (kix, kiy, kiz) soit dans la couche NbC . Soit E1 et ENbC
les champs dans la couche 1 et dans la couche NbC . Leur expression est donnée par (24.II)
et leur nombre d’onde d’observation est kobs = k0 = ω20µ0. Si on appelle WNbC et W1 les
coordonnées (. . . , Eˆinm , . . . Eˆrnm , . . .)l, l = 1, NbC de ENbC et E1 alors on peut écrire [4] :
WNbC =

1
0
...
0
EˆNbCr11
...
EˆNbCrnm
...

, W1 =

Eˆ1i11
...
Eˆ1inm
...
0
...
0
...

(25.II)
En effet pour ENbC le champ incident est connu et c’est une onde plane d’amplitude choisie
égale à 1 et pour E1 il n’y a pas de réflexion si on considère que toute l’énergie est dissipée
dans l’air.
En effectuant la transformation nécessaire pour passer des coordonnées UNbC (respecti-
vement U1) aux coordonnées WNbC (respectivement W1) défines en (21.II) et (25.II), on peut
alors retrouver les coefficients de réflexion (EˆNbCr11 , . . . , Eˆ
NbC
rnm , . . .) et d’incidence (Eˆ
1
i11
, . . . , Eˆ1inm , . . .)
par la résolution d’un système linéaire construit à partir de la relation (11.III).
II.3.4 Intérêts des méthodes modales
– Ces méthodes sont relativement faciles à coder sur des géométries canoniques.
– Quand on traite des géométries simples la solution converge pour un nombre d’in-
connues relativement peu élevé. Dans ce cas, bien que les matrices soient pleines (cf
remarque II.3), les ressources informatiques utilisées pour un calcul sont donc réduites
par rapport aux autres méthodes existantes.
– Les matériaux peuvent être dispersifs : leurs paramètres peuvent dépendre de la fré-
quence de calcul [30, 31].
II.3.5 Aspects limitant de la méthode
– Quand on traite des géométries non canoniques la transformée de Fourier discrète de la
permittivité nécessite un découpage spatial suffisamment fin pour prendre en compte
les détails des zones discrétisées.
– Quand on traite des géométries qui comprennent des détails de taille caractéristique
très petite devant le pas du réseau, le nombre de termes de la série de Fourier doit
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être suffisamment grand pour assurer la convergence de la méthode. Dans ce cas, les
ressources informatiques nécessaires à un calcul deviennent pénalisantes (cf remarque
II.4).
– Quand les matériaux sont dispersifs : la taille du problème de calcul de modes propres
est multipliée [31] comme nous le verrons par la suite.
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II.4 Méthode FDTD (Finite-Difference Time-Domain)
II.4.1 Principe de la méthode
C’est une méthode de calcul de différences finies, qui permet de résoudre les équations
de Maxwell dans le domaine temporel. La formulation temporelle des équations de Maxwell
peut s’écrire de la façon suivante[54] : ∇× E(r, t) = −µ0
∂(H)
∂t
pour (r, t) ∈ R3 × Rt
∇×H(r, t) = ∂
∂t
[
D0(r, t) + Pd(r, t)
]
Où E(r, t), H(r, t) et µ0 dénotent le champ électrique, le champ magnétique la perméa-
bilité relative du vide et Pd(r, t) = Pδ(r− r0)e−iωt représente le moment dipolaire oscillant.
P et r0 sont l’amplitude et la position du moment dipolaire et δ la fonction de Dirac. D0(r, t)
représente le déplacement électrique causé par la structure diélectrique des éléments pério-
diques. Le vecteur densité de courant J(r, t) est implicitement contenu dans l’expression de
D0 puisqu’il peut s’écrire en fonction du champ E(r, t) grâce à la loi d’Ohm (cf annexe A.5).
Elle est généralement égale au produit de convolution entre le champ électrique et la fonction
[Φ(r, t)] représentant la réponse temporelle du diélectrique de permittivité [(r, ω)] :
D0(r, t) = 0
∫ +∞
−∞
Φ(r, t− t′)E(r, t′)dt′ , [Φ(r, t)] = 1
2pi
∫ +∞
−∞
[(r, ω)]e−iωtdω
Pour plus de détails sur la représentation temporelle de la permittivité on peut se reporter à
l’annexe A.2.3.
Remarque II.7. On peut facilement envisager de traiter les milieux dispersifs grâce aux mo-
dèles explicites type Drude (cf section VI.2.1.3 et [55]) ou Debye (cf annexe A.2.5 et [56]) en
transformant l’expression de la permittivité en fonction de la fréquence et en appliquant la
transformée de Fourier[57]. De plus, nous pouvons faire face à d’autres cas dispersifs aussi
longtemps que la présumée dépendance en fréquence de la constante diélectrique satisfait le
principe causalité ou la relation de Kramers-Kronig [54] (cf annexe A.2.2).
De façon classique, on peut par exemple approcher les dérivées partielles figurant dans
les équations de Maxwell par les différences finies centrées :
∂f(x, y, z, t)
∂x
=
f(x+ δx/2, y, z, t)− f(x− δx/2, y, z, t)
δx
+ o(δx2)
Où δx représente le pas de discrétisation suivant la direction x. Si on appelle δt le pas de
temps, chaque composante spatiale du champ à l’instant t+ δt est mise à jour à partir de la
composante calculée à partir de l’instant t plus précisément nous utilisons le schéma de Yee
[58].
Remarque II.8. Contrairement aux autres méthodes présentées et comme le schéma de Yee
est explicite, il n’y a pas ici de processus d’inversions de matrices, mais une mise à jour des
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valeurs des composantes en chaque nœuds et à chaque instant. Notons que les schémas aux
différences finies implicites nécessitent en général une inversion [59].
Les composantes électriques se calculent aux points de la cellule de Yee que l’on appelle
les nœuds électriques. Ces nœuds se situent au milieu des arêtes tandis que les composantes
magnétiques se calculent aux centres des faces aussi appelés nœuds magnétiques.
Fig 17.II Cellule de YEE[58] .
Cette répartition des composantes permet au schéma de Yee de respecter la continuité
des composantes tangentielles électriques et normales magnétiques à l’interface de deux cel-
lules. La grille FDTD est définie par les champs en chaque point du domaine discrétisé sur
l’ensemble des pas de temps réalisés. Voici un exemple de mise à jour d’une coordonnée d’un
point de la grille FDTD [57, 58, 60] :
Hn+1/2y (i, j, k) = H
n−1/2
y (i, j, k)+
δt
µ0
[Enz (i+ 1, j, k)− Enz (i, j, k)
δx
−E
n
x (i, j, k + 1)− Enx (i, j, k)
δz
]
II.4.2 Stabilité numérique
Pour éviter les instabilités numériques, le schéma doit vérifier une condition du type
[57, 60] :
δt ≤ 1
vmax.
√
1
δx2
+ 1
δy2
+ 1
δz2
Où vmax est la vitesse maximum de propagation dans le milieu et δx, δy, δz représentent les
pas de discrétisation suivant les directions x, y et z.
II.4.3 Les problèmes périodiques
L’adaptation de la FDTD aux structures périodiques a fait l’objet d’une étude approfondie
dans la thèse de Belkhir Abderrahmane [60]. Tout d’abord, on applique les conditions de
Floquet (cf section III.3.5) sur les interfaces du domaine de calcul dans le cas classique du
réseau de tiges de pas a. Soit une onde plane incidente de vecteur d’onde ki = (kix, kiy, kiz),
les conditions de Floquet dans le plan z = 0 s’écrivent [60] :
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E(x = a, y, z = 0, t) = E(x = 0, y, z = 0, t)ejkix.a
E(x, y = a, z = 0, t) = E(x, y = 0, z = 0, t)ejkiy .a
H(x = a, y, z = 0, t) = H(x = 0, y, z = 0, t)ejkix.a
H(x, y = a, z = 0, t) = H(x, y = 0, z = 0, t)ejkiy .a
Fig 18.II Cellule de base du réseau carré de tiges.
Ensuite on injecte une série de Floquet à l’instant t = 0 et on laisse le signal se propager
pendant une durée suffisamment grande pour exciter les premières fréquences propres. La
série est construite à partir des vecteurs du réseau réciproque du réseau de Bravais et peut
s’écrire (cf section II.3.2) : ∑
G∈R.R
EˆGe
j
(
(G−ki).r
)
Après avoir injecté le signal, on calcule l’évolution de la densité volumique d’énergie en
fonction de la fréquence grâce la transformée de Fourier du signal temporel. Le spectre obtenu
fait apparaitre des pics d’énergie qui correspondent aux fréquences propres de la structure
étudiée.
Remarque II.9. Souvent pour que les pics soient stables, un grand nombre d’itérations tem-
porelles sont nécessaires (»10000) [60] et ceci pour chaque valeur de ki et donc pour chaque
point du diagramme de bandes. On peut alors imaginer que sur des structures maillées fine-
ment le temps de calcul pour réaliser un diagramme de bandes puisse devenir interminable.
De plus, il faut pouvoir stocker toutes les valeurs des champs aux nœuds à chaque pas de
temps ce qui peut nécessiter l’utilisation d’un espace mémoire considérable.
II.4.4 Intérêts
– Les structures sont faciles à mailler puisque le maillage est cubique et le codage de la
méthode est relativement simple.
– La connaissance des propriétés temporelles des matériaux suffit au codage de la FDTD
qui peut ainsi traiter des problèmes non linéaires et dispersifs (cf remarque II.7).
– Il n’y a pas ici de processus d’inversion de matrice (cf remarque II.8).
II.4.5 Limitations
– Le temps de calcul et l’espace mémoire qui sont utilisés par la grille FDTD peuvent de-
venir très important notamment parce qu’ils sont liés par une condition CFL nécessaire
pour assurer la stabilité du schéma (cf remarques II.9).
– Les cellules de Yee ne doivent pas avoir de rapports de tailles importants pour assurer
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la stabilité du schéma [57]. La taille des cubes est donc calibrée par rapport aux zones
ou le maillage doit être raffiné.
– À chaque pas de temps, la mise à jour des conditions aux limites périodiques intro-
duisent des approximations, qui peuvent avoir une influence sur la précision du calcul.
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II.5 Méthode des équations intégrales
II.5.1 Introduction
Il n’y a pas, à notre connaissance, de méthode de résolution type "modes propres" qui
utilise les équations intégrales pour traiter les structures périodiques. En revanche, il existe
une méthode d’équations intégrales pour les structures bipériodiques avec l’introduction d’une
source explicite (cf remarque II.2). Les méthodes qui font appel aux équations intégrales
sont aussi appelées Méthode des moments (MoM, [61]) ou méthode des éléments de frontière
(BEM, pour Boundary Element Method). Ces méthodes peuvent être adaptées aux calculs de
champs sur des structures tridimensionnelles et bipériodiques. L’adaptation de ces méthodes
à ce type de structures a notamment fait l’objet d’une étude approfondie dans la thèse de
Samuel Nosal [5]. Les inconnues de ces équations sont les courants magnétiques et surfaciques
calculés aux interfaces de matériaux homogènes (i.e dioptres). Une fois ces courants calculés,
on peut en déduire la valeur du champ en tout point de l’espace tridimensionnel.
II.5.2 Principe de la méthode [5]
On considère un objet constitué d’un domaine diélectrique homogène Ω2, de surface ex-
térieure Γ2 ayant une frontière commune avec un domaine Ω1, de surface extérieure Γ1. Une
onde plane incidente (Einc,Hinc) est introduite dans le domaine Ω1.
Fig 19.II Diffraction d’une onde incidence par un objet tridimensionnel : les conventions adoptées ([5] page
49).
On exprime le champ électrique dans l’espace à partir les courants magnétiques et surfa-
ciques calculés sur la surface extérieure de chaque domaine à l’aide des équations intégrales
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EFIE (Electric Field Integral Equation) [62, 5] :
1
2
E1(r) = E
inc(r)− 1
4pi
∫
Γ1
{
jωµ1J1(r
′
) +
j
ω1
∇∇′ .J1(r′)
}
G1(r− r′)ds′
+
1
4pi
∫
Γ1
M1(r
′
)×∇G1(r− r′)ds′ pour r ∈ Γ1
1
2
E2(r) = − 1
4pi
∫
Γ2
{
jωµ1J2(r
′
) +
j
ω1
∇∇′ .J2(r′)
}
G2(r− r′)ds′
+
1
4pi
∫
Γ2
M2(r
′
)×∇G2(r− r′)ds′ pour r ∈ Γ2
(26.II)
Les inconnues sont les grandeurs Mi = Ei×ni, i = 1, 2 et Ji = ni×Hi, i = 1, 2 représentant
respectivement les densités de courants magnétiques et les densités de courants électriques.
Gi(r − r′), i = 1, 2 est la fonction de Green qui s’écrit de la façon suivante dans le cas
tridimensionnel [63, 5] :
Gi(r) =
ejki|r|
|r| , i = 1, 2 et ki = ω
√
iµi i = 1, 2.
La figure Fig 20.II représente un exemple de réseau bipériodique de périodes T1 et T2 :
Fig 20.II Exemple de structure bi-périodique : revêtement de chambre anéchoïque dont la cellule de
périodicité est constituée d’une pyramide de mousse en matériau absorbant ([5] page 7).
Écrivons l’équation intégrale pour E1 sur Γ = ∪n,mΓn,m sur la surface extérieure du réseau
bi-périodique représentée Fig 20.II, Γn,m étant la restriction de la surface extérieure à la cellule
de base Γn,m. Le réseau est éclairé par une onde incidente pseudo-périodique [5] :
1
2
E1(r) = E
inc(r)−
∑
n,m
1
4pi
∫
Γn,m
{
jωµ1J1(r
′
) +
j
ω1
∇∇′ .J1(r′)
}
G1(r− r′)ds′
+
∑
n,m
1
4pi
∫
Γn,m
M1(r
′
)×∇G1(r− r′)ds′
(27.II)
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Par un changement de variable on se ramène à une somme d’équations intégrales sur la cellule
de base Γ0,0 [5] :
1
2
E1(r) = E
inc(r)
−
∑
n,m
1
4pi
∫
Γ0,0
{
jωµ1J1(r
′
) +
j
ω1
∇∇′ .J1(r′ + nT1 +mT2)
}
G1(r− r′ + nT1 +mT2)ds′
+
∑
n,m
1
4pi
∫
Γ0,0
M1(r
′
+ nT1 +mT2)×∇G1(r− r′ + nT1 +mT2)ds′
(28.II)
La théorie de Floquet (cf section II.1) nous assure que les courants J1 et M1 sont pseudo
périodiques. On a donc [5] :
J1(r
′
+nT1+mT2) = J1(r
′
)e−j(nki.T1+mki.T2), M1(r
′
+nT1+mT2) = M1(r
′
)e−j(nki.T1+mki.T2)
L’équation intégrale devient alors :
1
2
E1(r) = E
inc(r)− 1
4pi
∫
Γ0,0
{
jωµ1J1(r
′
) +
j
ω1
∇∇′ .J1(r′)
}
G˜1(r− r′)ds′
+
1
4pi
∫
Γ0,0
M1(r
′
)×∇G˜1(r− r′)ds′
[5] (29.II)
Où G˜1 est appelée fonction de Green 3D-bipériodique [5, 63]. Son expression est [5] :
G˜1(r) =
∑
n
∑
m
e−jk1rnm
rnm
e−j(nki.T1+mki.T2), avec rnm =
√
(nT1 + x)2 + (mT2 + y)2 + z2,
(30.II)
et ki le vecteur d’onde de l’onde plane incidente. Ensuite, une fois la formulation écrite,
on applique la méthode des moments en écrivant les courants Mi et Ji comme combinaisons
linéaires des fonctions de base du type RWG (de Rao-Wilton-Glisson)[64], pour finalement
obtenir le système linéaire à résoudre. On calcule donc le champ sur la surface pour une
fréquence incidente donnée.
Remarque II.10. On peut combiner cette méthode avec des équations intégrales volumiques
[65, 5] mais on ne pourra pas traiter de domaines constitués d’un matériau anisotrope.
II.5.3 Intérêts
– Le maillage surfacique demande beaucoup moins de degrés de liberté par rapport à un
maillage volumique utilisé dans les autres méthodes numériques (FEM, FDTD).
– Les calculs s’effectuant aux interfaces des domaines, il n’est pas nécessaire d’introduire
de conditions aux limites absorbantes pour modéliser l’atténuation des sources exté-
rieures.
– L’expression de la périodicité se reporte uniquement sur la formulation et ne nécessite
pas l’introduction de conditions aux limites supplémentaires.
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– Cette méthode est très performante pour le calcul de la diffraction par des surfaces
sélectives en fréquence sans épaisseur placées dans des empilements de couches diélec-
triques, notamment les radômes et l’exemple du méta-papier isolant (cf section I.2.5).
– Les matériaux peuvent être dispersifs : leurs paramètres peuvent dépendre de la fré-
quence de calcul.
II.5.4 Limitations
– La résolution des équations intégrales sur la structure périodique infinie nécessite le
calcul de la fonction de Green bipériodique qui s’écrit sous la forme d’une série double
et lentement convergente [5].
– La matrice du système linéaire est pleine et donc prend beaucoup de temps à inverser.
– On est limité à certains matériaux : linéaires homogènes isotropes et PEC.
– À cause de à la formulation des équations intégrales (26.II), on peut avoir des problèmes
pour traiter les fréquences proches de zéro.
II.6 Conclusion
Dans cette section, nous avons sommairement présenté la plupart des méthodes existantes
permettant de connaître les propriétés de bandes interdites d’une structure périodique. Nous
avons également abordé leurs qualités et leurs défauts respectifs. Dans nos travaux, nous
décidons de nous focaliser sur la méthode des éléments finis pour ses qualités évoquées en
III.4, son aspect innovant et parce qu’elle utilise un environnement qui s’inscrit dans une
suite de travaux de recherche [66, 32]. Dans la section suivante, nous allons donc traiter les
différents aspects théoriques de sa mise en œuvre.
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III La méthode des éléments finis
III.1 Introduction
La méthode des éléments finis, initialement utilisée pour résoudre numériquement des
équations aux dérivées partielles, est bien connue[67] et permet, entre autre, de résoudre
les équations de Maxwell fréquentielles. Notre démarche consiste à modifier la formulation
classique des éléments finis par l’ajout de conditions aux limites particulières que nous allons
détailler. Nous proposons notamment une description originale des conditions limites Maître-
esclave dans la section III.3.5 et une nouvelle adaptation des conditions limites absorbantes
pour les problèmes de modes propres dans la section III.3.3.
Les propriétés de bande interdite des structures périodiques peuvent être obtenues de
plusieurs façons avec la méthode des éléments finis.
1. La première méthode consiste à résoudre le problème périodique en calculant le champ
solution à chaque fréquence donnée.
2. La deuxième méthode calcule les modes propres solutions dans la cellule de base du
réseau périodisé à l’aide des conditions de Floquet (cf section II.1).
La première méthode nécessite l’existence d’un demi-espace ouvert (cf remarque II.2)
et aboutit à la résolution d’un système linéaire construit à partir de la formulation varia-
tionnelle des équations de Maxwell (cf section III.2). Dans cette thèse nous avons choisi de
développer la deuxième méthode appliquée dans un premier temps à des problèmes de cavités
métalliques puis étendue à des réseaux périodiques infinis. Cette méthode a déjà fait l’objet
d’une étude dans [36] mais tous les algorithmes utilisés n’y sont pas clairement détaillés. Or
seule une connaissance précise de l’ensemble des paramètres de résolution nous permet une
interprétation exacte des résultats obtenus.
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III.2 Formulation variationnelle
III.2.1 Introduction
La formulation variationnelle est le point de départ de la méthode de Galerkin[68] qui
permet de calculer les solutions des équations de Maxwell dans le domaine fréquentiel. On
a choisi une formulation générale qui s’inspire de [33]. On se place dans un domaine Ω
hétérogène linéaire et on suppose que  et µ sont des matrices hermitiennes définies positives.
Les problèmes liés à l’existence des solutions ne sont pas abordés dans cette section puisqu’ils
dépendent des conditions aux limites imposées aux bords du domaine ∂Ω qui ne sont pas
précisées dans cette section afin de garder une vision globale.
Définition. On note H(curl,Ω) l’espace défini par :
H(curl,Ω) = {u ∈ L2(Ω)3, ∇× u ∈ L2(Ω)3}.
C’est un espace de Hilbert pour la norme√
||u||L2(Ω)3 + ||∇× u||L2(Ω)3
et les solutions au sens des distributions[40] appartiennent à un sous espace de H(curl,Ω)
noté H qui dépend des conditions limites imposées sur ∂Ω.
Pour une meilleure visibilité on rappelle les équations de Maxwell en régime harmonique[39] :
Maxwell Faraday ∇× E− jωµH = 0
Maxwell Gauss ∇.(E) = ρ
Conservation du flux magne´tique ∇.(µH) = 0
Maxwell Ampe`re ∇×H = −jωE + J
(1.III)
On considère dans un premier temps qu’il n’y a pas de charge circulant dans le milieu (J = 0).
Le cas d’existence d’un vecteur de densité de courant non nul est traité section VI.2.1.2. En
combinant Maxwell Ampère et Maxwell Faraday on obtient :
∇× (∇× E
µ
) = ω2E, ∇× (∇×H

) = ω2µH.
On multiplie ensuite par une fonction test ϕ ∈ H et on intègre sur un domaine Ω de frontière
∂Ω qui a une normale sortante ν :∫
Ω
∇× (∇× E
µ
).ϕ =
∫
Ω
ω2E.ϕ,
∫
Ω
∇× (∇×H

).ϕ =
∫
Ω
ω2µH.ϕ (2.III)
Remarque III.1. Les fonctions ϕ et E sont à valeurs dans R3 mais les transformations que
nous aborderons dans le cadre des structures périodiques section III.3.5 introduirons des
déphasages complexes dans la formulation (2.III). Dans ce cas l’espace H sera muni d’une
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structure hermitienne et la formulation (2.III) s’écriera :∫
Ω
∇× (∇× E
µ
).ϕ∗ =
∫
Ω
ω2E.ϕ∗,
∫
Ω
∇× (∇×H

).ϕ∗ =
∫
Ω
ω2µH.ϕ∗ (3.III)
Où ϕ∗ représente le complexe conjugué de ϕ. Cette formulation sera rappelée quand les
déphasages complexes seront introduit section III.3.5. Pour le moment les fonctions ϕ et E
restent à valeur dans R3, mais pour ne pas perdre en généralité nous gardons la notation
complexe.
Sachant que ∇.(A×B) = (∇×A).B−(∇×B).A et que ∫
Ω
∇.A = ∫
∂Ω
A.ν, on obtient :∫
Ω
∇×ϕ∗.(∇× E
µ
) =
∫
Ω
ω2E.ϕ∗ −
∫
∂Ω
((∇× E
µ
)×ϕ∗).ν
et ∫
Ω
∇×ϕ∗.(∇×H

) =
∫
Ω
ω2µH.ϕ∗ −
∫
∂Ω
(
(
∇×H

)×ϕ∗).ν
Comme A.(B×C) = C.(A×B) on obtient :∫
Ω
∇×ϕ∗.(∇× E
µ
) =
∫
Ω
ω2E.ϕ∗ −
∫
∂Ω
(
ν × (∇× E
µ
)
)
.ϕ∗
et ∫
Ω
∇×ϕ∗.(∇×H

) =
∫
Ω
ω2µH.ϕ∗ −
∫
∂Ω
(
ν × (∇×H

)
)
.ϕ∗
En utilisant les notations r = 0 , la perméabilité magnétique relative µr =
µ
µ0
, le nombre
d’ondes k0 = ωC = ω
√
ε0µ0 et l’impédence d’onde caractéristique du vide Z0 =
√
µ0
0
, les
équations peuvent alors s’écrire[33] :∫
Ω
∇×ϕ∗.∇× E
µr
= k20
∫
Ω
rE.ϕ
∗ −
∫
∂Ω
(
ν × (∇× E
µr
)
)
.ϕ∗ (4.III)
et ∫
Ω
∇×ϕ∗.∇×H
r
= k20
∫
Ω
µrH.ϕ
∗ −
∫
∂Ω
(
ν × (∇×H
r
)
)
.ϕ∗ (5.III)
Remarque III.2. En remplaçant les termes de bord à l’aide des équations de Maxwell, on a
une formulation variationnelle équivalente aux formulations précédentes (4.III) et (5.III). En
champs H : ∫
Ω
∇×ϕ∗.∇×H
r
= k20
∫
Ω
µrH.ϕ
∗ + j
k0
Z0
∫
∂Ω
(ν × E).ϕ∗
Et en champs E[43] :∫
Ω
∇×ϕ∗.∇× E
µr
= k20
∫
Ω
rE.ϕ
∗ − jk0Z0
∫
∂Ω
(ν ×H).ϕ∗ (6.III)
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Ainsi le problème variationnel pour une résolution d’inconnue E devient :
∀ϕ ∈ H, a(E,ϕ) = k20 ∗m(E,ϕ)
avec a(E,ϕ) =
∫
Ω
∇×ϕ∗.∇× E
µr
+
∫
∂Ω
(
ν × (∇× E
µr
)
)
.ϕ∗,
et m(E,ϕ) =
∫
Ω
rE.ϕ
∗
(7.III)
Remarque III.3. Dans les problèmes de modes propres que nous traitons, les conditions aux
limites sont soit des conditions de type métal parfait (cf sectionIII.3.2), soit des conditions
périodiques (cf section 1.V). Ces deux types de conditions aux limites annulent les termes
d’intégration de bords sur ∂Ω dans l’équation (7.III) (cf remarque III.11).
Pour la résolution en champ H il suffit d’inverser la permittivité relative r et la perméa-
bilité relative µr dans le problème variationnel (7.III).
Dans la suite de la thèse la formulation variationnelle utilisée est celle définie par l’équation
(7.III) d’inconnue E.
III.2.2 Assemblage des matrices via la méthode de Galerkin
III.2.2.1 Introduction
Dans cette section nous indiquons comment se construisent les matrices du problème élé-
ments finis avec la méthode de Galerkin à partir de la formulation variationnelle établie
équation (7.III) pour les milieux non dispersifs.
III.2.2.2 Construction du problème variationnel approché
Nous présentons ici une approche euristique de la construction des matrices éléments finis
issues du problème variationnel défini en (7.III). Un algorithme général de construction des
matrices est ici donné comme repère de tous les problèmes que nous allons aborder. Les
solutions sont cherchées dans un espace de dimension finie Hh qui est dense dans l’espace H
quand le pas du maillage h tend vers 0. Dans Ω, le champ solution E ∈ H est approché par
E˜ ∈ Hh qui est une combinaison linéaire de fonctions de base d’arêtes de Nedelec[69] d’ordre
0 (cf annexe A.3) (W1, . . . ,Wp, . . .WDL) = W où DL désigne le nombre d’inconnues. La
discrétisation de Ω¯ est nomé Ωh. Ainsi si on note par ep l’inconnue représentant la circulation
de E˜ sur chaque arête Arp, on a :
E ' E˜ =
DL∑
p=1
epWp = (e1, . . . , eDL)
TW, ep =
∫
Arp
E˜ (8.III)
Le problème variationnel approché dans Hh s’écrit alors :
Trouver ep, p ∈ [1 . . . DL] tel que
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a(E˜,Wq) = k
2
0 ∗m(E˜,Wq), q = 1 . . . DL
⇒
DL∑
p=1
ep ∗ a(Wp,Wq) = k20
DL∑
p=1
ek ∗m(Wp,Wq), q = 1 . . . DL.
(9.III)
où a(, ) et m(, ) sont les formes bilinéaires définies équation (7.III).
En posant X = (e1, . . . eDL) on obtient :
AX = k20MX
A = (A)qp = a(Wp,Wq)q,p∈[1...DL], M = (M)qp = m(Wp,Wq)q,p∈[1...DL].
(10.III)
Les modes propres sont les solutions (k20,X) d problème (10.III). Lorsqu’il y a une source
explicite introduite sur ∂Ω, on peut, pour une valeur de k20 connue, résoudre le problème
(10.III) qui s’écrit alors comme le système linéaire :
(A− k20M)X = Einc (11.III)
Où Einc est un vecteur qui contient les termes du champ incidents. Plus de détails sont donnés
sur la construction de Einc, section VI.2.2. Les matrices A et M y sont modifiées via l’ajout
de conditions aux limites que nous allons introduire dans la section III.3.
Remarque III.4. Le choix des fonctions Nedelec d’ordre 0 est fait pour des raisons de facilité
d’implémentation. Mais on pourrait très bien monter en ordre en choisissant des éléments de
Nedelec d’ordre 1[70]. Ce qui aurait pour conséquence de passer à 20 fonctions de base par
tétraèdre et d’améliorer la précision par rapport à l’ordre 0 pour un même maillage donné.
Cependant, comme le nombre de fonction de base est plus grand pour l’ordre 1, le temps
d’assemblage des matrices élémentaires (cf annexe A.4) est aussi augmenté.
Remarque III.5. Les termes de bords :∫
∂Ω
(
ν × (∇×Wp
µr
)
)
.Wq
Sont nuls si l’intersection des supports de Wp et de Wq n’appartient pas à ∂Ω. De plus
l’intersection des supports de Wp et de Wq doit être contenue dans un même triangle. Pour
les calculs à l’intérieur du domaine Ω, les termes d’intégrales surfaciques vont disparaître. En
effet lorsqu’on considère deux tétraèdres collés l’un à l’autre les deux normales respectives de
la face commune ont des sens opposés et comme la composante tangentielle des fonctions de
base est continue à l’interface, les éléments surfaciques calculés s’annulent deux à deux.
Remarque III.6. Lorsque r et µ−1r sont des matrices hermitiennes définies positives la matrice
assemblée M est toujours définie positive. En effet, d’après la décomposition de Schur[71]
r = UDU
∗, avec D une matrice diagonale réelle définie positive et U une matrice unitaire.
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On pose alors : √
r = U
√
D,
et on définit le produit scalaire :
< Wp,Wq >= (rWp)
∗Wq = (
√
rWp)
∗(
√
rWq)
Ensuite on pose W = (W1, . . .WDL), on peut définir le produit tensoriel :
(W⊗˜W)pq =< Wp,Wq >= (√rWp)∗(√rWq).
Un élément de Hh s’écrit alors XTW et on a :
X∗MX = X∗(
∫
Ω
W⊗˜W)X =
∫
Ω
(
√
rW
T
X)∗(
√
rW
T
X) > 0
S’il n’y a pas de terme de bord la matrice A est semi-définie positive parce qu’elle peut
s’écrire à l’aide d’un produit tensoriel ∇×W⊗˜∇×W (défini avec µ−1), mais son noyau
est non nul. En effet la décomposition discrète de Helmholtz[72, 73] nous assure qu’il existe
un vecteur U ∈ (H1(Ω))3 dérivant d’un potentiel vecteur V ∈ H(curl,Ω) et un potentiel
scalaire φ ∈ H1(Ω) tel que :
E˜ = U +∇φ, tel que ∇.U = 0 et U = ∇×V.
Le noyau de A contient alors les champs E˜ = XTW qui ont une composante rotationnelle
nulle (i.e U ≡ 0). Cependant, comme M est inversible, la matrice A− σM l’est aussi, mais
elle est rarement définie positive lorsque σ est positif réel.
Le calcul numérique des matrices élémentaires et des fonctions de base est résumé en
annexe A.4.
III.2.3 Conclusion
Nous avons présenté dans cette section comment se modélisent les problèmes éléments finis
quand les milieux traités ne sont pas dispersifs. Nous allons aborder dans la section suivante
III.3 les différentes conditions limites associées à la formulation (10.III). Des méthodes pour
traiter les milieux dispersifs sont abordées en perspective dans les sections VI.2 et VI.2.2.
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III.3 Conditions aux limites pour la résolution mode propre
III.3.1 Introduction
Les conditions limites ont des conséquences importantes sur la formulation variationnelle
(7.III) et sur l’assemblage des matrices (cf section III.2.2). Nous commençons d’abord par
énoncer des conditions aux limites classiques section III.3.2 pour ensuite développer des
conditions limites plus spécifiques et adaptées à nos problèmes sections III.3.3, III.3.5. Dans
les perspectives, section VI.2.2 les conditions aux limites avec présence d’une source explicite
sont détaillées.
III.3.2 Conducteur parfait
La condition de conducteur parfait est traduite par le fait que la composante tangentielle
du champs électrique est nulle sur le bord domaine. Ceci s’explique parce que le champ dans
le milieu métallique est nul et qu’il y a continuité du champ tangent à l’interface (cf annexe
A.1). Nous allons voir que cette propriété peut aussi s’expliquer grâce à la loi d’Ohm (cf
annexe A.5) :
Fig 1.III Décomposition du champs selon les composantes normale et tangentielle.
En adoptant les conventions définies Fig 1.III et en appliquant la loi d’ohm (cf Annexe
A.5) sur la surface extérieur ∂Ω, on a alors :
J |∂Ω = σeE|∂Ω
En décomposant le champ E selon sa composante normale et sa composante tangentielle, on
en déduit :
E|∂Ω = ETT + ENN ⇒ ET = E|∂Ω.T = J|∂Ω.T
σe
Par définition d’un conducteur parfait, σe est supposée infinie et J|∂Ω.T fini, donc ET = 0.
En considérant le vecteur ν normal à la surface on remarque que ν = N et donc la relation
de conducteur parfait peut aussi s’écrire :
E× ν = ETT × ν = 0
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D’après l’équation (8.III) le champ approché E˜ ∈ Hh est une combinaison linéaire de
fonctions de base d’arêtes de Nedelec[69] d’ordre 0 Wp, p ∈ [1, . . . DL] où DL désigne le
nombre d’inconnues et ep représente la circulation de E˜ sur chaque arête Arp :
E ' E˜ =
DL∑
p=1
epWp, ep =
∫
Arp
E˜
Remarque III.7. Pour les conditions limites du type conducteur parfait, les incon-
nues sont nulles sur les arêtes situées sur le matériaux PEC. En effet soit ai et aj
les sommets de l’arête Arp située sur une face PEC. Le chemin de ai à aj est paramétré par
γ(t) = taj + (1− t)ai et l’intégrale le long de ce chemin du champs E˜ s’écrit :∫
Arp
E˜ =
∫ 1
0
E˜(γ(t)).−−→aiaj dt = ep = 0.
III.3.3 Couches absorbantes (PML) pour le solveur mode propre
III.3.3.1 Présentation et formulation
Les zones absorbantes parfaitement adaptées appelées PML sont utilisées essentiellement
pour limiter la réflection des ondes solutions au bord du domaine de calcul et ainsi simuler
un espace libre. Il existe une autre modélisation possible des conditions PML qui est abordée
dans la section suivante III.3.4, mais nous avons choisi la formulation proposée dans [74]
parce qu’elle est plus simple à mettre en œuvre et que le réglage des paramètres est plus
intuitif. L’idée est de multiplier la perméabilité et la permittivité par un tenseur γ défini en
(12.III) et permettant de simuler l’absorption d’une onde plane dans le milieu PML :
γ =
a 0 00 b 0
0 0 c
 (12.III)
On considère alors un milieu 2d (Oxz) et une zone PML absorbante dans la direction Oz
Fig 2.III. Pour annuler la première réflection entre l’air et le milieu PML alors les coefficients
devront vérifier [74] :
a = b =
1
c
(13.III)
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Fig 2.III Parcours d’une onde dans un milieu absorbant. La relation (13.III) annule la première réflexion.
Fig 2.III, on considère une onde plane qui se propage dans le milieu absorbant. Le champ
incident a pour expression :
Ei(x, z) = Ee−jk0(cos(θi)z+sin(θi)x)
Si on pose a = α− jβ, l’onde plane transmise dans le milieu PML a pour expression [74] :
Et(x, z) = Ee−k0β cos(θt)ze−jk0(sin(θt)x+α cos(θtz)) avec k0 = ω√0µ0 (14.III)
L’absorption est donc contrôlée par le coefficient β. Pour que la zone PML ne perturbe pas
le champ solution dans l’air, il est nécessaire que β ne soit pas choisi trop grand. Ainsi la
variation d’indice entre l’air et la PML ne sera pas importante et on peut considérer Fig 2.III
que θi = θt = θr = θ. Par conséquent d’après l’équation (14.III), le coefficient |R(θ)| de
réflexion l’onde après le passage de l’onde dans la zone PML est égal à :
|R(θ)| ' |Q(θ)|e−2βdk0 cos(θ). (15.III)
|Q(θ)| étant le coefficient de réflexion de la surface qui termine la PML. Si cette surface est
du métal on peut alors prendre |Q(θ)| = 1. Dans ce cas nous pouvons alors déterminer la
constante β qui contrôle l’absorption dans l’équation (15.III) afin d’obtenir un coefficient de
réflexion inférieur à 1% :
− 2βdk0 cos(θ) < ln(10−2)⇒ β > ln(10)
k0d cos(θ)
. (16.III)
Il apparaît donc que le coefficient α dépend des directions d’ondes incidentes et qu’il est in-
déterminé pour les ondes rasantes θ = pi/2 et quand la zone PML est trop petite (d trop petit).
III.3.3.2 Cas particuliers pour le solveur mode propre
L’onde incidente absorbée à une longueur d’onde et une fréquence respectivement égales
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à :
λi =
2pi
k0
, Fi =
Ck0
2pi
Lors d’un calcul de modes propres, on obtient plusieurs fréquences solutions. On doit alors
choisir un coefficient β(16.III) de sorte que toutes solutions soient absorbées. Or d’après
(16.III) pour que l’absorption soit suffisante il faut :
β >
ln(10)
k0d cos(θ)
=
C ln(10)
2piFid cos(θ)
Soit Fim la fréquence minimum absorbée et kim le nombre d’onde correspondant. Si on pose :
β =
C ln(10)
2piFimd cos(θ)
=
ln(10)
kimd cos(θ)
(17.III)
Alors toutes les fréquences supérieurs à Fim seront absorbées. Pour que l’absorption soit
suffisamment efficace et que le coefficient β ne soit pas choisi trop grand pour éviter une
absorption trop efficace qui pourrait perturber l’ensemble des solutions, la longueur de la
PML d doit être plus grande qu’une longueur notée dim définie de la façon suivante :
d ≥ dim = λim
4
=
C
4Fim
=
2pi
4kim
(18.III)
Il est aussi possible d’appliquer ce type de PML pour des problèmes à pulsation fixe mais
il existe une formulation plus adaptée qui consiste à complexifier les variables dans les zones
PML [75]. On en énonce rapidement le principe dans la section suivante III.3.4.
III.3.4 Autre formulation des PML : complexification des coordonnées
Une façon classique de coder les conditions PML a été mise en œuvre dans [75]. Si une
onde plane se propage suivant l’axe Ox son expression est :
E(x, t) = Eej(−ωt−kixx).
On veut que l’onde s’atténue dans la direction Ox. Pour ce faire on prolonge analytiquement
la variable d’espace x dans l’espace complexe :
x˜ = x− jf(x).
L’expression de l’onde plane dans cet espace devient alors :
E(x˜, t) = Eej(−ωt−kix)−kixf(x). (19.III)
On voit bien apparaître une atténuation selon l’axe des x à condition que la fonction f soit
croissante. On veut que cette atténuation ne dépende pas de l’onde incidente. On va donc
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choisir
f(x) =
1
kix
gx(x).
Où gx est une fonction croissante.
D’autre part on peut calculer la dérivée par rapport à cette nouvelle variable :
∂x˜
∂x
= 1− j g
′
x(x)
kix
⇒ ∂
∂x˜
=
1
1− j g′x(x)
kix
∂
∂x
=
1
Sx
∂
∂x
.
On étend alors ce résultat aux trois directions de l’espace et on réécrit les équations de
Maxwell Harmonique en introduisant l’opérateur rotationel modifié :
∇˜× =

0 −1
Sz
∂z 1
Sy
∂y
1
Sz
∂z 0 −1
Sx
∂x
−1
Sy
∂y 1
Sx
∂x 0
⇒ ∇˜× = N((∇×)L)
Avec
L =
Sx 0 00 Sy 0
0 0 Sz
 , N = 1
SxSySz
L.
Pour plus de clarté, on rappelle les équations de Maxwell :{
Maxwell Faraday ∇× E− jωµH = 0,
Maxwell Ampe`re ∇×H = −jωE.
En posant :
E = LE, H = LH, N−1L−1 = T =

SySz
Sx
0 0
0 SxSz
Sy
0
0 0 SxSy
Sz

Les équations de Maxwell deviennent :
∇× E = jω[Tµ]H , ∇×H = −jω[T]E
⇒ [Tµ]−1∇× E = jωH⇒∇× ([Tµ]−1∇× E) = ω2[T]E.
On voit dans cette écriture, que pour implémenter ces PML, il faut multiplier la permitti-
vité et la perméabilité par la matrice T dont les coefficients varies en fonction de la position
spatiale. Cette formulation permet de construire une zone parfaitement adaptée et progres-
sivement absorbante contrairement aux PML de la section III.3.3 qui sont constantes dans
tous le milieu absorbant. Cependant une zone absorbante constante permet de définir plus
facilement une fréquence minimum d’absorption dans le cas d’une résolution "mode propre".
III.3.5 Conditions aux limites Maître-esclave
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III.3.5.1 Introduction
Les conditions aux limites de Floquet pour la méthode des éléments finis[36] sont aussi
connues sous le nom de conditions Maître-esclave. Le domaine d’étude est réduit à la cellule
de base Ω qui est contenue dans un parallélèpipède rectangle représenté Fig 3.III.
Fig 3.III Représentation du domaine Ω contenant le motif de base de la structure périodique.
Les conditions limites "Maître-esclave" se traduisent par un déphasage entre les éléments
des interfaces en regard Fm et Fs de Ω dans les directions de périodicité.
III.3.5.2 Élimination des inconnues
On rappelle comme introduit en (8.III) que :
E ' E˜ =
DL∑
p=1
epWp, ep =
∫
Arp
E˜ (20.III)
Les conditions Maître-esclave appliquées dans la cellule de base traduisent une périodicité
infinie selon la direction de T Fig 4.III. Le déphasage entre chaque éléments des faces en
regard est égal à φ = ki.T. Où ki est le vecteur d’onde de l’onde incidente sur la structure
périodique. Soit alors em la circulation du champ E˜ sur une arête Arm. Sur l’arête Ars en
vis à vis sur la Fig 4.III, la circulation du champ E˜ a pour valeur es = e−j(ki.T)em :
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Fig 4.III Déphasage entre les éléments Maître-esclave.
Autrement dit, on supprime l’inconnue associée à l’arête esclave Ars. Pour pouvoir appli-
quer ces relations de déphasage, le maillage surfacique de Ωh doit avoir des éléments identiques
à une translation près T sur les faces "Maître-esclave" en regard comme sur la Fig 4.III.
III.3.5.3 Déphasages multiples
Soit T1 le vecteur de translation de la face esclave 1(F1s sur le dessin) à la face maître
1(F1m) et T2 le vecteur de translation de la face esclave 2(F2s) à la face maître 2(F2m).
Fig 5.III Conditions aux limites "Maître-esclave"
sur les faces du parallélépipède contenant la cellule de base.
On considère une structure bipériodique contenue dans un parallélépipède représenté
Fig 5.III. Les inconnues e1s(respectivement e2s) sur les arêtes de la face F1s (respectivement
F2S) sont égales à e−jφ1 ∗ e1m (respectivement e−jφ2 ∗ e2m), où e1m (respectivement e2m) sont
les inconnues du champ sur la face F1m (respectivement F2m). Les déphasages φ1 et φ2 sont
respectivement égaux à ki.T1 et ki.T2. Les inconnues de F1s∩F2s sont liées aux inconnues de
F1m ∩ F2m par un déphasage égal à −(φ1 + φ2) [43]. Il y a plusieurs possibilités pour définir
les relations entre les inconnues lorsqu’une arête se trouve sur F1s ∩ F2s (zone violette sur
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la figure Fig 5.III), mais la façon que nous présentons est celle qui permet déliminer le plus
d’inconnues et de ne pas confondre d’éléments.
Remarque III.8. Si une arête est à l’intersection d’une face ’maître’ et d’une face ’esclave’
alors par convention c’est une arête ’Slave’ puisque l’on veut éliminer le maximum d’incon-
nues. Donc, par convention, les arêtes à l’intersection des faces maître et esclave F1s ∩ F2m
(respectivement F2s ∩ F1m ) sont des arêtes esclaves déphasées de −φ1 (respectivement −φ2)
avec les arêtes F1m ∩ F2m (respectivement F1m ∩ F2m ).
Comme nous l’avons vu dans le paragraphe précédent III.3.5.2 le maillage surfacique doit
avoir des éléments identiques qui se correspondent d’après les translations T1 et T2 :
Fig 6.III Maillage contraint non régulier sur les faces ou l’on veut appliquer les conditions
"Maître-esclave".
Sur la figure Fig 6.III les faces du maillage sont structurées de façon à ce que chaque
élément en regard soit image l’un de l’autre par la translation des vecteurs T1 et T2.
Remarque III.9. On aurait aussi pu introduire un déphasage dans une troisième direction
mais l’écriture du problème est plus lourde et le principe reste le même.
Soit Sk les indices des arêtes sur la face esclaves et Mk les indices des arêtes sur les faces
maîtres. Soit NM le nombre d’arêtes maîtres et NS le nombre d’arêtes esclaves. Soit Ii les
indices des arêtes internes et NI leur nombre. Sur les interfaces ou ne sont pas appliquées
les déphasages (faces du dessus et du dessous) on met une condition métallique PEC. Donc
toutes les inconnues associées au PEC sont nulles (cf remarque III.7). Comme E˜ s’écrit comme
la combinaison linéaire des fonctions de base associées aux arêtes, d’après l’équation (20.III)
on a alors :
E˜ =
NI∑
i=1
eIiWIi +
NS∑
k=1
eSkWSk +
NM∑
k=1
eMkWMk
Et donc en appliquant les relations de déphasages on a :
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E˜ =
NI∑
i=1
eIiWIi +
NM∑
k=1
eMk(WMk + e
−jφWSk)
Ce qui revient à changer l’espace d’approximation [76]. En effet les fonctions de base
WIi correspondantes aux arêtes internes ne changeront pas tandis que les fonctions de base
correspondantes aux arêtes maîtres WMk s’écriront :
W˜Mk = WMk + e
−jφWSk
Si on pose :
W˜Ii = WIi , W˜Mk = WMk + e
−jφWSk
i ∈ [1 . . . NI ], k ∈ [1 . . . NM ]
(21.III)
Le problème variationnel défini équation (9.III) s’écrit alors :
NI∑
i=1
eIi ∗ a(WIi ,W˜q) +
NM∑
k=1
eMk ∗
(
a(WMk ,W˜q) + e
−jφ ∗ a(WSk ,W˜q)
)
=
k20
[ Ni∑
i=1
eIi ∗m(WIi ,W˜q) +
NM∑
k=1
eMk ∗
(
m(WMk ,W˜q) + e
−jφ ∗m(WSk ,W˜q)
)]
(q = Ii, i ∈ [1 . . . NI ]) ∪ (q = Mk, k ∈ [1 . . . NM ])
avec a(E,ϕ) =
∫
Ω
∇×ϕ∗.∇× E
µr
+
∫
∂Ω
(
ν × (∇× E
µr
)
)
.ϕ∗,
et m(E,ϕ) =
∫
Ω
rE.ϕ
∗
(22.III)
Remarque III.10. L’espace d’approximation est muni d’une structure hermitienne (cf re-
marque III.1) donc :
a(Wp,W˜Mk) = a(Wp,WMk) + e
jφa(Wp,WSk)
Remarque III.11. Soit alors Tm un triangle sur la face maître et Ts le triangle correspondant
sur la face esclave (Tm = Ts + T) alors on a :∫
Tm
(
νm × (∇×Wqm
µr
)
)
.Wpm = −
∫
Ts
(
νs × (∇×Wqs
µr
)
)
.Wps
Puisqu’il y a continuité des composantes tangentielles des fonctions de Nedelec. Par consé-
quent les intégrales surfaciques des faces maîtres et esclaves vont s’annuler deux
à deux, lors de l’assemblage des matrices. Plus généralement, pour chaque terme
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a(Wp,W˜Mk) contenant une arête maître ArMk , on trouve toujours une ou plusieurs contri-
butions de a(Wp,W˜Sk) qui annulent l’intégrale surfacique de a(Wp,W˜Mk).
Les inconnues seront alors toutes les arêtes moins toutes les arêtes sur les faces PEC moins
toutes les arêtes qui sont sur les faces esclaves.
III.3.5.4 Conséquences sur la constructions des matrices
Regardons maintenant les conséquences sur les matrices A er M construites équation
(10.III).
Pour clarifier les relations entre les éléments, on associe un déphasage φ à chaque arête
des faces esclaves des faces F1S et F2s. On note par F1s la face Ouest, F2s la face Sud, F1m
la face Est et F2m la face Nord. Si l’arête se trouve sur la face Sud (F2s) le déphasage est
φ = −φ1, Ouest(F1s) φ = −φ2, Sud-Ouest(F1s ∩ F2s) φ = −(φ1 + φ2).
On note par I l’indice des arêtes internes, par E les arêtes Est(sur F1m), par O(sur
F1S) les arêtes ouest, par N(sur F2m) les arêtes nord et par S(sur F2s) les arêtes sud. NE
l’intersection des arêtes des faces Nord-Est, SO l’intersection des arêtes des faces Sud-Ouest,
SE l’intersection des faces Sud-Est et NO l’intersection des faces Nord-Est. Comme nous
l’avons déjà précisé (cf remarque III.8), si une arête est à l’intersection d’une face maître et
d’une face esclave alors c’est une arête esclave. Donc, par convention, les arêtes de la face NO
(respectivement de la face SE) sont des arêtes de la face O (respectivement de la face S).
On note par NS le nombre d’inconnues sur la face Nord moins le nombre d’inconnues sur le
segment NE. Autrement dit NS = N −NE est égal au nombre d’inconnues sur S−SO. On
désigne ensuite par EO le nombre d’inconnues sur E−NE égale au nombre d’inconnues sur
O− SO, par INS le nombre d’inconnues sur les segments Sud-Ouest et Nord-Est et par Ni
le nombre d’inconnues correspondant aux arêtes internes. En regroupant les composantes, on
pose :
eI = [eI1 , . . . , eINi ], eS = [eS1 , . . . , eSNS ], eE = [eE1 , . . . , eEEO ], eO = [eO1 , . . . , eOEO ],
eSO = [eSO1 , . . . , eSOINS ], eN = [eN1 , . . . , eNNS ], eNE = [eNE1 , . . . , eNEINS ]
X = (eI , eS, eSO, eO, eN , eNE, eE).
Ensuite on considère les différents blocs :
(AI,I)IpIq = a(WIp ,WIq)(p,q)∈[1...NI]×[1...NI], (AI,S)Iq ,Sp = a(WIp ,WSq)(p,q)∈[1...NI]×[1...NS] . . .
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Le produit AX s’écrit initialement :
AI,I AI,S AI,SO AI,O AI,N AI,NE AI,E
AS,I AS,S AS,SO AS,O AS,N AS,NE AS,E
ASO,I ASO,S ASO,SO ASO,O ASO,N ASO,NE ASO,E
AO,I AO,S AO,SO AO,O AO,N AO,NE AO,E
AN,I AN,S AN,SO AN,O AN,N AN,NE AN,E
ANE,I ANE,S ANE,SO ANE,O ANE,N ANE,NE ANE,E
AE,I AE,S AE,SO AE,O AE,N AE,NE AE,E


eI
eS
eSO
eO
eN
eNE
eE

Dans ce cas les relations de déphasage s’écrivent :
eS = e
−jφ1eN , eO = e−jφ2eE, eSO = e−j(φ1+φ2)eNE, (23.III)
Et donc le vecteur X s’écrit :
X =
[
eI , e
−jφ1eN , e−j(φ1+φ2)eNE, e−jφ2eE, eN , eNE, eE
]
On définit alors des nouveaux blocs A˜P,Q à partir des blocs AP,Q et des relations de déphasages
entre les inconnues de l’équation (23.III) :
A˜P,N = AP,N + e
−jφ1 ∗ AP,S, A˜E,P = AP,E + e−jφ2 ∗ AP,O,
A˜P,NE = AP,NE + e
−j(φ1+φ2) ∗ AP,SO + e−jφ2 ∗ AP,NO + e−jφ1 ∗ AP,SE
P ∈ [N,S,E,O, SO,NE]
(24.III)
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Ainsi le produit AX devient :
AX =

AI,I A˜I,N A˜I,NE A˜I,E
AS,I A˜S,N A˜S,NE A˜S,E
ASO,I A˜SO,N A˜SO,NE A˜SO,E
AO,I A˜O,N A˜O,NE A˜O,E
ANO,I A˜NO,N A˜NO,NE A˜NO,E
ASE,I A˜SE,N A˜SE,NE A˜SE,E
AN,I A˜N,N A˜N,NE A˜N,E
ANE,I A˜NE,N A˜NE,NE A˜NE,E
AE,I A˜E,N A˜E,NE A˜E,E


eI
eN
eNE
eE

D’après [76] l’espace d’approximation a changé selon les transformations décrites équation
(21.III) ce qui revient à éliminer toutes les lignes correspondantes aux arêtes esclaves en
effectuant les transformations par blocs suivantes :
←→
A N,I = AN,I + e
jφ1 ∗ AS,I , ←→A E,I = AE,I + ejφ2 ∗ AO,I ,
←→
A NE,I = ANE,I + e
j(φ1+φ2) ∗ ASO,I + ejφ2 ∗ ANO,I + e−jφ1 ∗ ASE,I
←→←→
A N,Q = A˜N,Q + e
jφ1 ∗ A˜S,Q,
←→←→
A Q,E = A˜E,Q + e
jφ2 ∗ A˜O,Q,
←→←→
A NE,Q = A˜NE,Q + e
j(φ1+φ2) ∗ A˜NE,Q + ejφ2 ∗ A˜NO,Q + ejφ1 ∗ A˜SE,Q
Q ∈ [N,NE,E]
(25.III)
Ainsi en posant X˜ = (eI , eN , eNE, eE) et
←→
A la matrice A avec les nouveaux blocs construit
74
par les relations (24.III) et (25.III) le produit AX devient :
AX =
←→
A X˜ =

AI,I A˜I,N A˜I,NE A˜I,E
←→
A N,I
←→←→
A N,N
←→←→
A N,NE
←→←→
A N,E
←→
A NE,I
←→←→
A NE,N
←→←→
A NE,NE
←→←→
A NE,E
←→
A E,I
←→←→
A E,N
←→←→
A E,NE
←→←→
A E,E


eI
eN
eNE
eE

Remarque III.12. Si les matrices initiales A et M sont symétriques semi-définies positives (ce
qui est en général le cas). Alors les matrices transformées
←→
A et
←→
M par les relations (24.III)
et (25.III) sont hermitiennes. Autrement dit il existe une matrice de transformation R tel
que[77] : ←→
A = RAR∗,
←→
M = RMR∗ (26.III)
En appelant INT l’ensemble des inconnues correspondants aux arêtes qui ne sont pas sur les
faces maîtres, esclaves ou métalliques on peut alors expliciter R en gardant les conventions
établies dans cette section :
R =
INT F1s F1s ∩ F2s F2s F1m F2m F1m ∩ F2m
INT
F1m
F2m
F1m ∩ F2m

Id 0 . . . . . . 0 0
0 ejφ1Id 0 0 Id 0 0
0 0 ej(φ1+φ2)Id 0 0 Id 0
0 . . . 0 ejφ2Id . . . 0 Id

Où Id désigne l’application identité.
Remarque III.13. On a choisit ici d’inclure la structure dans un parallélépipède rectangle mais
les conséquences des déphasages entre les faces maîtres et esclaves sur les matrices éléments
finis s’écrivent de la même façon si la structure est contenue dans un un parallélépipède non
rectangle :
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Fig 7.III Maille de base non rectangulaire. a, b, c sont les vecteurs de translations des faces esclaves vers
les faces maîtres.
Remarque III.14. Lors de l’assemblage des matrices il faut bien vérifier que chacune des arêtes
maîtres est orientée dans le même sens que son arête esclave correspondante.
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III.4 Intérêts de la méthode des éléments finis
– Les domaines peuvent avoir des tailles très contrastées et des formes quelconques.
– Les matériaux étudiés peuvent être de natures très différentes : anisotropes, métaux
parfaitement conducteurs, hétérogènes etc.
– Les matériaux peuvent être dispersifs : leurs paramètres peuvent dépendre de la fré-
quence de calcul (cf section VI.2 et VI.2.2 remarque VI.7).
– L’espace mémoire et le temps de calcul peuvent être optimisés, car les matrices stockées
sont creuses (cf section IV.6 et section IV.6.5).
III.5 Limitations
– Contraintes géométriques sur le maillage dues aux conditions Maître-esclave (cf section
III.3.5).
– Nécessité de mailler très finement dans les zones étroites (cf section IV.4.6).
– Quand les matériaux sont dispersifs : la taille du problème de calcul de modes propres
est multipliée par un entier qui dépend de l’expression de la permittivité (cf section
VI.2).
III.6 Conclusion
Cette section a traité de la modélisation du problème de modes propres à partir des équa-
tions de Maxwell fréquentielles. La formulation variationnelle des équations de Maxwell est
abordée section III.2. On énonce dans les perspectives section VI.2 la possibilité de modifier
cette formulation pour modéliser des structures dispersives. Les conditions limites particu-
lières abordées dans la section III.3 permettent de traiter des structures périodiques infinies
qui peuvent être composées de matériaux parfaitement conducteurs ou absorbants sur cer-
taines faces de la frontière du domaine de résolution. La description détaillée des conditions
limites Maître-esclave nous a permis de clarifier l’implémentation des problèmes éléments
finis périodiques. Nous avons aussi vu que, quelles que soient les conditions aux limites im-
posées aux bords du domaine, les problèmes de modes propres aboutissent à la construction
d’un système matriciel 10.III que nous allons chercher à résoudre de façon optimale dans la
section suivante.
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IV Résolution du problème aux valeurs propres
IV.1 Définition du problème
Dans la section précédente nous avons posé les bases théoriques nécessaires pour modéliser
les problèmes périodiques avec la méthode des éléments finis. Dans cette section nous allons
décrire les méthodes de résolution du problème qui s’écrit :
AX = k20MX (1.IV)
Où A et M sont les matrices éléments finis précédemment définies en fonction des conditions
limites imposées au bord du domaine d’étude et X représente la circulation du champ élec-
trique E˜ sur chaque arête (cf équation (20.III)). Pour le calcul de diagrammes de bandes (cf
section II.1.8) les matrices A et M dépendent des valeurs des vecteurs d’ondes incidents ki
qui permettent d’appliquer les conditions de Floquet au bord du domaine (cf section III.3.5).
Remarque IV.1. Comme nous l’avons déjà évoqué en remarque III.6 le noyau de A est non
nul et il il existe un vecteur U ∈ (H1(Ω))3 dérivant d’un potentiel vecteur V ∈ H(curl,Ω)
et un potentiel scalaire φ ∈ H1(Ω) tel que :
E˜ = U +∇φ, tel que ∇.U = 0 et U = ∇×V.
Le noyau de A contient alors les champs E˜ = XTW qui ont une composante rotationnelle
nulle (i.e U ≡ 0). Il existe donc des solutions (k20, E˜) = (0,XTW) avec X non nul et solution
de (1.IV).
Les modes propres recherchés sont les couples (k20,X). La recherche de modes propres
correspond à une recherche de valeurs propres et vecteurs propres. En effet, supposons que
la matrice A soit inversible, le système (1.IV) peut alors s’écrire :
MA−1X =
1
k20
X (2.IV)
Bien que la matrice A ne soit pas inversible d’après la remarque (IV.1), nous avons
volontairement choisi d’écrire l’équation (2.IV) de cette façon puisque nous devons calculer
les valeurs k20 dans l’ordre croissant et les algorithmes classiques de recherche de valeurs
propres (cf section IV.2 et annexe A.6), nous permettent de calculer les solutions 1
k20
dans
l’ordre décroissant. De cette façon, les premières valeurs propres calculées seront les plus
petites. Or toujours d’après la remarque IV.1, les premières valeurs propres solutions de
(1.IV) sont nulles. Pour ces raisons, le système (2.IV) devra subir la transformation Shift and
Invert abordé section IV.3, pour calculer les premières valeurs propres non nulles et pour
éviter d’inverser la matrice A. Dans la section IV.4, on donne une description originale des
différents paramètres nécessaires à la résolution du problème (1.IV).
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Dans la section IV.5.1, on classe les valeurs propres nulles en deux groupes :
– Les valeurs propres nulles k20 solutions de (1.IV) dont le champ solution correspondant
E˜ = XTW est à divergence nulle (∇.E˜ = 0).
– Les valeurs propres nulles k20 solutions de (1.IV) dont le champ solution correspondant
E˜ = XTW est à divergence non nulle (∇.E˜ 6= 0).
Dans la section IV.5.2, nous décrivons l’algorithme d’élimination des valeurs propres nulles
dont le champ correspondant est à divergence non nulle, que nous avons développé pour les
problèmes de cavités métalliques. Les algorithmes de recherches de valeurs propres utilisés
dans nos travaux intègrent les solveurs issus des librairies ARPACK[34] et PARDISO[38].
Nous allons expliquer dans cette section comment les librairies sont combinées en détaillant
chaque algorithme utilisé. Dans la section IV.6 on explique comment nous avons manipulé la
structure des matrices A et M construites afin de minimiser les temps de calculs et l’espace
mémoire utilisé.
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IV.2 L’ algorithme de calcul des valeurs propres
IV.2.1 Introduction
La méthode que nous allons présenter dans cette section nous permet de calculer les plus
grandes valeurs propres d’une matrice de grande taille. On introduit alors les définitions
nécessaires à la bonne compréhension des algorithmes que nous allons décrire.
Définition. Soit O une matrice carrée à coefficients complexes de dimension N et v0 un
vecteur quelconque de CN . L’espace de Krilov d’ordre p notéKp est l’espace vectoriel engendré
par les vecteurs v0,Ov0,O2v0, . . . ,Op−1v0 :
Kp = span {v0,Ov0,O2v0, . . . ,Op−1v0}.
On va noter pmax la dimension maximale de Kp, pour un v0 donné. D’après le théorème
de Cayley Hamilton[78] pmax ≤ n.
Proprieté IV.1. Si Opv0 ∈ Kp alors Op+qv0 ∈ Kp pour tout q > 0 [79].
Démonstration. On démontre ce résultat par récurrence. Si pour un q ≥ 0, Op+qv0 ∈ Kp,
alors :
Op+qv0 =
p−1∑
k=0
αkOkv0
⇒ Op+q+1v0 =
p−2∑
k=0
αkOk+1v0 + αp−1Opv0
=
p−2∑
k=0
αkOk+1v0 + αp−1
p−1∑
k=0
βkOkv0 =
p−1∑
k=0
γkOkv0

IV.2.1.1 Conséquence :
Si p est le plus petit entier pour lequel Opv0 est dépendant des vecteurs précédents, alors,
les vecteurs
(v0,Ov0,O2v0, . . . ,Op−1v0)
sont linéairement indépendants et doncKq est de dimension q, pour tout q ≤ p. En particulier
Kp est de dimension p [79].
IV.2.2 Construction de la base d’Arnoldi
Nous allons aborder dans cette section l’algorithme de construction de la base d’Arnoldi
permettant de calculer les plus grandes valeurs propres de la matrice O. Soit v1 un vecteur
quelconque normé de Cn. Voici l’algorithme de construction du vecteur vj+1 à partir des j
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premiers vecteurs de la base d’Arnoldi :
w = Ovj
for i = 1 to j do
hij =< w,vi >= w.v
∗
i
w = w − hijvi
end do
vj+1 =
w
||w||
hj+1j = ||w||
(3.IV)
Les vecteurs d’Arnoldi vj sont construits par orthogonalisation des vecteurs construits
par l’algorithme de puissance itérée[80](cf annexe A.6.2). En effet, les vecteurs calculés par
l’algorithme au pas j ≥ 2 sont orthogonalisés par rapport à [v1, ...,vj−1]. Si on désire calculer
les k¯ premières valeurs propres (dans l’ordre décroissant), on construit d’abord p¯ vecteurs
d’Arnoldi, avec p¯ suffisamment grand. Ensuite les vecteurs [vp¯, . . . ,vp¯−k¯+1] constituent une
approximation des k¯ premiers vecteurs propres de O car chaque vecteur est orthogonal aux
autres et donc deux vecteurs propres différents sont associés à deux valeurs propres différentes.
Équation (3.IV) hij est le coefficient d’orthogonalisation de Ovj par rapport à vi et hj+1j
est la norme du vecteur w obtenue par orthogonalisation du vecteur Ovj par rapport aux
vecteurs vi, i ∈ [1, . . . j + 1], on en déduit [79] :
Ovj =
j+1∑
i=1
hijvi (4.IV)
On définit ensuite la matrice
Vp¯ = (v1, . . . ,vp¯). (5.IV)
Vp¯ est une base orthonormale formée des p¯ premiers vecteurs d’Arnoldi et donc on a [79] :
V ∗p¯ Vp¯ = Ip¯ (6.IV)
Dans l’algorithme ci-dessus on remarque que la base Vp¯ est construite par orthonormalisa-
tion de l’espace [v1,Ov1,O2v1, . . . ,Op¯v1] obtenue avec le procédé de Gram-Schmidt. Aussi,
l’équation (4.IV), qui définie les relations entre les vecteurs d’Arnoldi, peut s’écrire [79] :
OVp¯ = Vp¯+1Hp¯+1p¯ (7.IV)
où Hp¯+1,p¯ représente la matrice à p¯ colonnes et p¯ + 1 lignes et hij sont les coefficients d’or-
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thonormalisation de l’équation (4.IV), pour i ≤ j + 1, les autres coefficients étant nuls [79] :
Hp¯+1,p¯ =

h1,1 h1,2
...
... h1j
... h1,p¯
h2,1 h2,2
...
... h2,j
... h2,p¯
0 h3,2
...
... h3,j
... h3,p¯
... . . . . . .
...
...
...
...
... . . . . . .
...
...
...
... . . . hj+1,j
... hj+1,p
... . . . . . .
...
0 . . . . . . . . . . . . 0 hp¯+1,p¯

La matrice Hp¯ qui est la matrice Hp¯+1,p¯ sans la dernière ligne vérifie d’après (6.IV) et (7.IV) :
V ∗p¯ OVp¯ = Hp¯ =

h1,1 h1,2
...
... h1,p¯−1 h1,p¯
h2,1 h2,2
...
... h2,p¯−1 h2,p¯
0 h3,2
. . . ... h3,p¯−1 h3,p¯
... . . . . . . . . .
...
...
... . . . . . . . . .
...
0 . . . . . . 0 hp¯,p¯−1 hp¯,p¯

(8.IV)
À l’exception des termes situés sur la première sous-diagonale, la partie triangulaire in-
férieure Hp¯ est nulle. Autrement dit Hp¯ est une matrice de Hessenberg supérieure [79]. Soit
ep¯ le vecteur de Cp¯ tel que ep¯ = (0, 0, . . . , 0, 1). En utilisant le produit tensoriel, l’équation
(7.IV) peut aussi s’écrire :
OVp¯ = Vp¯Hp¯ + hp¯+1,p¯vp¯+1 ⊗ ep¯ (9.IV)
et sachant que :
[vp¯+1 ⊗ v∗p¯]vj = vp¯+1 < vj,vp¯ >,
l’identité (6.IV) nous permet alors de réécrire l’identité (9.IV) de la façon suivante :
(O − hp¯+1,p¯vp¯+1 ⊗ v∗p¯)Vp¯ = Vp¯Hp¯ (10.IV)
La matrice Vp¯ est alors une base d’un sous-espace invariant associé à O − hp¯+1,p¯vp¯+1 ⊗ v∗p¯.
Remarque IV.2. Nous avons vu (propriété IV.1) qu’il existe un rang p à partir duquel la
famille des vecteurs de Krilov [v1,Ov1,O2v1, . . . ,Op¯v1] est liée, ce qui est équivalent à dire
que le facteur hp¯+1,p¯ est nul. En effet si hp¯+1,p¯ = 0 on aura :
OVp¯ = Vp¯Hp¯ (11.IV)
L’égalité (11.IV) signifie que l’espace engendré par les vecteurs de Vp¯ est stable par l’ap-
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plication linéaire associée à la matrice O. Soit alors Z un vecteur propre associé à une valeur
propre λ de Hp¯, Vp¯Z est alors une approximation du vecteur propre de O associé à la valeur
propre λ. En effet l’identité (9.IV) nous permet d’écrire :
‖OVp¯Z− λVp¯Z‖ = ‖(OVp¯ − Vp¯Hp¯)Z‖ ≤ |hp¯+1,p¯|‖vp¯+1‖∞|zp¯| (12.IV)
Donc la convergence de chaque valeur propre est contrôlée par le réel |hp¯+1,p¯|‖vp¯+1‖∞|zp¯|, où
zp¯ est la dernière composante du vecteur propre Z. Soit ¯tol une grandeur positive réelle fixée.
On considère qu’une valeur propre est acceptable si
|hp¯+1,p¯|‖vp¯+1‖∞|zp¯| ≤ ¯tol. (13.IV)
Remarque IV.3. Les valeurs propres de Hp¯ peuvent être calculées avec l’algorithme QR[81]
(cf annexe A.6.4) puisque Hp¯ n’est pas une matrice de grande taille. La décomposition QR
de la matrice Hp¯ peut se faire facilement avec les rotations de Givens[82] (cf propriété IV.4).
IV.2.3 Cas où la matrice O est symétrique réelle, ou hermitienne : l’algorithme
de Lanczos.
Dans le cas particulier où la matrice O est hermitienne, la matrice Hp¯ l’est aussi, car :
(V ∗p¯ OVp¯)∗ = (Hp¯)∗ = V ∗p¯ O∗Vp¯ = Hp¯.
Comme Hp¯ est aussi une matrice de Hessenberg supérieure, on en déduit alors qu’elle est
tri-diagonale hermitienne. Par conséquent les coefficients hij sont nuls, si i < j− 1 et le coef-
ficient hj+1,j est égal à h∗j,j+1, précédemment calculé. L’algorithme de construction d’une base
orthonormée des espaces de Krylov (cf définition IV.2.1) s’appelle dans ce cas l’algorithme de
Lanczos [83]. Soit v1 un vecteur quelconque normé Cn l’algorithme d’Arnoldi (3.IV) devient :
w = Ovj
h∗j−1,j = hj,j−1 = h
∗
j,j−1
w = w − hj−1,jvj−1
hjj =< w,vj >
w = w − hjjvj
hj+1,j = ||w||
vj+1 =
w
hj+1,j
(14.IV)
Cet algorithme permet la construction de la base Vp¯ définie équation (5.IV), en calculant vj+1
à partir des seuls vecteurs vj−1 et vj. Cette méthode de Lanczos associée aux algorithmes
QR et puissance itérée inverse (cf annexes A.6.3 et A.6.4) est utilisée par l’ONERA pour le
calcul de modes guidés TE et TM dans des sections de guides de grande taille [84, 85].
Remarque IV.4. En se référent à la construction utilisant le produit tensoriel établie dans la
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remarque (III.6), on peut facilement voir que lorsque  et µ sont des matrices hermitiennes
complexes A et M sont des matrices hermitiennes et donc A−σM est aussi une matrice her-
mitienne. Dans ce cas, l’opérateur O de l’équation (14.IV) est hermitien et tous les coefficients
de la matrice Hp¯+1,p¯ sont réels par construction. Malheureusement l’algorithme de Lanczos
est proposé par la bibliothèque ARPACK que dans le cas où A et M sont symétriques réels
ce qui arrive quand  et µ sont aussi symétriques et réels. C’est dans ce cas précis que nous
avons utilisé l’algorithme de Lanczos.
Nous avons vu remarques IV.2 et IV.3 que le calcul des valeurs propres de O nécessite
d’abord le calcul des valeurs propres de la matrice de Hessenberg supérieur Hp¯ d éfinie
équation (8.IV). Pour calculer les valeurs propres de ce type de matrices on utilise l’algorithme
QR translaté que nous allons définir dans la section suivante.
IV.2.4 Algorithme QR translaté (QR shifted)
L’ algorithme QR translaté [86] est une version optimisée de l’algorithme QR[81] clas-
sique(cf annexe A.6.4). Il est utilisé par ARPACK [34] lors du procédé de construction du
calcul des valeurs propres de la matrice de Hessenberg Hp¯ (8.IV). Soit une matrice H à valeur
dans Cn. On construit une suite de matrices (Hk)k≥0 de la façon suivante :
H − α0I = Q0R0
H1 = R0Q0 + α0Id
H1 − α1Id = Q1R1
...
Hk − αkId = QkRk
Hk+1 = RkQk + αkId = Qk+1Rk+1
(15.IV)
Où αk est un réel à choisir à chaque pas. Un choix classique de αk est le terme matriciel
(Hk)nn.
Proprieté IV.2. Si H est trigonalisable (toujours dans C), alors quand k → ∞, les matrices
Hk construites par cet algorithme tendent vers une matrice triangulaire supérieure qui a ses
éléments diagonaux égaux aux valeurs propres de H. Cet algorithme à un intérêt pour sa
rapidité de convergence mais les valeurs propres de la matrice triangulaire ne sont en général
pas dans l’ordre décroissant[86].
Proprieté IV.3. Les matrices ainsi construites sont toutes orthogonalement semblables entre
elles.
Démonstration.
Hk+1 = RkQk + αkId = Q
∗
kQkRkQk + αkId = Q
∗
k[Hk − αkId]Qk + αkId = Q∗kHkQk.

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Proprieté IV.4. Si H est une matrice de Hessenberg complexe alors toutes les matrices Hk
construites par l’algorithme QR translaté sont de Hessenberg.
Démonstration. Étant donné une matrice de Hessenberg H complexe disposant d’une facto-
risation QR, H = QR, montrons que H˜ = RQ est encore une matrice de Hessenberg. On
utilise les matrices de rotations de Givens complexes[87, 82, 88] définies par :
G(i, j) =

1 . . . 0 . . . 0 . . . 0
... . . .
...
...
...
0 . . . c . . . s . . . 0
...
... . . .
...
...
0 . . . −s∗ . . . c . . . 0
...
...
... . . .
...
0 . . . 0 . . . 0 . . . 1

← i
← j
↑ ↑
i j
Comme G(i, j) est une matrice unitaire on a |c|2 + |s|2 = 1 et il existe θ1, θ2 tel que
s = sin(θ1)e
jθ2 , c = cos(θ1). On veut pouvoir éliminer les coefficients nuls de la matrice
de Hessenberg. Or, si on prend un vecteur
X = (x1e
jφ1 , x2e
jφ2 , . . . , xne
jφn) ∈ Cn
on a :
G(i, j)X = Y =

cxie
jφi + sxje
jφj , k = i
−s∗xiejφi + cxjejφj , k = j
xke
jφk k 6= i, j

Et on peut faire en sorte que yj soit nul en choisissant :
θ1 = tan
−1(
xj
xi
), θ2 = φi − φj ⇒ c = xi√
x2i + x
2
j
, s =
xj√
x2i + x
2
j
ej(φi−φj).
Appliquons alors une à une les rotations de Givens à une matrice 4 × 4 de Hessenberg
pour montrer que l’on peut annuler les coefficients sous diagonaux.
H =

X X X X
X X X X
0 X X X
0 0 X X
 G(1, 2)−→ =

X X X X
0 X X X
0 X X X
0 0 X X

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G(2, 3)
−→ =

X X X X
0 X X X
0 0 X X
0 0 X X
 G(3, 4)−→ =

X X X X
0 X X X
0 0 X X
0 0 0 X

Ainsi on peut écrire :
G(3, 4)G(2, 3)G(1, 2)H = R⇐⇒ H = QR , avec Q = G(1, 2)G(2, 3)G(3, 4)
Et donc
H˜ = RQ = RG(1, 2)G(2, 3)G(3, 4)
et H˜ est une matrice de Hessenberg par construction.

Proprieté IV.5. Soit H une matrice de Hessenberg irréductible de dimension N
i.e hi+1,i 6= 0 ∀ i = 1, . . . n− 1.
Alors pour tous les éléments diagonaux rkk de la matrice R de la décomposition QR, on a :
rkk > 0 ∀k < n.
Donc si H est singulière alors rnn = 0 [88].
Démonstration. La multiplication du terme diagonal et du terme sous diagonal par la matrice
de rotation de Givens d’ordre k G(k, k + 1) s’écrit :(
cos(θ1) sin(θ1)e
jθ2
− sin(θ1)e−jθ2 cos(θ1)
)(
hkk
hk+1,k
)
=
(
rkk
0
)
Comme les rotations de Givens conservent la norme, on a :
|rkk|2 = |hkk|2 + |hk+1,k|2 ≥ |hk+1,k|2 > 0

Remarque IV.5. En conséquence de la propriété IV.5, si on connaît une valeur propre λ de
H, alors
H − λId = QR avec rnn = 0.
Ainsi la matrice construite à l’étape suivante H˜ = RQ+ λId est une matrice de Hessenberg
(cf remarque IV.4) et on a :
H˜ = RQ+ λId avec rnn = 0⇒ h˜n−1,n = 0⇒ H˜ =
(
H˜1 ♣
0 λ
)
(16.IV)
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Où ♣ représente un élément quelconque de Cn−1. Si on applique l’algorithme QR translaté
[81] en choisissant un coefficient αk égal à une valeur propre de H, on peut directement
continuer l’algorithme sur une sous matrice de Hessenberg H˜1 représentée équation (16.IV).
IV.2.5 Itérations successives et redémarrage
L’algorithme d’Arnoldi avec redémarrage, appelé IRAM (Implicitly Restarted Arnoldi
Method [89]) permet de maîtriser la convergence de l’algorithme d’Arnoldi en optimisant
l’espace mémoire utilisé. Cette algorithme utilise la décomposition QR translaté que nous
avons vu dans la section précédente. Soit ¯tol le réel fixé qui contrôle la convergence de chaque
valeur propre définie par le critère (13.IV). Soit p¯ le nombre de vecteurs d’Arnoldi, k¯ le
nombre de valeur propres voulues et hp¯+1,p¯vp¯+1 = fp¯.
Étape initiale. Construire une base d’Arnoldi de dimension p¯ à partir d’un vecteur
v1 ∈ Cn (cf section IV.2.2) . On obtient alors la factorisation d’Arnoldi :
OVp¯ = Vp¯Hp¯ + fp¯ ⊗ ep¯
1. Calculer les valeurs propres {λj : j = 1, 2, . . . , p¯} et les vecteurs propres associés {Zj :
j = 1, 2, . . . , p¯} de la matrice Hp¯ en utilisant un algorithme de QR classique (cf annexe
A.6.4), qui utilise les rotations de Givens[82].
2. Si au moins k¯ valeurs propres vérifient le critère (13.IV) arrêter l’algorithme, sinon faire
p¯ − k¯ = m itérations de l’algorithme QR translaté [86] sur la matrice Hp¯ en utilisant
les valeurs propres non désirées {λj : j = k¯ + 1, k¯ + 2, . . . , p¯} (cf équation (15.IV)
et remarque IV.5 de la section IV.2.4) dans l’ordre croissant de leur module[89] pour
obtenir
Hp¯Qp¯ = Qp¯H
+
p¯ ⇒ OVp¯Qp¯ = Vp¯Qp¯H+p¯ + f+p¯ ⊗ ep¯Qp¯
3. Redémarrage : Garder les k¯ premières colonnes Qk¯ de la matrice Qp¯. Calculer les k¯
nouveaux vecteurs d’Arnoldi Vk¯ en posant : Vk¯ ← Vp¯Qk¯.
4. Étendre la factorisation de longueur k¯ à une factorisation de longueur p¯. Autrement dit
calculer les p¯− k¯ vecteurs restants de Vp¯ à partir des vecteurs Vk¯. Retourner en 1.
Remarque IV.6. À chaque redémarrage, les multiplications successives par O forcent les
vecteurs à prendre la direction des vecteurs propres (cf remarque A.2) et donc l’algorithme
IRAM à plus de chance de converger. Pour la même raison, il apparaît aussi que, quand le
nombre de vecteurs d’Arnoldi p¯ est grand plus le nombre de redémarrage nécessaire pour
faire converger l’algorithme IRAM est petit.
IV.2.6 Conclusion
Nous avons détaillé dans cette section les différentes étapes et paramètres de l’algorithme
de calcul des valeurs propres d’une matrice O de grande taille. La base de cet algorithme
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développé dans la librairie ARPACK[34] est l’algorithme d’Arnoldi[90] qui va subir les trans-
formations nécessaires pour résoudre nos problèmes. En effet comme nous l’avons évoqué dans
la section IV.1, si la matrice A est inversible, le problème (2.IV) suggère que O = MA−1.
Ainsi, à chaque itération de l’algorithme d’Arnoldi(3.IV) une inversion de la matrice A est
nécessaire et la construction de la base d’Arnoldi évoquée en (3.IV) devient :
Mw = Avj
for i = 1 to j do
hij =< w,vi >= w.v
∗
i
w = w − hijvi
end do
vj+1 =
w
||w||
hj+1j = ||w||
(17.IV)
Équation (17.IV), par inversion de la matrice A on entend résolution du système linéaire
Mw = Avj. D’après la remarque IV.1, nous savons que la matrice A n’est pas inversible et
nous avons évoqué section IV.1 qu’il existe des valeurs propres nulles de (1.IV). Par consé-
quent il est nécessaire de transformer l’équation (2.IV) et de changer la valeur de l’opérateur
O comme cela est décrit dans la section IV.3.
89
IV.3 Transformation "Shift and Invert"
IV.3.1 Introduction
Dans la définition du problème section IV.1, nous avons remarqué que la matrice A a un
noyau non nul, ce qui explique la présence de valeurs propres nulles. Ainsi, le problème de
valeurs propres (2.IV) ne peut pas être directement résolu. Nous allons voir dans cette section
la transformation nécessaire pour capter des solutions proches d’une quantité réelle appelée
"shift" et notée σ. Cette transformation nous permet de calculer les premières solutions non
nulles de (1.IV) en choisissant la valeur de σ proche d’une quantité que nous allons détailler
dans la section IV.4 et de construire un opérateur qui ne nécessite pas l’inversion de la matrice
A.
IV.3.2 Transformation
On suppose que la matrice A − σM est inversible ce qui est vrai dans tous les cas que
nous étudions (cf remarque III.6). On peut alors écrire :
(A− σM)−1M = 1
σ
(A− σM)−1(σM − A+ A) = −Id
σ
+
1
σ
(A− σM)−1A
Comme le problème initial s’écrit AX = k20MX, on en déduit :
(A− σM)−1MX = −X
σ
+
k20
σ
(A− σM)−1MX (18.IV)
Et donc le problème de modes propres devient :
(A− σM)−1MX = µX avec µ = 1
k20 − σ
(19.IV)
Le problème (19.IV) est décalé et nécessite une inversion part rapport au problème initial,
d’où l’appellation "Shift and Invert". On obtient ainsi un nouveau problème aux valeurs
propres que l’on peut résoudre par la méthode d’Arnoldi (cf section IV.2). On calcule alors
les valeurs propres k20 à partir des valeurs propres µ du problème (19.IV) grâce à la relation :
k20 = σ +
1
µ
(20.IV)
L’algorithme présenté section IV.2 permet de calculer la plus grande valeur propre µ qui dans
ce cas correspond à la valeur propre k20 tel que |σ − k20| soit minimum. Ce qui nous conduit
à la propriété importante suivante :
Proprieté IV.6. La transformation "Shift and Invert" permet de calculer des valeurs propres
proches du shift σ.
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IV.3.3 Conclusion
Nous venons de décrire la transformation nécessaire pour capter les solutions qui corres-
pondent à des solutions proches d’une valeur σ non nulle pour éviter d’inverser la matrice A
et de capter des solutions nulles. Nous allons maintenant aborder l’algorithme de calcul de va-
leurs propres afin d’introduire les paramètres de résolution du problème transformé (19.IV).
Le choix du shift σ et l’ensemble des paramètres de résolutions seront repris et explicités
dans la section suivante IV.4.
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IV.4 Paramétrisations et précision numérique
IV.4.1 Rappel
L’algorithme global doit permettre de résoudre le problème (1.IV) en évitant de calculer
trop de valeurs propres nulles. Pour ce faire on utilise la transformation "Shift and Invert"(cf
section IV.3 ) et on applique l’algorithme IRAM (cf section IV.2.5) à l’opérateur O = (A−
σM)−1M . À chaque itération de la construction de la base d’Arnoldi (cf sectionIV.2.2), il est
nécessaire d’inverser la matrice creuse (A − σM). En effet L’algorithme de construction du
vecteur numéro j + 1 de la base d’Arnoldi s’écrit :
(A− σM)w = Mvj
for i = 1 to j do
hij =< w,vi >
w = w − hijvi
end do
vj+1 =
w
||w||
hj+1j = ||w||
(21.IV)
À chaque itération, le système (A−σM)w = Mvj peut être résolu par plusieurs méthodes que
nous avons développées et décrites dans la section (IV.6). La méthode que nous avons retenue
pour nos calculs est la méthode de résolution directe utilisée par le solveur PARDISO[38, 91].
Les valeurs propres obtenues par l’algorithme IRAM[92] seront les valeurs les plus proches
du shift σ(cf section IV.3). On rappelle dans le tableau suivant les paramètres de résolution
du problème de modes propres (1.IV) :
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2 matrices éléments finis creuses de dimension n = DL A and M
Déphasage entre les faces maîtres et esclaves φms = ki.T
Nombre désiré de valeurs propres k¯
Nombre de vecteurs d’Arnoldi p¯
Critère de tolérance ¯tol
Shift proche des valeurs cherchées σ
Fig 1.IV Tableau récapitulatif des paramètres de résolution principaux.
IV.4.2 Initialisation du shift
Nous allons voir que le shift σ peut être changé au cours de la résolution, mais on peut de-
viner avec plus ou moins d’exactitude quelles seront les premières valeurs propres en fonctions
des dimensions géométriques de la cellule de base. Dans tous les cas σ doit être suffisamment
éloigné de ces premières solutions pour ne pas capter trop de valeurs propres nulles. De plus
le rayon de convergence dépend du nombre de valeurs propres désirées k¯. Autrement dit, plus
k¯ est grand plus on aura la possibilité de capter des solutions éloignées de σ. On peut ap-
procher les premières solutions par les valeurs analytiques d’une cavité métallique de mêmes
dimensions que le parallélépipède qui contient la cellule de base (cf section III.3.5.1). Dans
un parallélépipède rectangle les valeurs propres solutions sont donnés par la formule [93] :
(k20)mkp =
pi2
rµr
(
p2
L2
+
m2
l2
+
k2
h2
) (m, k, p) ∈ N3
Où L, l et h représentent respectivement la longueur, la largeur et la hauteur du parallélépi-
pède rectangle.
Remarque IV.7. Comme la cellule de base est contenue dans un parallélépipède rectangle on
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peut choisir le shift initial de la façon suivante :
σ = 3pi2 min(
1
L2
,
1
l2
,
1
h2
)
∑
Vi∈Vtot
1
riµri
Vi
Vtot
(22.IV)
ri , µri sont les permittivités et les perméabilités des différents sous domaines et Vi leurs
volumes respectifs.
Le parallélépipède qui contient la cellule de base peut contenir plusieurs motifs de tailles
différentes (cf section V.4.2) qui peuvent résonner à des fréquences plus hautes que les pre-
mières fréquences de la cavité. La longueur d’onde des premières valeurs propres est donc de
l’ordre de la taille des éléments résonnants. On peut aussi définir le shift σ à partir de la taille
caractéristique notée dc des éléments résonnants de la cellule de base. dc est la distance entre
des motifs résonnants périodisés. Ainsi défini le shift σ s’écrit en fonction de cette distance :
σ = (
2pi
dc
)2 (23.IV)
Dans le cas d’une structure périodique dans une direction, dc correspond simplement au
pas du réseau. Pour une structure périodique dans 2 ou 3 directions on choisit dc égale à
la diagonale de la cellule de base pour tenir compte dans cette distance caractéristique des
éventuelles dissymétries selon les différentes directions :
Fig 2.IV dc distance caractéristique d’un réseau
en 2 dimensions.
Fig 3.IV dc : distance caractéristique d’un
réseau en 3 dimensions.
La distance caractéristique peut être utilisée dans le cas où la cellule de base comporte
plusieurs éléments de tailles différentes ce qui est le cas des super-cellules abordées dans la
section V.4.2.
Remarque IV.8. La valeur initiale donnée à σ n’est qu’une estimation est sert de point de
départ pour le solveur. C’est pourquoi nous avons laissé à l’utilisateur la possibilité de modifier
la valeur du shift initial défini équation (22.IV) via le facteur multiplicatif Kσ (cf section
V.2.2) ou en donnant une valeur de dc exprimée en mètre. D’autre part sa valeur varie
pendant le calcul en fonction de certains critères que nous allons énoncer dans la section
suivante IV.4.5.
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IV.4.3 Choix du nombre de vecteur d’Arnoldi p¯
Les paramètres sont liés entre eux n’ont pas besoin de tous être renseignés. La précision
numérique va dépendre
– du critère de convergence de chaque valeur propre (IV.2) contrôlé par le réel ¯tol,
– du nombre de vecteur d’Arnoldi p¯
– et du nombre désiré de valeurs propres k¯.
En raison de la structure de l’algorithme d’Arnoldi on peut facilement comprendre que p¯ doit
être supérieur à k¯ et la relation (12.IV) nous permet de voir que p¯ doit être suffisamment
grand pour assurer que le critère de convergence (13.IV) soit satisfait (cf remarque IV.6).
C’est la raison pour laquelle nous avons décidé de lier les paramètres k¯ et p¯ de la façon
suivante :
Fig 4.IV Relations entre k¯ et p¯.
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Fig 4.IV p¯ est choisi plus grand que k¯, et p¯ diminue quand k¯ est grand pour optimiser
l’espace mémoire utilisé. ARPACK laisse la possibilité à l’utilisateur de modifier k¯ et p¯
mais k¯ doit toujours être strictement inférieur à p¯. Le nombre de vecteur d’Arnoldi p¯ doit
être minimal pour optimiser l’espace mémoire utilisé, mais si p¯ est choisi proche de k¯, des
redémarrages supplémentaires de l’algorithme IV.2.5 seront nécessaires pour qu’un nombre
suffisant de valeurs propres vérifient le critère (13.IV). Le choix le plus optimal est donc celui
qui va minimiser à la fois le nombre de redémarrage et le nombre de vecteurs d’Arnoldi p¯ en
vérifiant le critère (13.IV) pour les k¯ premières valeurs propres. Dans les problèmes que nous
adressons, nous avons du prendre une décision pragmatique pour gagner du temps et pour
les résoudre de façon automatique.
IV.4.4 Critère d’élimination des valeurs propres nulles
Pour chaque mode propre solution (λ,X), on introduit le résidu  qui permettra d’éliminer
les valeurs propres nulles selon le critère :
si  =
‖AX− λMX‖
|λ| ≤
¯tol alors (λ,X) est un mode acceptable (24.IV)
Ce critère vérifie à la fois que (λ,X) est bien une solution de (1.IV) et que λ est non nulle. Le
réel positif ¯tol est le même que celui choisi pour sélectionner les valeurs propres convergentes
dans équation (13.IV). Les équations (24.IV) et (13.IV) n’ont pas de lien direct mais dans
les deux cas le réel positif ¯tol doit être choisi inférieur à 10−3, pour assurer d’une part la
convergence des valeurs propres, et d’autre part l’élimination des valeurs propres nulles.
Encore une fois il est sans doute possible d’optimiser le choix de ¯tol mais nous avons du faire
un choix pragmatique qui fonctionne dans tous les cas que nous résolvons.
IV.4.5 Réglage du shift pendant le calcul
Au cours du calcul, le shift σ doit être ajusté pour éviter de capter trop de valeurs
propres nuls. On propose ici un algorithme de tri automatique qui permet de calculer tous les
points d’un diagramme de bandes sans faire interagir un utilisateur extérieur. Cette méthode
empirique fonctionne bien pour tous les cas que nous avons étudié et permet de minimiser le
nombre de redémarrage pour k¯ de l’ordre de quelques dizaines. Voici l’algorithme de tri que
nous avons mis en œuvre :
– Pour chaque direction incidente ki , on calcule k¯ valeurs propres de
l’opérateur O = (A− σ(k¯)M)−1M .
– Parmi les solutions, ns vont remplir le critère d’acceptation (24.IV). Ces ns solutions
sont stockées dans le tableau qu’on appelle V al.
– Si ns < 2 ∗ k¯/3 , σ est augmenté, le solveur est redémarré et les valeurs obtenues ne
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sont pas conservées. On change l’ancien σ = σold en nouveau σ = σnew :
σnew =
1
4
max(V al) +
3
4
σold
– Si ns = k¯, σ est diminué, le solveur est redémarré et les valeurs obtenues ne sont pas
conservées. On change l’ancien σ = σold en nouveau σ = σnew :
σnew =
1
4
min(V al) +
3
4
σold
– Sinon les valeurs obtenues sont conservées et affichées et on change l’ancien σ = σold
en nouveau σ = σnew :σnew = ns−1ns σold +
¯V al
ns
( ¯V al d ésigne la valeur moyenne de V al ).
Pour chaque incidence ki, les valeurs conservées sont stockées dans un fichier de données
dans l’ordre croissant (cf section V.2). Si le shift σ est choisi trop petit au départ il y aura un
nombre de redémarrages nécessaires pour qu’il y ait suffisamment de solutions qui vérifient
(24.IV). Si σ est choisi trop grand toutes les solutions vérifieront (24.IV), autrement dit ns
est égal à k¯ et l’algorithme est redémarré jusqu’à ce que ns < k¯. Ainsi le choix de la valeur
initiale du shift σ va jouer un rôle déterminant dans le temps de calcul.
Remarque IV.9. Cet algorithme a été mis en place pour automatiser le calcul de diagrammes
de bandes. Lorsque k¯ est de l’ordre de quelques dizaines cet algorithme ne génère pratiquement
pas de redémarrage quand le shift initial est bien choisi comme on peut l’observer dans les
résultats des sections V.3 et V.4. Cependant cette modification du shift pendant le calcul
n’est pas la seule possible et nous avons fait un choix pragmatique basé sur l’expérience.
Remarque IV.10. Nous constatons que l’ajout de conditions PML conduit à réduire le nombre
de valeurs propres nulles. Comme nous avons vu section III.3.3 l’ajout de conditions PML
revient à multiplier la permittivité et la perméabilité par des coefficients complexes et à ajou-
ter un volume d’absorption supplémentaire. Dans ce cas la structure des matrices influence
la convergence des résultats.
IV.4.6 Considérations sur le maillage
La taille des tétraèdres joue un rôle essentiel dans l’approximation du résultat. Des résul-
tats classiques[94] peuvent nous donner l’erreur commise localement dans le tétraèdre entre la
solution véritable et la solution cherchée. Par exemple pour une triangulation Th de l’espace
Ω et une fonction φ ∈ H(rot,Ω) ∩Hs(Ω)3, 0 ≤ s ≤ 1, on a pour un tétraèdre K ∈ Th :
‖φ− φh‖ ≤ Chs.
Avec φh la solution approchée de la solution réelle φ. Ce type de résultat peut nous donner
une idée de la taille maximale de maille à choisir mais ce n’est pas suffisant. En effet cette
approximation ne permet pas de donner d’informations sur la taille des mailles à choisir
dans les zones importantes de fort gradient de champs par exemple à proximité d’objets
97
métalliques pointus. Le raffinement dans les zones étroites est indispensable pour que la réalité
physique du problème soit correctement modélisée. En effet un maillage grossier dans les zones
étroites ou discontinues ne prendrait pas en compte les variations géométriques brutales
et ainsi remettrait en cause la validité des résultats obtenus. Afin de savoir exactement
quelle partie nous devons mailler plus finement, nous pouvons itérer sur le maillage comme
le logiciel HFSS[95] et comparer après chaque calcul les variations locales des solutions.
Ce processus, nous permet d’observer que les mailles plus fines doivent être situées aux
endroits où la géométrie est discontinue ou varie brusquement. L’inconvénient de ce type
de méthode est l’ajout d’itérations supplémentaires qui, dans certains cas, peuvent faire
exploser le temps de calcul. C’est pourquoi nous avons décidé que tous nos calculs devaient
se faire directement sur un maillage suffisamment fin pour garantir une précision physique
du résultat. Plus précisément, quand on étudie la structure autour d’une longueur d’onde λ0
donnée, les zones du maillage qui ont des tailles d’arêtes inférieures à λ0/10 sont les zones qui
comportent des matériaux fortement diffractants, ou les zones "étroites" où la géométrie varie
fortement. Cette grandeur λ0/10 n’est qu’une estimation globale insuffisante dans certains
cas notamment quand la taille d’un obstacle est très petite devant λ0. Prenons l’exemple de
la surface haute impédance[22] :
Fig 5.IV Surfaces Haute Impédance[24].
Le maillage est plus fin entre les
champignons et sur les tiges qui sont
des zones fortement diffractantes.
Fig 6.IV Maillage de surfaces de la cellule de base du
réseau de champignons métalliques.
Remarque IV.11. Dans le cas d’une résolution en modes propres, on obtient un spectre de
solutions comprises entre kmin et kmax. Le maillage doit être défini par rapport à la longueur
d’onde minimale λmin correspondant à la plus grande solution kmax. La précision du résul-
tat est alors meilleure pour les premières valeurs proches de kmin correspondantes aux plus
grandes longueurs d’ondes λmax.
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IV.5 Élimination automatique des solutions parasites
IV.5.1 Introduction
Comme nous l’avons évoqué dans la section IV.1, le problème (1.IV) admet des valeurs
propres nuls que l’on a éliminées avec la transformation Shift and Invert abordée dans la
section IV.3 et le critère de convergence (24.IV). Nous allons, dans cette section, décrire
et classer ces valeurs propres nulles selon les critères de divergences énoncés en (26.IV).
Ensuite dans la section (IV.5.2) nous décrivons l’algorithme permettant d’éliminer les valeurs
propres nulles à divergences non nulles appelées modes propres parasites. Pour une meilleure
compréhension du phénomène nous étudions le cas des cavités métalliques. Nous allons voir
que dans certains cas, ces résultats sont transposables aux cas des structures périodiques. On
se place dans une cavité métallique regroupant un domaine intérieur hétérogène non dispersif
Ω, de frontière parfaitement conductrice ∂Ω et de normale extérieure ν. On suppose que la
permittivité et la perméabilité relative sont des matrices 3 × 3 hermitiennes notées [r] et
[µr]. L’espace de recherche des solutions H est noté H0(curl,Ω) et l’espace d’approximation
de H0(curl,Ω) est noté Hh. On rappelle que H10 (Ω) désigne le sous-espace vectoriel de H1(Ω)
obtenu par la complétion des fonctions C∞(Ω) à support compact dans Ω[68]. Soit alors la
formulation dérivant des équations de Maxwell Harmonique dans Ω [35] :
∇× ([µ]−1r ∇× E)− k20rE = 0, dans Ω (25.IV)
On cherche à calculer les solutions (k20,E). Si on suppose que le champ E dérive d’un potentiel
(i.e E = −∇φ, φ ∈ H10 (Ω)), alors la solution k20 est nulle et en prenant la divergence de
l’équation (25.IV) on a :
∇.[r]E = 0 dans Ω
Comme cela est indiqué dans [96], on peut classer les modes propres solutions en trois
groupes :
Groupe.1 (k20,E) solutions de (25.IV) tel que k20 6= 0 et ∇.[r]E = 0
Groupe.2 (k20,E) solutions de (25.IV) tel que k20 = 0 et ∇.[r]E = 0
Groupe.3 (k20,E) solutions de (25.IV) tel que k20 = 0 et ∇.[r]E 6= 0
(26.IV)
Les modes propres parasites sont les solutions du Groupe.3. La transformation que nous avons
vu dans la section IV.3 permet, grâce au critère (24.IV) déliminer les solutions du Groupe.3 et
du Groupe.2. Dans le cas des cavités métalliques il est possible, grâce à la construction d’une
contrainte discrète abordée section IV.5.2 d’éliminer seulement les solutions du Groupe.3.
IV.5.2 Élimination des modes propres parasites dans les cavités métalliques
Les modes propres parasites sont les modes solution de l’équation (26.IV) qui appar-
tiennent au Groupe.3 [35]. Pour éliminer ces solutions parasites, on transforme le problème
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initial en ajoutant une contrainte de divergence à l’équation (25.IV) :
∇× [µr]−1∇× E− k20[r]E = 0, dans Ω
ET = 0, dans ∂Ω
∇.[r]E = 0, dans Ω
(27.IV)
La formulation faible de l’équation (27.IV) avec contrainte (cf section III.2) s’écrit alors :
a(E,ϕ) = k20m(E,ϕ) ∀ ϕ ∈ H0(curl,Ω)∫
Ω
∇U.[r]E = (∇U.[r]E) = 0 ∀U ∈ H10 (Ω),
avec a(E,ϕ) =
∫
Ω
∇×ϕ.∇× E
µr
,
et m(E,ϕ) =
∫
Ω
rE.ϕ
(28.IV)
D’après [73] l’espace d’approximation Hh peut s’écrire sous la forme d’une somme directe :
Hh = ∇Π⊕Q avec ∇Π = {∇φ|φ ∈ H0Nn} et Q = (∇Π)⊥
Où H0Nn est l’espace de dimension fini qui est dense dans H10 (Ω). Sa dimension Nn est égale
au nombre total de nœuds moins les nœuds de ∂Ω. Dans H0Nn , on approche la solution en
chaque nœuds par un polynôme de degré 1. Autrement dit on choisit les éléments finis P1
[68]. La dimension de Π est égale à Nn, qui est égale au nombre de modes propres parasites
et les éléments de Q sont à divergence nulle [35]. Nous allons maintenant voir comment
l’on peut construire une méthode numérique efficace qui traduit la contrainte de divergence
nulle (28.IV) en s’appuyant sur le gradient discret[35] que nous allons décrire dans la section
suivante.
IV.5.2.1 Le gradient discret
On désigne par DL et Nn le nombre d’arêtes et de nœuds du domaine qui ne sont pas sur
∂Ω. Soit uDL ∈∇Π ∩Hh alors on peut écrire [35] :
DL∑
i=1
uiWi =
Nn∑
l=1
ξl∇λl (29.IV)
Où Wp est la fonction de Nedelec associée à l’arête Arp, et λl la coordonnée barycentrique
associée au nœud Nl. Soit l’identité :∫
edge i0={j,k}
DL∑
i=1
uiWi =
∫
edge i0={j,k}
Nn∑
l=1
ξl∇λl ⇒ ui0 = ξk − ξj. (30.IV)
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Si on note par UDL = (u1, . . . , uDL), Ξ = (ξ1, . . . , ξNn), alors l’équation (30.IV) peut s’écrire
[35] :
UDL = GΞ (31.IV)
G est l’opérateur gradient discret. L’opérateur G est une matrice de taille DL × Nn qui ne
comporte que des 1,-1 et des 0.
Considérons alors la matrice A = (A)mn = a(Wn,Wm),
la matrice M = (M)mn = m(Wn,Wm) et W = (W1, . . . ,WDL) on a [35] :
uDL = U
T
DLW ∈∇Π ∩Hh donc ∇× uDL = 0⇒ a(uDl,φ) = 0, ∀φ ∈ Hh
⇒ AGΞ = 0,∀Ξ ∈ RNn ⇒ AG = 0.
et
Im(G)⊥ = ker(GT )⇒ GTA = 0
(32.IV)
De plus, si on pose us = UTs W ∈ Hh un vecteur solution de (28.IV) alors on a [35] :
(s, [r]us) = S
TMUs = 0, ∀s = STW ∈∇Π (33.IV)
Par définition de l’opérateur G il existe φ ∈ RNn tel que S = Gφ donc la contrainte faible
de divergence nulle implique [35] :
φTGTMUs = 0 ∀φ ∈ RNn ⇒ GTMUs = 0 (34.IV)
On en déduit d’après (34.IV) et (32.IV) qu’un vecteur solution de (28.IV) us = UTs W vérifie
[35] :
GT (αA+ βM)Us = 0, α, β ∈ R, β 6= 0 (35.IV)
IV.5.2.2 Contrainte de divergence dans l’algorithme de Lanczos
Soit (p,q) ∈ (CDL)2. Chaque itération de l’algorithme d’Arnoldi abordé dans la section
IV.2, combiné avec la transformation Shift and Invert (cf section IV.3), nécessite de résoudre
le système (cf section IV.4 équation (21.IV)) :
(A− σM)p = q (36.IV)
Remarque IV.12. Comme la contrainte de divergence nulle va éliminer toutes les solutions
du Groupe.3 (26.IV), alors le shift σ peut être négatif pour capter les premières solutions du
Groupe.2 et du Groupe.1. Comme la matrice A est semi définie positive etM définie positive
(cf remarque III.6), (A−σM) est définie positive et les algorithmes de résolution de système
linéaire peuvent alors être optimisés. Par exemple pour résoudre l’équation (36.IV) on peut
utiliser le gradient conjugué[97] qui n’a besoin que de multiplications matricielles, ou bien
l’algorithme MDOA([98] et section IV.6.5.2). Pour équilibrer les coefficients des matrices on
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choisit un shift [35] :
σ = −0.1k2min (37.IV)
Ou k2min représente une estimation de la première solution non nulle. Une bonne approxima-
tion de cette solution est donnée par la relation (22.IV).
D’après l’équation (35.IV) la contrainte de divergence peut alors s’écrire [35] :
GT (A− σM)p = GTq = 0. (38.IV)
La matrice G n’est pas carrée on la sépare alors en deux parties :
G =
[
GNn
GNc
]
La matrice GNn est de dimension Nn ×Nn. Elle se construit en choisissant les Nn premières
arêtes de l’identité (30.IV) de façon à ce qu’elle soit inversible. Cette construction est détaillée
dans la section suivante IV.5.2.3. Ainsi la contrainte de divergence s’écrit [35] :
[
GTNn G
T
Nc
] [qNn
qNc
]
= 0. (39.IV)
Et à chaque itération d’Arnoldi on remplace le vecteur q par le vecteur :
q′ =
[
−(GTNn)−1GTNcqNc
qNc
]
(40.IV)
IV.5.2.3 Quelles arêtes choisir pour construire le gradient discret ?
On rappelle que le gradient discret G a pour dimension DL×Nn ou Nn est le nombre de
nœuds et DL le nombre d’arêtes de Ωh qui ne sont pas sur ∂Ω. Pour construire la matrice
GNn ci-dessus il faut sélectionner autant d’arêtes qu’il y a de nœuds à l’intérieur de Ω en
choisissant le premier nœud sur une face PEC :
Fig 7.IV Choix des arêtes pour construire G [35].
Sur la Fig 7. IV les arêtes en noires sont correspondantes aux arêtes choisis pour construire
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les Nn premières lignes de G. Les algorithmes utilisés pour le choix des arêtes en noires sont
détaillés en annexe A.7. Un fois les arêtes choisies, il existe une façon simple de construire la
matrice G−1Nn qui, comme la matrice GNn , n’est constituée que de 0, de 1 et de -1 (41.IV). En
effet la ligne i de G−1Nn équation (40.IV) correspond au chemin à parcourir pour atteindre le
i-ème nœud depuis le nœud de référence, en tenant compte de l’orientation des arêtes. Par
exemple Fig 7.IV, pour atteindre le nœud 0 nous devons passer par l’arête e0 et l’arête e1.
Ainsi la première ligne de la matrice G−1Nn aura le coefficient 1 dans la première colonne et -1
dans la deuxième colonne :
G−1Nn =

1 −1 0 0 0 0 0 0
1 0 0 −1 1 −1 0 1
1 0 0 0 0 0 0 0
1 −1 1 0 0 0 0 0
1 0 0 0 1 −1 0 1
1 0 0 0 1 0 0 0
1 0 0 0 1 0 0 1
1 0 0 0 1 −1 1 1

(41.IV)
Remarque IV.13. Malheureusement la contrainte de divergence nulle dans l’algorithme de
Lanczos ne peut pas être appliquée pour les structures périodiques lorsque l’on utilise les
fonctions d’arêtes de Nedelec d’ordre 0. En effet, les contraintes dues aux relations entre
les arêtes maîtres-esclaves ajoutées aux contraintes nécessaires sur le choix des nøeuds pour
construire GNn sont trop fortes et ne permettent pas de sélectionner les arêtes nécessaires.
Mais il existe d’autres techniques qui utilisent notamment la montée en ordre pour palier à
ce type de problème [37].
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IV.6 Stockage des matrices
Par construction, les matrices éléments finis A et M définies avec la méthode de Galerkin
(cf section III.2.2) sont creuses. En effet, pour un indice i, les indices j pour lesquels les
coefficients (A)ij et (M)ij sont non nuls correspondent à des arêtes appartenant à un même
tétraèdre K contenant l’arête Ari. De plus nous avons vu section IV.4 qu’une combinaison
linéaire des deux matrices doit être inversée. À partir de ces constats, nous devons alors
trouver un moyen efficace de stocker ces matrices afin d’optimiser l’espace mémoire lors des
calculs élémentaires notamment utilisés pour résoudre les systèmes linéaires de la construction
de la base d’Arnoldi équation (21.IV). Pour ce faire, on doit d’abord construire le graphe
associé aux matrices A et M . Par définition, le graphe de la matrice relie les indices des
éléments non nuls des matrices A et M :
Fig 8.IV Graphe associé à la matrice [99].
En connaissant la structure du maillage on peut construire le graphe de la matrice. Nous
allons maintenant présenter les deux méthodes que nous avons utilisées pour stocker ces
matrices.
IV.6.1 Matrices de bandes
Les matrices creuses peuvent être stockées sous forme de matrices de bandes. C’est-à-dire
que par une re-numérotation des inconnues on peut faire en sorte que tous les coefficients non
nuls soient autour de la diagonale. Mais avant d’expliciter l’algorithme qui permet de faire
cette transformation nous allons donner une définition plus précise d’une matrice de bandes.
Définition. Matrice de bandes
Une matrice de bandes est une matrice dont les coefficients non nuls sont stockés autour de
la diagonale. Formellement : une matrice carrée A = (aij) d’ordre N est appelée matrice
de bandes si tous les coefficients aij non nuls sont situés dans une bande délimitée par des
parallèles à la diagonale principale. Une telle bande est déterminée par deux entiers k1 et k2
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positifs ou nuls, tels que :
aij = 0 si j < i− k1 ou j > i+ k2
Pour réduire l’espace mémoire, on stocke les éléments au-dessus et en-dessous de la dia-
gonale sous la forme de tableaux rectangulaires.
Par exemple la matrice :
4 0 0 0 0
4 9 0 0 0
0 8 9 0 0
0 0 2 13 0
0 0 0 5 16
 est stocke´e sous la forme :

4 0
4 9
8 9
2 13
5 16

Les matrices creuses peuvent être transformées en matrices de bandes grâce à l’algorithme
de Cuthill-Mc Kee inverse qui permet de trouver la largeur de bande la plus petite possible
et ainsi stocker les éléments non nuls autour de la diagonale. Nous allons maintenant décrire
cet algorithme.
IV.6.2 Algorithme de Cuthill et Mc Kee
L’algorithme de Cuthill et Mc Kee [100] donne une numérotation des éléments du graphe
de la matrice permettant de pouvoir stocker les coefficients non nuls autour de sa diagonale.
En voici une première version simplifiée [99] :
– On commence par choisir un sommet.
– On numérote ses voisins en choisissant en premier ceux qui ont le moins de voisins non
encore numérotés.
– On numérote les voisins de ses voisins qui ne sont pas encore numérotés, . . .
Plus précisément cet algorithme correspond à un parcours en largeur du graphe. Chaque
sommet du graphe n’est pas visité plus d’une fois :
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Fig 9.IV Matrice et graphe de la Fig 8.IV après application de Cuthill-Mc Kee direct[99].
La transformation de Cuthill et Mc Kee revient à minimiser les distances entre les indices
des sommets voisins. D’autre part, la distance entre les indices des sommets peut encore être
minimisée si l’on "renverse" leur numérotation [99] :
Fig 10.IV Matrice et graphe Fig IV.9 après inversion des sommets [99].
Une renumérotation dans l’ordre inverse revient à faire une symétrie par rapport à l’autre
diagonale. Cette transformation ne crée aucun zéro supplémentaire.
IV.6.2.1 Choix d’un premier sommet
Soit d(i, j) = |i− j| la distance du nœud i au nœud j, on définit l’excentricité d’un nœud
i du graphe G par :
exc(i) = max
j ∈ G
d(i, j)
L’algorithme est d’autant plus efficace que l’excentricité du premier sommet est maximale.
On construit alors un algorithme de recherche du sommet d’excentricité maximale :
1. Soit r le sommet construit à l’étape n.
2. On construit les successeurs (ou voisins) de r. Soit D(r) l’ensemble des successeurs.
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3. On choisit alors à l’étape n + 1 le sommet i ∈ D(r) non encore choisi, tel que exc(i)
> exc(j), ∀j ∈ D(r) .
En appliquant l’Algorithme de Cuthill-Mc Kee au graphe des arêtes ou nœuds du domaine,
les matrices élémentaires deviennent des matrices de bandes que l’on peut directement stocker
sous forme de tableaux.
Remarque IV.14. Lorsque que l’on définit des conditions PEC sur l’un des bords du domaine
(cf section III.3.2), on peut directement appliquer Cuthill-Mc Kee sur le graphe du maillage
qui ne contient pas les arêtes PEC.
Le stockage de bandes a pour avantage de pouvoir inverser facilement les matrices en
codant les algorithmes directs classiques du type "descente remontée LU"[101]. De plus le
gain de mémoire est considérable lors d’un produit matrice vecteur. Bien que ce stockage
soit efficace et facile à implémenter, le stockage YSM abordé dans la section suivante IV.6.3,
qui consiste à ne ranger que les coefficients non nuls sous forme de tableaux est plus efficace
autant dans le temps de calcul d’opérations élémentaires que dans l’espace mémoire utilisé.
Cependant, les différents algorithmes LU appliqués aux matrices YSM sont plus complexes
à coder (cf section IV.6.5). Durant le cours de la thèse, l’algorithme de Cuthill et Mc Kee a
été implémenté dans un premier temps pour stocker et assembler les matrices creuses sous la
forme de matrices de bandes et ainsi permettre une implémentation classique de l’algorithme
de factorisation LU. Dans un second temps nous avons utilisé le solveur PARDISO[38] qui
nous a permis une factorisation LU d’une matrice creuse stockée sous le format Yale Sparse
Matrix que nous allons décrire dans la section suivante.
IV.6.3 Stockage au format Yale Sparse Matrix
Grâce au graphe de la matrice (cf Fig IV.8 ), on peut construire les tableaux IA et JA du
format Yale Sparse Matrix [102] et ensuite assembler les coefficients non nuls stockés dans
un tableau
←→
A . La dimension de IA est égale à N + 1 ou N est le nombre total d’inconnues
tandis que les dimensions de IA et de JA sont égales aux nombres de coefficients non nuls. JA
contient l’index de la colonne de chaque élément non nul tandis que IA(i) contient la position
dans
←→
A du premier coefficient non nul de la ligne i de A. Regardons cette construction sur
un exemple :
A =

1 12 0 0
0 3 97 0
0 1 4 0
0 0 11 2

Est une matrice 4 par 4 avec 8 éléments non nuls ainsi :
←→
A = [ 1 12 3 97 1 4 11 2]
IA = [ 1 3 5 7 9]
JA = [ 1 2 2 3 2 3 3 4].
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Le produit matrice de la matrice creuse A avec le vecteur Y peut alors s’écrire :
Y = 0
for i = 1 to n do
for j = IA(i) to IA(i+ 1)− 1 do
Y (i) = Y (i) +
←→
A (j) ∗X(JA(j))
END DO
END DO
(42.IV)
Par rapport au stockage de bandes on ne stocke ici que les coefficients non nuls des
matrices creuses. Nous avons utilisé le format YSM dans notre code ce qui a permis un gain
d’espace mémoire pendant l’assemblage des matrices. Les algorithmes directs classiques du
type "descente remonté LU"[101] ont été optimisés grâce à l’usage du solveur PARDISO[38]
qui fait partie de la bibliothèque MKL qui n’est pas open source. Pour la résolution de
systèmes linéaires creux, il est aussi possible d’utiliser des méthodes itératives comme la
méthode GMRES[103] si la matrice est quelconque où la méthode du gradient conjugué[101]
si la matrice est hermitienne définie positive. Les méthodes itératives sont faciles à mettre
en œuvre puisqu’elles utilisent essentiellement des opérations simples comme des produits
matrices-vecteurs. Nous avons proposé une version qui utilise les méthodes itératives, mais
les temps de calcul deviennent trop grands pour une précision similaire aux résultats obtenus
avec les méthodes directes utilisées par PARDISO[38].
IV.6.4 En résumé
Nous avons utilisé deux types de stockage :
1. Le format matrices de bandes avec l’algorithme de Cuthill et Mc Kee.
2. Le format Yale Sparse Matrix.
Nous avons utilisé trois différents types algorithmes de résolution de système linéaire :
1. L’algorithme de "descente remonté LU"[101] pour les matrices de bandes.
2. L’algorithme de "descente remonté LU"[101] pour les matrices creuses (cf section IV.6.5).
3. Les algorithmes itératifs GMRES[103] et le gradient conjugué [97] pour les matrices
creuses.
Notre choix définitif pour traiter nos problèmes s’est porté sur l’algorithme de "descente
remonté LU"[101] pour les matrices creuses développé par le solveur PARDISO[38]. Bien que
PARDISO ne soit pas libre et open source il permet des temps de résolution bien inférieurs
aux deux autres algorithmes énoncés. Une description plus précise de cet algorithme est
donnée dans la section suivante IV.6.5.
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IV.6.5 Résolution des système linéaires pour les matrices creuses
IV.6.5.1 Introduction
Nous avons vu section IV.6 que les matrices construites sont creuses. D’autre part l’al-
gorithme de calcul des modes propres (21.IV) nécessite de résoudre le système linéaire
(A − σM)w = Mvj à chaque itération. La méthode GMRES (Generalized Minimal Re-
sidual Method[103]) est une méthode itérative qui permet de résoudre un tel système en
utilisant la construction des vecteurs de base d’Arnoldi (cf section IV.2.2). Cette méthode
est facile à coder parce qu’elle est construite à partir d’opérations simples tel que des pro-
duits matrice-vecteur. Mais nous avons choisi, dans un souci de recherche de performance,
d’utiliser le solveur direct PARDISO[38, 91] issu de la librairie MKL (Math Kernel Library).
Les algorithmes de factorisation LU utilisés par PARDISO sont des versions optimisées de
l’algorithme général que nous allons présenter dans cette section.
Remarque IV.15. Habituellement, pour des matrices pleines le nombre d’opérations néces-
saires à la diagonalisation de la matrice (A − σM) est proportionnel au nombre d’opéra-
tions nécessaires pour la factorisation LU de la matrice (A − σM) qui est proportionnel à
n3. Les opérations simples de calcul sur les lignes et les colonnes d’une matrice creuse re-
quièrent une exigence de stockage informatique proportionnel au nombre de coefficients non
nuls nnz(A− σM)[104]. En se référant à l’algorithme classique "Minimum Degree Ordering
Algorithm(MDOA)"[98] (cf section suivante IV.6.5.2), on peut déduire que le nombre d’opé-
rations nécessaires à la factorisation des matrices creuses est proportionnel à n×nnz(L+U)
où L et U désignent les matrices issues de la factorisation LU de la matrice (A− σM).
IV.6.5.2 Algorithme de factorisation LU pour les matrices creuses
L’algorithme direct de factorisation LU suivi d’une descente remontée [101], pour les ma-
trices creuses, est l’algorithme utilisé lors de la résolution de grands systèmes linéaires creux.
Nous traitons des matrices sous formats YSM (cf section IV.6.3). Lors de la résolution de
grands systèmes, il est commun de faire précéder la factorisation numérique par une réor-
ganisation des inconnues comme nous l’avons vu section IV.6.2. Les systèmes linéaires que
nous résolvons se composent de matrices réelles symétriques non définies positives ou bien de
matrices complexes non symétriques (cf remarqueIII.6). Le solveur PARDISO[38, 91] utilise
des algorithmes optimisés pour ce type de matrice. La méthode du pivot de Gauss nécessaire
pour la factorisation LU[101] génère des éléments non nuls dans les matrices construites à
chaque étape. Prenons l’exemple suivant :
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
1 X X
2 X X X
3 X X X
X 4 X X
X X 5 X X
X X X 6
X X X 7 X X X
X X 8 X X
X X X X 9 X
X X X 10

⇒

1 • •
2 X X X
3 X X X
0 4  X X
X X 5 X X
0 X X  6
X X X 7 X X X
X X 8 X X
X X X X 9 X
X X X 10

Fig 11.IV Matrice creuse après première élimination de Gauss.
Fig 11.IV X sont les éléments initiaux non nuls, • sont les facteurs qui resteront non nuls
et  sont les éléments non nuls créés après avoir éliminé les coefficients de la colonne 1.
Les algorithmes utilisés par PARDISO proposent de re-numéroter les inconnues afin de
créer le moins possible de 0 lors de la factorisation LU. Nous allons maintenant donner un
exemple de renumérotation des inconnues à travers un algorithme classique de réduction
d’éléments nuls appelé MDOA (Minimum Degree Ordering Algorithm[98]).
IV.6.5.3 Minimum Degree Ordering Algorithm(MDOA) [98]
Soit A une matrice carrée inversible de dimension N . On appelle degrés de l’inconnue i le
cardinal de l’ensemble {j ∈ [1, N ] / (A)ij 6= 0, i 6= j}. À chaque étape K de l’algorithme
MDOA, on permute l’inconnue de la ligne K avec l’inconnue de degrés minimum des lignes
[K . . .N ]. Nous allons illustrer les différentes étapes en prenant un exemple avec N = 8 et la
matrice A définie par :
A =

1 X X X
2 X X
3 X
X 4
5 X
X X 6
7 X
X X 8

Inconnues degre´s
1 3
2 2
3 2
4 1
5 1
6 2
7 1
8 4
⇒

1 •
0 2 X
3 X X
X 4 X X
5 X
X 6
7 X
X X X 8

Fig 12.IV Étape 1 permutation de la ligne 1 avec la ligne 4 et élimination des coefficients de la colonne 1.
On garde les conventions adoptées Fig 11.IV.
Fig 12.IV, on échange la ligne 1 avec la ligne 4 et l’itération de GAUSS ne génère pas
d’élément non nul.
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
1 •
0 2 X
3 X X
X 4 X X
5 X
X 6
7 X
X X X 8

Inconnues degre´s
3 2
4 3
5 1
6 2
7 1
8 3
⇒

1 •
0 2 •
3 •
4 X X X
X 5 X
X X 6
7 X
0 0 X X 8

Fig 13.IV Étape 2 permutation de la ligne 5 avec la ligne 3 et élimination des coefficients des colonnes 2 et
3.
Fig 13.IV on échange la pivot 5 avec la ligne 3. Les itérations de GAUSS ne génèrent pas
d’élément non nul.

1 •
0 2 •
3 •
4 X X X
X 5 X
X X 6
7 X
0 0 X X 8

Inconnues degre´s
4 3
5 2
6 2
7 1
8 3
⇒

1 •
0 2 •
3 •
4 •
5 X X
X 6 X
X X 7 X
0 0 0 X 8

Fig 14.IV Étape 3 permutation de la ligne 4 avec la ligne 7 et élimination des coefficients de la colonne 4.
Fig 14.IV on échange la pivot 4 avec la ligne 7. L’itération de GAUSS ne génère pas
d’élément non nul.

1 •
0 2 •
3 •
4 •
5 X X
X 6 X
X X 7 X
0 0 0 X 8

⇒

1 •
0 2 •
3 •
4 •
5 • •
0 6 •
0 0 7 •
0 0 0 0 8

Fig 15.IV Étape 5 élimination des coefficients de la colonne 5,6,7 et 8.
Fig 15.IV Toutes les itérations de GAUSS restantes ne génèrent pas d’élément non nul,
pas besoin de permuter d’inconnue.
L’algorithme MDOA n’est pas toujours celui qui crée le moins de zéro. En effet, considè-
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rons la matrice B :
B =

1 X X X
X 2 X X
X X 3 X
X X X 4 X
X 5 X
X 6 X X X
X 7 X X
X X 8 X
X X X 9

−→
MDOA
B˜ =

1 • •
2 X X X
X 3 X X
0 X X 4 X 
X X X 5
0  6 X X X
X 7 X X
X X 8 X
X X X 9

.
La factorisation LU de B n’engendre pas de nouvel élément non nul alors que la matrice B˜
construite après les permutations de l’algorithme MDOA si.
Remarque IV.16. Comme l’algorithme de Cuthill et McKee évoqué section IV.6.2, il existe
plusieurs algorithmes de renumérotation à utiliser et à combiner suivant l’organisation des
inconnues conditionnée par la structure du maillage. C’est le rôle du solveur PARDISO [91]
qui peut traiter toutes les matrices complexes creuses non symétriques, mais on observe quand
même des temps de calculs différents en fonction de la structure du maillage.
IV.7 Conclusion
Dans cette section nous avons présenté tous les détails des algorithmes que nous avons
mis en œuvre par l’intermédiaire des librairies ARPACK et INTEL PARDISO pour résoudre
le problème de modes propres (1.IV). Nous avons dans un premier temps, section IV.1,
défini le problème numérique initial des modes propres. Ensuite dans la section section IV.5,
nous avons expliqué qu’il existait des valeurs propres nulles que nous devons éliminer en
transformant le problème initial. Une fois le problème initial transformé (cf section IV.3 ),
on obtient un problème de valeurs propres que nous résolvons avec le solveur ARPACK [34]
qui utilise des algorithmes détaillés dans la section IV.2. Les paramètres de résolution sont
repris et détaillés dans la section IV.4 qui résume et analyse la méthode numérique dans son
ensemble et présente l’influence du maillage sur la validité des résultats (sous-section IV.4.6).
Dans cette section, nous insistons notamment sur le choix pragmatique des paramètres qui
permet d’obtenir des résultats valables comme nous allons le voir dans les sections V.3 et
V.4. Le problème de valeurs propres est composé de matrices creuses que l’on stocke sous
format bande section IV.6.1 ou format YSM, IV.6.3, afin d’optimiser l’espace mémoire et le
temps de calcul. Nous observons dans la section IV.6.5 que le profil des matrices creuses a
une influence le temps de calcul qui est optimisé par l’utilisation du solveur PARDISO[38].
Dans le chapitre V suivant, on s’intéresse à l’utilisation de la méthode que nous avons
développée pour des cas de validation et pour la caractérisation des modes de surface.
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V Validations et extensions des outils numériques utilisés
pour le calcul de diagrammes de bandes.
V.1 Introduction
Dans cette partie nous allons simuler plusieurs cas tests qui illustrent les possibilités de
l’outil que nous avons développé. Dans un premier temps nous décrivons la structure des
différents fichiers de données qui interviennent lors de l’exécution d’un programme section
V.2, dans un second temps, dans la section validation V.3, nous comparons les résultats
obtenus avec des cas de référence issus de la littérature ou d’autres méthodes. Ensuite nous
abordons les calculs permettant d’identifier et de représenter les modes de surface section
V.4, grâce au calcul du diagramme de bandes.
V.2 Structure des données
V.2.1 Introduction
Avant d’énumérer les différents cas tests, nous allons montrer comment sont construits les
fichiers de données afin d’avoir une représentation générale des paramètres manipulés et de
faciliter la compréhension d’un utilisateur du code. Par convention nous nommons les fichiers
exécutables avec l’extension .x, les fichiers d’entrée avec l’extension .don, les fichiers de sortie
avec l’extension .dat et la cartographie des champs avec une extension .plt. Les exécutables se
compilent avec les librairies PARDISO[38] et ARPACK[34] une explication de la compilation
est donnée en annexe A.8. Les fichiers de sorties sont des fichiers .dat qui contiennent les
caractéristiques des modes propres en fréquence ou en rad/m dans l’ordre croissant pour
chaque valeur de la phase (correspondant à la norme et à la direction du vecteur d’onde
incident). Ces fichiers se lisent avec le logiciel libre Gnuplot.
V.2.2 Les fichiers d’entrée
Les fichiers d’entrée regroupent toutes les données du solveur modes propres vues section
IV.4, les données sur les conditions limites (cf section III.3) imposées sur les différentes faces
du maillage, les propriétés volumiques des matériaux (permittivité perméabilité), les noms
des fichiers de maillage et des options relatives au diagramme de bandes. Les fichiers de
maillage devront aussi être présents dans le dossier où est lancée l’exécution. Les fichiers de
maillage ont l’extension .bma qui est reconnue par notre solveur. Cette extension est obtenue
à partir du post-traitement du maillage sous format .unv avec le logiciel maison PPTM[1].
En connaissant la structure d’un fichier .bma il est cependant possible de générer des fichiers
de maillage lisible par notre solveur sans utiliser PPTM. Lors du maillage de la structure on
devra numéroter les zones volumiques et surfaciques afin de les identifier pour faire varier les
propriétés du milieu ou de pouvoir appliquer des conditions limites sur les interfaces. Nous
113
donnons ici une explication des principaux paramètres de résolution à renseigner dans les
fichiers .don :
Paramètres Signification
DV Nombre de directions du vecteur incident.
k¯ Nombre de valeurs propres.
TB Type du diagramme de bandes (directions d’incidence).
ND Nombre de point par direction d’incidence (point tous les pi/ND).
TPML Type de PML : 1 PMLZ, 2 PMLX, 3 PMLY
Kσ Facteur multiplicatif du shift σ (22.IV).
Fim Fréquence minimum d’absorption de la PML en Gigahertz.
¯tol Critère de convergence ||AX −MX||/|λ| ≤ ¯tol
dc Distance caractéristique d’un élément de la structure.
Fig 1.V Paramètres principaux du solveur.
– TB permet de choisir parmi plusieurs chemins du vecteur d’onde incident. Soit les points
du repère cartésien G(0, 0, 0) ; X(1, 0, 0) ;M(1, 1, 0) ; P(1, 1, 1) ; Y(0, 1, 0). Si TB = 1 le
chemin est GXMP, 2→ GXMG. Des exemples seront détaillés dans les sections V.3.3
et V.4.2. Si TB=3 alors le vecteur incident varie dans la direction GY pour plusieurs
valeurs de phases dans la direction GX. Autrement dit, c’est le diagramme de bandes
projeté (cf section V.4.2) dans la direction GY.
– ND représente le pas du changement de phase φ = ki.T où ki est le vecteur d’onde inci-
dent et T le vecteur de translation entre les différentes faces Master-Slave. La variation
de la phase φ correspond au "découpage" des abscisses du diagramme de bandes. Par
exemple si ND = 10, on calcule les solutions tous les pi/10 jusqu’à pi ensuite on change
la direction du vecteur incident DV fois selon les directions données par le paramètre
TB.
– TPML permet d’indiquer dans quelle direction l’on souhaite que la PML soit absor-
114
bante. Si il n’y a pas de PML alors la valeur renseignée n’est pas utilisée. Le fichier .don
contient les codes des zones qui correspondent aux conditions limites que l’on souhaite
imposer.
– Kσ le facteur multiplicatif du shift σ défini par la relation (22.IV).
– Fim est la fréquence minimum d’absorption définie à la section III.3.3 et par la relation
(17.III).
– ¯tol le facteur permettant à la fois de contrôler la convergence des modes propres (13.IV)
et d’éliminer les solutions parasites (24.IV).
– dc est la distance caractéristique d’un élément de la structure permettant de calculer le
shift σ défini par la relation (23.IV). Elle est exprimée en mètre.
Remarque V.1. Soit λim la longueur d’onde correspondant à la fréquence Fim. Pour une
absorption suffisante, la hauteur de la PML doit avoir une longueur minimum égale à λim/4
(cf relation (18.III)). La direction d’absorption réglée par le paramètre TPML, doit être
confondue avec l’axe de la hauteur de la PML, telle que définie en (18.III).
Remarque V.2. Pour configurer le shift σ l’utilisateur a le choix entre les deux paramètres
dc et Kσ. Après multiplication par le facteur Kσ le nouveau shift σnew sera lié avec dc par la
relation (23.IV) :
σnew = Kσσ = (
2pi
dc
)2
Si on choisit d’utiliser le paramètre Kσ, le shift est déjà calculé et il suffit de laisser Kσ = 1
dans la plupart des cas simples qui contiennent un seul élément à périodiser comme dans la
section V.3.3. Si on choisit dc il faut connaître au préalable les distances caractéristiques des
éléments périodisés. Dans les deux cas il arrive que l’on fasse plusieurs réajustement avant
de trouver une valeur qui limite le nombre d’itérations dans l’algorithme de tri (cf section
IV.4.5).
V.2.3 Calcul et représentation des champs
Dans chaque tétraèdre le champ s’écrit comme combinaison linéaire des fonctions de base
de Nedelec d’ordre 0[69]. Ces fonctions de base sont définies sur chacune des 6 arêtes du
tétraèdre. Autrement dit, si on se place dans le tétraèdre TK le champs local solution
ETk(r) =
6∑
p=1
epWp(r).
Une fois le problème résolu, les valeurs de ep sont connues en chaque point du tétraèdre et
aussi en chaque point de l’espace. Pour représenter le champ sur un maillage d’un plan qui
coupe le domaine périodique infini, il suffit de reporter la valeur du champ en chaque point
du maillage surfacique en reproduisant par périodicité le champ de la cellule de base grâce
aux relations de déphasage de Floquet (cf section II.1). Pour pouvoir facilement appliquer
les relations de déphasage il est préférable que le maillage surfacique soit régulier.
115
Fig 2.V Exemple du module du champ électrique d’un mode propre pour un réseau de tiges diélectriques
(une coupe transverse).
Sur le dessin Fig 2. V, la cellule de base est la cellule encadrée en bas à gauche. Chaque
point du maillage correspond à un point de la cellule de base après translations successives.
Comme dans la relation (7.II) les champs des points images par translation sont déphasés
d’un facteur e−j
(
m×T1+n×T2
)
.ki où T1 et T2 représentent les vecteurs translation selon 2
directions de périodicité et ki le vecteur d’onde incident. Sur les points choisis de la figure
de droite n = m = 2. Les fichiers champs ont l’extension .plt et sont lisibles par le logiciel
commercial de visualisation graphique Tecplot.
V.2.3.1 Conclusion
Dans cette partie nous avons présenté comment sont organisés les fichiers de données ainsi
que les paramètres nécessaires pour la résolution de nos problèmes des modes propres. Dans
la sections V.3 et V.4 les paramètres définis section V.2.2 sont utilisés.
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V.3 Validation
V.3.1 Introduction
Dans cette section V.3, nous commençons par traiter des problèmes de cavités métalliques
V.3.2, pour ensuite aborder des réseaux périodiques de cubes métalliques et de tiges diélec-
triques V.3.3. Cet ordre correspond à l’ordre dans lequel nous avons effectué les travaux de
recherche. En effet avant de nous intéresser aux structures périodiques nous avons cherché à
développer et à optimiser un solveur modes propres pour les cavités métalliques.
V.3.2 Cavités métalliques et solutions stationnaires
Dans les sections V.3.2.1 et V.3.2.2 les structures que nous étudions sont toutes fermées
par des conditions métalliques PEC (cf section III.3.2). La résolution utilise l’élimination
automatique des modes propres parasites (cf section IV.5). Pour des raisons de gains de
mémoire et de temps de calcul, le shift σ est négatif (cf remarque IV.12 et l’équation (37.IV)).
Le paramètre de convergence est ¯tol = 10−3 et comme il n’y a pas de solution parasite, le
nombre de valeurs propres désirées k¯ est égal au nombre de valeurs propres convergentes.
Autrement dit, on ne trie plus les solutions selon le critère d’élimination (24.IV). Les calculs
sont réalisés sur notre machine (PC processeur Intel(64) Xeon avec une horloge de 2.80GHz).
V.3.2.1 Cavité inhomogène
Ce test est issu de l’article [33]. Pour valider nos résultats, nous allons comparer nos
résultats les valeurs de k0 obtenues dans cette publication.
Fig 3.V Structure in-homogène.
Fig 3.V la structure étudiée est une cavité métallique qui est remplie de matériaux r = 1
pour z ∈ [0, 0.005] et r = 2 pour z ∈ [0.005, 0.01]. La taille totale de la Cavité :10x1x10
milimètres, le nombre total d’arêtes est 1035, le nombre arêtes de bord PEC sont au nombre de
546. Le shift (37.IV) σ est égal à −0.47rad.cm−1 ce qui correspond à la valeur du paramètre
Kσ = −0.1. Le temps de calcul de 10 modes (k¯ = 10) est de moins de 0.1 seconde et la
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mémoire maximum utilisée est de moins de 5Mb. Les solutions sont exprimées en rad.cm−1 :
Analytical[105] Article [33] Résulats obtenus Volakis[105]
615 tétraèdres 636 tétraèdres ' 620 tétraèdres()∗
(k0)101= 3.538 3.524 3.536 3.534
(k0)201=5.445 5.401 5.437 5.440
(k0)102=5.935 5.931 5.962 5.916
(k0)301= 7.503 7.382 7.4199 7.501
(k0)202 = 7.633 7.562 7.565 7.560
(k0)103 =8.096 8.003 8.0959 8.056
Fig 4.V Tableau comparatif de valeurs obtenues après un calcul de modes propres dans une cavité
inhomogène.
Dans la Fig 4.V le symbole ()∗ signifie que le nombre de tétraèdre n’est pas précisé dans
l’article [105], alors que le nombre d’inconnue est mentionné seulement dans la partie du
volume de permittivité r = 1 parce que le calcul de modes propres est effectué en supprimant
le milieu r = 2 et en introduisant un terme de bord à l’interface. En respectant les proportions
de notre mailleur on arrive aux alentours de 620 tétraèdres. L’anisotropie de la structure et
le maillage grossier sont responsables des erreurs qui deviennent plus grandes au fur et à
mesure que l’on s’éloigne des premières solutions. On a aussi remarqué que la structure du
maillage avait un rôle déterminant dans la précision des résultats obtenus. En effet, pour un
même nombre de tétraèdre les résultats obtenus seront plus proches des résultats théoriques
si le maillage est raffiné à l’interface entre les deux milieux r = 1 et r = 2. Dans le maillage
que nous avons utilisé pour établir les résultats Fig 4.V les arêtes de l’interface entre les deux
milieux sont deux fois plus petites que les autres arêtes. L’information du changement de
milieu se trouve essentiellement à l’interface c’est pourquoi il est nécessaire de mailler plus
finement à cet endroit. Observons maintenant l’allure des champs des deux premiers modes
sur la Fig 5.V et la Fig 6.V. Elle est conforme à ce que l’on physiquement attendre pour ce
type de structure.
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Fig 5.V Premier mode dans les plans Y=0.5mm
et Z=5mm.
Fig 6.V Deuxième mode dans les plans
Y=0.5mm et Z=5mm.
Grâce à la géométrie simple de la cavité étudiée, ce test a permis d’affirmer que notre
outil fonctionne en comparant les résultats obtenus avec des résultats analytiques. Notre outil
permet aussi de traiter des problèmes de cavités composées de géométries plus complexes. La
possibilité de traiter des géométries complexes dépend uniquement des capacités du mailleur.
V.3.2.2 Cavité incluse dans une autre
Cet exemple est intéressant puisqu’il permet de visualiser un mode nul à divergence nulle
autrement dit un mode du Groupe.2 (26.IV). Le nombre de modes du Groupe.2 est égal
au nombre total de cavités moins un [35]. En fait, ces modes sont des champs statiques
qui naissent de la différence de potentiel entre les parties métalliques indépendantes de la
structure. Voici l’exemple d’une cavité de 0.5 m de coté incluse dans une cavité de 1 m de
coté. Entre les deux cavités il y a un trou d’air :
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Fig 7.V Dimension de la structure métallique.
nombre d’arêtes totales= 11024, arêtes interface
PEC= 2316.
.
Fig 8.V Module du champ électrique E˜ du
mode nul du Groupe.2 (26.IV) et vecteur de
Poynting dans le plan Z=0.5m. L’échelle des
valeurs du champ n’est pas précisée, nous nous
intéressons aux variations locales.
Dans la Fig 8.V on peut observer un mode statique avec un champ plus fort sur les coins
du cube. Le temps de calcul constaté pour k¯ = 15 modes est de 3 secondes et la mémoire
utilisée est 73 Mb. Le shift (37.IV) σ est égal à −1.6rad/m ce qui correspond aux valeurs
Kσ = −0.1 et dc = 3.92 m.
V.3.3 Réseaux périodiques
Dans les sections V.3.3.1 et V.3.3.2 les calculs sont effectués sur notre machine (PC
processeur intel avec une horloge de 2.80GHz). Le résidu admissible ¯tol pour chaque valeur
propre équation (24.IV) est de 10−7. À chaque itération k¯ = 17 modes propres sont calculés.
La valeur du coefficient multiplicatif du shift Kσ est égale à 1.
V.3.3.1 Cubes Métalliques 3 D
On considère des cubes parfaitement conducteurs en espace libre répartis de façon pé-
riodique dans les trois directions. La cellule de dimension initiale est le cube de hauteur
Dx=Dy=Dz=1m, la longueur du côté du cube est w= 0.5m. Les caractéristiques , µ sont
celles de l’air soit 1 = µ1 = 1, ce cas est donc la périodisation selon les trois directions
propres de la cavité précédente :
120
Fig 9.V Cube métalliques dans l’air [36].
Pour nos simulations on applique des conditions Maître-esclave (cf section III.3.5) dans
les 3 directions de l’espace. D’abord, on fait varier le déphasage dans la direction Ox de 0 à
pi et les déphasages dans les autres directions sont nuls. Ensuite, on fixe le déphasage dans
la direction Ox à pi, dans la direction Oz à 0 et on fait varier le déphasage de la direction
Oy de 0 à pi (intervalle [pi, 2pi] sur le schéma). Ensuite les déphasages Ox et Oy sont fixés à
pi et on fait varier le déphasage Oz de 0 à pi(intervalle [2pi, 3pi] sur le schéma). Autrement dit
DV = 3 et TB = 1. Les résultats sont exprimés en radian par mètre et le déphasage est en
radian :
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Fig 10.V Résultats issus de notre résolution. Nombre
d’inconnues 9599. Le temps de calcul des 33
points(ND = 11, DV = 3 et TB = 1) est de 4
minutes et 33 secondes. Mémoire maximum utilisée
152.7 Mb. Le shift σ (22.IV) est égal à 5 rad/m .
Fig 11.V Résultats tirés de [36]. Nombre d’inconnues
(arêtes totales-arêtes PEC)= 10344. Le temps de
calcul n’est pas précisé.
Les résultats obtenus par notre solveur Fig 10.V sont concordants avec ceux présentés dans
[36]. On pourrait très bien remplacer les cubes métalliques par des sphères, des pyramides
ou n’importe quelle structure 3 D que nous pouvons mailler.
V.3.3.2 Réseau de tiges diélectriques
On considère un réseau carré de tiges diélectriques infinies réparties[27] de façon périodique
dans l’air selon l’axe Oz. L’écart a entre deux tiges est de 7mm et le diamètre des tiges est
de 4mm. Les caractéristiques r, µr du diélectrique sont r = 9.4, µr = 1 :
Fig 12.V Réseau de tiges diélectriques, a = 7mm.
Dans nos simulations nous appliquons des conditions "Maître-esclave" dans toutes les
directions de l’espace avec un déphasage variable selon les 2 axes Ox et Oy. Le déphasage
dans la direction Oz est fixé à 0.
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Remarque V.3. Comme cela est illustré Fig 13.V, l’épaisseur de la cellule de base dans la
direction OZ peut être fine par rapport aux autres dimensions de la cellule puisque le dé-
phasage dans cette direction est fixé à 0. En effet la géométrie du motif ne varie pas dans
cette direction. On pourrait aussi directement faire ce calcul avec des éléments finis en 2
dimensions [36].
Fig 13.V Exemple de maillage de la cellule de base du réseau de tiges.
Le longueur de la cellule de base a = 7mm et la hauteur h = 1mm.
Fig 14.V et Fig 15.V on fait varier le déphasage dans la direction Ox de 0 à pi et les
déphasages dans les autres directions sont nuls. Ensuite, on fixe le déphasage dans la direction
Ox à pi, dans la direction Oz à 0 et on fait varier le déphasage de la direction Oy de 0 à pi
(intervalle [X,M ] sur le schéma). Ensuite on fait varier les déphasages dans les directions
Ox et Oy de pi à 0 et on laisse le déphasage dans la direction Oz à 0 (intervalle [M,Γ] sur le
schéma). Autrement dit DV = 3 et TB = 2. Les résultats sont exprimés en unité normalisée
a/λ :
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Fig 14.V Résultats issus de la méthode des ondes
planes[50]. Les modes TE sont en rouge et les
modes TM en bleu.
Fig 15.V Résultats issus de notre résolution.
Nombre d’inconnues= 7035, temps de calcul
des 33 points (ND = 11, DV = 3 et TB = 2)
est de 46 secondes. Mémoire maximum utili-
sée 49 Mb. Le shift σ (22.IV) est égal à 20.89
GHz=0.488 a/λ.
Fig 15.V et Fig 14.V les résultats sont identiques. Fig 15.V nous avons ajouté des infor-
mations sur la bande interdite des modes TM qui existe pour des fréquences variants entre
11.361 GHz et 14.816 GHz . Ces résultats ont été validés expérimentalement dans notre
laboratoire[106] et le diagramme de transmission Fig 16.V confirme bien l’existence d’une
bande interdite autour de 13 GHz. Grâce au dispositif Fig 17.V, deux mesures ont été réa-
lisées à l’aide de plusieurs cornets adaptés : la première en l’absence de tiges (le support
étant déjà en place), et la seconde en présence du réseau. Le résultat, présenté sous forme de
différence, permet de minimiser les erreurs liées aux instruments de mesure et à la présence
du support.
Fig 16.V Diagramme de transmission du réseau
de tiges représenté Fig 17.V [106].
Fig 17.V Antenne cornet et et réseau fini de
tiges sur le banc de mesure dans la chambre
anéchoïque de l’ONERA [106].
Sur la Fig 17.V les tiges ont les mêmes caractéristiques (diamètre, permittivité, pas de
réseau) que celles du réseau infini étudié dans cette section.
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V.3.4 Conclusion
Dans cette partie nous montrons que les résultats obtenus avec notre outil sont fiables
par comparaisons successives avec d’autres méthodes. Nous reprenons aussi certains para-
mètres de résolution, expliqués dans la section V.2, indispensables à la compréhension du
déroulement d’un calcul. Dans la section V.3.3.2 une structure périodique dans 2 directions
est abordée avec la méthode des ondes planes qui est très efficace dans ce cas puisque la géo-
métrie est canonique et les modes se calculent sur une surface orthogonale aux tiges. Dans ce
cas, notre résolution fonctionne mais nécessite plus de ressources que la méthode des ondes
planes. Dans la section V.3.3.1 une géométrie 3 D canonique comportant des matériaux PEC
est abordée. On montre que nos résultats sont concordants avec une autre mise en œuvre
de la méthode des éléments finis et qu’il est possible de traiter des géométries non cano-
niques. Nous allons voir maintenant comment l’outil permet de résoudre des problèmes liés
aux modes de surface.
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V.4 Modes de surface et couplage inter-éléments dans un réseau
V.4.1 Introduction
Nous allons, dans la première partie V.4.2, décrire et tracer le diagramme de bandes
de structures périodiques appelées super cellules qui sont construites à partir de plusieurs
motifs inclus dans la cellule de base. La notion de super cellule a été introduite dans [8]
et traitée avec la méthode des ondes planes dans [27]. Les super cellules sont utilisées pour
observer des phénomènes de guidage d’énergie où de modes de surface. Dans la section V.4.2
nous proposons d’aborder les problématiques des super cellules avec la méthode des éléments
finis en recalculant et en visualisant des modes particuliers déjà observés avec la méthode
des ondes planes pour le réseau de tiges diélectriques. Ensuite certains résultats d’analyse
des tiges diélectriques sont extrapolés aux surfaces hautes impédances section V.4.4 et à un
réseau d’antennes patchs insérées dans des cavités métalliques (section V.4.5).
V.4.2 Super-cellules et diagrammes de bandes projetés
On appelle super cellule une cellule qui contient plusieurs motifs de base. Dans le cas
classique [8, 27] les motifs de base sont les tiges infinies :
Fig 18.V Coupe transversale d’une superstructure obtenue par répétition de la super-cellule ([27] page
202), la super-cellule est encadrée en bleu.
Par exemple on peut construire une super-cellule avec un défaut linéaire qui est un trou
et qui agit comme un guide à certaines fréquences [27] :
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Fig 19.V Super cellule avec un défaut linéaire. La distance entre chaque élément est a = 14mm et la
longueur du trou d’air au milieu est égale à a. Les rayons des tiges sont tous égaux à 0.018a = 0.252mm. La
permittivité relative des tige est r = 11.56.
On peut aussi utiliser un défaut de surface pour fixer des ondes de surface [27] :
Fig 20.V Super-cellule avec un défaut de surface. La distance entre chaque élément est a = 14mm et le
trou d’air est égal à 2 ∗ a. Les rayons des 2 premières tiges sont 0.018a et le rayon de la tige de surface est
0.009a. La permittivité relative de la tige est r = 11.56.
Dans l’exemple Fig 20.V, on considère la structure périodique du réseau de tiges avec un
défaut de surface. La cellule de base est constituée de 2 tiges diélectriques de tailles différentes
de la tige de surface. En effet comme constaté en [27],[8] et [26], la modification de la tige de
surface permet de faire apparaître des modes de surface (cf section I.2.4).
On considère une excitation parallèle à l’interface k||=Oy . Si on appelle C la vitesse
de la lumière dans le vide et ω la pulsation à laquelle on étudie du milieu, la région du
diagramme de bande qui vérifie ω > Ck|| est appelée "cône de lumière". Toutes les solutions
qui se situent en dessous du cône de lumière (ω ≤ Ck|| ) sont soit des modes de surface soit
des solutions qui se propagent dans le milieu périodique [8]. On peut rajouter que les modes
qui se propagent dans l’air, et pas dans la structure, vérifient ω > Ck|| et peuvent être des
modes guidés dans un défaut introduit dans la structure. Suffisamment loin de la structure
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périodique, toutes les solutions peuvent être considérées comme des ondes planes. La valeur
de la dernière composante du vecteur d’onde incident kiz est fixée à 0. La structure est infinie
dans la direction Oz et donc les super-cellules Fig 19.V et Fig 20.V peuvent être très fines
dans cette direction (cf remarque V.3). Par définition le diagramme de bandes projeté dans la
direction Oy est la superposition de plusieurs courbes kiy ∈ [0, pi/dy] pour toutes les valeurs
de kix ∈ [0, pi/dx] où dy et dx désignent respectivement la largeur et la longueur de la super-
cellule étudiée. Les diagrammes de bandes projetés s’obtiennent avec le paramètre TB = 3.
Pour localiser les modes de surfaces on doit d’abord calculer le diagramme de bandes projeté
dans la direction k|| =Oy du réseau infini de tiges Fig 21.V et ensuite comparer les résultats
obtenus avec les diagrammes de bandes projeté des super-cellules Fig 22.V et Fig 25.V. Dans
un premier temps, on identifie un certain nombre de zones au-dessus et en dessous de la ligne
de lumière ω = Ck|| en rouge sur le diagramme Fig 21.V :
Fig 21.V Diagramme de bandes projeté du réseau de tiges infinies (Modes TM).
(φx, φy) = (kixdx, kiydy) ∈ [0, pi, pi/2, 3 ∗ pi/4, pi/4]× [0, pi/12, . . . , pi]. ND = 12, DV = 5 et TB = 3.
Fig 21.V la région verte et la région jaune assemblées correspondent à la bande interdite
du B.I.E. La zone bleue représente les solutions propagatives dans le B.I.E. Les modes guidés
dans un défaut de la structure se propagent dans l’air mais sont évanescents dans le B.I.E.
Ils sont donc situés dans la région verte, tandis que les modes de surface sont évanescents
dans l’air et dans le B.I.E, ils sont donc localisés dans la région jaune. La cellule de base ne
comporte qu’une seule tige (cf Fig 21. V). Dans toute cette partie Les calculs sont effectués
sur notre machine (PC processeur intel avec une horloge de 2.80GHz). Le résidu admissible
pour chaque valeur propre(24.IV) est de 10−7. A chaque itération 17 modes propres sont
calculés. Observons maintenant les diagrammes de bandes projetés des super cellules dans la
direction Oy. Commençons par la super-cellule définie Fig 20.V :
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Fig 22.V Diagramme de bandes projeté de la super cellule Fig 19.V avec φx = kixdx =∈ [0, pi, pi/2, 3 ∗ pi/4].
ND = 20, DV = 4 et TB = 3. Le shift initial σ est égale à 8.61 Ghz ce qui correspond à Kσ = 10 et
dc ' 35mm .
Sur la Fig 22.V le diagramme de bandes projeté dans la direction Oy de la cellule avec
le défaut linéaire représenté Fig 19.V avec kx ∈ [0, pi, pi/2, 3 ∗ pi/4]. Le nombre d’arêtes totale
est 12683. Le nombre d’arêtes esclave est de 3844. Le temps de calcul total pour 4*20 points
du diagramme de Bandes est de 2 minutes et 48 secondes. La mémoire maximum utilisée est
de 62 Mb. Les modes guidés apparaissent en vert dans la bande interdite.
Pour illustrer les résultats, on peut observer les champs résultants Re(E˜z) et |E˜z| d’un
mode guidé dans le plan z=0.0005. La fréquence du mode observé est 8.58 Giga Hertz :
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Fig 23.V
|E˜z| pour kix = pi/dx , kiy = 0.6pi/dy.
Fig 24.V
Re(E˜z) pour kix = pi/dx , kiy = 0.6pi/dy.
Sur les Fig 23.V et Fig 24.V les variations des champs sont indiquées sans donner leurs
valeurs. Sur la Fig 23.V le champ est localisé dans l’espace laissé par les tiges "manquantes".
Sur la Fig 24.V la propagation du mode guidé se traduit par un déroulement de la phase selon
la direction Oy, avec une évanescence de part et d’autre du trou selon Ox. Sur la Fig 25.V
le diagramme de bandes de la cellule dans la direction Oy avec le défaut de surface Fig 20.V
avec φx = kixdx ∈ [0, pi, pi/2, 3 ∗pi/4]. Le nombre total d’arêtes est 10471. Le nombre d’arêtes
esclaves est de 4042. Le temps de calcul total 4*16 points du diagramme de bandes est de 1
minute 38 secondes. La mémoire maximum utilisée est de 60 Mb. Les modes de surface sont
en jaune.
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Fig 25.V Diagramme de bandes projeté de la super cellule Fig 20.V avec φx = kixdx ∈ [0, pi, pi/2, 3 ∗ pi/4].
ND = 16, DV = 4 et TB = 3. Le shift initial σ est égal à 8.1 Ghz ce qui correspond à Kσ = 7 et
dc ' 37mm .
Pour confirmer les résultats, on peut observer les champs résultants Re(E˜z) and |E˜z| d’un
mode de surface dans le plan z=0.0005. La fréquence du mode observé est 8.51 Giga Hertz :
Fig 26.V |E˜z| pour kix = 0 , kiy = 7pi/8dy. Fig 27.V Re(E˜z) pour kix = 0 , kiy = 7pi/8dy.
Sur les Fig 26.V et Fig 27.V, d’une part le mode se propage le long de la surface en
"s’accrochant" aux défauts et d’autre part le champ est évanescent de par et d’autre de la
surface.
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V.4.3 Outil complémentaire de caractérisation des ondes de surface
Comme nous venons de le voir, les ondes de surface sont des solutions se propageant à
l’interface air-BIE. Ces solutions se situent toujours en dessous du cône de lumière dans le
diagramme de bande. Mais nous avons vu Fig.21.V que toutes les solutions qui se situent en
dessous du cône de lumière ne sont pas nécessairement des ondes de surface. Pour discriminer
les cas où il y a une propagation significative de l’énergie électromagnétique le long des
directions de périodisation des cas où l’énergie stagne, on propose d’évaluer les flux des
vecteurs de Poynting à travers les surfaces où sont appliquées les conditions aux limites
périodiques. Afin de rendre compte de cette propagation d’énergie, on doit exploiter ces flux
en tenant compte de différentes considérations :
– Par construction le flux sortant sur une face maître est égal au flux entrant sur la face
esclave correspondante. Il est donc inutile de définir une énergie à la fois sur les faces
maîtres et les faces esclaves.
– Les différents flux des différentes faces maîtres ne doivent pas pouvoir se compenser. En
effet comme le sens de propagation de l’énergie est pris en compte, sa valeur peut être
négative sur une face maître et positive sur une autre. Pour calculer l’énergie totale, on
effectue donc la somme de la valeur absolue des énergies de chaque face maître.
– On doit pouvoir comparer l’énergie propagée par rapport à une valeur d’énergie stockée
contenue dans la cellule de base.
En prenant en compte tous ces critères on définit alors la quantité :
E% =
NM∑
k=1
|
∫
Mk
<(E×H∗).νk|
100
∫
V
µ|H|2 + |E|2
. (1.V)
NM et νk désignent respectivement le nombre de face maître (≤ 3) et la k-ième normale
sortante de la face maître Mk. Cette quantité notée comme un pourcentage n’est pas néces-
sairement inférieure à 100. Elle traduit la quantité d’énergie transmise d’une cellule à l’autre
par rapport à l’énergie stockée dans le volume représentée par
∫
V
µ|H|2 + |E|2.
Plus précisément sur chaque face maître E% représente le rapport entre la somme des
flux des vecteurs de Poynting et l’énergie stockée dans le volume.
Remarque V.4. E% est non nul si <(E×H∗).ν a un signe dominant sur une des faces maîtres
Mk. Autrement dit, les phénomènes de compensation ne sont pas suffisants pour annuler E%
(cf Fig 28.V ), ce qui permet à | ∫
Mk
<(E×H∗).ν| d’être non nulle. Par définition, les modes
de surfaces ont une propagation d’énergie non nulle entre chaque élément. Ainsi, on fixe un
seuil de E% = 1% convenable pour discriminer les "modes de surfaces" des autres modes.
En effet si E% > 1%, alors sur au moins une des faces maîtres Mk, il existe des vecteurs de
Poynting non nuls, qui ont des directions non orthogonales à la normale νk (cf Fig 29.V).
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V.4.3.1 Cas où E% est nul
Fig 28.V Les vecteurs de Poynting représentés
en rouge se compensent deux à deux.
Fig 29.V Les vecteurs de Poynting représentés
en rouge sont orthogonaux à la normale.
Les Fig 28.V et Fig 29.V représentent certaines directions possibles des vecteurs de Poyn-
ting de solutions se propageant à l’interface entre l’air et un réseau de billes métalliques plus
petites en surface. Ces directions annulent la quantité E% définie en (1.V). Sur la Fig 28.V
les vecteurs de Poynting se compensent. Sur la Fig 29.V, les vecteurs de Poynting sont ortho-
gonaux à la normale νk. Pour annuler la quantité E%, il y a aussi le cas évident des vecteurs
de Poynting nuls sur Mk qui n’est pas représenté.
V.4.4 Surface Haute Impédance
Dans cette partie on s’intéresse au calcul et à la caractérisation des modes d’un réseau de
champignons métalliques posés sur un plan de masse. Ce dispositif connu pour ses propriétés
de bandes interdites pour des ondes de surface a fait l’objet d’études notamment dans [22]
et [9].
Dessin de la cellule de base
Fig 30.V Cellule de base du réseau de champignons métalliques.
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Fig 30.V La pas du réseau est de 2.4 mm, l’espacement entre les patchs est de 0.15 mm
et la largeur des vias métalliques est de 0,36 mm. Le substrat diélectrique en dessous des
plaques carrées est du téflon (r = 2, 2) et l’épaisseur totale de ces plaques est de 1,6 mm
[22]. Le domaine est fermé par un matériau PEC ou PML[74] avec un trou d’air supérieur
à 6 fois la hauteur des champignons pour simuler l’espace libre. Sa hauteur est égale 6*1.6
mm=9.6 mm. à La fréquence minimale absorbée Fim est égale à 8 GHz et la hauteur du
volume PML est approximativement λim/4 ' 9.4mm (cf section III.3.3). La PML est dans la
direction OZ (TPML=1). Le calcul du diagramme de bandes comporte certaines difficultés.
En effet premièrement l’espace entre les champignons est très petit comparé aux dimensions
de la structure et donc cette zone devra être maillée très finement pour garantir la justesse
des résultats comme nous l’avons vu dans la section IV.4.6. D’autre part, nous allons voir
que les solutions varient très fortement au cours du calcul du diagramme de bande et la
présence d’une PML peut modifier le nombre de solutions parasites par rapport aux cas sans
PML(cf remarque IV.10). Ainsi le nombre de redémarrage de l’algorithme de tri vu section
IV.4.5 peut devenir supérieur à 1 sur certains points du diagramme de bande et, par voie de
conséquence, le temps de calcul peut lui aussi augmenter fortement. Le diagramme de bande
obtenu avec une cellule de base fermée avec une condition PEC ou une condition PML est
globalement identique à celui obtenu par Sievenpiper[22]. Nous retrouvons bien une bande
interdite entre 12 et 15 GHz :
Fig 31.V Diagramme de bandes de la H.I.S
Sur la Fig 31.V nous pouvons observer que si l’on applique une condition PML , tous les
modes radiatifs dans l’air ont tendance se rapprocher de la ligne de lumière, alors que tous
les autres modes ne changent pas. Ce résultat est en bon accord avec la physique puisque
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la PML absorbe les modes radiatifs dans l’air. Les valeurs sous le cône lumière sont en bon
accord avec ceux présentés dans [22] .
Pour une étude plus complète observons maintenant l’allure des valeurs spatiales de |E˜|
dans le plan de symétrie vertical ainsi que les vecteurs de Poynting associés quand le do-
maine est fermé par une condition PEC. On trace les quatre premiers modes du point M du
diagramme de bandes Fig 31.V. Le terme E% (1.V) est aussi précisé :
Fig 32.V La fréquence du mode est 8.9 GHz et E% = 1.4%.
Fig 33.V La fréquence du mode est 48.63 GHz, et E% = 19.45% .
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Fig 34.V La fréquence du mode est 48.52 GHz, et E% = 26%.
Sur les Fig 32.V l’énergie est localisée dans l’espace entre les surfaces métalliques. Sur les
champs Fig 33.V et Fig 34.V l’énergie est plus étalée mais encore principalement localisée
entre les surfaces métalliques. Les solutions observées sont situées en dessous du cône de
lumière et donc elles ne sont pas propagatives dans l’air. Dans tous les cas la valeur de E% > 1
indique un passage d’énergie entre les différents éléments du réseau comme nous l’avons vu
remarque V.4. La faible valeur de E% sur la Fig 32.V s’explique par la compensation des
différents vecteurs de Poynting présents sur chaque face maître.
V.4.5 Ondes de surfaces excités dans une antenne réseau constituée de patchs
dans des cavités
On a pu observer que les ondes de surface conduisent à des phénomènes de couplage
entre les éléments rayonnants d’un réseau, et sont la cause de directions aveugles dans les
diagrammes de rayonnement. Dans cette partie on s’intéresse à une antenne réseau constituée
de 2 patchs empilés dans une cavité parfaitement conductrice :
Fig 35.V Vue 3d de l’antenne.
Fig 36.V Dimensions de l’antenne.
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Comme dans le cas des surfaces HIS on pourrait fermer le domaine par une condition
PML mais cela n’a pas d’intérêt dans notre cas puisque les solutions cherchées sont celles qui
se propagent le long de l’interface air-BIE (cf Fig 32.V ). Cependant, comme précédemment
l’espace supérieur doit être supérieur à 6 fois la hauteur de l’antenne pour pouvoir appliquer
les raisonnements établis section V.4.2. L’ajout d’une PML à la fin du câble permet d’empê-
cher l’apparition de solutions dues aux aller-retour de l’énergie dans le coax. Ici encore, on
règle la longueur de la zone PML(' 12cm = λim/4) en fonction de la fréquence minimale
d’absorption 2.5 GHz (cf section III.3.3). La PML est dans la direction Oz (TPML=1). Étant
donné que les antennes sont piégées dans des cavités, toutes les solutions en dessous du cône
de lumière ne peuvent pas se propager dans la structure périodique, sauf le long de la surface
qui contient le patch supérieur. L’existence de modes de surface traduit clairement l’existence
possible de couplages inter-éléments.
Fig 37.V Diagramme de bandes du réseau d’antennes patch.
Sur la Fig 37.V nous constatons qu’en dessous du cône de lumière il existe des modes de
surface et des modes qui sont piégés dans la cavité qui ne voient pas le déphasage du aux
conditions périodiquesMaître-esclave(cf section III.3.5). Ils correspondent à des lignes droites
horizontales dans le diagramme de bande Fig 37.V et leur valeur E% (1.V) est inférieure à 1.
Sous le cône de lumière, nous pouvons observer une bande interdite entre 8,9 GHz et 9,2 GHz
ce qui signifie théoriquement que, d’après la section V.4.2, il ne peut pas exister de modes
de surface dans cette zone. Une étude expérimentale supplémentaire peut être nécessaire
pour déterminer l’existence ou pas de modes de surface dans ce domaine. Maintenant nous
pouvons observer la norme du champ électrique |E˜| de certains modes ainsi que le vecteur
de Poynting dans le plan y=3,775mm pour le point M du diagramme de bandes Fig 37.V.
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Le terme E% (1.V) est aussi précisé :
Fig 38.V ’Mode de surface’.
La fréquence du mode est 9.94 GHz et E% = 12.7%.
Fig 39.V ’Mode piégé’.
La fréquence du mode est 5.67 GHz et E% ' 0%.
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Fig 40.V ’Mode de surface’.
La fréquence du mode est 8.48 GHz et E% = 25.3%.
Fig 41.V ’Mode piégé’.
La fréquence du mode est 3.6 GHz et E% ' 0%.
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Fig 42.V ’Mode de surface’.
La fréquence du mode est 8.87 GHz et E% = 5.5%.
Fig 43.V ’Mode piégé’.
La fréquence du mode est 7.63 GHz et E% ' 0.15%.
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Fig 44.V ’Mode de surface’.
La fréquence du mode est 10.27 GHz et E% = 353%.
Fig 45.V ’Mode de surface’.
La fréquence du mode est 10.64 GHz et E% ' 465%.
Sur les champs observés Fig 38.V, Fig 40.V, Fig 42.V, Fig 44.V, Fig 45.V les modes
de surface possèdent une valeur de E% non nulle et font apparaître un transfert d’énergie
entre chaque élément contrairement aux ’Modes piégés ’ Fig 39.V, Fig 41.V, qui ont tous une
valeur E% ≤ 0.1%. Sur la Fig 43.V on observe le premier mode qui n’est pas un ’Mode
piégé’ puisqu’il n’est pas situé sur une ligne droite du diagramme de bande Fig 37.V, mais
la quantité E% = 0.15% est trop faible pour le considérer comme un mode de surface. Sur
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les Fig 44.V et Fig 45.V les grandes valeurs de E% traduisent un fort couplage entre les
éléments.
V.4.6 Résumé des performances de calcul obtenues pour la HIS et l’antenne
réseau
Nous présentons les performances de calcul constatées pour les simulations HIS et antenne
réseau. Nous avons utilisé un processeur Intel (R) Xeon 64 bits 2,80 GHz. Nous spécifions
le temps CPU, le nombre total d’inconnues, le maximum de RAM utilisée et le nombre
d’itérations nécessaires pour calculer 33 points du diagramme de bande. Les paramètres de
résolution sont ¯tol = 10−3et k¯ = 15 (cf section IV.4). Pour assurer l’exactitude, le nombre
d’inconnues est grand et le maillage est fin dans les zones étroites du domaine géométrique.
Pour la HIS la maille la plus fine mesure 10−1mm (correspondant à 299 GHz) tandis que,
pour l’antenne, la maille la plus fine est 5, 10−2mm (correspondant à 599 GHz). Le nombre
d’inconnues est égal au nombre d’arêtes total moins le nombre d’arêtes PEC moins le nombre
d’arêtes esclaves. Pour l’antenne et la HIS le nombre de points du diagramme de bande est
33 et les directions du vecteur incident sont les mêmes. Autrement dit ND = 11, DV =
3 et TB = 2 (cf section V.2). Le shift défini par (22.IV) multiplié par le Kσ est précisé en
dernière colonne. Le choix des paramètres qui minimisent les temps de calcul n’a parfois
pas été direct. C’est après plusieurs essais sur les premières valeurs obtenues que nous avons
réussi à limiter le nombre d’itérations essentiellement conditionné par le choix du shift initial
en Giga Hertz via la variable Kσ ( cf remarque IV.10 ).
Inconnues RAM Temps CPU Itérations Kσ ∗ σ (GHz) dc (en mm)
Antenne 119213 5Gb 1h29m55s 33 6.8 GHz (Kσ = 8) 44
HIS+PML 134486 6.8 Gb 7h34m28s 40 29.25 GHz (Kσ = 6) 10.2
HIS+PEC 113818 5.734 Gb 5h40m40s 33 45 Ghz (Kσ = 4.5) 6.66
Bien que le nombre d’inconnues du cas antenne soit supérieur à celui du cas HIS avec
fermeture PEC, le temps de calcul est plus petit car la géométrie du maillage influe sur
l’efficacité du solveur PARDISO[38](cf section IV.6.5.2 ). L’ajout d’une zone PML augmente
le nombre d’inconnues du domaine et diminue le nombre de solutions parasites (cf remarque
IV.10). Ceci peut créer un certain nombre d’itérations supplémentaires par rapport au nombre
de points (33) nécessaire pour tracer le diagramme de bandes et conduit à une augmentation
du temps de calcul (cf remarque IV.10).
V.5 Conclusion
Dans cette partie nous avons tout d’abord détaillé la structure des fichiers de données
(section V.2) afin de clarifier l’utilisation des différents paramètres de résolution. Certains
de ces paramètres ont été ensuite repris dans les deux sections suivantes V.3 et V.4. Section
V.3 nous avons validé la fiabilité de notre outil par comparaison avec d’autres résultats
classiques issus de méthodes alternatives. Enfin dans la section V.4 nous avons montré que
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notre outil permet de fournir des informations supplémentaires sur les modes de surface.
Notamment concernant le couplage mutuel entre plusieurs antennes patchs insérés dans une
cavité. L’intérêt du paramètre E% permettant d’identifier les Modes piégés est également
exposé. L’exploitation de ce paramètre peut être faite, en complément avec notre solveur
dans le cadre d’une étude de conception d’antennes réseaux. De plus, les temps de calcul
de dispositifs complexes restent abordables et on a pu constater que la forme géométrique,
l’in-homogénéité des structures étudiées et la présence de métal ne sont pas des facteurs
limitants.
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VI Conclusion et perspectives
VI.1 Conclusion générale
Reprenons les différents points qui ont été abordés au cours de la thèse.
Le contexte
Au début section I.1 nous introduisons les problèmes d’électromagnétisme liés aux struc-
tures périodiques.
Nous présentons section I.2 des applications possibles de l’utilisation des propriétés de bandes
interdites des structures périodiques. Nous présentons comment ces propriétés peuvent être
exploitées notamment pour la conception d’antennes et de radômes. Nous présentons notam-
ment des dispositifs capables de générer des champs appelés ondes de surface, pouvant se
propager à l’interface entre l’air et la structure périodique.
Objectifs (rappels)
L’objectif de la thèse a été de développer un outil de résolution par éléments finis en
maîtrisant tous les paramètres d’entrée et de sortie afin de caractériser la propagation mo-
dale dans une structure périodique infinie avec le moins de facteurs limitants possibles. On
doit pouvoir ainsi traiter des structures périodiques infinies hétérogènes, anisotropes, sans
contraintes géométriques. Notre outil doit aussi permettre dans un second temps de caracté-
riser les solutions pouvant se propager à l’interface air-structure qu’on appelle les "modes de
surface".
Bilan
Après avoir établi le plan de travail, nous présentons la théorie de base de Floquet section
II.1, permettant de comprendre le fonctionnement de notre outil et d’introduire le diagramme
de bande, qui est une formalisation particulière des solutions. Il est utilisé notamment pour
afficher les propriétés de bandes interdites.
Ensuite, section II.3,II.4 et II.5, nous abordons les différentes méthodes existantes avec leurs
atouts et défauts respectifs.
Section III nous détaillons la modélisation de la méthode des éléments finis pour l’outil que
nous avons développé. Nous indiquons les différentes conditions aux limites que nous pouvons
combiner pour traiter le plus de cas possibles et nous énonçons les qualités et les défauts de
la méthode. Les qualités principales énoncées sont les suivantes :
– Les domaines peuvent avoir des tailles très contrastées et des formes quelconques et
les matériaux utilisés peuvent être de natures très différentes : anisotropes, métaux
parfaitement conducteurs, etc.
– L’espace mémoire et le temps de calcul peuvent être optimisés, car les matrices stockées
sont creuses.
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– Il est envisageable de traiter les problèmes dispersifs (cf section VI.2).
Les défaults principaux sont :
– Les contraintes géométriques se reportent sur le maillage.
– Quand les matériaux sont dispersifs : la taille du problème de calcul de modes propres
est multipliée par un entier qui dépend de l’expression de la permittivité (cf section
VI.2).
Après, section IV, nous abordons les méthodes numériques nécessaires pour résoudre le
problème éléments finis modélisé dans la section III. La méthode numérique est présentée
ainsi que tous les paramètres de résolution nécessaires non seulement pour comprendre et op-
timiser les algorithmes utilisés, mais aussi pour pouvoir donner une interprétation pertinente
des résultats obtenus. Nous constatons qu’il existe des valeurs propres nulles dans la section
IV.1. Parmi ces valeurs propres nulles certaines sont identifiées comme solutions parasites.
Nous indiquons d’abord comment éliminer toutes les valeurs propres nulles dans la section
IV.4 et ensuite, dans la section IV.5, nous identifions les solutions parasites afin de les écarter
du résultat final. Un algorithme d’élimination automatique de ces solutions est présenté pour
les problèmes de cavités métalliques avec les fonctions de base que nous utilisons. Cet algo-
rithme ne fonctionne pas pour les problèmes périodiques à moins de monter en ordre comme
c’est évoqué dans l’article [37].
Dans la dernière section V nous nous sommes d’abord intéressés à la structure des fichiers de
données afin de clarifier comment sont utilisés tous les paramètres de résolution. Ensuite nous
démontrons que notre outil est fiable en comparant des résultats obtenus par diverses mé-
thodes et en indiquant les performances de calculs qui permettent une utilisation sur un PC
classique. Plus précisément l’outil de caractérisation des structures périodiques a été validé,
optimisé et il est utilisable avec d’autres outils de l’ONERA (PPTM GID). Dans la section
V.4, nous montrons comment nos outils avec l’aide d’une nouvelle quantité (1.V), peuvent
être utilisés pour caractériser les modes de surface. À travers tous les exemples traités on a pu
constater que la forme géométrique, l’in-homogénéité des structures étudiées et la présence
de métal ne sont pas des facteurs limitants.
Ce travail a conduit à la production d’un code utilisable avec un ensemble d’outils de
l’ONERA, et à plusieurs publications :
En conférences
– JNM 2011 Caractérisation de surfaces EBG par la méthode des éléments finis (Poster).
– EUCAP2011 Finite element method used to characterize surface modes in electroma-
gnetic band gap structures (Présentation orale, article disponible dans la base IEEE).
– EUROEM 2012 Finite element method used to characterize surface modes in elec-
tromagnetic band gap structures (Présentation orale, article disponible dans la base
IEEE).
Dans une revue
– Computer Physics : Efficient periodic band diagram computation using a finite element
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method, Arnoldi eigensolver and sparse linear system solver.
Transition
Maintenant que nous venons de donner une conclusion générale sur l’ensemble du travail
que nous avons effectué, nous allons aborder une perspective qui est la modélisation des
problèmes dispersifs. Comme nous l’avons évoqué dans la section III.1, les propriétés de
bande interdite des structures périodiques peuvent être obtenues de plusieurs façons avec la
méthode des éléments finis.
1. La première méthode consiste à résoudre le problème périodique en calculant le champ
solution à chaque fréquence donnée.
2. La deuxième méthode calcule les modes propres solutions dans la cellule de base du
réseau périodisé à l’aide des conditions de Floquet.
Ainsi les milieux dispersifs peuvent être traités avec des résolutions de modes propres dans
la section VI.2.1 et avec les problèmes bipériodiques qui comportent une source explicite
section VI.2.2. Nous n’avons pas eu le temps de coder ces deux méthodes, mais nous allons
voir que leur modélisation utilise les transformations décrites section III.3.5. Finalement dans
la section, VI.3, nous présentons quelques perspectives qui pourraient s’inscrire dans la suite
de cette thèse.
VI.2 Milieux dispersifs
VI.2.1 Modélisation du problème de modes propres pour les milieux dispersifs
VI.2.1.1 Introduction
Dans les problèmes de modes propres, la pulsation du mode qui se propage dans le milieu
est une inconnue du problème. On comprend alors que si la permittivité dépend de cette
pulsation, la formulation variationnelle (7.III) établie section III.2 est modifiée et l’équation
(10.III) est plus compliquée à résoudre. Une transformation a déjà été proposée avec la
méthode des ondes planes [30, 31, 27]. Nous proposons dans cette section d’adapter cette
approche à la méthode des éléments finis. Une étude supplémentaire, que ne nous n’avons
pas menée, serait nécessaire pour affirmer que les solutions approchées tendent vers des
solutions physiques existantes.
VI.2.1.2 Milieux à pertes par conduction
On rappelle l’équation de Maxwell-Ampère[39] en régime harmonique (cf remarque II.1) :
∇ H = J − jωD
Avec D l’induction électrique. Pour un milieu homogène, il existe un tenseur réel ε tel que :
D = εE (1.VI)
147
Remarque VI.1. On a choisi volontairement de prendre ε constant pour ne pas rendre le
modèle encore plus compliqué, mais ε pourrait dépendre de la fréquence. Dans ce cas modèle
plus général est traité dans la section VI.2.1.4.
D’autre part la loi d’Ohm(cf Annexe A.5) permet d’affirmer que :
J = σeE (2.VI)
Où σe est la conductivité électrique du matériau à pertes. Donc l’équation de Maxwell Ampère
devient :
∇×H = jωE (3.VI)
Avec
 = ε− j σe
ω
δcdc, (4.VI)
le terme ε représente l’effet diélectrique et σe
ω
, les pertes par conduction, cdc est la zone où le
matériau comporte des pertes par conduction (δ est la fonction de Dirac). Étant donné que
k0 =
ω
C
= ω
√
ε0µ0 et que Z0 =
√
µ0
0
on a :
r =

ε0
=
ε
ε0
− j σe
ωε0
δcdc = εr − j σeZ0
k0
δcdc
Par analogie avec la formulation établie (4.III), on peut écrire pour toute fonction test
ϕ ∈ H : ∫
Ω
∇×ϕ∗.∇× E
µr
= k20
∫
Ω
rE.ϕ
∗
⇒
∫
Ω
∇×ϕ∗.∇× E
µr
= k20εr
∫
Ω
E.ϕ∗ − j σek
2
0
ω0
∫
Ω
E.ϕ∗δcdc (5.VI)
La formulation variationnelle ne contient pas de terme de bord. Ils sont nuls dans les pro-
blèmes de modes propres (cf remarque III.3).
Remarque VI.2. Des termes de bords sont présents dans le cas des problèmes avec une source
explicite tel que nous les abordons section VI.2.2. Dans ce cas, les pertes par conduction
équation (4.VI) peuvent directement être intégrées dans l’expression de la permittivité qui
est alors une constante complexe. En effet lorsqu’il y a une source explicite, nous calculons
des solutions pour une pulsation ω donnée, alors que, dans le cas des problèmes de modes
propres, la pulsation fait partie des inconnues.
L’équation (5.VI) peut aussi s’écrire :∫
Ω
∇×ϕ∗.∇× E
µr
= k20εr
∫
Ω
E.ϕ∗ − jσeZ0k0
∫
Ω
E.ϕ∗δcdc
Que l’on peut encore écrire :
k20U(E,ϕ)− k0V (E,ϕ)− S(E,ϕ) = 0
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avec
U(E,ϕ) =
∫
Ω
εrE.ϕ
∗, V (E,ϕ) = jσeZ0
∫
Ω
E.ϕ∗δcdc, S(E,ϕ) =
∫
Ω
∇×ϕ∗.∇× E
µr
Après avoir appliqué la méthode de Galerkin on obtient alors le système matriciel suivant :
T (k0)x1 = (k
2
0A− k0B − C)x1 = 0 avec (A)qp = U(Wp,Wq), (B)qp = V (Wp,Wq),
(C)qp = S(Wp,Wq), et E˜ =
∑DL
p=1 epWp, x1 = [e1, e2, . . . , eDL].
(6.VI)
Remarque VI.3. Le système (6.VI) est un problème de valeurs propres non linéaire. Il existe
plusieurs méthodes pour le résoudre :
– Les méthodes itératives type Newton utilisées pour trouver les zéros de la fonctionnelle
F (x1, k0) définie par :
F (x1, k0) =
[
T (k0)x1
U∗x1 − 1
]
,U ∈ CDL
Le vecteur U est d’abord choisi comme un vecteur de la base canonique de CDL et
ensuite, par le procédé de Gram-Schmidt, on construit U orthogonal aux vecteurs
vecteurs propres déjà claculés afin d’éviter de recalculer 2 fois le même[107].
– La méthode linéarisation du problème (6.VI) en un problème de valeur propre linéaire
de dimension supérieure[107, 108] comme nous allons l’expliquer dans la suite du do-
cument.
En effet le système (6.VI) peut se mettre sous la forme d’un problème linéaire aux valeurs
propres de dimension 2 ∗DL :
OX = k0PX, X =
[
x1
x2
]
, O =
[
0 IDL
C B
]
, P =
[
IDL 0
0 A
]
(7.VI)
On peut conclure que pour les milieux définis par (ε, σe, µ), avec un modèle dispersif lié
aux pertes conductives, on peut proposer une résolution qui double le nombre d’inconnues.
VI.2.1.3 Modèle de Drude
Dans certains cas, on peut expliciter la conductivité à l’aide du modèle de Drude [55] ce
qui modifie la forme de la dispersion. Dans le modèle de Drude, on suppose qu’un électron
du matériau étudié est soumis à une force électrique eE. Ensuite, les collisions potentielles
avec les atomes du réseau sont modélisées par la force de freinage − 1
τ
v pour des électrons de
masse me se propageant à la vitesse v. L’équation du mouvement des électrons prend alors
la forme suivante :
∂v
∂t
+
v
τ
= − e
me
E (8.VI)
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En prenant les solutions homogènes (sans second membre) de l’équation (8.VI), la vitesse
des électrons en régime transitoire s’écrit :
v(t) = v0e
−t
τ
La vitesse initiale des électrons notées v0 s’atténue en fonction du temps de manière
exponentielle avec un facteur de décroissance Fν = 1τ . τ est le temps de relaxation exprimé
en secondes et donc Fν est homogène à une fréquence que l’on l’appelle la fréquence de
collision. En régime harmonique l’équation (8.VI) permet d’obtenir l’expression de la vitesse
en fonction du champ électrique appliqué :
v =
− e
me
jω + Fν
E (9.VI)
La densité de courant électrique J = −Nev se déduit alors de (9.VI) :
J =
Ne2
me
jω + Fν
E
On en déduit l’expression de la conductivité :
σe(ω) =
1
jω
ω2p0
1− jFν
ω
, avec ω2p =
Ne2
me0
(10.VI)
En injectant la conductivité définie (10.VI) dans la transformation initiale des équations
de Maxwell on obtient :
∇× [µr]−1∇× E− [k20εr −
ω2pδcdc
C2(1− j Fνδcdc
ω
)
]E = 0, dans Ω (11.VI)
En multipliant chaque membre de léquation (11.VI) par le terme (k0 − j FνC δcdc) on obtient :
(k0 − j Fν
C
δcdc)∇× [µr]−1∇× E− [k20εr(k0 − j
Fν
C
δcdc)− k0
ω2pδcdc
C2
]E = 0, dans Ω (12.VI)
Remarque VI.4. cdc est la zone comportant des pertes par conduction. Quand δcdc est partout
nulle, on retrouve bien la formulation classique non dispersive .
On multiplie ensuite par une fonction test ϕ ∈ H et on intègre en utilisant les transfor-
mations indiquée dans la section III.2.1 sans tenir compte des termes de bords sur ∂Ω qui
sont nuls dans les problèmes que nous traitons et on obtient :
k0
∫
Ω
∇×ϕ∗.∇× E
µr
− j Fν
C
∫
Ω
∇×ϕ∗.∇× E
µr
δcdc =
∫
Ω
[
k30εr− j
Fνk
2
0εr
C
δcdc−
k0ω
2
p
C2
δcdc
]
E.ϕ∗
(13.VI)
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Que l’on peut aussi écrire :
k30U(E,ϕ)− k20V (E,ϕ)− k0W (E,ϕ)− S(E,ϕ) = 0 (14.VI)
avec
U(E,ϕ) =
∫
Ω
εrE.ϕ
∗, V (E,ϕ) = j
Fν
C
∫
Ω
εrE.ϕ
∗δcdc,
W (E,ϕ) =
ω2p
C2
∫
Ω
E.ϕ∗δcdc +
∫
Ω
∇×ϕ∗.∇× E
µr
, S(E,ϕ) = −jFν
C
∫
Ω
∇×ϕ∗.∇× E
µr
δcdc.
On peut alors calquer sur la méthode des éléments finis, les travaux effectués pour la
méthode des ondes planes [30, 31].
Après avoir appliqué la méthode de Galerkin sur des fonctions de base Wp, p ∈ [1, . . . DL]
on obtient le système matriciel suivant :
(k30A− k20B − k0C − D)x1 = 0 avec (A)qp = U(Wp,Wq), (B)qp = V (Wp,Wq),
(C)qp = W (Wp,Wq), (D)qp = S(Wp,Wq) et E˜ =
DL∑
p=1
epWp, x1 = [e1, e2, . . . , eDL]
(15.VI)
Ce système peut se mettre sous la forme d’un problème aux valeurs propres de dimension
3 ∗DL :
OX = k0PX, X =
x1x2
x3
 , O =
 0 IDL 00 0 IDL
D C B
 , P =
IDL 0 00 IDL 0
0 0 A

Remarque VI.5. Pour ajouter des conditions limites périodiques il suffit d’appliquer les trans-
formations de Floquets définies par la relation (26.III) aux matrices A,B,C,D définies (15.VI).
Remarque VI.6. Encore une fois la solution du problème (15.VI) peut aussi se calculer avec
une méthode itérative brièvement présentée dans la remarque VI.3.
On peut conclure que pour les milieux définis par (ε, ωp, Fν , µ), on peut encore proposer
une résolution qui triple le nombre d’inconnues.
VI.2.1.4 Cas général
Les cas énoncés précédemment peuvent se généraliser lorsque que ε défini en (1.VI) et σe
défini en (2.VI) sont des fractions rationnelles en ω. À partir de la formulation variationnelle
(5.VI) on obtient un système multilinéaire polynomial en k0 de degré d. Par exemple dans
l’équation (14.VI) d = 3. Le degré du système dépend de l’expression de ε et de σe et le
nombre d’inconnues du système matriciel obtenu après avoir appliqué la méthode de Galerkin
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est exactement égal à d∗DL. Dans ce cas, il est aussi toujours possible d’utiliser les méthodes
itératives présentées remarque VI.3. Ce type de résolution est donc possible si la permittivité
peut être exprimée à l’aide d’une fraction rationnelle en ω. Dans le cas où il n’existe pas
d’expression formelle de la permittivité, on peut par exemple envisager de faire correspondre
un ensemble de mesures expérimentales à une fraction rationnelle.
152
VI.2.2 Introduction d’une source explicite dans une structure bi-périodique
VI.2.2.1 Introduction
On cherche à modéliser un problème bi-périodique avec une source explicite. Cette méthode
n’a pas été développée pendant la thèse, mais sa construction est très similaire à celle que nous
avons décrite dans la section III. Un avantage significatif de cette méthode est la possibilité de
traiter les cas dispersifs (cf remarque VI.7) sans changement d’écriture du système linéaire.
VI.2.2.2 Problème bi-périodique
Pour la description, nous avons choisi de nous placer dans un milieu bi-périodique dont la
cellule de base est illustrée Fig 1.VI.
Fig 1.VI Cellule de base d’un réseau périodique de patchs métalliques excités par un mode guidé. La cellule
de base est contenue dans le domaine Ω de hauteur h.
Sur la Fig 1.VI, on impose sur la face supérieure Γr une condition de radiation et la solution
y est développée en série de Floquet pseudo périodique. La source vient d’un mode guidé
introduit sur ΓW , le reste de la face inférieure est métallisé. Rappel : PEC= Perfect Electric
Conductor et PBC= Periodic Boundary Conditions. Les conditions de Floquet annulent les
termes surfaciques sur les interfaces PBC Fig 1.VI où sont imposées les conditions limites
Maîtres-esclaves (cf remarque III.11). Pour toute fonction test ϕ définie dans un espace
approprié noté H, on peut écrire la formulation variationnelle des équations de Maxwell dans
la cellule de base Ω de la façon suivante (cf section III.2 équation (6.III)) :∫
Ω
∇×ϕ∗.∇× E
µr
−k20
∫
Ω
rE.ϕ
∗+jk0Z0
∫
Γr
(ν×H).ϕ∗+jk0Z0
∫
ΓW
(ν×H).ϕ∗ = 0. (16.VI)
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Remarque VI.7. Les cas dispersifs peuvent se traiter facilement puisque pour chaque pulsa-
tion ω de l’onde incidente, on peut faire dépendre la permittivité et la perméabilité relative
r, µr de ω dans l’équation (16.VI). On peut par exemple intégrer des termes de pertes par
conductions dans l’expression de la permittivité comme nous l’avons vu dans le section VI.2
équations (4.VI) et (10.VI).
On rappelle, comme introduit en (8.III), que :
E ' E˜ =
DL∑
p=1
epWp, ep =
∫
Arp
E (17.VI)
On note X ∈ CDL = (e1, . . . , eDL). Les fonctions tests étant choisies dans l’espace d’ap-
proximation Hh, le problème variationnel (16.VI), peut s’écrire comme un système linéaire
en appliquant la méthode Galerkin, comme dans l’équation (22.III) :
R(Si + Sr + SW )R∗X = Einc
Où R est la matrice de transformation explicitée dans l’équation (26.III), elle est néces-
saire pour appliquer les conditions de Floquet. Einc = (Einc1 , Einck , . . .), k ∈ [1, . . . , DL] est
le champ incident sur ΓW représenté par un vecteur de dimension DL que nous explicitons
plus tard équation (22.VI). Si désigne les termes matriciels volumiques, Sr les termes ma-
triciels surfaciques sur Γr et SW les termes matriciels surfaciques sur ΓW . Pour deux arêtes
(Ark,Arl), on peut déjà facilement expliciter les termes matriciels (Si)kl :
(Si)kl =
∫
Ω
∇×Wk.∇×Wl
µr
− k20
∫
Ω
rWk.Wl
VI.2.2.3 Détail des termes sources sur ΓW
Il est nécessaire d’avoir une représentation précise de la source sur ΓW . C’est pourquoi nous
choisissons d’introduire une excitation via un guide d’onde rectangulaire ou cylindrique. Dans
un tel guide les solutions modales se calculent facilement de façon analytique[93]. Et donc, sur
ΓW , le champ électrique transversal Et s’écrit comme combinaison linéaire de ces solutions
modales[109] :
Et = e−γ0zg0 +
+∞∑
i=0
Cie
γizgi (18.VI)
Où l’exposant t dénote le champ tangent à ΓW et les gi sont les vecteurs de la base modale
orthonormale avec leurs constantes de propagation respectives γi. Par exemple, dans le cas
d’un guide d’onde rectangulaire on a [93] :
γmn =
√
(
mpi
l
)2 + (
npi
L
)2 − k20
Où l et L désignent la largeur et la longueur du rectangle de la coupe transversale du guide.
Le terme e−γ0zg0 est le mode dominant qui représente le champ incident et C0 le coefficient
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de réflection de ce champs. On remarque alors que
Ci =
∫
ΓW
Et.gids− δ0i.
Où δ0i est le symbôle de Kronecker. En injectant le champ transversal Et dans les équations
de Maxwell et en notant Yi les admittances modales, le champ Ht peut s’écrire :
Ht = Y0e
−γ0zν × g0 −
+∞∑
i=0
CiYie
γizν × gi (19.VI)
En évaluant Ht sur ΓW (z = 0) on en déduit que :
Ht × ν|ΓW = 2Y0g0 −
+∞∑
i=0
Yigi
∫
ΓW
Et.gi (20.VI)
Or Et s’écrit aussi comme combinaison linéaire de fonction d’arêtes de Nedelec (cf équation
(17.VI) ), on en déduit :
Ci =
DL∑
p=1
∫
ΓW
Wp.gids− δ0i
On peut alors expliciter les termes matriciels (SW )kl, où (k, l) correspondent aux indices des
arêtes (Ark,Arl) :
(SW )kl = jk0Z0
+∞∑
i=0
Yi
∫
ΓW
Wk.gi
∫
ΓW
Wl.gi, (Ark,Arl) ∈ Γ2r (21.VI)
Et le terme source Einc s’écrit :
Einck = 2jk0Y0
∫
ΓW
Wk.g0, Ark ∈ ΓW (22.VI)
VI.2.2.4 Conditions de radiation
Chaque patch du réseau infini est supposé être excité par un champ incident d’amplitude
unitaire dans le guide d’ondes à partir de z < 0. Les déphasages entre les sources issues
des guides d’ondes produisent un faisceau dirigé selon les angles θ0 et φ0 en coordonnées
sphériques. Autrement dit le vecteur d’onde incident s’écrit :
ki = (kix, kiy, kiz) = (k0 sin θ0 cosφ0, k0 sin θ0 cosφ0, k0 cos θ0)
Sur Γr situé à la hauteur h le champ E˜ ∈ Hh est pseudo périodique et s’écrit comme
somme infinie de modes de Floquet [43] dans les deux directions de périodicité. On peut
alors comme dans la section II.1.5.1, exprimer le champ sur Γr lorsque les directions de
périodicités ne sont pas confondues avec les directions des axes du repère cartésien comme
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sur la figure Fig 1.VI :
E˜(x, y, h) =
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(h)e
j
(
(Gxnm−kix)x+(Gynm−kiy)y)
)
(23.VI)
Avec :
Eˆnm(h) =
DL∑
p=1
ep
1
dxdy
∫
Γr
Wp(x, y, h)e
j
(
(−Gxnm+kix)x+(−Gynm+kiy)y)
)
dxdy
=
DL∑
p=1
epEˆ
p
nm(h)
avec Eˆpnm(h) =
1
dxdy
∫
Γr
Wp(x, y, h)e
j
(
(−Gxnm+kix)x+(−Gynm+kiy)y)
)
dxdy
(24.VI)
Avec les conventions définies sur la figure Fig 1.VI et comme dans le cas traité section II.1.5.1
Gnm = (
2pi.m
dx
, 2pi.n
dy
− 2pi.m cot(γ)
dx
, 0).
Par analogie avec l’argument développé pour la méthode RCWA (cf section II.3.3 re-
marque II.6), comme Γr est contenu dans un domaine situé dans l’air (r = 0 et µr = µ0),
E˜|Γr vérifie l’équation de Helmoltz :
4( +∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(z)e
j
(
(Gxnm−kix)x+(Gynm−kiy)y)
))
+
k20(
+∞∑
n=−∞
+∞∑
m=−∞
Eˆnm(z)e
j
(
(Gxnm−kix)x+(Gynm−kiy)y)
))
= 0
(25.VI)
Où k20 = ω20µ0. Comme l’opérateur 4 est linéaire, on en déduit que chaque coefficient
Eˆnm(z) de la série de (25.VI) vérifie une équation de Helmoltz dont les solutions s’écrivent
soit comme un terme incident ou "entrant" noté Eˆinm(z), soit comme un terme réfléchi ou
"sortant" noté Eˆrnm(z) :
Eˆinm(z) = Eˆinme
−jγnmz, Eˆrnm(z) = Eˆrnme
+jγnmz
avec γnm =
√
k20 − (Gxnm − kix)2 − (Gynm − kiy)2.
(26.VI)
Or on ne considère que les ondes qui arrivent sur la paroi Γr sont des ondes "sortantes"
se propageant selon l’axe Oz car chaque patch du réseau infini est supposé être excité par
un champ unitaire incident dans un guide d’ondes situé sous ΓW (z<0). Le cas des ondes
entrantes se traite de façon similaire et le champ E˜ s’écrit comme une combinaison linéaire
du champ entrant et sortant si la source est située au dessus de Γr. On en déduit que :
Eˆnm(z) = Eˆrnme
+jγnmz (27.VI)
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Le champ E˜ peut alors s’écrire d’une autre façon encore sur Γr :
E˜(x, y, z)|Γr '
+∞∑
n=−∞
+∞∑
m=−∞
Eˆrnme
j
(
(Gxnm−kix)x+(Gynm−kiy)y+γnmz
)
(28.VI)
En remarquant que Eˆnm(h) se décompose selon les vecteurs Eˆpnm(h), p ∈ [1, . . . DL] dans
l’équation (24.VI) et en utilisant la relation (27.VI), on peut écrire :
Eˆrnm = Eˆnm(h)e
−jγnmh ⇒ Eˆrnm =
DL∑
p=1
epEˆ
p
rnm avec Eˆ
p
rnm = Eˆ
p
nm(h)e
−jγnmh (29.VI)
En posant Qmn = (Gxnm − kix, Gynm − kiy, γnm) et en utilisant les équations de Maxwell
reliant les champs E et H (1.III), on peut, à partir de l’expression de l’expression de E˜ sur
Γr (28.VI), exprimer le champ approché ν × H˜ sur Γr qui est contenu dans l’air :
ν × H˜(x, y, z)|Γr =
1
µ0ω
+∞∑
n=−∞
+∞∑
m=−∞
ν × (Qmn × Eˆrnm)ejQmn.r =
+∞∑
n=−∞
+∞∑
m=−∞
−γnmEˆrnmejQmn.r
(30.VI)
Remarque VI.8. Les coordonnées selon z des fonctions de base Wp(h) peuvent être choisies
nulles parce que les inconnues sont définies par la circulation du champ le long des arêtes de
Γr qui est perpendiculaire à l’axe Oz (cf remarque III.7). On en déduit que (Eˆnm(h))z = 0
et ν.Eˆrnm = 0.
On peut alors expliciter les termes matriciels (Sr)kl en utilisant les équations (16.VI),
(29.VI), (30.VI) et en choisissant (k, l) correspondant aux indices des arêtes (Ark,Arl) :
(Sr)kl = −j
+∞∑
n=−∞
+∞∑
m=−∞
γnmEˆ
k
rnm
∫
Γr
Eˆlrnme
jQmn.r =
−j
+∞∑
n=−∞
+∞∑
m=−∞
γnmEˆ
k
nm(h)Eˆ
l
nm(h)
∗ej
(
(Gxnm−kix)x+(Gynm−kiy)y
) (31.VI)
Où Eˆlnm(h)∗ est le conjugué de Eˆlnm(h) défini équation (24.VI).
L’article [43] présente une méthode de calcul similaire des termes sur Γr et ΓW . L’existence
et l’unicité des solutions pour cette catégorie de problème sont expliquées dans la thèse de
Pedro Ferreira[76], pour des cas plus simples en dimension 2.
VI.2.3 Conclusion
Nous venons de décrire la possibilité d’introduire des modèles dispersifs dans la méthode
des éléments finis, via une augmentation du nombre d’inconnues pour la résolution modes
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propres dans la section VI.2 et l’introduction d’une source explicite dans un milieu ouvert bi-
périodique section VI.2.2. L’introduction d’une source explicite permet de traiter les milieux
dispersifs sans modification de la formulation variationnelle ce qui la rend plus efficace que la
résolution de modes propres qui nécessite l’augmentation du nombre d’inconnues. Cependant,
contrairement à cette résolution, l’introduction d’une source explicite ne permet pas de traiter
les milieux périodiques dans trois directions non colinéaires de l’espace pour des raisons
évidentes d’accessibilité des sources. Nous allons maintenant énoncer quelques perspectives.
VI.3 Perspectives
– Comme nous venons de l’énoncer, il est envisageable de traiter des structures dispersives
en modifiant le problème variationnel (cf section VI.2) où en introduisant une source
explicite (section VI.2.2).
– On peut optimiser le code d’une part par la montée en ordre (cf remarque III.4) et
d’autre part par un choix des paramètres permettant de minimiser l’espace mémoire
utilisé par l’algorithme IRAM (section IV.2.5).
– On peut envisager de coder l’élimination automatique des modes propres parasites pour
les structures périodiques (cf remarque IV.13) une fois la montée en ordre effectuée.
– On peut envisager d’essayer d’adapter les outils développés aux métamatériaux phono-
niques et à certains problèmes de sismologie [13] dont la modélisation peut conduire à
des problèmes de modes propres.
– Les algorithmes de factorisation des matrices creuses peuvent être optimisés afin de
gagner en temps de calcul (cf remarque IV.16).
– Nous avons montré comment l’outil diagramme de bandes à l’aide d’une nouvelle quan-
tité(1.V), peut être utilisé pour caractériser les modes de surface. Une perspective est
maintenant considérée pour valider notre approche par une étude expérimentale.
158
Pour aider à clarifier certains passages nous avons regroupé des résultats classiques et une
explication détaillée de certains calculs en annexe.
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A.1 Conditions d’interface entre deux milieux
Soit R3 = Ω1 ∪ Ω2 et Σ = ∂Ω1 = ∂Ω2
(x) =
{
1(x) dans Ω1
2(x) dans Ω2
µ(x) =
{
µ1(x) dans Ω1
µ2(x) dans Ω2
Fig 1.A ν normale sortante (respectivement entrante) à ∂Ω2 (respectivement ∂Ω1) .
Soit (E,B) solutions des équations de Maxwell dans Rt×R3. On suppose que les champs
solutions dans chaque région (Ep,Hp) ∈ C1(R+t × Ωj)2 p = 1, 2.
Soit l’équation de Maxwell Faraday :
∇× E + ∂B
∂t
= 0, dans Rt × R3 (1.A)
Soit ϕ une fonction à support compact dans Rt×R3 et à valeur dans R3. Après multiplication
scalaire par ϕ et intégration de l’équation (1.A), on obtient :
0 =
∫
Rt
∫
R3
∂B
∂t
.ϕ+∇× E.ϕ
D’une part ∇.(E × ϕ) = (∇ × E).ϕ − (∇ × ϕ).E. D’autre part d’après la formule de
Green-Ostrogradski, on a :∫
Ω1
∇.E1 = −
∫
∂Ω1
E1.ν et
∫
Ω2
∇.E2 =
∫
∂Ω2
E2.ν
On obtient donc en séparant les domaines et en intégrant par partie :
0 =
∫
Rt
∫
Ω1
(
∂B1
∂t
+∇× E1).ϕ+
∫
Rt
∫
Ω2
(
∂B2
∂t
+∇× E2).ϕ+
∫
Rt
∫
Σ
ν.E1 ×ϕ− ν.E2 ×ϕ
Comme les équations de Maxwell sont vérifiées respectivement dans les milieux Ω1 et Ω2 par
les champs (E1,B1) et (E2,B2) on en déduit que les deux premiers termes sont nuls et que
E1 × ν = E2 × ν. (2.A)
Soit maintenant le théorème de Gauss et l’équation de conservation du champ magnétique :
∇.(E) = ρ, ∇.(µH) = 0
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Soit ϕ une fonction test définie sur Rt×R3 à valeur dans R. Un raisonnement analogue à ce
qui précede nous conduit à :
0 =
∫
Rt
∫
R3
ϕρ−∇.(E)ϕ
Ceci donne en intégrant par parties (ϕ à support compacte dans Ω) :
0 =
∫
Rt
∫
R3
ϕρ+ E.∇ϕ
Puis en séparant les domaines on à :
−
∫
Rt
∫
Ω1∪Ω2
ϕρ =
∫
Rt
∫
Ω1
1E1.∇ϕ+
∫
Rt
∫
Ω2
2E2.∇ϕ
En appliquant la formule de Green-Ostrogradski et le théorème de Gauss dans chaque do-
maine respectif, on obtient alors :∫
Rt
∫
Σ
ϕ(1E1.ν − 2E2.ν) = 0
Soit
1E1.ν = 2E2.ν
De même la conservation du flux magnétique nous donne :
µ1H1.ν = µ2H2.ν
Récapitulatif des relations établies[39] :
1E1.ν = 2E2.ν
µ1H1.ν = µ2H2.ν
(3.A)
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A.2 Comportement face à une excitation électrique ou magnétique
A.2.1 Permittivité et polarisation d’un diélectrique
Un matériau est qualifié de diélectrique s’il ne contient pas de charges électriques pouvant
se déplacer de façon macroscopique. Autrement dit, c’est un milieu dans lequel ne se propage
pas de courant électrique. Parmi ces milieux on compte : le verre, le vide et de nombreux
plastiques. Bien qu’ils soient non conducteurs, les diélectriques peuvent interagir avec un
champ électrique. En effet on peut considérer que les atomes du matériau présente des dipôles
électrostatiques susceptibles de s’aligner selon les lignes de champs électriques. La densité
de présence de ces dipôles s’appelle la polarisation. Les causes de la présence d’effets de
polarisation peuvent être diverses :
* Le déplacement et la déformation des nuages électroniques des atomes.
* Les déplacements d’atomes ou bien d’ions au sein du matériau.
La grandeur la plus utilisée pour caractériser un diélectrique est la permittivité relative
notée r. On peut la définir comme étant le rapport entre la capacité Cx de deux électrodes
plongées dans le diélectrique et la capacité Cv des mêmes électrodes dans le vide :
r =
Cx
Cv
(4.A)
r est donc un nombre réel sans dimension contrairement à la permittivité absolue  qui
est le produit de la constante diélectrique du vide 0 par la permittivité relative :
 = 0r
avec :
0 = 8, 854187.10
−12 F.m−1
On a mesuré que la permittivité relative des gaz est très légèrement supérieure 1 (1,00053
pour l’air) tandis que certains diélectriques pour condensateurs peuvent avoir une permittivité
relative supérieure à 1000. En général les diélectriques ont une permittivité relative n’excédant
pas la dizaine.
A.2.2 Causalité de la polarisation
Dans une modélisation réaliste, le temps intervient dans les mécanismes de polarisation.
En effet un matériau ne peut pas réagir instantanément sous l’effet d’un champ électrique.
Si on note P(t) la polarisation d’un matériau à l’instant t on a :
P(t) = 0
∫ t
−∞
χ(t− t′)E(t′) dt′. (5.A)
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Autrement dit, la polarisation à l’instant t est le produit de convolution entre le champ
électrique aux instants passés et la susceptibilité électrique dépendante du temps χ(∆t). Le
principe de causalité nous dit que la polarisation ne peut que dépendre du champ électrique
passé. Une conséquence du principe de causalité est que la limite supérieure de cette intégrale
peut être étendue à l’infini à moins que χ(∆t) = 0 si ∆t < 0. Pour une réponse instantanée
on écrit la susceptibilité électrique avec la fonction de Dirac :
χ(∆t) = χ ∗ δ(∆t)
D’autre part la transformée de Fourier d’un produit de convolution est le produit des
transformées de Fourier des fonctions respectives. On peut donc exprimer la polarisation en
fonction de la pulsation :
P(ω) = 0χ(ω)E(ω). (6.A)
La courbe de la susceptibilité en fonction de la pulsation caractérise les propriétés de
dispersion du matériau. De plus, le fait que la polarisation ne puisse que dépendre du champ
électrique à moment antérieur (i.e χ(∆t) = 0 si ∆t < 0), impose les contraintes de Kramers-
Kronig sur la susceptibilité χ(0) [110].
A.2.3 Permittivité électrique et champ d’induction
Le champ d’induction électrique noté D représente l’influence du champ électrique E sur
l’organisation des charges électriques d’un matériau. Soit P la polarisation et χ la suscepti-
bilité électrique. Le champ d’induction électrique est par définition :
D = 0E + P = 0E + χ0E = E (7.A)
L’effet d’induction vient donc de la polarisation du vide et du matériau étudié. Ainsi, pour
une pulsation donnée, d’après l’équation (6.A), la susceptibilité électrique est reliée à la
permittivité électrique d’un matériaux par la relation :
(ω) =
(
1 + χ(ω)
)
0 = r(ω)0
* Si le matériau est anisotrope, la permittivité est une matrice (). Dans ce cas, le champ
de vecteur D n’est pas colinéaire E.
* Si le matériau est in-homogène, la valeur de () n’est pas constante dans le matériau.
* Si le matériau est non linéaire, la relation D = .E n’est plus valable. Cependant,
d’après l’équation (5.A) on peut écrire la relation (7.A) sous une forme plus générale :
D(r, t) = 0
[
E(r, t) +
∫ t
−∞
χ(t− t′)E(r, t′) dt′].
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A.2.4 Permittivité complexe
Dans une modélisation réaliste en régime harmonique, la permittivité est complexe. En
effet, la partie imaginaire permet de modéliser un phénomène d’absorption ou d’émission du
champ électromagnétique. Par opposition à la réponse du vide, la réponse d’un matériau
normal à un champ électrique extérieur dépend généralement de la fréquence de ce champ.
Cette dépendance en fréquence reflète le fait que la polarisation d’un matériau ne répond pas
de manière instantanée à un champ appliqué. La réponse peut arriver après que le champ a
été appliqué ce qui peut être représenté par un déphasage. Pour cette raison la permittivité
contient une partie imaginaire non nulle.
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La contribution de la partie réelle de la permittivité est liée à l’énergie stockée dans le
matériau.
ε(ω) = ε′(ω)− iε′′(ω)
Fig 2.A Réponse du diélectrique en fonction de la fréquence ω/2pi[111].
Fig 2.A ε′ et ε′′ représentent respectivement la partie réelle et la partie imaginaire de la
permittivité, en fonction de la fréquence. Plusieurs phénomènes sont représentés Fig 2.A :
Réponse ionique et dipolaire pour les fréquences basses.
Réponse atomique et électronique pour les fréquences plus fortes.
ε′′ représente ce qu’on appelle les pertes diélectriques. Ces pertes sont souvent très faibles. La
partie imaginaire est donc très petite devant la partie réelle. On parle alors parfois d’angle
de perte, exprimé en pourcentage et défini par :
δe ≈ tan δe = ε
′′
ε′
Cette appellation s’explique par le fait que cet angle δe est l’angle formé par les vecteurs
champ électrique et déplacement électrique dans le plan complexe. Les parties réelles et
imaginaires de la permittivité ne sont pas complètement indépendantes. Elles sont reliées par
les relations de Kramers-Kronig [110].
A.2.5 Relaxation de Debye
La relaxation de Debye [56] est une réponse de la relaxation d’un ensemble de dipôles
idéaux qui n’interagissent pas entre eux, à un champ électrique alternatif extérieur. Elle
s’exprime comme une fonction de la fréquence ω du champ extérieur à travers la permittivité
complexe εˆ(ω) d’un matériau :
εˆ(ω) = ε∞ +
∆ε
1 + iωτ
,
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Où ε∞ est la permittivité limite à quand la fréquence tend vers l’infinie, ∆ε = εs− ε∞ où
εs est la permittivité statique à basse fréquence et τ est la constante de temps caractéristique
de relaxation du diélectrique (délai entre le champ extérieur et l’établissement d’un état
d’équilibre dans le milieu).
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A.3 Éléments finis d’arêtes de Nedelec
A.3.1 Définition locale et propriétés
Nous allons présenter les fonctions de base qui vont approcher le champ solution dans un
tétraèdre :
Fig 3.A Tétraèdre.
Le tétraèdre illustré Fig 3.A est constitué des quatre sommets a1, a2, a3, a4. On définit
alors les fonctions de base Wij i, j ∈ [1 . . . 4], i 6= j, i < j de Nedelec d’ordre 0 par[69] :
Wij = (λi∇λj − λj∇λi). (8.A)
Où λi représente la coordonnée barycentrique du point ai par rapport aux points aj =
(a1j, a2j, a3j) j ∈ [1 . . . 4], i 6= j [68] (page 82). On peut exprimer les coordonnées barycen-
triques à l’aide du déterminant par exemple :
λ4(x, y, z) =
1
6vol(K)
∣∣∣∣∣∣∣∣∣∣
a11 a12 a13 x
a21 a22 a23 y
a31 a32 a33 z
1 1 1 1
∣∣∣∣∣∣∣∣∣∣
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Plus précisément on a :
λ4(X) = A4x+B4y + C4z +D4 = ∇λ4.X + λ4(0) (P˜ )
Avec :
A4 =
1
6vol(K)
∣∣∣∣∣∣∣
a21 a22 a23
a31 a32 a33
1 1 1
∣∣∣∣∣∣∣ , B4 =
1
6vol(K)
∣∣∣∣∣∣∣
a11 a12 a13
a31 a32 a33
1 1 1
∣∣∣∣∣∣∣
C4 =
1
6vol(K)
∣∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
1 1 1
∣∣∣∣∣∣∣ , D4 = λ4(0) =
1
6vol(K)
∣∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣∣
Remarque A.1. Soit lij la longueur du segment [ai, aj] i, j ∈ [1 . . . 4], i 6= j, i < j. On peut
normaliser les fonctions de base en multipliant Wij par lij. Cette transformation est utilisée
pour changer l’unité du champ solution E˜ qui sera alors homogène à des volts au lieu d’être
homogène à des volts par mètres.
En posant X = (x, y, z) et :
λi(X) = Aix+Biy + Ciz +Di = ∇λi.X + λi(0),
on a :
Wij(X) =
(AjBi − AiBj)y + (AjCi − AiCj)z + (AjDi − AiDj)(BjAi −BiAj)x+ (BjCi −BiCj)z + (BjDi −BiDj)
(CjAi − CiAj)x+ (CjBi − CiBj)y + (CjDi − CiDj).

On en déduit que Wij peut s’écrire sous la forme : Nij ×X + B. Où :
Nij =
(BiCj −BjCi)(AjCi − AiCj)
(BjAi −BiAj)
 = ∇λi ×∇λj, Et B =
(AjDi − AiDj)(BjDi −BiDj)
(CjDi − CiDj)
 .
En appliquant les formules :
∇.(u× v) = −u.(∇× v) + u.(∇× v)
∇× (u× v) = u.(∇.v)− (u ·∇)v − v.(∇.u) + (v.∇)u,
on obtient les propriétés suivantes :
∇×Wij = 2Nij et ∇.Wij = 0. (9.A)
D’après [112] l’espace Hh engendré par les Wp, p ∈ [1 . . . DL] est dense dans H(curl,Ω)
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quand la longueur des arêtes tend vers 0. Rappel :
H(curl,Ω) = {u ∈ L2(Ω)3, ∇× u ∈ L2(Ω)3}.
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A.4 Calcul des matrices élémentaires
Nous allons maintenant calculer de façon explicite les matrices élémentaires construites
avec les fonctions de bases de Nedelec et les coordonnées barycentriques. Les fonctions de
bases sont calculées localement dans le tétraèdre. Ces résultats utilisent les formules classiques
d’intégration de Gauss [113].
A.4.1 Intégration dans le tétraèdre
On se place dans un tétraèdreK. Dans un premier temps, on cherche les valeurs (α1, α2, α3, α4)
tel que la formule :∫
K
P (x, y, z)dxdydz = α1P (a1) + α2P (a2) + α3P (a3) + α4P (a4)
soit exacte pour les fonctions P1 = 1, P2 = x, P3 = y, P4 = z.
En remplaçant P par les Pi, i ∈ [1, 2, 3, 4] on obtient un système linéaire 4× 4 qui a pour
solutions :
α1 = α2 = α3 = α4 =
vol(K)
4
.
On en déduit alors les termes volumiques de la matrice A (µr = 1) définie équation (7.III) :∫
K
(∇×Wij).(∇×Wkl) = 4vol(K)Nij.Nkl
Ensuite, pour calculer le terme volumique de la matrice M (r = 1) définie équation (7.III) :∫
K
Wij.Wkl =
∇λj.∇λl
∫
K
λiλk −∇λj.∇λk
∫
K
λiλl −∇λi.∇λl
∫
K
λjλk +∇λi.∇λk
∫
K
λjλl
Il faut intégrer des polynômes de degré 2 en utilisant la formule :∫
K
λn11 λ
n2
2 λ
n3
3 λ
n4
4 = 6vol(K)
n1!n2!n3!n4!
(n1 + n2 + n3 + n4 + 3)!
.
En particulier on a : ∫
K
λiλk =
vol(K)
20
(i 6= k) et
∫
K
λ2i =
vol(K)
10
.
Idée de la preuve
Il faut ajouter les points milieux des arêtes pour que la formule d’intégration de Gauss soit
exacte pour les polinômes de degrés 2 de trois variables. Autrement dit on doit vérifier :∫
K
P (x, y, z)dxdydz = α1P (a1) + α2P (a¯1) + α3P (a2) + α4P (a¯2) + α5P (a3) + α6P (a¯3)
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+α7P (a4) + α8P (a¯4) + α9P (a¯5) + α10P (a¯6)
Où a¯1, a¯2, a¯3, a¯4, a¯5, a¯6 sont les milieux respectifs des segments :
[a1, a2], [a2, a3], [a3, a1], [a1, a4], [a2, a4], [a3, a4]
On calcul alors les valeurs αi, i ∈ [1 . . . 10] en remplaçant P par :
X, Y, Z,X2, Y 2, Z2, XY, Y Z,XZ
On obtient alors un systèmpe 10× 10 dont les solutions sont :
α1 = α3 = α5 = α7 =
−V ol(K)
20
, α2 = α4 = α6 = α8 = α9 = α10 =
V ol(K)
5
Testons par exemple ce résultat avec la fonction λ21. Comme les coordonnées barycentriques
sont des applications affines on obtient :
λ21(a¯1) = λ
2
1(a¯3) = λ
2
1(a¯4) =
1
4
, λ21(a¯2) = λ
2
1(a¯5) = λ
2
1(a¯6) = 0, λ
2
1(ai) = δ1i
Donc : ∫
K
λ21 =
V ol(K)
10
.
Donc finalement on obtient si i 6= k et j 6= l :∫
K
Wij.Wkl =
vol(K)
20
(∇λj.∇λl −∇λj.∇λk −∇λi.∇λl +∇λi.∇λk).
Si i = k et j = l :∫
K
Wij.Wkl =
∫
K
‖Wij‖2 = vol(K)
10
(‖∇λj‖2 + ‖∇λi‖2)− 2∇λj.∇λivol(K)
20
.
Si i = k et j 6= l :∫
K
Wij.Wkl =
vol(K)
20
(−∇λj.∇λi −∇λi.∇λl + ‖∇λi‖2)+ vol(K)
10
∇λj.∇λl.
Si i 6= k et j = l :∫
K
Wij.Wkl =
vol(K)
20
(−∇λj.∇λk −∇λi.∇λj + ‖∇λj‖2)+ vol(K)
10
∇λi.∇λk.
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A.5 Énoncé locale de la loi d’Ohm
Rappelons d’abord ce qu’est la mobilité des porteurs de charge. Soit une charge q soumise
à un champ électrique E. La relation fondamentale de la dynamique nous permet d’affirmer
que :
m
dv
dt
= qE
d’où
v =
qE
m
t+ v0
Par conséquent la vitesse diverge et donc le vecteur densité de courant aussi car j = qn < v >
et donc l’intensité diverge, ce qui est impossible. De plus, les interactions avec le milieu
contraignent la norme de la vitesse à tendre vers une valeur limite finie. Aussi, v est colinéaire
à E (en l’absence d’induction magnétique B), et donc on a :
v = γE
γ est est appelée la mobilité de la charge q, elle dépend du matériau, du porteur de charge,
de la température, de ||E||... En posant σe = qnγ on en déduit que :
J = qnv = qnγE⇒ J = σeE
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A.6 Algorithmes de calcul des valeurs propres
A.6.1 Introduction
Nous énonçons dans cette annexe les algorithmes classiques de calcul des valeurs propres
pour permettre une meilleure compréhension de l’algorithme d’Arnoldi décrit dans la section
IV.2.
A.6.2 Méthode de la puissance itérée
La méthode de la puissance itérée [80] est une méthode itérative de calcul de la valeur
propre de module maximal d’une matrice et du vecteur propre associé. Soit A une matrice
complexe (n, n). On suppose d’abord que A est diagonalisable, on note λi, (i = 1, . . . , n) ses
valeurs propres et ui, (i = 1, . . . , n) ses vecteurs propres associés. Les valeurs propres seront
supposées ordonnées :
|λ1| > |λ2| > . . . |λn|
Soit v0 un vecteur quelconque de Cn. v0 se décompose dans la base des vecteurs propres sous
la forme :
v0 =
n∑
i=1
αiui, αi ∈ R
Soit
wk = A
kv0 =
n∑
i=1
αiλ
k
iui
Ce qui peut s’écrire :
wk = λ
k
1(α1u1 +
n∑
i=2
αi(
λi
λ1
)kui) (10.A)
Comme | λi
λ1
| < 1 par hypothèse, le vecteur wk converge, lorsque k → ∞, vers un vecteur de
même direction que u1, donc vers un vecteur propre associé à la valeur propre de module
maximal. À chaque étape du calcul, on normalise les vecteurs wk par leur norme infinie. On
a alors le processus itératif de la méthode de la puissance itérée :
v0 ∈ Cn donne´
wk+1 = Avk,
vk+1 =
wk+1
||wk+1||∞
(11.A)
On obtient à la limite en utilisant (10.A) :{
||wk||∞ → |λ1| quand k →∞
vk → u1 quand k →∞
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On peut le voir en remarquant que pour k suffisamment grand :
||wk+1||∞ = ||Awk||∞||wk||∞ '
λk+11 α1||u1||∞
λk1α1||u1||∞
Remarque A.2. Le cas général quand A est trigonalisable se démontre en écrivant v0 dans la
base formée des vecteurs des sous espaces caractéristiques de A associés aux valeurs propres
respectives λi avec un ordre de multiplicité égale à µi :
v0 =
n∑
i=1
µi∑
k=1
αikuik, αik ∈ C
Soit λ1 la plus grande valeur propre de A. Comme les sous espaces caractéristiques sont
stables par A et en utilisant la réduction de Jordan de A on peut voir que, en factorisant par
λn1 , Anv0 prendra la direction d’un vecteur U qui est une combinaison linéaire des vecteurs du
sous espace caractéristique associé à λ1. On aura pour k suffisamment grand, en appliquant
l’algorithme ci-dessus :
||wk+1||∞ = ||Awk||∞||wk||∞ '
λk+11 ||U||∞
λk1||U||∞
' λ1
Et comme AU à même direction que U (puisque U est une direction limite), on en déduit
que U‖U‖ est un vecteur propre de A.
Remarque A.3. Si A est hermitienne, on peut continuer à chercher la deuxième plus grande
valeur propre en calculant la plus grande valeur propre de la matrice A1 définie par :
A1 = A− σu1 ⊗ v∗
Avec v choisit tel que vu∗1 = 1. En effet, on vérifie que les valeurs propres de A1 sont :
(λ1 − σ, λ2, . . . , λn)
Où les λi i ∈ [1 . . . n] sont les valeurs propres de A. Une méthode classique consiste à choisir
σ = λ1 et v = u1 pour calculer la deuxième plus grande valeur propre λ2 et son vecteur propre
u2 et ainsi de suite pour les vecteurs suivants ce qui permet de calculer les couples (valeurs-
propres, vecteurs propres) dans l’ordre décroissant. Plus précisément on calcul successivement
les matrices de déflation :
Aj+1 = Aj − σiui ⊗ ui
Ce procéder s’appelle la déflation de Wiedlandt [114].
A.6.3 Puissance itérée inverse
Si on utilise ce même algorithme pour chercher les valeurs propres de la matrice (A−σI)−1
au lieu de la matrice A ou σ est appelé shift. Alors, l’algorithme de la puissance itéré va
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converger vers valeur propre la plus proche de σ au lieu de converger vers la valeur propre
de module maximale.
Tout d’abord remarquons que si A est diagonalisable alors A et (A − σI)−1 ont les mêmes
vecteurs propres. En effet si A est diagonalisable et P est la matrice formée des vecteurs
propres de A alors :
A = PDP−1 ⇒ A− σI = P (D − σI)P−1 ⇒ (A− σI)−1 = P (D − σI)−1P−1,
et les valeurs propres de (A−σI)−1 sont (λj−σ)−1 où (λj)j∈[1...n] sont les valeurs propres
de A. Ainsi l’algorithme de la puissance itéré appliqué à (A − σI)−1 converge vers la plus
grande valeur propre de (A − σI)−1 donc le nombre σ tel que |λj − σ| soit le plus petit
possible. L’algorithme de la puissance itérée inverse s’écrit :
v0 ∈ R donne´
A` chaque ite´ration on cherche wk+1 tel que (A− σI)wk+1 = vk,
vk+1 =
wk+1
||wk+1||∞
A.6.4 Calcul des valeurs propres par l’algorithme QR
L’algorithme QR de recherche de valeurs propres se construit à partir de la décomposition
QR[71] qui utilise le procédé de Gramm-Smidt. Soit A une matrice carrée de dimension n à
coefficients dans C. Soit la décomposition QR de A = A0 = Q0R0. On construit une suite de
matrice (Ak)k≥0 de la façon suivante[81] :
A0 = Q0R0
A1 = R0Q0 = Q1R1
...
Ak = QkRk
Ak+1 = RkQk = Qk+1Rk+1
(12.A)
Proprieté A.1. Toutes les matrices Ak définies équation (12.A) sont orthogonalement sem-
blables à A0. De plus, on a Ak+1 = (Q∗k . . . Q∗0)A(Q0 . . . Qk) et Ak = (Q1 . . . Qk)(Rk . . . R1).
Par conséquent les matrices Ak construites par l’algorithme (12.A) ont toutes les mêmes
valeurs propres.
Démonstration. A0 est semblable à elle même et :
A1 = R0Q0 = Q
∗
0Q0R0Q0 = Q
∗
0A0Q0
On suppose la propriété vrai au rang k. D’après (12.A) on a :
Ak+1 = RkQk = Q
∗
kQkRkQk = Q
∗
kAkQk.
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Et on a démontré les deux premières assertions.
On suppose ensuite que Ak = (Q0 . . . Qk)(Rk . . . R0). On a la propriété suivante :
QkAk+1 = QkRkQk = AkQk.
On en déduit :
(Q0 . . . Qk+1)(Rk+1 . . . R0) = (Q0 . . . Qk)Ak+1(Rk . . . R0) = A(Q0 . . . Qk)(Rk . . . R0) = A
k+1
Comme
det(Q∗kAkQk − λI) = det(Q∗k(Ak − λI)Qk) = det(Ak − λI),
les matrices Ak on toutes les mêmes valeurs propres que A ; donc si Ak converge vers une
matrice diagonale, les éléments diagonaux sont les valeurs propres de A. Soit X ∈ Cn un
vecteur propre de Ak associé à la valeur propre λ ∈ C. On a les relations suivantes :
AkX = λX⇒ Ak+1Q∗kX = Q∗kAkQkQ∗kX = λQ∗kX
Donc si X est un vecteur propre de Ak alors Q∗kX est un vecteur propre de Ak+1.

Proprieté A.2. Les matrices de Ak définies équation (12.A) s’écrivent Ak = Q˜∗kAQ˜k, où les
matrices Q˜k sont construites par l’algorithme :
Q˜0 = I
Yk+1 = AQ˜k
Yk+1 = Q˜k+1Rk+1.
(13.A)
Autrement dit Q˜k+1Rk+1 est la décomposition QR de la matrice AQ˜k
Démonstration. Par récurrence.
A = Q˜∗0AQ˜0 = A = A0.
On suppose que Ak = Q˜∗kAQ˜k. D’après (13.A) AQ˜k = Q˜k+1Rk+1, donc Q˜∗kAQ˜k =
Q˜∗kQ˜k+1Rk+1 et le produit d’une matrice orthogonale Q = Q˜∗kQ˜k+1 et d’une matrice tri-
angulaire supérieur R = Rk+1 = Q˜∗k+1AQ˜k. Comme la décomposition QR est unique (Hormis
le fait que l’on peut multiplier chaque colonne de Q et chaque ligne de R par -1) alors on a
d’après (12.A) :
Ak+1 = Rk+1Q˜
∗
kQ˜k+1 = Q˜
∗
k+1AQ˜kQ˜
∗
kQ˜k+1 = Q˜
∗
k+1AQ˜k+1

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Proprieté A.3. Si A = A0 est symétrique alors la matrice Ak définie par l’algorithme (12.A)
est symétrique ∀k.
Démonstration. D’après la proposition A.2 il existe Q˜k orthogonale tel que Ak = Q˜∗kAQ˜k
donc
∀(X,Y) ∈ (Cn × Cn), X∗AkY = (Q˜kX)∗A(Q˜kY) = (Q˜kY)∗A(Q˜kX) = Y∗AkX

Proprieté A.4. Si A est trigonalisable (toujours dans C), quand k → ∞ alors la suite Ak
construite par l’algorithme 12.A tend vers une matrice triangulaire supérieur qui a ses élé-
ments diagonaux égaux aux valeurs propres de A. De plus, les valeurs propres de la matrice
triangulaire supérieur sont dans l’ordre décroissant le long de la diagonale. Si A est réelle
et non trigonalisable, alors Ak tends vers une matrice de même forme que la matrice de la
décomposition de Schur[71] dans R.
Démonstration. (euristique) Soit Q˜k la matrice construite par l’algorithme (13.A) alors Ak =
Q˜∗kAQ˜k.
Si on écrit Q˜k = [Q˜1k, Q˜2k] avec Q˜1k ayant p colonnes (p ≤ n) alors on a :
Ak = Q˜
∗
kAQ˜k =
[
Q˜∗1kAQ˜1k Q˜
∗
1kAQ˜2k
Q˜∗2kAQ˜1k Q˜
∗
2kAQ˜2k
]
Pour plus de visibilité on rappelle l’algorithme (13.A) :
Q˜0 = I
Yk+1 = AQ˜k
Yk+1 = Q˜k+1Rk+1
On voit alors que les espaces engendrés par les vecteurs des matrices Q˜k vérifient :
vect(Q˜k+1) = vect(Yk+1) = vect(AQ˜k) = vect(A
kQ˜0)
Et donc si Q˜1k converge vers un sous-espace de Cn alors AQ˜1k converge vers le même sous
espace et Q˜∗2kAQ˜1k converge vers Q˜∗2kQ˜1k = 0.
Si A est trigonalisable on montre que ceci est vrai pour tout p < n et donc tous les éléments
sous-diagonaux tendent vers 0. Et comme on a vu que toutes les matrices Ak ont les mêmes
valeurs propres (proposition A.1) alors on en déduit que la limite de Ak quand k → ∞
à les valeurs propres de A sur sa diagonale. L’ordre décroissant s’explique par la méthode
la puissance itérée (cf annexe A.6.2) qui indique que les premiers vecteurs de Qk+1 sont
orthogonaux entre eux et prennent la direction des vecteurs de AkQ˜0 qui sont les premiers
vecteurs propres de A (associé aux plus grandes valeurs propres). En particulier limk→∞ Q˜1k
177
contient un vecteur propre de A. Dans le cas où la matrice est symétrique ou hermitienne,
une transformation orthogonale conserve la symétrie dans R et l’hermiticité dans C (Car
(QAQ∗)∗ = QAQ∗) donc si les coefficients sous diagonaux tendent vers 0 alors les coefficients
sur diagonaux aussi. 
A.7 Arbre couvrant de poids minimal (Minimum spanning tree)
A.7.1 Introduction
Nous allons présenter des exemples d’algorithme permettant de choisir les arêtes néces-
saires pour la construction du gradient discret G défini précédemment (cf section IV.5.2.1).
A.7.2 Définitions
Soit Gr un graphe connexe et non orienté, un arbre couvrant de Gr est un sous-ensemble
d’arêtes constituant un arbre qui connecte tous les sommets de Gr ensemble.
Chaque arête est ensuite pondérée d’un poids qui est une grandeur réelle positive. On
peut par exemple, identifié le poids d’une arête à sa longueur. Ensuite, la somme des poids
des arêtes d’un arbre couvrant représente le poids de cet arbre. Un arbre couvrant de poids
minimal est un arbre couvrant possédant un poids inférieur ou égal à celui de tous les autres
arbres couvrants du graphe.
Fig 4.A L’arbre couvrant de poids minimal d’un graphe planaire [115].
Plus précisément si on appelle S l’ensemble des sommets d’un graphe Gr, A l’ensemble
des arêtes et w l’ensemble des poids des arêtes et si Gr = (S,A,w) est connexe alors un arbre
couvrant pour Gr est un sous-ensemble T de A tel que :
• (S, T ) est un graphe connexe et acyclique,
• tout sommet u ∈ S apparaît dans une arête de T ;
Et puisque T est connexe acyclique
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• |T | = |S| − 1
• l’ajout d’une nouvelle arête dans T crée un cycle,
• le retrait d’une arête de T le rend non connexe,
• c’est un arbre et donc entre tout couple de sommets il existe un chemin unique.
Un Arbre Couvrant de Poids Minimal (ACPM) de Gr est un arbre couvrant de poids ws =∑
(u,v)∈T w(u, v) minimal. Pour construire le gradient discret G (cf section IV.5.2.1) on doit
trouver un l’arbre couvrant de poids minimal au graphe du maillage en éléminant les éléments
des faces PEC, PMC et esclaves. Les poids des arêtes peuvent être égaux à la différence des
indices des 2 nœuds qui la constituent mais ce n’est pas la seul possibilité. Pour que les
dimensions correspondent, on doit choisir le premier nœud de l’arbre dans les éléments des
faces PEC, PMC ou esclaves. Ce premier nœuds correspond au potentiel nul : c’est le nœud
de référence. Voici les algorithmes classiques permettant de construire un ACPM.
A.7.3 Algorithme générique
Soit Gr = (S,A,w) un graphe pondéré. On veut construire un ACPM T .
1. T = ∅,
2. tant que T nest pas un arbre couvrant pour Gr faire
3. Choisir une arête (u, v) telle qu’il existe un ACPM qui inclus T ∪ {(u, v)}
4. T = T ∪ {(u, v)}
5. retourner en 2.
A.7.4 Algorithme de Prim
On désigne par Ai les arêtes du graphe Gr.
1. Choisir une arête A1 de poids minimal et ajouter l’arête à l’arbre T .
2. Étape n :tant que |T | 6= |S| − 1,
Choisir un sommet un qui ne crée pas de cycle (i.e un /∈ T )
tel qu’il soit un voisin de tous les sommets déjà ajoutés à l’arbre,
et tel qu’il crée une arête de poids minimale.
3. Ajouter le sommet un et l’arête An correspondante à l’arbre T et retourner en 2.
A.7.5 Algorithme de Kruskal
On désigne par V(un) tous les voisins de un qui sont dans l’arbre T , autrement dit ce sont
tous les points des sous-arbres qui contiennent un.
1. Choisir une arête A1 de poids minimal puis l’ajouter à l’arbre T .
2. Étape n :tant que |T | 6= |S| − 1,
Choisir une arête An = {(un, vn)} de poids minimal qui n’est pas dans l’arbre et qui ne
créer pas de cycle i.e :
V(un) ∩ V(vn) = ∅
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3. Ajouter les sommets {(un, vn)} et l’arête An à l’arbre et retourner en 2.
A.8 Compilation des exécutables
On donne dans cette annexe quelques indications pour compiler un exécutable permettant
d’effectuer les calculs que nous avons vus section V.3 et V.4. Avant de compiler les différents
exécutables il faut s’assurer de posséder les librairies nécessaires :
– La bibliothèque MKL qui contient le solveur PARDISO[38] et les routines associées.
– La bibliothèque ARPACK[34] qui contient les routines de calcul de valeurs propres par
l’algorithme d’Arnoldi.
– La bibliothèque Import_bma [1] qui permet de lire les fichiers de maillage sous format
.bma .
Remarque A.4. Les bibliothèque s ARPACK et MKL se trouvent sur internet alors que Im-
port_bma est une bibliothèque développée par l’ONERA . Ainsi un utilisateur hors ONERA
devra développer lui-même des routines de post-traitement et de lecture du maillage.
Remarque A.5. Les bibliothèques ARPACK et Import_bma sont des librairies statiques.
Autrement dit ces librairies se lieront à l’exécutable lors de la compilation. La bibliothèque
MKL contient des librairies dynamiques qui viendront se greffer à l’exécutable au moment
de l’exécution du programme. Et donc le chemin du répertoire où se trouve la bibliothèque
MKL devra être indiqué à la variable LD_LIBRARY_PATH où via la commande module.
On rappelle que l’exécutable à une extension .x par convention. Les sources de l’exé-
cutable sont l’ensemble des fichiers nécessaires pour compiler l’exécutable et les règles de
compilation les indications nécessaires à la compilation de l’exécutable. Les noms des fi-
chiers sources se trouvent dans les règles de compilation. Le nom des sources et les règles
de compilation s’éditent en général dans un fichier Makefile. Le chemin d’accès des librai-
ries statiques doit être indiqué dans les règles de compilation via l’option du compilateur
-L. Aussi les librairies statiques qui ont l’extension l’extension .a, devront être associées
à l’exécutable sans l’extension .a en ajoutant -l et sans faire apparaître le préfixe lib, si-
non tout le chemin du fichier .a doit être indiqué. Par exemple si la librairie s’appelle
libmkl_solver.a , on écrira -lmkl_solver dans les règles de compilation ou bien on écrira
...chemin_de_libmkl_solver.a/libmkl_solver.a.
Voici quelques lignes de code d’un fichier Makefile utilisé pour compiler l’exécutable
./Pard_FEM.x. (Les lignes commençants par le symbole # sont des lignes de commentaires) :
# Déclaration de variables et attribution d’un nom de répertoire .
LIBDIR = ../lib
DIRMKL=/usr/local/intel/cmkl/11.1.064/mkl/lib/em64t
# Déclaration de variables et attribution d’un nom de librairie .
ARPACKLIB = ../lib/libarpack_SUN4.a
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LIBMKL = -lmkl_blas95_lp64 -lmkl_lapack95_lp64 -Wl,–start-group -lmkl_intel_lp64
-lmkl_sequential -lmkl_core -Wl,–end-group -lpthread
# Liste des fichiers sources dont le l’exécutable dépend.
./Pard_FEM.x : Basics.o Solver_Pard.o DonneesPhysiques.o jeu_de_parametres.o
mots_cles_ELSEM3D.o groupe_direct.o KeyWords_tools.o nedelec.o geometrie_tetra_6ddl.o
Maillage.o Allocation.o Graphe_RG.o Assemblage.o Pard_FEM.o
# Règles de compilation
ifort -L $LIBDIR -L $DIRMKL -o ./Pard_FEM.x Pard_FEM.o Basics.o Solver_Pard.o
DonneesPhysiques.o jeu_de_parametres.o mots_cles_ELSEM3D.o groupe_direct.o Key-
Words_tools.o nedelec.o geometrie_tetra_6ddl.o Maillage.o Allocation.o Graphe_RG.o
Assemblage.o -lImport_bma $(ARPACKLIB) $(LIBMKL)
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