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ABSTRACT 
Space Weather Event Modeling of Plasma Injection Into the Inner Magnetosphere 
with the Rice Convection Model 
by 
Yang Song 
The inner magnetosphere modeling is an important component of the magneto-
sphere simulation frameworks with significant implications for space weather and a 
principle methodology to understand the magnetospheric response to changes in the 
solar wind. The thesis shows our efforts in constructing and validating the contempo-
rary Rice Convection Model (RCM) code and its interface as a next-generation code to 
predict electric fields, field-aligned currents, and energetic particle fluxes in the inner 
magnetosphere and subauroral ionosphere during geomagnetic disturbed times. The 
RCM was used to simulate the geomagnetic storms with fixed boundary conditions 
of time-dependent Tsyganenko-Mukai boundary conditions. This work shows there-
sults of two extremely strong storm events with significant interchange motion. The 
ring current injection predicted by the RCM is shown to be overestimated, consistent 
with the previous results of overestimating particle fluxes by the RCM. This effect 
is magnified here since the southward component of interplanetary magnetic field is 
very strong reaching about 50 nT. Time-dependent Borovsky's boundary condition 
is implemented and used to alleviate the huge pressure and get better tendency of 
ring current energy calculated by the Dessler-Parker-Sckopke relation. This work also 
describes a new module of generalized Knight's relation to compute the parallel po-
tential drops from the calculated field-aligned currents through Vasyliunas equation. 
It gives different ionospheric conductance and plasma drift signatures particularly 
around the midnight. The inclusion of parallel electric fields will replace the treat-
ments of energy flux in the substorm simulations since that the Hardy normalization 
cannot perform the desired function during the substorm expansion phase and the 
energy flux floor gives arbitrary enhanced the precipitating energy flux and iono-
spheric conductances at high latitude especially for the westward electrojet around 
the midnight. Since the original Knight's relation gives too large field-aligned po-
tential drop, the modified Knight's relation is applied and implemented successfully 
into the RCM. Therefore, the RCM is capable of real time event simulation including 
strong geomagnetic storms and magnetospheric substorms, although full validation 
of model predictions with typical observations remains to be done. 
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Chapter 1 
Introduction 
Space weather refers to conditions on the Sun and in the space environment that can 
influence the performance and reliability of space-borne and ground-based techno-
logical systems, and can endanger human life or health. Adverse conditions in the 
space environment can cause disruption of satellite operations, communications, nav-
igation, and electric power distribution grids, leading to a variety of socioeconomic 
losses[24]. A fundamental need of the National Space Weather Program (NSWP) is 
that of promoting the research to advance the understanding of fundamental pro-
cesses, numerical modeling, data processing and analysis, and the integration of this 
understanding into physics-based first-principle models capable of predicting space 
weather. Numerical models do exist for the regions where space weather originates, 
develops, and interacts with the Earth, but the models cannot include all the physical 
processes involved. The Rice Convection Model (RCM) has proven to be useful in ex-
plicating much of what is known about the physics of the inner magnetosphere. This 
paper describes both the scientific goal of understanding plasma transport between 
' 
the plasma sheet and inner magnetosphere during magnetic storms, substorms, and 
related phenomena and the practical aim of the NSWP by development of a code 
capable of much-improved specification and forecast of inner magnetospheric condi-
tions. 
2 
1.1 Solar Wind and Interplanetary Magnetic Field 
The Sun of our solar system is a typical star of intermediate size and luminosity. It's 
radius is about 7 x 105 km, and it rotates with a period that increases with latitude 
from 25 days at the equator to 36 days at poles. Its mass is about 2 x 1030 kg, 
consisting mainly of 90% hydrogen and 10% helium. The Sun emits radio waves, 
X-rays, and energetic particles in addition to visible light. Figure 1.1 shows the 
structure layers of the Sun. In the core of the Sun a continuous nuclear fusion is 
converting hydrogen into helium. The energy of nuclear reaction is radiated from 
the core into the layers above. Above 3/4 of solar radii heat is mainly transported 
by convection rather than radiation. The visible solar surface over the convective 
zone with a temperature of about 6000 K is called the photosphere. As a result, the 
sun is most luminous in visible light[25]. The free energy that drives space weather 
is created in the convective zone with the generation and convective distortion of 
magnetic fields[26]. 
Above the photosphere are two transparent layers. The chromosphere, visible 
during eclipses, extends 10000 km above the photosphere and has a temperature in the 
order 104 K. The corona at temperature of 106 K is observable beyond chromosphere 
for more than 106 km without an apparent termination. The solar corona is very hot 
that the hydrogen and helium can escape gravitational attraction and form a steadily 
streaming outflow of material called the solar wind. The solar wind is fully ionized 
plasma and supersonic above a few solar radii because of the heating, compression, 
and subsequent expansion. The term plasma is used as a synonym for ionized gas 
containing about equal numbers of ions and electrons[27]. The solar wind plasma 
consist of primarily of hot electrons and protons with a minor fraction of H e2+ ions 
and some other heavier ions, typically at high charge states. Although the solar wind 
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moves out almost radially from the Sun, the rotation of the Sun gives the magnetic 
field a spiral form. At the orbit of the Earth the angle between the field lines and the 
radial is about 45°. 
I 
I 
Figure 1.1 : Structure layers of the Sun. Photo courtesy of the Solar and Heliospheric 
Observatory (SOHO) consortium. 
The solar wind carries the solar magnetic field into space, forming the interplane-
tary magnetic field (IMF) and defining the heliosphere. The magnetic field of the Sun 
is extremely complicated. However, most of the complications don't extend very far 
from the surface, and the magnetic field of the outer corona can often be described 
by a dipole or quadrupole. 
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Figure 1.2 : SOHO observation of the 23rd solar cycle. Photo courtesy of SOHO EIT 
consortium. 
Additional complications arise from the variability of the field, which is also re-
fleeted in the Sun's activity. The destruction and recreation of the internal magnetic 
dipole structure occurs during a 11-year solar cycle, as shown in Figure 1.2, or actually 
22-year considering the dipole orientation. All solar cycles are not equally intense, 
and it is possible that longer period modulations are operating. 
Sunspots are manifestations of magnetically disturbed conditions at the Sun's 
visible surface as shown in Figure 1.3. They are about 4000 K, cooler than their 
surroundings on the photosphere. Because of the temperature difference and their 
size, about 103 to 105 km in diameter, sunspots can be observed visually from the 
Earth. 
5 
Figure 1.3 : An image shows sunspots during the active time of the Sun leading to a 
geomagnetic process. Figure courtesy of NASA. 
Sun emits radio energy with a slowly varying intensity. This radio flux, originating 
from atmospheric layers high in the Sun's chromosphere and low in its corona, changes 
daily with the sunspot number, and thus also follows the solar cycle as shown in Figure 
1.4. The F10.7 flux, which has a frequency of 2800 MHz or a wavelength of 10.7 em, 
affects the Earth's atmosphere. 
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Figure 1.4 : The entire record up of FlO. 7 flux May 14, 2009 with daily noon values 
(pink) and a 27-day mean (black). The green box implies that the flux at every 
minimum is very nearly the same[l]. 
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1.2 Earth's Magnetosphere 
All planets in the Solar System are surrounded by the hot, magnetized, supersonic 
collisionless solar wind plasma capable of conducting electrical current and carrying 
a large amount of kinetic and electrical energy. There is controversy as to whether 
the distribution of solar wind particles can be treated as a Maxwellian or not, and 
even whether fluid theory can be applied[25]. The Earth is the third in distance from 
the Sun in the Solar System and the fifth largest in diameter. The mean distance 
of the Earth from the Sun is 1.5 x 108 km, and radius varies from 6378 km in the 
equator to 6356 km in polar direction. Earth is one of the planets that have a strong 
internal magnetic field. In the absence of any external drivers, the geomagnetic field 
can be approximated by a dipole field with an axis tilted about 11 o from the spin 
axis. The solar wind reaches the Earth at about 400 km/s. Due to the supersonic 
nature of the solar wind, shock waves are formed in front of the planets. The bow 
shock deflects the supersonic solar wind and shelters the surface of the planet from 
the high energy particles of the solar wind, creating a cavity called the magnetosphere 
as shown in Figure 1.5. Some of the solar wind energy finds its way into the Earth's 
magnetosphere, ionosphere and atmosphere, and creates geomagnetic activity and 
drives the magnetospheric convection system. Earth's magnetosphere is determined 
by the Earth's magnetic field, solar wind, and interplanetary magnetic field (IMF). 
The volume of the Earth's magnetosphere is difficult to define and highly variable, 
but is usually on the order of several tens of thousands of Earth volumes[28]. The 
outer boundary of the magnetosphere is called the magnetopause which is a direct 
consequence of solar wind interaction with magnetized planets. Solar wind and the 
magnetic field it carries along modify the form of the magnetosphere, by pushing it 
in in the dayside and creating a long magnetotail in the nightside. On the northern 
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Figure 1.5 : Earth's magnetosphere and current system. Figure courtesy of NASA. 
and southern boundaries, it falls on open magnetic field lines and is called as plasma 
mantle. On the western and eastern boundaries, it falls on closed field lines and is 
called as low latitude boundary layer (LLBL). The region between the bow shock 
and the magnetopause is the magnetosheath. In the center of the magnetosphere, 
the region of closed field lines in the equatorial magnetotail is called plasma sheet , 
which is divided into central plasma sheet and plasma sheet boundary layer (PSBL) , 
the latter being at higher latitudes adjacent to the tail lobes which is a region de-
void of plasma. At low-altitude limit, magnetosphere ends at the ionosphere. The 
magnetosphere is filled with plasma that originates both from the ionosphere and the 
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solar wind. However, the relative importance of these two sources is unclear. The 
plasmasphere can provide part of the plasma in plasma sheet. Although it originates 
from ionosphere, the transport mechanism is quite different than in direct ionospheric 
outflow. 
. .. .. . 
Outef electron belt 
Ma.gnotic field line 
Figure 1.6 : Plasma motion and Van Allen radiation belts. The radiation of the Van 
Allen belt is composed of protons and electrons temporarily trapped in the Earth's 
magnetic field. The intensity of radiation varies with the distance from the Earth. 
Spacecraft and their occupants orbiting within this belt os passing through it must 
be protected against this radiation[2]. 
The trapping regions of high-energy charged particles surrounding the Earth are 
called radiation (or Van Allen) belts[29, 30]. The radiation belts are of importance 
primarily because of the harmful effects of high energy particle radiation for man and 
electronics. Figure 1.6 shows the structure of radiation belts. The inner one located 
between about 1.1 to 3.3 RE in the equatorial plane, contains primarily protons with 
energies exceeding 10 MeV. This is a fairly stable population but it is subject to 
occasional perturbations due to geomagnetic storms, and it varies with 11-year solar 
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cycle. The outer belt contains mainly electrons with energies up to 10 MeV. It is 
produced by injection and energization events following geomagnetic storms, which 
makes it much more dynamic than the inner belt. It has an equatorial distance of 
about 3 to 9 RE, with maximum for electrons above 1 MeV occurring at about 4 RE. 
Recently a new belt has been found within the inner belt. It contains heavy nuclei, 
mainly oxygen, with energies below 50 MeV. 
In the first order approximation, magnetopause is formed at a distance where 
the solar wind dynamic pressure equals the magnetic pressure of Earth's field. At 
this location, typically around 8 to 11 RE away on the Earth-Sun line, a large scale 
duskward current, also called as Chapman-Ferraro current, develops in the dayside 
magnetopause to cancel the Earth's field outside. The thickness of the current layer 
is typically from several hundred to a thousand kilometers, which corresponds to 
several ion gyroradii[31]. Similar current flows around the magnetotail, with reverse 
direction in order to cancel the field outside. This current is closed via the cross-
tail current which flows across the tail from the dawn magnetopause to the dusk 
magnetopause. The current is carried by plasma sheet particles. It is also called 
"neutral sheet current" because the magnetic field in its center is much weaker than 
the magnetic field outside it. Near the Earth, the positive charged ions and negative 
charged electrons have different motion and create a westward ring current around the 
Earth at a radial distance between 2 and 7 RE, overlapping the radiation belt region. 
It creates a southward magnetic field perturbation which is usually measured by Dst 
index as the perturbation of horizontal magnetic field strength. The ring current 
consists of geomagnetically trapped ions (mainly H+, He+, and o+) with energy 
from 10 to 200 keV and electrons that drift azimuthally around the Earth. The term 
"partial ring current" is used to describe inner- and middle-magnetospheric currents 
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that neither flow in closed loops near the equatorial plane nor flow into or out of the 
magnetopause. They connect two sets of field-aligned currents (FACs), or Birkeland 
currents, that flow up from or down to the conducting ionosphere. The poleward set 
is called region-1 FAC, which flow into the ionosphere in the dawn side and out of 
the ionosphere in the dusk side. They connect far out in the magnetosphere to the 
boundary layers or distant plasma sheet. They drive the convection electric field and 
currents in the high-latitude ionosphere. The equatorward set is called region-2 FAC, 
which flow into the ionosphere in the dusk side and out of the ionosphere in the dawn 
side. They shield the low-latitude ionosphere from convection electric fields. 
Plasma sheet is a very important region for auroral physics, since the nighttime 
auroral oval maps to it. The diffuse aurora originates from a region closer to Earth 
than the discrete aurora. Plasma sheet particles are hot, having energies in the keV 
range. Plasma density is a slowly varying function of time and also solar wind density, 
with average value being about 0.4 to 2 cm-3 . This and the fact that n+ dominates 
during low geomagnetic activity indicates that solar wind is providing most of the 
plasma. Ion temperature is about 7 times the electron temperature[32]. 
Because of the magnetospheric, large scale convection electric field, plasma is 
moving continuously both toward Earth and toward the central cross-tail current 
region from tail lobes. At the inner plasma sheet boundary electrons and ions are 
on different convection paths. The paths of electrons turns dawnward and the paths 
of ions turns duskward[33]. The plasma sheet is then separated into electron plasma 
sheet and ion plasma sheet near the Earth. The electron plasma sheet does not always 
quite reach the geosynchronous orbit[33]. 
The lowest part of the Earth's atmosphere, the troposphere extends to about 10 
km. Above 10 km is the stratosphere, followed by the mesosphere. In the stratosphere 
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incoming solar radiation creates the ozone layer. At heights of above 80 km in the 
thermosphere, the number of free electrons is sufficient to affect radio propagation. 
This partly ionized portion of the atmosphere is referred to the ionosphere. This 
region, ranging from 70 to 1500 km, is coupled to both the magnetosphere and the 
neutral atmosphere. Ionization appears at a number of atmospheric levels, producing 
layers or regions which may be identified by their interaction with radio waves. These 
layers are known as the D, E, and F layers. The E layer is used by radio operators 
as a surface from which signals can be reflected to distant stations. The F layer also 
reflects radio waves. However, the D layer principally absorbs radio waves due to the 
high ion-neutral collision frequencies. The electron density of different layers in the 
ionosphere is quite different and shown in Figure 1. 7. 
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Figure 1.7: Electron density of the Earth's ionosphere[3]. 
The ionosphere and magnetosphere are connected through the magnetic field lines 
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and FACs. The regions where field-aligned currents flow down into the ionosphere 
charge up positively, whereas the regions where field-aligned currents flow up from 
the ionosphere charge up negatively, creating the ionospheric electric field pattern. 
As the downward and upward parts of the current systems are typically separated, 
horizontal current systems must be formed within the conducting ionosphere. The 
auroral electrojet relates to the formation of substorm current wedge. Ionospheric 
currents close the current loops together with partial ring currents and field-aligned 
currents. The ionospheric currents flow in response to the electric field, consisting of 
a Pedersen current which flows parallel to the electric field, and a Hall current that 
flows in the direction of - E x B. 
The plasma convection pattern leads to ionospheric Hall currents, and along the 
auroral oval so-called convection electrojets are formed at about 100 km altitude, 
eastward electrojet on the duskside and westward on the dawnside. The Harang dis-
continuity is one of the ionospheric features related to the plasma convection pattern. 
The Harang discontinuity is a region of sharp reversal in the evening sector (around 
2200-2400 MLT) of ionospheric convection electric field from the poleward field on 
the equatorward side of the auroral oval to an equatorward field on the poleward 
side of the oval. The Harang discontinuity corresponds to the shear zone where the 
eastward electrojet, equatorward of the shear, the westward electrojet, poleward of 
the shear, meet together. The Harang discontinuity locates in the nightside region 
1 current system[34], which may be a result of a dawn-dusk pressure gradient in the 
central plasma sheet[35]. The longitudinal position of the Harang discontinuity is 
controlled by IMF By component: increasing positive (negative) values displace it 
towards earlier (later) local times within the evening sector[36]. 
The plasma in the inner magnetosphere co-rotates with the Earth. As a conse-
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quence, the ionospheric plasma at mid-latitudes can expand upward along the mag-
netic field lines and fill them until the plasma gas pressure is equalized along the 
entire field line. The plasma region above the ionosphere on such closed magnetic 
field lines is called the plasmasphere. In fact, the plasmasphere can be considered as 
an extension of the ionosphere since they both have very dense but cold plasma and 
there is no clear distinction between them. The outer boundary of the plasmasphere 
is called the plasmapause. The plasmasphere is normally earthward of the plasma 
sheet and overlaps with the ring current. 
1.3 Magnetospheric Dynamics 
1.3.1 Plasma Motion 
The charged particle motion in an electric and magnetic field is controlled by the 
Lorentz force: 
F = q(E+v x B) (1.1) 
The magnetic force is perpendicular to v, and leads to a circular motion in the plane 
perpendicular to the magnetic field. The instantaneous center of the circular motion 
is referred to as the center of gyration. So the motion is called gyro motion, and the 
radius 
mv1. 
r= lqiB (1.2) 
is called the gyro radius, cyclotron radius or Larmor radius. Correspondingly, the 
cyclotron frequency or the gyro frequency is defined as 
(1.3) 
The distribution of perpendicular kinetic energy and parallel kinetic energy would 
change along the magnetic field lines due to the change of magnetic field strength. 
B 
Accelerated by the E field and 
thus the gyroradius is larger on 
this pan of the orbit 
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Figure 1.8 : Schematic showing the motions of ions and electrons in a uniform mag-
netic field B in the presence of an electric field E J.. B[4]. 
The parallel motion of the particle could change its direction where all kinetic energy 
is normal to the field line where the magnetic field strength reaches a local maximum. 
This kind of motion is called bounce motion. The response of the charged particles to 
the perpendicular component of electric field is quite different than the acceleration 
or deceleration by the parallel component. Figure 1.8 shows how positively and 
negatively charged particles move in a uniform magnetic field if an electric field is 
perpendicular to the magnetic field. Although both particles gyrate in a circle, the 
direction of motion around the circle depends on the sign of the particle's charge. 
The gyro radius would vary with the particle's mass so that an ion has larger gyro 
radius than an electron. The electric force accelerates the particle during part of each 
orbit and decelerates it during the remaining part of the orbit which give a distorted 
circle. So the particle moves in a circle, in a reference frame moving with velocity 
ExB 
VE=---B2 {1.4) 
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The E x B drift is the most important drift motion. It does not depend on the 
magnitude and sign of their charges. Particles at certain location all drift at the same 
velocity. 
In a uniform magnetic field, the magnetic force would always point toward the 
particle's guiding center. In a nonuniform magnetic field, the particle could experience 
different forces at every position along its helical path[37]. In the case of a magnetic 
field with a gradient perpendicular to the field, the particle's guiding center will 
undergo a perpendicular drift, since the gyroradius is shorter in the region of stronger 
magnetic field. The rate of this drift due to the perpendicular gradient is 
(1.5) 
where K.l is the kinetic energy of the particle due to its velocity perpendicular to the 
magnetic field. When such a perpendicular gradient exists in a dipole field, particles 
will drift in circular orbits about the dipole. 
If the magnetic field has a gradient parallel to the field, the particle guiding center 
will experience acceleration along the direction of the magnetic field. The force on the 
particle has a component that is parallel to the magnetic field vector that exists at 
the location of the guiding center. The particle's guiding center will bounce back and 
forth along the magnetic field which called the bounce motion. Particle kinetic energy 
is conserved in this process, with energy transferred between the velocity components 
parallel and perpendicular to the magnetic field. 
However, as particles bounce back and forth, they must have an additional force 
applied to them that constrains their motion to follow the curved field lines. This 
force gives rise to a drift perpendicular to both the curvature force and the magnetic 
field. 
where 
2K11 B x K 
vc = qB2 
(B · '\7)B 
K= B2 
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(1.6) 
(1.7) 
is the curvature vector for the magnetic field and Ku is the parallel kinetic energy. 
Since the gradient drift depends on perpendicular kinetic energy and the curvature 
drift depends on parallel kinetic energy, they are often written together after bounce-
average as 
Bx'\7K 
vac = -~-=---qB2 (1.8) 
By playing with Eular potentials, the quantity A= KV213 is proved to be conserved 
as the flux tube filled with an isotropic distribution of particles drifts along. A is 
usually called energy invariant. 
The particle in the Earth's magnetosphere undergoes three kind of motions as 
shown in Figure 1.9: the gyro motion around the magnetic field line, the bounce 
motion along the magnetic field line between the north and the south hemisphere, 
and the drift motion with the guiding center perpendicular to the magnetic field lines. 
Figure 1.9 : The three specific motion of particles in the Earth's magnetosphere[5]. 
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A remarkable feature of the motion of the charged particles in collisionless plasma 
is that even though the energy changes, there is a quantity that will remain constant 
if the field changeS slowly enough[4]. It requires that the field changes encountered by 
the particle within a single gyration orbit are small compared with the initial field[4]. 
Therefore, adiabatic behavior occurs when electromagnetic field varies on a length 
scale that is long compared to the gyro radius and a timescale long compared to a 
cyclotron period. So the temporal or spatial changes in the electromagnetic field from 
one cyclical orbit to the next are sufficiently gradual to be effectively continuous and 
differentiable[27]. Fist adiabatic invariant is the magnetic moment 
p2 
J-l = _.L_ 
2mB (1.9) 
where P.L is the perpendicular momentum so that p, = K.L/ B remains constant for 
gyro motion. The second invariant is defined as 
J= f muuds (1.10) 
where the velocity uu and the path element ds now refer to the longitudinal motion of 
the guiding center. It's an adiabatic invariant corresponding to the bounce motion. 
When the guiding center is situated off the axis of a rotationally symmetric mirror 
field, the radial gradient of the magnetic field causes a drift around this axis in 
addition to the oscillatory motion along the lines of force. In the absence of electric 
fields and other disturbances the guiding center traces out a rotational surface, the 
longitudinal invariant surface. The magnetic flux enclosed by this surface is the third 
adiabatic invariant[38]. 
The magnetohydrodynamics (MHD) equations are a relatively straightforward 
means of simulating large-scale plasma physics, and are frequently used to model the 
global magnetosphere. The plasma is supposed to be strongly collisional so that the 
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time scale of collisions is shorter than the other characteristic times in the system, 
and the particle distributions are thus close to Maxwellian. MHD usually treats the 
plasma as a single fluid, even though particles of different energies exhibit different 
motions. The simplest form of MHD, ideal MHD, assumes that the fluid has so little 
resistivity that it can be treated as a perfect conductor. In particular, the typical 
magnetic diffusion times over any scale length presented in the system must be longer 
than any time scale of interest. We are interested in length scales much longer than 
the ion skin depth and Larmor radius perpendicular to the field, as well as the length 
scald of Landau damping which describes the energy loss of longitudinal waves due 
to wave-particle interaction, and time scales much longer than the ion gyration time. 
Lenz's law dictates that the fluid is in a sense tied to the magnetic field lines. This 
difficulty in reconnecting magnetic field lines makes it possible to store energy by 
moving the fluid or the source of the magnetic field. The energy can then become 
available if the conditions for ideal MHD break down, allowing magnetic reconnection 
that releases the stored energy from the magnetic field. 
Plasma theory gives equations of ideal MHD as 
ap 0 - + V · (pv) = 
at 
dv J X B- Vp p dt 
! (;) 0 
E+vxB - 0 
VxE aB -
at 
VxB 
- /1-oJ 
V·B = 0 (1.11) 
Here the first three equations are continuity equation, momentum equation, and 
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energy equation in magnetohydrodynamics. The fourth equation is the assumption 
of perfect conduction. The latter three equations come from Maxwell equation set. 
The displacement current in the Ampere law is neglected. 
There are many other MHD formula. Resistive MHD describes magnetized fluids 
with finite electron diffusivity which leads to a breaking in the magnetic topology. 
Extended MHD describes a class of phenomena in plasmas that are higher order than 
resistive MHD, but which can adequately be treated with a single fluid description, 
including the effects of Hall physics, electron pressure gradients, finite Larmor Radii 
in the particle gyro motion, and electron inertia. Two-fluid MHD describes plasmas 
that include a non-negligible Hall electric field so that the electron and ion momenta 
must be treated separately. Hall MHD takes the Hall term in the Ohm's law into 
account so that in the absence of field line breaking, the magnetic field is tied to the 
electrons and not to the bulk fluid. Collisionless MHD is used for collisionless plasmas 
and derived from the Vlasov equation. 
The magnetospheric interchange instability is a particular type of Rayleigh-Taylor 
instability in a MHD fluid in magnetosphere. The Rayleigh-Taylor instability occurs 
whenever an adiabatic interchange of fluid parcels results in a reduction of stored 
energy[39]. 
1.3.2 Solar-Terrestrial Interaction 
The solar wind is the ultimate power source for virtually all dynamic processes in 
Earth's magnetosphere. The important types of large-scale magnetospheric plasma 
motion are: gradient/curvature drift, which is dominant for the trapped radiation 
belts; co-rotation with the Earth, which dominates in the plasmasphere; sunward 
convection, which is dominant in the inner plasma sheet; turbulent motion, which is 
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Figure 1.10 : Streamlines of the Axford-Rines convection patter, (a) in the magneto-
spheric equatorial plane, and (b) on the polar-cap ionosphere[6]. 
a major effect throughout the plasma sheet[40]. The essential role of the IMF was 
stressed by Axford (1962)[41]. The solar-wind magnetosphere coupling produces "con-
vection" in the magnetosphere and in the magnetically-connect ionosphere. Plasma 
in the outermost layers of the magnetosphere, and in the magnetically-connected 
high-latitude ionosphere flows away from the sun as if propelled by frictional con-
tact with the adjacent post-shock solar wind. Plasma in the inner magnetosphere, 
and the magnetically connected lower-latitude ionosphere flows sunward to complete 
the circulation pattern[6]. This magnetospheric convection system is the essence of 
the solar-wind magnetosphere interaction. The dynamical coupling between the so-
lar wind and the magnetosphere is described in general terms within the context of 
two antipodal coupling models[6]. One is the Axford-Rines model[42], as shown in 
Figure 1.10. Solar-wind momentum is transmitted to the magnetosphere in a vis-
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Figure 1.11 : The Dungey magnetosphere model in noon-midnight meridian plane 
during southward IMF[6]. 
cous boundary layer just inside the magnetopause, producing the required antisun-
ward high latitude flow and the implied low latitude return flow. The corresponding 
"convection electric field" has a dawn-to-dusk orientation in the "polar cap". The 
Axford-Rines model provides a coherent phenomenological description of the basic 
solar-wind magnetosphere coupling but it can't explain the correlation between the 
coupling efficiency and the IMF direction[43] and what a mechanism could produce 
sufficient effective viscosity. Dungey (1961) proposed that the required momentum 
transfer could be attributed to magnetic rather than viscous coupling if high-latitude 
geomagnetic field lines are allowed to extend into interplanetary space[44], i.e. "in-
terconnect" with IMF, as shown in Figure 1.11. A portion of the magnetic field of 
the Earth is connected to the IMF, forming "open" field lines that have one end 
connected to the solar wind and the other end to the high latitude ionosphere of 
the Earth, the polar cap(45]. The magnetic tension transfers solar-wind momentum 
to the magnetosphere and ionosphere. There is very little energy transfer occurring 
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during times of northward IMF. 
Because the solar wind is essentially a perfectly conducting plasma, it drags the 
solar magnetic field along with it as it expands from the Sun. The magnetic flux is 
"frozen in" to the plasma as described by 
E+vxB=O (1.12) 
The frozen-in-flux theorem is violated in the open model at two places: once at the 
dayside magnetopause where interplanetary and geomagnetic flux tubes become inter-
connected, and in the magnetotail current sheet where they become disconnected[6]. 
The process within a thin current sheet is called "magnetic reconnection". Recon-
nection is thought to be the main process that transports mass, momentum, and 
energy from the solar wind into the magnetosphere, and it drives the large scale mag-
netospheric convection. Magnetic reconnection is a non-ideal instability where the 
plasma is effectively ideal everywhere except at a very thin boundary layer where the 
ideal MHD frozen-in assumption fails so magnetic fields can leak across the plasma 
and change their topology. The merging process requires an electric-field component 
tangent to the current in the boundary[46]. This electric field allows a transfer of 
energy and momentum orders-of-magnitude larger than that provided by collisional 
viscosity. 
The Dungey model is usually called the "open model" because it requires the 
existence of open, interconnected, field lines. The Axford-Hines model is called the 
"closed model" because it does not. The IMF -dependence of the flow pattern pro-
vides a strong indication that magnetic coupling is an important factor in powering 
magnetospheric convection. 
Wave-particle interaction and Kelvin-Helmholtz wave instability also have been 
suggested to inject solar-wind plasma into the magnetosphere[6]. In the case of the 
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Kelvin-Helmholtz instability, the coupling still depends somewhat on the relative ori-
entations of the internal and external fields, but the results are symmetric with regard 
to the fields' being parallel or antiparallel[47]. It is uncertain whether such a mecha-
nism could provide sufficient energy to drive convection within the magnetosphere. 
Apart from magnetic merging, there are two mechanisms that violate the frozen-
in-flux theorem and can thereby transport magnetosheath particles onto closed geo-
magnetic field lines: classical magnetic (gradient and curvature) drift, and anomalous 
(non-collisional) cross-field diffusion[6]. But their effects on the global scale are ex-
pected to be small[48]. 
1.3.3 Magnetosphere and Ionosphere Coupling 
Both the Dungey model and the Axford-Hines model require a magnetic transfer 
of antisunward momentum from the outer magnetosphere to the ionosphere by an 
electric current circuit[6]. The Birkeland current system is determined by the flow 
pattern imposed on the ionosphere and by the distribution of ionospheric conductivity. 
On the dawn and dusk sides of the ionosphere, the two rings of Birkeland currents 
feed the ionospheric Pedersen currents, which flow equatorward on the dawn side, 
poleward on the dusk side. Near local noon and local midnight, a major part of 
the Birkeland currents compensate for the divergence of the eastward and westward 
electrojets, which are Hall currents following antiparallel to theE x B drift. 
Ionosphere and magnetosphere are closely linked together via magnetic field lines. 
Magnetospheric electric fields map down to the ionosphere, creating plasma convec-
tion, frictional heating and plasma instabilities. Auroral particle precipitation ionizes 
the high latitude atmosphere during nighttime, and heat can be conducted from the 
magnetosphere down to the ionosphere. In addition, some of the atmospheric con-
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stituents are excited to higher energy levels: this can lead to emission of auroral light. 
Most of this activity occurs within auroral oval. The regions that are left inside the 
ovals are called the polar caps. Collisions between the convecting ionospheric plasma 
and the neutral atmosphere lead to generation of neutral winds and Joule heating of 
the neutral gas. Neutral gas can be further heated by plasma instabilities that arise 
due to the ionospheric currents. On the other hand, some of the cold ionospheric 
electrons and ions evaporate into the plasmasphere, plasma sheet and tail lobes. The 
changed magnetospheric ion composition, especially increased o+, can have large 
effects on some important magnetospheric processes. 
The auroral precipitation is concentrated in an auroral band that is typically about 
5 degrees in latitudinal width. While the nightside auroras reflect the dynamics of 
the magnetotail, dayside precipitation relates more directly to solar wind parameters. 
Primary auroral particles have energies between few tens e V and few hundred ke V, 
being higher on the nightside than on dayside. Some of them are accelerated in the 
field-aligned direction, indicating the presence of a special auroral acceleration region. 
The auroras are often classified into discrete and diffuse precipitation. Diffuse au-
rora are found on the equatorward part of auroral oval, in the region of the so-called 
central plasma sheet (CPS) precipitation most likely mapping to inner plasma sheet, 
where magnetic field is almost dipolar. The Auroral Boundary Index, ABI, is the 
latitude of the equatorward edge of the diffuse aurora at midnight. It is routinely 
determined with about 30 min resolution from Defense Meteorological Satellite Pro-
gram (DMSP) electron precipitating data. This boundary maps to the inner edge of 
the plasma sheet so that it moves to lower latitudes with increasing magnetic activ-
ity. The precipitating particles are drifting around Earth, electrons to the east and 
protons to the west. The strongest diffuse auroras are found on the post-midnight 
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sector produced mainly by electrons. Proton precipitation is important especially in 
the pre-midnight sector. Discrete auroras are the most intense auroral types where 
field-aligned acceleration play an important role, forming the so-called inverted-V 
precipitation in the precipitating spectrum of logarithm scale. Discrete auroral types 
include: quiet auroral arcs; spirals, curls, and folds; auroral bulge; omega bands. All 
these are nighttime, auroral oval, arc related phenomena. They are more pronounced 
pre-midnight than post-midnight, and reflect the dynamics of the Earth's magneto-
tail. They are located on the poleward part of the auroral oval, in the region of the 
so-called boundary plasma sheet (BPS) precipitation mapping to plasma sheet and 
its boundary layer (PSBL). 
The diameter of the ovals depends on the amount of the open flux in the polar 
cap: during active periods, especially during major geomagnetic storms, the ovals 
expand to lower latitudes. The size of the polar caps can be regarded as an indication 
of the amount of open magnetic flux in the magnetosphere. The polar cap potential 
drop is a convenient measure of the total rate of magnetospheric convection. It 
is defined as J E · dl. It could be measured by a spacecraft (i.e. DMSP) moving 
across the polar cap above the ionosphere. The cross polar cap potential drop is 
one of the parameters that are strongly affected by the direction of IMF[49]. This 
potential drop exceeds 100 kV for active times with strongly southward IMF, but is 
less than 40 kV for quiet times with strongly northward IMF. Polar-cap plasma flow 
is normally predominantly antisunward, which corresponds to the classical picture 
of magnetospheric convection. However, in periods of sustained, strongly northward 
IMF, plasma is frequently observed to flow sunward in a region near the center of the 
polar cap. 
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1.3.4 Geomagnetic Storm and Substorm 
The Earth is hit by a hot, magnetized, supersonic collisionless plasma carrying a large 
amount of kinetic and electrical energy. Some of this energy finds its way into our 
magnetosphere creating geomagnetic activity which consists of geomagnetic storms, 
substorms, and aurora. The solar wind electric field, determined by the solar wind 
velocity and the IMF north-south component, and the turbulence amplitude are the 
most important trigger of the geomagnetic activities, as shown in Figure 1.12. The 
geomagnetic storm happens with strong solar wind driver and turbulence, while the 
substorm activity is more complicated because of the temporal storing of energy in 
the magnetotail. It is not necessary to have a storm in order to have a substorm. 
Some auroras, extending to low latitudes, are storm-time features and some others, 
the most active ones, relate to substorms, the oval does not disappear even during 
the more quiet magnetospheric periods. 
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Figure 1.12 : Taxonomy of magnetospheric response to solar wind. Figure courtesy 
of J. Borovsky (LANL). 
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Storms, the main contributors to space weather, are initiated when enhanced 
energy transfer from the solar wind and IMF into the magnetosphere leads into in-
tensification of ring current. The ring current development can be monitored with 
the Dst index. The horizontal intensity of the magnetic field is observed to decrease 
and subsequently recover during geomagnetic storms[50]. During a storm, auroral 
ovals become greatly disturbed, broadening and expanding equatorward, particularly 
on the nightside. This brings the aurora to the skies of middle and low latitudes. 
The largest storms are often related to coronal mass ejections from the Sun. In these 
cases, the related enhancements of solar wind velocity accompanied by southward 
IMF direction result into Sudden Storm Commencements (SSC). These storms are 
typically nonrecurrent or transient. Moderate storms are often recurrent, which refers 
to disturbances that repeat with the 27-day rotation period of the Sun. CME-driven 
storms refers to storms driven by all or some of the various components: shock, CME 
sheath, ejecta, and magnetic cloud. Recurrent sources are usually attributed to high 
speed solar wind streams emanating from coronal holes. However, compression at the 
leading edge of the stream as it runs into the higher-density slow flow surrounding the 
heliospheric current sheet leads to a co-rotating interaction region (CIR)[51]. Either 
the CIR or the high-speed stream or both can be drivers of storms[52]. 
Storms are typically divided into three distinct phases according to the signatures 
in ring current or Dst index: initial phase which lasting from minutes to hours with 
increasing Dst up to a few or tens of nT and compressed dayside magnetopause; 
main phase which lasting from half an hour to several hours with a minimum Dst of 
negative tens or hundreds of nT and building of strong ring current; recovery phase 
which lasting from tens of hours to a week with gradually return of Dst to the normal 
level and lost of ring current ions. The events with minimum Dst less than -60 nT 
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are referred as storm. A storm where Dst drops to a few negative hundreds nT is 
usually called a major storm. The main feature of a storm is shown in Figure 1.13. 
Sudden Commencement 
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Figure 1.13 : Low-latitude ground magnetogram for an idealized magnetic storm. 
The total strength of the horizontal (H) component is shown[7]. 
The initial phase begins with a sudden increase in Dst that can be attributed to 
a rapid compression of the magnetosphere that strengthens that northward magnetic 
field near the equator[28]. This so-called sudden storm commencement (SSC) is 
understood to be caused by the increased solar wind ram pressure. 
The essential characteristic of a magnetic storm is a large negative deviation in 
the Dst index indicating the injection of plasma particles in to the ring current. It 
needs a period of sustained strong southward IMF. The strong convection in the mag-
netosphere is usually accompanied by repeated substorms. Particles are transported 
form the magnetotail region into the nightside inner magnetosphere where they can 
azimuthally drift in the strong magnetic field and form a westward current. The 
ring current is initially asymmetric which has more currents on the nightside than 
on the dayside. This asymmetric ring current is often referred to as a partial ring 
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current. The mechanism responsible for ring current injections is one of the funda-
mental problems in the study of magnetospheric dynamics. The electric fields could 
be characterized by potential electric fields due to convection, large-scale induction 
electric fields due to substorm dipolarization, and small-scale wave-generated electric 
fields. The convection potential can reach well over 100 kV. But it is plausible that 
the convection potential could energize plasma sheet ions from approximately 10 keV 
to 200 keV. The substorm dipolarizations lead to an induced westwards electric field 
that supplements the convection electric field. However, substorm-induced electric 
fields are able to inject particles into the geosynchronous orbit range. They cannot 
inject particles deep enough to account for the storm-time ring current. The ring cur-
rent is not enhanced during the substorm expansion phase. Storm-time ring current 
is built up be repeated substorm-injection of particles from the hot plasma sheet. 
The recovery phase of a storm occurs when the solar wind driving conditions 
return to quiet levels, and plasma injection into the inner magnetosphere ceases. 
The convection electric field is reduced, and azimuthal drift therefore becomes the 
dominant drift mechanism for particles in the inner magnetosphere. The ring current 
becomes symmetric as plasma from the nightside ring current is able to drift in closed 
orbits. While magnetospheric loss process slowly reduce the ion density over a period 
of days or more. The primary process responsible for ring current decay is believed 
to be charge exchange loss[53]. Charge exchange processes between energetic ions 
and cold neutral atoms in the exosphere produce energetic neutral atoms and cold 
ions. Since cold ions drift too slowly to carry a significant current, charge exchange 
effectively removes ions from the ring current. 
Substorms represent an inherently non-steady process in the magnetosphere. They 
are less intense, shorter-lived, and more frequent phenomena[54]. They are triggered 
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by a reconfiguration of the tail magnetic field. They are also divided into three phases: 
growth phase, expansion phase, and recovery phase. At the onset of a substorm, a 
stable, east-west oriented, southward moving auroral arc "explodes" and forms the 
so-called auroral bulge. In addition to these optical signatures, auroral substorms 
can be seen in the ground-based magnetometer recordings due to created ionospheric 
currents. The substorm process has its origin in the Earth's magnetosphere and is 
often referred as magnetospheric substorm. Some substorms that never "breakup" 
into full strength are called pseudobreakups. They can occur as substorm precursors, 
isolated events during quiet times, or isolated events during Steady Magnetospheric 
Convection (SMC) times. Pseudobreakups have most of the signatures found in 
real substorms, like injections, dipolarization, current disruption, thin current sheet, 
ground-based magnetic disturbances up to several hundred nT, weak Pi2 pulsations, 
quasi-neutral current sheet, reconnection. However, only substorms are associated 
with a significant poleward expansion of auroras and currents in the ionosphere. 
On the other hand, the strongest substorms tend to occur during longer periods 
of enhanced activity, i.e., magnetic storms. This corresponds to the case with a 
southward IMF lasting for several hours. If the IMF is northward except for a brief 
period, then it is an isolated substorm. 
The growth phase starts the substorm process and lasts about 1 hour. It starts 
with southward turning of the IMF, which enhances the convection electric field as 
the solar wind energy transferred to the magnetosphere via reconnection between 
interplanetary and magnetospheric field lines. The tail lobe field strength increases 
implying the compression of the near-Earth plasma sheet. The cross-tail current in-
creases, leading to a tailward stretching of field lines in the near-Earth tail. The 
current sheet becomes very thin just tailward of the dipole-like field lines. Concen-
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tration of o+ increases in the magnetosphere, most likely due to nightside auroral 
activity related to the upcoming substorm. Electrojets strengthen slightly. 
The substorm growth phase is followed by the substorm onset, which starts the 
substorm expansion phase. It starts the active part of the substorm process and lasts 
typically around 30 minutes, varying from 10 minutes to 2 hours. The substorm onset 
together with the breakup of auroral is usually triggered externally by changes in the 
IMF and solar wind characteristics. It is related to the unloading of energy stored dur-
ing the growth phase. In the magnetosphere, earthward high speed plasma flows are 
observed within the near-Earth plasma sheet, and plasmoids are detected in the far 
tail. During a magnetospheric substorm the cross-tail current is disrupted. A current 
system called the substorm current wedge (SeW) is formed as this current is diverted 
through a circuit consisting of earthward (downward) field-aligned currents (FAes) 
on the eastern side of the wedge, a westward auroral electro jet in the ionosphere, and 
tailward (upward) FAes on the western side of the wedge. The current disruption 
leading to sew formation is acting on current sheet that has been enhanced and 
propagated closer to Earth during the proceeding substorm growth phase. The mag-
netic field returns to a more dipolar configuration within the wedge. Particles are 
injected and accelerated close to the geosynchronous orbit. Near the local midnight, 
enhanced fluxes of particles with a wide range of energies arrive suddenly and almost 
simultaneously. Aurora suddenly brightens and expand in the nightside, starting 
from the southernmost arc near the poleward edge of the diffuse aurora. An auroral 
bulge with a westward travelling surge (WTS) on the poleward boundary of the au-
roral zone near local midnight forms. Expansion phase continues until the aurora has 
reached its most poleward location corresponding to the sew propagation tailward 
and usually a northward turning of IMF. 
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The recovery phase lasts about 1 hour, with plasma sheet recovering and magne-
tosphere returning into the pre-substorm state or preparing for the next substorm. 
Subauroral electric field events occur and double oval structure forms. If the IMF 
remains southward, then no clear recovery phase exists. Particle injection ceases with 
fluxes gradually diminishing due to precipitation and charge exchange. 
During increased geomagnetic activity, o+ ion dominates in the inner magneto-
sphere. This is evident both in storms time ring current and substorm time plasma 
sheet. Since these ions come from the ionosphere, ionosphere may be able to control 
the evolution of dynamic geospace processes via transient and localized dominance. 
The major substorm phenomena, including magnetic field dipolarization and particle 
injections, occur within the inner plasma sheet. Another substorm related phenom-
ena are the high speed flows observed both in the central and boundary layer plasma 
sheet. It has also been suggested that the periods of superdense plasma sheet may be 
an important precondition for geomagnetic storms[55]. The southward component of 
the IMF has strong and positive correlation with different phenomena, such as the 
polar cap potential drop, the strength of region-1 FACs, the auroral electrojets and 
the occurrence of substorms, the development of the ring current, the total power in 
auroral precipitation, the size of the polar cap and auroral zone[7]. 
1.3.5 Geomagnetic Indices 
Geomagnetic indices are used to specify the state of the magnetosphere. They are 
measurements of magnetic field variations on the surface of the Earth. 
The global strength of the ring current can be monitored by ground-based mag-
netometers at middle or equatorial latitudes because it decreases the intensity of the 
Earth's magnetic field. The hourly Dst index is obtained from magnetometer sta-
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tions near the equator but deviating from it to avoid the region with the magnetic 
perturbations dominated by the equatorial electrojet. At such latitudes the horizon-
tal, H, component is mainly northward component of the magnetic perturbation and 
it is strongly affected by the intensity of the magnetospheric ring current, together 
with contribution from upper atmospheric neutral winds and the Chapman-Ferraro 
currents. The Dst index is a direct measure of the hourly average of this perturba-
tion. Large negative perturbations are indicative of an increase in the intensity of the 
ring current and typically appear on time scales of about an hour. The decrease of 
intensity may takes much longer for several hours or even days. The entire period is 
called a storm. This index can be used to monitor the development of geomagnetic 
storm, as the main signature of the storm main phase is the build-up of an enhanced 
ring current. The Dst index calculated from the observations gives an estimate of the 
total energy content of the particles forming the ring current. The main enhancement 
of the storm-time ring current occurs at distances L < 4, due to either substorm par-
ticle injections or transport and energization of plasma sheet particles by enhanced 
convection electric field. The current view is that the latter process is more capable 
of delivering particles as deep as L < 4, especially if the electric field fluctuates [56]. 
AE index is an auroral electrojet index obtained from a number, typically 12, of 
stations distributed in local time in the latitude region that is typical of the northern 
hemisphere auroral zone. A superposition of the north-south magnetic perturbation 
H from all the stations enables a lower bound or maximum negative excursion of the 
H component to be determined which is called the AL index. Similarly, an upper 
bound or maximum positive excursion in H is determined which is called the AU 
index. AE index is the difference between these two indices, AU- AL. Negative H 
perturbations occur when stations are under an westward-flowing current. Thus the 
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indices AU and AL give some measure of the individual strengths of eastward and 
westward electrojets, while AE provides a measure of the overall horizontal current 
strength. AE index is the most commonly used indicator of substorm activity when 
a westward electrojet is measured with field-aligned currents in the dawn side and 
the dusk side. However, they are not a perfect measurement of electrojet strengths. 
The chain of stations used frequently gives inadequate longitudinal coverage and very 
few stations under southern hemisphere auroral zone. The fact that the auroral zone 
varies in latitude makes those stations miss the intense regions for very active or very 
quiet conditions[7]. 
The Kp index is obtained from a number of magnetometer stations at mid-
latitudes where the stations are not greatly influenced by the auroral electrojet cur-
rents. If the auroral zone expands equatorward, these stations can record the effects 
of the auroral electrojet current system and of the magnetospheric ring current and 
field-aligned currents. This occurs during magnetically disturbed periods. The mid-
latitude stations are rarely directly under an intense horizontal current system and 
thus magnetic perturbations can be dominant in either the H or D component, where 
the D component is the angle between geographic north and the horizontal vector. 
The Kp index utilizes both these perturbations by taking the logarithm of the largest 
excursion in H or D over a 3-hour period and placing it on a scale from 0 to 9. The 
ap-index is a three-hour world-wide index that is very similar to Kp but on a linear 
scale. The Ap-index is a daily average of ap[7]. 
1.4 Motivation of Space Weather Modeling 
Space weather is the concept of changing environmental conditions in near-Earth 
space. The Earth's magnetic field presents a barrier to the solar wind and creates 
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a cavity between the solar wind and the Earth called the magnetosphere[48]. Space 
weather often implicitly means the conditions in near-Earth space within the magne-
tosphere. The major goal of magnetospheric physics is to understand the dynamical 
processes that occur in the Earth's magnetosphere to its interaction with the solar 
wind plasma[37]. 
Many technologies must include considerations of the solar-terrestrial environment 
in their designs and operations. The systems are grouped into broad categories that 
have similar physical origins. Figure 1.14 schematically illustrates these effects. 
Figure 1.14 : Some of the effects of space weather on technical systems that are 
deployed on the Earth's surface and in space. Adapted from Lanzerotti [2001] [8]. 
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A variety of physical phenomena are associated with space weather, including 
geomagnetic storms and substorms, energization of the Van Allen radiation belts, 
ionospheric disturbances and scintillation, aurora and geomagnetically induced cur-
rents at Earth's surface. The beautiful auroral observed in the nighttime sky at high 
latitudes is one of the major effects of space weather, caused predominately by elec-
trons from the space environment that stream along the Earth's magnetic field lines 
and collide with the upper atmosphere[37]. 
The National Space Weather Program (NSWP) is an interagency initiative to 
speed improvement of space weather services. It emerged in 1994 from the efforts of 
several U.S. government agencies to deal with technological vulnerabilities associated 
with the space environment. The overarching goal of the NSWP is to achieve an 
active, synergistic, interagency system to provide timely, accurate, and reliable space 
weather warnings, observations, specifications, and forecasts. The program includes 
contributions from the user community, operational forecasters, researchers, model-
ers, and experts in instruments, communications, and data processing and analysis. 
Several agencies have been participated in this program, including Department of 
Commerce (DOC), National Aeronautics and Space Administration (NASA), De-
partment of Defense (DOD), National Science Foundation (NSF), Department of the 
Interior (DOl), Department of Energy (DOE), and Department of Transportation 
(DOT). The NSWP is an excellent example of interagency cooperation toward the 
achievement of both scientific and societal goals[57]. 
A working group on the space environment, consisting of the Air Force Space 
Command (AFSPC), the National Aeronautics and Space Administration (NASA), 
and the The National Oceanic and Atmospheric Administration (NOAA), examined 
the status of space weather modeling in 1997. The group recommended to develop 
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a modeling center responsible for the testing and validation of research codes. Both 
DOD and NOAA were attempting to set up Rapid Prototyping Centers (RPCs) that 
would receive validated research models and mold them into software that could run 
efficiently on operational platforms. However, it was clear the RPCs could not handle 
the process of validation and testing of research models[57]. The AFSPC/NASA 
partnership eventually inspired the creation of the Community Coordinated Modeling 
Center (CCMC). 
The CCMC is built around the successful transitioning of the Magnetospheric 
Specification Model (MSM) and the Magnetospheric Specification and Forecast Model 
(MSFM) undertaken by the Air Force during the 1980s[57]. Magnetospheric Speci-
fication Model (MSM) is an operational space environment model of the inner and 
middle magnetosphere designed to specify charged particle fluxes up to 100 keV. It was 
designed for the Air Weather Service branch of the Air Force and used as a diagnostic 
tool for spacecraft charging and other spacecraft anomalies in post-event analysis[58]. 
It is essentially a derivative of the Rice Convection Model (RCM)[59, 60, 61, 62]. How-
ever, because the MSM is an operational model, it is required to be computationally 
fast, highly automated, and the code must be easily transportable. As the design 
goal, the MSM had to meet the following criteria[63]: (1) be responsive to changes 
in geophysical conditions on time scales of 15-30 minutes; (2) contain as much of 
the essential physics and cover as much of the physical system as possible; (3) make 
maximum use of the extensive near-real-time data stream available to the Air Force; 
(4) run faster than real time on computers available at the time. The Magnetospheric 
Specification and Forecast Model (MSFM) is similar to the MSM but was designed 
and tested for greater accuracy over a wider range of geocentric distances[63]. It is 
the second generation of the MSM with improvements to many of the original MSM 
38 
algorithms, including electron loss algorithm, the initial condition, and the ability to 
provide short-term forecasts of the magnetospheric particle fluxes[58]. 
Forecasts of geomagnetic storms, the equatorial radiation environment, and geo-
magnetic activity indices have all been aided by the availability of observations from 
satellite, and new numerical models[64]. Before rockets and satellites, remote obser-
vations from the ground were the only available means to study process outside the 
atmosphere, and are still used extensively[28]. Ground-based magnetometers provide 
observations of magnetic field perturbations caused by currents in the ionosphere and 
beyond. All-sky cameras are used to image the whole sky in auroral regions. Radar 
measurements of the upper atmosphere give a complementary picture of ionospheric 
activity. Rockets eventually allowed scientists to take brief measurements above the 
atmosphere. Satellites and other spacecraft provided the revolutionary capability of 
long term in situ measurements. 
Since 1995, the joint NASA-ESA Solar and Heliospheric Observatory (SOHO) 
spacecraft is the main source of near-real time solar data for space weather prediction. 
It was joined in 1998 by the NASA Advanced Composition Explorer (ACE), which 
carries a space weather beacon for continuous transmission of relevant in situ space 
environment data. SOHO and ACE are located near the L1 Lagrangian point of the 
earth-sun distance, upstream of the earth where it measures solar wind plasma and 
magnetic field approximately one hour before it reaches the earth. Most recently, the 
launch of the NASA-ESA Solar-Terrestrial Relations Observatory (STEREO) added 
an additional space weather data stream that covers the region between the sun and 
the earth with stereoscopic imagery. 
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Figure 1.15 : A fleet of spacecraft observe phenomena that emerge from the Sun and 
cause space weather to improve space weather modeling. Courtesy of NASA. 
Many space research missions of NASA and its international partners have been 
used to monitor and detect the space environment. Several of them are shown in Fig-
ure 1.15. The relevant solar missions are Yohkoh (Yohkoh solar observatory), SOHO 
(Solar and Heliospheric Observatory), TRACE (Transition Region and Coronal Ex-
plorer), RHESSI (Ramaty High Energy Solar Spectroscopic Imager) [ 65]. The rele-
vant heliospheric missions are: IMP-8 (Interplanetary Monitoring Platform), Ulysses 
("Odysseus"), ACE (Advanced Composition Explorer). The relevant geospace mis-
sions are: Geotail, SAMPEX (Solar Anomalous and Magnetospheric Particle Ex-
plorer), WIND (Global Geospace Science WIND), POLAR (Global Geospace Science 
Polar), FAST (Fast Auroral SnapshoT Explorer), IMAGE (Imager for Magnetopause-
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to-Aurora Global Exploration), Cluster, TIMED (Thermosphere Ionosphere Meso-
sphere Energetics and Dynamics), TWINS (Two Wide-angle Imaging Neutral-atom 
Spectrometers), DMSP (Defense Meteorological Satellite Program), THEMIS (Time 
History of Events and Macroscale Interactions during Substorms). The GOES (Geo-
stationary Operational Environmental Satellite) series of NOAA operational missions 
and Los Almas National Laboratory (LANL) series are the major source of data at 
geostationary orbit. GOES-1 to GOES-9 have been decommissioned, while GOES-10 
to GOES-13 are still in use. The LANL series include 1967-059, 1977-007, 1979-
053, 1981-025, 1982-019, 1984-037, 1984-129, 1987-097, 1989-046, 1990-095, 1991-
080, 1994-084, LANL-97 A, LANL-01A, LANL-02A satellites. Some other satellites 
are observing other planets in the Solar System, such as Voyager, Pioneer, Casini. 
Major modeling efforts to simulate from the Sun to the Earth and beyond using 
three-dimensional magnetohydrodynamics frameworks have been undertaken since 
the 1990s. In the United States, the two major centers are the Michigan Center for 
Space Environment Modeling ( CSEM) and the Center for Integrated Space weather 
Modeling (CISM). These frameworks could work as a scientific tool for increased 
understanding of the complex space environment, a specification and forecast tool 
for space weather prediction, and an educational tool for teaching about the space 
environment. 
CSEM uses the Space Weather Modeling Framework (SWMF) to study and ul-
timately predict the space weather. The included physics modules are Eruptive 
Event Generator Model, Magnetogram Driven Solar Corona Model, Inner Helio-
physics Model, Solar Energetic Particle Model, Earth Global Magnetosphere Model, 
Earth Radiation Belt Model, Earth Inner Magnetosphere Drift Physics Model, Earth 
Upper Atmosphere and Ionosphere Model, Earth Ionospheric Electrodynamics Model. 
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The Earth Global Magnetosphere Model in SWMF is Block Adaptive Tree Solar-wind 
Roe Upwind Scheme (BATS-R-US)[66, 67, 68]. The RCM participants as the Earth 
Inner Magnetosphere Drift Physics Model. 
The CISM comprehensive model is built from existing state-of-the-art codes. The 
MAS (Magnetohydrodynamics outside A Sphere) is used to model the region of space 
from the solar surface to 20-50 solar radii. The ENLIL 3-D MHD Heliospheric 
Code is a numerical model for simulations of the ambient corotating solar wind 
as well as transient disturbances throughout the inner and mid heliosphere. Lyon-
Fedder-Mobarry Global (LFM) MHD code is an integrated simulation model for the 
global magnetosphere-ionosphere system. The Thermosphere Ionosphere Nested Grid 
(TING) Model is a first-principles physical model of the thermosphere-ionosphere sys-
tem. The Rice Convection Model (RCM) is an established physical model of the inner 
and middle magnetosphere that includes the coupling to the ionosphere. 
Figure 1.16 
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The RCM follows from a long line of analytic and numerical models describing the 
electrodynamics of plasma convection in the Earth's inner and middle magnetosphere[23], 
as shown in Figure 1.16. The first general formulation of the convection-model idea 
was given by Vasyliunas[69]. The RCM started at about the same time[59] and have 
been described many times[60, 61, 62, 35, 23, 45]. The model works in the closed field 
line region which extends to middle plasma sheet. The RCM is an inner magneto-
sphere model that computes potential electric fields, electric currents, and magneto-
spheric particle distributions including the effects of magnetosphere-ionosphere cou-
pling and the transport of magnetospheric particles by gradient/curvature drift[45]. It 
also includes the effects of magnetospheric shielding, subauroral ion drifts, the physics 
of ring current asymmetries[63]. A variety of work focussed on coupling the RCM to 
global MHD codes has been doing as a major part of space weather modeling. Both 
scientific and practical extension is further discussed in the thesis. Using numerical 
modeling to simulate magnetospheric dynamics will allow us to better forecast space 
weather and minimize the economic and social impact of space weather[28]. 
My thesis research work focuses on recent development of the RCM and the ef-
fects of these modifications through event modeling. This first chapter introduced the 
physics background in the solar-terrestrial interaction system. Chapter 2 will give a 
brief idea about the relationship between fluid description and kinetic description of 
magnetospheric convection in the inner magnetosphere and the necessity of kinetic 
formalism in this region. The consistency of three models involved and the difference 
between fluid-type equation and kinetic equation are illustrated by analytical anal-
ysis and numeric tests. Specific description of the RCM is given in chapter 3. The 
assumptions and basic equations in the RCM will be reemphasized. The logical loop 
for the RCM is carefully designed to illustrate the calculation sequence of the code. 
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The chapter is organized by the running procedure of the RCM to give an overall 
impression of the model. Although the RCM is a well-established physics model, 
it still needs timely update of existing models and implementation of newer mod-
els since more physics has been understood in this region. The validity of the code 
is essential in computational physics to obtain reasonable results from the existing 
physics. Therefore, several changes have been made to the modules of magnetic field, 
plasma boundary condition, and ionospheric conductances. Some recent improve-
ments and developments made for practical purpose are discussed in chapter 4. The 
two dimensional grid has been unwrapped in the azimuthal direction to be consistent 
with other numerical codes. The code is optimized and parallelized to be capable of 
routine event simulations that run faster than real time. A prototype web page to 
request RCM runs inputs selection, module selection, RCM outputs selection, and 
desirable comparisons with observational data from satellites or ground based radars 
and magnetograms is also shown in the chapter. Chapter 5 shows simulation results 
of two extremely strong storms by the RCM with special interest in different high-
latitude plasma boundary conditions. A time-dependent boundary condition should 
be applied for realistic event modeling. Statistical plasma sheet model could overes-
timate the plasma density and temperature from tailward boundary during extreme 
conditions. The ring current injection and interchange motion are also observed in the 
simulations as always. Chapter 6 describes the parallel electric fields and the steps we 
had to implement a module including the generalized Knight's relation to calculate the 
parallel potential drop from the field-aligned currents. The enhancement of plasma 
deposition by the parallel electric field is essential in substorm expansion phase when 
the upward field-aligned currents appear at the west edge of the substorm current 
wedge. Chapter 7 goes through the sources and sinks of plasma content. Besides 
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solar wind plasma moving earthward from the magnetotail, particle precipitation, 
charge exchange, and ionospheric outflows are included in the continuity equations. 
The electron precipitation is modified and the ion precipitation is implemented. Sim-
ple ion outflow module is also added into the code. The effect of two corrections to 
the precipitating energy flux is examined in chapter 8 by the simulation results of an 
isolated substorm. These corrections are widely used in storm simulations with the 
RCM, but first compared here in substorm simulations. The Hardy normalization 
can not perform the desired function during the substorm expansion phase. An ar-
bitrary energy flux floor could be used to enhance the precipitating energy flux and 
ionospheric conductances at high latitude. Another way to give realistic conductance 
is to include the acceleration from the parallel electric fields. The original Knight's 
relation overestimates the parallel potential drop in the way we used together with 
Vasyliunas's equation. The modified Knights relation gives reasonable parallel elec-
tric fields and strong enhancement of conductances on the west edge of the plasma 
bubble. The role of parallel electric fields is illustrated in the comparisons of the runs 
without and with the parallel electric fields in chapter 9. The last chapter gives a brief 
summary that by developing old modules, such as magnetic field and plasma sheet 
parameters, and implementing new modules, such as field-aligned potential drop, par-
ticle precipitation, and ion outflow, the RCM is capable of real time event simulation 
including strong geomagnetic storms and magnetospheric substorms. 
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Chapter 2 
Descriptions of Magnetospheric Convection 
In the inner magnetosphere, the plasma flows are mostly slow compared to thermal or 
Alfven speeds, but the convection is far away from the ideal magnetohydrodynamic 
since the gradient/curvature drifts become significant closer to the Earth. Several 
formalisms have been used to describe plasma dynamics, but it is not fully under-
stood how they relate to each other. In this chapter, we explore the relations among 
kinetic, fluid and an "average" model in an attempt to find the simplest yet realistic 
way to describe the convection[lO]. We will first give some background information 
of inner magnetosphere modeling. Then the assumptions and the equations of the 
three formalisms will be discussed. We will show that the average model, unclosed 
in its published form, immediately follows from the RCM formalism. Next, we prove 
analytically that the average model, when closed with the assumption of a Maxwellian 
distribution, is equivalent to the fluid model and kinetic model with a Maxwellian dis-
tribution. To give better understanding of those formulas, we analyze the transport of 
both one-dimensional and two-dimensional Gaussian-shaped blob of hot plasma. For 
the kinetic case, it is known that the time evolution of such a blob is gradual spread-
ing in time. For the fluid case, the blob separates into two drifting at different speeds 
for one-dimensional case[70]. We present a fully-nonlinear solution of this case con-
firming this behavior but demonstrating what appears to be a shock-like steepening 
of the faster drifting secondary blob. A new, more realistic two-dimensional example 
using the dipole geometry with a uniform electric field confirms the one-dimensional 
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solutions[lO]. Some discussions are given at the end of this chapter to demonstrate 
that the kinetic form seems to be a necessary approach in the inner magnetospheric 
modeling. 
2.1 Background 
Fundamental theoretical investigations of magnetospheric physical processes require 
solving a closed set of equations to model specific physical processes[lO]. At high 
latitudes, anti-sunward convection is driven by the interaction of the solar wind with 
the geomagnetic field, commonly resulting in the so-called two-cell pattern. Numerical 
solutions of global three-dimensional ideal magnetohydrodynamics (MHD) equations 
have been used with a great success in explaining patterns of anti-sunward flow in 
the magnetospheric boundary layers, or over the polar cap in the ionosphere, and a 
required "return" sunward flow in the central plasma sheet, or in the auroral oval in 
the ionosphere[71, 72, 66]. The ideal MHD equations represent the simplest possible 
formalism describing bulk plasma flows and electrodynamics in a self-consistent way. 
The inner magnetosphere is one of the regions where this approximation becomes 
progressively inadequate as the plasma becomes heated and subject to non-negligible 
energy-dependent gradient/curvature drifts besides earthward motion due to the 
cross-tail electric field[lO]. Flows can no longer be approximated by a single-fluid 
type plasma with the "frozen-in" flux condition. A more appropriate form of the 
equations is required to include some of the kinetic drift physics and electrodynamic 
effects of drift currents on the plasma. In this chapter, we analyze three such for-
mulations that can be written down in a closed form and that have been solved for 
realistic magnetospheric configurations. 
Since the timescales of magnetic field changes in the inner magnetosphere are 
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much longer than the typical periods of particle's gyro and bounce motion and the 
plasma is slow-flowing compared to the thermal speed, under many circumstances 
the transport equations are based on adiabatic guiding center drift theory. While 
different assumptions have been added into the procedure to simplify and complete 
the chain of equations, there are only two different formalisms that combine plasma 
transport, based on adiabatic drift theory, and the electrodynamic coupling to the 
ionosphere, that lead to a set of closed equations and yield realistic solutions. 
A special form of the kinetic approach to the systematic calculation of magneto-
spheric convection underlies the well-known Rice Convection Model (RCM) numerical 
code[69, 59, 60, 61, 40] developed more than 40 years at Rice University. We will re-
fer to it as the "RCM formalism", "RCM model", or "kinetic model", for brevity 
purposes. The approach invokes an equation of current conservation and includes 
field-aligned currents resulting from pressure-gradients of hot magnetospheric plasma 
with transport equations for the distribution function assuming an isotropic pitch-
angle distribution of particles. Due to energy dependence of drift velocities, a suitable 
discretization of the distribution function is used, resulting in a large number of trans-
port equations. 
The two-fluid description[73, 74, 75] was established in nearly the same spatial 
region as the RCM. While the electrodynamic equation for the electric field is the 
same, the equations replacing the drift RCM equations are just four partial differ-
ential equations for mass density and energy for each of the two species. Instead of 
the actual drift velocity, the formalism requires use of the diamagnetic velocity[75]. 
Heinemann[76] pointed out the need for an additional term accounting for the heat 
flux term in the energy equation, which is perpendicular to both magnetic field and the 
temperature gradient. With the addition of the heat flux term[77] under the assump-
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tion of the Maxwellian distribution function, the model of Peymirat and Fontaine 
[1994] is the same as that of Heinemann (1999], and will be referred to as the "fluid" 
model in this chapter. 
The relationship between the two formalisms was analyzed initially by Heinemann 
and Wolf[70], who showed that if the RCM model includes an additional assumption 
that the distribution function locally comes to thermal equilibrium faster than the 
characteristic drift times, the two sets of equations become equivalent. Without as-
suming Maxwellian distribution, one-dimensional solutions of a test case indicated 
physically different evolutions of a density and pressure perturbation. Specifically, 
for the situation of an initially Gaussian-shaped blob of plasma in the uniform back-
ground, they showed that the kinetic model predicts a gradual spreading of the blob 
with time due to energy-dependent gradient/curvature drifts of particles in the dis-
tribution function, while in the fluid case, the blob evolved into two distinct blobs 
separating from each other with time[70]. 
Liu published a model that is based on the RCM-like adiabatic drift theory but 
is a single-fluid model(78], assuming ions carrying all of the particle pressure and 
electrons to be cold, with a heat-flux term. With a clever choice of a Cartesian 
coordinate system and by employing the concept of time reversal mapping, Liu [2006] 
presents two partial differential equations describing the evolution of density and 
energy that supposedly include the RCM drift physics formalism in an average way. 
Thus, this model would appear to have the best of the RCM and fluid descriptions 
published before and be referred as the "ensemble-averaged", or simply "average" 
model in this chapter. 
Our first reason for this work is an attempt to further understand wh~t minimum 
amount of physics is necessary in order to treat the electrodynamics of the inner 
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magnetosphere in a realistic manner[lO]. While the fluid model of Heinemann [1999] 
displays properties in stark contrast to those of the RCM formalism, at least in the 
simple case published by Heinemann and Wolf [2001], the model of Liu [2006] is 
supposed to include the full RCM drift physics but in only two partial differential 
equations. Thus, it would be imperative to understand how this model is related to 
the previously published two formalisms. 
Another reason for our analysis is that for practical purposes, a one- or two-fluid 
model is simpler and faster to evolve numerically, although the full details of the 
distribution function must be sacrificed. A kinetic model is constructed from the 
guiding center drift theory and would appear to be closer to the real world, but 
solving equations numerically is more difficult and computationally slower. 
A third less obvious but no less important reason is related to a recent line of 
work building "coupled" numerical models of the magnetosphere where some form of 
the inner magnetospheric representation is installed, in a modular way, into a global 
MHD code[79, 45, 80]. In this approach, drift physics of the inner magnetospheric 
"hot" particle population is tracked in a kinetic model, and the results are used in a 
global MHD code by computing the appropriate plasma moments. The MHD code 
provides a time dependent magnetic field model for the inner magnetospheric model 
and continuously updated boundary conditions for the electric potential and plasma. 
The inner magnetospheric model computes the distribution functions of particles in 
the inner magnetosphere and passes the calculated inner magnetospheric pressures 
to the MHD model. A combined global MHD model and an inner magnetospheric 
model could yield more information in understanding the dynamics and provide a 
more physical and realistic model than using either model alone, especially in the 
inner magnetosphere[lO]. 
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Following this idea, De Zeeuw et al. [79] incorporated the RCM into the Block 
Adaptive Tree Solar-wind Roe-type Upwind Scheme (BATS-R-US). The MHD code 
generates the magnetic field model and updated boundary conditions for electric po-
tential and plasma distribution as RCM inputs. The RCM computes the distribution 
functions of inner magnetospheric particles and passes pressures back to MHD. The 
coupled RCM/BATS-R-US code predicts formation of the ring current and region-2 
FACs in a way that is significantly better than the MHD code itself. Similarly, Tof-
foletto et al.[45] are working to integrate RCM in the Lyon-Fedder-Mobarry (LFM) 
global MHD model. The RCM uses magnetic and electric fields, ionospheric conduc-
tance and plasma distribution from LFM calculation. When the pressure in the ring 
current and the density of field-aligned currents obtained with the coupled model are 
compared with those of the ideal MHD alone, the coupled model seems to show more 
realistic solutions[45, 81]. Another major global MHD code, open Geospace General 
Circulation Model (OpenGGCM), is trying to couple to the RCM as well. Hu et 
al. [80] use the OpenGGCM magnetic field, plasma information to supply inputs and 
boundary conditions for the RCM. The OpenGGCM ionospheric potential is used to 
drive the RCM. Given the complexity and technical difficulties in constructing these 
models, an adequate fluid description of the inner magnetosphere could be used to 
eliminate some of this computational complexity. 
2.2 Assumptions 
In this chapter, we will emphasize the major assumptions of models in the inner 
magnetosphere region. Since they all take account of the magnetospheric convec-
tion pattern, the similar physics makes all three descriptions have nearly the same 
assumptions[lO]: pitch angle distribution is isotropic; flow speed is much less than the 
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thermal speed; timescales of magnetic field change are slow compared to the bounce 
motion so that the adiabatic condition is satisfied. In addition, a few assumptions 
are made particular for this chapter. There are no parallel electric fields, and for 
simplicity we are going to assume that there are no losses or local sources of particles. 
All formalisms are applicable in the region of closed magnetic field lines and away 
from boundary layers. 
2.3 Kinetic Formula 
As mentioned in the first chapter, the kinetic model is based on the Vasyliunas' logical 
loop and the theory of Wolf [1970, 1983], Harel et al. [1981], and Vasyliunas [1970, 
1972][59, 40, 61, 69, 82]. The major assumption is that plasma in the inner magneto-
sphere remains isotropic in pitch-angle along magnetic field lines. For plasma sheet 
ions, such an isotropizing mechanism is most likely chaotic motion near the neutral 
sheet[83], while for the electrons wave-particle interactions are probably the dominant 
mechanism. Then the parameter A = KV213 is conserved along drift paths[40, 84] 
considering slow-flow particles filling isotropic flux tubes and averaging the total drift 
velocity due to E x B and gradient/curvature drifts. Here K is particle's kinetic 
energy, Vis the flux-tube volume, E and Bare electric and magnetic fields. This and 
all subsequent integrals are from one hemisphere of the ionosphere to the other along 
the flux tube on closed field line region. Since A is an invariant along trajectories, 
it can be used as a variable labeling the distribution function in the velocity space 
f = j(A, x, t). 
The drift velocity averaged along a flux tube can be shown to be[84]: 
E x B AB x vv-213 
VD(A, x, t) = B2 + qB2 (2.1) 
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This velocity is the familiar ExB and gradient/curvature drift velocity averaged along 
a flux tube under the assumption of pitch-angle isotropy and expressed in terms of 
invariant energy A. Without sources or losses, the quantity 
rJ= ~n~s =nV (2.2) 
where n is number density, ds is the displacement along the field line, and 'fJ is 
essentially the number of particles per unit magnetic flux, turns out to be conserved 
along the drift path. 
(2.3) 
Equations (2.1) and (2.3) have the species indices omitted; for simplicity, in this 
chapter we will assume that positive ions of one type carry all the pressure and that 
the electrons are cold and don't carry pressure. No assumptions regarding the shape 
of the distribution function beside the pitch-angle isotropy are made. 
The electric field in equation (2.1) depends on the spatial distribution of plasma 
and must be solved for separately. It can be obtained by assuming that E is a 
potential field in the ionosphere and considering current conservation between the 
magnetosphere and the ionosphere. The result is a two-dimensional elliptic partial 
differential equation for the electrostatic potential that has gradients of total plasma 
pressure p. Since this equation is exactly the same for all three models we consider, 
we don't discuss it any further in this chapter. 
For our purposes, the most important fact is that (2.1) and (2.3) depend on 
A. When (2.1) is substituted into (2.3), the result is a hyperbolic partial differential 
equation of the advection type that can be solved given appropriate initial and bound-
ary conditions. Dependence on A then means representing the distribution function 
f = j(A, x, t) on the boundary, and then solving (2.3) for these "energy levels". In 
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reality, this results in a set of 100-200 equations of type (2.3) simultaneously since 
they are only coupled via the electric field. Having to solve a large number of equa-
tions (2.3) is a computational burden of this RCM approach but allows an accurate 
representation of the inner magnetospheric plasma transport. 
2.4 Fluid Fornnula 
Heinemann [1999] showed that the three-dimensional equations of conservation of 
mass, momentum, and energy of fully collisionless inner magnetospheric plasma can 
be written as[76]: 
an 
at + \7. (nv) 0 
\7 p - qn (E + v x B) 0 
~n (~ + v · v) T + p\7 · v + \7 · h - 0 2 at (2.4) 
. where temperature T, equivalent to pjn, is in energy units, and his the perpendicular 
heat flux having a form in the rest frame as 
5p 
h= -B2B X \7T 2q (2.5) 
The above equation set is reduced to two coupled partial differential equations after 
bounce averaging along a flux tube 
(~ + v. v) TJ + _!!_B x vr. v s = o at qB2 (2.6) 
( :t + v · \7) s + 2q~2 B · \7T x Vln TJ = 0 (2.7) 
where TJ is defined by (2.2) and sis entropy per unit mass expressed through pressure 
p and number density n as 
(2.8) 
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The equations (2.6) and (2. 7) are written in the magnetospheric equatorial plane. A 
strong assumption in this approach is that the distribution function is Maxwellian 
locally, which implies energy transfer in the velocity space. The drift velocity v, 
coming from momentum equation in equation set (2.4), is analogous to (2.1) in the 
RCM approach: 
EX B B X '\lp 
V= +--~ B 2 nqB2 (2.9) 
but the second term in the right hand side is not an actual gradient/curvature drift 
velocity but a "diamagnetic drift velocity" instead. The diamagnetic drift is not a 
guiding center drift. A pressure gradient does not cause any single particle to drift, 
but results in more particles moving in one direction than in the other. The heat 
flux term in the fluid case appears to have a "collisional" form which is proportional 
to the density gradient. Sets of fluid transport equations can probably be derived 
that are more complicated and involve more physics than the ones we use here, i.e. 
including Landau damping[85]. However, we have chosen to limit ourselves just to 
terms that are needed to represent the effects of adiabatic-drifts[lO]. 
2.5 Average Formula 
2.5.1 Description 
In order to show the heat flux term explicitly, Liu [2006] modified the basic RCM 
convection equation to obtain a model that is described by only two partial differential 
equations per species, similar to the two-fluid case above[lO]. A Cartesian coordinate 
system is cleverly chosen so that the y-direction is locally tangent to the contour of 
flux tube volume V. So that the gradient/curvature drift velocity is locally always in 
the y-direction, and the drift velocity in the x-direction is thus energy independent. 
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By the concept of time reversal mapping(78], the particle sources of those particles 
in position x at time t are distributed on a flux tube volume contour at a very 
recent past. The reference source point, which is the time reversal along average drift 
velocity u = (v D), is obtained by ensemble average of drift velocity over different 
kinetic energies. The expressions for density n and pressure p are expanded around 
the reference source point. After some mathematical manipulations, the mass and 
energy transport equations are written as 
(!+u·v)~­
(%t+u·v)s-
n 
qB2 (VV x VT) · B 
4V~3 ( 9 ) 9qB2 vv X v s + 4pVT . B 
where the quantity Sis related to phase space density F(K) as: 
S = J F(K)(K - (K) )K312dK 
(2.10) 
(2.11) 
(2.12) 
The quantity 3 = pV"Y, or entropy, is an adiabatic invariant that is conserved in the 
RCM approach for a given "energy level" >. as 
~ 2 \ 
..=. = -~/\ 3 (2.13) 
since r = 5/3. But its summation over all energies is in general not conserved. The 
phase space density F is proportional to the distribution function f in such a way 
that n = f F(K)VKdK, so that 
471'v'2 
F(K, x, t) = m3/ 2 J(>., x, t) (2.14) 
The "ensemble average" drift velocity u is defined as 
ExB T 
u= --BxVlnV B2 qB2 (2.15) 
Formally, this looks similar to the fluid model but includes the RCM drift physics. 
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2.5.2 Comments 
Regarding the approach of Liu [2006], we first note that the phase space density is a 
function of time, and so is the quantity S. Therefore, the equation set (2.10,2.11) is 
not closed without a model for the evolution of the distribution function, knowledge 
of which is needed to evaluateS. Expression (2.12) can be evaluated in a closed form 
for a kappa distribution function, yielding[78] 
S = 3K-nT2 
2K.- 5 
However, it is easy to see that assuming a kappa distribution function in general 
would be inconsistent with the adiabatic drift laws assumed in the average model. 
Thus, it appears that this model suffered from the well-known problem of the closure 
of moment equations[86]. 
One possible way to close the equation set (2.10,2.11) is to assume that the dis-
tribution function is Maxwellian. Then, since the Maxwellian is obtained from the 
kappa distribution function in the limit of"'-+ oo, 
(2.16) 
If this is the case, we now show that equation set (2.10,2.11) directly follow from the 
RCM equations (2.3) and (2.1). Indeed, we can write the RCM transport equation 
(2.3) as (! +vD · V') n>.V = 0 
Furthermore, since .>. is constant along drift trajectories, (2.3) can be written as 
(~ + VD · V') ~1]>.A = 0 at 3 
Here, we add the subscript .>. to emphasize the energy dependence. The drift velocity 
(2.1) can be written in a different form by re-writing the gradient/curvature drift 
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term: 
ExB 2K 
v D = B2 - 3qB2 B x V ln V (2.17) 
and when averaging over energy, one obtains the same "ensemble-averaged" drift 
velocity of equation (2) in Liu [2006] since (K) = 3T /2. 
If we recall that the number of particles for energy interval [K,K+dK] is 
n(K)dK = F(K, x, t)VK dK (2.18) 
The density equation (2.10) follows from the RCM conservation law (2.3) 
(:t+u·V)ry 
- ~ (! +u·V) nAV 
- L (: + vv. v) nA v + L [(u- vv). V] nA v 
A t A 
- ~ [2 (K~~~KA))B x VlnV] · V(nAV) 
- I 2 (KA- (KA)) [VV X VF(K). B] VKdK 
3qB2 
- 3q~2 vv x [v j (K- (K))F(K)VKdK + V(K) j F(K)VKdK]. B 
n 
- qB2 (VV x VT) · B (2.19) 
and we used the fact that the pressure pis 1- 1 = 2/3 of the energy density 
p = J(r -1)F(K)KVKdK =~I F(K)K312dK 
then we can derive equation (2.11) from the RCM formalism in a similar way 
(!+u·v)s 
- ~ ( :t + u · V) ~ryAA 
- L (~ + VD. v) ~ryAA + L [(u- VD). V] ~ryAA 
A 8t 3 A 3 
_ ~ [ 2 (K~~~KA))B x Vln v] · V (~nAKAV513) 
_ J 4 (KA - (KA)) V 213 [VV x V F(K) ·B) K 312dK 
9qB2 
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- ~~;: VV x [ V J (K- (K)) F(K)K312dK + V (K) J F(K)K312dK] · B 
4v312 vv (vs + ~pvr) . B (2.20) 9qB2 4 
as stated in equation (2.12) 
S - J F(K) (K- (K)) K 312dK 
- J F(K) (K- (K) )2 VKdK 
- n(!:l.K2) (2.21) 
This shows that the average model directly follows from the RCM kinetic model 
stated above. 
2.6 Relation 
Since the RCM and fluid equations are equivalent if the RCM case includes the 
additional assumption the distribution function is maintained Maxwellian[70], our 
result from the previous section means that the average model is equivalent to the fluid 
model of [Heinemann, 1999] under that assumption. The kinetic model, such as the 
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RCM formalism, does not make any assumptions about the shape of the distribution 
function except for the pitch-angle isotropy[lO]. To verify it, we found an elegant way 
to show this, by reducing all three formalisms to the same common set of equations, 
which is presented in this section. Let's assume that the distribution function is 
Maxwellian in the average model and in the RCM model. It was explicitly assumed 
to be Maxwellian in the case of the fluid model, of course. Then we show that the 
mass equation and energy equation in these three models are equivalent. Specifically, 
we show that the three mass equations can be transformed to 
ary (EX B ) 1 
- + . \7 'fJ + -\i'p X \i'V. B = 0 at B 2 qB2 (2.22) 
The energy equations from the three models can be transformed to the common form 
as+ (Ex B. v) 3 + _1_V'P2 x vv5/3. B = 0 
at B 2 qB2 n (2.23) 
2.6.1 Mass Equation 
We start with the fluid model. Taking gradients of the ideal gas law p = nT and 
the definition of entropy per unit mass (2.8) yields: dp = ndT + Tdn and ds = 
3dpj2p- 5dn/2n. Then we start from the density equation (2.6) of the fluid model 
and use gradients of p and s to obtain: 
0 
(~ + v. v) 'fJ + ...!]_B X \i'T. V's at qB2 
_ ary +(Ex B. \7) 'fJ + (B x \i'p. \7) 'fJ + nV (\i'p _}!_\i'n) x (2_\i'p _ ~\i'n) . B 
at B 2 nqB2 qB2 n n2 2p 2n 
ary (EX B ) B X \i'p v 
at + B2 . \7 'fJ + nqB2 . (n\i'V + V\i'n)- nqB2 \i'p X \i'n. B 
ary (Ex B ) 1 at + B2 . V' TJ + qB2 V'p x vv . B (2.24) 
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which is exactly of the form (2.22). 
Second, we show that (2.22) follows from the RCM equations, in a way similar 
to that of Heinemann and Wolf [2001]. First, we note that K is proportional to the 
distribution function f, which is easy to see if one writes the number of particles per 
unit magnetic flux within energy invariants interval [A, A+ ~A] in terms of 'f/ and in 
terms off: 
2 47rv'2." 
'f!(A, x, t)~A = V 41rv ~vj(A, x, t) = m3/ 2 v Aj(A, x, t)~A (2.25) 
Equation (2.25) implies that the RCM transport equation (2.3) can be written as: 
[:t +vD(A,x,t) · V'] j(A,x,t) = 0 
In addition, integrating (2.25) over all values of A yields a useful relation: 
47rv'2 roo 
m312 Jo dA.J>.j(A, x, t) = nV 
For a Maxwellian distribution 
( m )3/2 >-j(A,x, t) = n -- e-Tv2/a 
21rT 
(2.27) can be integrated by parts to yield: 
47r.J21oo dAA3/2j(A x t) -
3/2 ' ' m o 
47rv'2 roo dAA5/2j(A X t) -
m3/2 Jo ' ' 
47r'!; roo dAA7/2 j(A, x, t) -
m Jo 
We also need these partial derivatives: 
aj ~~ 
an 
-
n 
aj 2AV-5/3 
av 
- f 3T 
~nTV513 
2 
15 nTV5/3 
4 
aj (Av-2/3 _ ~) 
ar 
- f T 2 2T 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
(2.30) 
We will need to take two moments of (2.26): 
100 d)..)..112 [ :t + vv(>.., x, t) · '\7] J(>., x, t) - 0 
100 d>.>.312 [ :t + vv(>.., x, t) · '\7] J(>., x, t) - 0 
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(2.31) 
We start from the first of the moment equations (2.31) by using (2.27),(2.29),(2.30), 
and the expression for the drift velocity (2.1), as well as these identities 
v-2/3 3 
---nTV513 -
T 2 2 
v-213 15 ~4nT2v7/3 -
v-213 105 
---nT3V 3 -
T 2 8 
to simplify the derivatives 
0 
- 1oo d>..>..1/2 [! + vv · v] f 
_ 100 d>.>. 1/2 (!!.. E x B . v >.B x vv-213 . t"7) 1 
o ot + B 2 + qB2 v 
- { 00 d>..>..1/2/ [.!. (!!.. E X B . v) >.B X vv-213 . '\7n 
Jo n ot + B 2 n + nqB2 
2>..v-513 (a Ex B ) 
+ 3T ot + B2 . '\7 V 
(2.32) 
( ).. v-213 _ ~) (.!!__ E x B . ) ().. v-213 _ ~) B x V'V-213 · '\7T] + T2 2T at + B2 '\7 T + >.. T2 2T qB2 
_ 100 d)..).. 1/2/ [.!_ (.!!__ E X B . v) _!__ (.!!__ E x B . t"7) V 
o n at + B2 n + V ot + B2 v 
>.B x vv-213 ('\7n '\7T)] + . -+-qB2 n T 
_ (.!!_ Ex B . v) ( V) VV-213 x '\7p · B 3 TV5; 3 
ot + B 2 n + pqB2 2 n 
ory ExB 1 
- at + B2 . v"' + qB2 Vp x vv. B (2.33) 
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which is identical to (2.22). 
The mass equation in the average model is transformed as: 
0 
(~ + u . v) 'fl - __!!_ (V'V x V'T) . B 
at qB2 
= ary +(EX B. v) ry- _!_B X V'ln v. \i'ry- __!!_ (\i'V X \i'T). B 
at B 2 qB2 qB2 
_ ary + (Ex B . v) ry- __!_ (\i'V x \i'n) · B- __!!_ (\i'V x V'T) · B 
at B 2 qB2 qB2 
- ary + (E x B .v) 'fl + _1_\i'p x \i'V . B (2.34) 
at B2 qB2 
Thus, equation (16) in [Liu, 2006] has been shown to be equivalent to (2.22). 
2.6.2 Energy Equation 
Using similar techniques as in previous part, we can transform the energy equations to 
the same form (2.23) for all three models. The transformations become algebraically 
complicated due to the need to include the mass equation into them, but we attempt 
to spell out all the major steps so that the interested reader can reproduce our results. 
First, for the fluid model we start with (2. 7) and proceed as follows: 
0 
- (~ + v. v) 8 + - 5-B. \i'T X \7 ln 'fl 
at 2qB2 
3 ( a E x B B x V'p ) 5 ( a E x B B x V'p ) 
- 2p at+ B 2 . \7 + nqB2 . \7 P- 2n at+ B 2 • \7 + nqB2 . \7 n 
( a E x B B x \i'p ) 5 ( V ) +0 at+ B2 . \7 + nqB2 . \7 v + 2nqB2V n\i'T X \i'V + -:;;V'p X \i'n . B 
5 (a ExB ) 5 (a ExB ) 5 
- 2n at + B 2 . \7 n - 2V at + B 2 . \7 v - 2nqB2V \i'p X \i'V . B 
3 (a ExB ) 5 (a ExB ) 5 
+2p at+ B 2 • \7 p+ 2V at+ B2 . \7 v + 2nqB2V (V'p+n\i'T) X \i'V. B 
3 [ a ( 5; 3 ) ( E x B ) ( 5; 3) 1 p2 5; 3 ] 2pV5/3 at pV + B2 . v pV + qB2 V'-;;; x vv . B (2.35) 
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By multiplying 2pV513 /3, we recover (2.23). Thus (2.7) has been shown equivalent 
to (2.7). 
Moving on to the RCM, we start from the second moment equation in (2.31): 
0 
- 100dAA312 (! +vD · V) f 
_ 100 dAA 3/2 (~ E x B . ~ AB x vv-213 . ~) 1 
o at + B2 v + qB2 v 
- 100 dAA3/2j [.!.(~+EX B. v) n + AB X vv-213 . Vn 
0 n at B2 nqB2 
2A v-513 ( a E x B ) 
+ 3T at + B 2 • V V 
( AV-213 _ ~) (~ Ex B. ) (AV-213 _ ~) B x VV-213 · VT] + T 2 2T at + B2 V T + A T 2 2T qB2 
- {oo dAA 3/2 f [~ (~ + E x B . v) p + ~ (~ + E x B . v) V 
} 0 p at B 2 3V at B 2 
AB x vv-213 (Vn VT)] + . -+2-qB2 n T 
_1_ (~ E x B . v) ( V5/3) (~nTV5/3) 
- pV513 at+ B 2 P 2 
+ 1 vv-213 X v (nT2). B ( 15 nT2V 713) 
nT2qB2 4 
~a (pvs/3) ~ (E x B .v) ( vs/3) + _3_vP2 x vvs/3 . B (2.36) 
- 2 at + 2 B 2 P 2qB2 n 
which is the same as (2.23) except for the factor of 3/2. 
In the average model, iff is a Maxwellian, then S = 3nT2 /2, and the energy 
transport equation (2.11) becomes: 
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0 
= (~ + u. v) s- 4v 213 vv x (vs + ~pvr) · B 
at 9qB2 4 
as+ (Ex B . v) s- _!_B x Vln v. v (pV5/3) 
at B 2 qB2 
-
4v 213 vv x [v (~nT2) + ~pvr] · B 9qB2 2 4 
_::: + . \1 s - --\IV X \lp. B - --\IV X -\lp + -\IT . B a= (Ex B ) TV213 4V213 (3T 15p ) 
at B 2 qB2 9qB2 2 4 
a= (E x B ) 5V213 5V213 
= _::: + . \1 s + --T\lp X \IV. B + -B2p\JT X \IV. B 
at B 2 3qB2 3q 
as (E x B '("7) ~ 1 '("7P2 '("7v5/3 B 
-+ ·v .::.+-v-Xv · 
at B 2 qB2 n 
(2.37) 
which is the same as (2.23). 
2.7 Comparison of Fluid and Kinetic Approaches 
We now proceed to look at the differences that these three formalisms imply for 
convection in the inner magnetosphere. Since the average model, when closed with 
the assumption of a Maxwellian, is equivalent to the fluid approach of Heinemann 
[1999], we will only consider the RCM and fluid approaches. Unfortunately, analytical 
solutions of equations (2.1), (2.3), (2.6), (2.7) seem difficult to construct. Previously, 
Heinemann and Wolf considered a one-dimensional case to contrast solutions of the 
RCM and fluid equations[70], and obtained approximate solutions in the fluid case. In 
this section, we first revisit that case but generalize the solution, and consider both an 
analytic linearized solution as in [Heinemann and Wolf, 2001] as well as a numerical 
case. We then present a somewhat more realistic two-dimensional example[10]. 
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2.7.1 One-dimensional drift picture 
For the one-dimensional test case[70], no electric field is present, so that transport 
is considered due to gradient/curvature drifts only. The magnetic field B is normal 
to the equatorial plane, and its magnitude is a function of x only: B = [0, 0, B(x)]. 
Particles are assumed to mirror between two "plates" at z = 0 and z = L, so that 
the flux tube volume is L/ B, and L is a constant distance. If the magnetic field is 
chosen as 
a 
B= 3 (xm- x) (2.38) 
then the drift velocity (2.1) for the RCM approach is: 
>.B x vv-213 
VD - qB2 
>. d(B2f3) ~ 
- qB£2/3 dx y 
2>. 
- q£2/3al/3y 
Ct>.fl (2.39) 
where 
c1 1 dV-
213 
- qB dx 
2 (2.40) - qal/3 £2/3 
The plasma is assumed to consist of constant background density and pressure and 
a perturbation term that is initially of Gaussian shape: 
2 
n(y,t=O) - 1+Ae-5 
2 
p(y, t = 0) - 1 + Ae-5 (2.41) 
where A is the magnitude ratio of perturbation to background, a is half-width of 
the initial Gaussian, and we assumed normalization T(t = 0) = 1. The distribution 
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function of the plasma is assumed to be Maxwellian initially: 
j(>., y, t = 0) = fo(y)e->.fA (2.42) 
where A= TV213 and f 0 (y) is given by (2.41). 
The perturbations of density and pressure can be expressed as[70]: 
bn Jcoo d)..)..l/2e->.! Ae-(y->.Clt)2/a-2 
= A o fooo d)..)..l/2e->./A n 
bp Jcoo d)..)..3/2e->.!Ae-(y->.C1t)2ja-2 
- A o fooo d)..)..3/2e->./A (2.43) p 
Given a choice of A,C1 ,A, and a-, the integrals in (2.43) can be evaluated numerically 
as functions of time. 
We now switch to finding the solution in the fluid case. Since there is no electric 
field and flux tube volume is independent of time, the mass and energy equations 
(2.22) and (2.23), written in terms of nand p, become: 
an 1 
- + --\lp X \lV. B - 0 at qB2V 
ap 5 p2 
at + 3qB2V \l;: x \lV · B 0 (2.44) 
To uncouple these two partial differential equations, we transform (2.44) to two equa-
tions such that each one has only one unknown function to solve which looks like 
p0 n!3, by setting 
a 1 
/3± 
-5 ± v'IO 
= 3 
k± pn/3± (2.45) 
Then (2.44) can be written as: 
(2.46) 
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Define 
c2 
T dV 
-
----qBV dx 
-
T ( L) dB 
qL - B 2 dx 
3 2 2/3 
-
-2 qal/3 £2/3 TV 
3 
-
--CtA 2 
(2.47) 
and "velocities" V± as 
V± - f3or-C2 
-5 =t= viiO -3 
- 3 2 CtA 
- HuJDc,A (2.48) 
If the perturbation is small (A « 1), (2.46) can be linearized to yield the equations 
for the perturbations 6k±: 
(2.49) 
The general solution of (2.49) is an arbitrary function of y- V±t. Since the initial 
condition in our case are: 
We can write solutions for 6k±: 
_ -5 ± vfiO (6n) + (6p) 
3 n o p o 
_ -2 ± vfiO (6n) 
3 n 0 
- -2 ± vfiO Ae-~ 
3 
-2 ± vfiO (y-v±t)2 
----Ae- u 2 
3 
-2± vfiOA 
- 3 ± 
(2.50) 
(2.51) 
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(y-v±t)2 
where A± = Ae u 2 are two moving Gaussian peaks. Therefore, the solutions for 
number density and pressure can be obtained from: 
6n 
n 
6p 
p (2.52) 
which is equivalent to previous results[70]. The nature of the solutions (2.52) becomes 
clear if we write solutions as functions of A±. The initial perturbations of density and 
pressure decompose with time into two Gaussian-shaped peaks drifting with different 
speeds: 
6n = J5- J2 A J5 + J2 A 
2vfs + + 2vfs -n 
6p 1 1 
- -A++ -A p 2 2 -
The temperature perturbation and entropy follow as: 
6T 6p 6n 
T 
6s 
p n 
1 1 
VIOA+ - VIOA_ 
36p 56n 
-----
2 p 2 n 
-2 + J5 A - 2 + J5 A 
2\1'2 + 2vl2 -
(2.53) 
(2.54) 
In principle, linearization is necessary to obtain analytical solutions (2.52) only. To 
verify our approximation, and also to generalize the analytical case, we solve (2.44) 
numerically without assuming A « 1. The three sets of solutions (RCM, analytic 
solution for the fluid case with linearization, and numerical solution for the fluid case), 
are presented in figures 2.1-2.3. For simplicity, we chose C1 = a = 1. In analytical 
case, we also have A= 1,C2 = -3/2. We first take up the case of a small perturbation 
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Figure 2.1 : Solutions for density (left) and pressure (right) perturbations for times 
t = 0 (solid), 1 (dashed), and 2 (dotted) plotted for the 1-D case in the RCM model 
(top), the fluid model obtained analytically (middle), and the fluid model (bottom) 
obtained numerically. A= 0.01. Figure from [10]. 
(A= 0.01). Comparison between the middle and bottom panels of Figure 2.1 shows 
no discernable differences between the analytical solution and the numerical solution 
in the fluid case. The behavior of the fluid case solution and the RCM solution (top 
panels of Figure 2.1) are exactly the same as those published by Heinemann and Wolf 
[2001]. The fluid and kinetic solutions behave very differently, of course: the RCM 
solution shows a spread of the initially Gaussian-shaped perturbation. Physically, 
the spread is straightforward to understand: faster particles drift faster, while slower 
ones lag behind, resulting in a gradual spreading in time. 
The time dependence of the fluid solution, displayed in the second and third 
rows in Figure 2.1 and restated in Figure 2.2, is remarkably different: an initial 
Gaussian-shaped perturbation separates into two Gaussian-shaped peaks drifting at 
different speeds. This difference, pointed out by Heinemann and Wolf [2001], is what 
led us to re-derive analytical solutions in the fluid case[10]. For A = 0.01, we find 
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Figure 2.2 : Numerical solutions for the fluid 1-D case are shown for density perturba-
tion (top left), pressure perturbation (top right), temperature perturbation (bottom 
left), and entropy (bottom right) as functions of time from t = 0 to t = 2 with a time 
step of 0.2. A= 0.01. Figure from [10]. 
exactly the same behavior, thus providing an independent verification of previous 
result[70]. Figure 2.2 plots time dependence of temperature which deviates from the 
initial background value but in the opposite sense for the two peaks. The magnitudes 
are small ( 10-3) and consistent with our first-order perturbation theory for the 
analytical solution. Temperature plots indicate that the faster drifting peak is hotter 
compared to the initial perturbation, while the slower peak is colder. 
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Figure 2.3 : Numerical solutions for the 1-D fluid case at t = 2 for increasingly large 
levels of the perturbation amplitude A (0.1, 0.2, 0.3, 0.4, and 0.5). Quantities shown 
are perturbations of density (top left), pressure (top right), temperature (bottom 
left), and entropy (bottom right). Figure from [10]. 
Figure 2.3 shows how the four quantities (2.53),(2.54) change with increasing 
A, at a later time t = 2. Two new prominent features of the numerical solution 
are disappearance in the symmetry of the peaks, and a gradual steepening on the 
faster-moving peak that results in formation of what appears to be a shock front. 
Temperature perturbations are no longer small. 
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2.7.2 Two-dimensional drift picture 
The behavior of the solution of the fluid model in the one-dimensional case found 
by [Heinemann and Wolf, 2001], generalized and confirmed in this work, is far from 
intuitive. One possibility is that it might be an artifact of the simplifications leading 
to a one-dimensional "made-up" magnetosphere. We thus construct a more general 
and slightly more realistic-looking two-dimensional example solution[10]. We assume 
that the magnetic field has dipolar geometry, is in the z-direction in the equatorial 
plane, and is given by: 
(2.55) 
and also that the flux-tube volume varies as (assuming L » 1): 
(2.56) 
where L = .Jx2 + y2 , scaled by Earth's radius, RE. Now L is L-shell value but 
not a constant distance as in the one-dimensional case. Assume that the electric 
field is no longer zero but is uniform and is in the y-direction. We solve both the 
fluid and the RCM equations in the x-y coordinate system intended to represent 
the magnetospheric equatorial plane in the GSM coordinate system. The region of 
interest is (x, y) E ( -22, -2; -10, 10), where we use a rectangular uniform grid with 
steps ~x = ~y = 0.1, to numerically solve the equations. Due to the equivalence 
shown in previous section, we solve equations (2.22)-(2.23) for the fluid case. 
The parameters are chosen as similar as possible to the one-dimensional case. In 
this case, we prescribe the problem not in terms of p and n but in terms of rJ and 
B. We assume that initially there is a background plasma population with uniform 
TJo = 1, 3 0 = 1. Since we treat this problem numerically, we go ahead and assume 
there is a uniform electric field in the y-direction E = 10, particle charge q = 0.04, 
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RE = 1, Bo = 104 , and Vo = 10-4 . The initial condition is the background plus 
a Gaussian-shaped blob of plasma centered at (x0 , y0 ) = ( -10, 0) with half-width 
a= 1: 
TJ(X, y, t = 0) - 1 + Ae-(x-xo)2-(y-yo)2 
~( t 0) = 1 + Ae-(x-xo)2-(y-yo)2 
.::. x,y, = (2.57) 
Given the initial conditions (2.57) and the dipole-type magnetic field (2.55)-(2.56), 
we numerically integrate the fluid equations (2.22)-(2.23) forward in time using the 
standard 4th-order Runge-Kutta method. 
Our results for the fluid case are summarized in figures 2.4-2. 7. Figure 2.4 displays 
time evolution of density and pressure perturbations for the case of small A= 0.01. 
The solution behaves in essentially the same manner as the one-dimensional case 
we considered previously: the initial peak separates into two peaks with different 
moving speed. Both peaks maintain their separate shapes while drifting apart. The 
magnitudes of the peaks are comparable in terms of pressure but the faster-drifting 
density peak is much lower than the slower-drifting density peak. Contrast this with 
Figure 2.5, which shows the .same solutions for the case of large A = 0.5. While 
the initial peak separates into two as in the two-dimensional case of A = 0.01, the 
peaks no longer remain symmetric. In fact, the faster-drifting peak has its "front" 
steepening with time and forming what might appear as a shock front. 
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Figure 2.4 : Fluid solutions for the 2-D case of density (left column) and pressure 
(right column) perturbations for the case of a small initial perturbation amplitude 
A= 0.01. Time increases top to bottom as t = 0, 1, 2[10]. 
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Figure 2.5 : Fluid solutions for the 2-D case of density (left column) and pressure 
(right column) perturbations for the case of a small initial perturbation amplitude 
A= 0.5. Time increases top to bottom as t = 0, 1, 2.[10] 
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Figure 2.6: Fluid 2-D solutions for pressure perturbations at t = 3 for different values 
of A = 0.01 (top left), 0.1 (top right), 0.3 (bottom left), and 0.5 (bottom right )[10]. 
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Figure 2.7 : Fluid 2-D solutions for temperature perturbations at t = 3 for different 
values of A = 0.01 (top left), 0.1 (top right), 0.3 (bottom left), and 0.5 (bottom 
right) [10]. 
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Figure 2.8 : Kinetic (RCM) solutions for the 2-D case at t = 1, 2, 3 (top to bottom). 
Left column is density perturbations, right column is temperature perturbations[lO]. 
This highly non-linear effect becomes more obvious in Figure 2.6 showing the 
"fully-developed" (t = 3) solutions for pressure perturbations, for four increasing 
values of A. As the two peaks drift, t he leading peak becomes steeper and steeper 
on its "front" and also somewhat "thinner" in the radial direction partly due to the 
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electric field. Parameters are chosen so that the gradient/curvature drift velocity 
dominates the E x B drift velocity as in the inner magnetosphere. Adding a constant 
electric field to the numerical solution indicates that the character of the solutions do 
not depend on the assumption of no electric field. 
Figure 2.7 is a plot of the temperature perturbation in the same format, and should 
be compared with the appropriate curves for the one-dimensional case presented ear-
lier. Again, we observe that the faster-drifting peak is hotter and the lagging peak 
is colder. As A increases, the steepening of the leading peak on its leading edge 
increases[lO]. 
As in the one-dimensional case, we contrast these fluid solutions with those ob-
tained for the RCM theory. Obtaining solutions in the kinetic case is completely 
analogous to the one-dimensional case in that the distribution function f at an ar-
bitrary time t can be mapped to f at t = 0 along drift trajectories. We choose to 
solve the case with A = 0.5. The distribution function was discretized in terms of>. 
and 201levels were used. Values of density and pressure perturbations were obtained 
by taking the appropriate moments of the distribution function. Density and tem-
perature perturbations are presented for three times 1, 2, and 3 in Figure 2.8 in the 
left column and right column, respectively. The initial conditions are the same as in 
the fluid case. The properties of these solutions are physically easy to understand. 
Just like in the one-dimensional case, the initial Gaussian-shaped blob of plasma will 
gradient/curvature drift roughly in the azimuthal direction around the Earth, grad-
ually spreading, with higher-energy particles leading and the lower-energy particles 
trailing. The double-peaked structure of the temperature perturbation is due to our 
specification of the initial conditions and the dipole geometry, with slower drifting 
particles being colder and faster drifting ones hotter. 
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2.8 Discussion 
Inspired by a new theoretical model[78] for describing hot plasma convection in the 
inner magnetosphere of the Earth, we presented our analysis of this and the other two 
such previously-published models, kinetic and two-fluid. For the case of a Maxwellian 
distribution function, we proved that the three models: 
1. Maxwellianized RCM, which assumes that some collisional or wave-particle in-
teractions not only keep the distribution function isotropic (as in ordinary RCM) 
but also maintain local thermodynamic equilibrium, 
2. Peymirat and Fontaine's fluid equations with the Braginskii heat flux added 
3. Liu's energy and mass conservation equations for the case of a Maxwellian 
distribution 
are equivalent. 
The equivalence of 1 and 3, together with our comments regarding proper closure 
of average model, serves as proof that it is not really a new model but is simply a 
version of 2, at least for the case of a Maxwellian distribution function. One might 
argue that if the average model were closed with the assumption of, say, kappa-
shaped distribution function, it would be in better agreement with the kinetic model. 
However, when we repeated our one-dimensional case for the two models and the 
kappa-shaped (K = 6) distribution functions, we found essentially the same results. 
By verifying equivalence of 1 and 2, we performed a verification of the Heinemann 
and Wolf calculations. We also verified the conclusions of the specific one-dimensional 
example given by Heinemann and Wolf, and we extended it to the non-linear case. 
To better understand the implications of that one-dimensional case, we constructed 
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solutions of a new and more realistic two-dimensional case in the dipolar magnetic 
field geometry. 
The development of the shock wave in both one- and two-dimensional cases is 
an interesting new and unexpected feature. Physically, one might interpret this phe-
nomenon in a way similar to formation of shock waves in gases. Indeed, for the 
one-dimensional case, the speed of the blob is proportional to temperature (equation 
2.48). Since the temperature is enhanced in the center of the leading blob, in the 
nonlinear regime it is possible for the center to travel faster than the leading edge, 
forming the predicted steepening. The decrease in temperature in the trailing blob, in 
the same way, should cause a slowing of the center of the trailing blob. The implica-
tion of it is that a fluid code that describes the inner magnetosphere can be expected 
to form shock waves. The calculations should serve as a caution to fluid modelers who 
might wish to include gradient/curvature drift effects in the inner magnetosphere by 
adding appropriate terms (equation 2.4) to fluid equations: the fluid solutions for a 
drifting blob of plasma look completely different from the solutions obtained using 
RCM-type drift equations. 
There is an implicitly requirement for the Maxwellization of the RCM in this 
chapter. Since the distribution function in kinetic models is usually more complex 
than a simple expression, the time scale of the Maxwellization must be shorter than 
the typical bounce period so that the plasma with different energy arriving at cer-
tain flux tube would redistributed to a Maxwellian. To show the implication of the 
Maxwellization, we defined a function as 
(2.58) 
where 
( m )3/2 >-f(>., x, t) = n -- e- rv3/2 
21rT 
We obtain a property 
from integration by part. Then the first several values of this function are 
u(O) - nV 
u(1) ~nTV513 
2 
u(2) - 15 nT2y7/3 
4 
u(3) 105 nT3V3 
8 
Notice that the derivatives of f could be expressed as 
&f = f!_ 
on n 
of 2>.v-5/3 
av - f 3T 
&f - (>.v-2/3 - ~) 
&T f T 2 2T 
Since the continuity equation gives 
( 8 ) ( 8 ) )..B x \i'V-2/3 0= -;'l+VD·\7 f= -+VE·\7 f+ ·\i'f ~ m qW 
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(2.59) 
(2.60) 
(2.61) 
(2.62) 
(2.63) 
(2.64) 
(2.65) 
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so the two terms in the right hand side have the same magnitude but different sign. 
Then a general form of transport equation looks like 
(:t +vE · \7) u(k) 
- (~ . \7) 4?TJ2100 d>..>..k+l/2! at +vE m3/2 0 
- 4?TJ2100 d>..>..k+l/2 (~ . \7) f 
m3/2 0 at +vE 
- - 4?TJ2100 d>..>..k+3/2 B X \7V-2/3 . \7 f 
m3/2 o qB2 
- 4?TJ21oo d>..>..k+3/2_1_\7 f x \7v-2/3. B 
m3/2 o qB2 
1 
- -\7u(k + 1) x \7V-213 • B qB2 (2.66) 
fork= 0 and k = 1, these equation comes to the mass and energy equations of those 
fluid models. Comparing the two sides of the equation, we get 
The summation of the terms in the bracket should be zero. Since k is an arbitrary 
non-negative integer, only the last term contains nonlinear term and thus should 
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vanish. 
\lT X \lV . B = 0 (2.67) 
Because the gradient of flux tube volume is always normal to the magnetic field, so 
the temperature gradient is in the plane determined by flux tube volume gradient 
and the magnetic field. On the other hand, if the density and pressure keep the 
same along the magnetic field lines, then so does the temperature. The temperature 
gradient must be normal to the magnetic field line as well. So it implies that the 
temperature gradient and flux tube volume gradient are parallel, or antiparallel with 
each other. If the magnetic field is dipolar, then the flux tube volume gradient is in 
radial direction. The temperature contour would be concentric circles. Since this is 
generally the case, there is an extra term in the bracket when k = 1, which implies that 
the Maxwellization violates the energy transport equation. When the temperature 
gradient is westward, the particle gains energy and becomes faster which is consistent 
with the shock waves observed in our numerical tests. 
If the relation 2.67 holds, we can put it back to energy equation and get a dia-
magnetic drift term in that fluid type equation. 
0 __ a2 E x B '{"7~ 1 '{"7P2 '{"7V5/3 B 
-+ ·v.::.+-v-Xv · at B2 qB2 n 
a3 E X B . \1'= ~ \1 X \1V5/3 . B 
at + B2 ~ + qB2 P 
a2 E x B . \1'= _1_\1 \1 ( V5/3) . B 
- at + B2 ~ + nqB2 p X p 
a3 E X B . \1'= B X \1 p . \1'= 
- at + B2 ~ + nqB2 ~ (2.68) 
So the entropy parameter, pV513 is conserved along the drift path and no heat flux 
term is enrolled. 
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Chapter 3 
Rice Convection Model 
A broad goal of magnetospheric physics is to understand the dynamical processes 
that occur in the Earth's magnetosphere. The RCM, developed over 40 years, is 
one of the best theoretical tools of exploring the physics in inner magnetosphere 
region. The RCM is a multi-fluid physical model for the reason that different particle 
populations of the inner magnetosphere cannot be treated as a single fluid because of 
the spread of energy, and its electromagnetic coupling to the ionosphere. The RCM 
self-consistently computes particle drifts, field-aligned currents and electric fields. It 
treats the three dimensional coupling problem as a pair of two dimensional problems, 
one in the equatorial plane and the other in the ionosphere. These two regions are 
connected by the magnetic field mapping. This chapter will discuss the model in 
detail including the assumptions, equations, and the structure of the code following 
the running procedure. 
3.1 Assumptions 
The RCM deals with the Earth's inner and middle magnetosphere. With regard to 
the dayside of the magnetosphere, it considers the region earthward and equatorward 
of the magnetopause and its associated boundary layers[40]. With regard to the 
nightside, it considers the inner part of the plasma sheet. Theoretical considerations 
determine the limits of the modeling region. The boundaries of the modeling region 
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are all magnetic-field aligned since the theory treats each magnetic field line and the 
particles on it as a discrete entity[40]. 
The theory and idea of the RCM is based on the assumption that the inertial term 
dv a 
p dt = (at + v . \i')v (3.1) 
in the MHD momentum equation can be neglected. This limit is applicable to sub-
sonic, slow-flow region of the magnetosphere. It allows us to separate the problem of 
magnetospheric convection from the problem of the propagation of MHD waves in the 
magnetosphere. It greatly simplifies the basic equation of magnetosphere-ionosphere 
electrical coupling and it reduces the instability problems involved in numerical solu-
tion of the equations. The slow-flow part of the plasma sheet corresponds to middle 
magnetosphere. The inner magnetosphere refers to trapped-radiation belts and plas-
masphere. The same region contains a high density of low-energy plasmaspheric 
particles that co-rotate with the Earth, and also a much lower density of energetic 
Van-Allen belt particles which mainly gradient/curvature drift around the Earth. 
The assumption implies that there is no wave-particle interaction involved and the 
magnetic field is force balanced. 
For particles in the 100 eV to 100 keV range, three types of motion occur on 
three different time scales. The gyro motion around the magnetic field line is the 
fastest which is the advantage of using guiding center drift model instead of purely 
kinetic model. In the slow-flow region, where the drift velocity is defined to be small 
compared to the fast-mode speed, or the magnetosonic speed, the bounce period is 
much smaller than the drift period for any particle whose thermal velocity is greater 
than, or comparable to, the fast-mode speed. 
The fortunate wide separation of the gyro, bounce, and drift time scales allows 
the convenient use of simple adiabatic invariant. After taking the bounce average 
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drift velocity, it could shown that TJ, the number of particles per unit magnetic flux, 
remains constant along the drift path of a particle. 
Another convenient approximation is the isotropic pitch angle distribution. It is 
a very elegant approximation, because it makes the distribution function describing 
particles on a given field line as a function only of energy and not of either pitch angle 
or location on the field lines[40]. 
Figure 3.1 : Schematic illustration of electrons' and ions' orbits near the center of 
the tail current sheet whiere the curvature of the field line is comparable to the ion 
gyroradius[ll]. 
Some wave-particle interactions could elastically scatter electron pitch angle on 
a time scale short compared to a drift time. Chaotic behavior is probably the main 
mechanism for plasma sheet ions. As shown in Figure 3.1, the ion gyro radius in the 
equatorial plane is larger than the thickness of the current sheet. Neither the first 
nor the second adiabatic invariant is conserved[7]. The chaotic motion keeps the ion 
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distribution isotropic. This approximation is reasonable for the plasma sheet and con-
sistent with observations there. If no loss of heat and particles is considered, then -X, is 
constant along a drift path. The validity of bounce-averaged gradient/curvature drift 
relies on a slowly varying magnetic-field configuration, as well as time-independent 
magnetic fields. The change of electric field must be slow as well so that the electric 
field on the ionosphere could be represented by a scalar potential according to the 
Faraday's law. 
3.2 Logic Diagram 
Figure 3.2 : RCM calculation diagram. 
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RCM equations and numerical methods have been chosen for accurate treatment of 
the inner magnetosphere, including the flow of electric currents along magnetic field 
lines to and from the conducting ionosphere. The RCM computes plasma distribution, 
Birkeland currents and associated electric fields self-consistently, assuming perfectly 
conducting field lines and employing pre-computed time-dependent magnetic field 
information and associated induction electric fields. Other efforts has been made 
to self-consistently compute the magnetic field in force-balance with RCM-computed 
pressure distributions[63]. 
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Figure 3.3 : Initial part of the inputs.dat file for the March 31, 2001 storm event. 
Figure 3.2 shows the calculation diagram of the RCM. Inputs parameters are 
listed on the top of the diagram, including solar wind density, solar wind velocity, 
Kp index, Dst index, ABI index, ap index and Fl0.7 flux. These inputs parameters 
are stored in the file "inputs.dat" (Figure 3.3) which gives observational parameters 
during the interested time interval. In the first line of the file, it saves the sun spot 
number, the Fl0.7 flux right before the event, monthly averaged, 81-day averaged, 
and yearly averaged FlO. 7 flux, and a series of ap index. The sun spot number 
could be calculated by the FlO. 7 flux since they have a very good linear relation 
F10.7 = 60.19+0.907 x sun_spoLnumber. The file then lists some input parameters, 
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including solar wind density, solar wind velocity, the ion component ratio, the polar 
cap potential drop, the Dst, ABI, kp indices, and the IMF conditions, for each time 
between the starting time and ending time. 
The ion composition ratio of [O]+ /[H]+ is usually given as[87] 
[Q]+ = Q 045 X e0.17XkPin+0.010xF10.7in [H]+ . (3.2) 
which use Kp and FlO. 7 as parameters. 
The interpretation and parameterization of the polar cap potential drop as a 
function of solar wind conditions have been studied extensively both theoretically 
and empirically[88, 49, 89]. Boyle developed s statistical relation[90] 
PCP= (1.01 ± 0.11)10-4v~w + 11.7(±0.70)IBI sin3 ~ (3.3) 
where PCP is in kV, vis the solar wind velocity in km/s, B is the magnitude of the 
interplanetary magnetic field in nT, (} is the angle that cos(} = Bz/ B. It has been 
predicted that once the induced electric field from the solar wind reached a certain 
magnitude the ionospheric potential would stop increasing and saturate[88, 91]. 
What known as the Hill-Siscoe formulation of the transpolar potential is based 
on the idea that the strength of the region 1 current system is limited in such a 
way that it cannot produce significant changes in the magnetic field strength at the 
low-latitude magnetopause[88, 89]. The final form used in RCM looks like 
1/3 
PCP = 10_4 2 57.6p8wEsw Vsw + 1/2 
Psw + 0.43Esw 
(3.4) 
where Psw is the solar wind pressure and and Esw is the interplanetary electric field 
in m V / m defined as 
E " 301 B"O sw = Vswsm 2 sm (3.5) 
and 
By 
tanO' = Bz 
90 
(3.6) 
The density and temperature of the plasma at the RCM's boundary, and cross po-
lar cap potential drop are also inputs into the RCM, but they are currently calculated 
by statistical models using other parameters. The plasma sheet density and temper-
ature can be obtained by satellite measurement, including geosynchronous satellites, 
Geotail and THEMIS satellites. A geosynchronous orbit is an orbit around a planet, 
mostly the Earth, with an orbital period that matches the planets rotation period. A 
geostationary orbit is a geosynchronous orbit directly above the Earth's equator, with 
a period equal to the Earth's rotational period and an orbital eccentricity of approxi-
mately zero. Geostationary orbits are useful because they cause a satellite to appear 
stationary with respect to a fixed point on the rotating Earth. The geosynchronous 
plane is about 35,800 km above the Earth. NOAA GOES and LANL satellites pro-
vide continuous monitoring for intensive data analysis. However, the RCM has its 
nightside boundary further out in the tail, the geosynchronous measurements can not 
be used as boundary condition in the RCM. The Geotail is a mission developed by 
Japanese Institute of Space and Astronautical Science (ISAS) and NASA to study the 
structure and dynamics of the tail region of the magnetosphere with a comprehensive 
set of scientific instruments. Its orbit has been designed to cover the magnetotail 
over a wide range of distances: 8 to 210 RE from the Earth. The present orbit is 
9RE x 30RE with inclination of -7° to the ecliptic plane. The five THEMIS spacecraft 
are placed in highly elliptical orbits where the spacecraft will line up at apogee every 
four days. The satellites have different orbits in their 13 phases up to now. During 
their tail science phases, they could give measurements at nightside approximately 
in the range from 10 RE to 30 RE· The Geotail or THEMIS observation could be 
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used as boundary condition for short events. However, it can not provide the plasma 
sheet information throughout a long storm. For the cross polar cap potential drop, al-
though the DMSP satellite, in a sun-synchronous, low altitude polar orbit, could give 
an estimation based on measured ion velocity and calculated magnetic field strength 
through frozen-in flux equation, the time resolution of the estimation could be larger 
than the time scale of the change. Therefore, these satellite data are usually not used 
as a direct input to the model. 
The plasma distribution and the polar cap potential distribution are derived from 
the calculated plasma sheet density, plasma sheet temperature, and cross polar cap 
potential drop. They serve as the high-latitude boundary conditions to solve the 
plasma distribution and ionospheric electric field, which are two of the main calcu-
lations in the RCM. As shown in the center of the diagram, the major component 
in the RCM calculation includes the plasma distribution, the field-aligned currents, 
and the electric field. The stand alone RCM doesn't calculate the magnetic field in a 
self-consistent manner. To the contrary, the magnetic field model is an input module 
to the RCM calculation. But it is calculated in an equilibrium version. Given the 
magnetic field and the initial condition of the plasma sheet, we could estimate the 
Birkeland currents by the pressure gradient using Vasyliunas equation. The current 
density on the ionosphere gives the term in the right hand side of the fundamental 
equation of magnetosphere-ionosphere coupling. With the thermal wind from the 
ionosphere/thermosphere model and ionospheric conductances consisting solar radi-
ation and particle precipitation, we could solve the ionospheric electric potential. 
Knowing the ionospheric electric field and as well as the parallel electric field along 
the magnetic field line, we could get the plasma drift velocity. With the ion outflow 
as the source term, particle precipitation and charge exchange as loss terms, we could 
then solve for the plasma advection and finish the logical loop. 
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Figure 3.4 : Example of the rcm.params file for the July 22, 1998 substorm event. 
A file named "rcm.params" (Figure 3.4) is used to specify the modules and options 
in the RCM run. The first information provided by this file is the starting time and 
the ending time of the simulation. These times are relative times, or elapsed times, 
from the beginning of the event. So the starting time must be set to zero at the time 
to run the event. The file then specify the record index and the time steps. These 
time steps include the running time step in the simulation, the time step to write 
the record file, the time step to write the log file, and the time step to clean up the 
plasma edge information. We then need to specify the modeling region either in the 
ionosphere based on latitude or in the equatorial plane based on the distance to the 
Earth relative to the stand off distance. Some conductance parameters, polar cap 
distribution parameters, threshold parameters are also listed in the file. The file next 
writes the choices of particle precipitation, ion outflow, charge exchange. Debugging 
parameters could be switched on and off to match the requirements of the run. The 
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grid resolution, magnetic field parameters, and plasma sheet parameters are included 
at the end of the file. As shown by the small boxes in the loop diagram, in general, 
RCM needs the following inputs modules 
• 3D Magnetic Field 
• Plasma Initial Condition 
• Plasma Distribution Function at High-latitude Boundary 
• Potential at High-latitude Boundary 
• Ionospheric Conductances 
• Electron Precipitation 
• Thermospheric Winds 
• Field-aligned Potential Drop 
• Ion outflow including polar wind, auroral wind, etc. 
• Ion Precipitation and Charge Exchange 
The first 5 terms must be presented to run the simulation, while the latter 5 terms 
are kind of optional in numerical sense, which means it's fine to run without turning 
them on, but also essential on the plasma convection pattern. You could choose 
certain method for each module by giving an integer number or logical parameter in 
"rem. params". 
After you have these two files ready, you could perform the RCM run. First, 
you need to set up the grid points on the ionosphere according to specified grid 
resolution. It will read an index of grid resolution, calculate the colatitude and local 
time of each grid point. Then you need to set up the magnetic field. The RCM 
traces the magnetic field lines from the ionosphere foot points to the equatorial plane 
and records the coordinates of the cross point in the equatorial plane, the minimum 
magnetic field there, and integrates for the flux tube volume. In the standard RCM, 
these information is calculated before the main code so that we could examine the 
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magnetic field before the running of the main code since it might be time-consuming 
to set up complicated magnetic field. We then need to set up high latitude plasma 
boundary condition and solar radiation contribution to the ionospheric conductances. 
Since the solar radiation doesn't change much especially during an interval of several 
hours or a few days, only the contribution at the initial time would be calculated. We 
can then run the main code afterwards. 
T T T T T T F T F F F F ! ax,bf,ef,cd,pm,fs,cs,ps,qr,m3,v3,u3 
0 r r r 0 ! lc selected,time,combine,overlay,Jc edqe selected 
F T T T T ! F F F F F F ! pf,qs,ql,bc,ft,te,sc,dst,ae,ena,e~v,fu; 
ROMRUN ! run_id_strinq 
1 999 ! rec_l, rec_2, rec_s 
Figure 3.5 : Example of the tecplot.params file for post-processing of RCM results. 
The output and post processing choices are specified in the file currently named 
as "tecplot.params" (Figure 3.5) since the tecplot is the main processing tool. The 
results could be compared with observation data from both satellite or ground based 
instruments, i.e. magnetometers, radars or images. The output from RCM includes 
but not limited to: 
• Ionospheric Electric Field 
• Field-Aligned Currents (FAC) 
• Magnetospheric Electric Field 
• Particle Fluxes in Magnetosphere 
• Auroral Structure 
• Plasmasphere and Plasmapause 
• Ground Magnetic Fluctuation or Magnetic Indices 
The examples of RCM outputs are shown at the bottom of the diagram. The field-
aligned currents or the precipitating energy flux could be converted the auroral sig-
nature in the ionosphere. A magnetogram code[17] calculating the magnetic field all 
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around the Earth could be used to derive Dst or AL/ AU indices. The first channel 
in the RCM represents the plasmasphere. So we could track the shape of the plasma-
pause. Pressure or fluxes could be calculated by taking different moments of energy 
invariant >.. 
3.3 Computing Grid 
The RCM boundary could be set either in the magnetic equatorial plane or in the 
ionosphere. The basic calculation in RCM is done on a two dimensional grid on a 
spherical surface, uniform in longitudinal direction, that represents the ionosphere. 
However, quantities are often plotted in the equatorial plane to spread out the dis-
playing area. All magnetospheric quantities are mapped from the ionosphere to the 
magnetosphere according to magnetic field line tracing. 
If magnetic field changes in the ionosphere is neglected, as the case of fixed grid 
points in the ionosphere in the RCM, then the electric field there can be represented as 
the gradient of a potential, E = - '\1 ¢. However, the mapping of ionospheric electric 
field to the equatorial plane does not represent the electric field there due to the 
changes of magnetic field cross point. The magnetic field is represented by B = '\1 a x 
'\1 /3, where a and f3 are Euler potentials specifying a point on the ionosphere[92, 93] 
and constant along magnetic field line. The induction electric field is estimated to be 
Einduction =-(~e) X Be 
01.,{3 
(3.7) 
where ( oxe/ ot )a,/3 is the velocity of the equatorial map of the grid point corresponding 
to a and {3. In the RCM for the case where there is no electric field parallel to the 
magnetic field, we use a gauge in which the scalar potential q, is constant along a 
magnetic field line[21]. Even in the version with the field-aligned potential drop, the 
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electric potential is still treated as constant except for the thin acceleration region 
right above the ionosphere. The Hamiltonian then needs to include the field-aligned 
potential drop to represent the plasma motion above the acceleration area. It also 
requires the acceleration region to be thin enough to treat the magnetic field there 
time-independently. 
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Figure 3.6 : The RCM standard grid in the ionosphere (left) and its mapping to the 
magnetosphere (right). The color shows the v-213 and minimum Bz. The magnetic 
field is modified Tsyganenko 89 model as described later in the chapter. The blank 
area in the center of ionosphere corresponds to the open field line region. The grid 
resolution is modified to concentrate in ring current area. 
The boundary is usually placed in the equatorial plane instead of on the iono-
sphere. A major parameter in determining the modeling region is the standoff dis-
tance, which is the distance of the dayside magnetopause form the Earth. In general, 
the standoff distance is squeezed during times of strong solar wind dynamic pressure 
when solar wind pushes the dayside magnetopause. The RCM boundary is basically 
an ellipse with about 2 times of standoff distance at midnight, 0.95 times of standoff 
distance at noon, and 1.5 times of standoff distance at dawn or dusk. For magnetic 
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quite times, it's about 20 RE at midnight and up to 10 RE at dawn or dusk. 
Since there is north-south symmetry assumed in RCM, the grid only covers the 
northern hemisphere. The grid is uniformly distributed in local time with a wrap of 
3, which means the last longitude grid line is the same as the third longitude grid line 
both of them are pointing to the Sun from the Earth. Therefore, the first and second 
longitude grid lines are in pre-noon sectors and coincide with the third last and the 
second last longitude directions. This wrap has been removed for clarity reason and 
coupling intention in current version as describe in next chapter. 
The RCM has 4 standard grid resolutions right now. The coarsest solution is 
an inheritance from MSM grid, as 62 by 51 with wrapping. There are 48 scales in 
longitude direction and 62 scales in latitude direction. So the divergence of each two 
adjacent azimuthal directions are 7.5° longitude. And the latitude coverage is from 
0° colatitude to about 50° colatitude. The second grid is 78 by 51 with wrapping, 
which also has 48 scales in longitude direction but has 78 scales in latitude direc-
tion with more points equatorward. So it covers up to about 80° colatitude. The 
most commonly used grid solution is 155 by 99 with wrapping, which is basically 
doubled in both directions compared to the second grid. This grid has 96 scales in 
longitude direction, which means 4 scales per hour in local time direction or 3. 75o 
longitude. The finest resolution is 309 by 195 with wrapping, which again doubled in 
both directions compared to the third grid. Other grid resolutions could be used if 
parameters are set up correctly. Although high grid resolution always gives fine struc-
ture in the simulation, numerical instability requires shorter time step which makes 
the computation time much longer. The time to run the code must be quicker than 
real time evolution for space weather prediction. Therefore, a suitable grid resolution 
needs to be selected to include essential phenomena without sacrificing computation 
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time. Figure 3.6 shows a modified grid based on the third grid of RCM both in the 
ionosphere and also its mapping to the equatorial plane in the magnetosphere. The 
colors are a parameter, V M which related to the flux tube volume as V M = v-213 
and the minimum magnetic field B z which is the magnetic field in the equatorial 
plane. The flux tube volume V is generally larger far from the Earth, so V M, on 
the opposite, is smaller far from the Earth. Since the high-latitude grid points are 
mapping further out, the grid points close to the north pole has smaller V M. The Bz 
component of the magnetic field is northward in the equatorial plane. It is stronger 
closer to the Earth and weaker away from the Earth. The grid resolution is modified 
to concentrate in ring current area and facilitate its use for a substorm simulation. 
In the RCM, we use i as the index of latitudinal grids and j as the index of 
longitudinal grids. Then i = 1 represents the grid points closest to the pole, having 
highest latitude and lowest co-latitude and mapping far in the magnetotail. When 
the index i reaches its maximum, isize, it presents the equatorwardmost grid points, 
which usually set to about 10° latitude unless the coarsest grid resolution is used. 
With jsize is defined as the maximum of the index j, colat or () is the co-latitude of 
the grid point, aloct is the local time of the grid point from 0 at noon to 1r at night, 
and 
d).. 1 
- isize- 1 
d'lj; 27r = jsize 
d(} 
a - di d).. 
f3 - sin() (3.8) 
so that the area per grid point is given by RJaf3d>..d'lj;, where R1 is radius of the 
ionosphere. Equatorial grid points are established by mapping ionospheric grid points 
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to the equatorial plane. But the grid is not orthogonal in the equatorial plane and 
would change with time. 
3.4 Magnetic Field Model 
Magnetic field models are first quantitative models of the interior of the magneto-
sphere. They have formed a basis for the investigation of the detailed physics of the 
magnetospheric interior. The Earth's magnetosphere is a very dynamical system, 
whose configuration depends on many internal and external factors, including the 
orientation of the Earth's magnetic axis with respect to the direction of the incoming 
solar wind flow, the state of the solar wind, e.g. the orientation and strength of the 
interplanetary magnetic field. The Earth's magnetic field model consists of its inter-
nal main field and external fields due to effects of currents system. So it generally 
has five components: the internal field, the magnetopause, the ring current, the tail, 
and Birkeland currents[94]. 
3.4.1 Earth's Inner Magnetic Field 
For the purpose of representing the magnetic field out in the magnetosphere, one 
usually just considers the dipole term since the quadrupole, octupole, etc., terms die 
out rapidly with distance from the Earth, and magnetospheric-physics is basically 
not a high-precision subject. However, people might need to use the full expansion 
to get an accurate idea of where a given magnetospheric field lines intersects the 
current-carrying layers of the ionosphere. 
Another way to specify the main field is the "International Geomagnetic Reference 
Field", a standard mathematical description of the Earth's main magnetic field by 
a series of mathematical models. It models the magnetic field above the Earth's 
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surface that is generated by currents inside the Earth as the negative gradient of a 
scalar potential which can be represented by a truncated series expansion. 
The magnetic field from external sources, e.g. currents in the magnetospheric 
plasma, rapidly outweighs the main field with growing distance from the Earth. The 
external field is not current-free and it is no longer possible to conveniently repre-
sent it by a scalar potential. Tremendous effort has been devoted to predict the 
magnetic field that should be expected at any point in the magnetosphere. There 
are two basic approaches which represent the extremes in large scale modeling of 
the Earth's magnetosphere[95]. One is the physical approach of MHD models which 
self-consistently include plasma physical processes and the other is the purely em-
pirical approach which relies on the synthesis of observational data. These models 
systematically utilize the growing database of magnetospheric magnetic-field mea-
surements and solve two equations '\1 · B = 0 and '\1 x B = JloJ. The latter doesn't 
really constrain the model much because the usual way to measure current in the 
magnetosphere is to measure the magnetic field and estimate its curl. 
3.4.2 Tsyganenko Magnetic Field Models 
Unlike the main geomagnetic field on the Earth's surface, the distant magnetic field 
varies constantly due to changing condition in the solar wind and internal magne-
tospheric instabilities[96]. Quantitative models should be able to replicate essential 
features of the response of the magnetospheric configuration to the variable external 
input. In general, the approach is to represent the external field by a sum of modules, 
each representing an individual source, with its own geometry and its own response 
to external factors and the Earth's dipole tilt. 
The present leader in semi-empirical field models is Nicolai Tsyganenko. Tsy-
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ganenko's basic approach has been to develop a very complicated analytic formula 
for the contribution for the magnetospheric magnetic field including a large num-
ber of adjustable coeffi.cients[97]. The empirical approach to the modeling not only 
makes it possible to quantitatively represent the variable magnetosphere, but helps 
derive from data valuable information on its response to variations in interplanetary 
conditions[96]. 
Tsyganenko and Usmanov [1982] and Tsyganenko [1987] proposed a simple and 
flexible model of the Earth's magnetospheric tail current sheet with a finite thickness 
constructed as a continuous distribution of infinitely long straight current filaments[98, 
99]. A search for a better representation of the near-tail magnetic field resulted in 
analytical models based on disklike equatorial current sheets[lOO]. The analytical 
vector potentials derived in this T89 model were used for modeling the magnetic field 
produced by the ring current and the tail current sheet. An advantage of using vector 
potentials is that none of these modifications violate the condition \7 · B = 0. How-
ever, the T89 model has several deficiencies. First, it failed to properly reproduce 
a step profile of the electric current density in the vicinity of the inner edge of the 
current sheet[101]. It also lacked the eastward ring current that exists in the inner L 
shells[102]. The model uses an oversimplified method for representing the field from 
the magnetopause currents. Another limitation is related to the parameterizing of 
the model, which implies that the models need a better method for quantifying the 
magnetospheric conditions[13]. 
A newer approach had been developed [13, 103] with (1) a realistic shape and 
size of the magnetopause based on fits to a large number of observed crossings, (2) 
fully controlled shielding of the magnetic field produced by all magnetospheric current 
systems, (3) new flexible representations for the tail and ring currents, and (4) a new 
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directional criterion for fitting the model field to spacecraft data, providing improved 
accuracy for field line mapping. This T96 model was developed with continuous 
dependence on the solar wind pressure, IMF, and Dst index, replacing earlier binning 
into several Kp index intervals[104]. 
However, because of an oversimplified approximation for the ring current, the 
model field in the inner magnetosphere was found generally overstretched[96], espe-
cially during strongly disturbed conditions[104]. Another deficiency of the data-based 
models was their inability to replicate the strong dawn-dusk asymmetry of the inner 
magnetosphere during stormy periods. A new model based on a completely revised 
mathematical framework, a new set of spacecraft data, and an improved method of 
parameterizing the external field sources was presented[104, 105]. The external field 
includes the effects from Chapman-Ferraro currents, ring current, cross-tail current 
sheet, large-scale field-aligned currents, and a partial penetration of the IMF inside 
the model magnetosphere. The model is for the near and inner magnetosphere within 
about 15 RE. 
The T01 model is then applied to storm time inner magnetosphere by adding 
a duskside partial ring current with variable amplitude and scale size[106]. Strong 
geomagnetic storms are relatively rare events. The data set included about 143000 
records with 5-min average B-vectors covering 37 major disturbances in 1996-2000 
with Dst:::; -65nT[106]. Most of the data came from GOES-8, GOES-9, GOES-10, 
Polar, and Geotail spacecraft. Interplanetary medium data were mainly provided 
by Wind and ACE. The modeling revealed an enormous distortion and dawn-dusk 
asymmetry of the inner magnetosphere during the peak of the storm main phase, 
caused by the combined effect of the symmetric and partial ring currents, cross-tail 
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current, and Birkeland currents[106). Unlike using 
G _ (v Bl;4o . 3 e) 1- sm-
1+BJ./40 2 
(3.9) 
and 
(3.10) 
in the T01 model, the T01S (TSK03) model uses G2 and 
(3.11) 
to parameterize the strengths of the cross-tail current, the partial ring current, and 
the field-aligned currents. N, V, B1., (} are the solar wind density, solar wind speed, 
the IMF transverse component, and its clock angle. During quiet times, both G1 and 
G2 are close to zero; for moderately disturbed periods with IMF Bz ~ -5nT, they 
reach values between 30 and 60; during great space storms, they can exceed 200[106). 
The time averaging smoothed out fast and abrupt variations of the external input and 
resulted in a more gradual variation of the model field[107). Such simple averaging 
ignored the fact that different sources of the geomagnetic field have widely different 
response and decay times. 
To try more general combinations other than G2 and G3 , the external driving 
factors were written as 
(3.12) 
where the coefficients a and the power indices A, {3, 1 are unknown parameters. 
The external model field is approximated by a linear combination of seven vectors: 
(1) the Chapman-Ferraro field BcF, confining the Earth's internal field within the 
magnetopause, (2) the tail field BT, (3) the field BsRc of a symmetrical ring current, 
(4) the field of a partial ring current BPRC, (5) region-1 Birkeland current BR1 , (6) 
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region-2 Birkeland current BR2, (7) a penetrated component of the IMF given by an 
"interconnection" term Bint = c-Bi_MF. The total field of the magnetospheric sources 
has the form 
B = BcF + t1Br1 + t2Br2 + sBsRc + pBPRC + btBRl + b2BR2 + c-Bi_MF (3.13) 
Assuming a uniform penetrated field and no modulation by the IMF clock angle (), 
the best fit value of the penetration coefficients was found equal to c = 0.46, in close 
agreement with the earlier estimate c = 0.42 of TSK03[107]. Other 6 coefficients are 
represented by 6 variables. 
More recently, a high resolution data-based magnetic field model was established[108]. 
The field is expanded into a sum of orthogonal basis functions of different scales, ca-
pable to reproduce arbitrary radial and azimuthal variations of the geomagnetic field, 
including its noon-midnight and dawn-dusk asymmetries. The new model has been 
fitted to various subsets of data from Geotail, Polar, Cluster, IMP-8, and GOES-
8, GOES-9, GOES-10, and GOES-12 spacecrafts. The model reveals the following 
features[108]: (1) compressed field on the dayside, growing in magnitude with increas-
ing solar wind pressure; (2) strong erosion of the field in the subsolar region during 
the times of large southward IMF, driving the storm main phase; (3) depression of 
the inner magnetospheric field, whose depth and dawn-dusk asymmetry dramatically 
grow during stormy periods; (4) extended region of weak equatorial field in the near 
tail, increasing toward the tails fl.an, especially for strong northward IMF conditions; 
(5) strong correlation of the "penetrating" 6Bz with the concurrent IMF Bz; (6) 
strong increase of the current in the postmidnight and evening sectors at the storm 
main phase, accompanied by its dramatic reduction in the entire pre-noon sector 
and resulting in a hooklike shape of the overall pattern of the storm-time equatorial 
current; (7) fairly broad and virtually axisymmetric equatorial current for the storm 
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recovery phase without any significant distinction between the ring and tail current 
systems. 
3.4.3 Voigt Magnetic Field Models 
The first three dimensional model with predescribed magnetopause was provided by 
Voigt[109]. It only includes the Earth's dipole field and tail current field. The tail 
current is an infinitely thin sheet current in the tail equatorial plane with a constant 
current density. It was abandoned later through stretching the confined dipole field to 
represent the magnetic effect of the tail current[llO]. The tilt effect of Earth's dipole 
and related tail current sheet warping were included implicitly with a nice warping 
of the plasma sheet. It became the basis for the Hilmer-Voigt inner magnetosphere 
model and for the Toffoletto-Hill open magnetosphere model [ 111]. 
A tilt-dependent magnetic field model of the Earth's magnetosphere with variable 
magnetopause standoff distance was constructed[95] with flexible analytic represen-
tations for the ring and cross-tail currents, each composed of elements derived from 
the Tsyganenko and Usmanov (1982) model[98], and the fully shielded vacuum dipole 
configuration[llO]. Field-aligned currents are not explicitly represented. While the 
dipole's contribution to the magnetic field component normal to the magnetopause is 
fully shielded using the method of Voigt [1981], the ring and cross-tail currents remain 
unshielded and limit the model's range of validity to the lower-latitude regions of the 
inner magnetosphere[95]. 
The model depends on four independent external parameters: (1) the dipole tilt 
angle, (2) the magnetopause standoff distance, (3) the midnight equatorward bound-
ary of the diffuse aurora, and ( 4) the geomagnetic index Dst. The first two are used to 
determine the magnetopause currents shielding, the dipole and the inner edge of the 
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current sheet is constrained to map to the midnight ionospheric boundary. The model 
field must reproduce Dst and associated !l.B patterns specified in the noon-midnight 
meridian. 
The Hilmer-Voigt model has been successfully used in the Rice Convection Model 
(RCM) and in the Magnetosphere Specification and Forecast Model (MSFM). While 
the Hilmer-Voigt model represents the inner portion of the magnetosphere fairly well, 
points close to the magnetopause are less well represented[111]. 
3.4.4 Force Balanced Magnetic Field 
A magnetic field model is classified as "theoretical" if it also satisfies the momentum 
equation as 
p (! + v · V') v = - V'p + j x B (3.14) 
The quasi-static or slow-flow approximation to ideal MHD consists of neglecting the 
inertial term so that 
V'p =j x B (3.15) 
To neglect the p(v · V')v term in the momentum equation relative to the V'p term 
and the j x B term is valid if v2 « c~ and v2 « c~, where c8 is the sound speed and 
cA is the Alfven speed. The quasi-static approximation to ideal MHD is usually valid 
if the flow is highly subsonic and the time scales considered are very long compared 
to MHD-wave travel times. 
In contract to traditional ring current models[112, 113, 114, 115], which used a 
prescribed time-dependent convection electric field distribution and a prescribed mag-
netic model, convection models like the Rice Convection Model (RCM) [63], Compre-
hensive Ring Current Model (CRCM)[116], and the Michigan Ring Current-Atmosphere 
Interaction Model (RAM) [117] calculate the inner magnetospheric potential electric 
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field self-consistently, proceeding from a prescribed potential on the outer boundary[28]. 
As discipline, magnetospheric modeling faces a fortunate situation in having two 
model types that nearly ideally complement each other[118]. The inability of MHD 
to model gradient and curvature drifts leads to an inaccurate representation of this 
region[119]. These inner magnetospheric drift physics play an important part of the 
frameworks of space weather prediction. A typical way of "coupled" work is to install 
inner magnetospheric representation as a module to a global MHD code[79, 45, 80]. 
Global MHD codes take solar wind conditions as input and provide electric and mag-
netic fields everywhere within the magnetosphere as output[118]. The drift physics 
model tracks the particle population and gives fluid parameters to a global MHD 
code by computing the appropriate plasma moments. The Rice Convection Model-
Equilibrium (RCM-E) is a version of the RCM with its own MHD solver: the Mag-
netoFriction (MF) code which calculates force balanced magnetic field based on the 
plasma distribution in the magnetosphere[120, 121, 63, 37]. The MF code uses the 
standard MHD equations, except that the momentum equation includes artificial 
friction (a) and viscosity (v) terms to iterate towards a solution to the force balance 
equation. 
ap 0 - + V · (pv) -
at 
apv j x B- V ·(pi+ pvv)- apv + vV2v 
at -
ap 
-"\7 · (vp)- ('y- 1)pV · v 
at -
aB 
"\7 X (v X B) 
at -
VxB 
- Jlo.i (3.16) 
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3.4.5 Substorm Current Wedge 
A wedge-shaped current linking the nightside ionosphere and the plasma sheet is be-
lieved to be the principal cause of a major reconfiguration of the magnetospheric field 
on the nightside[12]. The concept of the substorm current wedge (SCW) was sug-
gested based on an extensive evidence from space- and ground-based magnetic field 
observations during the expansion phase of magnetospheric disturbances[122]. An es-
sential feature of a substorm was a sudden disruption of a part of the cross-tail current 
and its redirection along geomagnetic field lines with downward and upward Birke-
land currents concentrated on the dawn and dusk sides of the disturbance sector[123]. 
The rapid disruption of the cross-tail current in a localized region on the nightside 
and its diversion via field-aligned currents to low altitudes is equivalent to a buildup 
of a three-dimensional wedge-shaped circuit with a limited longitudinal extent as 
schematically shown in Figure 3.7. 
Figure 3.7 : A sketch illustrating the concept of a substorm current wedge (SCW), 
confined within a limited interval of longitude[12]. 
Hilmer and Voigt [1995] suggested modeling the magnetic effects of the SCW by 
adding to the background magnetic field model a disturbance field from an east-
ward current sheet with a limited extension in the dawn-dusk and tailward-sunward 
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directions[95]. Although they were able to reproduce the observed dipolarization of 
the nightside field, the equatorial current in their model extended out into the tail 
lobes, instead of closing in the ionosphere via localized Birkeland currents. That lim-
itation did not allow a strong By disturbance to arise, which is typically observed on 
the nightside during the substorm expansion phase . 
. ~
Figure 3.8 : Three-dimensional views illustrating the method of constructing the 
simple sew model: (a) a single loop in the equatorial plane; (b) a combination 
of two circular current loops, providing the prototype magnetic field for the sew 
model[12]. 
A simple and flexible analytical model is proposed for the magnetic field of sub-
storm current wedge[12]. The key element of the mathematical treatment is the vector 
potential of the field produced by a pair of current loops (Figure 3.8). The basic idea 
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is to combine two identical loops, symmetrically tilted with respect to the midnight 
meridian plane, shift them tailward, so that the currents flow nearly along the dipolar 
field lines at close geocentric distances, and introduce a variable finite thickness of 
the current loops by a simple modification of the vector potential. 
Applying appropriate shift, rotation, and a minor stretching deformation makes 
it possible to reproduce the desired geometry of the entire system, including field-
aligned currents. The current wedge has a variable longitudinal width and warping 
effects due to the tilt of Earth's dipole. 
3.5 Plasma and Convection 
The different particle populations of the inner magnetosphere cannot be treated as 
a single fluid because of the large range of energies present. Even within the ring-
current population the. differential drift of particles with different energies can be 
critical for the electrodynamics. The Rice Convection Model (RCM) was specifically 
designed to treat this unique and complicated system[63]. 
The RCM represents the plasma population in terms of multiple fluids, typically 
200 so far. It contains 3 chemical species: electron (e-), proton (H+), and oxygen ion 
(O+), although other species could be implemented quite easily. The oxygen ion is 
extremely important during magnetic active times. For each species, the distribution 
function is specified on tens of fluid elements with different energy invariant >. = 
KV213 . The quantity of plasma is not presented by number density but a plasma 
content in a unit magnetic flux, 'rls· It relates to the distribution function as 
(3.17) 
where channel s represents invariant energies between Amin and Amax. The reason 
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that we are using the magnitude of A is that A here is actually Ajq. So it's positive 
for ions but negative for electrons. 
Since the number density in constant along a field line, the number density could 
be calculated as 'TJ8 /V. The total pressure is computed from 
(3.18) 
In the inner magnetosphere, the plasma drift velocity mainly consists of three 
parts: the electric field drift, the gradient drift, and the curvature drift. 
ExB (3.19) VE - B2 
va 
1 2 Bx'\7B (3.20) - 2mv.l. qB2 
Bx [(£-v)£] 
vc = 2 (3.21) mv 11 qB2 
The relative importance of gradient and curvature drifts depends on the parti-
cle pitch angle, the angle between the magnetic field and the particle velocity[37]. 
Equatorial particles with 90° pitch angles have no parallel velocity component, and 
therefore do not undergo curvature drift; particles with oo pitch angles have no per-
pendicular velocity component, and do not undergo gradient drift. An accurate ac-
counting of the particle drifts therefore requires us to calculate the individual drifts 
of particles with different pitch angles. The RCM simplifies things by assuming that 
the plasma particles are constantly isotropizing their pitch angles without changing 
their energies. Since this assumption is reasonable for much of the magnetosphere, 
the RCM is capable of reproducing the physics of magnetospheric particle motion. 
By reducing the particle dynamics to a description of the bounce-averaged guiding 
center drift motion, the net motion of the particle is now only perpendicular to the 
magnetic field[37]. The motion can be described on any two-dimensional surface that 
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intersects the magnetic field lines, such as the equatorial plane or the ionosphere. 
The location of a particle is characterized by the field line that guiding center point 
is located on, but not where the particle is located along that field line. 
Based on adiabatic drift theory for a plasma with isotropic pitch angles, the RCM 
equations for evolution of the plasma distribution are 
(3.22) 
where Sand L are source term and loss term, the drift velocity is 
= ~B vv-2/3 Ex B 
Vs QsB2 X + B2 (3.23) 
The source term here is ion outflow. The current RCM doesn't include plasma 
coming from plasmasphere. The solar wind plasma coming from magnetotail is con-
sidered as the plasma boundary condition when solving for the plasma distribution as 
described in next section. The lost term includes plasma precipitation for all particles 
and charge exchange for ions. 
3.6 Plasma Sheet and Boundary Condition 
Quantitative models of ring current injection require specification of the electric and 
magnetic fields as well as initial and boundary conditions on the particle distribution 
function[124]. The RCM generally places the nightside boundary far away from the 
geosynchronous orbit and reaching about 12 to 20 RE to include most of the region-2 
Birkeland currents. 
The plasma sheet is the most dynamic component of the magnetosphere. It plays 
an important role in dynamic processes in the magnetotail and energy transfer from 
the solar wind to the Earth. The plasma sheet is suggested to feed the inner mag-
netosphere and the ring current and partial ring current systems with the plasma 
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convected from the far tail region[15]. It is also the particle source of the auroral 
particle precipitation. 
Adiabatic drift theory leads to the conclusion that nV and pV513 are conserved 
along the drift path with isotropic pitch angle distribution in E x B drift[40]. The 
corresponding quantities n 8 V and Ps V 513 are conserved along the drift path where 
gradient and curvature drifts are important, where n 8 and Ps are the partial number 
density and partial pressure of particles characterized by charge q8 and isotropic 
invariant A8 • 
Several studies have been done to estimate pV513 as a function of position in the 
equatorial plasma sheet[125, 126, 127, 128, 129, 130, 131]. There is an increase of 
more than an order of magnitude in pV513 from -lORE to -25RE. This is contradict 
to the expectation of roughly uniform pV513 throughout the plasma sheet. This 
has been called as "pressure balance inconsistency", "pressure crisis", and "entropy 
inconsistency" [132]. A large potential drop across the tail would lead to magnetic 
field configurations much more stretched than statistical models which is the essence 
of the pressure balance inconsistency[132]. A significant fraction of electrons may be 
lost from the inner plasma sheet, especially in the upward field-aligned electric field 
regions. But electrons carry only about one seventh of the plasma sheet pressure[32]. 
The ion precipitation rate, even in strong pitch angle scattering, is usually longer than 
the convection time without widespread large downward field-aligned electric fields. 
Ion outflows from the ionosphere should tend to make entropy increase earthward in 
the plasma sheet and thus compensate for loss by precipitation. 
It seems likely that a combination of the gradient/curvature drift and bubble ef-
fects are adequate to explain the observed systematic increase of average entropy 
with distance down the tail[132]. The observed ions in the inner plasma sheet 
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Figure 3.9 : Distribution of log10 (pV513) in log10 (nPa(RE/nT) 513 ) (left) and V in 
RE/nT (right) in the equatorial plasma sheet, based on a T96 magnetic field model[13] 
and a Tsyganenko and Mukai [2003] model of the plasma sheet[14], for average solar 
wind conditions, i.e. n = 5cm-3 , v = 400km/s, Bx =By= 5nT, and Bz = -5nT 
(top), Bz = 0 (middle), Bz = 5nT (bott om). Adapted from Xing [2008][15]. 
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come from the near-Earth low-latitude boundary layer {LLBL) instead of the dis-
tant magnetotail so that the gradient and curvature drift mechanism is getting lower 
pV513 [127, 133, 134, 135, 136, 131]. Model results indicate that the LLBL might be 
a significant source of near-tail central plasma sheet plasma during periods of weak 
convection[134]. Defined as a set of flux tubes with significantly lower entropy pV513 
than their neighbors[137, 138, 139], bubbles would move systematically earthward 
through the plasma sheet, creating a current wedge with downward field-aligned cur-
rent on the east side of the bubble, westward ionospheric current across the bubble, 
and upward current on the west side of the bubble[132]. Transport by bubbles tends 
to enhance the effectiveness of the gradient and curvature mechanism, while its ef-
ficiency is determined by the relative magnitudes of E x B and gradient/curvature 
drifts[132]. 
The phenomena of plasma sheet bubbles is related to flow channels[140], bursty 
bulk flows {BBFs)[141, 142, 143], poleward boundary intensification, and substorm 
expansions[132]. In the quite time conditions where the magnetic activity is low, 
the plasma confined in the plasma sheet region undergos a slow steady earthward 
flow[143]. The flow velocity is usually around 50 km/s[32], which is much lower than 
the sound speed ( 400 km/ s) in the central plasma sheet region. But this kind of steady 
adiabatic earthward convection cannot supply the pressure balance in the plasma 
sheet because the near-Earth magnetic flux tubes contains less plasma than the far 
tail field[125]. So there has to be time-dependent non-adiabatic substorms to release 
the low-content plasma confined in the flux tubes to the inner magnetosphere[15]. 
Since particles from the model boundary, after drifting into the model region, form 
the main population of the plasma sheet, an appropriate description of their distri-
butions is crucial to successfully modeling the plasma sheet[144]. Unlike substorm, 
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geomagnetic storms are long-lasting and strong disturbed conditions. Since the inner 
magnetospheric models usually have their boundary beyond geosynchronous orbit, 
the satellite observations can not provide continuous nightside plasma sheet condi-
tions. Therefore, the RCM particle flux boundary conditions are estimated using 
statistical plasma sheet models particularly for storm events. 
The current version of the RCM has 4 time-dependent boundary conditions and 
3 time-independent boundary conditions. The time-dependent boundary conditions 
are statistical model, while the time-independent boundary condition is given by 
user through inputting numbers. The RCM currently accept 3 ways of specify time-
independent plasma sheet conditions, which is the density and temperature of plasma 
sheet at -13RE, the density and temperature of plasma sheet at -9 RE which is about 
the place of Geotail spacecraft, and the pV513 and TV213 at -13 RE, which then 
converted to the plasma sheet density and temperature in the code. The difference 
between time-dependent and time-independent plasma sheet is kind of artificial. Any 
time-dependent boundary conditions could be considered as time-independent, if the 
initial conditions are used through the simulation. If time-independent boundary 
conditions are provided at each time step, then they are time-dependent. Following 
this rule, we have modified several time-independent statistical boundary conditions 
into time-dependent boundary conditions. 
To estimate plasma sheet properties statistically, we need to be clear that the 
properties of the plasma sheet are highly correlated with the properties of the solar 
wind[33] 
1. the density of the plasma sheet is strongly correlated with the density of the 
solar wind 
2. the temperature of the plasma sheet is strongly correlated with the velocity of 
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the solar wind 
3. the particle pressure and total pressure of the plasma sheet are strongly corre-
lated with the ram pressure of the solar wind 
4. By in the plasma sheet is strongly correlated with the By in the solar wind 
5. Bz in the plasma sheet is weakly correlated with Bz in the solar wind 
6. Ey in the plasma sheet is weakly correlated with the Ey in the solar wind 
7. plasma sheet earthward-tailward flow velocity is weakly anticorrelated with the 
solar wind velocity 
The first time-dependent boundary condition is a Kp-based formula as a heritage 
from the MSM era. The density and temperature of the plasma sheet is expressed as 
nps - 0.25 X [0.4 X (Kp- 1) + 0.5 X (5- Kp)j 
4 2 
tps - 3 X 3 X tratio X [0.2885 X (Kp- 1) + 0.15625 X (5- Kp)j (3.24) 
where the number density nisin cm-3 , and the temperature tis in keV, tratio is the 
temperature ratio between ions and electrons, which is about 7.8[32]. The factor 4/3 
is used to convert Eo in kappa distribution to kT with the assumption that K = 6. 
The factor 2/3 is a correction term due to their initial mistake. Then tratio is used to 
convert the plasma sheet electron temperature to plasma sheet ion temperature. 
The second time-dependent boundary condition is a 2-dimension distribution of 
the central plasma sheet ion temperature, density, and pressure, as functions of the 
incoming solar wind and interplanetary magnetic field parameters[14]. The region 
is along and across the Earth's magnetotail, at distances between 10 and 50 RE. 
The models are based on a large set of data of the Low-Energy Particle (LEP) and 
Magnetic Field (MGF) instruments, taken by Geotail spacecraft between 1994 and 
1998. The solar wind and IMF data were provided by the Wind and IMP 8 spacecraft. 
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The spatial distribution of parameters are presented in polar coordinates {p, ¢}, 
where p = (XbsM + YJ8 M) 112 is the distance from the ZcsM axis and tan¢ = 
- YasM / XasM is the azimuthal angle measured from the midnight meridian and 
positive in the dusk sector. The IMF Bz has been separated into two terms containing 
its northward term BN, 0 during southward IMF, and southward term Bs, 0 during 
northward IMF. 
The adopted form for the central plasma sheet temperature was 
(3.25) 
where p* = pjlORE, VS'w = Vsw/500kms-I, B'N = BN/5nT, and B8 = Bs/5nT, As 
are free parameters to fit the observational data. The central plasma sheet density is 
N = (At+A2N;~0+AaB;,+A4 V8wB8)p*A8+(AsN;~1 +A6B;,+A7VswB8)p*A9 sin2 ¢ 
(3.26) 
where N8w = Nsw/lOcm-3 • The adopted form of pressure is 
where Psw = Psw/3nPa, and F* = F/5nT. The function F is given by 
F=B.LR 
where B1. is the perpendicular component of the IMF. 
(3.27) 
(3.28) 
Information that can be derived from data-based models is naturally limited by 
the spatial extent of the data used in the derivation of model parameters[14]. The 
distributions of the values of the solar wind and IMF parameter used for this model 
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is shown in Figure 3.10. This data set provides a fair coverage of the average condi-
tions, but contains very few data with unusually fast and dense solar wind, and/ or 
strongly southward/northward IMF. The third time-dependent plasma sheet condi-
tion is based on solar wind condition. The entry of matter and fields from the solar 
wind is statistically examined by looking at data from pairs of satellites: one satellite 
in the solar wind and one satellite in the plasma sheet. To examine the connection 
between the solar wind and different regions of the plasma sheet, different pairs of 
satellites are used[33]. One pair deals with the connection of the solar wind to the 
magnetotail plasma sheet and other pairs deal with the connection of the solar wind 
to the near-Earth plasma sheet. 
The gradient and curvature drift effects act differently on the electrons and ions, 
causing the two populations to move on different trajectories. So the near the Earth, 
the plasma sheet separates into an electron plasma sheet and an ion plasma sheet. The 
flux tubes that contain the plasma sheet electrons eventually empty out of electrons 
via precipitating into the loss cone. While only about 10% of the plasma sheet ions 
are lost to atmosphere to produce proton aurora[145]. The first pair is ISEE-2 in 
the plasma sheet and ISEE-3 in the solar wind. The other pairs of satellites are the 
four geosynchronous-orbit satellites 1989-046, 1990-095, 1991-080, and 1994-084 in 
the near-Earth plasma sheet and either IMP-8 or WIND in the solar wind. 
The transport time from the solar wind at the Earth to the mid-tail plasma sheet 
can be of the order of 1 hour, and the transport time from the solar wind to the 
near-Earth nightside plasma sheet can be of the order of a few hours. With the 2-
hour time shift implemented, "simultaneous" comparisons can be made of the plasma 
sheet and solar wind properties. 
The central plasma sheet density is related to the solar wind density by a power 
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Figure 3.10 : Histogram illustrating the coverage by the data of the parametric space 
of the solar-wind and IMF-related variables. 
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of 0.062. 
n = 0 0785n°·062 ps · sw (3.29) 
where the units for nsw and nps are cm-3 . The temperature has a linear relation with 
the solar wind velocity. 
Tps = -3.65 + 0.0190V8 w (3.30) 
where the unit of Tps is keV and Vsw is in km/ s. 
To facilitate the comparison work between the RCM and the CRCM, another 
plasma sheet condition is implemented to use Borovsky's plasma sheet temperature 
with Ebihara's plasma sheet density[146]. It examined the relation between the solar 
wind density and the plasma sheet density at geocentric distance 9 f'oJ liRE, which is 
appropriate for the boundary condition of a ring current model. The number density 
and the temperature of ions in the plasma sheet are provided by LEP in the Geotail 
satellite. The solar wind and IMF data sets are provided by Solar Wind Experiment 
(SWE) and Magnetic Fields Investigation (MFI). The time lag from WIND to the 
earth is adjusted by assuming that the solar wind velocity is fixed to be 400 km/s. 
However, the delay of the penetration of the solar wind medium into the plasma sheet 
is not adjusted[146]. 
nps = 0.395 + 0.025nsw (3.31) 
where the units for nsw and nps are cm-3 
3. 7 Birkeland Currents and Ionospheric Conductance 
In the Earth's magnetosphere, the currents flowing on the magnetopause are called 
Chapman-Ferraro currents, a westward current through the center of the tail near the 
equatorial plane is called tail current, the currents flowing around the Earth is called 
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Figure 3.11 : The observational Birkeland currents footprints in the polar region. The 
inner half circles correspond to high latitude Region 1 currents. The outer half circles 
are Region 2 currents at lower latitude. Adopted from to Xing [2008] and Iijima and 
Potemra [1976][15, 16]. 
ring currents. Between cross-tail currents and ring currents, partial ring currents exist 
and connect to Birkeland currents to form loops together with horizontal conduction 
currents in the ionosphere. 
The Birkeland currents flow along the magnetic field lines to and from the iono-
sphere , so it's also called field-aligned currents , shown in Figure 3.11. The current 
density in region-1 FAC is statistically larger than that of region-2 in quiet time ex-
cept that the region-2 currents density can exceed region-1 in midnight to morning 
local time sector[15]. The current density is usually in the order of 10-6 A/m2 , but 
the average total current is typically in the order of 106 A. Assuming force balance 
in magnetosphere, so the plasma pressure gradient is approximately balancing the 
magnetic forces on the plasma as \1 P = j x B, or 
J - B X \lp 
.L- B2 
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(3.32) 
By applying the current conservation law \l·J = 0, the Birkeland current is calculated 
by the Vasyliunas' equation 
(3.33) 
where J\lin is the density of Birkeland current flowing into the northern ionosphere, 
and Bin is the magnetic field strength there; J\lis is the density of Birkeland current 
flowing out of the southern ionosphere, and Bis is the magnetic field strength there. 
The right side can be evaluated at any point along the field line. 
The Vasyliunas equation is only applicable in the slow-flow region of the magne-
tosphere, where plasma flow velocities are small compared to the magnetohydrody-
namic wave speeds and the time scales are long relative to the wave travel times[37]. 
In RCM, it is easier to obtain entropy pV513 rather than pressure p, so the above 
equation could be transformed to 
(3.34) 
Then the right hand side quantity could be easily evaluated on the ionosphere. 
Gradient and curvature drift drives Birkeland currents along field lines until they 
reach the collisional region of the Earth's upper atmosphere: the ionosphere. Unlike 
occupied by fully ionized collisionless plasma in magnetosphere, the ionosphere is only 
partly ionized and is strongly affected by collisions. A principal difference between 
the ionospheric collisional plasma and the magnetospheric collisionless plasma is that 
a substantial component of the current is proportional to and following the electric 
124 
field in the ionosphere. Therefore, the currents in the ionosphere are largely driven 
by the electric field rather than the magnetic and electric drift. 
The current required to produce the force that drags the charged particles through 
the neutrals is the conduction current. Energy is taken from the process that drives 
magnetospheric convection and is transferred to the neutral atmosphere in two forms: 
kinetic energy and Joule heating. The conductivity parallel to the magnetic field lines 
is called direct conductivity. Each electron tends to move initially antiparallel to the 
direction of E after each collision, but each ion tends to move initially parallel to 
the direction of E. The result is a current in the direction of E. This conductivity 
is called Pedersen conductivity. The third conductivity is called Hall conductivity. 
In a collisionless plasma, the response of both ions and electrons is to E x B drift, 
but they produce no current. But for collisional plasma, the collisions tend to slow 
the drifts for both particles. The electrons, being more tightly bound to the field 
lines, are less affected by collisions and therefore come closer to E x B drift which 
resulting in a current in the direction of - E x B. The specific conductivity, another 
name of direct conductivity, is much larger than either the Pedersen or the Hall 
conductivity. It's therefore possible to picture magnetic field lines as being perfect 
conductors within the main conducting regions of the ionosphere, although substantial 
field-aligned potential drops do occur at altitudes of thousands of kilometers. In the 
E-region, the Pedersen and Hall conductivities are of the same order of magnitude. 
While in the F-region, the Pedersen conductivity is dominating since it doesn't change 
much with the altitude. 
The electric current in the rest frame of the Earth could be written as 
(3.35) 
where Vn is the neutral particle velocity, eB is the unit vector along magnetic field 
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direction, a 0 is the "direct conductivity", a 1 is the Pedersen conductivity, a 2 is the 
Hall conductivity. So, the first term is the current directly due to the electric field 
applied to the plasma; the second term is the Pedersen current perpendicular to the 
magnetic field but parallel to some component of electric field; the third therm is the 
Hall current in the - E x B direction. 
The ionosphere is treated as a conducting shell which is characterized by conduc-
tance instead of conductivity. The conductivity is used to relate current density to 
electric field. But the conductance is used to relate surface current density to elec-
tric field. The conductances are calculated by height integration along magnetic field 
lines. 
Ep = J a1dh 
EH = j a2dh 
(3.36) 
(3.37) 
The dominant ionization sources included in global models are the solar-EUV 
radiation and the auroral electron precipitation at high latitudes. Even though en-
ergetic protons are not a dominant energy source in the high-latitude region overall, 
their contribution to the total auroral energy flux represents on the average about 
15% that of electrons[147]. The background radiation, cosmic radiation, scattered 
EUV sunlight, and the lower latitudes weak precipitation from the radiation belts 
represent minor ionization sources[148]. 
For two conductances from two different process, if the sources were strictly sepa-
rated in altitude, one could simply add the conductances; if the source altitude distri-
butions were identical, the ionization rates would add in the same proportion at every 
altitude, and the electron density at each altitude would scale by a constant factor as 
the square root of the summed production rates. For combining solar-EUV-produced 
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and particle-produced conductances, this estimate of the root-sum-square is far more 
accurate than a simple sum. It seems reasonable also to apply the root-sum-square 
approximation to combine conductances from electron and proton sources[149]. 
The International Reference Ionosphere (IRI) is used in the RCM to provide 
monthly averages of electron density, electron temperature, ion temperature, and 
ion composition in the altitude range from 50 km to 2000 km. Additionally param-
eters given by IRI include the total electron content, the occurrence probability for 
Spread-F and also the F1-region, and the equatorial vertical ion drift. 
A statistical model could be used to estimate auroral electron and ion precipitation[150, 
147, 151]. It uses the data from the Defense Meterological Satellite Program (DMSP) 
data. It determines the average characteristics of auroral precipitation as a function 
of magnetic local time, magnetic latitude, and geomagnetic activity either measured 
by Kp[150, 147] or categorized as solar wind velocity and IMF Bz[151]. 
In the RCM, :Ep and :EH are computed from precipitating energy flux and the 
average energy of the precipitating particles. The electron contribution to the Hall 
and Pedersen conductances is given by[152] 
:E _ 40E <1>0.5 
p- 16+E2 E 
1s.E1.85 
:E <1>0.5 
H = 16+ E2 E (3.38) 
where Pedersen conductance :Ep and Hall conductance :EH are in the unit of S, 
<I>E is the energy flux in mWjm2s or ergsjcm2s, E is the average energy in keV, 
both for electrons with energy between 500eV and 20keV. And the ratio between 
Hall conductances and Pedersen conductances is 0.45E0·85 . The Pedersen and Hall 
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conductances produced by an incident proton beam are computed as[149] 
:Ep ( B )-145 
- 5.7<1>~5 Bo 
( B )-1.9o 2.6<1>~5 Bo Eo.3 (3.39) 
where Bo = 54J.LT, energy flux and average energy are for protons with energy between 
2ke V and 40ke V. The conductances produced by electrons are relatively insensitive 
to the shape of the energy spectrum[152]. The conductances produced by protons 
should be even less sensitive to the shape of thee energy spectrum[149]. 
We could also use the Naval Research Laboratory (NRL) SAMI3 code to compute 
the field-line integrated conductances in the RCM[153]. This model is based on the 
two dimensional model SAMI2[154, 155] and contains chemical evolution of 7 ion 
species (H+, He+, N+, Q+, N0+2, Q+2 ) in the altitude range 85 km to 20000 km. 
The complete ion temperature equation is solved for three ion species (H+, He+, and 
Q+) as well as the electron temperature equation. Ion inertia is included in the ion 
momentum equation for motion along the geomagnetic field. The plasma is modeled 
in the low- to mid-latitude ionosphere up to ±55° magnetic latitude. SAMI3 and the 
RCM are self-consistently coupled electrodynamically through the potential equation. 
The current flowing across the field lines driven by the electrostatic potential <I> 
can be written as 
++ J =-:E. '\1¢ (3.40) 
The conductance tensor is defined as 
(3.41) 
where 
"E.,p,p = "E.oo sin2 (J) ~ 2"E.p 
2"£.H 
"E.o,p = - "E.,po ~ -.--
sm(J) 
And I is the inclination angle of the magnetic field relative to the ionosphere: 
. (I) 2 cos e 
Sin = --;::=::::::::::=~ 
v1 + 3cos2 e 
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(3.42) 
(3.43) 
(3.44) 
and 0 is the colatitude angle, the latitude angle measured with respect to the pole. 
The electric field on the ionosphere is assumed to be a gradient of a scalar potential. 
The condition of conservation of current V' · J = 0 is expressed as 
(3.45) 
where the subscript "h" represents a 2 dimensional vector operator on the hemi-
spherical reference surface. The left side of the equation represents the divergence of 
ionospheric conduction current, with the southern ionosphere mapped to the north-
ern hemisphere. The right side consists of the Birkeland current per unit ionospheric 
area from both hemispheres. 
The RCM uses the neutral atmosphere empirical model-MSISE90 and the Hori-
zontal wind model-HWM93 to calculate the contribution of neutral wind. The MSISE 
(Mass Spectrometer - Incoherent Scatter) model describes the neutral temperature 
and densities in Earth's atmosphere from ground to thermospheric heights[156]. Be-
low 72.5 km the model is primarily based on the MAP Handbook[157] tabulation 
of zonal average temperature and pressure, which was also used for the CIRA-86 
(COSPAR International Reference Atmosphere), a model provides empirical mod-
els of atmospheric temperatures and densities as recommended by the Committee on 
Space Research (COSPAR). Above 72.5 km MSISE-90 is essentially a revised MSIS-86 
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model taking into account data derived from space shuttle flights and newer incoher-
ent scatter results. The HWM93 (Horizontal Wind Model) is an empirical model of 
the horizontal neutral wind in the upper thermosphere[158, 159]. It is a subsequent 
version of HWM87[160] and HWM90[161]. It provides zonal and meridional winds 
for specified latitude, longitude, time, and Ap index. Mid- and low-latitude data are 
reproduced quite well by the model. 
SAMI3 could also estimate contributions from the neutral wind term jw to the 
electric potential for quiet-time conditions using the Scherliess and Fejer [1999] empir-
ical model[162]. Another way to estimatejw is the Coupled Thermosphere Ionosphere 
Plasmasphere Electrodynamic ( CTIPe) model. It is a global, there-dimensional, time-
dependent, non-linear code. It is a union of three physical components: a global, non-
linear, time-dependent neutral thermosphere code[163, 164], a mid- and high-latitude 
ionosphere convection model[165], a plasmasphere and low-latitude ionosphere[166]. 
The first two components were initially coupled self-consistently and are known as 
the Coupled Thermosphere-Ionosphere Model (CTIM)[167]. CTIM was further ex-
tended by adding the third component to form the CTIP. Later the electrodynam-
ics was solved self-consistently with the neutral dynamics and plasma components. 
The thermospheric code simulates the time-dependent structure of the wind vector, 
temperature and density of the neutral thermosphere by numerically solving the non-
linear, first-principles, equations of continuity, momentum, and energy. 
In the ROM, after plugging the Vasyliunas equation to the right hand side, it gives 
v •. (-E. v.,H jw) ~ sin(I)B; (!. vv X Vp) (3.46) 
which is called the Fundamental Equation of Ionosphere-Magnetosphere Coupling. 
We solve this equation with polar cap potential distribution to get the electric field 
potential in the ionosphere. 
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Chapter 4 
Implementation of the RCM 
The space physics modeling projects have significant utilities in both scientific study 
and practical forecasting. The inner magnetosphere drifting models should be able to 
achieve their physics goals in a timely manner and easily implemented into the whole 
framework of space weather prediction. This chapter describes several improvement 
of the RCM for practical use. 
4.1 Unwrapping 
The RCM has two dimensional grids in the ionosphere. The one in the azimuthal 
direction is uniform and periodic. A wrapping in this direction was used in the RCM 
so that we can take the second order spatial derivative at any time without checking 
the local time direction. However, such wrapping technique is not widely used. It 
leads to some confusion and difficulties when comparing with or coupling to other 
codes. For example, three dimensional magnetspheric grids used in MHD codes don't 
have to be orthogonal or uniform (Figure 4.1) so that there is no periodic direction 
and thus no wrapping involved. A version of the RCM is created to unwrap the 
azimuthal direction. Then the first grid in the azimuthal direction in at local noon 
and the last grid is at the dawn side of the noon. Whenever the values across the 
noon are needed for computing, they are achieved from the beginning or ending part 
of the arrays. 
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Figure 4.1 : Top: Lyon-Fedder-Mobarry (LFM) model uses a distorted spherical grid 
with azimuthal symmetry about the polar axis (pointing in the x-direction of the SM 
coordinate system, roughly sunward). The MHD grid usually covers the domain from 
about 30 RE upwind to 300 RE downwind of the Earth and roughly 100 RE out to the 
sides. The complementary ionospheric grid is a mapping of the inner surface of the 
MHD (magnetospheric) domain to the two polar ionospheres. This typically covers 
the region from the pole to 45- 60° latitude. Figure courtesy of CCMC. Bottom: 
Center for Space Environment Modeling ( CSEM) uses a nonuniform orthogonal grid 
with finer grid around the Earth for about 0.25 RE and coarser grid down to the 
magnetotail for about 4 RE. The computational domain occupies the volume from 
224 REin the nightside to 32 REin the dayside, 64 REin dawn and dusk directions 
as well as north and south directions. Figure courtesy of CSEM. 
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4.2 Parallelization 
Since the RCM converts the three dimension magnetosphere calculation into two 
dimension ionosphere calculation, the computation time in the RCM is usually very 
quick. However, as a prediction tool, we still need the code to run faster. The 
parallelization of RCM will not only improve the time efficiency but also make the 
RCM easier to couple with global MHD codes since they are all parallel versions. 
The RCM describes the plasma dynamics in the inner magnetosphere and the 
electrodynamics of the magnetosphere-ionosphere coupling. The RCM calculates the 
plasma distribution, field-aligned currents, and the ionospheric electric field potential 
self-consistently. Those three parts are also the most time-consuming subroutines in 
the code: the Gmresm subroutine is used to solve potential matrix; the Clawpack 
subroutine is used to compute the plasma convection; the get_jbirk subroutine is used 
to integrate the Birkeland currents. Since the grid is two dimensional in the iono-
sphere, we use partial differential equations in two dimensions. Another subroutine 
that takes a lot computing time is the subroutine move_plasma_grid, which computes 
the drift velocity in the ionosphere, the source and lost terms, and then put this 
information in the calls of the subroutine CLAWPACK. 
The RCM has orthogonal grids in the ionosphere. The i direction latitudinal 
direction. The j direction is the azimuthal direction. We decide to separate the j 
direction into different processes. Therefore, all one dimensional arrays are kept in 
each process. All two dimensional or three dimensional arrays are saved in different 
processes by their direction. Some arrays that were one dimensional arrays but could 
be separated into processes are modified to two dimensional arrays. 
Each processor should have more or less the same burden. Therefore, each pro-
cessor deals with almost the same number of js. Assume jsize is the size of the grid 
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points in azimuthal direction, N is the total number of processors, and n is the pro-
cessor identification number from 0 to N-1. Also, jsize = pN + q, where p and q are 
both integers and 0 ~ q < N. Then there are N- q processors working on p of j's, 
and, there are q processors working on p + 1 of j's. The beginning and ending j's for 
each process are calculated by 
ibeg- jsizexnfN+1 
iend - jsize X (n + 1)/N 
where the right hand side uses integer division during the calculations. 
(4.1) 
(4.2) 
The parallelization of the subroutines get_jbirk and move_plasma_grid are quite 
straightforward. Both subroutines loop over both i direction and j direction and also 
the energy dimension k. So each process now just deals with the azimuthal direction 
in certain range. Communication might be necessary if values from adjacent process 
are needed in the calculation. 
CLAWPACK (Conservation LAWs PACKage) is a software package designed to 
compute numerical solutions to hyperbolic partial differential equations using a wave 
propagation approach. Most of the one-dimensional and two-dimensional CLAW-
PACK routines were written by Randall J. LeVeque, from Department of Applied 
Mathematics at University of Washington at Seattle. 
CLAWPACK is a package of Fortran subroutines for solving time-dependent hy-
perbolic systems of partial differential equations in 1, 2, and 3 space dimensions, 
including nonlinear systems of conservation laws. The software can also be used to 
solve nonconservative hyperbolic systems and systems with variable coefficients, as 
well as systems including source terms. The package includes an MPI version in 
which the domain can be distributed among multiple processors, and adaptive mesh 
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refinement versions (AMRCLAW) in two and three space dimensions. 
The methods used in CLAWPACK are based on solving Riemann problems for the 
wave structure and then introducing a fluctuation splitting technique that generalizes 
the notion of flux-difference splitting from conservation laws. The left-going and 
right-going fluctuations capture the net effect of all left-going and right-going waves, 
and these fluctuations are then split in the transverse direction in the generalization 
to more space dimensions[168]. 
The Godunov scheme involves three distinct steps to obtain the solution at t = 
(n + l)b.t from the known solution at t = nb.t, as follows: 
1. Define piecewise constant approximation of the solution at t = (n + l)b.t, 
which is an average of the solution over the cell of size, corresponding to a finite 
volume method representation whereby the discrete values represent averages 
of the state variables over the cells. Exact relations for the averaged cell values 
can be obtained from the integral conservation laws. 
2. Obtain the solution for the local Riemann problem at the cell interfaces. The 
discontinuities at the interfaces are resolved in a superposition of waves satisfy-
ing locally the conservation equations. The original Godunov method is based 
upon the exact solution of the Riemann problems. However, approximate solu-
tions can be applied as an alternative. 
3. Average the state variables after a time interval b.t. The state variables obtained 
after Step 2 are averaged over each cell defining a new piecewise constant ap-
proximation resulting from the wave propagation during the time interval /::l.t. 
To be consistent, the time interval l:l.t should be limited such that the waves 
emanating from an interface do not interact with waves created at the adja-
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cent interfaces. Otherwise the situation inside a cell would be influenced by 
interacting Riemann problems. 
In most cases the easiest way to apply CLAWPACK to a problem of interest is to 
find an existing application to a. similar problem, copy the relevant files to your own 
computer, and adapt them to your problem. 
Although there is MPI version of CLAWPACK which could be downloaded from 
the webside, we modify the code from the serial version. For the CLAWPACK, each 
process could solve their own equation set according to the coefficients calculated 
in the subroutine move_plasma_grid. The boundary condition is still using periodic 
boundary condition. Each process needs the values for j = jbeg - 2 and j = jbeg - 1 
from one side and the values from j = iend + 1 and j = iend + 2 from the other side. 
The major change in the CLAWPACK is that now the CFL condition needs to be 
satisfied in all processes instead of only one process. The time step should keep the 
same as well. 
The Gmres(m) method is used to solve the ionospheric electric potential distri-
bution by the Fundamental Equation of Ionosphere-Magnetosphere Coupling. The 
derivatives of some conductance at grid point (i,j) in the left hand side depends on 
the values at grid points (i-1,j), (i+1,j), (i,j-1), (i,j+1). The weight coefficients form 
the matrix A. The right hand side is basically the Birkeland current, which is stored 
in a vector b. The vector to be solved is the electric potential, x. The size of latitu-
dinal direction is isize and the size of azimuthal direction is jsize. The subroutine 
would estimate the potential in the closed field line region with boundary conditions 
given in the open field line region. Set imin as the minimum i so that for any j, the 
magnetic field line connecting to the ionospheric grid point (i,j) is a closed field line. 
Then we define nij = (isize- imin + 1) x jsize. So the matrix A is an nij x nij array 
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and stored in compressed row method. The vectors b and x are of size nij. The goal 
is to solve equations Ax= b, where A is a matrix, x and bare two vertical vectors. 
To solve this matrix equation, iterative methods are used to repeatedly improving 
an approximate solution until it is accurate enough. Jacobi and Gauss-Seidel meth-
ods are the most popular two. Other methods are also in use, such as Successive 
Over-Relaxation (SOR), Symmetric Successive Over-Relaxation (SSOR), Conjugate 
Gradient (CG), Minimal Residual (MINRES), and so on. The Jacobi, Gauss-Seidel, 
SOR and SSOR methods are stationary which are simpler to understand and imple-
ment but usually not very effective. CG, MINRES, and many other nonstationary 
methods are harder to understand but highly effective. 
The Generalized Minimal Residual (GMRES) method is an extension of Minimal 
Residual (MINRES), which is only applicable to symmetric systems. Like MINRES, 
it generates a sequence of orthogonal vectors. All previously computed vectors in the 
orthogonal sequence have to be retained since the absence of symmetry makes the 
procedure no longer be done with short recurrences. The pseudo code of GMRES 
method looks like 
x<0> is an initial guess 
while j=1,2, ... ,max iteration 
Solve r from M r = b - Ax<0> 
v<l) = r /llrll2 
8 = llrll2e1 where €1 is the unit vector e1 =: (1, 0, 0, · · · , O)T 
for i=1,2, ... ,m 
Solve w from Mw = Av(i) 
for k=1, ... ,i 
hk,i = (w, v(k)) 
w = w - hk ·v(k) 
·' 
end for 
apply rotation matrix J1, · · · , Ji-1 on (h1,i, · · · , hi+1,i) 
construct Ji such that (i+1)th component of Jih.,i is 0 
if s(i+1) is smali enough then UPDATE(x,i) and return 
end for 
UPDATE(x,m) 
end while 
In the scheme UPDATE(x,m) replaces the following computations: 
Compute y as the solution of H y = 8 
Hi,j = hi,j in the upper i x i triangular part 
8 represents the first i component of 8 
x = x(o) + Y1 v<1) + Y2V(2) + · · · + YiV(i) 
8(i+1) = lib- Axi12 
if x is an accurate enough approximation then return 
else x<0> = x 
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We start from inputting the matrix A, the vector b, and the initial guess x<0 ) which 
is the solution from the previous step in the RCM. Then continue by computing the 
initial residual, r, based on the initial input. The goal is to minimize this residual 
through the algorithm. llrll2 is the 2-norm of the residual, s is the residual vector, 
and v<ll is the normalized residual vector. This is the vector from which we build the 
Krylov subspace. 
Using the normalized vector, v(i), we construct the a subspace by multiplying it 
by A, then orthogonalize it to all previous v<i), and then normalizing to get v(i+l). 
The vectors v(ll, v<2l, · · ·, v<m) then form the orthonormal m-th Krylov subspace. We 
use a modified Gram-Schmidt orthogonalization called the "Arnoldi method". At the 
same time we construct the upper Hessenberg (m+ 1) x m matrix by saving the inner 
product of new residual w and vector v(k). The new solution is given by 
(4.3) 
where the coefficients Yk have been chosen to minimize the residual norm llb-Ax(i)ll 2 • 
The GMRES algorithm has the property that this residual norm can be computed 
without the iterate having been formed. Thus, the expensive action of forming the 
iterate can be postponed until the residual norm is deemed small enough. 
If no restarts are used, GMRES will converge in no more than n steps (assuming 
exact arithmetic), where n is the size of the vectors, like any orthogonalized Krylov-
subspace method. The major drawback to GMRES is that the amount of work and 
storage required per iteration increases linearly with the iteration count. Unless, we 
could obtain extremely fast convergence, the cost will rapidly become prohibitive. 
For this reason, "restarted" versions of the method are used. After a chosen number 
m of iterations, the accumulated data are cleared and the intermediate results are 
used as the initial guess for the next m iterations. This procedure is repeated until 
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convergence is achieved. Indeed, the crucial element for successful application of 
GMRES{m) revolves around the decision of when to restart; that is, the choice of m. 
If m is too small, it might be so slow to converge or fail to converge entirely. If m is 
too large, it would cost excessive work and storage. 
The algorithm for the subroutine Gmresm is the most complicated. However, such 
kind of parallelization has been widely discussed. In the package of Gmresm, there are 
three pieces of code to be changed. The first one is the preconditioner calculation. The 
convergence rate of iterative methods depends on spectral properties of the coefficient 
matrix. So we ·might transform the linear system into one that is equivalent in the 
sense that it has the same solution, but that has more favorable spectral properties. A 
preconditioner is a matrix that effects such a transformation. A good preconditioner 
M should be 
1. somehow a good approximation to A 
2. not prohibitive to compute 
3. easier to solve for M x = b than Ax = b 
So the first step in Gmresm subroutine is to compute the preconditioner. The matrix 
A is split as A = La+ Da + Ua, where La is a strictly lower triangular, Da is diagonal, 
and Ua is a strictly upper triangular. Then the preconditioner M = L x U = (D + 
La) X n-1 X (D + Ua) where L = D + La and u = I + n-1Ua· The subroutine 
would go through each line of the nij lines, find the pivots vector, n-1, where D = 
Da- LaD-1Ua so that M =A. Due to the triangle properties of La and Ua, the D or 
n-1 could be calculated consequently which means the element Di only depends on 
Db D2 , • • ·, Di_1. The parallelization needs to pass each element of the pivots vector 
to specific process. The second one is the matrix vector multiplication. The algorithm 
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of such multiplication in serial version is as the definition of the multiplication, bi = 
L:i Ai,jXj· For parallel version, the calculation needs to be finished inN times where 
N is the number of processes. Assume N = IO and nij = 100, in the mth round, 
where 0 ~ m < N, and for the nth process, where 0 ~ n < N, define q = m + n if 
m + n < N and q = m + n - N if m + n ~ N, part of the array A from IOn - 9 
to IOn lines will multiply by part of the vector from lOq - 9 to IOq. This partial 
summation would be added for each round. The third one is the matrix solver which 
solves My= x. Since M = LU, then it becomes LUy = x. So Uy = L -Ix and then 
y = u-1(L-1x). So we need to solve a matrix equation for a upper triangular matrix 
and a lower triangular matrix. To solve such an equation is very straightforward. If 
the lower matrix L is a 3 x 3 matrix, i.e. 
Lu 0 0 
L= £21 £22 0 (4.4) 
£31 £32 £33 
and 
bl 
b= b2 (4.5) 
b3 
then the solution is 
bl 
XI - Lu 
b2- X1£21 X2 -
£22 
b3- x1£31- x2L32 
X3 -
£33 
(4.6) 
For a 3 x 3 upper matrix, i.e. 
U= 
and 
then the solution is 
Uu 
0 
0 
b= 
b3 
u33 
U12 
U22 
0 
bl 
b2 
b3 
b2- X3U23 
U22 
U13 
U23 
u33 
b1- x3U13- x2U12 
Uu 
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(4.7) 
(4.8) 
(4.9) 
The method itself is very hard to parallelize. However, for the matrix in the RCM, 
in which the non-zero elements are regularly located, we could control the communi-
cations among processes. Nevertheless, this part is the real bottleneck of the whole 
parallelization. 
A simple case of running MPI version of the RCM gives an overview of the speedup 
of the parallelization. This is a 1 minute simulation run. It needs about 50 seconds 
for 1 process to run. For 2 processes, the running time decreases to about 38 seconds. 
For 3 processes, the running time is about 36 seconds. For 4 processes, it reaches a 
minimum of about 32 seconds. But for 5 processes or more, it doesn't go down but 
up a little bit. It means the current algorithm of parallelization is not good enough. 
The maximum speed up is about 36%. 
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4.3 Web Interface 
The CCMC is a multi-agency partnership to enable, support and perform the research 
and development for next-generation space science and space weather models. The 
CCMC is overseen by an interagency steering committee with rotating membership 
that provides strategic guidance to the CCMC operations. The CCMC is situated at 
NASA Goddard Space Flight Center (GSFC). The CCMC staff consists of NASA civil 
servants, contractors, postdoctoral fellows and visitors. It provides, to the scientific 
community, access to modern space research models (1) through an automated request 
system for model runs (2) through modern, online, visualization and analysis tools 
(3) through standard data formats for simulation data downloads. It could be used 
to test and evaluate models as an unbiased agent through event studies, and through 
real-time calculations. It is a great platform for space weather forecasters through 
model evaluations and the provisions of forecasting tools. 
The RCM is an important part of magnetosphere model. However, the stand alone 
RCM doesn't have an interface in CCMC. Therefore, we want to build a CCMC type 
web page so that people would request a RCM run through the interface. The main 
page gives a brief introduction of the model, the inputs into the model and outputs 
from the model, basic contact information, and several references. In the first step, 
the user needs to provide basic information including first name, last name, and email 
address (Figure 4.2). A run number could be selected from 1 to 4 which means only 
4 different runs are available for each day. You can overwrite a previous run number 
if you find out something is not properly input. 
Step 1: Fill in the Form and Generate a Registration Number. 
The Registration !'\umber is composed of your fim name (fintName), your last'""''" (Lasu'lante), date (mmddyy), and run identi!ication number (RunNurnber): 
First:">tne_L .. r:'l'ame_tnmdd)-y_Run:\"uldber, e g , Barack_Obama_ l!O~OS_ 4. 
At~ present tirue you are allowed to mAke up to 4 diiferem submissions on d>e d>e same date (nw!ddn·). For eacl>new submission made on d>e same date you need to choo>< 
a. new Ru :-;umber (' 1". • 2·. ~3 •. or • 4 "). ~ultiple submissions made on the same date wid.t the same Run Number wlll ('1\·et·write the previous submission. You can use this 
feature. to resubmit the request on the same date If you di!Cide to cancel or modify your submission at later date , please contact us. 
Please have registration numb~s when making inquiri~s a.b<'ut your requests . You will need your r.egistratiou number to \'iew the results when the simulations haYe finished 
Firstl'\am.: (reqund) 
LastN&ne: (required) 
E-ntail: (r<quired) 
Run !'\umber: 1 ~ 
Figure 4.2 Grid selection 1n the web interface. 
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The next step is to specify the interested time period form three methods (Figure 
4.3). The first one is to select a major storm event from the drop list of 96 major 
storms since 1995 to 2008. The second is to select the beginning date and time as 
well as the ending date and time. The third way is to upload your own "inputs.dat" 
file. 
Step 2: Generate input file of the ennt or some t ime inten·al. 
Select an e,·ent from tbe list. 
Select event.. 
Select the date and the time at the beginning of the ennt. 
Select year T Select month T Select day . T Select hour T Select minute T Select second 
Select tbe date and tbe time at tbe end of tbe eYent. 
s~lect year.. T Sel~ct month_ T Select day ... T Sel~ct hour . T Select minute . T Select second _ 
Upload your own inputs.dat file ~.] 
Figure 4.3 Time period selection in the web interface. 
The following step is to generate the "rcm.params" file. You should first select 
a grid resolution (Figure 4.4) from the list of 4 resolutions. You should also change 
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the five parameters of colatitude distribution if necessary. You could check the figure 
of colatitude spacing versus the colatitude. The grid needs to cover to about 80° 
colatitude. 
Step 3: Choose inputs for RCl\1. 
l. Select grid resolution. 
155x99 ..,. 
i_pc 11 
i_pp 109 
dtheta _ delta_i_ min 0.2 
dtheta_delta_i_max 1 
delta i 
I Res~t I 4 
1.0 
0.8 
0.6 
o.-4 
0.2 
o. 0 
Spacing vs. Colatitude 
10 20 30 <40 50 60 70 
Figure 4.4 : Grid selection in the web interface. 
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You will also be asked about the magnetic field input, the number of energy 
channels for each of the three chemical species and energy level spacing, the ion and 
electron temperature ratio in the plasma sheet, the Kp index for ion composition 
calculation, the option of high latitude plasma sheet boundary condition, the kappa 
value of distribution function in the plasma sheet, and the initial distribution function 
(Figure 4.5). 
2. Select magnetic field model. 
Dipole 
U Zero IMF By? 0 Current \J.'eodge? Maximum amplitude 220 
3 . .Enter number of energy channel for each species. 
Electron: 29 Protons: 85 Oxygen: 85 
4 . .Enter temperature ratio in plasma sheet as TilT e. 
7.8 
5. Enter Kp for ion composition. 
Read from file ... 
6. Select plasma sheet condition. 
• ~· s~ Kp-based formula 
Use Boro,·sky temperature and Ebihara density 
• 'se Borovsky solar wind based formula 
6 Use Tsyganenko-~tukai .,.003 model 
• Sp~c:ify o\vn values @ -13 Re Plasma sheet density= 0.5 
Specify own values @ - 9 Re Plasma sheet density= 0.5 
_, Specify invariants @ -13 Re P\'5 "= 0.2 nPa(Re·nT): 3 
7. Enter kappa for distribution function for each species. 
Electrcm: 6.0 Protons: 6.0 Oxygen: 6.0 
8. Choose energy leYels setting. 
Optimized for a Ma:'(wellian distribution 
o• Optimized for something else 
9. Choose cutoffs of plasma sheet population. 
Temperature cutoff D Energy cutoff 0 
10. Choose particle initial condition. 
o • Empty magnetosphere 
..) Spence & K.ivelson empirical pressure distribution 
) Based on quiet time fluxes 
11. Choose boundary condition. 
cm·3 temperature= 5000 e\· 
cm·3 temp~rature= 5000 e\' 
T\·2 3= 4000 e\'(Re nT}~ 3 
Boundary condition is calculated from plasma she.et information spedtie.ct above .. 
Time independent . u 
Figure 4.5 Parameter selection in the web interface. 
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There are also modules of ionospheric conductances, electron and ion precipitation, 
charge exchange, thermospheric wind, field-aligned potential drop, ion outflow, polar 
cap potential (Figure 4.6). 
12. Select model of conductance. 
Select Solar EUV . ... - Select Auroral Enhancement. 
o 4S p~r htmisphere 
_s per hemisphere 
SA.\IT3 
Jaggi and \\"olf 1973 model 
Jaggi and Wolf 1975 model 
13. Select precipitation model, onl~- Yaid if you choose the precipitation option ahoY e. 
t'lectron 
proton 
Assume rv1axwellian 
No precipitat ion ____ _ 
oxygen No precipitation ____ _ 
14. Choose charge exchange model. 
Ignore exchange o Bishop model 
15. Choose thermospheric wind model. 
o Ignore Re-ad from ftle urp!ey type wind CT1Pe \\ind 
16. Choose field -aligned potential drop model. 
o Ignore. - test 
17. Choose ion outflow model. 
[FJ Suet aL polar \-vind model l] :\1oore et a!. auroral wind modd 
18. Choose polar cap potential formula. 
o Boyle model with Hill saruration with dawn-dusk as)mrnerry ' Boyle model with Hill saturation Boyle model 
\ « Back 1\ Next >;> I 
Figure 4.6 Module selection in the web interface. 
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The fourth and the last step is to generate the "tecplot.params" file which is 
used in post processing. The file name is called tecplot because that is the main 
processing tool we used to analyze the RCM result. So we need to tell the tecplot 
converter what you need. A series of checkboxes are used to transform to logical 
parameters, such as axis information, magnetic field information, electric field and 
Birkeland current, ionospheric conductances, plasma properties , precipitating fluxes, 
conductance of species, plasma properties of species, q and r tests, quasi-3D plasma 
energy, quasi-3D claw velocity, and quasi-3D equatorial velocities (Figure 4. 7). 
2. Choose debugging options. 
[.J s s j 4 flu.".: 
Ll gsc midnight condition 
0 geotail condition 
U batmdary condition 
D total en~gy 
[] virtual satellites 
3. Choose indices you want to compare. 
[] Dst 
D .AJYAVA ./AO 
4. Choose ThiAGEs you want to compare. 
":1 ENA fluxes 
[] El.i\ plasmasphere 
~ Fl..iv' auroral 
5. "'hat else do you want from us? 
« Back ] [ Submit ] 
Figure 4. 7 : Output selection in the web interface. 
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There are several debugging tools in the RCM to compare simulation results with 
observations. The precipitating flux could be compared with the DMSP ssj4 mea-
surements. The DMSP satellites are in a sun-synchronous, low altitude polar orbit, 
as shown in Figure 4.8. The orbital period is 101 minutes and the nominal altitude is 
830 km. The SSJ /4 is the Precipitating Electron and Ion Spectrometer. It provides a 
complete energy spectrum of the low energy particles that cause the aurora and other 
high latitude phenomena. The data set consists of electron and ion particle fluxes 
between 30 eV and 30 KeV recorded every second, satellite ephemeris and magnetic 
coordinates where the particles are likely to be absorbed by the atmosphere. The 
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detectors also record high energy ions that penetrate both the satellite and the in-
strument. This is most noticeable in the South Atlantic Anomaly and at the "horns" 
of the radiation belts. It consists of four electrostatic analyzers that record electrons 
and ions between 30 e V and 30 Ke V as they flow past the spacecraft toward the 
Earth. The instruments "look" toward the satellite zenith. Electrons and ions of the 
selected energy are deflected toward the target by an imposed electric field applied 
across the two plates. The two low energy detectors consist of 10 channels centered 
at 34, 49, 71, 101, 150, 218, 320, 460, 670, and 960 eV. The high energy detector 
measures particles in 10 channels centered at 1.0, 1.4, 2.1, 3.0, 4.4, 6.5, 9.5, 14.0, 20.5 
and 29.5 KeV. One of the main calculations in the RCM is the particle flux. By giving 
option of precipitating module, we could calculate the precipitating flux accordingly. 
However, the flux depends on the flux tube volume and thus the magnetic field map-
ping. Since it is a point measurement right above the ionosphere, the results could 
be quite different if the magnetic field model is not accurate enough. 
Figure 4.8 : F13 trajectories during 0630 UT and 0700 UT on July 22, 1998. 
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On the other hand, magnetospheric quantities are measured in the magnetotail 
region. We could estimate the flux at the nightside geosynchronous orbit, Geotail 
region, or high-latitude boundary. Virtual satellites could be constructed at all mag-
netic local time at either geosynchronous orbit or Geotail region as shown in Figure 
4.9. 
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Figure 4.9 : The original idea of putting 24 virtual satellites at the geosynchronous 
orbit. Figure courtesy of Jichun Zhang. 
We could also estimate the Dst change during a storm using the Dessler-Parker-
Sckopke (DPS) relation by calculating the total energy within geosynchronous orbit. 
The DPS relation states that the ratio between the magnetic field perturbation and 
the magnetic field strength is proportional to the ratio between the total plasma 
kinetic energy and the total magnetic energy in a dipole field. 
Eo 3Wn 
( 4.10) 
The the Dst index should be proportional to the total ring current energy. However, 
since the magnetic field deviates from a dipole during magnetic disturbed conditions, 
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the DPS relation could at best predict the tendency of Dst change. A synthetic mag-
netogram calculation could be performed using the Biot-Savart law, an inverse-square 
law, and thus the relative influence of each current depends on its strength and is 
inversely proportional to the square of the distance from the observation point. There 
are over 200 ground-based magnetometers in constant operation to observe the mag-
netic field perturbations on Earth throughout the world. Much of this data is freely 
available for download and is available with one-minute and one-second resolution 
and with accuracy within one to a few nanotesla[17]. 
The Geographic Coordinate system (GEO) is defined so that its X-axis is in the 
Earths equatorial plane but is fixed with the rotation of the Earth so that it passes 
through the Greenwich meridian (0° longitude). Its Z-axis is parallel to the rotation 
axis of the Earth, and its Y-axis completes a right-handed orthogonal set. The Ge-
omagnetic Coordinate system (MAG) is defined so that its Z-axis is parallel to the 
magnetic dipole axis. TheY-axis of this system is perpendicular to the geographic 
poles as Y = D x S where D is the dipole position and S is the south pole. Finally, 
the X-axis completes a right-handed orthogonal set. The Geocentric Solar Magneto-
spheric System (GSM) has its X-axis in the Earth-Sun line. TheY-axis is defined to 
be perpendicular to the Earths magnetic dipole so that the X-Z plane contains the 
dipole axis. The positive Z-axis is chosen to be in the same sense as the northern 
magnetic pole. The RCM uses the GSM coordinate system. 
Magnetic fields are comprised of a vector and thus the field must be described by 
three elements. The coordinate systems used for ground magnetic data are typically 
the HDZ, XYZ, and FDI, as shown in Figure 4.10. The declination (D) and inclination 
(I) are the elements needed to describe the field on the ground. By convention, D 
and I are measured in degrees. D is the angle between ,geographic north and the 
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horizontal vector, with east of north being positive, while I is the angle between the 
horizontal plane and the total geomagnetic field vector. The elements that describe 
field intensity are the total intensity (F), the horizontal component (H), the north 
(X) and east (Y) components of the horizontal intensity, and the vertical component 
with positive downward (Z) into the ground. The equations that relate the values of 
these coordinate elements are given by 
F .JX2 + Y2 + Z2 
F .JH2 + Z2 
H Fcosl 
X HcosD 
y HsinD 
z Fsinl ( 4.11) 
Figure 4.10 : The combinations of the three components frequently used in geomag-
netism are HDZ, XYZ and FDI. Figure courtesy of World Data Center for Geomag-
netism, Kyoto. 
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To avoid the confusion of XYZ magnetometer coordinate elements with other 
coordinate systems, it is helpful to think of the magnetometer field components as a 
variation of spherical coordinates given by 
X = -Bo 
Z - -Br (4.12) 
Since Dst measures the total depression of the horizontal component of the magnetic 
field, the baseline H must be found for each station to take into account secular 
variations. The annual mean values of H are calculated using a database of the five 
quietest days for each month. A second-order polynomial fit to the annual mean 
values is used to obtain the baseline values for each hour. This value is subtracted 
from the observation to get the field perturbation. 
D.H(T) = Habs- Hbase(T) (4.13) 
where D.H is the perturbation, Habs is the observed field, and Hbase is the computed 
baseline value. The effects of the solar quiet daily variation, a diurnal variation 
caused by currents in the ionosphere, is also subtracted from the recorded magnetic 
field using the five quietest days of each month. 
D(T) = D.H(T) - Sq(T) (4.14) 
Finally, the perturbation D is averaged over the four stations (Honolulu, Kakioka or 
Alibag, Hermanus and San Juan) and normalized to the dipole equator to estimate 
the perturbation parallel to the dipole axis. 
"4 Dn(T) 
Dst(T) = L..m=l cos.An 
4 
(4.15) 
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To describe the geomagnetic disturbance fields in mid-latitudes, a longitudinally 
asymmetric (ASY) and a symmetric (SYM) disturbance index are introduced and 
derived for both horizontal (H) and orthogonal (D) components. The symmetric 
disturbance SYM-H is essentially the same as Dst index but with 1-minute time res-
elution. Their difference is less than 20 nT for intense storms[169]. The ASY-H is 
defined to be the range between the maximum and minimum deviation at each mo-
ment for the component parallel to the dipole axis[17]. There is a correlation between 
ASY-H index and AE index[170, 171], but there are essential difference between them. 
The auroral electrojet (AE) indices are used to measure the ionospheric electrojet 
activity in the auroral zone. This set of indices uses a combination of 10 to 13 obser-
vatories along the auroral zone in the northern hemisphere to measure the variations 
in the horizontal component. At every minute in UT, out of all the available AE 
stations, the largest and smallest horizontal field perturbation is recorded. The AU 
(auroral upper) index is defined as the upper envelope of the largest recorded values, 
while the AL (auroral lower) index is defined as the lower envelope of the smallest 
recorded values. The AE index is defined as the difference between AU and AL 
(AU-AL). Another associated index is the AO index, and is computed as the average 
between AU and AL. The AU and AL indices can be interpreted as the effects due 
to the strongest eastward and westward auroral electrojet currents. The AE index 
therefore gives a measure of the overall electrojet activity[17]. 
The Bio-Savart law is defined as 
B(x) = J-Lo j d3x,j(x') x (x- x') 
41!" lx- x'l3 (4.16) 
where B(x) is the magnetic field vector at the point x, and x' is the location of the 
current source j(x'), and J-Lo is the permeability of free space. The total magnetic field 
is computed by integrating the entire current distribution and should be consistent 
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with Maxwell's equations of classical electromagnetism[17]. The effects of all current 
systems, magnetospheric, ionospheric, and geomagnetically induced currents (GIC) , 
are accounted for ground magnetic field within the algorithm . 
I 
I 
I 
' \ 
I 
\ 
, 
' 
, 
; , 
, 
, 
, 
, 
, 
.,..-
__ .,. 
3 
Figure 4.11 : Synthetic magnetogram computational domain. The dashed line repre-
sents the magnetopause boundary[17]. 
The calculation is divided into three concentric zones (Figure 4.11) , the region 
below the Earth, the region from the ionosphere to a reference sphere of radius Ro rv 
8RE , and the region outside the reference sphere Ro. The contribution from zone 2, 
where the ionospheric and magnetospheric currents are computed by a magnetosphere-
ionosphere coupling code, is from the numerical integration by the Biot-Savart law. 
The contributions from GICs (zone 1) and all currents outside the reference sphere 
RO (zone 3) are computed by representing the magnetic effects due to those currents 
with scalar potentials. 
155 
The RCM also has the options of comparing its results with images, i.e. Im-
agers for Magnetopause-to-Aurora Global Exploration (IMAGE). This satellite was 
launched on March 25, 2000, and ceased its operation in December 2005. It has a 
highly elliptical polar orbit with initial geocentric apogee of 8.2 RE and perigee al-
titude of 1000 km. It is the first spacecraft dedicated to observing and imaging the 
Earth's magnetosphere by identifying the dominant mechanisms for injecting plasma 
into the magnetosphere on substorm and geomagnetic storm time scales; determining 
the directly driven response of the magnetosphere to solar wind changes; discovering 
how and where magnetospheric plasmas are energized, transported, and lost dur-
ing substorms and geomagnetic storms. It contains Neutral Atom Imagers (LENA, 
MENA, HENA), Far-ultraviolet (FUV) Imager, Extreme Ultraviolet (EUV) Imager, 
Radio Plasma Imager (RPI) which is aim to characterize plasma in the Earth's mag-
netosphere utilizing imaging in the radio frequency range. The RPI instrument is 
a low-power radar which operates in the radio frequency bands which contain the 
plasma resonance frequencies characteristic of the Earth's magnetosphere (3kHz to 3 
MHz). RPI can locate regions of various plasma densities by observing radar echoes 
from the plasma that are reflected where the radio frequency is equal to the plasma 
frequency. By stepping through various frequencies for the transmitted signal, fea-
tures of various plasma densities can be observed and, by fitting contours and/ or 
magnetospheric models to the features, a three dimensional specification of the shape 
of the magnetosphere can be created. Figure 4.12 shows some possible comparison 
between the RCM results and the images. After the form on the web page has been 
submitted, a PHP code would gather all the information there and put them into a file 
currently in csv form so that it could be modified in Microsoft Excel or other appli-
cation softwares. Then we could run a Fortran program to retrieve those information 
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00 
Figure 4.12 : Top: Energetic neutral atom flux of 10-60 ke V hydrogen as measured by 
(second row) IMAGE/RENA compared with the corresponding synthetic flux from 
(first row) RCM simulation results of April 18, 2002 sawtooth event[18]. The images 
for times 0810, 0820, 0840, and 0920 UT are shown from left to right. The circle 
at the center of each image represents the Earth, and the curves are L = 4 and 8 
dipole field lines at four local times. Bottom right: (left) the Birkeland current in the 
ionosphere, and (right) the IMAGE/FUV WIC images at times 0537 (top) and 0543 
(bot tom) [ 18]. The sun is to the left. The solid lines shown on the left are the electric 
potential lines every 8 kV. Bottom left: Comparison of computed plasmapause and 
observed EUV plasmapause of March 31, 2001 storm. 
157 
and generate the three files: "inputs.dat", "rcm.params", "tecplot.params" for each 
run. To do that, several files saving the history of inputs parameters are already 
downloaded. The FlO. 7 flux and the sunspot number could be obtained through 
ftp:/ /ftp.ngdc.noaa.gov /STP /SOLAR.DATA/SOLAR_RADIO /FLUX/ 
ftp: / /ftp.ngdc.noaa.gov /STP /SOLAR-DATA/SUNSPOT _NUMBERS/ 
The solar wind and IMF condition could be obtained from OMNI data at 
ftp: / /nssdcftp.gsfc.nasa.gov / spacecraft_data/ omni/high_res_omni/ 
The Dst index, or SYM-H could be achieved from OMNI as well, or read from 
where we get Kp index, the Geomagnetic Data Services in Kyoto University, Japan, 
through 
http:/ /wdc.kugi.kyoto-u.ac.jpfwdc/Sec3.html 
Both yearly format or bimonthly format of ABI index is read from CEDAR 
database through 
http:// cedarweb.hao. ucar.edu/wiki/index. php /DMSP:ssj4..midnit 
http:// cedarweb.hao. ucar.edu/wiki/index. php /Instruments:eq b. 
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Chapter 5 
Plasma Convection in Storm Event Simulation 
The ultimate goal of numerical modeling in the magnetosphere is to predict space 
weather. A geomagnetic storm is a temporary disturbance of the Earth's magne-
tosphere caused by a reconnection in the nightside tail plasma sheet. Simulations 
of real time event is a big step for the RCM to be a module of the space weather 
prediction. Time dependent boundary condition must be used since the plasma sheet 
is very dynamic during the storms. Therefore, we can not use the average properties 
from statistical models in the plasma sheet as the boundary condition. Even under 
extreme solar wind pressure when the stand off distance is quite small, the RCM 
boundary is still further in the tail that the geosynchronous orbit. Those strong 
geomagnetic storms could last for days, so no spacecraft observation could be used 
throughout the event. Statistical plasma sheet properties varying with solar wind and 
interplanetary magnetic field conditions are proven to be useful in RCM simulation. 
This fact would help us evaluate the ring current injection during the main phase of 
geomagnetic storm. The role of these high latitude plasma boundary condition will 
also be discussed. 
5.1 Storm Events 
The magnetic storm that started early on March 31, 2001 was caused by a coronal 
mass ejection (Figure 5.1) and associated interplanetary shocks, leading to extreme 
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Figure 5.1 : An Earthbound coronal mass ejection associated with the large sun spot 
9393 pushed into the Earth's magnetosphere on March 31, 2001. 
solar wind conditions [ 172]. The solar wind dynamic pressure was high and the IMF 
exhibited intermittent periods of large southward B z, resulting in the dayside mag-
netopause being pushed inside geosynchronous orbit. The imposition of cross polar 
cap potential drops in excess of 200 kV resulted in the development of a strong ring 
current. At 0023UT, the solar wind monitoring satellite detected the arrival of a large 
high-speed solar wind shock front[173]. This large shock pushed in the dayside mag-
netosphere four or more earth radii and produced a wide spread, but short-duration 
geomagnetic field disturbance which was observed at approximately 0053 UT around 
the world. The region of highest-intensity would have been centered over the Pacific 
and at low latitudes. 
Beginning around time 0200 UT, the solar wind magnetic field turned strongly 
southward beginning the growth of the main phase of the geomagnetic storm. These 
solar wind conditions persisted until approximately 0800 UT. The coupling caused 
by the solar wind began a process of building unstable magnetosphere structure that 
produced substorms and electrojet activity at high-latitude regions and the build up 
of the equatorial ring-current. The auroral activity is measured by POES satellite as 
Figure 5.2. 
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Figure 5.2: Auroral activity about the minimum Dst on March 31, 2001 storm. The 
lower left polar plot displays the original POES data with the continents in fixed 
position. The actual position of the red arrow indicating the direction of the sun. 
The panel on the right shows the same data with fixing to the direction of the sun. 
The left and right panel therefore reflect an observer on Earth and an observer on the 
sun. The upper panel displays the variable Bz component (blue) of the interplanetary 
magnetic field (IMF) and the actual hemispheric input power (light red), respectively. 
The IMF data has been shifted by about 30 minutes to consider the solar wind's 
travel time from the ACE spacecraft to the Earth's magnetosphere. Figure from 
http:/ /www.df5ai.net/ ArticlesDL/ Aurora_310301/ A310301_aactivity.html 
At 08UT, the solar wind polarity turned sharply northward and remained this way 
until 14UT, at which it turned southward once again until 22 UT. This prolonged 
southward orientation re-started another main phase of the geomagnetic storm, al-
though it's too small that the injection of fresh ring current ions is balancing the 
decay of the ring current that was injected earlier. This began a process of substorm 
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activity and development and intensification of electrojet activity over broad regions. 
At time 22UT, a second solar wind shock arrived, which would have again pro-
duced a small SSC. More importantly, its arrival heralded solar wind conditions that 
lead to the rapid decline of the storm, as interplanetary magnetic field strengths in 
the solar wind fell almost immediately to near zero. 
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Figure 5.3 : The solar wind pressure, Dst index, Kp index, IMF Bz, and the polar 
cap potential of March 31, 2001. 
The solar wind pressure, Dst index, Kp index, IMF B z, and the polar cap potential 
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are shown in Figure 5.3. The simulation time 0 in the March 31 , 2001 storm event 
starts at 18 UT of March 30, 2001 and ends at 06 UT of April 2, 2001 , which has · 
a 60 hours of simulation that covers the whole main phase and recovery phase. The 
IMF B z component triggers the magnetospheric convection. With the strong solar 
wind dynamic pressure coming in at at about 10 hours after the start of simulation, 
the southward IMF B z start the main phase in this event. The Dst starts to decrease 
and reach a minimum below -400 nT at about 14 hours. Then the IMF Bz becomes 
northward after getting a minimum of -50 nT. The northward IMF Bz last about 
7 hours and turns to southward again. Because of lack of solar wind pressure, it 
doesn't create another main phase of a storm. However, it retards the Dst increase 
in the recovery phase. The polar cap potentials are strong when there are strong 
magnetospheric convection during southward IMF B z. Kp index gives a general idea 
of that the geomagnetic field is highly active between 7 hours and 30 hours which 
corresponding to the main phase and early recovery phase in this storm. 
Figure 5.4: Active Region 696 is summarized above from November 3-10, 2003 during 
its transit of the solar disk[19]. 
Another extreme strong event happened during November 7 to November 10, 
2004. The time period from November 6 to November 9, 2004 have been very active 
days for solar and auroral events. A major sunspot group, Active Region (AR) 0696, 
as shown in Figure 5.4 with a complex magnetic field produced several Coronal Mass 
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Ejections and flares during this time. Only two X Class flares were observed: a X2 
on November 7 and a X3 on November 10[19]. 
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Figure 5.5 : Observed impulsive geomagnetic field disturbance conditions intensity 
for the high-latitude USA location (top), the mid-latitude USA location (center), and 
the equatorial region (bottom)[19]. 
Three separate CME passages occurred generated by flare activity from the above 
referenced sunspot activity. The first two CME passages generated long duration 
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geomagnetic storms, while the last one was minor with little geomagnetic storm ac-
tivity. Figure 5.5 shows the geomagnetically induced currents during this period. It is 
clear that the most disturbed conditions are during November 7th to November lOth. 
Solar wind conditions produced energy transfers into the Earth's magnetosphere and 
this created optimal conditions for auroral precipitation and visible displays at mid-
latitudes. That's why our simulation is in the 96-hour period from the 00 UT on 
November 7th to 24 UT on November lOth. 
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Figure 5.6 : The solar wind pressure, Dst index, Kp index, IMF Bz, and the polar 
cap potential of November 7-10, 2004. 
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The solar wind pressure, Dst index, Kp index, IMF Bz, and the polar cap potential 
are shown in Figure 5.6. It is obvious that there are 3 Dst minimum at about 30, 69, 
82 hours, respectively. The fir,st one at about 30 hours is the major one which has 
a minimum Dst of about -400 nT. The other two are close to each other. And the 
Kp index shows two strong active periods. This is also observed in the solar wind 
dynamic pressure. Again, the decrease of Dst is caused by the southward turning 
of IMF Bz. It first turned southward at about 20 hours and reach the minimum 
about -50 nT at 27 hours. The IMF Bz doesn't really turn to northward but keeps 
about zero for over 24 hours. A sudden drop happened at 68 hours. But it turns to 
northward quickly and then turns to southward again at about 75 hours. The polar 
cap potential drops are strong during southward IMF B z periods as indications of 
strong magnetospheric convection. 
5.2 Comparison of Plasma Boundary Condition 
To model these two storm events, we are using two magnetic field models. One if the 
Hilmer-Voigt magnetic field model. And the other one is T89 magnetic field model 
with T96 magnetopause. These two magnetic field models are developed in earlier 
time and really simple. Since the RCM fixed the grid points in the GSM coordinates 
and assumed north-south symmetry, so the IMF By component is supposed to be 
negligible. Therefore, the T89 model depends only on the Kp index, which describes 
the degree of active in the magnetosphere. The magnetic field would not change 
if the Kp increases from 6- to above. And the Hilmer-Voigt magnetic field is a 
function of magnetopause standoff distance, the ring current strength measured by 
Dst index, and the auroral boundary index, which is the latitude of the equatorward 
edge of the auroral oval at midnight. The Dst dependence focuses on the direction 
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of ring current, or the sign of Dst index. But the magnetic field doesn't change too 
much for negative Dst index. Therefore, these two magnetic field models are not 
very sensitive to the magnetic field change and expected to be fine even for extreme 
strong storm. However, the real magnetic field was usually considerably more inflated 
than these simple models[174]. So the overestimating magnetic field might lead to 
underestimating flux-tube volume and overestimating particle energy or fluxes. 
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Figure 5.7 : The boundary conditions used in March 31, 2001 event simulation with 
Hilmer-Voigt magnetic field. The number density (in cm-3 ), pressure (in nPa) , tem-
perature (in keV), and pV513 (in (RE/nT) 513 ) are plotted. The green lines correspond 
to Tsyganenko-Mukai boundary condition. The blue lines correspond to Borovsky's 
boundary condition. The red lines correspond to fixed boundary conditions. 
In contrast to traditional ring current models, convection models like the Rice 
Convection Model (RCM)[63], Comprehensive Ring Current Model (CRCM)[116], 
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and self-consistent RAM model[117] calculate the inner magnetospheric potential 
electric field self-consistently, proceeding from a prescribed potential on the outer 
boundary. Convection models use particle boundary conditions that are similar to 
those of the traditional ring current models, except that most RCM runs place the 
tailward boundary further out in the tail. 
Figure 5.8 : The boundary conditions used in March 31, 2001 event simulation with 
T89 magnetic field. The number density (in cm-3), pressure (in nPa), temperature 
(in keV), and pV513 (in (RE/nT) 513 ) are plotted. The green lines correspond to 
Tsyganenko-Mukai boundary condition. The blue lines correspond to Borovsky's 
boundary condition. The red lines correspond to fixed boundary conditions. 
We are going to use three kinds of boundary conditions, two of which are time 
dependent boundary conditions. The two time dependent boundary condition are 
Tsyganenko-Mukai 2003 boundary conditions and Borovsky's boundary condition. 
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The Tsyganenko-Mukai boundary conditions are functions of solar wind density, ve-
locity, and the IMF Bz components, while the Borovsky's boundary condition is not 
function of IMF condition but only a function of solar wind density and velocity. 
For the time independent boundary condition here, we used Tsyganenko-Mukai for-
mula to calculate the plasma sheet density and temperature, and then the 'fJ on the 
boundary in the plasma sheet is kept constant. 
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Figure 5.9 : The boundary conditions used in November 7-10, 2004 event simula-
tion with Hilmer-Voigt magnetic field. The number density (in cm-3 ), pressure (in 
nPa), temperature (in keV), and pV513 (in (RE/nT) 513 ) are plotted. The green lines 
correspond to Tsyganenko-Mukai boundary condition. The blue lines correspond to 
Borovsky's boundary condition. The red lines correspond to fixed boundary condi-
tions. 
In figures 5.7-5.10, I am showing the plasma properties at the midnight bound-
ary of the RCM modeling region. The green lines correspond to Tsyganenko-Mukai 
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boundary condition. The blue lines correspond to Borovsky's boundary condition. 
The red lines correspond to fixed boundary conditions. 
Figure 5.10: The boundary conditions used in November 7-10, 2004 event simulation 
with T89 magnetic field. The number density (in cm-3 ), pressure (in nPa), temper-
ature (in keV), and pV513 (in (RE/nT) 513 ) are plotted. The green lines correspond 
to Tsyganenko-Mukai boundary condition. The blue lines correspond to Borovsky's 
boundary condition. The red lines correspond to fixed boundary conditions. 
Since the quantity conserved in the time-independent plasma boundary condition 
is the plasma content in the flux tube volume ry, considering the quantity TV213 is 
proportional to the energy invariant A = KV213 by 3/2, the quantity pV513 is also 
conserved on the plasma sheet boundary. That's why the entropy is constant for the 
fixed boundary condition in all four plots. Because of the change in the magnetic field, 
the flux tube volume is also changing with the time, the plasma sheet density, tem-
perature, and pressure should not be constant for the fixed boundary condition. On 
170 
the other hand, the parameters coming from Tsyganenko-Mukai boundary conditions 
during active times always seem to be greater than the prediction from Borovsky's 
boundary condition. The huge difference implies that one of them is not very use-
ful for estimating the boundary condition for major storms. The relation between 
the Tsyganenko-Mukai boundary conditions and fixed boundary condition highly de-
pends on the initial solar wind conditions which is given as the input parameter to 
the fixed boundary condition. 
5.3 Ring Current Injection 
The main phase of geomagnetic storm is traditionally defined as a sustained decrease 
in the average horizontal field strength measured by low-latitude ground magnetome-
ters, due to the growth of a westward ring current carried mainly by 1-200 keV ions 
that typically peak at L shell value at about 3 or 4. The storm main phase is associ-
ated with strong convection, driven by a sustained southward interplanetary magnetic 
field {IMF) [37]. 
The injection of the storm-time ring current has been represented quantitatively 
in terms of ring current models[112, 113, 114, 115] that assume a prescribed time-
dependent convection electric field distribution and a prescribed magnetic field model. 
In these models, ion fluxes are specified at an outer boundary, usually set somewhere 
between 6.6 and 10 RE. These models typically show inner plasma sheet ions from the 
outer boundary being injected to L value of 3 or 4 to form the storm-time ring current. 
Calculated flux levels are in reasonable agreement with observations. The RCM has 
been proved to be capable of calculating the plasma distribution and ionospheric 
electric field with the given magnetic field and magnetosphere-ionosphere coupling 
through the Birkeland currents. Garner et al. [2004] shows the simulation result of 
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Figure 5.11 : Plasma injection during the main phase and early recovery phase of the 
March 31, 2001 storm, with Hilmer-Voigt magnetic field and Borovsky's boundary 
condition. 
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the well observed major magnetic storm June 4 to 5, 1991[174]. The results are rea-
sonably compared with the Combined Release and Radiation Experiment (CRRES) 
satellite in the duskside inner magnetosphere and with three Defense Meterological 
Satellite Program (DMSP) spacecraft in the polar ionosphere[174]. However, the 
run used time-independent plasma boundary condition, reduced the pressure at the 
RCM boundary by a factor of 5 compared to empirical models to achieve comparable 
geosynchronous pressure, and neglected the contribution from oxygen ions. There-
fore, the computed electric fields are sufficient to inject a storm-time ring current, 
but the RCM predicts much higher fluxes than observations. That's another reason 
we should use time-dependent plasma conditions based on statistical model. 
Figure 5.11 shows the total plasma pressure in the March 31, 2001 storm, from 
10 hours after the start of the simulation, when the main phase about to start, to 
15.5 hours in the early recovery phase. At 10 hours, the pressure is peaked at about 
5 RE with a maximum about 55 nPa around the dusk. The particle haven't drifted 
to the prenoon sector leading to lower pressure in the there. In the main phase, the 
pressure goes up to over 250 nPa at about 14 hours, which is significantly higher 
than ordinary observations of 50 nPa[175]. Strong ring currents are build up and 
last from 12.5 to 14.5 hours. The maximum pressure decreases to about 120 nPa 
at 1 hour after the start of the recovery phase and the ring current is symmetric in 
azimuthal direction. The extremely high pressure shown in the simulation results 
is consistent with previous RCM runs to overestimate the ring current pressure[176]. 
If ions drift with no loss by charge exchange or precipitation, then the distribution 
function should be conserved along the drift path. Lossless adiabatic convection from 
the middle plasma sheet to inner plasma sheet gives higher high ion fluxes than are 
observed. Charge exchange loss does not seem capable of removing the discrepancy 
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Figure 5.12 : Plasma injection during the main phase and early recovery phase of 
the first storm during November 7-10, 2004, with Hilmer-Voigt magnetic field and 
Borovsky's boundary condition. 
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since the lifetimes are very long. Therefore, ion precipitation must play an important 
role in order to get reasonable ring current pressure for large storms. 
For the November 7-10, 2004 storms, Figure 5.12 shows the total plasma pressure 
from 20 hours, when the Dst starts to decrease in the main phase, to about 37 hours, 
in the recovery phase. At 20 hours, the pressure peaks around 5 RE with a maximum 
of 22 nPa in the premidnight sector. It reaches a small peak at 2040 UT to above 80 
nPa corresponding to the northward turning of IMF Bz. Another small peak is about 
2310 UT to about 120 nPa corresponding to another northward turning of IMF Bz. 
Double peaks of pressure appear after 2340 UT on November 7. They merge after 
0300 UT on November 8. The pressure around the Dst minimum is only about 60 
nPa but last for a few hours. The ring current pressure decrease to about 30 nPa 
after 1100 UT on November 8. 
5.4 Interchange Instability 
Although most important dynamic processes in the magnetotail are occurred in the 
plasma sheet, and people have taken efforts on the study of this area for many years, 
the complicated phenomena in the plasma sheet are still not understood well[15]. The 
interchange instability is one of the fundamental dynamics processes occurred in the 
plasma sheet. 
Pressure-driven interchange instability for perfectly conducting plasma involves 
flux tubes with different plasma content measure by the entropy parameter pV513 . 
Consider two adjacent flux tubes with different flux tube volume V and entropy 
pV513 . Assume a sharp boundary exist between two flux tubes. A wave-like ripples 
on the boundary could generate a small field-aligned current in different directions 
on the two sides of the ripples. Then if the gradient of flux tube volume and the 
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Figure 5.13 : The conditions for interchange instability in the magnetosphere[7]. 
gradient of entropy are parallel, the plasma in the ripple undergoes Ex B drift in the 
direction of reducing amplitude, and the ripples will decay. If the gradient of flux tube 
volume and the gradient of entropy are antiparallel, then the ripples will grow. The 
plasma in one flux tube will penetrate into the other flux tube. No plasma content 
is lost to the surroundings. Each type of plasma occupies the new flux tube which is 
called "interchange" [177]. Figure 5.13 shows a general picture of interchange in the 
magnetosphere. The view is of the equatorial plane and from high above the north 
pole. So the magnetic field points out from the paper. The dashed circles are the 
contours of constant flux tube volume. The grey region has higher T) than the white 
region. The left diagram shows the case in which higher entropy plasma occupies 
larger flux tubes and the right diagram is the opposite situation. If we make boundary 
of the two plasmas bulge outward from the high-entropy region, the negative charge 
accumulates on the east edge and positive on the west edge[15]. These extra charges 
are transported between the equatorial plane and the ionosphere by the field-aligned 
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current, which is closed by the eastward Pedersen current in the ionosphere. So the 
electric field in the bulge is eastward. The bulge is then drift to tail ward by theE x B 
drift. In the left figure, the perturbation is stable. But in the right figure , the higher 
entropy plasma tends to move to higher volume location through the bulge, inducing 
the instability. Therefore, if the high pV513 plasma occupies smaller volume tubes 
t han the plasma of lower p V 513 , interchange instability will occur. So the interchange 
instability happens when 
(5.1 ) 
Figure 5.14 : The possible interchange motion of flux tubes in the magnetotail along 
with the magnetic reconnection. The two flux tubes are first under stable condition. 
After the magnetic field is stretched, the physical characteristic of the two tubes also 
change. If magnetic reconnection occurs, the plasma content and the flux tube volume 
change dramatically. Interchange motion will happen, the two tubes exchange their 
location and reach the new balance configuration. Adapted from Xing [2008] [15]. 
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Figure 5.14 illustrate two possible processes that can make interchange happen. 
Suppose two adjacent flux tubes 1 and 2 are under stable situation. Both the flux 
tube volume and the plasma content are larger in tube 2 than those in tube 1. When 
the solar wind conditions change, the physical parameters of the flux tubes would 
be strongly affected. The magnetic field configuration would change due to these 
solar wind condition changes as well. If the change of the volume of tube 2 is large 
enough to be smaller than that of the tube 1, the two tubes might become interchange 
unstable[15]. Even the stale requirements is still satisfied, as the tubes stretching out 
tailward, the magnetic field line in the northern and southern lobe meet at the neutral 
sheet and magnetic reconnection will happen. After the tube 2 breaks into two parts 
with one still connect to the Earth as a new tube with lower flux tube volume and 
plasma content and the other forms a plasmoid. The plasmoid is confined in the 
closed magnetic field lines and drift tailward quickly into the solar wind. The new 
tube 2 could have interchange with the tube 1. 
The interchange instability has been advanced to explain bursty bulk flows (BBFs), 
which play an important role in plasma sheet plasma transport. This interchange mo-
tion is one way to transport plasma from the middle and far-tail X-line to the inner 
magnetotail, and thus transport particles and energy into the near Earth region. One 
example is the break ups of the aurora in the ionosphere through the acceleration of 
precipitating electrons in the upward Birkeland currents region. 
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Figure 5.15 : Entropies of March 31, 2001 event with Hilmer-Voigt magnetic field 
and Brovosky's boundary condition in the main phase show that the magnetosphere 
is interchange unstable. 
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Figure 5_16: Birkeland currents of March 31, 2001 event with Hilmer-Voigt magnetic 
field and Brovosky's boundary condition in the main phase show interchange type 
motion. 
182 
The interchange instability depends on the plasma boundary condition in the inner 
magnetosphere drift models. Since the flux tube volume is usually monotonically 
increase with the distance for current grid resolutions, if the entropy is lower far from 
the Earth, then the part of low entropy plasma could penetrate into the near Earth 
region. Figures 5.15 and 5.16 show the simulation results of March 31, 2001 event 
with strong interchange prior and during the main phase. There are 12 observed 
interchange motions from 8:30 to 13:40 which covers the entire main phase of the 
storm. 6 of them are shown by the entropy in the inner magnetosphere. Notice that 
the scales are different for each diagram. Since the entropy in the tail boundary is 
smaller than that closer to the Earth, interchange criteria would satisfy. For other 6 
times, since the interchange behavior in the plasma sheet is mainly due to the electric 
field drift and the electric field is computed based on the field-aligned currents, the 
interchange motion is plotted by the field-aligned currents. The field-aligned currents 
are shown in the equatorial plane as mapping from the ionosphere. There have no 
field-aligned currents near the plasma sheet on average. So the field-aligned currents 
could be considered as an ionospheric quantity. To have a better idea throughout the 
interchange motion, we also plot the entropy on the RCM boundary, pV513 , in Figure 
5.17. It could be seen that when the pV513 drops suddenly, the interchange motion 
would appear several minutes later. 
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Figure 5.17: Entropy at the midnight boundary of March 31, 2001 event with Hilmer-
Voigt magnetic field and Brovosky's boundary condition in the main phase. The 
vertical dashed lines show the time for interchange type motion. The time resolution 
is 10 minutes. 
5.5 Comparison of Ring Current Energy 
The interchange is one type of plasma motion during disturbed type. The main feature 
of the storm is the ring current injection. Given different plasma boundary conditions, 
the plasma is injected to the inner magnetosphere with different amount and speed. 
The ring current strength is usually measured by the Dst index, which is some average 
of northward magnetic field perturbations due to westward ring current. The Dessler-
Parker-Sckopke relation states that the ratio of this magnetic field perturbation and 
the field strength on the Earth in the equatorial plane should be proportional to the 
ratio of total plasma kinetic energy and the total magnetic energy 
Bo 3Wn 
Therefore, we could estimate the Dst index by 
u 
Dstnps =- 4 x 1013J 
(5.2) 
(5.3) 
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where U is the total plasma kinetic energy within the ring current region. However, 
the DPS relation is only valid when the magnetic field is pure dipole. No easy con-
clusion could be made on whether the DPS relation could predict the value of Dst 
correctly for realistic magnetic field. But it seems like that the DPS relation has 
very similar results compared to Biot-Savart integral[146, 178, 179]. Although we 
could have more precise estimate through magnetogram calculation, we use this less 
time-consuming method to estimate whether these boundary conditions could lead 
to appropriate tendency of ring current energy. The two magnetic fields we used in 
these two storm simulations are quite simple and thus not too far away dipole field in 
the geosynchronous orbit. Figure 5.18 shows the comparisons between estimated Dst 
index and observations of the two storms with two different magnetic field models 
and three different plasma boundary conditions. 
It is clear that Tsyganenko-Mukai boundary condition has very poor prediction 
of Dst index in the November 7-10, 2004 event. The fixed boundary condition gives 
bad prediction as well in the November 7-10, 2004 event with T89 magnetic field. It 
also doesn't recover well in the March 31, 2001 event in the recovery phase. In other 
cases, the ring current energy seems more or less to be proportional to the observed 
Dst index. The Borovsky prescription seems to be the most realistic, especially in 
the March 31, 2001 event with Hilmer-Voigt magnetic field. It still could be about 
4 times smaller as in the November 7-10, 2004 event with T89 magnetic field. The 
Tsyganenko-Mukai boundary condition overestimate the injected plasma by providing 
too much plasma through the boundary. The statistical plasma sheet model is based 
on observations with IMF Bz between about -10 nT to 10 nT and mostly concentrated 
in the region between -5 nT and 5 nT. The model doesn't really apply to extreme 
strong storms for which the IMF Bz could reach as low as -50 nT. 
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Figure 5.18: The comparison among estimated Dst and observed Dst (black) in March 
31, 2001 (top), and November 7-11, 2004 (bottom) events. The left column shows the 
results for Hilmer-Voigt magnetic field , the right column shows the results for T89 
model. The green lines correspond to Tsyganenko-Mukai boundary condition. The 
blue lines correspond to Borovsky's boundary condition. The red lines correspond to 
fixed boundary conditions. 
The choice of the empirical plasma sheet model in setting the tail-ward boundary 
condition in the ring current model makes a dramatic difference on the ring current 
injection. It necessary to use a prescribed plasma sheet model that varies with solar 
wind and IMF conditions. These models need to be used carefully to avoid extreme 
conditions that out of the range. 
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Chapter 6 
Parallel electric field 
Auroral zone in ionosphere is connected to the outer magnetosphere by means of 
field-aligned currents[180]. The auroral Birkeland currents, shown in Figure 6.1, gen-
erally occur as two sheet currents, extended in longitude but narrowly confined in 
latitude, although the current systems at noon and midnight are more complex in 
structure [ 181]. 
Figure 6.1 : Two sets of Birkeland currents. Figure courtesy to UCAR. 
The existence of the auroral current systems requires that currents flow across 
magnetic field lines in the ionosphere, and also at some location in the outer magneto-
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sphere. In the collisional ionosphere, the electromagnetic energy is dissipated. So the 
maintenance of the current system requires the presence of the generator somewhere 
in the outer magnetosphere. Thus the auroral current system represents tapping the 
kinetic or thermal energy of the magnetospheric plasma, and transporting it to the 
ionosphere where it is dissipated. 
Since the ionosphere is very cold compared to thermalized plasma sheet, the ther-
moelectric effect and the interaction between Birkeland current carrier and the Earth's 
magnetic field results in electrostatic potential drop along the magnetic field line. A 
few thousand kilometers above the auroral arcs, the electron density is often below 
1 per cube centimeter, but the parallel current density into discrete auroral region 
is often a few pAjm2 • To carry this current, the electrons must be accelerated to 
high energies for a low density plasma[181]. Parallel electric fields are now widely 
accepted as one (but not the only one) mechanism responsible for the acceleration 
of auroral particles. One of the major purposes of our work was to incorporate au-
roral conductance enhancements associated with upward field-aligned currents in the 
RCM. In other words, we would like to improve the realism of the RCM auroral 
model. The simplest approach is to include effects of field-aligned potential drops by 
assuming a form of the so-called current-voltage relationship. Although this ~eglects 
other mechanisms that are responsible for producing aurora (effects of wave-particle 
interactions, etc.), even this task has not been before, and in this work we present a 
first attempt at inclusion of auroral acceleration. 
In this chapter, we present our approach to including field-aligned potential drops 
in the RCM. We derive a generalized form of the current-voltage relation and explain 
the reason for using that particular form, and then explain how this relation is im-
plemented in the RCM. In a later chapter (chapter 9), we will present simulations 
188 
results that use this new implementation. 
6.1 The Nature of Parallel Electric Fields 
Field-aligned currents are an essential part of magnetosphere-ionosphere coupling. 
A strong correlation is found between upward Birkeland current systems and par-
allel potential drops. The Region-1 field-aligned currents are observed within the 
plasma sheet but most commonly at its outer edge[182] or at the poleward edge of 
the aurora[183, 184]. The Region-2 field-aligned currents flow at the inner edge of the 
plasma sheet. Parallel electric fields are demonstrated in the form of auroral precipi-
tation peaked at low pitch angles near the poleward edge of the aurora. The statistical 
distributions of the field-aligned potential difference were determined from the energy 
spectra of electrons inverted "V" events for different conditions of geomagnetic ac-
tivity indicated by the AE index[185]. It is narrow bands of electron precipitation in 
which the characteristic energy increases from a few hundred e V to a few ke V and 
then decreases to a few hundred eV again, in an energy-time spectrogram measured 
by a polar-orbiting satellite. 
In an ideal collisionless plasma, the conductivity parallel to the magnetic field 
is infinite and so there should be no parallel electric field. However, although the 
auroral zone plasma is collisionless above the ionosphere, ideal conditions break down 
due to the finite number of electrons available to carry current, especially in the 
upward current region where downward moving electrons must overcome the magnetic 
mirror forces in the Earth's dipole field in order to precipitate into the ionosphere 
and contribute to the net field-aligned current. The acceleration is observed between 
3000 km and 7000 km above the Earth[186], as shown in Figure 6.2. 
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Figure 6.2 : Acceleration region along field lines. 
Several mechanisms have been proposed to explain the formation of parallel po-
tential drop. The principle concept is that parallel electric field exists to impede any 
process would produce charge separation along magnetic field lines so as to main-
tain quasi-neutrality in a magnetized collisionless plasma[185). Approaches could be 
categorized into two types according to the way of describing momentum balance. 
The first type is that the momentum gained from electric field is essentially balanced 
by particle inertia. Particles gain kinetic energy from on place and lost it to an-
other place depending on the distribution of electric field without local heating. The 
collective plasma motion along a magnetic field line is obtained by superposition of 
single particle motion in response to parallel electric field and magnetic field. This 
theory is supported by magnetic mirror effect[38, 187, 188, 189, 190, 191, 192, 193] 
and by double layers or electrostatic shocks[194, 195, 196, 197, 198, 199]. The second 
type is that the momentum is exchangeable among particles, waves and electrostatic 
fields. So the characteristics of the parallel electric field depend on plasma insta-
bility criteria and local plasma condition. The theories are based on anomalous 
resistivity[200, 201, 202, 203, 204, 205] or the thermoelectric effect[206, 207]. 
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When a collisionless plasma moves in a inhomogeneous magnetic field, the charge 
carrier is affected by a magnetic mirror force -p · '\! B along the magnetic field line. 
The total electrostatic potential drop is estimated to be proportional to the differ-
ence of magnetic field strength. When there are differential pitch angle anisotropies 
between electrons and ions in magnetic mirrors, parallel electric fields must be set up 
to compensate the charge separation caused by the magnetic mirror force to restore 
plasma quasi-neutrality equilibrium[208]. In a collisionless plasma, the maximum 
current density that can flow is limited to the random thermal current of the current 
carriers[185]. In a steady state condition, the local current density along any portion 
of the current path is controlled by the entire circuit to preserve current continuity 
and to prevent any point of the circuit from attaining an unreasonable charge accu-
mulation. The best way to to increase the upward current density at low altitudes is 
by means of an upward parallel electric field to balance the repulsive magnetic mirror 
force. It does not require a differential pitch angle anisotropy between electrons and 
ions, but the electric field will generally produce differential anisotropies to maintain 
the parallel electric field[190]. 
A double layer is commonly identified as a surface with a potential jump across it. 
The quasi-neutrality is locally 1violated due to the existence of space charge layer. The 
total net space charge integrated over the double layer volume is very small so that 
the electric field is much weaker outside than inside. The thickness of the double layer 
should be much smaller than the collisional mean free path of the plasma[195]. The 
motions of the ions and electrons in the layer are mainly governed by the electrostatic 
and inertial forces. The development of a current-driven instability may be important 
for initiating the dynamics of double layer formation. 
As a result of wave-particle interactions, the bulk motion of electrons may be 
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impeded by a resistivity that is much greater than classical resistivity due to particle-
particle collisions[185]. This leads to a requirement for parallel electric field to balance 
the retarding force, so as to preserve current continuity. Charged particles experi-
ence the electro static force independent of particle energy throughout the anomalous 
resistance region. The frictional force decreases with increasing particle energy. Par-
ticles with velocity below a critical velocity are retarded by the dominant frictional 
force, but particles with higher velocity can be accelerated by the dominant elec-
trostatic force. The anomalous resistivity contribution to the potential drop is very 
small because the process is far to dissipative to be powered by auroral particles[185]. 
Turbulence will cause anomalous resistivity and produce plasma heating to reduce the 
differential pitch angle anisotropy between ions and electrons. Thus it reduces the 
parallel potential drop along the current path as opposite to the effect of anomalous 
resistivity. 
The basic cause of the production of a potential difference between plasmas of 
different temperatures is the existence of a higher flux of electrons from the hot 
plasma into the cold plasma than in the opposite direction. A net negative charge 
would then be built up in the cold plasma, which would produce an electrostatic field 
to prevent further charge separation. The potential drop grows to restrain the hot 
electrons until the electron fluxes in the two directions are equal. 
In general, the potential drop is largest in the dusk to pre-midnight sector, smaller 
in the post-midnight to dawn sector, and smallest in the near noon sector during 
both quiet and disturbed geomagnetic conditions[185]. There is a steady asymmetry 
in the distribution. When the geomagnetic activity strengthened, the potential drop 
patterns extend to lower invariant latitude, and the magnitude increases significantly 
around dusk side. 
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The currents flowing in the auroral circuit must close in the ionosphere. The 
ionospheric currents consist of Pedersen currents parallel to the electric field in the 
ionosphere, and Hall currents which are perpendicular to both the electric and mag-
netic field. To a first approximation, the ionospheric conductivity can be considered 
to be constant, and in this case combining the ionospheric Ohm's Law with the lin-
ear current-voltage relation for parallel currents leads to an outer scale length, above 
which electric fields can map down to the ionosphere and below which parallel elec-
tric fields become important. The effects of particle precipitation make the picture 
more complex, leading to enhanced ionization in upward current regions and to the 
possibility of feedback interactions with the magnetosphere. 
Whatever the source of the parallel electric field, the motion of charged particles 
under the combined effect of the electric field and the mirror field can give rise to a 
relationship between the potential drop, the mirror ratio between the source of the 
particles and the ionosphere, and the current density of the precipitating electrons. 
Under conditions that are easily satisfied in the auroral zone, this relationship is 
approximately linear. 
Models of auroral current system generally fall into two classes. Kinetic models 
emphasize the adiabatic motions of particles originating in both the magnetosphere 
and ionosphere. The parallel potential drop is determined from the individual particle 
populations by means of quasi-neutrality. While these models have had success in 
describing the steady-state structure of the large-scale inverted-V regions, they are 
not easy to generalize to the time-dependent case[180]. While MHD models for a col-
lisionless medium do not allow parallel electric fields. This deficiency can be remedied 
by assuming an effective resistivity in regions of strong field-aligned current. 
A strictly one dimensional static formulation is possible only if there is no plasma 
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motion across the flux tube. This would be true in the absence of convection or when 
the current layer is moving with the convection speed[209]. In these models, the 
essential goal is to get the potential difference. But for a given potential difference 
between the two end points of a magnetic field line, there is not a unique distribution 
of electric potential between the end points[210]. Actually, the field-aligned potential 
distribution is not necessarily a monotonically decreasing function of altitude as is 
generally assumed in classical stationary kinetic models. 
6.2 Knight's relation 
We consider an electric field with the potential higher at the ionosphere than at the 
plasma sheet and monotonic between them. Then there are several distinct categories 
of electron trajectories. At any point on the field line each of these occupies a dis-
tinct region of velocity space. The equation of the loss cones at an arbitrary point 
are obtained from the equations of conservation of energy and of the first adiabatic 
invariant in terms of the local potential and those at the two bases. 
Same results could be generated from a model based on integral flux relations 
shown in the next section. But a well known and earlier calculation from Knight[209] 
is based on Maxwellian distribution function. The current is calculated by integrate 
-ev11f(v) over all of velocity space. 
(6.1) 
where 
f = N ( M ) 3/2 e- 2kf;j'y (vi +vrr)+ k;'y (<P-<PY) y y 21fkTy (6.2) 
the subscripts Y on the density N, the temperature T and the potential ¢, refer to 
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values at the ionospheric, I or plasma sheet, S, bases, and 8 1 is a trajectory connecting 
both plasma sheet and ionosphere. Applying mass of the electron, m, and mass of 
proton, M, and setting ~ = e(</>E- </>s), t = Ts/TE, n = N8 /NE, and r = ~/TE, a 
dimensionless potential drop, we get 
ill {[£ [(Bs- BE - B rB'h BE) -r 1: (Bs- BE _r_-...!!.s_ BE)] 
---'"--== = -- e s- s +- e - nvt e t Bs-Bs +-
eB N (kT; 27rm BE Bs Bs Bs 
Bs EVJiT 
(6.3) 
Details will be shown in the Appendix B. Making assumptions r « 103 , t » 1, 
BE» Bs, we have rBs/BE « 1 and (r/t)(Bs/BE) « 1, then the above equation 
could be written as 
-nv'i [Bs- BE ( 1 _!::. Bs + ... ) + BE]} 
BE t BE- Bs Bs 
~ {[£ [(1 + r)e-r- nVt ( 1 + ~) J (6.4) 
Since we evaluate the Birkeland current on the ionosphere, where B =BE, we have 
in~ eNE~ [(1 + r)e-r- nVt ( 1 + ~) J (6.5) 
which gives a linearized version of Knight's relation. Because what we have in RCM 
is quantities in magnetosphere, this relation is equivalent to 
. N ~Ts [1 + r't -r't (1 ')] Ju~e s -2- ;;. e - +r 1rm nvt (6.6) 
where r' = ~/Ts = r jt is another way to define the dimensionless potential drop. An 
example of the relation between the Birkeland currents and the field-aligned potential 
drop is shows in Figure 6.3. It shows one time snapshot from a substorm event 
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simulation in the expansion phase (discussed further in Chapter 9). Large field-
aligned potential drop exist to accelerate plasma sheet electrons downward to the 
ionosphere to generate the upward field-aligned currents. 
-15 -15 
004:27:00 
-10 -10 
-5 -5 
z z 
:i 0 :i 0 
> > 
Figure 6.3 : Example of Birkeland currents and parallel potential drops in an RCM 
event simulation. 
Noticing that the current is downward if the right hand side of the equation is 
positive and upward if it is negative, it is clear that the two components correspond 
to downward and upward currents. As r' goes up, the first term in the bracket 
decreases and the second term increases, which gives smaller value. Then the current 
is monotonic decreasing with increasing r'. Therefore, in the code, we could get 
a field-aligned potential drop, or r', from the field-aligned current calculated from 
Vasyliunas equation. When r' = 0, we could get maximum (downward) Birkeland 
current as 1/n-/t- 1. If n is in range of 10-4 rv 10-2 and t is in range of 102 rv 103 , 
then n-/t is in range of 10-3 rv 10-0·5 , so 1/n-/t is greater than 1. The energy flux is 
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given by 
If we omit the term from ionosphere, there is a simpler linear relation 
-JII ~ eNs~(l + r') (6.8) 
ell ~ NskTs~ (2 + 2r' + r'2 ) (6.9) 
which gives field-aligned potential drop only if the Birkeland current is upward. Ac-
cording to different n and t, the two solutions could be identical when the potential 
drop above about lOV. But below this threshold, they are different and affect the 
system only a little bit through changing ionospheric conductances and electric field 
drift velocities. 
In the RCM, Knight's formula can be implemented by inverting it. In other 
words, we first calculate the field-aligned currents by Vasyliunas equation, and the 
result must hold whether there are potential drops or not due to current conservation. 
Then, we use the Knight relation reversely to estimate the field-aligned potential 
drop. When we implemented is this way in the RCM, the code often fails to converge 
to a solution in the ionospheric potential solver due to excessively large values for 
parallel potential drops. This motivated us to generalize the original Knight relation 
as described in the rest of this chapter. 
6.3 Adding a Cold Component 
As we know, the particle distribution usually has high energy tail which forms a 
kappa like distribution instead of a Maxwellian distribution. But a single kappa 
distribution also underestimates the differential flux on the low energy side[211]. In 
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other words, the distribution lacks a cold component. We thus assume that the 
magnetospheric plasma has both a hot component and a cold component. The density 
ratio between the cold component and the hot component is 0.1586. The ratio of 
characteristic energy, for kappa distribution, is 40. These values were estimated from 
a survey of published particle data and are only a crude way of evaluating the effects 
of such composition. Here, we first examine a new case with isotropic hi-Maxwellian 
distribution which has an additional cold component originating in the ionosphere. 
Using the fact, for a kappa distribution 
(6.10) 
and K = 6 and K = 3 for hot and cold parts, we could estimate the temperature ratio 
to be 3/80. The cold component has subscript P except for using with the potential 
which should same as the hot component. There is no difference in the calculation 
between hot component and cold component except for their subscripts. Then the 
field-aligned current is 
The biggest difference of including a cold component is to limit the field-aligned 
potential drop since the ratio of this field-aligned potential drop to the temperature 
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of cold component is much larger than the ratio to the temperature of hot component. 
Since the precipitating particle energy flux is only used in the ionospheric conductance 
calculation, and it doesn't use low energy particles, precipitating energy flux is: 
6.4 Changing Shape of Distribution Function 
Preliminary results still show too large potential drop for a given upward field-aligned 
currents even with cold component from the plasma sheet. Therefore, we need to 
explore some other way to control the calculated field-aligned potential drop. We 
next assume that the particle distribution function has a kappa shape: 
(6.13) 
The Maxwellian distribution is an extreme of kappa distribution. Their relationship 
is illustrated in Figure 6.4. 
Since the ionosphere is collisional, we could describe the thermal ionosphere 
plasma with a Maxwellian distribution. Only the plasma sheet component is con-
sidered for kappa distribution. If we only write out the component from the plasma 
sheet, then 
(6.14) 
(6.12) 
0.1 
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- kappa=26 
- kappa=9 
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ElkT 
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- kappa=6 
- kappa=3 
10 
-Maxwellian 
- kappa=26 
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10~ 1~ 1~ 1~ 
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Figure 6.4 : The figures show normalized distribution function with vertical axes as 
fraction of total density and horizontal axis as a unitless energy. The step for the 
unitless energy is 0.01. The area under each distribution function calculated by the 
summation of product of fraction and energy step is 1. The top figure is in linear 
scale. The middle figure has energy axis in logarithm scale to have a better view of 
low energy distribution. The bottom figure is in logarithm scales for both axes to 
have a better view of high energy tail. 
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and the energy flux could be calculated as 
(6.15) 
The details of integration are presented in Appendix C. If we compare the integra-
tion results of field-aligned currents using Maxwellian distribution as in the original 
Knight's relation and those using a kappa distribution shown above, the only differ-
ences are two constant factors. The major one is the slope of the function 
J Ks- ~f(Ks- 1) ,.,8 _ 1 
( 1 3 ~ 1.0807 f Ks - 2) Ks - 2 
(6.16) 
which gives smaller field-aligned potential drop. But only this factor is not enough. If 
we use hi-kappa distribution, at the distance of -13 RE, the density of cold component 
is 0.1586 of the density of the hot component, and the hot component has 40 times 
larger E0 • The kappa value for the hot component is Ks = 6 and the kappa value for 
the cold component is Kp = 3. The field-aligned current and the energy flux of these 
two components are given by 
~ ( ~) _ _.A_ in - eNEv ll;.lE21fm 1 + -- e kTE 
kTE 
J,-~s---~r(Ks- 1) ( ,.,8 - 1 ~ ) 
-eN8 1 + --'--~ 
f(Ks- ~) Ks- ~ kTs 
J Kp- ~f(Kp- 1) ( Kp- 1 b. ) 
-eNp 1+ --
f(Kp- ~) Kp- ~ kTp (6.17) 
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JKs- ~r(Ks- 2) 
ell - NskTs 3 
r(Ks- 2) 
[2 2Ks-2 ~ (Ks-1)(Ks-2) ~2 ] 
+ Ks- ~ kTs + (Ks- ~) 2 (kTs)2 
JKp- ~r(Kp- 2) 
+NpkTp 3 
r(Kp- 2) 
[2 Kp- 2 ~ (Kp- 1)(Kp- 2) ~2 ] 
+ 2 Kp- ~ kTp + (Kp- ~)2 (kTp) 2 (6.18) 
The effect of adding the cold component and changing the distribution function is 
shown in Figure 6.5. For a given value of the field-aligned current, each line gives an 
estimated field-aligned potential drop. The blue line shows the result of assuming a 
Maxwellian distribution (original Knight's relation). The red line shows the result of 
a hi-Maxwellian distribution. The green line shows the result of assuming a kappa 
distribution. The black line shows the result of a hi-kappa distribution. The top figure 
is in logarithmic scale and the bottom figure is in linear scale. The ionospheric electron 
density and temperature are set to 103cm-3 and 0.1 eV. The plasma sheet electron 
density and temperature are set to values 1cm-3 and 1 keV for illustration purposes. 
The vertical axes show the magnitude of field-aligned currents in J-tA/m2 . The curves 
in the top figure have two branches. The left branches correspond to downward field-
aligned currents, while the right branches correspond to upward field-aligned currents. 
The lines should be smooth if we plotted the value of the field-aligned currents instead 
of the magnitude. The bottom figure starts from 100 V of field-aligned potential drop 
so it doesn't show the downward field-aligned currents part. Adding cold component 
seems to have a major effect. Giving a 8J-tA/m2 , the original Knight relation gives 
a field-aligned potential drop of 8511 V, but the generalized Knight relation using 
hi-kappa distribution only gives 4074 V. The total of changing distribution function 
in the plasma sheet makes the field-aligned potential drop about 2 times smaller. 
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This is the main result obtained in this section, and we will implement the derived 
relation in the RCM as described later in this Chapter. 
6.5 A model based on integral flux relations 
Since the algebra used to obtain the expression for the precipitation energy flux is 
quite tedius, we also used another way to derive this expression, with the purpose of 
making sure our result did not have algebraic errors. We present this derivation and 
reconciliation of the two results here. It is not necessary for the main work and the 
reader may choose to skip the following two sub-sections as they are provided mainly 
for completeness. Another model based on integral flux relation could be used to 
evaluate the precipitating number flux and energy flux[186]. For plasma with energy 
E, the contribution to the number flux is 
211' 1rr ia(E, a) cos( a) sin(a)da 
The net downward integral number and energy fluxes, respectively, of the precipi-
tating electrons close to the atmosphere can be calculated from the following relation 
[186]: 
cPa - 11' 100 1rr ia(E, a) sin(2a)dadE 
Oa - 11' 100 1rr Eja(E, a) sin(2a)dadE 
where a is pitch angle. 
(6.19) 
(6.20) 
Under the assumption that a parallel potential drop located at an altitude defined 
by Ba/ Bi, the ratio between the earth magnetic field close to the atmosphere and 
at the acceleration region, accelerates an isotropic distribution of magnetospheric 
electrons downwards, where j(E, a)= j(E). 
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Figure 6.5: The magnitude of field-aligned currents against the field-aligned potential 
drop in logarithm (top) and linear (bottom) scales. 
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Since low energy particles could penetrate into the atmosphere without mirroring 
back but high energy plasma has the chance of mirroring back, the number flux going 
into the atmosphere could be calculated as 
roo r7r/2 
1r Jo Jo Ja(E, o:) sin(2o:)do:dE 
B 1Eb 17r /2 B 1 oo l ao 
1r B~ j (E) sin(2o: )do: dE+ 1r B~ j (E) sin(2o: )do: dE 
~ 0 0 ~ Eb 0 
B 1Eb 17r /2 B 1oo lao 
1r B~ j(E)dE sin(2o:)do: + 1r B~ j(E)dE sin(2o:)do: 
t 0 0 t Eb 0 
B rEb ( 1) 11r/2 B roo ( 1) lao 
1r B: Jo j(E)dE - 2 cos(2o:) 0 + 1r B: j Eb j(E)dE - 2 cos(2o:) 0 
B 1Eb B 100 n B~ j(E)dE + 1r iJ. j(E)dE sin2 o:0 ~ 0 2 t Eb ( 6.21) 
where o:0 is the maximum pitch angle of particles in isotropic distribution to reach 
the atmosphere. Using the first adiabatic invariant, E sin2 o:/ B is constant, we get 
. 2 Bi(E + eV) 
s1n o:o = B E 
a 
(6.22) 
then sin 2 o:0 ~ 1 gives 
(6.23) 
so 
<Pa = 1r !~ r' j(E)dE + 1r ( "" E ~eV j(E)dE ~ lo J Eb (6.24) 
All magnetospheric electrons entering the acceleration region are supposed to be 
accelerated freely in the potential drop, which means that the plasma energy at the 
atmosphere is E + eV. Then the energy flux is 
Ba = 1r B~ r' (E + eV)j(E)dE + 1r ("" (E +;V)2 j(E)dE B~ lo JEb (6.25) 
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Provided the electrons in the source plasma are isotropic and Maxwellian , 
( 
m )3/2 e f(v) = n -- e-kT 
21rkT 
set Ec = kT, and 
(6.26) 
then the differential flux 
(6.27) 
so 
(6.28) 
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and similarly, the energy flux is 
e. = 7r ~: 1E' (E + eV)j(E)dE + 7r L~ (E +;V) 2 j(E)dE 
1rk(Ec , n) [ ~: 1E' E(E + eV)e- fodE + L~ (E + eV) 2e- fodE] 
[ 
B E I Eb 2B 1Eb E B 1 Eb E 1rk(Ec, n)Ec - B~ E(E + eV) e- Ec + B·a Ee- Ec dE+ B~ eV e- Ec dE 
'/, 0 '!, 0 '/, 0 
-E(E + 2eV) e- fc loo + 2 roo Ee- fcdE + 2eV r oo e- fcdE- (eV) 2 e- fc loo] 
Eb J Eb J Eb Eb 
[ 
Ba §_ 2Ba E IEb 2Ba rEb E 
7rk(Ec , n)Ec - Bi Eb(Eb + eV)e- Ec - B i E cE e- Ec 0 + B i E c lo e- Ec dE 
- BB~ E ceV e- fc IEb + Eb(Eb + 2eV)e-~ - 2EcE e- fc 100 + 2Ec roo e- fc dE 
t 0 Eb J Eb 
~2EceV e- fo 1: + (eV) 2e-~] 
[ 
Ba §_ 2Ba ~ 2Ba 2 E I Eb 7rk(Ec, n)Ec - B i Eb(Eb + eV)e- Ec - B i EcEbe- Ec - B i Ec e- Ec 0 
Ba ~ Ba ~ ~ 2 E 100 
--EceVe- Ec + -EceV + Eb(Eb + 2eV)e- Ec + 2EcEbe- Ec - 2Ec e- Ec 
B i Bi Eb 
+2EceVe- Ec + (eV) 2e- Ec ~ §_] 
) [ 
Ba ( ~ 2Ba ~ 2Ba 2 ~ 2Ba 2 1rk(E n E --Eb Eb + eV)e- Ec - -E Ebe- Ec - -E e- Ec + -E 
c' c B i Bi c B i c B i c 
Ba ~ Ba ~ ~ 2 §_ 
- B i EceVe- Ec + Bi EceV + Eb(Eb + 2eV)e- Ec + 2EcEbe- Ec + 2Ece- Ec 
+2EceVe- Ec + (eV) 2e- Ec §_ §_] 
1rk(Ec, n)Ec { ~:(2E~ + EceV) + e-~ [ ~ ~: Eb(Ed eV) + Eb(Eb + 2eV) + (eV) 2 
2Ba 2Ba 2 Ba 2] } 
- B i EcEb + 2EcEb + 2Ece V - Bi Ec - Bi Ece V + 2Ec 
1rk(Ec , n)E~ { ~: (2Ec + eV) ~ [ ~: eV + 2 ( ~: ~ 1) Ec] e-~} (6.29) 
It is interesting to notice that the energy flux increase, P, by the electrons after the 
acceleration is 
(6 .30) 
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where Bi is the precipitating energy flux incident upon the potential drop. The net 
downward flux close to the atmosphere, ¢a, and above the potential drop, ¢i, is related 
by 
( 6.31) 
which is a consequence of the Liouville theorem. So if no other source or loss mecha-
nism is present between the potential drop and the atmosphere, the upward current 
carried by energetic electrons is constant along the whole flux tube. 
If the distribution is described by kappa function, 
since 
so 
set 
( 
m ) 3/ 2 r(~+1) 1 
f(v) = n 2Eo (n~)3/2f(~- ~) (1 + _g_)"'+l 
3 ~ E~vg = - Eo--3 
2 ~-2 
~ 
Ec = kT = Eo--3 ~--2 
K.Eo 
n (2) 1/ 2 1 r(~+1) 
k(Ec, n) = 2n3/2 m E~/2 (~- ~)3/2f(~- ~) 
then the differential flux 
(6.32) 
(6.33) 
(6.34) 
(6.35) 
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To finish the integration, we could first derive 
1E' 1 dE 
( ) ~+1 E1 1+L ~Eo 
E2 
-Eo 
1 (6.36) 
( 1 + ~~0) ~ 
E1 
1E' E +1 dE 
E1 (1 + L )~ ~Eo 
E2 
E 1E' 1 -Eo 
( 1 + ~~0) ~ +Eo ( rdE E1 1+L 
E1 ~Eo 
E2 E2 
E ~E2 1 
-Eo +--0- (6.37) 
( 1 + ~~o)~ 1-~ ( 1 + L )~-1 
E1 ~Eo E1 
1E' E2 dE 
( ) ~+1 E1 1+L ~Eo 
E2 
-Eo 
E2 1E' E 
( 1 + ~~0) ~ +2Eo ( rdE E1 1+L 
E1 ~Eo 
E2 E2 
E2 2~E2 E 
- 2KEJ1E' 1 dE -Eo +--0 
( 1 + ~~0) ~ 1-~ ( 1 + L )~- 1 1- ~ E1 ( 1 + L )~- 1 
E1 ~Eo E1 ~Eo 
E2 E2 E2 
E2 2~E2 E 2~2E3 1 
-Eo +--0 0 
( 1 + ~~0) ~ ( 1 + L )~- 1 (1- ~)(2- ~) ( ) ~-2 1-~ 1 + E 
E1 ~Eo E1 ~Eo El 
(6.38) 
where E 1 and E 2 are given energy lower and upper bounds. So 
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(6.39) 
and the energy flux is 
B 1Eb 1oo (E + eV)2 Ba =?T~ (E + eV)j(E)dE + 1r E j(E)dE 
Bt 0 Eb 
- ( ) [Ba 1Eb E(E + eV) dE 1oo (E + eV)2 dEl 
-?Tk Ec, n B · ( ) x;+l + ( ) x;+l 
t 0 1 + ....§_ Eb 1 + ....§_ 
K;~ K;~ 
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Eb Eb E b 
B 2K2E 2 1 Ba E 
_ Ba eV KEo 1 + a 0 
( 1 + _lL) ~-2 +-eV ( 1 + ~~0) ~ (1 + _lL ) ~-1 Bi ( 1 - K) ( 2 - K) Bi Bi 1- K ~Eo 0 0 ~Eo 0 
00 00 
00 
£2 2KE0 E 2K2 E 2 1 
+ 
( 1 + ~~0 ) ~ --- ( ) ~- 1 + 0 ( 1 + _lL) ~-2 1-K 1 + E (1- K)(2- K) 
Eb ~Eo Eb ~Eo Eb 
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6.6 Equivalence of Two Methods 
It could easily be shown that the result of this model is the same as the one we obtained 
in the previous section, so the integration from two methods are equivalent. The first 
integration is over parallel and perpendicular velocities. The second integration is 
over energy and pitch angle. If we evaluate the fluxes just above the ionosphere, then 
eV = ~' DE ---+ 0, Ce---+ 0, D~ ---+ 2~/m, C~ ---+ 1- Bs/ Be= 1- B) Ba, where 
c~ Bs = 1--B 
D2 2e 
-(¢- c/Js) s m 
c2 Be 
--1 E B 
D2 2e 
-(c/Je- ¢) E m 
v2 C2 D2- C2D2 (6.41) E S S E C2 + C2 E S 
As the cross point V ---+ 0, the limit set by CE and De does not exist any more. 
Noticing the energy of particles has increased from E in the plasma sheet to E' = 
E + ~ in the ionosphere, also the pitch angle changed from a to a' related by 
E' sin2 a' 
Ba 
( 6.42) 
/\\T 
v /.' 
/./ 
-------
-------~ 
Figure 6.6 : Separating integration region. 
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According to the integration region separating as Figure 6.6, the integration for a 
function g(E') is 
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D ? arcsin 
=27r { 5 v3 f(E)g(E')dv { l-cs sina'cosa'd(a/) lns lo 
~00 17r/2 + 2n v3 f(E)g(E')dv sin a' cos a' d( a') !2s.. 0 
cs 
8 
~+Eb ~~ 
= 
4~ f E' f(E)g(E')dE' f - s sin a' d(sin a') 
m J~ h J Bi(E+ll.) 
47r 100 1 BaE + - 2 E' f(E)g(E')dE' sin a' d(sin a') 
m ~+~ o 
4n fEb {I B E 
= m 2 Jo (E + ~)f(E)g(E')dE Jo sin ad(sin a) Bi(Ea+ ~) 
4n {oo {ao B E 
+ m 2 } Eb (E + ~)f(E)g(E')dE Jo sin ad( sin a) Bi(Ea+ ~) 
47r B 1Eb 11f /2 
=-2 Ba Ef(E)g(E')dE sinacosada m i o o 
47r B 100 lao + - 2 ~ Ef(E)g(E')dE sinacosada m Bi Eb o (6.43) 
B 1Eb 11f /2 B 1oo lao =2n~ g(E')j(E)dE sin a cos ada+ 2n~ g(E')j(E)dE sin a cos ada 
Bt 0 0 Bt Eb 0 
where we used the fact that the solution of 
C2 2 2 sVj_ +vii = 
is 
(6.44) 
(6.45) 
(6.46) 
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6. 7 Implementation in RCM 
The Knight or a similar relation can be used to relate field-aligned currents and the 
precipitating number flux to the parallel potential drop. Since we do not have another 
way to estimate the field-aligned potential drop, but the field-aligned currents are 
estimated from the Vasyliunas equation, the way the generalized Knight relation is 
used in RCM is to first calculate the field-aligned currents by the Vasyliunas equation, 
and then evaluate the field-aligned potential drop by the Knight relation, as shown in 
the logical diagram in chapter 3. At the same t ime, we compute precipitation energy 
flux using the generalized formula. 
As already mentioned in the beginning of this chapter, the original Knight re-
lation implemented this way in the RCM results in too large field-aligned potential 
drops, and further leads to numerical instabilities and convergence problems in the 
ionospheric potential solver. Ignoring the neutral winds, the current conservation law 
gives 
(6.47) 
the drift velocity is written as 
B X VH 
vn=----qB2 (6.48) 
where H = <I> M + K and <I>i is the ionospheric electric potential, <I> M is the mag-
netospheric electric potential. Their difference, besides the co-rotation term, is the 
field-aligned potential drop. When it is large, after solving for <I>i which is a well-
behaved solution in the ionosphere, <I> M is too "noisy" across the boundary of large 
upward field-aligned currents region. The plasma will not convect systematically and 
will create structured pressure distribution. In addition, it comes out to have more 
complicated field-aligned currents which gives trouble in solving <I> 1 for the next time 
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step. The code will typically not remain numerically stable for more than a few time 
steps. 
We determined that by using the bi-kappa distributed plasma sheet plasma with 
Maxwellian distributed ionosphere plasma, field-aligned potential drops are smaller 
and thus greatly enhance the stability of the system, meaning that we were able to 
run even simulations. Therefore, we can evaluate the role of parallel electric field in 
magnetospheric substorms. We will show some simulation results in Chapter 9. 
Finally, we need to comment on how our results in this chapter relate to the ex-
isting published literature on what might be called current-voltage relations. Since 
Knight's paper in 1973, there has been a very large number of studies that looked at 
different aspects of the problem. Indeed, a simple search for journal papers that men-
tion Knight 's formula in their title or abstract produces in excess of 400 results. In-
stead, Janhunen published a result that is most closely related to our derivation[212]. 
However , our result seems to be more general than theirs as we include a two compo-
nent hot plasma and a cold ionospheric component, which makes a large difference. It 
is not possible for us here to review previously published theoretical work on deriving 
different forms of the current-voltage relationship in the aurora or testing those with 
observations[212, 213, 214, 21?, 216, 217, 218, 219, 220, 221]. 
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Chapter 7 
Sources and Losses in the Inner Magnetosphere 
Under RCM approximations, particles of certain types in the magnetosphere are con-
served along their drift paths. However, in the system of magnetosphere ionosphere 
interaction, the plasma could have sources or sinks on time scales comparable to typ-
ical drift times. A major source of loss is precipitation into the atmosphere. A source 
of particles is ion outflows in the auroral zone along magnetic field lines . Previous 
versions of the RCM had a simple version of the electron precipitation (no ion precip-
itation) and no ion outflows module. However, both processes are affected by parallel 
electric fields, and in the case of ion outflows, having parallel drops is essential to 
energizing ionospheric ions to typical magnetospheric plasma energies. Since we now 
developed an algorithm for inclusion of parallel potential drops, as described in the 
previous chapter, we are now in a much better position to improve the precipitation 
algorithm for electrons, add ion precipitation in the RCM, and to introduce a module 
accounting for effects of direct auroral ion outflows. This chapter describes our work 
on improving particle precipitation, as well as adding Su's polar wind and Moore's 
auroral wind [222] models into the RCM. In addition to the charge exchange rate 
algorithm already implemented in the model, the RCM has the tools to deal with 
the change of plasma content during disturbed geomagnetic conditions. Due to com-
plexity of this work, we .do not present any simulations using these new or improved 
algorithms, in this thesis. Instead, this chapter serves as a reference on our code 
development efforts. 
7.1 Particle Precipitation 
~--------- ·-.--------------
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Figure 7.1 : Drift paths for positive and negative hot magnetospheric particles in the 
equatorial plane, with the Sun to the left. The separatrix between the trajectories 
that lead from the magnetotail to the dayside magnetopause and those that circle the 
Earth is called the "alfven layer". Figure from [7]. 
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For simplicity, let us presume that the motion of particles in the plasma sheet is 
controlled by a combination of two processes. The first is the action of the steady 
E x B convection together with gradient and curvature drifts[223 , 224]. The sec-
ond is abrupt injection of the plasma sheet particles into the inner magnetosphere 
associated with substorm activity. In a steady state configuration, E x B convection 
and gradient and curvature drifts will establish Alfven energy layers near the Earth , 
shown in Figure 7.1, such that electrons with higher energy invariants are confined 
to increasingly larger radial distances. 
Particle precipitation is an important factor in producing ionospheric conduc-
tances in the aurora. It also acts as a loss term in the RCM transport (advection) 
equation. The concept of ionospheric conductance is useful in studies of the electro-
dynamics of the high-latitude ionosphere. Because large parallel electrical conduc-
tivity along the nearly vertical geomagnetic field prevents the establishment of any 
significant vertical electric potential gradients, the horizontal electric field is nearly 
constant in altitude. Therefore, the height-integrated horizontal current density as-
sociated with the electric field can be directly computed from the conductance[149]. 
Both the energy flux and the incident energy of precipitating particles contribute to 
the ionospheric conductances[152, 149]. 
7.1.1 Electron Precipitation 
The low-energy plasma sheet electrons are lost primarily through diffusion-induced 
precipitation along the magnetic field lines into the Earth's high-latitude regions[225]. 
As mentioned in the previous chapters, the RCM assumes isotropic pitch angle 
distribution along magnetic field lines. In general, conservation of the first and sec-
ond adiabatic invariants will result in a distribution that is not isotropic. From the 
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calculation in previous chapter, a threshold energy Eb exist, if the energy of a particle 
is less than Eb, then it could precipitate into the ionosphere without mirroring. Usu-
ally, this energy is quite small. Here we assume it to be small enough, or at least less 
than the minimum energy of the lowest channel. The ratio of magnetic field strength 
at the atomspheric height over that at the location of the minimum magnetic field 
strength is given by 
(7.1) 
or 
. 2 Bi E + e"VJI 
s1n ao = E 
Ba 
(7.2) 
where VJI is the parallel potential drop. With the assumption that the acceleration 
region is about 4000 km to 1 RE above the ionosphere, the ratio between Ba and Bi 
could be assumed to be around 1.8. The threshold energy Eb is then a function of 
Thus, the loss rate for particles precipitating to the ionosphere is different for 
plasma with energy less or greater than the threshold energy Eb. For plasma with its 
kinetic energy less than Eb, or its velocity is less than Vmin where mv~in = 2Eb, all 
particles would precipitate into the atmosphere if they reach the acceleration area. 
For plasma with its kinetic energy greater than Eb, the loss rate is 
J0ao 2?Tv2 dv sin ada 
j
0
1r/2 2?Tv2dv sin ada 
2?Tv2 dv (1 - cos ao). 
2?Tv2dv 
1- cosao 
1-
1- 1 _ __ E_b_ E + e"VJI 
Eb + e"VJI E 
(7.3) 
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Since the energy E is assumed to be greater than Eb, then the term under the square 
root is always between 0 and 1. The lost rate is than somewhere between zero and one 
as expected. Figure 7.2 shows the results from the above the equation. The electron 
energy E is in the range between 100 eV and 20 keV. The five curves correspond to 
the formula with field-aligned potential drop equals to 1 V, 10 V, 100 V, 1 kV, 10 
kV. These curves converge to 1/3. For a field-aligned potential drop of several kV, 
the loss rate is averaged to be somewhere between 1/2 and 1/3. The lifetime Tin the 
strong pitch angle diffusion limit can be expressed as[226] 
rm2VBh 
T=---
p 1- 7] (7.4) 
where p is the momentum, V is flux tube volume, Bh is the magnetic field strength 
at foot point, 7J is some backscatter coefficient. 
The the loss rate in the strong pitch angle diffusion limit is 
_ 1 _ ( E ) 112 ( J ds) -1 
,\--- - Bi -
T 2m B 
However, strong pitch angle diffusion is only a limiting idealization. Observations 
[225]and wave measurements[227, 228, 229, 230] suggest that pitch angle scattering 
may not always be strong throughout the plasma sheet. The computed precipitation 
lifetimes are found to be weakly dependent on magnetic activity[225]. The average 
lifetimes exceed those for the case of isotropy at all pitch angles by a factor between 2 
and 3 for Kp :S; 2 and approximately 1.5 for Kp > 2. An estimation of 1/3 is defined 
as the "fudge" factor in the RCM. 
Unfortunately, there are very few reported measurements of electron lifetimes 
in the plasma sheet. Many studies were done to estimate electron lifetimes[231, 
232, 233, 234]. All of these empirical and theoretical estimates for electron lifetimes 
correspond to the limit of weak pitch angle diffusion, in which the particle lifetime is 
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directly proportional to an appropriately weighted sum of the wave spectral densities 
at the various resonance frequencies (235]. For the RCM we adopted the model of 
the scattering rate from Chen and Schulz et al. [235, 236]. They extrapolated the 
theoretical lifetimes of Albert (1994] both to lower energies and to higher L values , 
and then renormalized the results of Albert (1994] to "match" the empirical lifetimes 
compiled by Roberts [1969]. The scattering rate obtained is approximated by the 
expression 
Ao(E, L) = min{O.OSE-1.32 , 0.4 x 102L-B+0.4 log2 E}day-1 (7.5) 
where energy E is measured in units of MeV as shown above. This scattering rate 
pertains only to wave-particle interactions without considering Coulomb scattering 
which might be dominant at sufficiently low L value. The first term depends on energy 
but not no L, which corresponds to the "flat" portion of any empirical lifetimes versus 
L plot. The second term corresponds to the "sloped" portion of the same lifetime 
versus L plot, and the "break" for specified E occurs at 
L = Lb ~ 2.6505 - 0.3987log2 E 
To make a smooth transition between weak pitch angle diffusion (AT << 1) and 
strong diffusion (AT >> 1), the loss rate is given by :X = A/(1 +AT) , where T is the 
lifetime against strong pitch angle diffusion. 
Taking into account that the wave activity is not uniformly distributed in MLT(229 , 
230], a modified MLT-dependent scattering rate was also used, so that 
AMLT = Ao [ 1 + 0.8sin (¢- ~) J (7.6) 
where ¢ is the MLT coordinates. This formula is later corrected to(236] 
A ( E, L, ¢) = [ 1 + 1. 2 sin ( ¢ + i) - 0. 25 cos ( 2¢ + i)] Ao ( E , L) ( 7. 7) 
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The number fluxes and energy fluxes could be calculated by integration as 
J ~37r(l-ry)h~~~p2fdE (7.8) 
J ~3 1r(l- ry)h I~ I (E + eV)p2 fdE (7.9) 
7 .1. 2 Ion Precipitation 
There is no loss of particles precipitating to the ionosphere for plasma sheet ions that 
have energy lower than the energy it needs to overcome the potential difference, eV; 
and for ions with energy is greater than eV, similar to those of electrons, the rate is 
1- 1-------V Eb E- eV Eb + eV E 
since the ions are decelerated by the parallel electric field. Figure 7.3 shows the loss 
rate of ions according to the above equation. The five curves correspond to a field-
aligned potential drop of 1 V, 10 V, 100 V, 1 kV, and 10 kV. The energy range of 
ions is from 1 ke V to 200 ke V. For a field-aligned potential drop of several ke V, the 
loss rate is varying between 0 and 0.2. An estimation of 1/10 is used as the loss 
rate as a fraction of strong pitch angle diffusion[33]. The number flux and energy 
flux of positive charged ions could be calculated from the integration of distribution 
functions. 
J ~31f(l- ry)h I~ I p2 fdE (7.10) 
J 1 - I Br I ) 2 m 3 1r(1- ry)AT  (E- eV p fdE (7.11) 
This result is different due to the energy change through the potential drop region. 
We present the results for both Maxwellian and kappa distributions and also using 
two equivalent methods. From the energy conservation: 
'2 '2 2e , 2 2 2e 
v_1_ + v
11 
+ -¢ = v_1_ + v
11 
+ -¢ 
m m 
(7.12) 
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Figure 7.2 : The loss rate of electrons for different field-aligned potential drop. 
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Figure 7.3 : The loss rate of ions for different field-aligned potential drops. 
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where the superscript' means evaluating at the base. Using the first adiabatic invari-
ant vi= vJ_B'/B, we get 
,2 2e ( ') 2 ( B') 2 v 11 = m ¢ - ¢ + v 1_ 1 - B + v11 > 0 (7.13) 
Since ¢ > ¢8 and B > B', the base S gives no restriction. But the base E gives 
C2 2 2 D2 
- EVl_ +VII > E (7.14) 
where c~ =BE/ B- 1, D~ = 2e(¢E- ¢)/m. The region sl in the phase diagram is 
the space between the positive horizontal axis and the right branch of the hyperbola 
as shown in Figure 7.4. 
vj_ 
Figure 7.4 : Trajectories in phase space of ions. 
Since we only care about the ions moving downward into the ionosphere, with 
intermediate parameters set to 
X 
y 
p 
q y2 
q' 
q 2 A2D2 E 
= q+-
- ---cJ2 CE E (7.15) 
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and q' = q when q' = A2 D~. So the number flux is integrated as 
¢ = 
@E (7.16) 
and the energy flux is 
() = 
@E 
1 m ( 2 2) 3 2 v1_ + v 11 v11fsd v 
s1 
mN8 e -Ws(<P-<Ps) 
4JITA3 
226 
(7.17) 
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If the distribution is a kappa function, then the number flux is 
¢ = 
21rv 11 v..Ldv 11 dv..L 
[1 + e(.P-.Ps) + mv1 +mvij] ~ts+1 ~tsEos 2~tsEos 
V m Nsf(Ks + 1) 100 d 1v1=vu~;~ d (2~t:eosv1) - ( 1) vu vu ---------'-------'---+771 
21l"KsEos f Ks- 2 DE 0 [ 1 + e(.P-t/>s) + mv1 +mvij] ~ts 
~ts Eos 2~ts Eos 
1 1 
(7.18) 
The integration of energy flux is much more complicated and is shown in Appendix 
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D. The expression looks like 
(7.19) 
Since Bi(E- eV) < BaE, for Maxwellian distribution, the number flux is also given 
by 
<P - 1r 100 1-rr/2 ja(E, a) sin(2a)dadE 
- 7r......!!:. j(E) sin(2a)dadE B 1oo1ao 
Bi eV 0 
- 1rBB~ 100 j(E)dEsin2a 0 
t eV 
7r 1~ E ~eV f(p)p2dE 
- 1r --n -- e kT E 100 E- eV 2mE ( m ) 3/ 2 _Ld 
ev E m 3 21rkT 
2n: (_!!3:_) 312100(E- eV)e-trdE 
m 21rkT eV 
- - n [(E- eV) e-k~~oo -100 e-k~dE] 
V27rkTm eV eV 
n/t:fe-fi; (7.20) 
and the energy flux is 
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() - 1f 1~ (E -;V)2 j(E)dE 
100 (E- eV)2 2mE ( m ) 3/ 2 _ _g;_d - 1r --n -- e kr E 
ev E m 3 21rkT 
2n: (~)312 2kT100(E- eV)e-k~dE 
m 21rkT eV 
2n kT 100 e- k~ dE 
J21rkTm eV 
2nkT{t!;;e-~~ (7.21) 
For a kappa distribution, the number flux is 
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and the energy flux is 
00 
(7.23) 
We can also show that these two methods are equivalent. When we evaluate the 
quantities on the ionosphere in the first method, DE--+ 0, CE--+ 0, so 
j f(E)g(E')v 11 d3v 
0fDk 
21r {'X> v11dvul cE j(E)g(E')v.l..dv.1. }DE 0 
27f 100 vudvu1oo j(E)g(E')v.1.dv.l.. 
- 27f 100 v3 f(E)g(E')dv 11r/2 sino:' coso:' do:' 
4~ 100 E' f(E)g(E')dE' 11 sino:' d(sin o:') 
m o o 
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m 0 0 Bi E-
47f B 100 lao 
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7. 2 Charge Exchange 
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(7.24) 
Another important lost term is the charge exchange. It has been confirmed to be one 
of the mechanisms accounting for the decay of the storm time ring current. Charge-
exchange ionization is a gas phase reaction between an ion and an atom or molecule 
in which the charge of the ion is transferred to the neutral species: 
A++B--+ A+B+ (7.25) 
In charge exchange reactions, only a small amount (a few eV) of energy is transferred 
to the electron donor, so the newly created neutral retains most of the original energy 
of the ion. Since it no longer carries a charge, the energetic neutral atom (ENA) is 
not affected by electric and magnetic fields and travels along a straight path from the 
point where it was created. An imager on a spacecraft several hundreds or several 
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thousands of kilometers from a particular ENA source region, such as the Earth's 
ring current, can detect the ENA flux from that region, just as an optical telescope 
detects photons emitted from a distant astronomical object. The counts from the 
neutral atom detector can then be used to construct images of the EN A emission 
region. The number of ENA emitted from a given region of space depends on the 
energy and species of the energetic ion population in that region and on the density 
of the neutral gas with which the ions undergo charge exchange. In the case of 
the Earth's inner magnetosphere, most of the ENAs are produced through charge 
exchange with geocoronal neutral hydrogen, which is the primary process by which 
particles are lost from the ring current. The particles of the ring current have a finite 
lifetime before being lost to the Earth's atmosphere due to two processes: charge 
exchange and wave-particle interactions. 
Once generated, ENAs passing through the inner magnetosphere can be reionized 
in several ways, in effect converting ENAs back into ring current ions but on new 
L shells[237]. ENA ionization constitutes a transport process acting independently 
of the more widely studied radial diffusion of trapped ions. Given that ENAs are 
unaffected by the geomagnetic field, ENA ionization offers a potentially effective 
process for sustaining a ring current population on inner L shells (L ~ 3) compared 
with radial diffusion. 
Model developed by James Bishop estimates charge exchange rate, given the limi-
tation that the RCM does not compute pitch angle distributions[237]. Given that (1) 
ion gyro periods are much shorter than bounce periods, (2) ion gyroradii are much 
smaller than typical scale lengths for variations in geocoronal and plasmaspheric den-
sities, and (3) typical collisional depths along trapped ion gyropaths during a single 
bounce between conjugate mirror points are much smaller than unity, a bounce inte-
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grated approach is both justified and convenient. He let the pitch-angle distributions 
relax under the action of charge exchange at given L, then fit the resulting net loss 
rate to find an effective overall loss lifetime. 
7.3 Ion Outflows 
The ionosphere is the ionized component of the Earth's upper atmosphere. Two 
different ionization processes are involved in its creation: photoionization, principally 
by solar extreme ultraviolet (EUV) and x-ray photons, and impact ionization by 
charged particles, including solar and galactic cosmic rays. During the daytime and at 
subaurorallatitudes, photoionization is the dominant process, while at high latitudes 
and at night impact ionization by precipitating auroral electrons plays an important 
role in the production of ionospheric plasma. 
The low-altitude ionosphere occupies approximately the same altitude range as 
the neutral mesosphere and thermosphere and, between 60 and 800 km, is vertically 
structured in three layers or regions that differ from one another in composition, 
density, ionization sources, degree of variability, chemistry, and dynamics: the D (60-
90 km), E (90-150 km) and F (150-800 km) regions. The dominant ions in the D and 
E regions are NO+ and Ot; in the F region, where the bulk of the ionospheric plasma 
resides, o+ dominates. Above the F region is a region of exponentially decreasing 
density known as the "topside ionosphere". This region extends to an altitude of a few 
thousand kilometers and, at mid-latitudes, feeds into the plasmasphere, the region of 
cold, dense ionospheric plasma in the inner magnetosphere that is controlled by the 
Earth's co-rotating electric field. 
Plasma densities in the ionosphere are characterized by strong day-night variabil-
ity. The maximum ionospheric plasma density, approximately one million electrons 
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per cubic centimeter, occurs in the noon F region, at an altitude of 250-300 km. At 
night, ionospheric densities can drop by as much as two orders of magnitude, depend-
ing upon the region and altitude. The largest and most rapid decay occurs in the 
E and D regions, whose molecular ion constituents recombine with the ionospheric 
electrons much more rapidly than the F -region o+ does. Ionospheric plasma densities 
also vary markedly with season, solar cycle, and level of geomagnetic activity. 
The ionosphere and neutral atmosphere are strongly coupled, dynamically as well 
as chemically. At low and middle latitudes on the Earth's day side, for example, 
thermospheric neutral winds move the conducting plasma of the ionosphere across 
geomagnetic field lines, driving an atmospheric dynamo that generates the solar quiet 
current systems and the equatorial electrojet, a powerful eastward current that flows 
in theE region along the geomagnetic equator. In the polar regions, on the other hand, 
it is the ions drifting over the polar cap, in response to the imposed magnetospheric 
convection electric field, that "drag" the neutrals and thus generate neutral winds 
with speeds sometimes exceeding 3600 km per hour in the high-latitude F-region 
thermosphere. 
The ionosphere also interacts strongly with the magnetosphere. A central aspect 
of this interaction is the electrodynamic coupling effected by electric currents flowing 
along the geomagnetic field lines that connect the ionosphere to the plasma sheet 
and the magnetospheric boundary layers. These "field-aligned" or "Birkeland" cur-
rents produce an electric field across the polar cap, which generates the horizontal 
currents in the polar ionosphere responsible for the convective ion flow referred to 
above. The field-aligned currents are carried both by auroral electrons precipitating 
downward along the field lines and by upward-flowing ionospheric electrons. The 
former deposits a substantial amount of energy into the upper atmosphere, with pro-
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found effects on both the ionosphere and the neutral thermosphere. In addition to 
exciting auroral emissions, auroral electron precipitation enhances the plasma density 
and conductivity of the high-latitude ionosphere and supplies as much as a trillion 
watts of heat to the upper atmosphere, dramatically altering global thermospheric 
wind patterns at times of strong geomagnetic activity. 
Figure 7.5 Upfiow of ions from ionosphere. Source: 
http:/ /pluto.space.swri.edu/IMAGE/ glossary /ionosphere3.html 
Another important aspect of the ionosphere-magnetosphere interaction is t he out-
flow of plasma from the ionosphere into the magnetosphere. It was suggested that 
light ionospheric ions ( H+ and He+) might be able to escape along open magnetic field 
lines from the topside ionosphere into the tail regions of magnetosphere via an evapo-
rative process[238, 239]. The sources of plasma sheet and ring current plasma are an 
important element in understanding the dynamics of the Earth's magnetosphere[240]. 
To distinguish these sources of plasma, one generally looks for o+ as a proxy for an 
ionospheric source. When the composition is primarily H+, it is assumed that the 
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source is the solar wind even though the ionosphere can be a major source of H+. 
The discovery of terrestrial o+ and other heavy ions in magnetospheric hot plas-
mas, combined with the association of energetic ionospheric outflows with geomag-
netic activity, led to the conclusion that increasing geomagnetic activity is responsible 
for filling the magnetosphere with ionospheric plasma[241]. It has been discovered 
that a major source of ionospheric heavy ion plasma outflow is responsive to the 
earliest impact of coronal mass ejecta upon the dayside ionosphere. Thus a large in-
crease in ionospheric outflows begins promptly during the initial phase of geomagnetic 
storms, and is already present during the main phase development of such storms. 
The ion outflows were clearly driven by processes associated with the enhanced solar 
wind dynamic pressure and interplanetary magnetic field that followed the CME-
driven interplanetary shock[20]. The fluctuations in solar wind dynamic pressure, 
rather than the enhanced dynamic pressure itself, would drive Alfven waves from the 
magnetopause into the high-latitude ionosphere, heat ions in the topside ionosphere, 
thereby inducing outflows. 
Figure 7.6 presents a flow chart showing the two principal pathways for generating 
ionospheric outflows[20]. The left hand side shows the flow of electromagnetic energy 
via Poynting flux. The right hand side shows the particle energy flow primarily 
through soft electron precipitation. The "causal" arrows indicate processes that are 
known to be causally related, while the "possibly causal" arrows indicate processes 
that could reasonably be causally related. The "correlated" shows processes that are 
correlated but do not have a direct causal relationship. 
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Figure 7.6 : Flow chart showing the relationship between energy inputs to the iono-
sphere and ion outflows. The upper half of the diagram corresponds to observations at 
FAST, while the lower half is the inferred pathway whereby Poynting flux or electron 
precipitation results in ion upwelling and subsequent outflows. The arrows connecting 
the various cells are labeled "causal", "possibly causal", and "correlated" [20]. 
This outflow is so substantial, 1026 ions per second[242] during magnetically dis-
turbed periods near solar maximum, that the ionosphere could, in principle, fully 
populate the magnetosphere with plasma. The outflow of ions from the ionosphere 
takes a variety of forms: the supersonic polar wind, ion upwelling from the cleft ion 
fountain, polar cap outflows, and upward ion conics and beams from the auroral zone. 
In addition to these high-latitude sources, strong o+ outflows from the mid-latitude 
ionosphere have been observed at times of intense geomagnetic activity. The strength 
and composition of the ionospheric plasma outflows vary with geomagnetic activity, 
season, solar cycle, local time, and altitude. For example, the ionospheric o+ be-
comes a significant plasma pressure component in the inner plasma sheet and outer 
238 
ring current region, with a corresponding increase in the o+ density of the plasma 
sheet, particularly when the solar wind is intense or its magnetic field is southward 
directed. The two primary sources of ionospheric outflow into the plasma sheet are 
the polar cusp and near midnight oval[240]. 
It has been recognized that the presence of suprathermal electrons, such as photo-
electrons produced in the upper atmosphere during the ionization of neutral species 
by solar EUV radiation, can enhance the ambipolar electric fields that propel polar 
wind outflows[243]. Additional electric force due to the escaping photoelectrons could 
accelerate the ions to higher velocities if the photoelectron flux is larger than the es-
cape flux of the thermal electrons in the polar wind[244]. Akebono observations have 
shown that the polar wind velocity was generally higher on the dayside than on the 
nightside and was strongly correlated with the ambient electron temperature[245]. 
Ionospheric photoelectrons are the source of both the upward suprathermal field-
aligned electron fluxes obtained at high altitudes and the downward fluxes obtained 
at low altitudes as reflected by an upward electric field[246]. 
Ion upflow from the cusp region occurs outside the RCM modeling region, and 
its effects are included in the boundary condition. Faster drifting ion upflow which 
is accelerated by larger electric field on the relatively steep gradient of the plasma 
pressure can reach higher altitudes and constitute a significant component of the ion 
outflow. Only the outflow in the mid-latitude region should be considered as source 
term to the transport equation. No field-aligned current is considered due to these 
outflowing ionospheric ions. Strong correlations have been found between outflow 
fluxes and local electromagnetic energy flux, and also with the local precipitating 
electron density[222]. 
239 
7.3.1 Proton Outflow 
The plasmasphere is the end state of polar wind outflows on flux tubes that remain 
closed between the two hemispheres rather than circulating through the reconnection 
regions at high latitudes. Magnetospheric disturbances create sunward plasmaspheric 
plumes on flux tubes that are depleted as they reconnect with the solar wind field. 
When reconnected with their conjugate counterparts, they circulate into the inner, 
approximately co-rotating, magnetosphere, fill up and approach hydrostatic equilib-
rium [24 7]. The plasmasphere is properly thought of as a light ion extension of the 
ionosphere. The dynamics in the plasmasphere proper is usually ignored due to their 
low energies. The plasma in plasmasphere will be more readily tracked in fluid global 
circulation models that include ionospheric fluids, because of the low velocities of 
the protons involved. However, the plasmasphere contains little o+, so it cannot 
contribute significantly to the pressure dominance o+ observed during severe storms. 
Outside the plasmasphere proper, polar wind light ion plasma flows continuously 
out of the ionosphere onto the circulating flux tubes that circulate throughout the 
auroral and polar magnetosphere, driven by high latitude reconnection at the mag-
netopause. 
Polar wind protons were introduced at 1000 km altitude with initial conditions 
guided by observations from the Polar/TIDE survey[248] at all geomagnetic latitudes 
greater than 55° (L "'3). The outflow flux depends on the solar zenith angle so that 
the variation of flux results from solar illumination of the ionosphere with substantially 
lower fluxes originating from darker regions[248]. If the solar zenith angle is below 
90°, then the flux at 1000 km altitude is 
(7.26) 
When the solar zenith angle is between goo and 110°, then the flux is 
8 2 5 SZA-90 F = 2 X 10 - . -2-0 -
And if the solar zenith angle is between 110° and 180°, then the flux is 
F = 2 X 105·5 
The flux is smooth both around goo and 110°. 
7.3.2 Oxygen Outflow 
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(7.27) 
(7.28) 
The amount of heavy ion outflow from the ionosphere through the magnetosphere 
is strongly dependent on the intensity and coupling strength of the solar wind. The 
growth of ring current in the terrestrial magnetosphere is produced through the ex-
pansion of heavy ion plasmas that originate in the Earth's ionosphere[241]. 
Like the polar wind protons, auroral wind oxygen ions were introduced at 1000 km 
altitude at all latitudes above 55°. However, the oxygen initial conditions were locally 
specified in response to the boundary conditions imposed on the ionosphere, including 
the Poynting flux of electromagnetic energy into the ionosphere, the density of high 
altitude plasma precipitating into the ionosphere, as well as the current density being 
driven through the ionosphere by the magnetospheric circulation dynamics. The 
lowest energy oxygen ions were promptly returned to the atmosphere by gravity. A 
limiting local flux was imposed to avoid getting too much flux compared with the 
statistical database[24g]. Since the precipitating electron density is closely related to 
diffuse auroral luminosity,a loss cone filling factor with a local time dependence from 
Chen and Schulz (2001) was used[235]. 
The outflow flux due to precipitation is 
(7.2g) 
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where N is the number density in cm-3 and reduce by a loss cone filling factor with 
[ ( MLT- 3)] F LC = 0.4 1 + 0.8 sin 21r 24 (7.30) 
The outflow flux due to the Poynting flux is 
(7.31) 
where 8 120 is the Poynting flux in mWm-2 at 120 km altitude, the 0.245 factor maps 
if from 120 to 4000 km altitude. The total flux would be 
NV = J N"Vpreci x NVpoynt (7.32) 
The average auroral wind temperature is give by 
To+ = 0.1 + 9.2 x (0.24 x S120 ) 0·35 (eV) (7.33) 
The distribution is assumed to be Maxwellian before the acceleration by any parallel 
potential drop. 
7.4 Implementation 
The essential goal of the RCM is to provide particle distribution and electric field to 
either ionosphere and thermosphere modelers or global MHD modelers. The continu-
ity equation is thus the major equation in the model. To complete the equation, we 
need to estimate the source and lost terms in the right hand side of the equation. The 
main processes involving the plasma content change in the coupled system of magne-
tosphere and ionosphere are particle precipitation, charge exchange, and ionospheric 
outflows. 
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The observation shows that the electron precipitation is less then strong pitch 
angle diffusion. We then have different ways to estimate the electron precipitation. A 
simple and straightforward way is to assume only a fraction of electrons would pene-
trate into the atmosphere. Some statistical ways, such as expressions from Chen and 
Schulz[235, 236] could be used as well. A self-consistent way is to estimate from loss 
cone effect as shown in the Appendix A. Electrons in the magnetosphere could pen-
etrate into the atmosphere only when the magnetic field strength ratio at ionosphere 
foot point and plasma sheet satisfies certain requirements. The particle precipita-
tion also appears in the ionospheric conductances calculation. For this purpose, the 
number flux and energy flux of the precipitating electrons could be calculated by 
integrating plasma moments properly. The parallel electric field would accelerate 
electrons into the atmosphere and thus increase both number flux and energy flux. 
On the other hand, the parallel electric field would decelerate ions along the field lines 
and prevent ions from penetrating into the atmosphere. 
The charge exchange rate is a function of particle energy and location. Plasma 
with different energy and different would have different charge exchange rate as well 
as ionospheric outflow rate, which convert to particle loss rate before giving into 
CLAWPACK for plasma convection. 
We don't show particular simulation results for these modules because those are 
corrections to the plasma convection pattern we are interested in. However, they 
might have huge impact for real time event simulations. 
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Chapter 8 
Auroral Conductances in an Isolated Substorm 
The ionospheric conductances relate the ionospheric convection electric field and iono-
spheric currents, which, together with the knowledge of field-aligned currents, are 
needed for computing the ionospheric electric potential self-consistently. Some basic 
knowledge of ionospheric conductances has been discussed in chapter 3. Estimates of 
the contribution from energetic particle precipitation can be obtained by using the 
precipitating energy flux and the average energy of these particles. We have several 
different ways to handle real time ionospheric conductances. Parallel electric fields 
are an important factor. However, we wait until the next chapter to add an even more 
uncertain element in the calculation, the effect of field-aligned potential drops. In this 
chapter, we will introduce two parameters that adjust calculated energy fluxes without 
the parallel electric field. An isolated substorm event is simulated by adding substorm 
current wedge in the magnetic field models and generating nonuniform high-latitude 
boundary condition to represent a localized bubble with reduced entropy. We present 
and discuss four simulations in an attempt to understand how auroral conductances 
and the uncertainties in calculating them affect substorm dynamics. 
8.1 July 22, 1998 substorm event 
The magnetospheric substorm is an important and not yet fully understood phe-
nomenon in Earth's magnetosphere. To understand the magnetosphere-ionosphere 
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interactions is, together with the cause or trigger of the expansion phase, one of the 
remaining challenging questions in the study of substorms[250]. The substorms are 
triggered by the nightside magnetospheric reconfiguration. One of the main features 
of substorm is the rapid earthward transport (injection) of particles from the plasma 
sheet to the inner magnetosphere[251, 252]. Magnetic reconnection or current sheet 
disruption in the magnetotail are believed to be responsible for magnetic field re-
configuration and producing plasma bubbles, which consist of flux tubes that have 
lower entropy parameter pV513 than their surrounding background plasma[253J. As 
the bubble moves into the inner magnetosphere, another set of Birkeland currents 
forms along its eastward and westward edges while strong westward electric field and 
earthward flow form inside of it. Current closure implies a westward electrojet in the 
ionosphere, usually indicated by an increase in the AE index. The bubble would drift 
westward due to gradient/curvature drift when it is closer to the Earth. The objective 
of simulation of bubble injection is to understand how the bubble evolves as it moves 
toward the inner magnetosphere and its effects on ionospheric and magnetospheric 
electric fields[254]. 
An inner magnetosphere physics model has to be able to simulate the injection of a 
bubble from magnetotail to the geosynchronous orbit. However, since the formation 
of plasma bubble is still under debate and might vary from case to case, we will 
present a simulation of the injection of a bubble into the inner magnetosphere without 
addressing the physics of bubble formation. A simple way to do this is to assume 
that the bubble is created tailward of our modeling region, so that the bubble is 
introduced into the RCM through the tailward boundary condition[253]. Then the 
process of bubble injection could be modeled by the plasma drift model. Previous 
results indicated that plasma-sheet flux tubes must experience entropy reduction in 
order to be injected into the inner magnetosphere. 
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Figure 8.1 : Geotail magnetic field (a) x component (Bx), (b) y component (By), (c) 
z component (Bz), and (d) component normal to the current sheet (Bn) from 0630 to 
0730 UT of July 22, 1998. In (d), the solid and dashed lines show, respectively, the 
3-s data and the idealized form that we assumed in constructing our model. From 
[21]. 
In this chapter and the next chapter, we will discuss the simulation results of 
July 22, 1998 substorm event. During this substorm event, both the Geotail and 
GOES-10 spacecraft were positioned as to observe the substorm[255]. That is one 
reason why this event is widely studied[21, 254, 255]. In this chapter, we extend the 
results of [21, 254] by expanding, through simulations, on the effect of ionospheric 
conductances on the bubble injection. We follow closely the setup of simulations that 
earlier study, by using their inputs and setup, as well as the RCM code, with the 
following exceptions. First, the total conductance tensor is now calculated by taking 
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the root of the summation of the square of contributions from the solar EUV and 
precipitation, instead of adding up. Second, our electron precipitation model has 
been changed from assuming a Maxwellian distribution of precipitating particles to 
a kappa distribution, as mentioned in the previous chapter. Third, the present work 
also corrects an error of setting energy levels in the earlier papers[21, 254], the effect 
of which will be assessed in a separate study. 
Following the work of [21, 254], Figure 8.1 shows the GSM magnetic field compo-
nents Bx, By, and Bz measured by Geotail spacecraft near the center of the current 
sheet at approximately local midnight. The standard RCM does not accommodate 
dipole tilt. Therefore, we have to find an approximate way of mapping a tilted dipole 
magnetosphere onto an untilted magnetosphere. The critical method is to use the 
component normal to the realistic current sheet as the z component of the magnetic 
field instead of using the GSM Bz component. To estimate the direction of the cur-
rent sheet normal, we first convert to GSW (Geocentric Solar Wind) coordinates, 
then use the formulae of Tsyganenko and Fairfield [2004] to estimate the shape of the 
current sheet, for calculation of the normal. As observed increase of GSM Bz from 5 
nT to 25 nT, the magnetic field obviously dipolarizes between about 0655 and 0700 
UT. During the substorm growth phase, Bn decreases from 8.3 nT at 0630 UT to 4.8 
nT at 0655 UT. The dipolarization then increases Bn to an average of about 22.9 nT. 
The feature is also then evidenced by the substantial increase in Bn from 7 nT to 23 
nT and the modest decrease in the magnitude of Bx component. The time 0655 UT 
is set as the substorm expansion phase onset. 
8.2 Model Inputs 
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Figure 8.2 : Selected RCM input parameters of solar wind density, solar wind veloc-
ity, solar wind dynamic pressure, IMF normal component, polar cap potential drop, 
respectively from top to bottom. 
Figure 8.2 shows selected RCM input parameters of solar wind density, solar wind 
velocity, solar wind dynamic pressure, IMF normal component, polar cap potential 
drop, respectively from top to bottom. The RCM was initialized by running the model 
with steady inputs for more than 4 hours prior to 0655 UT. The starting time of the 
simulation is 0230 UT. So the simulation time of 4 hour corresponds to 0630 UT. 
The figure shows the quantities from 4 hour to 5 hour as substorm growth phase and 
expansion phase. The expansion phase starts at 0655 UT, which is about 4.42 hour, 
--- ----------~---------------
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when the solar wind density and velocity increases and IMF Bz turns southward. The 
polar cap potential drop is fairly low because the IMF Bz is northward or weakly 
southward. 
For completeness, here we describe how the inputs, particularly magnetic field, 
are specified for the RCM. We repeat in this section the procedure designed and first 
described by [21].For substorms, the RCM could used magnetic field models that are 
consistent with measurements from Geotail[21] or THEMIS[256] spacecraft, to trace 
the magnetic field lines from the ionosphere to the magnetosphere. The use of Tsyga-
nenko statistical magnetic field models[lOO, 103, 107] can not reproduce a magnetic 
field component normal to the current sheet less than 10 nT at Geotaillocation with 
x = -9RE andy= 0 for observed solar wind and geomagnetic conditions. In order 
to simulate the substorm event of July 22, 1998, the magnetospheric magnetic field 
needs to match Geotail magnetic field observations. We use the same magnetic field, 
a force-balance argument in conjunction with in situ measurements of magnetic field 
and particle pressure, as described in Zhang[2009][21]. The 2-D fiat space version of 
the Grad-Shafranov equation[257] is adapted to modify the T89 magnetic field model 
to represent the highly stretched magnetic field configuration in the growth phase of 
a substorm. 
The low northward magnetic field in the current sheet is achieved by thinning and 
intensifying the existing current sheet in the critical region and also adding a new 
current sheet[258, 259, 260, 261]. However, this method leads to significant violations 
of the force-balance condition. To obtain a force-balanced magnetic field model, a 
new magnetic field is defined as the summation of T89 magnetic field and a correction 
term 
~B = '\1 x [h(Ao - Ar +~A)] (8.1) 
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where h = 1 near Geotail location and h = 0 far from the spacecraft location to 
localize this correction; A 0 is the vector potential of a force-balanced analytic model 
of the magnetic field and particle pressure comparable to the magnetic field and 
particle pressure observed by Geotail, Ar is an analytic model that is consistent 
with the uncorrected T89 model near the spacecraft, and ~A is a constant vector 
potential. We consider magnetic field models with a vector potential is of the form 
A(x, z)ey. Then the magnetic field is 
B = Br + V' x {eyh(x, y, z)[A0 (x, z)- Ar(x, z) +~A]} (8.2) 
The analytic functions employed in A 0 and Ar are solutions to the linear Grad-
Shafranov equation (V'2 A = - Jlodp / dA). Since the 2-D Grad-Shafranov force-balance 
equation has the form 
p 
k2A2 
2f.lo 
(V'2 + k2 )A = 0 
k2 - { u~) 2 - a 2 for izi < ~ } 
0 for izi ~ ~ 
(8.3) 
(8.4) 
(8.5) 
where the vector potentials for izl > ~represent pressure-free conditions with V'2 A= 
0. The two vector potentials look like 
Ar(x, z) = breaTx { cos 2~zT 
201;ll.T sin[ar(~T - lzl)] 
for izi < ~T } 
for izi ~ ~T 
{ cos 2";;. for iz I < ~o } Ao(x, z) = boe010x 0 
201:ll.o sin[ao(~o - lzl)] for izi ~ ~o 
(8.6) 
(8.7) 
Then the parameters are defined from Geotail measurements of magnetic field and 
plasma pressure. 
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The function h(x, y, z) is arbitrary. Since the critical adjustment is on the midnight 
along the x axis, we choose the form 
h(x,y,z) = f(x)g(y,z) (8.8) 
with 
(8.9) 
to let the correction dies off far from the spacecraft. The x dependence is in the form 
of 
f(x) = 1 (8.10) 
where x1 is the Geotaillocation. So tailward of the spacecraft, the Bz component is 
dominated by T89 model and drops off quickly. The values of k2 and x2 are chosen to 
make sure that the correction disappears on the dayside and Bz is approximately cor-
rect at geosynchronous orbit. The observations suggest that the Tsyganenko Bz value 
should be substantially reduced near Geotail but increased slightly at geosynchronous 
orbit[21]. 
To represent dipolarization of the magnetic field during the expansion phase, a 
substorm current wedge (SeW) is added to the growth-phase model[122]. The mag-
netic field of the sew is represented by the vector potential due to a combination of 
two wire loops[12]. The code uses the following five adjustable parameters to d~scribe 
the two fuzzy wire loops: total electric current amplitude coefficient A, initial wire 
radius Ro, stretch amplitude AL, stretch-scale ratio (3, and wire inclination angle 
with respect to the equatorial plane I ( < 1r /2). In the growth phase, A = 0 and 
thus the sew field is zero. Beginning at the end of the growth phase ( 0655 UT), A 
begins a linear increase from 0 to 220 in 5 min to represent rapid near-Earth field 
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dipolarization. After 0700 UT, A is held constant at 220. Note that A= 100 yields 
about + 10nT field disturbance inside the SCW[21]. Other parameters are held con-
stant through the event: Ro = 6.0RE, AL = 0.5, (3 = 0.5, and 1 = l.Orad. These 
parameters were chosen to best fit the observed data from Geotail, GOES-8, and 
GOES-9. 
Within the RCM modeling region, the modified T89 model with the addition 
of sew' is able to reproduce both the highly stretched precollapse magnetic field 
configuration and the subsequent postcollapse dipolarized configuration. As shown 
in Figure 8.3, at 0655 UT, the field is highly stretched in the tail region. After the 
expansion phase onset, the field inside the current wedge becomes dipolarized, while 
outside the wedge, the field remains stretched and tail-like across the night side. To 
simulate a "bubble" in the RCM code, we reduce pV513 by decreasing the number 
of particles per unit magnetic flux and enhance the tangential electric field on the 
tailward boundary near midnight[28]. The electric field potential distribution along 
the poleward boundary is given by 
where 
F(¢>) ~pb(¢>, t) = ~drop(t) ~F (8.11) 
(8.12) 
in which the first term represents a standard dawn-dusk potential drop and the second 
term represents the effects of the plasma bubble on the boundary potential during 
the expansion phase, ~drov(t) is the total cross polar cap potential across the RCM 
boundary at time t, ¢>is the RCM local time angle counting from noon, ~F is the 
difference between the maximum and minimum values ofF(¢>). The constants~= 1, 
K = 10, ¢>e = 77r /6, ¢>w = 57r /6. 
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Figure 8.3 : Contours of constant magnetic field strength in the equatorial plane 
from 0655 UT to 0700 UT as in the substorm expansion phase, indicating changes 
in the magnetic field configuration. Blacks correspond to 65° , 66° , 67° , 68° , 69° , 70° 
latitudes. 
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A realistic quiet-time ring current is used[134] with an initial distribution function 
with K = 6. The specified density, temperature, and pressure are approximately 
consistent with in situ observations from the Los Alamos Magnetospheric Plasma 
Analyzers (MPA). The plasma distribution at high-latitude boundary condition is 
conserved before 0630 UT and determined by comparing Geotail observations by 
0630 UT. By giving the flux tube volume from the magnetic field model, the entropy, 
pV513 , keeps a value of 0.09nPa(RE/nT) 513 from 0630 UT to 0655 UT. During the 
expansion phase, the entropy is held at the same value outside the bubble. Inside 
the bubble, pV513 decreases smoothly from the edge of the bubble to the midnight. 
The entropy near the Geotaillocation should be consistent with the observation. The 
entropy inside the bubble is a superposition of the satellite observation and the steady 
adiabatic convection value from the following equation[37] 
17(>., ¢) = F(¢)17o(>.) + (1- F(¢))17c(>., ¢) (8.13) 
where 
1 F(¢) = 2 {tanh [K (¢- ¢w)]- tanh [K (¢-¢e)]} (8.14) 
The function 17o is set to have a constant 17, pV513 , or TV213 on the boundary. The val-
ues are determined to have proton density, temperature, and pressure to be consistent 
with Geotail observations approaching 0730 UT. 
8.3 Simulation Results 
The major feature of this substorm study is particle injection. This could be seen 
clearly in a set of figures of plasma entropy parameter in Figure 8.4. 
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Figure 8.4 : Entropy and Birkeland currents in the simulation of July 22, 1998 sub-
storm event at 12 times from 1 minute before the expansion onset to 10 minutes after 
the bubble was imposed. 
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The figures on the left are entropy pV513 ranging from 0 to O.lnPa(RE/nT)513 . 
The figures on the right are Birkeland current ranging from -5J-LA/m2 to 5J-LA/m2 . 
The black lines on the right figures are electrostatic equipotentials, while the black 
lines on the left figures are the average proton effective potential, given by 
(8.15) 
where the term <Pion is the potential in the rest frame of the ionosphere, which rotates 
with the Earth, adding <Pcor gives potential in the frame that does not rotate with 
the Earth, the last term comes from the kinetic energy of the ion. The spacing of 
the equipotentials are 5 kV. In the absence of an induction electric field, contours 
of constant ( <P ef f) would represent instantaneous drift paths of particles of invariant 
energy (Ai) = 31i V 213 /2. 
As shown in this figure, a low entropy bubble is imposed at midnight on the tail-
ward boundary at 0655 UT. The bubble drif~s earthward and evolves into a depleted 
channel with lower entropy than postdusk and predawn regions. The shape of the 
channel is strongly affected by the energy dependent gradient/curvature drift as it 
drifts closer to the Earth. After reaching geosynchronous orbit in about 5 minutes, 
the channel turns to the west and spreads out in local time[254]. Birkeland currents 
beyond 8 RE form the substorm current wedge, with downward currents on the east 
side of the wedge and upward currents on the west side of the wedge. The strong 
westward convection (potential) electric field forms across the channel. Although not 
shown, the induction component of the electric field is also significant and westward 
across the channel. These results were obtained with the conductance model used in 
[254]. 
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8.4 The Two Parameters 
The RCM calculated the ionospheric conductances from solar radiation and particle 
precipitations. However, in the past, the RCM did not cover particle precipitations 
in region-1 field-aligned currents. The RCM should be able to place the electric 
field and precipitation boundaries in their correct physical spatial relationship to 
each other(23] without artificial blurring since the RCM computes the plasma sheet 
location, the precipitation pattern, and the electric field pattern self-consistently(23]. 
As shown in Figure 8.5, for the region poleward of the main RCM modeling region, 
the precipitation in the high-latitude part of the auroral zone could be associated 
with the electric field reversal region of the electric field model. We associate the 
equatorward edge of the region-1 currents with the equatorward edge of the electric 
field reversal region and the poleward boundary of the RCM modeling region(23]. 
The estimated fraction of the auroral energy flux precipitated poleward of the RCM 
modeling region is given by 
!(¢) = 0.5 + 0.3sin¢ (8.16) 
where ¢ is the local time angle starting at noon. The fraction f is thus assumed 
to range from a maximum of 0.8 at local dusk, where the inverted-V region and its 
associated strong electron precipitation lies in the region of intense upward Birkeland 
current poleward of modeling region, to a minimum of 0.2 at local dawn, where region-
1 current is downward and associated precipitation is relatively weak. On the other 
hand, we could perform a Hardy normalization. The total energy flux is calculated 
from Hardy statistical conductance model. A fraction 
f'(¢) = 0.5- 0.3sin¢ (8.17) 
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Figure 8.5 : Heppner and Maynard[22] empirical potential pattern with two ellipses 
bound the electric field reversal region. Figure from [23]. The two concentric circles 
represent 65° and 80° invariant latitude. The equatorward ellipse is scaled to coincide 
with the RCM calculation boundary. 
of the total energy flux falls into the RCM modeling region. The distribution of these 
energy flux inside the RCM modeling region is proportional to the initial calculation 
of precipitation flux. 
We obtained very low values for the region of the ionosphere that maps out to 20 
or 30 RE. The computed values of the precipitation rates could be three orders of 
magnitude below what is typicall measured in the region near the poleward boundary 
of the RCM. To avoid getting small conductances, a "floor" is placed under the 
precipitating energy flux. For each local time direction with grid index j, let <PmaxU) 
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be the peak energy flux value that probably occurs near the low-latitude edge of the 
diffuse aurora, we do not allow the energy flux poleward of that peak, but within 
the main RCM modeling region, to drop below 0.5<Pmax(J). This floor has a practical 
reason to encourage the regions of sunward flow to be wider in latitude with a realistic 
factor. Both Pedersen conductances and Hall conductances are proportional to the 
square root of the energy flux. A factor of 2 change in energy flux between the peak 
of the diffuse auroral and the poleward boundary corresponds to only about a 30% 
change in conductance[23]. 
Therefore, we have two ways to adjust the energy flux including setting floor and 
Hardy normalization. We could choose to have either of them in the RCM setup file 
"rcm.params" with a logical switch. To illustrate the effect of these two parameters, 
we are showing the results of the substorm event with the four combinations from 
these two parameters. 
8.5 Comparison of Entropy 
First, we look at the comparison of bubble injection by presenting plots of plasma en-
tropy in figures 8.6 to 8.8. The colors are entropy ranging from 0 to 0.1 nPa(RE/nT)513 • 
The figures are showing the time right after the expansion onset, 2 minutes and 5 
minutes after the expansion onset. The figure in the top left corner is the run with 
both floor and Hardy normalization. The figure in the top right corner is the run 
with floor but without Hardy normalization. The figure in the bottom left corner is 
the run with only the Hardy normalization. The figure in the bottom right corner is 
the run without any corrections. The black lines are equipotential contours with 5 
kV spacing. 
At the substorm onset, the entropy of the 4 runs are almost the same. The 
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electric fields are very similar inside 10 RE. After 2 minutes of the bubble injection, 
the bubble could penetrate to about 8 RE for the runs with both corrections, Hardy 
normalization only, and without both corrections. In the run on the top right, the 
injection of bubble is much slower. It only reaches 9 RE after 2 minutes. The electric 
field inside the bubble of this run is much smaller compared to other 3 runs. The 
reason for it will become obvious from the conductance plots presented below. The 
run with both corrections seems to have the strongest electric field. The run with 
Hardy normalization has second large westward electric field. The run without both 
corrections has even smaller electric fields inside the bubble. For the 2 runs without 
energy flux floor, the bubble has a triangle shape. For the 2 runs with energy flux 
floor, the shape of the bubble looks like a bird heading to the Earth with the wing span 
as the edge of the bubble. Among these 2 runs, the one with both corrections seems 
to have a longer neck and touch the inner edge of the plasma sheet. After 5 minutes 
of bubble injection, the bubble in the run with only energy flux floor correction 
still hasn't reached the geosynchronous orbit. The bubble in the run without both 
corrections has just reached the inner edge of the plasma sheet. For the runs on the 
left, the depleted channel has been formed. For the with Hardy normalization, the 
with of the channel is wider at the front of the channel, and the bubble is directed 
more to the duskside, which is also seen in the run without both corrections. So only 
the run with both corrections, also the greatest electric field inside, the channel is 
nearly symmetric pre- and post-midnight. 
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Figure 8.6 : Entropy right after expansion onset for the runs with both floor and 
Hardy normalization (top left), with floor only (top right), with Hardy normalization 
only (bottom left), without any corrections (bottom right). The black lines show 
ionospheric equipotential contours with 5 ke V spacing. 
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Figure 8. 7 : Entropy at 2 minutes after expansion onset for the runs with both 
floor and Hardy normalization (top left), with floor only (top right), with Hardy 
normalization only (bottom left), without any corrections (bottom right). The black 
lines show ionospheric equipotential contours with 5 ke V spacing. 
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Figure 8.8 : Entropy at 5 minutes after expansion onset for the runs with both 
floor and Hardy normalization (top left), with floor only (top right), with Hardy 
normalization only (bottom left), without any corrections (bottom right). The black 
lines show ionospheric equipotential contours with 5 ke V spacing. 
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8.6 Comparison of Field-Aligned Currents 
Next, we present computed field-aligned currents in figures 8.9 to 8.12. The figures 
are showing the time 1 minute before the expansion onset, right after the expansion 
onset, 2 minutes and 5 minutes after the expansion onset. There is one set of field-
aligned currents at about 7 to 8 RE which is the region 2 field-aligned currents down 
to the ionosphere in dusk side and out of the ionosphere in dawn side. At the end of 
the growth phase, the difference of Birkeland currents is concentrated on the night-
side. During the substorm expansion phase, there is a substorm current wedge, with 
downward field-aligned currents in the postmidnight sector and upward field-aligned 
currents in the premidnight sector. After the bubble injection, another set of field-
aligned currents form on the edges of the bubble. The new sets of Birkeland currents 
are same for all the 4 runs. After 2 minutes, the new set of Birkeland currents are 
moving earthward and intersect with the region-2 field-aligned currents. The 2 runs 
without energy flux floor show very similar pattern of field-aligned currents. Since 
this set of Birkeland currents are formed on the edge of the bubble, the upward and 
downward Birkeland currents look like the sides of a triangle. For the runs with 
energy flux floor, the Birkeland currents look like the two wings of a bird. After 5 
minutes of bubble injection, the run with floor but no Hardy normalization shows 
sharp and strong Birkeland currents at the front of the bubble. 
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Figure 8. 9 : Field-aligned currents at 1 minute before expansion onset for the runs 
with both floor and Hardy normalization (top left), with floor only (top right), with 
Hardy normalization only (bottom left), without any corrections (bottom right). The 
red region is downward field-aligned currents. The blue region is upward field-aligned 
currents. The black lines show ionospheric equipotential contours with 5 ke V spacing. 
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Figure 8.10 : Field-aligned currents right after expansion onset for the runs with 
both floor and Hardy normalization (top left), with floor only (top right) , with Hardy 
normalization only (bottom left), without any corrections (bottom right). The red 
region is downward field-aligned currents. The blue region is upward field-aligned 
currents. The black lines show ionospheric equipotential contours with 5 ke V spacing. 
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Figure 8.11 : Field-aligned currents at 2 minutes after expansion onset for t he runs 
with both floor and Hardy normalization (top left), with floor only (top right), with 
Hardy normalization only (bottom left), without any corrections (bottom right). The 
red region is downward field-aligned currents. The blue region is upward field-aligned 
currents. The black lines show ionospheric equipotential contours with 5 ke V spacing. 
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Figure 8.12 : Field-aligned currents at 5 minutes after expansion onset for the runs 
with both floor and Hardy normalization (top left), with floor only (top right) , with 
Hardy normalization only (bottom left), without any corrections (bottom right). The 
red region is downward field-aligned currents. The blue region is upward field-aligned 
currents. The black lines show ionospheric equipotential contours with 5 ke V spacing. 
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8. 7 Comparison of Energy Flux and Average Energy 
The precipitating electron energy flux is shown in figures 8.13 to 8.15, in the units 
of [ergs/cm-2 / s]. The figures are showing the time 1 minute before the expansion 
onset, 2 minutes and 5 minutes after the expansion onset. We could first look at 
the run without both corrections, the bottom right one, which gives the pure physics 
calculation. During the growth phase, the precipitation flux is relatively large between 
7 RE and 10 RE. It's generally stronger in the dawnside due to the gradient/curvature 
drift. There is a peak at about 3 am. The precipitating flux gradually decreases with 
higher latitude. The difference between the top right one and the bottom right one 
shows how we introduce the energy flux floor. The precipitating energy flux would 
not go below one half of the peak value as the latitude increases along certain local 
time direction. The difference between the bottom left one and the bottom right one 
shows the effect of Hardy normalization. The energy flux decreases on the dayside 
and dusk side and increases on the nightside and dawn side. But the peaks remain 
in the post-midnight sector. 
In the substorm growth phase, after 2 minutes of bubble injection, the run with-
out both corrections shows increasing energy fluxes between 7 RE and 10 RE. The 
precipitation flux strengthens primarily at midnight forming a new peak at 7.5 RE. 
It overlays the old peak at post-midnight. The difference between the top right one 
and the bottom right one is the energy flux floor as expected. The difference between 
the bottom left one and the bottom right one is the Hardy normalization. This time, 
the energy flux decreases from the post-noon sector to pre-dawn sector. The reason 
is that Hardy model is a statistical model and doesn't count the particle precipitation 
very well. So during the substorm expansion phase, when particles are injected into 
the inner magnetosphere, the Hardy normalization would decrease the energy flux 
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instead of increasing in the growth phase. We can not find a clear midnight peak of 
energy flux in the run with both corrections since we perform the energy flux floor be-
fore the Hardy normalization. In this way, the corrections make energy flux tailward 
of the midnight peak higher and lead to much stronger total flux which grinds the 
energy flux more along the azimuthal direction. After 5 minutes of bubble injection, 
similar patterns are observed except for a stronger but more earthward peak because 
more particles are pushing earthward by the low entropy plasma bubble. 
The differences in the average precipitating electron energy are not significant at 
all both in growth phase (Figure 8.16) and expansion phase (Figure 8.17) due to 
limited differences in drift pattern. The average energy (units are ke V) is determined 
by the distribution function of magnetospheric plasma. So the meaningful region of 
average energy is between 5 RE and 10 RE during the growth phase and further out 
to the tail during the expansion phase. The peak value for a given local time direction 
is located at about 8 RE· 
-10 
z i 0 
> 
-15 
-10 
-5 
z 
i 0 
> 
5 
10 
15 
004:24:00 
004:24:00 
273 
--
-15 
z 
i 0 
> 
----
-10 -15 -20 15 
-15 -20 
Figure 8.13 : Precipitating electron energy flux at 1 minute before expansion onset 
for the runs with both floor and Hardy normalization (top left) , with floor only (top 
right) , with Hardy normalization only (bottom left), without any corrections (bottom 
right). The red region is downward field-aligned currents. The blue region is upward 
field-aligned currents. The black lines show ionospheric equipotential contours with 
5 ke V spacing. 
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Figure 8.14 : Precipitating electron energy flux at 2 minutes after expansion onset 
for the runs with both floor and Hardy normalization (top left), with floor only (top 
right), with Hardy normalization only (bottom left), without any corrections (bottom 
right). The red region is downward field-aligned currents. The blue region is upward 
field-aligned currents. The black lines show ionospheric equipotential contours with 
5 keV spacing. 
-15 
-10 
-5 
z 
i 0 
> 
5 
10 
15 
-5 
z 
i 0 
> 
5 
10 
10 
275 
-15 
z 
i 0 
> 
10 
-15 -20 15 
X MIN X MIN 
XMIN X MIN 
Figure 8.15 : Precipitating electron energy flux at 5 minutes after expansion onset 
for the runs with both floor and Hardy normalization (top left), with floor only (top 
right), with Hardy normalization only (bottom left), without any corrections (bottom 
right). The red region is downward field-aligned currents. The blue region is upward 
field-aligned currents. The black lines show ionospheric equipotential contours with 
5 ke V spacing. 
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Figure 8.16 : Average energy of precipitating electron at 1 minute before expansion 
onset for the runs with both floor and Hardy normalization (top left), with floor only 
(top right), with Hardy normalization only (bottom left), without any corrections 
(bottom right). The red region is downward field-aligned currents. The blue region is 
upward field-aligned currents. The black lines show ionospheric equipotential contours 
with 5 keV spacing. 
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Figure 8.17 : Average energy of precipitating electron at 2 minutes after expansion 
onset for the runs with both floor and Hardy normalization (top left), with floor only 
(top right), with Hardy normalization only (bottom left), without any corrections 
(bottom right). The red region is downward field-aligned currents. The blue region is 
upward field-aligned currents. The black lines show ionospheric equipotential contours 
with 5 keV spacing. 
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Figure 8.18 : Average energy of precipitating electron at 5 minutes after expansion 
onset for the runs with both floor and Hardy normalization (top left), with floor only 
(top right), with Hardy normalization only (bottom left), without any corrections 
(bottom right). The red region is downward field-aligned currents. The blue region is 
upward field-aligned currents. The black lines show ionospheric equipotential contours 
with 5 keV spacing. 
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8.8 Comparison of Ionospheric Conductances 
The ionospheric conductances have contributions from solar radiation and particle 
precipitation. In these runs, we have neglected the proton precipitation. The con-
ductances due to electron precipitation are calculated by precipitating energy flux 
and average energy. So the pattern of ionospheric conductances, either Pedersen 
conductances or Hall conductances, reflects structure in both energy flux and aver-
age energy. Conductance is dominated by the electron precipitating energy flux at 
nightside. Figure 8.19 to 8.21 are showing the time 1 minute before the expansion 
onset, right after the expansion onset, 2 minutes and 5 minutes after the expansion 
onset. The Hall conductance at nightside is mainly a half-circle at about 9 RE. The 
strength of Hall conductances at midnight sector are different for the 4 runs. The 
one with only Hardy normalization gives stronger conductance around midnight due 
to the fake increase of energy flux. After 2 minutes of bubble injection, the run with 
floor only shows stronger conductance in the midnight tailward of 9 RE· The high 
conductance usually leads smaller electric field and lower electric field drift. For the 
other 3 runs, the one without both corrections has a wider peak in the midnight 
around 8 RE, the one with Hardy normalization gives a thinner peak, and the one 
with both corrections gives the thinnest peak there. Sin the bubble pushed in the 
plasma around Geotail location to the inner magnetosphere, the peak of nightside 
Hall conductance was pushing earthward as well. The circular peak about 9 RE at 
midnight becomes a straight segment about 8 RE· 
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Figure 8.19 : Hall field-line integrated ionospheric conductances at 1 minute before 
expansion onset for the runs with both floor and Hardy normalization (top left), 
with floor only (top right), with Hardy normalization only (bottom left), without 
any corrections (bottom right). The red region is downward field-aligned currents. 
The blue region is upward field-aligned currents. The black lines show ionospheric 
equipotential contours with 5 ke V spacing. 
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Figure 8.20 : Hall conductances right at 2 minutes after expansion onset for the runs 
with both floor and Hardy normalization (top left), with floor only (top right) , with 
Hardy normalization only (bottom left) , without any corrections (bottom right). The 
red region is downward field-aligned currents. The blue region is upward field-aligned 
currents. The black lines show ionospheric equipotential contours with 5 ke V spacing. 
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Figure 8.21 : Hall conductances at 5 minutes after expansion onset for the runs 
with both floor and Hardy normalization (top left), with floor only (top right), with 
Hardy normalization only (bottom left), without any corrections (bottom right). The 
red region is downward field-aligned currents. The blue region is upward field-aligned 
currents. The black lines show ionospheric equipotential contours with 5 ke V spacing. 
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8.9 Discussion 
8.9.1 Comparison of Two Parameters 
The Vasyliunas equation used to calculate FACs from magnetospheric plasma pressure 
gradients assumes balance between the magnetic force and the pressure gradient with 
an assumption of slow flow compared to sound speed and Alfven wave from the 
equatorial plane to the ionosphere[254). The use of code could be not fully justified 
during the dipolarization between 0655 UT and 0700 UT especially down to the tail 
over 15 RE. Although the code cannot describe the plasma evolution on time scales 
less than a minute, the RCM could sti~l provide the essential process of substorm 
expansion. Smaller flow speed beyond 9 RE, due to electric field inside the bubble, 
is helpful to the validity of applying the RCM to substorm simulations. Our results, 
if such, would then be theoretically more defensible than those of [254). 
From four runs corresponding to the four combinations of floor setting and Hardy 
normalization, we could obtain quite different energy flux pattern. It leads to different 
ionospheric conductances and thus the electric field. The run with precipitating 
energy flux floor but no Hardy normalization shows the strongest energy flux and 
ionospheric conductances because it increases the energy flux inside the bubble. So 
it has the smallest electric field and the lowest drift velocity of the bubble. We will 
focus on the comparison between the run without both corrections and the run with 
energy flux floor since the former one gives pure physics calculation and the latter one 
gives smaller penetration electric fields. Figure 8.22 shows the difference of applying 
energy flux floor in affecting the convection electric field excluding the co-rotation. 
The time is 2 minutes after the expansion onset. The westward electric fields appear 
at dawn and dusk sides as well as midnight inside the bubble. The electric fields 
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inside the bubble are different by a factor of 2 as shown from the color scales. It 
must be emphasized that these conclusions are valid for the potential electric field 
only (induction electric fields are significant in the midnight region). 
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Figure 8.22 : Eastward electric field excluding the co-rotation at 2 minutes after 
expansion onset for the runs without any correction (left) and with floor only (right). 
The red region is eastward electric fields. The blue region is westward electric fields. 
The black lines show ionospheric equipotential contours with 5 ke V spacing. 
Figure 8.23 shows the computed Birkeland currents with electric equipotential 
contours in the nightside ionosphere from 1 minute before the expansion onset to 5 
minutes after the expansion onset. With the given solar wind parameters, the location 
of RCM tailward boundary determined by the magnetic field model is fixed to about 
-20 REin the equatorial plane. As the magnetic field dipolarized during the expansion 
phase, the tailward boundary maps to high latitude which gives poleward expansion of 
the high-latitude boundary near local midnight. During the growth phase, the region-
1 FACs locate poleward of the RCM modeling region, only the region-2 FACs are 
observed. The run with energy flux floor gives the region-2 FACs more equatorward. 
After bubble injection, region-1 sense FACs form on the western and eastern edges 
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of the bubble. The currents are almost the same for the two runs right after the 
bubble injection. A strong westward electric field exists inside the bubble. After 2 
minutes of bubble injection, the region-2 FACs strengthen and move poleward leading 
to an eastward penetration electric fields at lower latitudes[254]. Then plasma has 
different motions at midnight in the auroral zone and in the subauroral region due to 
the electric field drift. The region-1 sense FACs also brighten and extend to higher 
latitude region. The peaks of region-1 and region-2 FACs are separate in the run with 
energy flux floor because of lower electric field strength. 
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Figure 8.23 : Birkeland currents at 1 minute before expansion onset (first row), right 
after expansion onset (second row), 2 minutes after expansion onset (third row), 5 
minutes after expansion onset (fourth row) for the runs without any correction (left) 
and with floor only (right). The red region is eastward electric fields. The blue region 
is westward electric fields. The black lines show ionospheric equipotential contours 
wit h 2 keV spacing. 
Figure 8.24 shows the precipitating electron energy flux in the ionosphere from 1 
minute before expansion onset to 5 minutes after expansion onset. There is limited 
elect ron energy flux at low-latitude region. The energy flux is localized in the region-
2 field-aligned currents region in the run without any correction. The particles are 
287 
shielded from penetrating earthward and concentrated in the region. The run with 
energy flux floor shows more energy flux at high-latitude region. The peak of the 
precipitating energy flux represents the growth phase arc at the end of the growth 
phase. However, since we only calculate electron energy flux in these runs, the peak 
is in post-midnight sector which is usually not the case in observations. During 
the expansion phase, the peaks of the energy flux brighten and extend to higher 
latitude. The run with energy flux floor has its peak extending more dawnside in the 
azimuthal direction due to higher electron density there. Figure 8.25 shows the Hall 
conductances in the ionosphere from 1 minute before expansion onset to 5 minutes 
after expansion onset. Since we only show the nightside, the ionospheric conductances 
is determined by the precipitating energy flux. During the expansion phase, the run 
with energy flux floor shows higher conductances at high-latitude boundary near the 
midnight. The auroral region with high conductances moves poleward through the 
beginning of the expansion phase. The peak at equatorward boundary of the auroral 
region expands and also moves poleward which is the typical auroral signatures during 
a substorm. 
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Figure 8.24 : Precipitating electron energy flux at 1 minute before expansion onset 
(top) , 2 minutes after expansion onset (middle), 5 minutes after expansion onset 
(bottom) for the runs without any correction (left) and with floor only (right) . The 
red region is eastward electric fields. The blue region is westward electric fields. The 
black lines show ionospheric equipotential contours with 2 ke V spacing. 
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Figure 8.25 : Hall conductances at 1 minute before expansion onset (top), 2 minutes 
after expansion onset (middle), 5 minutes after expansion onset (bottom) for the runs 
without any correction (left) and with floor only (right). The red region is eastward 
electric fields. The blue region is westward electric fields. The black lines show 
ionospheric equipotential contours with 2 ke V spacing. 
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8.9.2 Loss Rate 
The loss rate used in the simulations was discussed in previous chapter. For the runs 
without parallel electric field, the loss rate for the electrons is 1/3 of the limit of 
strong pitch angle scattering and the loss rate for protons is neglected. The fraction 
1/3 is consistent with the estimation between 1/2 and 1/3[225]. The next few graphs 
show the comparisons between the run with loss rate of 1/3 of strong pitch angle 
scattering and the run with full strong pitch angle scattering. Both of these runs are 
with energy flux floor but no Hardy normalization. Figure 8.26 shows the difference 
in precipitating energy flux. The energy flux is mainly determined by the density 
and temperature of magnetosphere electrons. For certain case with the same electron 
distributions, the energy fluxes are same for both runs. However, for the run which 
has more electrons loss to the ionosphere, the precipitating energy flux would be 
smaller due to less electrons in the magnetosphere. The peak of the energy flux in 
post-midnight sector is a result of more electrons drifting eastward around the Earth. 
The ionospheric conductances coming from the particle precipitation is proportional 
to the square root of the precipitating energy flux so that the conductances for the 
run with 1/3 strong pitch angle scattering has higher conductances at midnight and 
post-midnight than the run with full strong pitch angle scattering as shown in Figure 
8.27. The bubble injection is shown in Figure 8.28. The main feature doesn't change 
much when we increase the lost rate. The entropy at dawn and dusk becomes smaller 
over 8 RE. The electric field inside the channel is a little bit stronger at the time 
of 0657 UT for the run with full pitch angle scattering. Therefore, the bubble drift 
earthward a little bit more quickly. So at 0700 UT, the channel is formed between 
the inner magnetosphere and the tailward boundary. 
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Figure 8.26 : Precipitating energy flux for the July 22, 1998 substorm event with a 
loss rate of 1/3(left) and 1(right) of strong pitch angle scattering at the expansion 
onset(top) , 2 minutes(middle) and 5 minutes(bottom) after the expansion onset. The 
black lines are equipotential contours of ionospheric electric potential. 
15 ~1*o~~~~~~-s~~-1~0~u-1~5~~~o 
X MIN X MIN 
X MIN 
292 
Figure 8.27: Hall conductances for the July 22, 1998 substorm event with a loss rate 
of 1/3(1eft) and l(right) of strong pitch angle scattering at the expansion onset(top), 
2 minutes(middle) and 5 minutes(bottom) after the expansion onset. The black lines 
are equipotential contours of ionospheric electric potential. 
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Figure 8.28 : Entropy for the July 22, 1998 substorm event with a loss rate of 1/3(left) 
and l(right) of strong pitch angle scattering at the expansion onset(top), 2 min-
utes(middle) and 5 minutes(bottom) after the expansion onset. The black lines are 
equipotential contours of ionospheric electric potential. 
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Chapter 9 
Parallel Electric Fields in an Isolated Substorm 
The substorm current wedge is perhaps the most important recognizable feature in 
substorms. The ionospheric conductances produced by particle precipitation are, in 
the absence of calculation of optical emissions, the most direct indication of auroral 
structures and dynamics during the substorm expansion phase. Upward Birkeland 
currents in the wedge are carried mainly by downward magnetospheric electrons. 
These electrons are accelerated to overcome the magnetic mirror force and produce 
field-aligned currents. The auroral conductivity enhancement generated from the 
electric field acceleration is expected to be significant on the west edge of the substorm 
current wedge, where upward currents are observed as shown in the previous chapter. 
Taking into account parallel electric fields could potentially enhance the downward 
precipitating energy flux to the ionosphere. Including this effect in the RCM is 
thus important to reproduce the overall picture of an isolated substorm from the 
theoretical point of view, and also would eliminate the need for correction factors 
used and described in the previous chapter. Therefore, in this chapter we present our 
initial attempt at including effects of field-aligned potential drops in the RCM. 
We are adding this important module into the RCM so that we could study 
substorm events with strong and localized upward field-aligned currents, something 
that the RCM was not able to do before. We are showing the simulations results 
by comparing a run with parallel electric fields and a run without them as already 
described in the previous chapter. Our main goal in this chapter is to present a 
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comprehensive overview of the results with this new module. 
9.1 Run Setup 
We are still going to discuss the simulation results of the July 22, 1998 substorm 
event. The magnetic field is modified from Tsyganenko T89 magnetic field model 
and mainly consistent with observation at Geotail location. The simulation starts at 
0230 UT. The RCM was run with steady inputs for 4 hours from 0230 UT to 0630 
UT, in order to bring the system to an approximate steady state[21]. The growth 
phase lasted from 0630 UT to 0655 UT. The substorm expansion started around 
0655 UT. The magnetic field dipolarized between 0655 UT and 0700 UT. The elec-
tric field is computed self-consistently with the potential electric field calculated from 
the fundamental equation of magnetosphere-ionosphere coupling. For the runs with 
parallel electric fields, we turn the parallel electric field on after 4 hours of steady 
state convection. The Birkeland currents are calculated by the Vasyliunas equation 
through the magnetospheric pressure gradient. The generalized Knight relation de-
rived and discussed earlier in Chapter 6 is used to convert the field-aligned currents to 
the field-aligned potential drops. The plasma sheet electron distribution is assumed 
to be hi-kappa. The precipitating electron energy flux is calculated by assuming hi-
kappa distribution and given field-aligned potential drops. The average precipitating 
electron energy is computed by the ratio of energy flux and number flux. Robinson's 
formula is used to evaluate the precipitation part to the ionospheric conductances. 
The run without parallel electric fields has the energy flux floor but no Hardy nor-
malization. The run with parallel electric field has no correction. The acceleration 
of electrons by the parallel electric fields should be able to produce high enough con-
ductances at nightside further in the magnetotail. Parallel electric fields enter the 
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RCM calculation at two places. Besides the conductance enhancement, the parallel 
electric field is used to obtain plasma drifts in the inertial magnetospheric frame by 
subtracting parallel drops from the ionospheric potential in the rotating frame. Thus, 
we expect both ionospheric electric fields and magnetospheric particle dynamics to 
be affected by inclusion of parallel potential drops. 
Figure 9.1 shows a time sequence of the plasma entropy parameter a few minutes 
in the growth phase after we turn on the calculation of parallel potential drops. At 10 
seconds in the growth phase, the entropy doesn't change much. However, it changes 
dramatically after 10 more seconds. There is a significant decrease in the entropy 
between 00 UT and 02 UT. A small bump of low entropy region also appears at 22 
UT. At 30 seconds in the growth phase, the peak of low entropy region at midnight 
has separated into two peaks. So three peaks of low entropy regions, with blue color in 
the center and yellow color around, stand at 22 UT, 00 UT, and 02 UT. In the next 2 
minute, this three branches are azimuthally wavy and radially flexible. More plasma 
penetrate into low entropy area. The peaks then shrink back to geosynchronous orbit. 
The peak at 02 UT is the first one to disappear. One and a half minute later, the 
two peaks left begin to combine together. They become single low entropy area in 
pre-midnight sector after 7 minutes in the growth phase. This area further shrinks 
due to penetration from more plasma. This picture indicates that even before the 
expansion phase, parallel electric fields affect the solutions in such a way as to prevent 
a steady-state unstructured solution from persisting. To what extent this is physical 
and how much the numerics affect the solution is difficult to tell at this point. 
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Figure 9.1 : Entropy of substorm run with parallel electric field at the beginning of 
growth phase, 10 seconds, 20 seconds, 30 seconds, 40 seconds, 1.0 minute, 1.5 minutes, 
2.0 minutes, 2.5 minutes, 3 minutes, 4.5 minutes, 7 minutes in the growth phase. 
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9.2 Comparison of Entropy 
The most important feature is still the bubble injection. We will keep examining the 
difference of plasma entropy, as shown in Figure 9.2, without and with the parallel 
electric fields. At the expansion onset, the bubble with low entropy is coming in from 
the tailward boundary. The spatial structures of entropy at about 8 RE are quite 
similar in these two runs. However, for the run with parallel electric field, the plasma 
are more spread out as discussed in previous section. There is less plasma in post-
dusk and pre-midnight sectors between 8 RE and 10 RE. Some particles in this region 
have penetrated to the geosynchronous orbit. This is caused by large and structured 
electric fields causing motion of plasma due to the difference between ionospheric 
electric potential and magnetospheric electric potential. In the expansion phase, the 
bubble still is injected into the inner magnetosphere. However, the ionospheric electric 
field at the west edge of the bubble is smaller for the run with parallel electric fields. 
The electric field is greater at the east edge of the bubble. So the east edge of the 
bubble is more flat than the west edge. In addition, the entropy in the dawn side is 
still lower in the run with parallel electric fields than the run without. Injection is a 
little bit quicker so that the channel with low entropy is connected with the extreme 
low entropy region within 7 RE. 
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Figure 9.2 : Entropy right after expansion onset (top), 2 minutes after expansion 
onset (middle), 5 minutes after expansion onset (bottom) for the runs without (left) 
and with (right) parallel electric fields. The black lines show ionospheric equipotential 
contours with 5 ke V spacing. 
301 
9.3 Comparison of Birkeland Currents 
Next, we turn our attention to the current wedge. The downward field-aligned cur-
rents on the east edge of the wedge and the upward field-aligned currents on the west 
edge of the wedge are essential in forming westward electric field inside the bubble 
and its earthward motion. Figure 9.3 shows the Birkeland currents at the end of 
growth phase, the beginning of the expansion phase, 2 minutes and 5 minutes in the 
expansion phase. The Birkeland currents in the growth phase are pretty much the 
same at the end of the growth phase. The region-2 field-aligned currents in the run 
without field-aligned potential drop are more localized and stronger. The Birkeland 
currents outside 7 RE are stronger in the run with parallel electric field especially 
in the dawn side and nightside. The second difference is at the region about 9 RE 
at 03 UT. The run without parallel electric fields show upward field-aligned currents 
while the run with parallel electric fields show downward field-aligned current. The 
third difference is a stripe in the dawnside also about 9 RE. The downward Birkeland 
currents changed to upward Birkeland currents in the with parallel electric fields. At 
the expansion onset, the substorm current wedge appears at the tailward boundary. 
In the expansion phase, the run with parallel electric fields seems to have quicker drift 
velocity of the bubble. 
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Figure 9.3: Entropy at the end of growth phase( first row), right after expansion onset 
(second row), 2 minutes after expansion onset (third row), 5 minutes after expansion 
onset (forth row) for the runs without (left) and with (right) parallel electric fields. 
The black lines show ionospheric equipotential contours with 5 ke V spacing. 
9.4 Comparison of Precipitating Energy Fluxes 
As mentioned earlier, the run without parallel electric fields uses the energy flux floor 
so that the precipitating energy flux tailward of the peak at certain local times could 
not be lower than half of the peak value. In the run with parallel electric field, the 
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energy flux has a great contribution from the acceleration of the parallel electric fields, 
therefore, we removed the energy floor and Hardy normalization. Figure 9.4 presents 
a comparison of the two cases. In the growth phase, there is an azimuthal band 
between 5 RE and 7 RE with energy flux between 0.1 and 1 per square centimeter 
per second per sterradian in the run without parallel electric fields. This ring is mainly 
symmetric except for the local time around 15 UT. It is because that electrons undergo 
more dynamics motion and reluctant to penetrate into geosynchronous orbit. Also, 
the acceleration of parallel electric field increases the electron loss rate especially in 
the dawnside with upward field-aligned currents, so there is less plasma in the band 
region. In the substorm expansion phase, a strong peak stands in the night side about 
7.5 RE since the bubble pushed in some plasma in the night side earthward. The run 
without parallel electric field gives much higher energy flux in the night side where 
the plasma bubble comes in. So the energy flux inside the bubble could be much 
higher than values of the edges of the bubble. On the other hand, for the run with 
parallel electric fields, the enhancement of particle precipitation appears only on the 
west edge of the bubble where upward field-aligned currents exist. 
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Figure 9.4 : Precipitating electron energy flux at the end of growth phase(top), 2 
minutes after expansion onset (middle), 5 minutes after expansion onset (bottom) for 
the runs without (left) and with (right) parallel electric fields. The black lines show 
ionospheric equipotential contours with 5 ke V spacing. 
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9.5 Comparison of Ionospheric Conductances 
We again use the Hall conductances to illustrate the difference between the two runs 
as Figure 9.5. The ionospheric conductances are calculated by taking the square 
root of the sum of the squares of solar radiation and particle precipitation. The 
dayside ionospheric conductances are dominated by the solar EVU contribution. The 
nightside ionospheric conductances are dominated by the contribution from energetic 
particle precipitation. In the growth phase, the Hall conductances in the run without 
parallel electric fields show a symmetric pattern except for a band between midnight 
and dawnside about 8 RE. This is because plasma sheet electrons drift eastward due 
to the gradient/curvature drifts around the Earth. The Hall conductances for the 
run with parallel electric fields show some enhancement due to higher energy fluxes. 
During the expansion phase, the ionospheric conductances are higher inside the bubble 
on the left figures, while strengthened mainly on the west edge of the bubble on the 
right figures. It means we cannot get westward electrojet during substorm simulation 
with parallel electric field. Since the ionospheric conductances are calculated from 
statistical formula based on precipitating flux and energy, it is necessary to introduce a 
new way of calculation for either more precipitating particles or stronger conductances 
for the same flux. Since lower ionospheric conductances tend to result in stronger 
convection electric fields (and vice versa), the run with parallel electric field tends to 
have stronger potential electric fields on the east edge of the bubble and also weaker 
electric field on the west edge of the bubble. 
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Figure 9.5 : Precipitating electron energy flux at the end of growth phase( top) , 2 
minutes after expansion onset (middle) , 5 minutes after expansion onset (bottom) for 
the runs without (left) and with (right) parallel electric fields. The black lines show 
ionospheric equipotential contours with 5 ke V spacing. 
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9.6 Discussions 
In this chapter, we presented the simulation results of July 22, 1998 isolated substorm 
event both without and with parallel electric field. The plasma bubble with lower 
plasma content penetrates into the inner magnetosphere from the tailward boundary. 
The parallel electric field is strong in the upward field-aligned currents region. It also 
enhanced the electron precipitation and thus ionospheric conductances. The addition 
of parallel potential drops turns out to complicate the physical picture of the substorm 
injection more than one might expect based on simple theoretical considerations. 
9.6.1 Parallel Electric Fields 
We examined the role of parallel electric fields in the run of substorm event. Figure 
9.6 shows the relation between Birkeland currents and parallel potential drops. One 
result of our simulation is existence of parallel potential drops almost everywhere 
throughout the simulation domain, with large values being present in the region of 
upward Birkeland currents. This result is not unexpected, as some sort of parallel 
potential drops ought to be present in the diffuse aurora where currents are upward. 
However, noticeable parallel potential drops in regions around the inner edge of the 
electron plasma sheet (where electron fluxes are low) are most likely to be an artifact 
of our algorithm and should be considered unphysical. In the expansion phase, the 
parallel electric fields appear in the west edge of the bubble with the upward field-
aligned currents, and these are probably physical. 
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Figure 9.6 : Birkeland currents (left) and parallel potential drop (right) at the end 
of growth phase(first row), right after expansion onset (second row), 2 minutes after 
expansion onset (third row), 5 minutes after expansion onset (forth row). The black 
lines show ionospheric equipotential contours with 5 ke V spacing. 
9.6.2 Auroral Signatures 
Some comparisons have been shown in the equatorial plane, but it is still helpful to 
be compared in the ionosphere. Figure 9.7 shows a comparison of Birkeland currents 
on the ionosphere. In general, the run with parallel electric fields has more structures 
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due to disturbed motion of plasma in the magnetosphere. In the growth phase, 
the upward field-aligned currents are much thicker in the run with parallel electric 
fields. There is also an arc of downward field-aligned currents nearly parallel to 
the upward region-2 field-aligned currents but more equatorward. At the expansion 
onset, the substorm onset is mapped to the high-latitude boundary of the RCM 
modeling region. The downward field-aligned currents form on the post-midnight 
sector. The upward field-aligned currents form on the pre-midnight sector. The 
downward Birkeland currents between the substorm current wedge and the region-
2 field-aligned currents are stronger in the run with parallel electric fields. After 
2 minutes, the substorm current wedge moves equatorward. It intersects with the 
region-2 field-aligned currents in the run with parallel electric fields. There are still 
several arcs in the equatorward side of the region-2 field-aligned currents. After 5 
minutes after expansion onset, the substorm current wedge pushes the region-2 field-
aligned currents equatorward. In the run without parallel electric fields, the region-
2 Birkeland currents are also dragged a little bit to the dawn side due to strong 
asymmetric westward electric fields inside the bubble. Again, we must conclude that 
the run with parallel potential drops does produce a stronger enhancement on the 
westward edge of the bubble, but the overall auroral pattern is too structured and is 
probably influenced by numerical artifacts. 
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Figure 9.7 : Birkeland currents at 1 minute before expansion onset (first row) , right 
after expansion onset (second row), 2 minutes after expansion onset (third row) , 5 
minutes after expansion onset (fourth row) for the runs without parallel electric fields 
(left) and with parallel electric fields (right). The red region is eastward electric 
fields. The blue region is westward electric fields. The black lines show ionospheric 
equipotential contours with 2 ke V spacing. 
For the precipitating energy flux shown in Figure 9.8, there are two bands in 
the run without parallel electric fields in the growth phase. The poleward band 
tends to have stronger energy flux than the equatorward one. However, there are 
three bands in the run with parallel electric fields. The poleward band and the 
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equatorward band have lower energy flux, while the middle one has higher energy 
flux. The most poleward band is a direct consequence of not setting the energy 
flux floor. The brightening arc is a little equatorward but closer to midnight sector 
instead of post-midnight sector. In the expansion phase, the modeling region moves 
poleward. Because of the energy flux floor in the run without parallel electric fields, 
the energy flux poleward of the peak for each local time is at least half of the peak 
value. In the run with parallel electric fields, the peak is poleward to the one already 
exists since the growth phase and only in the dawn side. FUrthermore, more flux are 
precipitating only in the dusk side edge of the bubble. There is a lower energy flux 
band equatorward of the flux peak for both runs but highly structured in the run 
with parallel electric fields. 
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Figure 9.8 : Precipitating electron energy flux at 1 minute before expansion onset 
(top), 2 minutes after expansion onset (middle), 5 minutes after expansion onset 
(bottom) for the runs without parallel electric fields (left) and with parallel electric 
fields (right). The red region is eastward electric fields. The blue region is westward 
electric fields. The black lines show ionospheric equipotential contours with 2 ke V 
spacing. 
316 
The nighside Hall conductance is related to the square root of the precipitating 
energy flux. Figure 9.9 shows the Hall conductances in the night side, which has a 
better view than the precipitating energy flux. Both runs have a band structure, but 
the band in the run with parallel electric fields is wider and maximum value is also 
larger. There is a relatively low conductance region about 22 UT because of the lack 
of electrons drifting to there. During the expansion phase, the conductance enhanced 
by the particle precipitation is very clear and poleward to the existing peak for the 
run with parallel electric fields. The conductance in the bubble is lower so that the 
westward electric field is stronger. 
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Figure 9.9 : Hall conductances at 1 minute before expansion onset (top) , 2 minutes 
after expansion onset (middle), 5 minutes after expansion onset (bottom) for the runs 
without parallel electric fields (left) and with parallel electric fields (right). The red 
region is eastward electric fields. The blue region is westward electric fields. The 
black lines show ionospheric equipotential contours with 2 ke V spacing. 
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9.6.3 Transport of Magnetic Flux 
Similar to using the integral of the ionospheric electric fields as a polar cap potential 
drop to indicate the strength of convection, we could use the integral of magneto-
spheric electric fields to represent the rate of transport of magnetic flux earthward 
in the tail. Figure 9.10 shows some comparisons between computed parameters and 
values deducted form Geotail observations for the run without parallel electric fields, 
including magnetic field normal to the current sheet, the x component of plasma veloc-
ity, they component of electric fields at Geotaillocation, and magnetic flux transport 
as computed by the integration J Eydt. The observed Bn is an approximation of the 
published result[21]. The results of drift velocity and electric fields indicate that the 
inductive electric fields dominate when Geotail observed fast earthward flow[21]. The 
RCM is unable to represent the wavy structures as the effects of waves bouncing back 
and forth. To represent the bubble injection during the substorm, the RCM needs to 
recover the total magnetic flux in the bubble and the entropy inside the bubble. This 
magnetic flux is pretty good in the first 5 minutes of the expansion phase, which is 
expected as the run was set up in part to obtain a good agreement. 
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Figure 9.10 : Geotail data (black) and their comparison with the RCM simulation re-
sults for the run without parallel electric fields (red) from 0630 UT to 0730 UT during 
the July 22, 1998 substorm event. Four figures from top to bottom are magnetic field 
component normal to the current sheet, plasma velocity x component, electric field y 
component, magnetic flux transport. The blue and green curves represent induction 
and potential electric field effects. 
The same quantities are shown for the run with parallel electric fields in Figure 
9.11. For the first 5 minutes in the growth phase, both the drift velocity and the 
electric field have a wavy structure due the addition of parallel electric fields. Some 
spikes appear later in the run which could be in the same order or even large than 
the wavy structure in the observations. These effects are indicative of the chaotic 
motion the plasma could undergo in the simulation and that we attribute, at least 
in part, to numerical artifacts. Unlike the result in the run without parallel electric 
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field, the magnetic flux here shows good agreement with observation after 5 minutes 
in the expansion phase. 
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Figure 9.11 : Geotail data (black) and their comparison with the RCM simulation 
results for the run with parallel electric fields (red) from 0630 UT to 0730 UT during 
the July 22, 1998 substorm event. Four figures from top to bottom are magnetic field 
component normal to the current sheet, plasma velocity x component, electric field y 
component, magnetic flux transport. The blue and green curves represent induction 
and potential electric field effects. 
The figures shown above use the calculation at -9 Re in the midnight. However , 
the Geotail satellite moves slower than the Earth. The position of the satellite is 
always changing. On the other hand, we have simplified the problem in z direction 
in the RCM by adjusting the magnetic field relative to the current sheet. In the y 
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direction, the RCM ignores the change of IMF By and assumes dawn-dusk symmet-
ric of the magnetic field. The effect of this simplification and the moving satellite 
questions the validity of fixing the virtual satellite to the coordinate of (-9,0,0). Fig-
ure 9.12 shows the magnetic transport flux at 9 locations from -0.5 RE to 0.5 RE 
in y direction. The 9 curves show a clear tendency that the virtual satellite moving 
from dawn to dusk the flux is increasing. The main difference is for the part after 5 
minutes in expansion phase although it is still noticeable during the first 5 minutes 
in the expansion phase. 
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Figure 9.12 : Computed magnetic flux transport at 9 different locations with x fixed 
to -9 RE and y ranging from -0.5 RE to 0.5 RE. 
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9.6.4 Plasma Injection 
In our simulations, we carefully chose the boundary conditions to let the proton 
density, temperature, and pressure at (-9RE,O,O) to be consistent with Geotail ob-
servations after 4 hours of initial run. The depleted level is also adjusted to let 
above quantities be comparable to Geotail values. In Figure 9.13, the right panel is 
at the Geotaillocation (-9RE,O,O) and the left panel is at the geosynchronous orbit 
(-6.6RE,O,O). Since the pressures are quite different between the grid point earth-
ward and tailward of the Geotail location, the plasma parameters are calculated by 
the linear interpolation from the two grid points tailward of the Geotail location. 
During the dipolarization between 0655 UT and 0700 UT, the flux tube volume is 
oscillating because of the different mapping from the ionosphere grid points to the 
equatorial plane. Right after the expansion onset, the bubble is injected from the 
tailward boundary and pushes the plasma in the night side earthward. Several peaks 
can be seen in the figures of proton density, pressure, and also entropy. There is no 
significant peak in proton temperature. In the left figure, the dipolarization is very 
clear from 0655 UT to 0700 UT. The peaks of density, pressure, and entropy appear 
at 0700 UT. They start to increase about 2 minutes earlier instead of 0655 UT as in 
the right figure. The temperature has a peak about 2 minutes earlier, as a result of 
pushing in ring current plasma which stays about 7 RE in the growth phase. These 
plasma keep drifting around the Earth and reduces the peak in temperature. 
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Figure 9.13 : Proton density, temperature, pressure, flux tube volume, and en-
tropy during substorm growth phase and expansion phase at geosynchronous orbit 
(-6.6RE,O,O) and Geotail position (-9RE,O,O), black for Geotail observations and red 
for RCM results. 
Figure 9.14 shows the same content but for the run with parallel electric field. A 
huge disturbance at 20 seconds in the growth phase could be seen in both figures. 
Some particles are drifting from 8 to 15 RE earthward to the geosynchronous or-
bit. This results in a sudden decrease of proton density, temperature, pressure, and 
entropy in the Geotail location and a sudden increase in the geosynchronous orbit. 
These quantities almost recover to values in the run without parallel electric fields at 
the end of the growth phase. So the same peaks are found during the first 5 min-
utes in the expansion phase. At 10 minutes after expansion onset , the parameters 
show another set of peaks in the geosynchronous orbit due to some disturbance in 
pre-midnight sector. The peaks have nearly the same magnitude compared to the 
peaks created by bubble injection. It indicates the effect of introducing the correct 
magnitude of parallel electric fields. 
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Figure 9.14 : Proton density, temperature, pressure, flux tube volume, and en-
tropy during substorm growth phase and expansion phase at geosynchronous orbit 
(-6.6RE ,O,O) and Geotail position (-9RE ,O,O), black for Geotail observations and red 
for RCM results. 
Figure 9.15 shows the same thing for a run with parallel electric fields but the 
density ratio between cold component and hot component is 1.0 but not 0.1586. The 
parallel electric fields are then smaller than the previous run. The initial perturbation 
during the growth phase is smaller. No second peaks appear in the expansion phase 
because of weaker perturbation in the west edge of plasma bubble. 
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Figure 9.15 : Proton density, temperature, pressure, flux tube volume, and en-
tropy during substorm growth phase and expansion phase at geosynchronous orbit 
(-6.6RE,O,O) and Geotail position (-9RE,O,O), black for Geotail observations and red 
for RCM results. 
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Chapter 10 
Summary 
The Rice Convection Model is a theoretical tool to explore some of the essential 
physics in the inner magnetosphere. The gradient and curvature drifts make this 
area different from other regions of geospace. It plays a critical role in the inter-
active system of solar wind-terrestrial coupling. The RCM uses two dimensional 
ionospheric calculation instead of three dimensional magnetospheric calculation to 
compute the plasma distribution, field-aligned currents, and ionospheric electric po-
tential self-consistently. Our motivation in this work was to further develop, improve, 
and test the model as a space weather model that can be used for routine event simula-
tions. In the past, running RCM for specific events required manual and painstaking 
collection and setting up of inputs and boundary conditions, and as a result, over 
many years only very few real events have been simulated with the RCM. Further-
more, several major global MHD codes have been coupled with the RCM to give 
self-consistent magnetic field model and tail-ward boundary conditions. Some iono-
sphere or thermosphere models aimed to work together with the RCM as well. They 
provide more physics in the complex situation of magnetosphere-ionosphere coupling. 
To further facilitate the use of the code, we made major improvements to the code 
that we described in this work. Our technical developments, detailed in Chapter 4, 
include: 
1. Re-writing of the code to eliminate arcane and obsolete features. 
2. Designing a web interface for users to specify their RCM runs without touching 
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the code itself (the files necessary to run the RCM code could be generated from 
filling in the forms on the web). The form contains all the parameters and choices 
of modules of the code. The webpage has basic self-check function. Therefore, users 
will not wait for a run but get a notice from the code developer to tell them some 
parameters are incorrect or several parameters can not be used together. The users 
will also have a better chance to select the options they really want especially if they 
are not familiar with the code very much. To request a run from the web interface is 
convenient both for specific real events or some artificial test runs when you only have 
limited solar wind information for few times. The developer has saved the necessary 
files of observation data in order to generate the RCM inputs file. You could upload 
your own inputs file as well. 
3. Implementing use of several empirical magnetic field models in the RCM which 
can be run with knowledge of common geomagnetic indices and geophysical parame-
ters routinely available. 
4. Implementing use of several data-based models for the outer tailward boundary 
condition on plasma fluxes in the RCM that are controlled by indices and/ or solar 
wind and IMF conditions. 
5. Writing a parallel version of the RCM using the MPI library to be used in the 
future for simulations that require significant computing resources (e.g., using highly 
resolved spatial grids, etc.) 
Although the RCM is a well established large scale numerical model, more detailed 
physics and models are necessary to be included to further understand the inner mag-
netosphere plasma convection. In this work, we added several new physics modules 
to the RCM. The major concern is the magnetosphere and ionosphere coupling. The 
ionosphere is far more complicated than just a conducting shell. But the ionospheric 
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conductances are still the major part in our calculation, especially in the studies of 
magnetospheric substorms. The electron and proton precipitation is critical to the 
system. Strong pitch angle diffusion is not a good description in the consideration 
of precipitation. A fraction of strong pitch angle diffusion is a simple modification 
to this. It could have a good agreement with observation on average. However, the 
plasma loss rate should depend on their energy and location, so several different mod-
els are implemented into the code. Chen and Schulz gave example of formulas for 
electron pitch angle diffusion less than everywhere strong, in which it approaches to 
strong pitch angle diffusion at high energy end, but has much less scattering rate 
at low energy end. We could also use the first adiabatic invariant to determine the 
loss rate along magnetic field lines. We could assume the particle is isotropic in the 
plasma sheet. In Chapter 7, we described our code developments in this area. 
Another important issue related to ionospheric conductances is the field-aligned 
potential drop. It accelerates the electrons into the ionosphere to create large upward 
field-aligned currents which mainly concentrated in regions of dawnside region-2 field-
aligned currents and duskside region-1 field-aligned currents. To do that, we need the 
current density of the field-aligned current which is calculated from Vasyliunas equa-
tion or global MHD code. The Knight relation gives a way to compute field-aligned 
currents or field-aligned potential drop from one another. The field-aligned potential 
drop calculated is generally too high due to the goal of accelerating electrons to com-
pensate the magnetospheric pressure gradient for both ions and electrons. The high 
field-aligned potential drop not only increases the current density or the number flux, 
but also increase the energy flux a lot. The high energy flux could lead to much higher 
conductances in the nightside. On the other hand, the strong field-aligned potential 
drop makes the potential solver harder to converge for the calculation of ionospheric 
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electric potential, and the plasma undergoing chaotic motion in the magnetosphere 
due to large difference between the magnetospheric electric fields and the ionospheric 
electric fields. Chapter 6 described our derivation of the generalized current-voltage 
relation and its implementation in the RCM, by changing the magnetospheric plasma 
distribution from a Maxwellian to hi-kappa distributions as the combination of a hot 
component and a cold component. The change makes the code working for the sub-
storm run without crashing due to divergence in the potential solver. Although it 
won't change the convection pattern very much, it could generate a lot of detailed 
structures due to the unpredictable motion of the plasma. 
The precipitation and the large field-aligned potential drop could also contribute in 
ion outflow, which is the other source of plasma besides coming from the magnetotail 
X line through the high latitude boundary condition. That is a major source of o+ 
of storm time ring current. The particle precipitation, ion outflow, and estimated 
charge exchange rate complete the full continuity equation. We added a new model 
for ion outflow effects in the RCM, as described in Chapter 7. 
In Chapter 5, We examined the ring current injection using the simulations of 
two extremely strong geomagnetic storms with the new version of the RCM. The role 
of tailward boundary condition on ring current particle injection was analyzed. We 
found that using empirical magnetic field models and empirical plasma sheet models 
for setting the RCM tailward boundary condition, interchange instability appears 
when the plasma entropy, pV513 , has a sudden drop so that the flux tube more 
tailward has smaller entropy. Since it is nearly impossible to use satellite observations 
as tail-ward boundary conditions of the RCM, time-dependent statistical plasma sheet 
models should be used for real time event simulations. We found that in these two 
extremely strong storm, the Tsyganenko-Mukai boundary condition results in the 
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RCM overestimating ring current injection. Using the Borovsky's boundary condition 
produced results closer matching observations. 
In Chapter 8, we presented simulations of an isolated substorm that occured on 
July 22, 1998. We varied two adjustable parameters used to constrain the auroral 
precipitation model in the RCM. An energy flux floor is used to avoid very small 
conductance and thus very strong electric field. Hardy normalization of energy flux is 
applied since the RCM modeling region excludes the contribution from region-1 field-
aligned currents. In the isolated substorm event simulations, we found that the run 
with only energy flux floor shows the highest conductances and the lowest electric 
field inside the injection channel. In general, varying auroral conductance model 
has significant effect on results, emphasizing the importance of replacing adjustable 
parameters with something better. 
Another method to resolve theoretical difficulties in estimating energy flux is to 
include the parallel electric field. Our initial attempt was presented in Chapter 9. 
We found that in general, after acceleration by the field-aligned potential drop, the 
energy flux is enhanced where field-aligned potential drops are large in the region 
of strong upward field-aligned currents. However, we also found profound effects of 
inclusion of the parallel potential drop on particle drift paths in the magnetosphere 
that may not be realistic, calling for further work in this area. 
Despite a large of volume of results presented in this thesis, there is plenty of fu-
ture work needed. Further analysis of the run with parallel electric fields in Chapter 
9 would require comparison of model predictions with observations of auroral precip-
itation by low-altitude spacecraft such as DMSP, to decide how realistic our model of 
precipitation in the RCM. Calculation of ground-based magnetic perturbations and 
magnetic indices such as AE and AL for the runs in Chapter 8 would also provide 
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a much-needed connection to reality, in deciding which adjustable parameters in the 
auroral precipitation model are best suited for event simulations. Testing of effects of 
ion outflows and proton precipitation are two major undertakings that we hope will 
increase the physics sophistication of the RCM and will keep it at the cutting edge 
of magnetospheric research. 
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Appendix A 
Space Physics Coordinate Transformations 
A.l General Remarks 
The need for more than one coordinate system arises from the fact that often various 
physical processes are more understood, experimental data more ordered, or calcu-
lations more easily performed in one or another of the various systems. Frequently, 
it is necessary to transform from one to another of these systems. It is possible to 
derive the transformation from one coordinate system to another in terms of trigono-
metric relations between angles measured in each system by. means of the formulas 
of spherical trigonometry[262]. 
However, the use of this technique can be very tricky and can result in rather com-
plex relationships. Another technique is to find the required Euler rotation angles 
and construct the associated rotation matrices[262]. Then these rotation matrices 
can be multiplied to give a single transformation matrix. The vector-matrix for-
malism is attractive not only because it permits a shorthand representation of the 
transformation, but also because it permits multiple transformations to be performed 
readily by matrix multiplication and the inverse transformation to be derived readily. 
The heliocentric coordinate systems and their transformations are described by Hap-
good [1992][263]. The geocentric systems are also described by Russell [1971][262]. 
Therefore, only selected geocentric systems are relisted in this chapter as a reference. 
In general, you need two quantities to define a coordinate system: the direction of 
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one of the axes and the orientation of the other two axes in the plane perpendicular 
to this direction. This latter orientation is often specified by requiring one of the two 
remaining axes to be perpendicular to some direction. A fortunate feature of rotation 
matrices, the matrix that transforms a vector from one system to another, is that 
the inverse is simply its transpose. Thus, if the matrix A transforms the vector va 
measured in system a to Vb measured in system b, then the matrix that transforms 
Vb into va is At. Thus we may write 
A·Va - yb 
(A.l) 
The simplest way to obtain the transformation matrix A is to find the directions 
of the three new coordinate axes for system b in the old system a. If the direction 
cosines of the new X-direction expressed in the old system are (X1 ,X2 ,X3 ), of the 
new Y-direction are (Yi,Y2,Y3) and the new Z-direction are (Z1 ,Z2 ,Z3 ). When two of 
these three directions are know, the third one completes a right-handed orthogonal 
set, Z =X x Y, X= Y x Z, Y = Z x X). The rotation matrix is formed by these 
three vectors as rows: 
x1 X2 x3 
Yi Y2 Y3 
z1 z2 z3 
va 
X 
Similarly the transformation from system b to a is 
(A.2) 
(A.3) 
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Since the three axes are perpendicular to each other, so the transpose a matrix is 
equivalent to its inverse matrix 
x1 x2 x3 x1 yl z1 1 0 0 
yl Y2 Y3 x2 Y2 z2 - 0 1 0 (A.4) 
z1 z2 z3 x3 Y3 z3 0 0 1 
A.2 Geocentric Equatorial Inertial System 
The Geocentric Equatorial Inertial System (GEl) has its X-axis pointing from the 
Earth towards the first point of Aries, the position of the Sun at the vernal equinox. 
This direction is the intersection of the Earth's equatorial plane and the ecliptic plane 
and thus the X-axis lies in both planes. The Z-axis is parallel to the rotation axis 
of the Earth andY completes the right-handed orthogonal set (Y = Z x X). This is 
the system commonly used in astronomy and satellite orbit calculations. If (Vx,Vy,Vz) 
is a vector in GEl with magnitude V, then its right ascension, a = arctan(Vy/Vx), 
0° :::; a :::; 180° if Vy ~ 0, 180° :::; a :::; 360° if Vy :::; 0. Its declination, 0 = arcsin(Vz/V), 
A.3 Geographic Coordinates 
The geographic coordinate system (GEO) is defined so that its X-axis is in the Earth's 
equatorial plane but is fixed with the rotation of the Earth so that it passes through 
the Greenwich meridian (0° longitude). Its Z-axis is parallel to the rotation axis of 
the Earth. This system is used for defining the positions of ground observatories and 
transmitting and receiving stations. The longitude and latitude are defined as right 
ascension and declination in G EI. 
Since the GEO and GEl coordinate systems have their Z-axes in common, if we 
335 
let Greenwich Mean Sidereal Time 0, the angle between the Greenwich meridian and 
the first point of Aries measured eastwards from the first point of Aries in the Earth's 
equator, which is a function of the time of day and the time of year, then the first 
point of Aries is at (cos 0, -sin 0,0) in GEO coordinates and the transformation is 
cos 0 -sinO 0 Vx Vx 
sin 0 cosO 0 Vy - Vy (A.5) 
0 0 1 Vz Vz GEO GEl 
and the inverse transformation is 
cosO sin 0 0 Vx Vx 
-sinO cosO 0 Vy - Vy (A.6) 
0 0 1 Vz 
GEl 
Vz 
GEO 
where the matrix are defined as T1 and Tf. 
A.4 Geomagnetic Coordinates 
The geomagnetic coordinate system (MAG) is defined so that its Z-axis is parallel 
to the magnetic dipole axis. The geographic coordinates of the dipole axis from 
the International Geomagnetic Reference Field 1965.0 (IGRF 1965.0) are 11.435° 
colatitude and 69.761° east longitude. Thus the Z-axis is (0.06859,-0.18602,0.98015) 
in GEO coordinates. The Y-axis of this system is perpendicular to the geographic 
poles such that if D is the dipole position and 8 is the south pole then Y = D x 8. 
This system is often used for defining the position of magnetic observatories and 
tracing field lines. The magnetic longitude is measured eastwards from the X -axis 
and magnetic latitude is measured from the equator in magnetic meridians, positive 
northward and negative southwards. Thus, if (Vx,Vy,Vz) is a vector in the MAG 
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with magnitude V then its magnetic longitude, A = arctan(Vy/Vx), 0° ::; A ::; 180° 
if Vy ;::: 0, 180° ::; A ::; 360° if Vy ::; 0°. Its magnetic latitude, () = arcsin(Vz/V), 
-goo ::; () ::; goo. 
Except near the poles, magnetic longitude will generally be about 6g.8o greater 
than geographic longitude. A simple cartesian representation of the dipole magnetic 
field exists in this system[38]. This system is fixed in the rotating Earth and thus the 
transformation from GEO to MAG is constant. 
0.33go7 -o.g1g64 -o.1g826 
o.g3826 0.345g4 0 (A.7) 
0.0685g -0.18602 o.g8015 
GEO MAG 
where the matrix is defined as T5. 
A.5 Geocentric Solar Ecliptic System 
The geocentric solar ecliptic system (GSE) has its X-axis pointing from the Earth 
towards the Sun, its Y -axis is chosen to be in the ecliptic plane pointing towards 
dusk and its Z-axis is parallel to the ecliptic pole. Relative to an inertial system 
this system has a yearly rotation. This system has been used to display satellite 
trajectories, interplanetary magnetic field observations, and solar wind velocity data. 
Longitude is measured in the X-Y plane from the X-axis toward the Y-axis and 
latitude is the angle out of the X-Y plane, positive for positive Z components. 
The most common required transformation into the GSE system of those discussed 
so far is from the GEl system. The direction of the ecliptic pole (0,-0.3g8,0.g17) is 
constant in the GEl system. If the direction of the X-axis is (81 ,82 ,83), then the 
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Y-axis in GEl (Y1,Y2,Y3) is (0, -0.398, 0.917) x (81, 82 , 83) and the transformation is 
81 82 83 Vx Vx 
y1 Y2 Y3 Vy - Vy (A.8) 
0 -0.398 0.917 Vz Vz GEl GSE 
where the matrix is defined as T2. 
A.6 Geocentric Solar Equatorial System 
The geocentric solar equatorial system (GSEQ) as with the GSE system has its X-
axis pointing towards the Sun from the Earth. However, instead of having its Y-axis 
in the ecliptic plane, the GSEQ Y-axis is parallel to the Sun's equatorial plane which 
is inclined to the ecliptic. The Sun's axis of rotation might not be in the Z direction, 
but has to lie in the X -Z plane. The Z-axis is chosen to be in the same sense 
as the ecliptic pole. This system is useful for ordering data controlled by the Sun 
and therefore is an improvement over the use of the GSE system for studying the 
interplanetary magnetic field and the solar wind. 
The rotation axis of the Sun, R, has a right ascension of -7 4.0° and a declination 
of 63.8°. Thus R is (0.122,-0.424,0.899) in GEL To transform from GEl to GSEQ, 
we must know the position of the Sun (81,82 ,83) in GEL Then the Y-axis in GEl 
(Yi,Y2,Y3) is parallel toR x S. Since the cross product of two unit vectors is not a 
unit vector unless they are perpendicular to each other, this cross product must be 
normalized. Finally the Z-axis in GEl (Z1, Z2, Z3) = S x Y. Then 
81 82 83 Vc Vx 
Yi Y2 Y3' Vy - Vy (A.9) 
z1 z2 z3 Vz GEl Vz GSEQ 
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Since both GSE and GSEQ coordinate systems have their X -axes directed towards 
the Sun, they differ only by a rotation about the X -axis. Thus the transformation 
matrix from GSE to GSEQ must be of the form 
1 0 0 Vx Vx 
0 cosO -sinO Vy Vy (A.lO) 
0 sinO cosO Vz 
GSE 
Vz 
GSEQ 
where the matrix is defined as n. If the transformations from GEl to GSE and 
GEl to GSEQ are both known, then the angle may be determined by examining the 
angle between theY-axes in the two systems or the Z-axes. If these transformation 
matrices are not available, it may be calculated from the following formula 
. 0 s · (o.o31, -o.112, -o.o49) Sin = ---'---------..:..,. 
1(0.122, -0.424, 0.899) X Sl (A.ll) 
where S is the position of the Sun in GEL The Sun's spin axis is inclined 7.25° to 
the ecliptic. When the Sun's spin axis is directed most towards the Earth, the Earth 
reaches its most northerly heliographic latitude and get 0 = 0. 
A. 7 Geocentric Solar Magnetospheric System 
The geocentric solar magnetospheric system (GSM), as with both the GSE and GSEQ 
systems, has its X-axis from the Earth to the Sun. The Y-axis is defined to be 
perpendicular to the Earth's magnetic dipole so that the X-Z plane contains the 
dipole axis and the Y -axis is always in the magnetic equator and in the dawn-dusk 
meridian. The positive Z-axis is chosen to be in the same sense as the northern 
magnetic pole. The difference between the GSM system and the GSE and GSEQ is 
simply a rotation about the X -axis. This system is useful for displaying magnetopause 
and shock boundary positions, magnetosheath and magnetotail magnetic fields and 
339 
magnetosheath solar wind velocities. The angle of the north magnetic pole to the 
GSM Z-axis is called the dipole tilt angle and is positive when the north magnetic 
pole is tilted towards the Sun. GSM longitude is measured in the X-Y plane from X 
towards Y and latitude is the angle northward from the X-Y plane. 
To transform from GEl to GSM we need to know both the position of the Sun 
in GEl and the position of the Earth's dipole axis. In geographic coordinates, the 
dipole is at 11.435° colatitude and 69.761° east longitude (IGRF 1965.0). Thus, the 
dipole D in GEO coordinates is (0.06859,-0.18602,0.98015). If D' is D transformed 
into GEl, theY-axis is 
D' xS 
ID' X Sl (A.12) 
The normalizing factor occurs because D' and S are not necessarily perpendicular. 
Z = S x Y and the transformation becomes 
81 82 83 Vx Vx 
Yi Y2 Ya Vy - Vy (A.13) 
z1 z2 z3 Vz Vz GEl GSM 
The transformation matrix from GSE to GSM has the same form as from GSE to 
GSEQ 
1 0 0 
0 cos (} - sin (} (A.14) 
0 sin (} cos (} Vz Vz 
GSE GSM 
where the matrix from GSE to GSM is defined as T3 . Then the transformation from 
GSM to GSEQ is TJT6 • 
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A.8 Solar Magnetic Coordinates 
In solar magnetic coordinates (SM) the Z-axis is chosen parallel to the north magnetic 
pole and theY-axis perpendicular to the Earth-Sun line towards dusk. The difference 
between this system and the GSM system is a rotation about the Y -axis by the dipole 
tilt angle. The X -axis does not point directly at the Sun. The system is useful for 
ordering data controlled more strongly by the Earth's dipole field than by the solar 
wind. It has been used for magnetopause cross sections and magnetospheric magnetic 
fields. 
As for GSM, the transformation from GEl to SM requires a knowledge of the 
Earth Sun direction S, and the dipole direction D in GEl, so 
D X s 
y = ID X Sl (A.15) 
andX=Y x D. Then the transformation becomes 
x1 x2 x3 Vx Vx 
Yi y2 y3 Vy Vy (A.16) 
D1 D2 D3 Vz Vz 
GEl SM 
The transformation from GSM to SM is simply a rotation about the Y-axis by the 
dipole tilt angle J-L· Thus 
cos J-L 0 -sin J-L Vx Vx 
0 1 0 Vy - Vy (A.17) 
sin J-L 0 cos J-L Vz Vz GSM SM 
where the matrix is defined as T4 . All the coordinate systems described so far have 
been geocentric. The table shows the transformation among these systems. 
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Table A.l : Transformation matrices between the coordinate systems 
From 
To 
GEl GEO MAG GSE GSEQ GSM SM 
GEl 1 T' 1 TfTJ T.' 2 TiTJ TiTJ TiTJTi 
GEO T1 1 7:' 5 T1Ti T1TiTJ T1TiTj T1TiTJT: 
MAG T5T1 Ts 1 TsT1Ti T5T1TiTJ T5T1TiTJ T5T1TiTJTl 
GSE T2 T2Tf T2TfTt 1 7:' 6 7:' 3 TjT: 
GSEQ T5T2 T5T2Tf T5T2TfTt T6 1 T5Tj T5T,lTi 
GSM TaT2 TaT2Tf T3T2TfTt Ta TaTJ 1 T' 4 
SM T4TaT2 T4TaT2Tf T4TaT2TfTt T4Ta T4TaTJ T4 1 
A.9 Other Geocentric Systems 
There is another class of cartesian coordinate systems that can be used: those based 
on a local measurement. For example, one may wish to define a coordinate system in 
which the solar wind flow is parallel to one of the coordinate axes. This could be done 
in coordinate systems such as GSE, GSEQ and GSM by replacing the position of the 
Sun by the vector antiparallel to the observed solar wind flow. The second condition 
for choosing the coordinate system would be that the Y -axis is perpendicular to the 
solar wind and the ecliptic pole (for GSE) and the Sun's rotation axis (for GSEQ) 
and the Earth's dipole (for GSM). 
Geocentric Solar Wind coordinate system ( GSW) replaces the X -axis anti parallel 
to the currently observed solar wind flow vector, rather than aligned with the Earth-
Sun line. The orientation of axes in the GSW system can be uniquely defined by 
specifying three components (Vx,Vy,Vz) of the solar wind velocity, and in the case of 
a strictly radial anti-sunward flow (Vy = Vz = 0), the GSW system becomes identical 
to the standard GSM. 
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Appendix B 
Integrations of Field-Aligned Currents and 
Electron Energy Flux for Maxwellian Distribution 
The conservation of energy gives 
12 12 2e 1 2 2 2e 
Vj_ +VII - -¢ = Vj_ +VII - -¢ 
m m 
(B.l) 
The first adiabatic invariant gives 
vlj_2 v2 
_.:!:. 
B 1 B 
(B.2) 
where primes denote values at a base, either on the ionosphere or in the plasma sheet, 
unprimed quantities at an arbitrary point on the field line. For a trajectory to pass 
through the appropriate base we need vf12 > 0 which gives 
2e ( 1 ) 2 ( B 1 ) 2 m ¢ - ¢ + v j_ 1 - B + vii > 0 (B.3) 
So trajectories passing through the ionosphere base must occupy a region A of velocity 
space satisfying this equation for ¢ E and BE and those through the plasma sheet base 
a region B for <Ps and Bs. Since ¢E > ¢ > <Ps and BE> B > Bs, the region A lies 
between the hyperbola C1vi - vrr = D1 and the v j_ = 0 axis and the region B lies 
outside the ellipse C.§v]_ + vrr = D.§, where 
c~ Bs = 1--B 
D2 2e 
-(¢- <Ps) s m 
C1 BE - --1 B 
D~ 2e -(</JE- </J) 
m 
(B.4) 
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Figure B.l : Trajectories in phase space. 
In the case of a monotonic potential, there are five disjoint regions. The straight 
through trajectories are from one end to the other, named as E1 and 81. There also 
trajectories from ionosphere not reaching sheet or from sheet not reaching ionosphere, 
named as E2 and 82 • The trapped trajectories which could not go to either end is 
noted as T. 
E1,81 ~ AnB 
T c An.B 
E2 ~ An.B 
82 ~ AnB (B.5) 
And here V is the parallel velocity where two curves intersect with each other. 
(B.6) 
For simplicity, we define 
A2 m = 2kT 
X 
- Av.1 
y - Av11 
~ 
- e(¢E- cPs) 
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then the current could be calculated by integration as 
where 
2 
-AV?f 
2 
AV?f 
J11 -e { vll(fs-!E)d3v 
is1 
- -e r VII [Ns ( m ) 312 e-2k~s(vi+vrr)+kfs(¢-¢>s) 
is1 21rkTs 
-NE ( m )3/2 e-2k~e(v}+vrr)+k;e(<P-<Pe)] d3v 
27rkTE 
- -e { [Nsekfs(<t>-<t>s) ( m )3/2 vlle-2k~s(vi+v0 
is1 21rkTs 
-NEekfE(<t>-<Pe) ( m )3/2 vlle-2k~e(vi+v0] d3v 
21rkTE 
- -e [Nsekfs(<t>-<t>s)I(Ts) -NEek;e(¢-<t>e)I(TE)] (B.7) 
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1 
- 2Ay'Jr 
y2(C~- 1 ) ADs] 
Cs 
AV 
1 
- 2Ay'Jr 
= {kT Be e<"'EF"'> g(A, T) v~ (B.8) 
So if we evaluate at ionosphere, where¢= ¢E, then the current is 
[ .A_ {kT; r;zr; l in =- eBE ekTs Nsy ~g(A, Ts)- NEy ~g(A, TE) 
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where the ratios are set as t = Ts/Te, n = Ns/Ne, r = fljkTe, and r' = fl/kTs, 
with assumptions rBs/Be « 1 and rBs/tBe « 1. 
We could do similar integration for energy flux. Before doing that, we set 
p x2 
q y2 
q' C~+1 C2 q 
e 
q" 1- c~ = c~ q (B.lO) 
This time, let's calculate the function I'(T) first. 
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Appendix C 
Integrations of Field-Aligned Currents and 
Electron Energy Flux for kappa Distribution 
We have shown the following definitions 
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(C.1) 
The integration path S1 is the straight through trajectory from plasma sheet to the 
ionosphere. So the field-aligned currents could be integrated as 
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and the energy flux could be calculated as 
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Appendix D 
Integration of Ion Energy Flux for kappa 
Distribution 
We have shown the following definitions 
c~ BE --1 B 
2e 
-(</JE- </J) 
m 
363 
(D.l) 
The integration path 51 is the straight through trajectory from plasma sheet to the 
ionosphere. So the energy flux is given by 
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