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Введение. Задачи двухуровневого программирования [1; 2] возникают при моделировании 
управления иерархическими системами в социально-экономических и производственных сфе-
рах. Одним из подходов к их решению является сведение двухуровневых задач к негладким од-
ноуровневым задачам [3]. Один из достаточно эффективных способов решения последних осно-
вывается на так называемой частичной устойчивости (partial calmness) [4] двухуровневой задачи. 
Таким образом, достаточные условия частичной устойчивости играют в теории двухуровневого 
программирования весьма важную роль. 
Постановка задачи. Пусть , .mn y Rx R ∈∈  Рассмотрим задачу двухуровневого программиро-
вания (ЗДП):
 ( , ) min, { ( ) 0, },
n
jG x y x X x R g x j J→ ∈ = ∈ ≤ ∈
 ( ) Arg min{ ( , ) |, ( )},y S x f x y y F x∈ ∈
где 0( ) { | ( , ) 0, , ( , ) 0, },
m
i iF x y R h x y i I h x y i I= ∈ ≤ ∈ = ∈  0{1, ..., }, { 1, ..., },I l I l p= = +  {1, ..., },J s=  
функции ( , ),G x y  ( , ),f x y  ( )jg x  и ( , )ih x y  – непрерывны вместе с производными ( , ),y f x y∇  
( , ).y ih x y∇
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Известно [3], что задача ЗДП равносильна одноуровневой негладкой задаче
 ,
( , ) min, ( ) { ( ) | ( , ) ( )},,
x y
G x y y S x y F x f x y xx X→ ∈ = ∈ ≤ j∈
 
(1)
где ( )xj  – функция оптимального значения задачи нижнего уровня, т. е.
 ( ) min{ ( , ) | ( )}.x f x y y F xj = ∈
В данном сообщении мы рассматриваем задачу ЗДП в форме (1). Точка ( , )x y  называется до-
пустимой точкой в задаче ЗДП, если ,x X∈  ( ).y S x∈  Допустимая точка 0 0( , )x y  называется ре-
шением (локальным решением) задачи ЗДП, если 0 0( , ) ( , )G x y G x y≤  для всех допустимых точек 
( , )x y  (допустимых точек из некоторой окрестности 0 0( , )x y ).
Значительные трудности решения задачи (1) связаны с негладким ограничением, содержа-
щим функцию ( ).xj  В [4] введено понятие частичной устойчивости задачи ЗДП, позволяющее 
свести ЗДП с помощью функции точного штрафа к существенно более простой одноуровневой 
задаче.
Пусть 0 0( , )x y  – локальное решение задачи ЗДП. Задача ЗДП в форме (1) называется частично 
устойчивой (partial calm) в точке 0 0( , ),x y  если существует число 0m >  такое, что 0 0( , )x y  являет-
ся локальным решением задачи
 ( , ) ( ( , ) ( )) min, , ( ).G x y f x y x x X y F x+ m -j → ∈ ∈   (2)
Известно [4], что частично устойчивыми являются двухуровневые задачи с линейной по x, y 
задачей нижнего уровня. К сожалению, несмотря на значительный интерес [5–8] в литературе 
не встречается эффективных достаточных условий, гарантирующих частичную устойчивость 
задачи ЗДП в других случаях. В [9], где без каких-либо ограничительных предположений дока-
зывалась теорема о частичной устойчивости ЗДП с задачей нижнего уровня линейной только по 
переменной у, содержится ошибка. Ниже приводится контрпример, показывающий, что данное 
утверждение [9] неверно. 
П р и м е р. Пусть 2 ,,x R y R∈ ∈  
2
2 1 2( ) { 0, 0},F x y R y xy y= ∈ ≤ - + ≤  
2
2( , ) ,f x y x y= -  
,X R=  
1( , ) .G x y xy=
Нетрудно убедиться, что 
 
В данном примере ( ) 0xj =  и точка 0 0( , ),x y  где 0 0x =  и 0 (0, 0) ,Ty =  является решением задачи 
ЗДП. Пусть 0 0( , ) ( , ),k kx y x y→  где 11/ , 1 / ,
k kx k y k= = -  22 1/ ,ky k= -  1, 2, ....k =  Тогда ,kx X∈  
( ).k ky F x∈  Для любого 0m >  получаем 
 
2 2 4 0 0
1 2( , ) ( ( , ) ( )) ( ) 1 / / 0 ( , ),
k k k k k k k k kG x y f x y x x y x y k k G x y+ m -j = -m = - + m < =
если k  достаточно большое. Это означает, что 0 0( , )x y  не является решением задачи (2).
Целью данного сообщения является вывод достаточных условий частичной устойчивости за-
дачи ЗДП с линейной только по переменной у задачей нижнего уровня. 
В дальнейшем будем обозначать ( , ) { | ( , ) 0},iI x y i I h x y= ∈ =  ( ),V x  ( )V y  – окрестности то- 
чек x и y, v  – евклидову норму вектора v. Также обозначим через ( , )d v C  евклидово расстояние от 
точки mv R∈  до множества .mC R⊂  
Для многозначного отображения : ( ) mM x M x R⊂  введем множества
 dom { | ( ) }
nM x R M x= ∈ ≠∅  и gr {( , ) | ( ), }.nM x y y M x x R= ∈ ∈
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В сообщении принимается следующее обычное предположение [1] о задаче ЗДП: ( )S x ≠ ∅ 
для любого dom .x X F∈ ∩  
Предварительные результаты. Введем касательный и линеаризованный касательный кону-
сы к множеству ( )F x  в точке ( ) :y F x∈
 
 0( ( ), ) { | ( , ), 0, ( , ), ( , ), 0, }.
m
y i y iF x y y R h x y y i I x y h x y y i IΓ = ∈ 〈∇ 〉 ≤ ∈ 〈∇ 〉 = ∈
О п р е д е л е н и е 1. Отображение F называется полунепрерывным снизу (п. н. сн.) в точке 
0 0( , ) grx y F∈  (относительно X _ Rn), если для любой окрестности 0( )V y  существует окрест-
ность 0( )V x  такая, что 0( ) ( )F x V y∩ ≠∅ для всех 0( )x V x∈  (для 0( )x V x X∈ ∩ ).
В [10; 11] введено ослабленное условие постоянного ранга (RCRCQ). Частный случай данного 
определения приводится ниже. 
О п р е д е л е н и е 2. Многозначное отображение F удовлетворяет ослабленному условию 
постоянного ранга относительно gr F (коротко RCRCQ F) в точке 0 0( , ) gr ,x y F∈  если для лю-
бого множества индексов 0 0( , )K I x y⊂  система векторов 0{ ( , ) :   }y ih x y i I K∇ ∈ ∪  имеет по-
стоянный ранг для всех ( , ) grx y F∈  из некоторой окрестности 0 0( , ).x y  
Отметим, что из определения 2 следует, что, если отображение F удовлетворяет RCRCQ F 
в точке 0 0( , ) gr ,x y F∈  то оно удовлетворяет RCRCQ F в любой точке ( , ) grx y F∈  в некоторой 
окрестности 0 0( , ).x y  
Следуя [12; 13], введем понятие R-регулярности многозначного отображения. 
О п р е д е л е н и е 3. Отображение F называется R-регулярным в точке 0 0( , ) grx y F∈  от-
носительно dom ,F  если существует число 0a >  и окрестности 0( )V x  и 0( )V y  такие, что 
0( , ( )) max{0, ( , ), , ( , ) , }i id y F x h x y i I h x y i I≤ a ∈ ∈  для всех 
0( )y V y∈  и 0( ) dom .x V x F∈ ∩
Т е о р е м а 1. Предположим, что 
(A) F удовлетворяет RCRCQ F в 0 0( , ) gr ;x y F∈
(Б) F п. н. сн. в 0 0( , )x y  относительно dom ;F  
(В) существует окрестность 0 0( , )V V x y=  такая, что ( ( ), ) ( ( ), )T F x y F x y= Γ  для 
( , ) gr .x y F V∈ ∩
Тогда F R-регулярно в 0 0( , )x y  относительно dom .F
Д о к а з а т е л ь с т в о. Предположим противное, т. е. F не является R-регулярным в 0 0( , )x y  
относительно dom .F  Тогда существуют последовательности 0 ,kx x→  0 ,kv y→  ( ),k kv F x∉  та-
кие, что 
 0( , ( )) max{0, ( , ), , ( , ) , }, 1, 2, ....
k k k k k k
i id v F x k h x v i I h x v i I k> ∈ ∈ =  (3)
Пусть ky  является ближайшей точкой в ( )kF x  к kv  и 
1
( ) ,k k k k kv v y v y
-
= - -  1, 2, ....k =  Тогда 
0ky y→  в силу условия (Б). Поскольку 1,kv =  без потери общности можно считать, что .kv v→  
Вследствие конечности множества I можно извлечь из { }kv  и { }ky  подпоследовательности (для 
простоты сохраним для них обозначения { }kv  и { }ky ) такие, что 0 0( , ) ( , )k kI x y K I x y= ⊂  и K 
не зависит от k. Из (3) следует
 
и, следовательно, 
 0max{0, ( , ), , , ( , ), , },
k k k k k k k k k k
y i i y i iv y k h x v v y i K h x v v y i I- > 〈∇ - 〉 ∈ 〈∇ - 〉 ∈ 
где ( ), 0 1.k k k ki ki kiv y v y= + t - ≤ t ≤  
 Доклады Национальной академии наук Беларуси. 2019. Т. 63, № 5. С. 526–532 529
Отсюда,
 
и, после перехода к пределу, 
 
0 0 0 0
0max{0, ( , ), , , ( , ), , } 0.y i y ih x y v i K h x y v i I〈∇ 〉 ∈ 〈∇ 〉 ∈ ≤  (4)
Из (4) получаем 
 
0 0( ( ), ),Kv F x y∈Γ  (5)
где 0( ) { | ( , ) 0, , ( , ) 0, }.
m
K i iF x y R h x y i K h x y i I= ∈ ≤ ∈ = ∈
Множества ( )kF x  и ( )kKF x  в окрестности ky  локально совпадают. Поэтому из условия (В) и тео-
ремы 6.42 [14] следует
 ( ( ), ) ( ( ), ) ( ( ), ).
k k k k k kF x y T F x y T F x yΓ = ⊂
Поскольку ( ( ), ) ( ( ), ),k k k kKF x y F x yΓ = Γ  из последнего включения получим   ( ( ), )
k k
KF x yΓ ⊂  
⸦ ( ( ), )k kKT F x y  и
 ( ( ), ) ( ( ), ) ( ( ), ), 1, 2, ....
k k k k k k
K KT F x y F x y F x y k= Γ = Γ =  (6)
Пусть ( ( ), ), 1, 2, ....k k kKy F x y k∈Γ =  Вследствие (6) существуют последовательности 0lt ↓  










kl k k kl
ly v y t y〈 - 〉 ≤  1, 2, ....l =
Из последнего неравенства следует , 0,k k ky v y〈 - 〉 ≤  следовательно, 
 , 0
k ky v〈 〉 ≤  (7)
для всех ( ( ), ), 1, 2, ....k k kKy F x y k∈Γ =  
Положим 0 0 0 00 { ( , ), 0 ( ( ), )}.y i KK i K h x y y y F x y= ∈ 〈∇ 〉 = ∀ ∈Γ  Тогда для любого 0\i K K∈  
найдется 0 0( ( ), )i Ky F x y∈Γ  такой, что 
0 0( , ), 0.iy ih x y y〈∇ 〉 <  






= ∑  удовлетворяет условиям
 
0 0( , ), 0,y ih x y y〈∇ 〉 =  0 0 ,i I K∈ ∪  0 0( , ), 0,y ih x y y〈∇ 〉 <  0\ .i K K∈
Следовательно, в силу теоремы 6.5 [14] 
 
0 0 0 0 0 0
0 0 0ri ( ( ), ) { ( , ), 0, , ( , ), 0, \ } .K y i y iF x y y h x y y i I K h x y y i K KΓ = 〈∇ 〉 = ∈ ∪ 〈∇ 〉 < ∈ ≠∅
Пусть 0 0ri ( ( ), ).Ky F x y∈ Γ  В силу условия (A) 0 0rank{ ( , ), }
k k
y ih x y i I K∇ ∈ ∪ =  
= 0 0 0 0rank{ ( , ), } ,y ih x y i I K l∇ ∈ ∪ =   1, 2, ....k =  
Тогда система векторов 0 0 0 0{ ( , ), }y ih x y i I K∇ ∈ ∪  имеет максимальную линейно независи-
мую подсистему 0 0 0 0{ ( , ), }y ih x y i J I K∇ ∈ ⊂ ∪  такую, что { ( , ), }
k k
y ih x y i J∇ ∈  остается макси-
мальной линейно независимой подсистемой в 0 0{ ( , ), }.
k k
y ih x y i I K∇ ∈ ∪  Для простоты предпо-
ложим, что {1, ..., }.J l=  Тогда система уравнений 0 0 0 0( , ), 0, ,y ih x y y i I K〈∇ 〉 = ∈ ∪  эквивалентна 
системе
 
0 0( , ), 0, .y ih x y y i J〈∇ 〉 = ∈  (8)
Для определенности предположим, что базисный минор системы (8) расположен в левом 
верхнем углу соответствующей матрицы. Тогда система (8) может быть записана в виде 
 
0 0 1 0 0 2
1 2( , ) ( , ) 0,B x y y B x y y+ =  где 
1 2( , ),y y y=  1 21 1( , ..., ), ( , ..., ),l l my y y y y y+= =
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( , ) ( , ) ( , ) ( , )
....... .......
( , ) ............................. , ( ) .............................





h x y h x y h x y h x y
y y y y
B x y B y




∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂ 
= = 
 ∂ ∂ ∂ ∂ 













Последнее уравнение дает 1 1 0 0 0 0 21 2( , ) ( , ) .y B x y B x y y
-= -  Определим вектор 1 2( , ),k k ky y y=  
где 1 1 2 2 21 2( , ) ( , ) , .
k k k k k ky B x y B x y y y y-= - =  Тогда ( , ), 0,k k ky ih x y y〈∇ 〉 =  ,i J∈  и ky y→  при 
.k →∞  Более того, для 0\i K K∈  получим 
0 0( , ), ( , ), 0k k ky i y ih x y y h x y y〈∇ 〉 - 〈∇ 〉 →  и, следова-
тельно, ( , ), 0k k ky ih x y y〈∇ 〉 <  для достаточно больших k. Таким образом, получаем, что 
( ( ), )k k kKy F x y∈Γ  для достаточно больших k и .
ky y→  Тогда из (7) следует , 0y v〈 〉 ≤  для всех 
0 0ri ( ( ), )Ky F x y∈ Γ  и, значит, для всех 
0 0( ( ), ).Ky F x y∈Γ  Последнее противоречит (5). □
Частичная устойчивость в двухуровневых задачах. Рассмотрим задачу ЗДП в форме (1). 
Положим 0 ( , ) ( , ) ( ).h x y f x y x= - j  Тогда 
 0( ) { ( ) ( , ) 0 : {0} , ( , ) 0 : }.i iS x y F x h x y i I h x y i I= ∈ ≤ ∈ ∪ = ∈   (9)
Обозначим S многозначное отображение : ( ).S x S x  
Л е м м а. Пусть отображение S п. н. сн. в точке 0 0( , ) grx y S∈  относительно dom .S  Тогда 
функция ( )xj  непрерывна в точке 0x  относительно dom .S
Д о к а з а т е л ь с т в о. Пусть 
 
 достигается на последовательности 
0.kx x→  В силу п. н. сн. S найдется последовательность ( )k ky S x∈  такая, что 0.ky y→  Тогда 
 откуда  Точно также, если  
достигается на последовательности 0 ,kx x→  мы получим  Таким образом,
Т е о р е м а 2. Предположим, что выполнены следующие условия:
(A) RCRCQ S выполняется в 0 0( , ) gr ;x y S∈  
(Б) отображение S п. н. сн. в точке 0 0( , ) grx y S∈  относительно dom ;S
(В) найдется окрестность V точки 0 0( , )x y  такая, что ( ( ), ) ( ( ), )T S x y S x y= Γ  для всех 
( , ) gr .x y S V∈ ∩
Тогда S R-регулярно в 0 0( , )x y  относительно dom .S
Д о к а з а т е л ь с т в о. Утверждение справедливо в силу теоремы 1, все условия которой 
с учетом леммы выполнены для отображения S, заданного условием (9). 
Рассмотрим множество
 0{( , ) ( , ) 0, , ( , ) 0, , ( ) 0, }.i i jD x y h x y i I h x y i I g x j J= ≤ ∈ = ∈ ≤ ∈
Следующие две теоремы дают достаточные условия частичной устойчивости в задаче ЗДП.
Теорема 3. Пусть точка 0 0( , )x y  является локальным решением задачи ЗДП и пусть вы-
полнены условия (A)–(В) теоремы 2. Предположим, что функция G липшицева в окрестности 
точки 0 0( , ).x y  Тогда найдутся число 0 0m >  и окрестности 0( )xV  и 0( )V y  такие, что для любого 
0m > m  точка 
0 0( , )x y  будет решением задачи
  0 0( , ) ( ( , ) ( )) min, ( , ) [ ( ) ( )].G x y f x y x x y D V x V y+ m - j → ∈ ∩ ×
Д о к а з а т е л ь с т в о. Пусть 0{( , ) ( , ) 0}.C x y D h x y= ∈ ≤  Точка 
0 0( , )x y  является локальным 
решением задачи ЗДП тогда и только тогда, когда существуют окрестности 0 00 0( ), ( )V x V y  такие, 
что 0 0( , ) ( , )G x y G x y≥  при всех  В силу теоремы 2 отображение S 
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будет R-регулярным в 0 0( , )x y  относительно dom ,S  т. е. существуют число 0a >  и окрестности 
0( )V x  и 0( )V y  такие, что  для всех 
0( )y V y∈  и  Возьмем  Тогда ( , )G x y ≥  0 0( , )G x y  при всех  Пусть 0 0l >  – постоянная Липшица 
функции G на множестве 0 0[ ( ) ( )].D D V x V y= ∩ ×  Тогда в силу предложения 2.4.3 [15] 
0 0( , ) (( , ), ) ( , )G x y d x y C G x y+ a ≥  для всех ( , )x y D∈   при любом 0.la >  Рассмотрим отображе- 
ния ( ) { ( , ) }, ( ) { ( , ) }.m mC x y R x y C D x y R x y D= ∈ ∈ = ∈ ∈     Поскольку по сделанному в постановке 
задачи предположению  то dom ( ) dom ( )C D⋅ = ⋅  и, следовательно, 
dom ( ) dom ( ).C D⋅ = ⋅   Тогда ( , ( )) (( , ), { } ( )) (( , ), )d y C x d x y x C x d x y C= × ≥    для всех ( , ) .x y D∈   Отсюда 
 
0 0( , ) ( , ( )) ( ),G x y Md y C x G x y+ ≥  (10)
для всех ( , )x y D∈   при любом 0.M l>  
Так как  то из R-регулярности S в 0 0( , )x y  
относительно dom S следует R-регулярность в данной точке отображения ( )C ⋅  относительно 




( , ) max{0, ( , ), {0} , ( , ) , }
( , ) ( , ( )) ( ),
i iG x y M h x y i I h x y i I
G x y Md y C x G x y
+ a ∈ ∪ ∈ ≥
≥ + ≥
для всех 0 0( , ) [ ( ) ( )],x y D V x V y∈ ∩ ×  откуда 0 00( , ) max{0, ( , )} ( , )G x y M h x y G x y+ a ≥  для всех 
0 0( , ) [ ( ) ( )].x y D V x V y∈ ∩ ×  Последнее равносильно утверждению теоремы с 0 0.lm = a   
Т е о р е м а 4. Пусть точка 0 0( , )x y  является локальным решением задачи BLPP, в которой
0( , ) ( ), ,f x y a x y= 〈 〉  ( , ) ( ), ( ),i i ih x y a x y b x= 〈 〉 +  1, ..., ,i p=  где ( ) ,
m
i x Ra ∈  ( ) .ib x R∈  Предположим, 
что выполнены условия (A), (Б) теоремы 2 и функция G липшицева в окрестности 0 0( , ).x y  Тогда 
найдется число 0 0m >  такое, что при любом 0m > m  точка 
0 0( , )x y  является локальным решением 
задачи 
Д о к а з а т е л ь с т в о. Поскольку все условия теоремы 2 в данном случае выполнены, 
утверждение данной теоремы является следствием теоремы 3. 
Применим теорему 4 к примеру. Нетрудно проверить, что условие (A) нарушается при 0 0,x =  
0 (0, 0) ,Ty =  т. е. нарушение условия (A) является критическим в данном случае и привело к не-
выполнению условия частичной устойчивости. 
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