Spatio-temporal data sets are rapidly growing in size. For example, environmental variables are measured with ever-higher resolution by increasing numbers of automated sensors mounted on satellites and aircraft. Using such data, which are typically noisy and incomplete, the goal is to obtain complete maps of the spatio-temporal process, together with proper uncertainty quantification. We focus here on real-time filtering inference in linear Gaussian state-space models. At each time point, the state is a spatial field evaluated on a very large spatial grid, making exact inference using the Kalman filter computationally infeasible. Instead, we propose a multi-resolution filter (MRF), a highly scalable and fully probabilistic filtering method that resolves spatial features at all scales. We prove that the MRF matrices exhibit a particular blocksparse multi-resolution structure that is preserved under filtering operations through time. We also discuss inference on time-varying parameters using an approximate RaoBlackwellized particle filter, in which the integrated likelihood is computed using the MRF. We compare the MRF to existing approaches in a simulation study and a real satellite-data application.
Introduction
Massive spatio-temporal data have become ubiquitous in the environmental sciences, which is largely due to Earth-observing satellites providing high-resolution measurements of environmental variables on a continental or even global scale. Accounting for spatial and temporal dependence is very important for satellite data, as atmospheric variables vary over space and time, and measurements from different orbits are often complementary in their coverage.
When time and space are discretized, spatio-temporal data are typically modeled using a state-space model (SSM), which describes how the state (i.e., the spatial field evaluated at a spatial grid) evolves over time and how the state is related to the observations. We focus here on (near-) real-time filtering inference in linear Gaussian SSMs, which means that at each time point t, we are interested in the posterior distribution of the spatial field at time t given all data obtained up to time t.
The filtering distributions in this setting are Gaussian and can in principle be determined exactly by the Kalman filter (Kalman, 1960) , but this technique is not computationally feasible for large grids. Particle filter methods such as sequential importance (re-)sampling (e.g., Gordon et al., 1993) are asymptotically exact as the number of particles increases, but suffer from particle collapse for finite particle size in high dimensions (e.g., Snyder et al., 2008) .
In the geosciences, filtering inference in SSMs is referred to as data assimilation (see, e.g., Nychka and Anderson, 2010 , for a review), especially when the evolution is described by a complex computer model. Data assimilation is typically carried out using variational methods (e.g., Talagrand and Courtier, 1987) , or using the ensemble Kalman filter (EnKF; e.g., Evensen, 1994 Evensen, , 2007 Katzfuss et al., 2016; Houtekamer and Zhang, 2016) . Like the particle filter, the EnKF is a sequential Monte Carlo technique that represents distributions by a sample or ensemble, which can be propagated using the temporal evolution model. The ensemble is then updated via a linear shift based on new observations. For linear Gaussian SSMs, the EnKF converges to the Kalman filter as the ensemble size increases. In practice, however, only small ensemble sizes are computationally feasible, leading to substantial sampling error.
In the statistics literature, countless approaches have been developed for processing large spatial data sets. Many of them can be extended to spatio-temporal data in two ways. The first is a retrospective (i.e., "off-line") modeling and approximation of the spatio-temporal covariance structure (e.g., Bevilacqua et al., 2012; Zhang et al., 2015; Datta et al., 2016b) . This often becomes infeasible when the number of considered time points and the spatial grid are both large.
The second approach, which we will follow here, is the dynamical, on-line perspective, which requires specification of an evolution model that describes how the spatial process evolves over time. This allows for Kalman-filter-type computations, which means that computation time is largely a function of the grid and data size at each time point. Moreover, the dynamical aspect of the model allows for straightforward incorporation of information from other sources; for example, the effect of wind on atmospheric variables can be accounted for by adding an advection term to the model. Dynamical spatio-temporal models often achieve computational feasibility by expressing the spatial process at each time point as a weighted sum of basis functions. In low-rank approaches (e.g., Verlaan and Heemink, 1995; Pham et al., 1998; Wikle and Cressie, 1999; Katzfuss and Cressie, 2011) , the number of basis functions is small, computational cost is low, and propagation through time is easy, but it is impossible to resolve fine-scale variation everywhere using a small number of basis functions (Stein, 2014) . Therefore, more recent methods for large spatial data have relied on many basis functions. Fast computation is then achieved through compactly supported basis functions and a sparse prior precision matrix for the corresponding weights, which leads to a sparse posterior precision matrix for the weights (e.g., Lindgren et al., 2011; Nychka et al., 2015; Datta et al., 2016a) . However, these methods cannot be easily extended to filtering problems, because the sparsity structure is lost when propagating forward in time.
The multi-resolution approximation (MRA; Katzfuss, 2017; Katzfuss and Gong, 2017 ) is another sparse-precision approach for large spatial data, but its special block-sparse multiresolution structure makes it suitable for extensions to dynamical spatio-temporal models. The MRA employs a large number of basis functions at multiple levels of spatial resolution, which can capture spatial structure from very fine to very large scales. As opposed to wavelets (e.g. Chui, 1992; Cristi and Tummala, 2000; Renaud et al., 2005; Beezley et al., 2011; Hickmann and Godinez, 2015) , the MRA basis functions automatically adapt to approximate any given covariance structure. Furthermore, the MRA is equivalent to a special case of the Vecchia approximation (Katzfuss and Guinness, 2017) , and it performed very well in a recent comparison of different methods for large spatial data (Heaton et al., 2017) .
Here, we propose a novel multi-resolution filter (MRF), which can be viewed as an extension of the MRA to linear Gaussian spatio-temporal SSMs. The MRF enables on-line filtering inference for big streaming spatio-temporal data and resolves features at all spatial scales. The MRF is a highly scalable, fully probabilistic procedure that results in joint posterior predictive distributions for the spatio-temporal field of interest. In contrast to the EnKF, the MRF computations are deterministic and do not suffer from sampling variability.
The MRF relies on a new approximate covariance-matrix decomposition based on the MRA, for which the resulting matrix factors exhibit a particular block-sparse multi-resolution structure. By providing a proof of the crucial property that the block-sparse structure of the MRF matrices can be maintained under filtering operations through time, we are able to show that the MRF exhibits linear complexity for fixed tuning parameters. We also discuss extensions for inference on time-varying parameters that are not part of the spatial field, using a Rao-Blackwellized particle filter, in which the integrated likelihood is approximated using the MRF. Further, we show that our matrix decomposition leads to a hierarchical offdiagonal low-rank (HODLR) covariance matrix. Our MRF is applicable to a much broader class of models than other attempts at using HODLR matrices in a spatio-temporal context (e.g. Li et al., 2014; Saibaba et al., 2015; Ambikasaran et al., 2016) .
Spatio-temporal processes typically exhibit highly complicated structures that make exact inference intractable, especially in high dimensions. We believe that it is often better to conduct approximate inference for a realistic, intractable model, rather than carrying out "exact" inference for a crude simplification (e.g., a low-rank version) of the model. While it might be challenging to precisely quantify the approximation accuracy in the former case (e.g., for the MRF), approximate inference can give better results than exact inference in a simplified model, which often completely ignores the error incurred by simplifying the model. This article is organized as follows. Section 2 describes the linear Gaussian state-space model and reviews the Kalman filter. In Section 3, we present the MRF. Section 4 discusses key properties of the MRF, including its accuracy, its interpretation in terms of hierarchical matrices, and its computational complexity. Section 5 shows how the MRF can be extended when the model includes unknown parameters. In Section 6, we present a numerical comparison of the MRF to existing methods. Section 7 demonstrates a practical application of the MRF in inferring sediment concentration in Lake Michigan based on satellite data. We conclude in Section 8. Proofs are given in Appendix A.
A separate Supplementary Material document contains Sections S1-S7 with further properties, details, and proofs. At http://spatial.stat.tamu.edu, we provide additional illustrations. All code will be provided upon publication.
2 Spatio-temporal state-space models (SSMs) and filtering inference 2.1 Spatio-temporal state-space model Let x t be the n G -dimensional latent state vector of interest, representing a (mean-corrected) spatio-temporal process x t (·) at time t evaluated at a fine grid G = {g 1 , . . . , g n G } on a spatial domain or region D. Further, let y t denote the observed n t -dimensional data vector at time t. We assume a linear Gaussian spatio-temporal state-space model given by an observation equation and an evolution equation,
respectively, for time t = 1, 2, . . .. The initial state also follows a Gaussian distribution:
The noise covariance matrix R t will be assumed to be diagonal or block-diagonal here for simplicity (see Assumption 1 in Section 4.4.1). No computationally convenient structure is assumed for the innovation covariance matrix Q t . The observation noise v t and the innovation w t are mutually and serially independent, and independent of the state x t−1 . We assume that all matrices in (1)-(2) (and µ 0|0 and Σ 0|0 ) are known. The case of unknown parameters is discussed in Section 5. The observation matrix H t relates the state to the observations. This enables combining observations from different instruments or modeling areal observations given by averaging over certain elements of the state vector. Here, we usually assume point-level measurements for simplicity, although a block-diagonal form for H t is possible (see Assumption 1).
The evolution matrix A t determines how the process evolves over time. It can be specified in terms of a system of partial differential equations (PDEs), may depend on other variables, or -in the absence of further information -could simply be a scaled identity operator indicating a random walk over time. We assume that the evolution is local and A t is sparse (Assumption 2 in Section 4.4.2).
Note that the SSM in (1)-(2), which is a latent Markov model of order 1, is very general and can describe a broad class of systems. Higher-order Markov models can also be written in the form (1)-(2) by expanding the state space. Non-Gaussian observations can often be transformed to be approximately Gaussian. Other extensions are also possible, such as letting the grid G vary over time.
Filtering inference using the Kalman filter (KF)
We are interested in filtering inference on the state x t . That is, at each time t, the goal is to find the conditional distribution of x t given all observations up to and including time t, denoted by x t |y 1:t , where y 1:t = (y 1 , . . . , y t ) .
For the linear Gaussian SSM in (1)-(2), the filtering distributions are Gaussian. These filtering distributions can be obtained recursively for t = 1, 2, . . . using the Kalman filter (Kalman, 1960) , which consists of a forecast step and an update step at each time point. Denote the filtering distribution at time t − 1 by x t−1 |y 1:t−1 ∼ N n (µ t−1|t−1 , Σ t−1|t−1 ). The forecast step obtains the forecast or prior distribution of x t based on the previous filtering distribution and the evolution model (2) as
Then, the update step modifies this forecast distribution based on the observation vector y t and the observation equation (1), in order to obtain the filtering distribution of x t :
−1 is the n G × n t Kalman gain matrix. While the Kalman filter provides the exact solution to our filtering problem, it requires computing and propagating the n G × n G covariance matrix Σ t|t and decomposing the n t × n t matrix (H t Σ t|t−1 H t + R t ) in K t , and is thus computationally infeasible for large n G or large n t . Therefore, approximations are required for large spatio-temporal data.
3 The multi-resolution filter (MRF)
Overview
We now propose a multi-resolution filter (MRF) for spatio-temporal SSMs of the form (1)-(2) when the grid size n G or the data sizes n t are large, roughly between 10 4 and 10 9 . The MRF can be viewed as an approximation of the Kalman filter in Section 2.2.
The most important ingredient of the MRF is a novel multi-resolution decomposition (MRD). Given a spatial covariance matrix Σ, the MRD computes B = MRD(Σ) such that Σ ≈ BB . We will describe the MRD in detail in Section 3.4 below. For now, we merely note that the MRD algorithm is fast, and the resulting multi-resolution factor B is of the same dimensions as Σ but exhibits a particular block-sparse structure (see Figure 2a) .
The MRF algorithm proceeds as follows:
Algorithm 1: Multi-resolution filter (MRF) At the initial time t = 0, compute B 0|0 = MRD(Σ 0|0 ). Then, for each t = 1, 2, . . ., do: 1. Forecast
Step: Apply the evolution matrix A t to obtain µ t|t−1 = A t µ t−1|t−1 and B
Update
Step:
The key to the scalability of this algorithm is that while Σ t|t−1 and Σ t|t are large and dense matrices, they are never explicitly calculated and instead represented by the blocksparse matrices B t|t−1 and B t|t , respectively. Also, as shown in Section 4.4, B t|t has the same sparsity structure as B t|t−1 , which allows the cycle to start over for the next time point t + 1. The forecast step and update step will be discussed in more detail in Sections 3.2 and 3.3, respectively.
Details of the MRF forecast step
Assume that we have obtained the filtering distribution x t−1 |y 1:t−1 ∼ N n (µ t−1|t−1 , Σ t−1|t−1 ), where Σ t−1|t−1 = B t−1|t−1 B t−1|t−1 and B t−1|t−1 is a block-sparse matrix. Following the forecast step of the standard Kalman filter, we want to obtain the prior distribution at time t, x t |y 1:t−1 ∼ N n (µ t|t−1 , Σ t|t−1 ).
Because of the sparsity of A t (see Assumption 2 in Section 4.4.2), computing the forecast mean µ t|t−1 = A t µ t−1|t−1 and the forecast basis matrix B F t|t−1 = A t B t−1|t−1 is fast. Then, rather than calculating the dense n G ×n G forecast covariance matrix Σ This implies an approximation to the prior covariance matrix as Σ t|t−1 = B t|t−1 B t|t−1 . Again, Σ t|t−1 does not need to be computed explicitly, because only B t|t−1 is used in the update step below.
Details of the MRF update step
The objective of the update step is to compute the posterior distribution x t |y 1:t ∼ N n G (µ t|t , Σ t|t ) given the prior quantities µ t|t−1 and B t|t−1 (such that Σ t|t−1 = B t|t−1 B t|t−1 ) obtained in the forecast step.
Following the Kalman filter update in (3), we have
and we have applied the Sherman-Morrison-Woodbury formula (e.g., Henderson and Searle, 1981) 
To obtain the filtering mean, we use the Searle set of identities (Searle, 1982, p. 151) , to write the Kalman gain as
t , and so we have
Thus, the MRF update step in Algorithm 1 is exact for given µ t|t−1 and Σ t|t−1 = B t|t−1 B t|t−1 .
Crucially, we will show in Proposition 4 that B t|t has the same sparsity structure as B t|t−1 , and hence it satisfies the block-sparsity assumption at the beginning of Section 3.2.
The multi-resolution decomposition
We now propose a novel approximate multi-resolution decomposition (MRD) of a generic spatial covariance matrix Σ based on the multi-resolution approximation of Katzfuss (2017) . The MRD is used in the forecast step of the MRF in Algorithm 2. Specifically, we consider a vector
Partitioning and knots
The MRD requires a domain partitioning and selection of knots at M resolutions. Consider a recursive partitioning of D into J regions, D 1 , . . . , D J , each of which is again divided into J smaller subregions (e.g., D 2 is split into subregions D 21 , . . . , D 2J ), and so forth, up to resolution M . We write this as
where j 1 , . . . , j m = 1, . . . , J refers to all m-tuples in the Cartesian product {1, . . . , J} m . Let
..,jm be the grid points that lie in region D j 1 ,...,jm , and let I j 1 ,...,jm = {i : g i ∈ D j 1 ,...,jm } be the corresponding indices, and so I = {1, . . . , n G }.
Further, we require a hierarchy of "knot" indices, such that K j 1 ,...,jm is a small set of r m indices chosen from I j 1 ,...,jm . It is assumed that for each resolution m, the number of knots is roughly the same in each subregion (i.e., |K j 1 ,...,jm | = r m ), while it may change across resolutions. We use K m = j 1 ,...,jm K j 1 ,...,jm to denote the set of all knots at resolution m, and define K 0:m = m l=0 K l as the set of all knots at resolutions 0 through m. To ensure that {K j 1 ,...,jm : j 1 , . . . , j m = 1, . . . , J; m = 0, 1, . . . , M } is a partition of {1, . . . , n G }, we choose K j 1 ,...,jm ⊂ (I j 1 ,...,jm \ K 0:m−1 ). For example, each set of knots could be chosen roughly as a uniform grid over its corresponding subregion. An example of this knot selection is illustrated in a toy example in Figure 1 .
Note that because G is assumed constant over time here, we only need to do this partitioning and selection of knots once (not at each time point). We also assume that the elements in
The MRD algorithm
For index sets J 1 and J 2 , denote by Σ[J 1 , J 2 ] the submatrix of Σ obtained by selecting the J 1 rows and J 2 columns, and Σ[J 1 , : ] is the submatrix of the J 1 rows and all columns. Based on grid indices {I j 1 ,...,jm } and knot indices {K j 1 ,...,jm } selected as described in Section 3.4.1, the multi-resolution decomposition of a spatial covariance matrix Σ proceeds as follows: Algorithm 2: Multi-resolution decomposition of Σ For m = 0, 1, . . . , M and j 1 , . . . , j m = 1, . . . , J:
J}).
The resulting matrix B is of the same size as Σ but has a block-sparse structure, which is illustrated in Figure 2a . 4 Properties of the multi-resolution filter
Basis functions
The MRD is based on the multi-resolution approximation (MRA; Katzfuss, 2017) of a Gaussian process as a weighted sum of increasingly compactly supported basis functions at M resolutions. While the MRD adapts the MRA to an approximate decomposition of a covariance matrix evaluated at a spatial grid, Σ = BB , we can similarly interpret each column of B as a basis vector over the grid. In other words, the spatial field x ∼ N (0, Σ) is approximated as x ≈ Bη, where η ∼ N (0, I) is the vector of independent standard normal weights. By interpolating the values of the basis vectors between grid points, we can visualize the columns of B as basis functions, which is illustrated in Figure 3 .
The basis functions obtained in this way exhibit interesting properties. Their support is increasingly compact as the resolution increases, and basis functions at low resolution capture the large-scale structure. There are strong connections between the MRD and stochastic wavelets, with the major difference that the shape of the basis functions in the MRD adapts to the covariance structure in Σ. This adaptation is especially useful in the spatio-temporal context here, which requires approximation of the forecast covariance matrix Σ F t|t−1 that depends on the data at previous time points and is hence highly nonstationary. The compact support stems from the assumption of a block-sparse structure at each resolution in the MRD, which is equivalent to assuming that the remainder at each resolution is conditionally independent between subregions at that resolution, given the terms at lower resolutions. In general, this assumption is not satisfied and thus produces an approximation error. However, the MRD is exact in some special cases (see Section 4.2).
In Section S3 we show how the MRA can also be viewed as a multi-resolution autoregressive model, so that the MRF can be interpreted as a nested Kalman filter that filters across resolutions within each filtering step over time.
Approximation accuracy
The only difference between the MRF and the exact Kalman filter solution is the MRD approximation of the forecast covariance matrix at each time point; that is, instead of taking However, the MRD is only exact in certain special cases. One trivial example is given by M = 0 and r 0 = n G (see Section S1). Thus, the MRF converges to the exact Kalman filter as r 0 → n G , but computational feasibility for large n G relies on r 0 n G . Another instance of exactness is when Σ F t|t−1 is based on an exponential covariance function on a one-dimensional domain, D ⊂ R, and we place a total of r = J − 1 knots, one at each subregion boundary (Katzfuss and Gong, 2017, Prop. 6) . Figure 1 provides an example of such knot placement. Finally, approximation error can also be avoided when A t = c t I n G with c t ∈ R + and Q t = 0. In this case we can set B t|t−1 := √ c t B t−1|t−1 , rather than employing the MRD in the forecast step. In data assimilation, the assumption Q t = 0 is quite common, when model error is incorporated through multiplicative inflation of the forecast covariance matrix. While, aside from these special cases, the MRD and hence the MRF are approximate, the MRA, which is the technique underlying the MRD, can provide excellent accuracy, as has been shown, for example, by Katzfuss (2017) , Katzfuss and Gong (2017) and in a recent comparison of different methods for large spatial data (Heaton et al., 2017) . In applications where accuracy is crucial, one could successively increase the number of knots r m used at low resolutions until the inference "converges." We demonstrate the MRF's accuracy numerically in Section 6. In practice, we typically expect the approximation error to be negligible relative to the model error.
MRD as hierarchical low-rank decomposition
Hierarchical off-diagonal low-rank (HODLR) matrices are a popular tool in numerical analysis, and they have recently also been applied to Gaussian processes (e.g. Ambikasaran and Darve, 2013; Ambikasaran et al., 2016) . In HODLR matrices, the off-diagonal blocks are recursively specified or approximated as low-rank matrices. In this section, we show the connection between the HODLR format and the MRD when J = 2. Definition 1. (Ambikasaran et al., 2016) A matrix K ∈ R N ×N is termed a 1-level hierarchical off-diagonal low-rank (HODLR) matrix of rank p, if it can be written as as the first p singular vectors of the corresponding off-diagonal submatrix (Hogben, 2006, Item 5.6.13 ), but this is prohibitively expensive. Ambikasaran et al. (2016) discuss multiple ways of approximating this low-rank representation.
We now show that the outer product of an MRD factor is a HODLR matrix, specifically one in which the low-rank approximations are obtained as skeleton factorizations. The proof is given in Appendix A. It can easily be extended to r m varying by resolution. Thus, the MRF approximation of the prior covariance matrix, Σ t|t−1 = B t|t−1 B t|t−1 , is a HODLR matrix (Ambikasaran et al., 2016) . In contrast to previous approaches using HODLR matrices for spatio-temporal models (e.g. Li et al., 2014; Saibaba et al., 2015) , the block-sparse MRD matrices allow the MRF to handle non-diagonal evolution matrices A t and full-rank model-error matrices Q t .
Computational complexity
We now determine the memory and time complexity of the MRF algorithm under the assumption that n = O(n G ) = O(n t ) for all t = 1, 2, . . .. We also define N := m r m .
Sparsity and memory requirements
As can be seen in Algorithm 2, a multi-resolution factor is composed of block-diagonal submatrices by construction. The following proposition quantifies the number of its nonzero elements.
Proposition 2. For a covariance matrix Σ, each row of B = MRD(Σ) has N nonzero elements.
Thus, if r m = r for m = 0, . . . , M , then each row of B has exactly (M + 1)r nonzero elements. Figure 2a illustrates this case for M = 3, J = 3 and r = 2. The MRD results in a convenient structure of the inner product of the multi-resolution factor. The following statement describes the sparsity pattern of this inner product (see Figure 2b ), while Proposition 4 shows its usefulness in applications to filtering problems.
Proposition 3. Let B = MRD(Σ) for some covariance matrix Σ. Then B B is a block matrix with M + 1 row blocks and M + 1 column blocks. For k, l = 0, . . . , M with k ≥ l, the (M + 1 − k, M + 1 − l)-th block is of dimension |K k | × |K l | and is itself block-diagonal with blocks that are r l columns wide.
This sparsity pattern is illustrated in Figure 2b . The following technical assumption ensures that both H t and R t are block-diagonal with blocks corresponding to indices I j 1 ,...,j M within each of the finest subregions:
Finally, if i 1 , i 2 ∈ I j 1 ,...,j M and i 1 < i 2 , then for all i 3 with i 1 < i 3 < i 2 , we have i 3 ∈ I j 1 ,...,j M .
This assumption guarantees the key property of the MRF: The sparsity pattern of the multi-resolution factor is preserved in the update step; that is, B t|t ∈ S(B t−1|t−1 ), where S(G) denotes the set of matrices whose set of structural zeros is the same or a superset of the structural zeros in some matrix G. We also use G L to denote the lower triangle of G,
Proposition 4. Let B t|t−1 , B t|t , Λ t , L t be defined as in Algorithm 1. Under Assumption 1, we have:
3. B t|t ∈ S(B t|t−1 ).
We state one more proposition that proves useful in determining the computational complexity:
Proposition 5. If L t is the lower Cholesky factor of Λ t , then each column of L t has at most O(N ) nonzero elements. Figure 2c illustrates the structure of L.
The results above show that all matrices computed in the MRF Algorithm 1 are very sparse, with only O(nN ) nonzero entries. The update step preserves the sparsity, so that B t|t ∈ S(B t|t−1 ). Due to the Markov structure of order 1 implied by our state-space model, there is no need to store matrices from previous time points, and so the memory complexity of the entire MRF algorithm is O(nN ).
Computation time
For determining the time complexity of the MRF, we assume that the number of knots within each subregion is constant across resolutions (i.e. r m = r for m = 0, . . . , M ) and so N = (M + 1)r. While the efficacy of our method does not depend on this assumption, it greatly simplifies the complexity calculations and helps to develop an intuition regarding its computational benefits.
Proposition 6. Given a covariance matrix Σ, B = MRD(Σ) can be computed in O(nN 2 ) time using Algorithm 2.
We further assume that the evolution is local, in the sense that the nonzero elements in any given row of A t only correspond to grid points in a small number of regions at the finest resolution of the domain partitioning:
Assumption 2. Assume that the evolution matrix A t is sparse with at most O(r) nonzero elements per row, which must only correspond to a small, constant number of subregions,
For example, for local evolution in two-dimensional space, we have c ≤ 4.
Proposition 7. Under Assumptions 1 and 2, the MRF in Algorithm 1 requires O(nN 2 ) operations at each time step t.
In practice, N = (M +1)r is chosen by the user depending on the required approximation accuracy and the available computational resources. For fixed N , the time and memory complexity of Algorithm 1 are linear in n. If M increases as M = O(log n) for increasing n (e.g., Katzfuss, 2017) and r is held constant, the resulting complexity is quasilinear.
Distributed computation
For truly massive dimensions (i.e., n G = O(10 7 ) or more), memory limitations will typically require distributing the analysis across several computational nodes. The MRF is well suited for such a distributed environment, as information pertaining to different subregions of the domain can be stored and processed in separate nodes, with limited communication overhead required between nodes. We plan to leverage these properties of the MRF by designing an implementation of Algorithm 1 that can be deployed in a high-performance-computation environment. We include further details in Section S2.
Parameter inference
If there are random, time-varying parameters θ t in any of the matrices in (1)- (2), that are distinct from the Gaussian state x t , we can make inference on these parameters using an approximate Rao-Blackwellized particle filter (Doucet et al., 2000) , in which we use the MRF algorithm to approximately integrate out the high-dimensional state x t at each time point.
To derive the filter, note that we have
p(y t |y 1:t−1 , θ 1:t ) =:
where, after integrating out x t , we have y t |y 1:t−1 , θ 1:t ∼ N nt (H t µ t|t−1 , H t Σ t|t−1 H t + R t ) with Σ t|t−1 = B t|t−1 B t|t−1 . By applying a matrix determinant lemma (e.g., Harville, 1997, Thm. 18.1.1) to the determinant and the Sherman-Morrison-Woodbury formula to the quadratic form in the multivariate normal density, it is straightforward to show that the integrated filtering likelihood at time t can be written as
whereỹ t := B t|t H t R −1 t (y t − H t µ t|t−1 ), and we have omitted dependence on the parameters θ 1:t for the terms on the right-hand side.
Assuming that the priors for the θ t are given by p 0 (θ 0 ) for t = 0, and recursively by p t (θ t |θ t−1 ) for t = 1, 2, . . ., the particle MRF proceeds as follows: )). Then, for each t = 1, 2, . . ., do:
t from a proposal distribution q t (θ t |θ 
−1 ) , and µ
t|t−1 ). -Using the quantities just computed for θ (6), and update the particle weight w
• The filtering distribution is p(θ t , x t |y 1:
• If desired, resample the triplets {(θ
, respectively, to obtain an equally weighted sample (see, e.g., Douc et al., 2005 , for a comparison of resampling schemes).
Simulation study
We used simulated data to compare the performance of the MRF with several filtering methods: KF: The Kalman filter (see Section 2.2) provides the exact filtering distributions, but has O(n 3 ) time complexity at each time point.
MRF:
The multi-resolution filter proposed here in Section 3, with O(nN 2 ) time complexity, where N = M m=0 r m . EnKF: An ensemble Kalman filter with stochastic updates (e.g., Katzfuss et al., 2016, Sect. 3.1) . We set the ensemble size to N and use Kanter's function (Kanter, 1997) for tapering such that the resulting matrix has N nonzero entries per row. This results roughly in O(nN 2 ) time complexity (e.g., Tippett et al., 2003) .
LRF:
A low-rank-plus-diagonal filter that can be viewed as a spatio-temporal extension of the modified predictive process (Finley et al., 2009 ). This LRF is a special case of the MRF with M = 1 resolutions and N knots at resolution 0, where each grid point is in its own partition at resolution 1, resulting in a time complexity of O(nN 2 ).
MRA:
The MRA (Katzfuss, 2017 ) is a spatial-only method. It is essentially a special case of the MRF, for which the filtering distribution at each time t is obtained by assuming that only y t and no data at previous time points are available. It has the same O(nN 2 ) complexity as the MRF. While the KF provides the exact filtering distributions, it is only computationally feasible due to the small problem size chosen here. All other methods are scalable but approximate. For a fair comparison, we used the same N for the different approximate methods. Further, we acknowledge that the EnKF was designed for nonlinear evolution in operational data assimilation, and it is thus more widely applicable than the other methods. We used two criteria to compare the performance of the approximate filters: the KullbackLeibler (KL) divergence between the true and approximated filtering distribution of the state vector (i.e., the joint distribution for the entire spatial field), and the ratio of the root mean squared prediction error (RMSPE) achieved by each approximate method relative to the RMSPE of the KF. Lower is better for both criteria, with optimal values of 0 for the KL divergence and 1 for the RMSPE ratio. All quantities were averaged over 50 simulated datasets.
One-dimensional circular domain
In our first simulation scenario, we considered a diffusion-advection model on a one-dimensional domain consisting of a circle with a unit circumference. After discretizing both the spatial and the temporal dimensions using n G = 80 and T = 20 regularly spaced points, respectively, we obtained a linear model as in (1)- (2), where A t was a tri-diagonal matrix and
,...n G was based on a Matérn correlation function M ν,λ (·, ·) with smoothness ν and range λ. At each time point, we randomly selected n t observed locations, so that H t is a subset of the identity, and we set R t = σ 2 v I nt . A detailed description of the simulation, including examples of process realizations, is given in Section S4.1.
Because of the many possible choices of parameters, we first established baseline settings that we considered relevant for practical applications, and then examined the effects of changing them one by one. The resulting simulation scenarios are detailed in Table 1 . For the MRD, we set M = 3, J = 3, and r m = 2 for all m, and so we used N = (3 + 1)2 = 8 for EnKF, LRF, and MRA.
As shown in Figure 5 , the MRF performed best in all four scenarios, both in terms of the KL divergence and the RMSPE ratio.
Two-dimensional domain
We also considered a diffusion-advection model on a unit square, and we discretized it on a regular grid of size n G = 34 × 34 = 1156. As before, we used T = 20 evenly spaced time points. Writing the model in the linear form (1)-(2), A t was a sparse matrix with nonzero entries corresponding to interactions between neighboring grid points to the right, left, top and bottom. A detailed description of the simulation, including examples of process realizations, is given in Section S4.2.
Similar to the 1D case, we first considered baseline parameter settings and then we changed some of them, one at a time. The multi-resolution decomposition used M = 4 and, similar to Katzfuss (2017) we changed J m across resolutions m: (J 1 , . . . , J 4 ) = (2, 4, 4, 4). We also varied the numbers of knots r m used at each resolution: (r 0 , . . . , r 4 ) = (16, 8, 6, 6, 6) . Thus, to achieve a fair comparison, we used N = 42 for EnKF, LRF, and MRA. As shown in Figure 6 , MRF again performed best in all four scenarios. 
Sediment movements in Lake Michigan
We also considered filtering inference on sediment concentration in Lake Michigan over a period of one month, March 1998, based on satellite data. Such inference can be used by hydrologists to increase their understanding of sediment transport mechanisms and finetune existing domain-specific models. We closely followed an earlier study of this problem done by Stroud et al. (2010) in the context of spatio-temporal smoothing. Unless specified otherwise, we used the same model and parameter estimates. We briefly summarize the general framework below and indicate the few modifications we introduced. The lake area was divided into n G = 14,558 grid cells of size 2km × 2km each. We use x t to denote the sediment concentrations at the n G cells at time t. The time dimension was discretized into 409 intervals. The sediment transport model was assumed to be x t = A t x t−1 + ρ t + w t , where A t describes the temporal evolution based on a hydrological PDE model, ρ t is a vector with external inputs representing the influence of water velocity and MRF EnKF LRF MRA RASD 0.08 0.22 0.42 0.72 Table 3 : Root average squared difference (RASD) between approximate and exact filtering means for sediment concentration bottom sheer stress, and the model error w t is assumed to follow a N (0, Q t ) distribution with covariance matrix Q t = (σ 2 ω Ω t Ω t ) • T, where • denotes element-wise multiplication. All matrices Ω t have dimensions n G × 5 and reflect the spatial structure of the error in the original study, while T is taken to be a tapering matrix based on a Kanter covariance function with a tapering radius that leaves about 200 nonzero elements in each row.
The data comprise 10 satellite measurements of remote-sensing reflectance (RSR) at the frequency of 555 nm taken over the southern basin of Lake Michigan, modified in a way that accounts for the effects of the cloud cover. The observed value at each grid point was assumed to be the first-order Taylor expansion of h(c) = θ 0 + θ 1 log(1 + θ 2 (c + θ 3 )) taken around the initial mean of the sediment concentration at time t = 0. Using y t to denote the vector of observations at time t after removing a time-varying instrument bias and accounting for constant terms in the Taylor expansion, we assumed y t = H t x t + v t as in (1), where H t had only one nonzero element in each row, v t ∼ N (0, R t ), and R t was diagonal.
Because of the moderate size of the spatial grid, we were able to compute the exact Kalman filter solution. We set M = 5, J = 4, (r 0 , . . . , r 5 ) = (16, 8, 8, 8, 4, 4) for the MRF, which implied that N = m r m = 48 for the other approximation methods in Section 6. The tapering range used in EnKF was selected such that the tapering matrix had only 5 nonzero elements per row, which corresponds to the setting used by Stroud et al. (2010) . While this is inconsistent with the comparison principles outlined in Section 6, it made the EnKF perform better in this case.
As the true concentrations were unknown, we compared the approximate filtering means to the exact means obtained by the Kalman filter. The results, reported in Table 3 , show the MRF outperforming all other approximate methods. To visually verify these results, we also present satellite data and sediment concentration estimates for three selected time points in Figure 7 . A video with all time points can be found at http://spatial.stat.tamu.edu.
Conclusions and future work
We introduced the multi-resolution filter (MRF), a new filtering method for linear Gaussian spatio-temporal state-space models, which relies on a block-sparse multi-resolution matrix decomposition. The sparsity can be preserved under filtering through time, ensuring scalability of the MRF to very large spatial grids. In our comparisons, the MRF substantially outperformed existing methods that can be used to approximate the Kalman filter. We also successfully applied the MRF to inferring sediment concentration in Lake Michigan.
While we have focused on spatio-temporal data here, our methods are also applicable to general SSMs of the form (1)-(2) that do not correspond to physical space and time, as long as some distance between the elements of each state vector can be specified.
Potential future work includes extensions to smoothing inference, non-Gaussian data, and nonlinear evolution. We are also developing a user-friendly implementation of the MRF with sensible default settings for the number of knots and domain partitioning. Finally, in light of the unifying general Vecchia framework (Katzfuss and Guinness, 2017) for many existing approximation methods, it is of interest to examine which of them share the MRF's sparsity-preserving property.
A Proofs
We now provide proofs for the propositions stated throughout the article. We simplify notation by dropping time subscripts in Propositions 1-5. To avoid confusion, we denote B t|t−1 by B, and B t|t byB. In Section S7, we provide lemmas with proofs that are used in the proof of Proposition 4 here. Sections S5-S6 contain additional technical concepts used in the lemmas, including a review of basic ideas from graph theory, hierarchical-matrix theory, and some illustrative figures. Finally, throughout this appendix, if G is a square matrix, we use G L and G U to denote its lower and upper triangles, respectively. 
Next observe that for any k, the matrix B k is block-diagonal, which means that 
Note that B k and B l are block-diagonal with blocks of size |I j1,...,j k | × r k and |I j1,...j l | × r l , respectively. Assuming without loss of generality that k ≤ l, we have that Thus B l can be viewed as a block-diagonal matrix with blocks of height |I j1,...,j k |. We can also determine their width to be w j1,...,
l is the product of two block-diagonal matrices with matching block sizes. Therefore the product will be also block-diagonal with blocks of dimensions w j1,...,j k × r k .
Proof of Proposition 4.
1. Observe that under Assumption 1, R −1 and H are block-diagonal with blocks of matching dimensions. Since R −1 has square blocks, we conclude that H R −1 ∈ S(H ). Thus, ifR
The latter is a block-diagonal matrix with square blocks of size |I j1,...,j M |.
Next, we demonstrate that B R −1 B ∈ S(B B).
k is a block-diagonal matrix with blocks of size |I j1,...,j k | × r k , but R −1 has blocks of size |I j1,...,j M | × |I j1,...,j M |. However, recalling (7), blocks ofR −1 can also be viewed as having dimensions |I j1,...,j k | × r k . Because this implies that (
. Finally, we conclude that Λ ∈ S(B B), because Λ = I n G + B R −1 B and all diagonal elements of B B are nonzero.
2. According to Khare and Rajaratnam (2012, Thm. 1) , for any positive definite matrix S, the sparsity pattern in the Cholesky factor and its inverse are the same as that of the lower triangle of S, if (a) the pattern of zeros in S corresponds to a homogeneous graph, and (b) the order of the vertices of the graph implied by the order of the rows is a Hasse-tree-based elimination scheme. Lemmas S1 and S2 in Section S7 show that these two conditions are met for B B. These lemmas, together with Part
. This allows us to define blocksL m,k such that
where eachL m,k ∈ S((B m ) B k ) for m ≥ k and is zero when m < k. This means that for each m, k with m ≥ k, we can consider the sparsity of
Recall that B k is block-diagonal with blocks of size |I j1,...,j k | × r k . Similarly, B m has blocks that are |I j1,...,jm | × r m . However, since k ≤ m, using (7) we can also see B m as a block-diagonal matrix whose blocks have dimensions |I j1,...,j k | × r k (cf. proof of Proposition 3). This implies that
Finally, we observe that Proof of Proposition 6. Observe that it is enough to consider only the complexity of operations in (4) Proof of Proposition 7. The forecast step requires calculating µ t|t−1 = A t µ t−1|t−1 and B F t|t−1 = A t B t−1|t−1 , which can be obtained in O(nr) and O(nrN ) time, respectively, due to the sparsity structures of B t−1|t−1 (see Proposition 2) and A t (Assumption 2).
By Proposition 6, the MRD of a given covariance matrix Σ requires O(nN 2 ) operations. Here, Σ = Σ t|t−1 is not given, but each (i, j) element must be computed as This does not increase the complexity of the MRD, because the MRD requires only O(nN ) elements of Σ t|t−1 , each of which can be computed in O(N ) time due to the sparsity structure of B F t|t−1 . Thus, the entire forecast step can be performed in O(nN 2 ) time. In the update step, we must compute Λ, L −1 = Λ −1/2 , and B t|t = B t|t−1 (L −1 ) . Under Assumption 1, H and R are block-diagonal matrices with at most J M blocks of size O(r × r) each. Thus, calculating R := H R −1 H requires O(J M r 3 ) = O(nr 2 ) operations. The resulting matrix is block-diagonal with blocks of size O(r × r), conformable with the blocks of B t|t−1 . GivenR, the cost of calculating Λ is dominated by multiplying B t|t−1 byR. By Proposition 2, each row of B t|t−1 has N nonzero elements, so in view of the structure ofR determined above, it takes O(nN 2 ) operations to obtain the product B t|t−1R and, consequently, to calculate Λ. The complexity of computing a Cholesky factor is on the order of the sum of the squared number of nonzero elements per column (e.g., Toledo, 2007, Thm. 2.2) . Thus, computing L requires O(nN 2 ) time, because L has O(N ) elements in each of its n columns (Proposition 4). Computing L −1 can be accomplished by solving a triangular system of equations for each column of L −1 . Using Proposition 5, we conclude that each of these systems will have only O(N ) equations and thus can be solved in O(N 2 ) time (Kincaid and Cheney, 2002, Ch. 4 .2). As we need to compute n columns, the total effort required for obtaining L −1 is O(nN 2 ). Finally, recall that both B t|t−1 and L −1 have O(N ) elements in each row and that, by Proposition 4, their product, B t|t , has only O(nN ) nonzero elements. Because each of these elements can be computed in O(N ) time, the total computation cost of this step is O(nN 2 ). To summarize, all three matrices necessary in the update step can be obtained in O(nN 2 ) time. Thus, we showed that both steps of Algorithm 1 require O(nN 2 ) time, which completes the proof.
