Hensel's lifting modulo a prime q is a customary means of the solution of an integer or rational linear system of equations. In combination with some effective numerical algorithms this technique enables solution in nearly optimal time in the case of most popular structured inputs. Practically one can further benefit from choosing q = 2 v for a proper positive integer v and performing binary computations within the computer precision. If the input matrix becomes singular because of the reduction modulo q, then the approach fails. For larger integers q and random integer input matrices, however, such degeneration occurs rarely according to the analysis by Brent and McKay 1987. Based on distinct techniques we show that degeneration also occurs rarely for random integer matrices with all most popular structures such as the Toeplitz, Hankel, band and rank (quasiseparable) structures. Furthermore with random small-rank modifications of an input matrix we have good chances to overcome degeneration, safely solve the new linear system, and recover the solution of the original one. The results of our extensive tests support our formal analysis.
Introduction
The algorithm in [P02] , [PMRW04] , [PMRa] , and [PMRb] for solving linear systems of equations with integer coefficients employs Hensel's symbolic lifting modulo a prime and initializes it with some effective numerical techniques. Presently such symbolic-numerical combinations towards common goals are growing in popularity [SNC07], [SNC07a] , [TCS08] .
The algorithm solves Toeplitz, Hankel, banded, and other most popular structured nonsingular linear systems of n equations with integer coefficients in nearly optimal time under the Boolean (bit-operation) and word operation complexity models. More precisely, this is achieved wherever the coefficient matrix M as well as its precomputed inverse M −1 can be multiplied by vectors in early linear arithmetic time, and in this case the algorithm involves the order of n 2 log 2 n bit-operations provided all coefficients have absolute values bounded by n c for a constant c. This is within logarithmic factor from the information lower bound O(n 2 log n). The algorithm and nearly optimal cost bounds are extended to computing the rank, determinant, and a basis for the null space of structured matrices and to some fundamental computations with univariate polynomials. Further applications include theoretical and practical acceleration of Wiedemann and Coppersmith's block Wiedemann algorithms for the determinant and Smith's factors of a general or sparse integer matrix [P04] , [PMRa] .
Practically one can further benefit from initializing Hensel's lifting modulo q = 2 v for a positive integer v chosen within the computer precision and performing binary computations. If the input matrix becomes singular because of the reduction modulo q, then the approach fails, but how frequently such a problem occurs? Not very frequently on the average integer input matrix for larger integers q, according to the estimates in [BMK87] .
These estimates do not apply to sparse and/or structured matrices, however, and in this area the known results are sparse. Namely, it was proved in [D60] (and later also in [KL96] ) that a random integer Toeplitz/Hankel matrix is singular modulo a prime q with the probability q. A respective estimate modulo any q > 1 appeared in [PMRW04] . In [BKY07] D. Bleichenbacher, A. Kiayias, and M. Yung 2007 deduced similar estimates modulo a prime q for (generalized) Vandermonde matrices. This was needed for decoding Reed-Solomon codes.
We extend the above short list of the known results to the large class of all most popular structured matrices and any integer q > 1. Like [BKY07] and [PMRW04] we rely on the celebrated lemma by Demillo-Lipton 1978 [DL78] (also by Zippel 1979 [Z79] and Schwartz 1980 [S80] ). Our resulting estimates show that the degeneration modulo a fixed larger integer q is rare on the average integer structured matrix.
We also propose small-rank random modification of the input matrix if it degenerates and show that this is likely to resolve the problem. And with a high probability we can avoid such degeneration for any fixed nonsingular integer matrix if we choose a reasonably large random prime or its power as the modulus q (see Appendix A).
The results of our extensive numerical tests are in reasonably good agreement with our theoretical study and show that the solution modulo a reasonably large power of two is quite safe for an average general or structured integer linear system of equations and that small-rank random modifications of an input matrix is an effective means of countering the rare cases of degeneracy.
We organize our presentation as follows. We devote the next section to some basic definitions and Section 3 to estimating how frequently general and structured integer matrices are nonsingular on the average. In Section 4 we transform an integer matrix to counter its singularity modulo a fixed integer. In Section 5 we present the results of our numerical tests. In Appendix A we estimate how frequently a fixed nonsingular integer matrix becomes singular modulo the power of a random prime. In Appendix B we briefly recall some effective algorithms for integer structured matrices that require nondegeneration modulo q > 1. Section 5 is due to the second author. Otherwise the paper is due to the first author. Part of our work was covered earlier in the proceedings paper [P02] and technical teports [P02a] , [W02] , and [PMRW04] .
Basic definitions
Definition 2.1. We write Z for the ring of integers and Z q for the ring of integers modulo an integer q. We write a = z mod q, for three integers q > 1, a, and z, to denote a unique integer a such that q divides z − a and 0 ≤ a < q.
A prime p has an order h in an integer
We have s 1 , . . . , s n ∈ Z and
(see Newman 1972 [N72] ). Next we recall most popular classes of structured matrices with displacement structure [P01] and then, in Definition 2.8, the classes of banded and rank structured (quasi-separable) matrices. 
Definition 2.4. T = (t
is the unit Hankel (reflection) matrix where
Definition 2.5. T is a Toeplitz-like (resp. Hankel-like) matrix with the displacement rank of at most r if it can be represented as 
We recall the following properties. 
Fact 2.2. The determinant of a Cauchy matrix
In the above definitions n×n structured matrices are expressed bilinearly via the entries of the n × r generator matrices G = (g i )
where r is assumed to be much smaller than n, r ≤ 2 for Toeplitz and Hankel matrices and equals one for Vandermonde and Cauchy matrices. Similar properties hold for the structured matrices below. Fast computations with all these structured matrices largely rely on such representations. Banded matrices are a special case of the next matrix classes. 
. Then nonsingular matrices make up the fraction
Brent and McKay also supply similar estimates for any integer q > 1 and specify them for n → ∞ and q = 1, . . ., 16. Our Table 5 .4 in Section 5 shows the results of our tests for nonsingularity of random integer matrices in Z q , for n = 5, 10, 50, 100, q = 2 g , and g = 0, 1, . . ., 20. They are in reasonable agreement with the analytic estimates in [BMK87] .
Such a study is much less developed for structured integer matrices. Best known is the following result. and extend this count to the number of pairs of coprime polynomials u(x) and v(x) over Z p to obtain the corollary.
The proof technique above has been extended in [PMRW04] to yield the following result. 
Unified treatment of structured integer matrices
The estimates for the probabilty of nonsingularity of a (generalized) Vandermonde matrix in Z q for a prime q are implicit in [BKY07] . (These estimates are similar to the bounds in Theorem 3.3.) Besides this work and Theorem 3.3, we know of no other extensions of Theorem 3.2 to the cases of other structured matrices or rings Z q for nonprime integers q, but we readily obtain a very general extension of this kind based on the following fundamental result, used in both [BKY07] and [PMRW04] .
Theorem 3.4. [DL78] (also cf. [Z79], [S80]). Suppose a multivariate polynomial of degree d does not vanish identically. Let the values of its variables be randomly sampled from a fixed set S. Then the polynomial vanishes with a probability of at most
d |S| .
Corollary 3.2. Assume integers k > 0 and q > 1 and matrices
where a i,j are polynomials over Z q in some variables t 1 , . . . , t k having total de- 
Proof. Clearly, det A is a polynomial in the variables t 1 , . . ., t k having degree of at most d. By assumption it does not vanish identically. It remains to invoke Theorem 3.4.
Based on this corollary, we can estimate from above the fraction of singular matrices among all matrices of a given class. A singular matrix has vanishing determinant, which is a polynomial in the matrix entries or in other parameters defining the matrix. Our estimates apply to the classes of sparse and structured matrices that have nonsingular representatives. Many matrix classes (including Toeplitz, Toeplitz-like, banded and rank structured matrices) contain the identity matrix I which never degenerates in Z q . The class of sparse matrices with nongenerating fills contains permutation matrices P whose determinants equal one or −1. Likewise, the unit Hankel matrix J is a permutation matrix with | det J| = 1. Thus we can apply the corollary to all respective classes of matrices. Finally, we can apply it to the classes of Vandermonde-like and Cauchy-like matrices where their basic Vandermonde and Cauchy matrices, respectively, are nonsingular modulo q (cf. Definitions 2.6 and 2.7 and Facts 2.1 and 2.2).
Let us estimate the degrees d in these cases. For Toeplitz and Hankel matrices as well as banded and other sparse matrices with a nondegenerating fill we have d i,j ≤ 1 for all i and j and therefore d = n. Likewise, we can apply the corollary to the classes of Toeplitz-like and Hankel-like matrices as well as Vandermonde-like and Cauchy-like matrices whose basic (Vandermonde and Cauchy) matrices V (t) and C(s, t), respectively, are fixed and are nonsingular modulo q (cf. Definitions 2.6 and 2.7). In these cases we have d i,j = 2 for all i and j and therefore d = 2n. The same bound holds for (l, u) rank structured matrices having (l, u) bilinear generators. For general (l, u) rank structured matrices we have (l, u) trilinear generators, and therefore d i,j = 3 for all i and j and d = 3n. Summarizing we deduce the following result. C(s, t) , respectively, and having representatives that are nonsingular modulo q. The fraction increases to 3n/q for the class of all (l, u) rank structured matrices.
Next let us examine the class of Vandermonde matrices
defined by n parameters t 1 , . . . , t n and the respective class of Vandermonde--like matrices. In these cases we have d j = j − 1, d = (n − 1)n/2 for the class of Vandermonde matrices and d j = j, d = (n + 1)n/2 for the matrices with Vandermonde-like structure. By applying Corollary 3.2, we obtain the following estimates. In virtue of Fact 2.1 this representative is nonsingular in Z n×n wherever q is a prime exceeding n − 1 or a product of such primes.
Based on Fact 2.1 one can prove that det V (t) Proof. Due to Fact 2.1, we just need to estimate the highest power of two that divides i<j (t i − t j ). Let there be exactly x even and exactly n − x odd values among t 1 , . . ., t n . Then there are exactly (x − 1)x/2 + (n − x − 1)(n − x)/2 = x 2 − nx + (n 2 − n)/2 even numbers among the differences t i − t j for all pairs i and j > i. The lower bound (n − 2)n/4 is attained if x = n/2. We similarly estimate that at least (n/2 i − 2)n/4 of these differences are divided by 2 i+1 for i = 1, 2, . . ., k − 2, and the lower bounds are attained for
Clearly Fact 3.2 does not extend to the matrices with Vandermonde-like structure with a displacement rank of at most r > 1, and this class does not seem to be too short of nonsingular representatives for all triples of n, r, and q.
We can further apply Corollary 3.2 to block matrices if they have the same block structure (of Toeplitz, Hankel, or Vandermonde types) or if they are block banded. Our estimates for the degree d in terms of the matrix dimension n would stay the same as in the case of scalars replacing blocks.
The case of structured rational matrices
To cover the important classes of Vandermonde-like, Cauchy and Cauchy-like matrices, where the coordinates of the basic vectors s and/or t are parameters, we extend Corollary 3.2 to matrices A = (a i,j ) i,j with rational entries and d = (n + 1)n, respectively, and so the matrices that do not degenerate in Z q make up the fractions of at least (1−(n+1)n 3 /q)(1−n 2 /q) > 1−(n 2 +n+1)n 2 /q, (1 − (n − 1)n/q)(1 − n 2 /q) > 1 − (2n − 1)n/q, and (1 − (n + 1)n/q)(1 − n 2 /q) > 1 − (2n + 1)n/q, respectively, as long as there are representatives of these classes that do not degenerate in Z q .
For the three cited classes of Vandermonde-like, Cauchy and Cauchy-like matrices we choose representatives where s i = i − 1 and/or t j = n − 1 + j for i, j = 1, . . . , n and observe that they do not degenerate in Z q (due to Facts 2.1 and 2.2) if q is a prime exceeding 2n − 1 (for Vandermonde-like matrices, it is sufficient if a prime q exceeds n − 1) as well as if q is the product of such primes.
Cauchy matrices (and to a lesser extent also Vandermonde-like and Cauchylike matrices) more frequently degenerate in Z q where q is a smaller power of a smaller prime or the product of smaller number of such powers. For a simplified demonstration, consider Cauchy matrices C(s, t) = (
for q = 2. Then no difference s i − t j is allowed to be even. Therefore, all integers s i must be even, whereas all integers t j must be odd or vice versa. Then similarly to Fact 3.1, we deduce that the numerator b = i<j (s i − s j )(t i − t j ) of the determinant of the Cauchy matrix is divided by 2 (2n−1−k)n for k = log 2 n , and so such a matrix degenerates.
Further comments
By applying Theorem 3.4 to the class of n × n structured matrices of Section 2, we yield the upper bound d/q on the probability of degeneration where d ranges from n for banded, Toeplitz and Hankel matrices to (n+1)n/2 for Vandermondelike matrices, provided the basic vectors s and/or t for Vandermonde-like and Cauchy-like matrices are fixed and there are nonsingular matrices in these classes in Z n×n q . Therefore, the chances for the degeneration in the transition to the rings Z q for larger integers q are quite remote on the average matrix in such classes. This is also confirmed by the results of our extensive experimental tests for nonsingularity of random Toeplitz, banded, and general integer matrices in Z n×n p w for p = 2, w ≤ 20, and n ≤ 100 (see Section 5). For a prime q our upper bound on the probability of degeneration of Toeplitz and Hankel matrices is off by the factor n from Daykin's sharp bound in [D60] , which is rather negligible for larger integers q, however. Our upper bounds on the probability of degeneration of structured matrices slightly exceed the sharp bounds in [BMK87] , but comparison with Theorem 3.2 and the results of our tests show that degeneration is actually a little more likely for general than Toeplitz matrices.
Can we avoid matrix singularity modulo a fixed integer?
Suppose we have a subroutine that effectively inverts a nonsingular integer matrix modulo a fixed integer q > 1 (e.g., reasonably a large integer but still fitting the computer precision). Specifically, assume a fixed pair of a prime p (e.g., let p = 2) and an integer v defining the power q = p v , let a matrix M be nonsingular modulo p, and let the selected subroutine first compute M −1 mod p by applying Gaussian or block Gaussian elimination or its specialization for structured matrices, by Morf 1974 and 1980 [M74] [PMRa] , and Appendix B). Now suppose that for such a fixed integer q we wish to apply the latter approach to invert a nonsingular integer matrix M , which becomes singular modulo q. Surely, we cannot succeed if we just apply our subroutine directly to this matrix, but we can perform modulo q the first recursive steps until we stop due to singularity. For a large class of input matrices, at this moment the remaining computations essentially amount to the simpler task of inverting some matrices of substantially smaller sizes.
Next let us describe an alternative recipe for yielding the same effect. (We can combine both recipes to enhance their power and to back up one another.) In our second recipe we rely on randomized additive preconditioning of the input matrix, that is, instead of the matrix M we can try to invert its small-rank modifications
Here we assume that U i in Z 
The formula holds provided the matrices M i and M are nonsingular for the pair of n × i matrices U i and V T i , and in this case we have
so that S i is an i × i nonsingular matrix. Let us elaborate upon this idea assuming that a subroutine for inverting a nonsingular matrix modulo q is available. Fix two positive integers i + and j + (for simplicity the reader may first assume that j + = 1 and drop the subscripts j below, but we have j + = 15 in Theorem 4.1). Recursively apply the subroutine to the matrices M i,j = M − U i,j V i,j for random matrices U i,j and V i,j for i = 1, j = 1, . . . , j + ; i = 2, j = 1, . . ., j + ; . . . , and so on. As soon as you yield the inverse modulo q of the matrix M i = M i,j for some i ≤ i + , j ≤ j + , recover the inverse M −1 i and then compute the inverse M −1 based on (4.1) and the SMW formula. If you have reached the bounds i = i + and j = j + without ever yielding the inverse, output FAILURE and stop. We refer to these computations as Algorithm 4.1, which we can extend to the solution of a linear system M x = b by applying the SMW formula.
For random matrices M in Z n×n , the algorithm is likely to succeed already for reasonably small integers i + and j + due to the two following theorems in [EGV00] , which relate this likelihood to the choice of the bounds i + and j + . Below we write "gcd" for "the greatest common divisor". 
λ j−1 . Due to Theorems 4.1 and 4.2 (and also according to the well known statistics), with a high probability we have
for a random n × n integer matrix M , the matrices M i,j defined above, some i ≤ i + , and reasonably small integers i + and j + . In fact we just need a weaker property that the above gcd is likely to be coprime with a fixed prime p, and this property has been statistically observed in our experiments with random integer general, Toeplitz, and banded matrices for p = 2, q = 2 v (see the next section). 
Experimental computations: how frequently
are random integer matrices nonsingular modulo a power of two?
In our tests we have randomly generated an n×n Toeplitz matrix M = (t i−j ) i,j . Its entries t 1−n , . . . , t n−1 have been chosen independently of each other under the uniform random distribution on Z q for q = 2 w and for a positive integer w. The first column in each of Tables 5.1-5.3 shows how frequently in our tests a random n × n integer Toeplitz matrix M was nonsingular in Z q .
Whenever the test showed singularity, we repeated the test recursively (up to at most four times), each time adding the outer product of two random vectors to the input matrix. The (1+i)th column of each table, for i = 0, 1, 2, 3, 4, shows for how many out of 100,000 samples the results were positive for the
w . These data should motivate using Algorithm 4.1 for smaller i + and j + . They should be compared with similar statistics for general, tridiagonal, and fivediagonal matrices. Table 5 .4 shows such statistics, although without small rank perturbations. According to our tests in the case where q = 2 w , the degeneration is more likely for five-diagonal than general matrices, and is even more likely for tridiagonal matrices, but even for the latter matrices it is quite rare for larger w. We have also observed for tridiagonal matrices that the degeneration is substantially less likely where we shift from q = 2 w to q = 5 w . 99998 100000 100000 100000 12 99948 100000 100000 100000 100000 Table 5 .4: Number of times a random n × n general matrix M is nonsingular in the ring Z q out of 100, 000 samples for q = 2 w w n = 5 n = 10 n = 50 n = 100 99,999 99,999 w = 19 99,999 100,000 100,000 100,000 w = 20 99,999 100,000 100,000 100,000 Table 5 .8: Number of times a random n × n five-diagonal matrix M is nonsin
Analysis of the results of the experiments
For fixed q and n, we assume that M is singular over Z q with a probability p. Next we estimate p. Let x be a random variable such that
Let x 1 , . . . , x m be the observed values of x. By the Central Limit Theorem,
where N (0, 1) is the standard normal probability distribution. Therefore, a confidence interval of probability 1 − α for p is Proof. Suppose that in the above range there are exactly l distinct primes whose vth powers divide h. Then the product of these powers also divides h, and therefore we have h ≥ ( 
B Hensel's lifting modulo a prime and prime power
Hensel's lifting [MC79] , [D82] is one of the most effective techniques for the exact solution of linear systems M x = b of equations with integral or rational input values. It begins with computing the inverse M −1 modulo a random prime p, e.g., from the range (y, y/20) for y = O(n ln |M |) in Theorem A.1. Such a choice of a prime p ensures that a nonsingular integer matrix M is likely to remain nonsingular modulo p. The computation of (a short generartor for) the inverse M −1 modulo p (with the precision log 2 p ) is inexpensive for a prime p in the above range.
Then in h lifting steps the solution modulo p h is computed. Every lifting step amounts essentially to multiplication of the matrices M and M −1 by two vectors with the precision in O(log(p + |M | + |b|) ).
Finally, the exact rational solution is readily reconstructed provided h is large enough (of the order of O(n log(n|M | + |b|))).
It is practicallly attractive to perform lifting in binary, that is, modulo powers of two. The respective modification of lifting was worked out in [P02] (cf. also [PMRW04] ) and enabled its substantial acceleration, according to the extensive tests by the authors of the papers [PMRa] , [PMRb] To keep the cost of the initialization stage reasonably low, we should not use too high a precision log 2 (qs) . To yield matrix Q that satisfies equation (B.1), however, we should not allow qs to divide s n (M ), Smith's largest factor of an input matrix M . We can exclude this problem by choosing qs exceeding (n|M |) n/2 ≥ | det M | ≥ s n (M ) (cf. Definition 2.3 and equation (2.1)), but according to the analysis and experiments in this paper much smaller integers qs are sufficient for the average integer matrix with the structures of Toeplitz--like, Hankel-like, band and other types that we studied, that is on the avearage one can satisfy equation (B.1) even for qs = 2 k and k of the order of log 2 n. This precision level is low enough to enable the solution with binary Hensel's lifting at a nearly optimal Boolean cost.
