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The traveling wave tube (TWT) is a vacuum electronic device that provides wide 
bandwidth and high gain amplification of radio-frequency signals for applications in radar, 
electronic warfare, and satellite communications. The TWT operates by transferring the kinetic 
energy of an electron beam to the input signal via synchronous interaction with a periodic circuit 
structure. In this thesis, we theoretically analyze various realistic effects that are of contemporary 
interest. 
  The classical theory describing TWTs was developed by J. R. Pierce some 70 years ago. 
A recent exact theory on a tape-helix TWT concluded that Pierce’s theory omitted the potentially 
important detuning effect on the circuit mode at high beam currents. However, this exact theory 
excluded ohmic losses in the circuit, which are always present in a realistic TWT. This thesis 
included circuit loss in the exact theory. We find that the exact and Pierce’s classical theories 
agree well only in a restricted frequency range. The discrepancies are due to the effect of higher 
order circuit modes and their space harmonics, included in the exact theory but neglected in 
Pierce’s classical theory. 
 Backward wave oscillations (BWOs) pose a threat to the stable operation of TWTs. They 
are caused by the interaction of the electron beam with the backward propagating wave on the 
circuit. The threshold condition for BWO excitation was formulated by H. R. Johnson. This 
thesis extends Johnson’s theory to include the effects of random manufacturing errors on the 
circuit, motivated by recent attempts to operate TWT in the terahertz regime. At such high 
frequencies, the circuit size is substantially reduced, making manufacturing errors proportionally 
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much more significant. We showed that, surprisingly, Johnson’s threshold beam current required 
for BWO excitation is insensitive to the effect of random manufacturing errors whose presence 
could alter the delicate synchronous interaction between the electron beam and the circuit’s 
backward wave. An interpretation of this unexpected result is given. We found, however, that the 
threshold conditions for BWO excitation depend sensitively on the phase and magnitude of the 
reflection coefficients at the ends of the TWT. 
 Lastly, we consider thermionic cathodes used in TWTs. To preserve cathode life, and 
therefore the life of the TWT and the satellite carrying it, it is imperative to operate the cathode 
at the lowest possible temperature that provides sufficiently high current. Thus, thermionic 
cathodes are typically operated near the transition between thermionic emission and space-
charge-limited emission. In the plot of anode current vs cathode temperature (Miram curve), this 
transition is smooth and broad in experiments, a feature no physical theory can replicate to date. 
A sharp and abrupt transition is highly desirable, usually simulated but difficult to achieve in 
practice. This thesis made an attempt to solve this outstanding puzzle. An analytic theory is 
formulated to show how non-uniform emission arising from 2-dimensional work function 
variations on the cathode surface can affect the shape and location of this transition. Also 
addressed are various factors which could affect the Miram curve, such as strongly-emitting local 
spots, various non-emitting regions, and the emission feature size. We show that the anode 
current is still governed by the 1-dimensional Child-Langmuir law, as if the entire cathode was 
emitting despite the existence of significant non-emitting areas. The analytical theory is in 
excellent agreement with particle-in-cell simulation. 
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Chapter 1 Introduction 
 
Vacuum electronic microwave sources are a class of device employed in a wide range of 
applications including satellite communications, radar, plasma heating, charged particle 
accelerators, and various defense applications [1], [2]. These devices generally operate by 
transferring the kinetic energy of an electron beam into electromagnetic radiation, typically via 
interaction with a periodic electromagnetic structure. Although the science of vacuum electronics 
may be considered mature, having originated in the early 20th century, the field remains an active 
area for scientific research due to its evolving needs. These include enhanced performance in 
communication satellites which face increasing demands but crowded orbital space, and high 
power microwave sources for various defense and homeland security applications. 
Contemporary research includes further increasing the power and frequency of these devices to 
the gigawatt and terahertz regimes, as well as reducing costs and optimizing performance [1]–
[4]. One widely used microwave device is the traveling wave tube (TWT), which provides high 
efficiency, wide bandwidth, low noise, and high gain amplification of radiofrequency (RF) 
signals in a compact and robust package [4]. As such, they are the final amplifiers of choice for 
radar, electronic warfare, or satellite communication systems. In this thesis, we will explore 
several issues in modern TWTs by incorporating realistic effects such as random manufacturing 
errors and cathode non-uniformities into theoretical models and assessing how they impact the 
operation and design of TWTs. 
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1.1 Traveling wave tubes 
The traveling wave tube is a linear beam device that amplifies an input radiofrequency 
signal by extracting the kinetic energy from a DC electron beam. The input signal is fed into one 
end of the tube and is propagated down a periodic structure (for example, a helix) with the 
electron beam. As the signal and beam travel down the tube, a mutual interaction between the 
two continuously transfers the beam’s kinetic energy to the signal, resulting in an amplified 
output signal that is extracted at the downstream end of the tube. 
The history of the invention of the traveling-wave tube is somewhat controversial. 
Although the possibility of such a traveling wave interaction between a beam and a signal was 
recognized as early as 1933 by Haeff [3], [5], [6], it was not until the 1940s that Nils Lindenblad 
in the US [7] and later, Rudolf Kompfner in the UK [8] independently designed vacuum tubes 
with an electron beam propagating down the axis of a helix that could amplify an RF signal. At 
the time, the most powerful microwave amplifier was the klystron [3]. However, the klystron 
only allowed the amplification mechanism to occur in discrete regions near the klystron cavities, 
limiting the coupling between the beam and wave as well as the device’s bandwidth. Kompfner, 
recognizing this, sought to replace this discrete interaction with a continuous interaction using a 
traveling wave, as he later [9] described in an account of the TWT’s invention, with which he 
was widely credited. However, a recent article [10] claims that Haeff sold his patent, along with 
a working prototype, to RCA in 1934, six years before Lindenblad, also working at RCA, filed 
for a patent on an improved TWT. This was also well before Kompfner invented and tested his 
TWT, in 1943. Regardless, the powerful implications of the device were recognized, promoted, 
and described theoretically using a small signal analysis [11] by J. R. Pierce at Bell Labs, who 
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later became known as the “father of the communication satellite”. He soon published a book 
[12] that became the standard reference for the theory of traveling wave tubes [3], [13] as well as 
laying the foundations for the theory of other contemporary radiation sources, such as free 
electron lasers [1], [2], [14]–[19], Smith-Purcell radiators [15], [20], and gyrotron amplifers [2], 
[21]–[24]. Before we describe this mathematical theory in the following section, we will take a 
moment to describe the operating mechanism of the TWT in an intuitive, physical manner. 
A schematic of a modern TWT is given in Figure 1.1 [25]. Although the device is 
complex, with many components, we may divide it into three stages: (i) generation of the 
electron beam, (ii) beam-circuit interaction region, and (iii) collection of the spent electron beam. 
In this thesis, we will only consider the physics in stages (i) and (ii).  
1.1.1 The electron beam 
In a TWT, the electron beam is generated by either boiling them off a hot thermionic 
cathode (thermionic emission) or by pulling them out of the cathode using strong electric fields 
(field emission); the former method is used in virtually all commercial TWTs [3]. The 
thermionic cathode is heated to some temperature 𝑇 and readily emits electrons according to the 
Richardson-Dushman Law [26], [27]: 








where 𝐽𝑅𝐷 is the emitted electron current density, 𝐴0 =1.201732 ×10
6 A/(m⋅K)2 is the 
Richardson coefficient, 𝑘𝑏 is the Boltzmann constant, and 𝜙 is the work function, which 
describes the energy required to liberate an electron from the metal cathode surface.  
The emitted electrons are then accelerated and transported into the next stage of the TWT 
by a voltage 𝑉𝑎 applied between the anode and cathode, which determines the kinetic energy of 







where 𝑒 is the electron charge and 𝑚𝑒 is the electron mass. We further assume that the beam is 
monoenergetic, with no temperature effects, and that its motion is 1 dimensional, i.e. that there is 
an infinite axial magnetic field that confines the beam. 
The anode-cathode (A-K) voltage 𝑉𝑎 also sets the maximum current that may be extracted 
from the A-K gap. Consider the 1D planar diode in Figure 1.2 where the cathode is grounded and 
the potential at the anode is given by 𝑉𝑎. The potential distribution 𝜙(𝑧) within the gap is 
governed by Poisson’s equation 
Figure 1.2: Potential profiles in a 1D diode with gap spacing D and gap voltage Va for 
various values of injected current density J. The solid line denotes the steady state space-









where 𝜌 is the charge density and 𝜖0 is the permittivity of free space. If no electrons are emitted 
into the gap ( 𝐽 = 0, where 𝐽 is the current density), then 𝜌 = 0 and the potential distribution is 
simply given by the vacuum solution 𝜙(𝑧) =
𝑉𝑎
𝐷
𝑧 (dotted green curve, Figure 1.2). As the current 
density is increased (𝐽 > 0), the space charge of the emitted electrons depresses the potential 
distribution (dotted orange curve, Figure 1.2). However, if the current is increased further to 
some critical value 𝐽𝐶𝐿, (solid blue curve, Figure 1.2). the density of the electrons near the 
cathode surface becomes so large that it depresses the potential such that the electric field is 
equal to zero at the cathode surface; this potential depression would reflect electrons back to the 
cathode with any further increase in the emission current beyond 𝐽𝐶𝐿. Assuming zero electron 
emission velocity, this maximum current density 𝐽𝐶𝐿 may be calculated by solving Eq. 1.3 












Under these assumptions, no steady state solution exists when the injection current density 𝐽 >
𝐽𝐶𝐿. This is the reason why 𝐽𝐶𝐿 is also known as the space-charge-limited current density. 
However, if electrons are allowed to be emitted with non-zero velocity, Poisson’s equation does 
permit solutions where the potential is depressed below zero at some location into the gap (red 
dotted curve, Figure 1.2), allowing the steady state solution for injection current density 𝐽 to 
exceed 𝐽𝐶𝐿 [30]. In this case, only the emitted electrons with a sufficiently high initial velocity 
can overcome the potential barrier to reach the anode, and the anode current density is still well 
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represented by Eq. (1.4) [3], [29], [31]. It is very important to note that 𝐽𝐶𝐿 is independent of 
cathode material, cathode temperature, and emission mechanism; it is a constraint imposed by 
the Poisson equation [30]. Thus, in a thermionic cathode operating at a fixed anode voltage 𝑉𝑎 at 
a low temperature, the current reaching the anode is governed by the Richardson-Dushman law, 
Eq. (1.1), and the diode is said to operate in the temperature limited regime, because the anode 
current is limited by the operating temperature of the cathode. As the temperature of the cathode 
becomes very high, the anode current is limited by the Child-Langmuir law, Eq. (1.4), and the 
diode is said to operate in the space-charge-limited regime, because the anode current is limited 
by the constraint imposed on the space charge allowed in the diode, as described by the Poisson 
equation, or from a capacitance consideration [32]. The transition between these two regimes, as 
the cathode temperature increases, has great practical importance and will be studied in detail in 
in Chapter 4 of this thesis. 
In general, the maximum steady state current allowed in a diode is a function of geometry 
and voltage. Of course, a real electron gun may not have a 1D planar diode geometry; the 
geometric effects are characterized by the gun perveance 𝑃, and the space-charge-limited current 
𝐼𝑆𝐶𝐿 is written as [3], [13] 
 𝐼𝑆𝐶𝐿 = 𝑃𝑉𝑏
3
2 = 𝐽𝑆𝐶𝐿𝑆 
(1.5) 
where 𝑆 is the beam cross-sectional area and 𝐽𝑆𝐶𝐿 is the corresponding space-charge-limited 
current density. Equation (1.5) thus acts as an analogue to Ohm’s Law for diodes.  
Since the temperature of the cathode may fluctuate, the electron current will also vary 
considerably if the cathode is operated in the temperature-limited regime, i.e. according to Eq. 
(1.1) when 𝐽 < 𝐽𝑆𝐶𝐿. It is therefore desirable to operate TWTs in the space-charge-limited regime 
to maintain a consistent electron current, where that electron current will also be the maximum 
 7 
allowed. In fact, for reasons we will outline in Chapter 4, to preserve the working life of the 
cathode, TWTs are typically operated near the transition from temperature-limited to space-
charge-limited emission, i.e., at the lowest cathode temperature with maximum anode current. 
Given some current density 𝐽 for a given electron gun configuration, we may also 
calculate the steady state electron number density 𝑛0 =
𝐽
𝑒𝑣0
 in the drift region past the gun where 
the beam velocity becomes a constant. If there are no perturbations, the beam would continue 
down the tube with velocity 𝑣0 and density 𝑛0. However, a signal of frequency 𝜔 injected at the 
start of the beam-circuit interaction region (see Figure 1.1) would induce density perturbations 
on the beam with a characteristic propagation constant  
 𝛽𝑒 = 𝜔/𝑣0 (1.6) 
This simple relation 𝜔 = 𝛽𝑣0 is known as the beam mode, where 𝛽 is the wavenumber (usually 
designated as 𝑘 in the plasma physics literature [33]). 
1.1.2 The circuit wave 
In a vacuum, electromagnetic signals travel at the speed of light 𝑐 in free space in the 
form of transverse electric and magnetic (TEM) waves. However, for this signal to interact 
appreciably with the electron beam, which has a drift velocity 𝑣0 (𝑣0 < 𝑐), they must both travel 
with similar velocities such that 𝑣𝑝 ≈ 𝑣0, where 𝑣𝑝 is the phase velocity component of the wave 
that co-propagates with the beam. The situation is analogous to that of a surfer and an ocean 
wave, as recognized by Haeff before he proposed the mechanism for a TWT [10]. If the surfer is 
stationary, any waves moving past them will only serve to bob them up or down. However, if the 
surfer paddles in the same direction as the wave to gain some velocity, the wave will then propel 
the surfer forward, properly making use of the wave’s energy. Of course, in a TWT, we wish to 
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use the particle’s (the surfer’s) energy to make the wave stronger, but this principle of velocity 
synchronism still applies.   
However, this raises the question: Since electrons cannot travel at the speed of light, how 
could they match the wave’s velocity? The answer is to slow down the phase velocity of the 
wave in the direction of beam propagation through the use of a slow-wave structure (SWS). An 
ideal SWS would maintain the synchronism condition over a wide range of frequencies, allowing 
for broadband amplification, i.e. it must be non-dispersive. For this purpose, a helical SWS is 
unmatched. We may explain the reason in qualitative terms using Figure 1.3. 
First, consider a metallic wire held above a conducting ground plane in Figure 1.3a. From 
electromagnetic image theory, we may replace the ground plane with an oppositely charged wire 
(within the ground plane) forming a common two-wire transmission line, which propagates a 
transverse electromagnetic (TEM) mode at the speed of light with zero dispersion. As long as the 
(a) 
(b) 
Figure 1.3: (a) Transmission line composed of a single wire above a ground plane (b) Single 
wire wrapped into a helix, surrounded by a conducting cylinder. Image from [13]. 
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electric field lines from the wire terminate entirely on the ground plane and the distance between 
the ground and wire is kept constant, any gradual bends in the wire should only have a minor 
effect on the propagation characteristics of the line. The TEM mode propagates at the speed of 
light, 𝑐, along the wire, and the field intensity will be highly concentrated in the immediate 
vicinity of the wire. We may next wrap the line into a helix, maintaining a constant ground-wire 
separation through the use of a conducting cylinder, as in Figure 1.3b. The condition of a 
“gradual” bend in the wire is met by keeping the ground-wire separation distance much smaller 
than the pitch of the helix. Since an electromagnetic wave launched on this structure will follow 
the wire at the speed of light, the component of velocity along the center axis of the helix must 
be slower than 𝑐 and can be approximately calculated from geometric projection as, 




where 𝑝 and 𝑑 are respectively the pitch and diameter of the helix shown in Figure 1.3b. Since 
𝑣𝑝 is independent of frequency in this approximation, it is highly non-dispersive and the 
synchronism condition 𝑣0 ≈ 𝑣𝑝 may be maintained over a wide frequency band. This permits the 
unmatched broadband amplification capabilities of helix TWTs, which span multiple octaves [1], 
[3]. Thus, denoting 𝛽 as the propagation constant along the axis, we write the vacuum circuit 
mode dispersion relation as 
 𝛽 = 𝜔/𝑣𝑝 (1.8) 
Pierce [12] quantified the power gain in a TWT in terms of the synchronous interaction between 
the beam mode [Eq. (1.6)] and the circuit mode [Eq. (1.8)], which we shall describe shortly, in 
both physical and mathematical terms.  
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Helix TWTs have relatively poor power handling capabilities, with peak power usually 
limited to a few kilowatts. One reason for this is the thin, delicate structure of the helix, which 
must be adequately cooled. Another reason is that beam interception can easily destroy the 
delicate helix. Alternative slow wave structures such as ring-bar [34], [35] or coupled cavity [36] 
allow for higher powers, but these suffer from stronger dispersion and therefore have smaller 
bandwidths. In the latter cases, the vacuum circuit mode is still described by Eq. (1.8), in which 
the circuit phase velocity 𝑣𝑝, will become a function of frequency, 𝜔. 
Excessively high beam currents (required for high power operation) may induce 
instabilities in the device, such as regenerative oscillations and backward wave oscillations 
(BWO) [3]. We will discuss BWOs and their impact on realistic TWTs in Chapter 3. Common 
strategies to suppress BWO include introducing lossy attenuators into the structure or severing 
the circuit [3], [13]; the impact of these design choices on TWT performance is addressed in 
Chapter 2.  
1.1.3 The beam-circuit interaction 
Thus far, we have briefly described the electron beam and the circuit wave separately. 
Next, we qualitatively describe the interaction between the two that allows amplification of an 
injected signal. Consider an electron beam propagating alongside a weak input signal near the 
start of the tube, in the reference frame of the traveling wave, as shown in Figure 1.4a. The DC 
velocity of the beam is chosen to be slightly greater than that of the wave, so the electrons will 
slowly drift to the right in this reference frame. (This is known as the “slow wave” in the plasma 
and beam physics literature [3], [13], [33], as the wave moves at a velocity slower than the beam. 
This wave carries a “negative wave energy density”, meaning that its excitation requires removal 
of kinetic energy from the DC beam [33]). The short vertical lines with letter labels represent 
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cross-sectional disks of the electron beam; their uniform spacing in Figure 1.4a indicates that the 
density of the beam is initially uniform. The axial component of electric field of the input signal 
causes disks A-F to be decelerated while disks G-K are accelerated, tending to form a bunch 
centered on disk L, near the nodes of the wave. However, due to the DC beam velocity being 
slightly greater than the traveling wave’s velocity, disk L has drifted into a decelerating electric 
field as shown in Figure 1.4b. Since there are more electrons in retarding field regions than in 
accelerating field regions, the net effect is a transfer of energy from the beam to the wave, 
causing the axial electric field to grow. This process continues in Figure 1.4c, with increased 
bunching accompanying increased wave amplitude growth. Since the beam is overall drifting to 
Figure 1.4: Electrons interacting with a traveling wave. The short vertical lines represent 
cross-sectional electron disks and the black sinusoid represents the electric field Ez (a) The 
picture near the input of the tube. Increased bunching and wave growth is observed at 
successive positions down the tube, illustrated by (b), (c), and (d). Image from [13]. 
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the right in this reference frame, more and more electrons enter the retarding field regions, 
continuing the wave amplification process. Finally, in Figure 1.4d, near the output of the tube, 
the bunch is very tight, with very few electrons left in accelerating field regions. A significant 
amount of the beam’s kinetic energy has been transferred to the wave, and the wave amplitude 
can be much higher than at the input. This amplified wave may then be extracted while the spent 
electron beam enters the collector region (See Figure 1.1) where its energy is harvested to 
improve the overall device efficiency through a depressed collector [3]. As an aside, note that if 
the beam velocity was chosen so that it was exactly equal to the wave phase velocity, no net 
energy transfer would occur. This suggests that the amplification mechanism saturates when the 
electron beam is slowed down to a velocity equal to the phase velocity of the wave [2], [3]. If the 
beam velocity was less then the phase velocity, energy would then be transferred from the wave 
to the beam; this situation describes a particle accelerator [2]. 
This amplification process may be described mathematically by quantifying the beam 
density perturbations due to the wave and the fields excited by these perturbations in beam 
current using a linear theory, also termed small signal analysis; this shows exponential growth of 
the RF signal with distance along the tube. The space charge effects of the beam, which cause 
electron bunches to spread apart due to repulsive forces, may be included. This linear small-
signal analysis was first performed by Pierce [11], [12], and will be described in the next section. 
However, it fails to include several important effects, such as the overall slowing down of the 
beam due to the loss of its kinetic energy to the wave until saturation of the amplification 
mechanism occurs, i.e. when the amplified wave traps the electrons [2], [17]–[19], [22]. Other 
phenomena, such as electrons overtaking one another [37], harmonics of the drive signal [38], 
and the reversal of electrons must be analyzed using non-linear theory [2] and are beyond the 
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scope of this thesis. Linear theory is known to accurately describe ~85% of the tube length [2], 
[3] and essentially feeds into the non-linear theory. In the next section, we will derive the 
standard linear theory first developed by Pierce [11], [12], which describes the amplification of 
an input signal of frequency 𝜔 through the complex wavenumber 𝛽 that is a solution of what is 
known as the Pierce dispersion relation 𝛽(𝜔). This dispersion relation describes the coupling 
between the beam and circuit modes and has also been used in the validation of non-linear, large 
signal numerical codes in the small-signal regime.  
1.2 The Pierce theory of traveling-wave tubes 
To treat the problem of mutual interaction between the electron beam and the circuit 
wave, we must initially treat each component separately. First, we will calculate the motion of 
the electron beam in response to an arbitrary RF electric field (the electronic equation). Next we 
will calculate the electric field excited on the circuit by some arbitrarily bunched beam, i.e., by 
some AC current in the beam (the circuit equation). Finally, we will combine these two 
expressions to yield a dispersion relation that will describe the behavior of the system for some 
input frequency 𝜔. We will follow Pierce’s [11], [12] approach, which is also detailed in most 
textbooks on vacuum electronics [2], [13]. This treatment has since found use in the description 
of various other radiation sources, including free electron lasers [14]–[19], gyro-TWTs [2], [21], 
[22], [24], Smith-Purcell radiators [15], [20] and metamaterial TWTs [39], [40].  
1.2.1 The electronic equation 
The electron beam may be treated using the cold fluid model, i.e. assuming zero 
temperature. The force law describing the velocity response ?⃗? of an electron fluid element to an 














+ ?⃗? ⋅ ∇) is the convective derivative operator using the Eulerian formulation and 
?⃗? and ?⃗⃗? are respectively the electric and magnetic fields. An infinite focusing magnetic field is 
assumed in the 𝑧 direction along the axis of the tube; this allows us to significantly simplify our 












where 𝐸 is the total electric field, including both the circuit electric field as well as the space-
charge fields due to the beam. We may also describe 𝑣 in terms of the displacement 𝑠 of an 








) 𝑠 (1.11) 
Under the small signal assumption, we may assume that all relevant parameters may be 
separated into an unperturbed DC component and a perturbative component with wavelike 
dependence, as follows. 
 𝑠 = 𝑠0 + ?̃?1𝑒
𝑗(𝜔𝑡−𝛽𝑧) (1.12a) 
 𝑣 = 𝑣0 + ?̃?1𝑒
𝑗(𝜔𝑡−𝛽𝑧) (1.12b) 
 𝐸 = 𝐸0 + ?̃?1𝑒
𝑗(𝜔𝑡−𝛽𝑧) (1.12c) 
where the DC component has subscript “0”, while the perturbative component has subscript “1”, 
indicating first order, and a tilde, indicating that it is a complex amplitude. If no perturbations are 
induced, the zeroth order approximation holds, i.e. 𝑠0 = 𝑣0𝑡, 𝐸0 = 0, and 𝑣0 is given by Eq. 
(1.2). Pierce’s small signal theory uses a first-order perturbation analysis, so any higher order 
terms, such as the product of two parameters with subscript “1”, are considered very small 
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compared to the first order terms and are thus neglected. The power of this approach is that it 
allows us to reduce complicated differential equations to a set of algebraic equations, which may 
be more readily solved. Partial differential operators with respect to time or space on all 
perturbation quantities may then be replaced by the following multiplicative terms 
 𝜕
𝜕𝑡





allowing us to write the linearized force law 





 ?̃?1 = 𝑗(𝜔 − 𝛽𝑣0)?̃?1 (1.15) 
Next, we separate the total electric field ?̃?1 into the circuit field component ?̃?𝐶 and the 
electric field due to space charge ?̃?𝑆𝐶  
 ?̃?1 = ?̃?𝐶 + ?̃?𝑆𝐶  (1.16) 
This decomposition of ?̃?1 into ?̃?𝑐 and ?̃?𝑆𝐶  requires care and is not straightforward because the 
space charge field can always be represented in terms of the vacuum circuit mode, very much 
like a discontinuous function may be represented by a Fourier sine or cosine series, each term of 
which is infinitely differentiable [41]. Following the customary treatments, we may combine 
Eqs. (1.14), (1.15) and (1.16) to give 




(?̃?𝐶 + ?̃?𝑆𝐶) (1.17) 
An expression for ?̃?𝐶 will be derived in the next section. The space charge component ?̃?𝑆𝐶  may 








where we have substituted 𝜌 = −𝑒?̃?1, noting that 𝑛0 does not contribute to the electric field 
along 𝑧. Using the continuity equation 
 𝜕𝑛
𝜕𝑡
+ ∇ ⋅ 𝑛?⃗? = 0 (1.19) 
which, after linearization reduces to 
 𝑗(𝜔 − 𝛽𝑣0)?̃?1 = 𝑗𝛽𝑛0?̃?1 (1.20) 






Next, by substituting Eq. (1.15) and making use of the plasma frequency 𝜔𝑝 = √
𝑒2𝑛0
𝑚𝑒𝜖0
, we may 





However, this treatment of space charge is overly simplistic. To account for the finite 
beam size as well as its interaction with higher order modes [2], [13] (the fundamental 
synchronous mode is accounted for when calculating ?̃?𝐶, as shown in the next section) we must 
replace 𝜔𝑝
2 with the reduced plasma frequency 𝜔𝑞
2 = 𝑅2𝜔𝑝
2, where 𝑅2 is the plasma frequency 
reduction factor. This reduction factor is dependent on the geometry of the tube as well as the 
frequency 𝜔. In Pierce’s original work [11], [12] and most TWT literature [2], [3], [13], these 
effects are designated by the dimensionless so-called Pierce space-charge parameter 𝑄𝐶, defined 














where 𝐼0 is the DC beam current, 𝑉𝑏 is the beam voltage, and 𝐾 is the interaction impedance, 
which will be defined in the next section when we consider the circuit wave. Before continuing 
with our treatment of the electronic equation, we note that 𝑄𝐶 is notoriously difficult to calculate 
and properly account for [41], although several approximate models exist [42]–[46]. We will 
later describe a recent exact calculation of 𝑄𝐶 for a realistic TWT model [47], [48] and show 
how to include the effects of losses in a TWT into this calculation in Chapter 2. 






                       = 𝜔2(4𝑄𝐶3)?̃?1 (1.25b) 
where we have used Eq. (1.23). We note that in the absence of the circuit electric field ?̃?𝐶 = 0, 
combining Eq. (1.17) and Eq. (1.25b) allows us to express the beam mode including AC space-
charge effects in Pierce’s notation: 
 (𝜔 − 𝛽𝑣0)
2 − 𝜔24𝑄𝐶3 = 0 (1.26) 
Substituting Eq. (1.25b) into Eq. (1.17) while retaining ?̃?𝐶 gives the electronic equation, in 
Pierce notation: 
 [(𝜔 − 𝛽𝑣0)
2 − 𝜔2(4𝑄𝐶3)]?̃?1 =
𝑒
𝑚𝑒
?̃?𝐶  (1.27) 
Before we continue on to the treatment of the circuit wave, we note that the AC beam 
current 𝐼1 may be expressed as: 
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 𝐼1 = 𝐽1𝑆 = −𝑒(𝑛0?̃?1 + ?̃?1𝑣0)𝑆 (1.28a) 
 𝐼1 = −𝑗𝑒𝑛0𝑆𝜔?̃?1 (1.28b) 
where 𝑆 is the beam cross-sectional area and Eqs. (1.15) and (1.20) have been used. 
1.2.2 The circuit equation 
Here, we calculate how perturbations in the beam current induce currents on the circuit 
structure, leading to an amplification of the circuit wave. To relate the power on the circuit to the 
amplitude of the electric field, we may define the beam interaction impedance 𝐾, which 










 is the cold circuit propagation constant, 𝑃 is the power flow on the slow wave 
circuit and 𝑆 is the cross-section of the slow wave structure. We will later find that high 
interaction impedance is associated with high gain per unit length in the TWT. 𝐾 is dependent 
only on the geometry and frequency 𝜔. We note that here, both 𝐾 and 𝛽𝑝 relate only to the 
fundamental space harmonic that is synchronous with the beam. 
From Eq. (1.29) we may write the differential power on the slow wave structure from an 






This differential power is also equal to 𝑑𝑃 = −𝐼1𝐸𝑧𝑑𝑧, following transmission line theory. Using 








induced on the circuit by a beam segment 𝑑𝑧. Eq. (1.31) illustrates how the interaction 
impedance 𝐾 couples the beam current modulation 𝐼1 to the circuit electric field. Two waves are 
launched at location 𝑧: a forward wave 𝑑𝐸𝑧+ and a backward wave 𝑑𝐸𝑧−; by symmetry 𝑑𝐸𝑧+ =
𝑑𝐸𝑧− 
The total electric field is then given by 
𝐸𝑧(𝑧, 𝑡) = (𝐸𝑖𝑛𝑝𝑒





























Eq. (1.32a) makes use of a generalized complex propagation constant Γ0 = 𝛽𝑝 − 𝑗Im(Γ0) where 
the imaginary part accounts for attenuation in the circuit. Here, we are summing up the 
contribution from (1) the input signal 𝐸𝑖𝑛𝑝 injected into the circuit at 𝑧 = 0 (first term) (2) the 
electric field from beam segments before 𝑧 (second term), and (3) the electric field from beam 
segments after 𝑧 (last term). By differentiating Eq. (1.32b) twice with respect to 𝑧 and using Eq. 






where 𝐸𝑧 and 𝐼1 have an implicit 𝑒
𝑗𝜔𝑡 dependence. We may then set 𝐸𝑧 = 𝐸𝐶 = ?̃?𝐶𝑒
𝑗(𝜔𝑡−𝛽𝑧) and 








This is the circuit equation, which gives the circuit electric field ?̃?𝐶 excited by the modulated 
beam current 𝐼1 at frequency 𝜔. Before we combine this expression with the electronic equation 
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to yield solutions for cumulative interaction, we will comment on the existence of higher order 
modes and space harmonics in a slow wave structure [13]. 
Figure 1.5 gives the Brillouin or dispersion (𝜔 vs 𝛽) diagram for an approximate model 
of a tape helix [13]. The modes in the range of 𝛽𝐿 between (0,2𝜋) are called the fundamental 
branch, and those outside this range are called space harmonics. Note that all the space harmonic 
modes that can be supported on the SWS, neglecting lossy effects (Im(Γ𝑛) = 0) have the 
propagation constant of the 𝑛th spatial harmonic given by 
 
𝛽𝑛 = 𝛽0 +
2𝜋𝑛
𝑝
, 𝑛 = 0, ±1, ±2, …, (1.35) 
where 𝛽0 is the fundamental mode and 𝑝 is the pitch of the helix [2], [12], [13].  
Note that the dispersion diagram Figure 1.5 shows both the forward wave (straight lines with a 
positive slope) and backward wave (straight lines with a negative slope), representing, 
respectively, circuit waves that transport power in the forward and backward directions on the 
helix. The forbidden regions in Figure 1.5 are regions in which energy is radiated away; here, the 
Figure 1.5: Dispersion diagram for an idealized tape helix showing circuit modes (β =  
βn) labeled by their order n. The beam mode β = ω/v0 is also included in red. Here, a is the 
helix radius and L=p is the helix pitch (See Figure 1.3). Image from [13]. 
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helix acts as an antenna [13]. As we noted above, Pierce’s theory uses only the interaction 
between the fundamental mode 𝑛 = 0 and the beam mode, marked in red on Figure 1.5. TWTs 
may achieve appreciable gain when the beam mode is in the vicinity of the circuit mode, i.e., 
where the synchronism condition 𝑣0 ≈ 𝑣𝑝 is satisfied. Indeed, from Figure 1.5 we can see that 
this synchronism condition between the beam mode and 𝑛 = 0 mode is satisfied for a wide range 
of frequencies; this gives the helix TWT its characteristically wide bandwidth. In Pierce’s theory, 
the interaction between the beam mode and higher order circuit modes is characterized by 𝑄𝐶, 
although until recently [47], [48], no exact determination of this parameter could be made, 
except for a hypothetical dielectric TWT [49]. 
 Note that the beam mode (the red line in Figure 1.5) intersects the backward wave mode 
at 𝛽𝐿 ≈ 𝜋. Thus, strong interaction between the beam and the backward wave mode is expected 
for (𝜔, 𝛽) near that intersection point. Indeed, this strong interaction is known to give rise to 
backward wave oscillation (BWO), which has long been recognized to pose a serious threat to 
the stability of the TWT [50]. We shall devote Chapter 3 of this thesis to the analysis of BWO. 
Figure 1.6: The Pierce 4-wave dispersion relation admits 4 roots. This figure illustrates the 
behavior of each wave. Image from [3]. 
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1.2.3 The Pierce dispersion relation 
Now that we have separately solved for the electronic and circuit wave equation, we may 
combine the two to yield a solution for cumulative interaction. We substitute Eq. (1.28b) into Eq. 








We may then multiply Eq. (1.36) by the electronic equation Eq. (1.27) and cancel the ?̃?1?̃?𝐶 
factors to give the Pierce 4-wave dispersion relation: 






The first square bracket represents the beam mode, the second parenthesis represents the cold-
tube circuit mode, and the RHS represents the coupling between the two. Note that in Pierce’s 
theory, the circuit mode which is represented by the second parenthesis in Eq. (1.37), is 
unaffected by the beam current, in sharp contrast to the beam mode that is represented by the 
square bracket in Eq. (1.37); this deficiency in Pierce’s theory was corrected only recently by 
Wong et al. [47], [48].  
The relation (Eq. 1.37) admits four complex roots for 𝛽, corresponding to four waves that 
must be superimposed to fully describe the TWT behavior. As illustrated in Figure 1.6, three of 
the roots propagate in the forward direction; two of which result in spatial amplification and 
decay at the same rate, and the third is a neutral circuit wave. The fourth root is in the backwards 
direction and may give rise to backward wave interaction and oscillation (see Chapter 3). 
However, to describe the forward wave gain in a TWT, we may neglect this backward 
propagating wave by assuming 𝛽 ≈ Γ0 = 𝛽𝑝, approximating the circuit mode term in Eq. (1.37) 
as (𝛽2 − 𝛽𝑝
2) ≈ 2𝛽𝑝(𝛽 − 𝛽𝑝 − 𝑗𝐶𝑑𝛽𝑒). Here we have included the effect of losses in the circuit 
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[previously represented by Im(Γ0)] using the Pierce cold-tube loss parameter 𝑑, defined in Eq. 
(1.40d), below . This approximation yields the standard Pierce 3-wave dispersion relation [12] 
 [(𝛽 − 𝛽𝑒)
2 − 𝛽𝑒
24𝑄𝐶3](𝛽 − 𝛽𝑝 + 𝑗𝐶𝑑𝛽𝑒) = −𝛽𝑒𝛽𝑝
2𝐶3 (1.38) 
This dispersion relation may also be expressed in dimensionless form through the use of the 
normalized propagation constant 𝛿, as proposed by Pierce also [12], 























The three solutions to Eq. (1.39) depend only on the four dimensionless Pierce parameters, 𝑏, 
𝐶, 𝑑, and 𝑄𝐶, which respectively, represent the degree of synchronism between the beam and wave 
(known as the detune parameter 𝑏), the degree of coupling in the beam-circuit interaction (known 
as the Pierce gain parameter 𝐶), the attenuation in the cold circuit wave (known as the cold-tube 
loss parameter 𝑑), and the effect of space charge including its interaction with higher order circuit 
modes (known as the Pierce space charge parameter 𝑄𝐶). The gain in TWT may be expressed in 
dB at a distance 𝐿 from the input as [2], [13] 
 
𝐺 = 20 log |∑
𝛿𝑘
2 + 4𝑄𝐶




|  dB (1.41) 
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where 𝛿𝑘,𝑙,𝑚 are the three roots to Eq. (1.39). Equation (1.41) was derived assuming that at the 
input location of the TWT, the electron beam has zero initial displacement, zero initial velocity, 
and the input circuit wave has a unit amplitude (for the linear theory). These three conditions 
give the amplitude of the three waves whose propagation constant is solved from Eq. (1.39). 
1.3 Crossed-field devices 
The work in this thesis almost exclusively concerns traveling-wave tubes, so most of the 
introduction has been devoted to the theory of their operation. However, in Chapter 4, 
concerning the transition from temperature-limited to space-charge-limited emission regimes for 
thermionic cathodes, we include some simulation results where, in addition to an electric field 
being applied across an anode-cathode gap, we apply a magnetic field orthogonal to the electric 
field, parallel to the cathode. This is known as the crossed-field geometry, and devices utilizing a 
crossed electric and magnetic field are known as crossed-field devices [1], [3]. The best known 
crossed-field device is the ubiquitous magnetron (See Figure 1.7), used in domestic microwave 
ovens around the world. Here, we will make some brief comments on crossed-field devices that 
are relevant to our work in Chapter 4. 
Recall from basic single charged particle motion theory in plasma physics [51] that an 
electron in a crossed-field geometry will execute circular orbits as it drifts in the ?⃗? × ?⃗⃗? direction 
with drift velocity 𝑣𝐸×𝐵 = 𝐸/𝐵. If this drift velocity is designed to maintain synchronism with 
an excited circuit wave that travels on the vanes of an anode slow wave structure (See Figure 
1.7), the electron’s potential energy is transferred to the circuit wave [52]. This results in the 
formation of electron spokes, analogous to the electron bunching effect in a TWT (cf. Figure 
1.4). This synchronism condition is given by the Buneman-Hartree condition [1], [52]–[56].  
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An additional condition must be met for proper operation of the magnetron: A-K gap 
magnetic insulation, i.e. the applied magnetic field must be sufficiently strong to prevent 
electrons emitted at the cathode from reaching the anode. The critical magnetic field at which an 
emitted electron just barely misses the anode is the Hull cutoff magnetic field 𝐵𝐻 (See Figure 
1.8a) [3], [52]. If the applied magnetic field is small (𝐵 < 𝐵𝐻), the electron will reach the anode, 
shorting the gap (See Figure 1.8b). If the magnetic field exceeds the Hull cutoff (𝐵 > 𝐵𝐻), the 
electron is turned back to the cathode, magnetically insulating the gap (See Figure 1.8c). The 
range of operation for a magnetron in terms of the A-K voltage and applied magnetic field is thus 
bounded by these two conditions: the Hull cutoff and the Buneman-Hartree condition. [3], [53]–
[55].  
Figure 1.7: Schematic of an 8-cavity magnetron showing direction of DC electric and 
magnetic fields and formation of electron spokes. Image from [13]. 
?⃗⃗⃗?𝑫𝑪 
?⃗⃗⃗? 
𝑩 > 𝑩𝑯 𝑩 < 𝑩𝑯 𝑩 = 𝑩𝑯 
Figure 1.8: Electron trajectories for magnetic fields (a) at, (b) below, and (c) above Hull 
cutoff BH. Image from [3]. 
(a) (b) (c) 
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We remark that two models for electron flow in crossed field devices exist [52]: a 
cycloidal flow based on the single particle orbits and a shear flow (also called Brillouin flow 
[52]–[54]) where electron velocity is parallel to the cathode surface and increases from zero at 
the cathode surface up to the top of the electron hub. Although the Hull cutoff condition is 
independent of the electron flow model, the two orbits give different results for the Bunemann-
Hartree condition for a cylindrical magnetron [55]. It is generally agreed that the Brillouin flow 
is the preferred state for crossed-field devices [57]. 
Other crossed field high power microwave sources include the crossed field amplifier 
(CFA) [1], [3], [56], [58], which amplifies an input RF signal passed along the slow wave 
structure similar to a TWT, and the magnetically insulated line oscillator (MILO) [59], where the 
insulating magnetic field is generated by the high anode current, without the use of any external 
magnetic field. Our work in Chapter 4 may also be relevant to power flow in linear transformer 
drivers (LTDs) and magnetically insulated transmission lines (MITLs) [60]. Finally, we remark 
that the theory of crossed-field devices is not well established compared with that of linear beam 
tubes such as TWTs and klystrons, one reason being that the electron orbits are not as readily 
characterized, especially when an RF electric field is present; another reason being that the RF 
energy is primarily converted from the potential energy of the electrons instead of the kinetic 
energy [52]. 
1.4 Prior work and thesis organization 
Now that we have described the foundations of TWT theory, we may proceed to extend it 
to include various realistic effects. In Chapter 2, we will describe how the effect of idealized and 
realistic cold circuit loss profiles may be included in a novel exact hot-tube dispersion relation 
for a tape helix TWT. In Chapter 3, we will assess how random manufacturing errors and tube 
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end reflections may impact the onset of the backward wave oscillation that is known to disrupt 
TWT operation. In Chapter 4, we will focus our attention solely on the generation of the electron 
beam via thermionic cathode, examining the role of 2D work function variations on the cathode 
surface. We summarize the major results at the end of each chapter. Before proceeding, we will 
first briefly discuss the prior work on these topics.  
1.4.1 Exact dispersion relation for a tape helix 
 In our derivation of the electronic equation and the Pierce dispersion relation, we have 
remarked that the space charge parameter 𝑄 is notoriously difficult to calculate for realistic 
TWTs [41]. 𝑄 is closely related to the plasma frequency reduction factor 𝑅2, which, in principle, 
depends on the geometry of the structure and the beam’s interaction with higher order circuit 
modes. The most widely used model in the TWT community is given by Branch & Mihran [42], 
who assume that the helix may be replaced  with a perfectly conducting metallic cylinder. While 
more sophisticated models exist [44]–[46], they do not give a procedure for directly evaluating 
𝑄. This is an important matter, since small discrepancies in 𝑄 may lead to a large change in the 
predicted gain [See Eq. (1.39) and (1.41)] in linear theory as well as in non-linear codes such as 
CHRISTINE [61]. Furthermore, as we will show in Chapter 3, the threshold conditions for the 
BWO instability are dependent only on 𝑄𝐶 and 𝑑. 
 Recently, our group calculated [47], [48] an exact hot-tube dispersion relation for a thin, 
tape helix surrounded by a dielectric support region (See Figure 2.1). This work was built on an 
earlier paper by Chernin et al. [62], who determined all the cold circuit modes that could 
propagate on this electromagnetic structure when the electron beam was absent. Wong et al. [47] 
included the effect of a pencil beam to calculate a very complicated expression for the dispersion 
relation that yields three numeric roots 𝛽1, 𝛽2, 𝛽3, corresponding to the solutions to the Pierce 3-
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wave dispersion relation [Eq. (1.38)]. From this, Wong et al. not only was able to give an exact 
determination of 𝑄 by numerical means, but also found that the circuit mode in Pierce’s 
dispersion relation, Eq. (1.38), must be modified by a new space charge parameter, which they 
called 𝑞. For realistic TWTs, this may detune the circuit phase velocity by as much as 2%, which 
is quite significant. However, Wong’s formulation was not able to include the effects of cold 
circuit losses, characterized by the Pierce  parameter 𝑑.  
In Chapter 2, we will present a method for modeling the combined effect of 𝑄, 𝑑, and the 
new circuit mode space charge parameter 𝑞, for the realistic tape helix. 
1.4.2 Threshold conditions for backward wave oscillations 
The small dimensions of the slow wave structure of a helix TWT are prone to random 
variations in pitch and other deformation due manufacturing errors. Several studies [63]–[67] 
have demonstrated the impact of these random manufacturing errors on the performance of 
TWTs. These problems are only expected to compound as the operating frequencies are 
increased into the THz regime, due to the accompanying drop in the length scale of the slow 
wave structure. The effect of these errors may be simulated by introducing random variations in 
the Pierce parameters, particularly in the most sensitive detune parameter 𝑏 [63], [65], [66], [68]. 
It is unclear how these errors may affect the onset of backward wave oscillation, which is a zero 
drive instability arising from the backward propagating mode that may significantly disrupt tube 
operation, as discussed toward the end of Section 1.2.2. The classical theory for the threshold of 
BWO is given by Johnson [50]. 
In Chapter 3, we describe Johnson’s classical theory and extend it to model the effects of 
these random manufacturing errors, and, separately, the effects of reflections off the ends of the 
tube. 
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1.4.3 Thermionic cathodes 
In Section 1.1.1, we described the temperature-limited and space-charge-limited 
operation of a thermionic cathode, characterized respectively by the Richardson-Dushman [26], 
[27] and Child-Langmuir [28], [29] laws. The transition between these two regimes is described 
by the Miram curve [69], a plot of anode current vs cathode temperature. While thermionic 
cathodes have been used for over a century, there exists a major unsolved mystery concerning 
the Miram curve [3]. This old problem is important, because communication satellites are 
critically dependent on the traveling wave tube amplifier on board, and the life of a TWT is 
largely determined by the life of its cathode. The Miram curve naturally shows the transition 
from temperature-limited emission (Richardson-Dushman Law) to space-charge limited emission 
(Child-Langmuir Law), as the cathode temperature is increased. This transition occurs at the 
“knee” on the Miram curve. Typically the knee is smooth and broad in experiments, a feature no 
physical theory has replicated in all these years. A sharp and abrupt knee is highly desirable, 
usually simulated but difficult to achieve in practice. This discrepancy has been an important, 
unresolved mystery, because thermionic cathodes almost always operate around this knee to 
obtain the maximum anode current at the lowest possible cathode temperature so as to preserve 
cathode life. The smoothness and roundedness of the knee has generally been attributed to 
variations on the cathode surface, particularly in the non-uniformity of the work function. 
Recently, Chernin et al. [70], building on the thermal emission models of Fry and 
Langmuir [29], [31], incorporated  work function variations along one spatial dimension of the 
cathode. This work demonstrated how these work function ‘stripes’ could serve to broaden the 
knee via a 2D space charge effect. Furthermore, when work function variations were included 
along both spatial dimensions of the cathode, particle-in-cell simulations using the electron gun 
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code MICHELLE [71] showed smooth and rounded Miram curves, similar to those obtained 
experimentally. When cathode work function variations are restricted to 1D, excellent agreement 
between Chernin’s analytic theory and MICHELLE simulation was found; these comparisons 
were made using work function distributions extracted from recent experiments at the University 
of Wisconsin [72], [73]. It is therefore of considerable interest to extend Chernin et al.’s model 
[70] to incorporate 2D work function patterns. Such an analytic study would provide substantial 
saving of computer time for parametric studies. The computational time required to solve the 
anode current at a single temperature is on the order of hours for a MICHELLE simulation, 
compared to several minutes using the analytic formulation to be presented in this thesis [74]. 
In Chapter 4, we describe the major results of [70] and present results from the extended 
model [74], studying a variety of idealized and realistic 2D work function patterns and 
evaluating their effect on the shape of the Miram curve. Furthermore, we present particle-in-cell 






Chapter 2 Inclusion of Cold Tube Loss in an Exact Dispersion Relation for Traveling Wave 
Tubes 
2.1 Introduction 
In a traveling wave tube, the amplification mechanism is due to the continuous transfer of 
the electron beam’s kinetic energy through a synchronous interaction between the electron beam 
with the forward propagating wave of the surrounding electromagnetic structure. This interaction 
is described by the Pierce’s dispersion relation, Eq. (1.38), which is a third degree polynomial for 
the propagation constant, 𝛽, whose imaginary part gives the spatial amplification rate of the 
input signal of frequency 𝜔  The underlying physics for this three-wave theory, which led to this 
third degree polynomial, was described in Chapter 1. 
In Chapter 1, we described how recent work by Wong et al. [47], [48] found that the 
classical Pierce three-wave TWT dispersion relation, Eq. (1.38) requires revision at high beam 
currents to include additional space charge effects on the circuit mode. These effects are included 
via a new space charge parameter, q, which modifies the circuit mode of the dispersion relation 
in an analogous manner to how Pierce’s original space charge parameter Q modifies the beam 
mode. This modified Pierce three-wave dispersion relation reads [47], 
 [(𝛽 − 𝛽𝑒)
2 − 4𝛽𝑒
2𝑄𝐶3][𝛽 − 𝛽𝑝 − 4𝛽𝑝𝑞𝐶
3] = −𝛽𝑒
3𝐶3 (2.1) 
   
where  is the propagation constant at frequency ,  𝛽𝑒 = 𝜔/𝑣𝑜 is the propagation constant of 
the beam mode, 𝛽𝑝 = 𝜔/𝑣𝑝 is the propagation constant of the vacuum circuit mode which is 
assumed to be lossless (𝑑 = 0), 𝑣0 is the beam velocity, 𝑣𝑝 is the phase velocity of the forward 
circuit wave, and 𝐶 is the gain parameter which determines the coupling between the beam mode 
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[the first square bracket] and the circuit mode [the second square bracket], with 𝐶3 being 
proportional to the DC current on the electron beam [See Eq. (1.40c)]. It is seen from Eq. (2.1) 
that the presence of q in effect introduces a potentially significant detune in the circuit phase 
velocity, by 4qC3, which amounts to approximately two percent in a realistic example of a tape 
helix TWT [47]. Setting q = 0 in Eq. (1) recovers Pierce’s classical 3-wave dispersion relation 
Eq. (1.38) [12], [13]. 
The discovery of q arose from an electromagnetic analysis of a thin, perfectly conducting 
(i.e. lossless) tape helix surrounded by a supporting dielectric layer (Figure 2.1). This treatment, 
first performed by Chernin et al. [62] for a cold tube, i.e. in the absence of an electron beam, was 
then extended by Wong et al. [47], [48] to include the effect of a pencil electron beam. The 
resulting hot-tube dispersion relation is analytically exact, but due to its complexity must be 
solved numerically. For a given frequency 𝜔 in the range of interest, Wong showed that [47], 
[48] the dispersion relation always yields three roots for , one of which is purely real (neutral 
wave) while the other two are complex conjugates of each other (spatially growing and damping 
waves). We may write the dispersion relation in the form 
 (𝛽 − 𝛽1)(𝛽 − 𝛽2)(𝛽 − 𝛽3) = 0 (2.2) 
   
Figure 2.1: Schematic of tape helix TWT model with dielectric support layer. 
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where 𝛽1,2,3 are the numerical roots to the exact dispersion relation. By comparing Eq. (2.2) to 
Eq. (1.38) in the lossless case of 𝑑 = 0, it may be seen that is impossible for Eq. (1.38) to yield 
three roots of 𝛽 that satisfy Eq. (2.2) unless there is an additional term modifying the circuit 
mode in the manner shown in Eq. (2.1). We may now solve for the parameters 𝑞𝐶3, 𝑄𝐶3, and 𝐶3 
in terms of the numerical roots 𝛽1, 𝛽2, and 𝛽3by equating the coefficients of 𝛽
2, 𝛽1, and 𝛽0 in 





𝛽1 + 𝛽2 + 𝛽3 − 2𝛽𝑒
𝛽𝑝











2(1 − 4𝑄𝐶3)𝛽𝑝(1 + 4𝑞𝐶
3) − 𝛽1𝛽2𝛽3
𝛽𝑒
3  (2.3c) 
This process for accurately determining 𝑄 is important for several reasons. There is no 
general calculation of 𝑄 in the literature [41], [49], instead only approximate models are 
available [42]–[46]. The results of non-linear TWT simulation codes such as CHRISTINE [61] 
as well as predictions of small-signal gain may be sensitive to small discrepancies in 𝑄 [44], 
[47]. Additionally, the threshold conditions for backward wave oscillation in Johnson’s classical 
theory depend only on 𝑄𝐶 and 𝑑, so predicting the onset of BWO requires accurate calculation 
of these parameters [47], [50], [76]. Note that the exact determination of 𝐶 and 𝑄 yield different 
values from the classical theory of Pierce, who assumed only a dominant beam mode and a 
dominant circuit mode, whereas the exact theory [Eqs. (2.3a-2.3c)] has accounted for all circuit 
modes and beam modes, including their space harmonics, as explained in Chapter 1. 
If the tape helix is lossy, as is the case for all real TWTs, solving the exact hot-tube 
dispersion relation gives three complex roots for 𝛽 and leads to complex values for the 
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parameters 𝑞, 𝑄, and 𝐶, which are very difficult to physically interpret. In the rest of this chapter, 
we explore an intuitive, physical method of modeling the combined effect of 𝑞 and cold tube loss 
𝑑, including realistic examples of uniform and non-uniform loss profiles. 
2.2 Formulation 
We propose that to include the effects of cold tube loss, the dispersion relation must be 
further modified to [77] 
 [(𝛽 − 𝛽𝑒)
2 − 4𝛽𝑒
2𝑄𝐶3][𝛽 − 𝛽𝑝 − 4𝛽𝑝𝑞𝐶
3 + 𝑗𝐶𝑑𝛽𝑒] = −𝛽𝑒
3𝐶3 (2.4) 
   
where 𝑞, 𝑄, and 𝐶 are determined exactly as if the circuit were lossless, i.e. following Eq. (2.1) 
and (2.3), and 𝑑 is Pierce’s conventional cold tube loss parameter. The rationale for Eq. (2.4) 
follows. We want to be as close to Pierce's classical 3-wave TWT theory as possible [cf. Eq. 
(1.38)], both in the form of the dispersion relation and in its interpretation. First, the cold tube 
propagation constant reads 𝛽 = 𝛽𝑝 − 𝑗𝐶𝑑𝛽𝑒, which is consistent with the classical Pierce results. 
The beam mode, which is represented by the first square bracket on the LHS of Eq. (2.4), 
remains unchanged from the exact theory of Wong. We further assume that the modifications to 
the lossless circuit mode, due to the space charge effect (modelled by q), and due to the circuit 
loss (modelled by d) are both small. Each of these two effects will enter linearly and 
independently in the circuit mode factor [second square bracket in Eq. (2.4)], and their mutual 
interaction becomes a higher order effect, which we ignore. Furthermore, we assume that the 
small correction due to the circuit loss would not change the coupling impedance that is 
represented by the RHS of Eq. (2.4), in which 𝐶 has been calculated from the exact dispersion 
relation, so that this value of 𝐶 is different from Pierce's theory (in which 𝐶 was derived using 
only the dominant cold-tube circuit mode) but is identical with Wong’s exact theory. 
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Eq. (2.4), as written, then has three attractive properties: (1) the parameters Q, q, and C 
are all real because they were derived assuming d = 0, (2) Eq. (2.4) reduces to Wong’s 
formulation Eq. (2.1) when d = 0, and (c) Eq. (2.4) reduces to the form of Pierce’s classical 
theory [Eq. (1.38)] for a lossy tube when q = 0. 
While this dispersion relation [Eq. (2.4)] describes a spatially uniform tube with a 
constant value for 𝑑 (and for all the other Pierce parameters), we may generalize it to include 
distributed loss along the tube axis 𝑧 with 𝑑 = 𝑑(𝑧) (or additionally, some 𝑧 dependence for any 
or all of the other Pierce parameters). Note that this generalized description of 𝑑(𝑧) may include 
cold tube loss from many sources, including the helix itself, the support rods, or from some 
arbitrarily imposed loss profiles, by design, for example to resistively damp the unwanted modes.  
To model distributed circuit loss in the exact theory, we begin with the linearized force law 








2𝑄𝐶3] 𝑠 = 𝑎 (2.5) 
where 𝑠 is the displacement of this fluid element from its unperturbed position in response to the 
normalized AC electric field 𝑎 on the circuit. Equation (2.5) may be compared with Eq. (1.27). 
This modulation in displacement is proportional to the current modulation which in turn excites 





+ 𝑗𝛽𝑝(1 + 4𝑞𝐶
3) + 𝛽𝑒𝐶𝑑] 𝑎 = −𝑗𝛽𝑒
3𝐶3𝑠 (2.6) 
where the usual expression for the circuit mode [63], [68] has been modified to include the 
detuning effect of 𝑞. The square bracket in Eq. (2.6) may be compared with the parenthesis in the 
LHS of Eq. (1.38). Additionally, we define a normalization variable 𝑓 such that 𝑠 = 𝑒−𝑗𝑥𝑓(𝑥) 
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where 𝑥 = 𝛽𝑒𝑧 is the normalized axial distance. Combining Eqs. (2.5) and (2.6) yields the third-
order ordinary differential equation 
𝑑3𝑓(𝑥)
𝑑𝑥3









+ 𝑗𝐶3 [4𝑄𝐶 (𝑏 − 𝑗𝑑 + 4𝑞𝐶2
𝛽𝑝
𝛽𝑒
) + 1] 𝑓(𝑥) = 0 
(2.7) 
which governs the evolution of the normalized circuit field 
 𝑎(𝑥) = 𝑓′′(𝑥) + 4𝑄𝐶3𝑓(𝑥) (2.8) 
subject to the initial conditions 
 𝑓(0) = 0, 𝑓′(0) = 0, 𝑓′′(0) = 1 (2.9) 
which represent, respectively, zero ac current, zero ac velocity, and unit output electric field [63], 
[65], [78]. Note that when 𝑑 (and all the other Pierce parameters) are constant with respect to 𝑧, 
the solution to Eq. (2.7) is consistent with Eq. (2.4) for a uniform tube, whose gain (in dB) in the 
circuit wave power |𝑎2| at a distance 𝐿 from the input is given by Eq. (1.41) [4, Eq. (11.5-15)] 
 
𝐺 = 20 log |∑
𝛿𝑘
2 + 4𝑄𝐶




|  dB (2.10) 
where the three roots of  (𝛽𝑘, 𝛽𝑙, 𝛽𝑚), to Eq. (2.4) are represented by , (𝛿𝑘, 𝛿𝑙 , 𝛿𝑚), in Eq. 
(2.10) where 𝛿𝑘,𝑙,𝑚 = −𝑗(𝛽𝑘,𝑙,𝑚 − 𝛽𝑒)/𝐶𝛽𝑒. Note that 𝛿𝑘,𝑙,𝑚 are the three roots of 𝛿 when the 
solution to the third degree ordinary differential equation, Eq. (2.7) assuming constant 
coefficients, assumes the simple exponential form, 𝑓(𝑥) = 𝑒𝐶𝛿𝑥, as in Pierce’s notation [see Eq. 
(1.39) in Chapter 1]. 
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2.3 Numerical Results 
As a test case, we shall use a tape helix TWT model with the same beam and circuit 
parameters as Chernin et al [62] and Wong et al [47], summarized in  
Table 2.1; however, we extend it to include a lossy dielectric support layer (Figure 2.1). 
While we assume that the dielectric layer has the same real part of the dielectric constant, 𝜖𝑟 =
1.25, the imaginary part is specified via the loss tangent, tan(𝛿) = 𝜖𝑖/𝜖𝑟, which we will vary in 
a number of test cases.  
Table 2.1 Tape helix parameters for test case [See Fig. 2.1] 
Parameter Value 
Tape radius a 0.1245 cm 
Helix pitch p 0.080137 cm 
Pitch angle ψ 5.85° 
Tape width w 0.0159 cm 
Real dielectric constant of supporting area ϵr 1.25 
Beam voltage Vb 3 kV 
Tape radius a 0.1245 cm 
 
The lossless tube corresponds to 𝜖𝑖 = 0, for which the cold tube circuit mode propagation 
constant is designated as p0, which is real, and is calculated exactly as in [62]. A nonzero 𝜖𝑖 
introduces an imaginary part, and a shift in the real part of the cold tube propagation constant. 
The percentage change of these real and imaginary parts is shown in Figure 2.2 for a uniform 
tube with 𝜖𝑖/𝜖𝑟 = 0.01, 0.05, 0.1, 0.2. We need to retain the change in the real part because it 
yields a similar effect as q according to Eq. (2.4). However, a comparison of Figure 2.2(a) and 
(b) shows that the change in the real part is much smaller than the change in the imaginary part 
of the cold tube propagation constant. We also find that this change in the real part of p (from 
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p0) is also much smaller than the detuning effect due to q for our numerical examples [cf. Eq. 
(2.4)]. The loss parameter, d, is [12], [13] 
 𝑑 = Im(𝛽𝑝)/𝛽𝑒𝐶 = 0.01836 Λ/𝐶 (2.11) 
where Λ is the cold-tube loss in dB per axial wavelength of the beam mode.  
Next, we compare results from the “exact” theory with those of the “Pierce” theory. By 
“exact” theory, we mean that that 𝑄, 𝑞, and 𝐶 are obtained from the exact hot tube dispersion 
(a) 
(b) 
Figure 2.2: (a) Percent difference between the real part of lossy βp and the lossless 
βp0 (b) Ratio (in percent) between the imaginary and real components of lossy βp. 
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relation, Eqs. (2.3a) – (2.3c), assuming a lossless tube [47], [48], and this value of 𝐶 is used in Eq. 
(2.11) to obtain d. By “Pierce” theory, we mean 𝑞 =  0, 𝑄𝐶 is determined from the Branch-Mihran 











where 𝑘 = 𝜔/𝑐, 𝑆 is the beam cross-sectional area, 𝛾0
2 = 𝛽𝑝
2 − 𝑘2, and 𝐼0(𝑥) is the modified 
Bessel function of the first kind of zeroth order.  
Figure 2.3: Plots of Pierce parameters (a) C, QC, and qC for d = 0; (b) d from the exact 




This classical value of 𝐶 is used in Eq. (2.11) for the “Pierce” theory. We emphasize that 
this classical value of 𝐶, which employs only the dominant cold-tube circuit mode, is different 
from the 𝐶 obtained from the exact theory [47], as shown in Figure 2.3a. It is this exact value of 
𝐶 that is used in Eq. (2.4) which marks one of the departures from the classical Pierce's theory 
[the second departure is the value of 𝑄, the third departure is the value of 𝑑 because the value of 
𝑑 depends on the value of 𝐶, as shown in Eq. (2.11), and, finally, the fourth departure is the 
presence of 𝑞 in Eq. (2.4).]. Figure 2.3(b) shows the differences between the value of 𝑑 in the 
“exact” theory and “Pierce” theory. 
The gain for a tube with interaction length 𝐿 = 10 cm, calculated using Eq. (2.10), is plotted 
in Figure 2.4. The exact and Pierce theory agree well only in a restricted frequency range, and 
significant divergence is observed below 4 GHz and above 8 GHz. This is most likely attributed 
to the discrepancy in the same frequency range in 𝐶 and in 𝑑 (Figure 2.3), which in turn originates 
from the approximate formula for interaction impedance used in the Pierce theory (Eq. 2.12). 
Figure 2.4: Gain for a TWT of interaction length L = 10 cm from 
exact and Pierce solutions. 
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We next consider two realistic test cases of TWTs with severs [38]; one has uniform 
attenuation while the other has a variable attenuation profile (Figure 2.5). Fixing the frequency at 
4.5 GHz, we find that the attenuation in the uniform case corresponded to a loss tangent of 0.03, 
where we made use of Equation (2.11). The attenuation profile, 𝑑(𝑧), for the non-uniform case in 
Figure 2.5 may then be scaled accordingly (excluding the sever region, 𝑧− < 𝑧 < 𝑧+). Calculations 
of the power in the sever and non-sever regions must be performed with care [38]. The power in 
the pre & post-sever regions, where the beam and circuit effects are combined, is calculated from 
Eq. (2.8), after numerical integration of Eq. (2.7). The sever region (𝑧− < 𝑧 < 𝑧+) is modelled by 
assuming the electric field is completely cut off and that all information is transferred to the post 
sever region by the beam alone. In mathematical terms, this amounts to solving the differential 
equation 𝑎(𝑥) = 0, ensuring that 𝑓(𝑥) and 𝑓′(𝑥) are continuous at 𝑧− and 𝑧+ and that the initial 
condition of the field at 𝑧+ is 𝑓
′′(𝑧+) = −4𝑄𝐶
3𝑓(𝑧+). Figure 2.7 shows a comparison of the power 
along the length of the tube between the Pierce & exact cases using both the uniform & non-
uniform attenuation profiles. For both the Exact & Pierce results, we observe higher gain in the 


























Figure 2.5: Attenuation profiles of TWT with sever between z- = 2.667 cm and z+ = 2.921 
cm. From [38]. 
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attenuation in those regions in the non-uniform case. For both attenuation profiles, we find general 
agreement between the exact and Pierce theory over the length of the tube, although significant 
divergence is observed immediately after the sever. This discrepancy is due to the detuning effect 
of 𝑞, although 𝑄 is compensated which leads to good agreement between the two solutions (see 
Figure 2.3a). In other words, trying to artificially include the effects of 𝑞 in the Pierce approach 
Figure 2.7: RF power profile for the Pierce and Exact cases using the uniform and non-
uniform attenuation profiles at 4.5 GHz with input power of 1 mW. 
Figure 2.6: Comparison of four RF power profiles using uniform attenuation profile at 4.5 
GHz with input power of 1mW: (i) Exact case (ii) Pierce case, (iii) Exact case but 
artificially setting q = 0 (iv) Pierce case but artificially setting QC to that of the Exact case. 
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or, vice versa, setting 𝑞 = 0 in the Exact approach results in a much greater discrepancy, as shown 
in Figure 2.6.   
2.4 Conclusions 
This chapter describes an exact linear theory of a lossy tape helix TWT that includes the 
space charge effects on both the beam mode and in the circuit mode, comparing its results to those 
of the classical Pierce theory [12], [13]. The effects of uniform and non-uniform cold-tube loss are 
readily incorporated. 
 We found that for the uniform loss case, the exact and Pierce theories agree well only in a 
restricted frequency range. This discrepancy arises from the approximate formula for interaction 
impedance used in the Pierce theory, which only incorporates effects of the dominant beam and 
circuit modes, as opposed to the exact formulation which accounts for all higher order circuit and 
beam modes, including their space harmonics. At a frequency within this restricted range of 
agreement, we again compared the Pierce and exact theories for TWTs with realistic loss profiles 
and a sever, finding good agreement in the power along the length of the tube with only a slight 
discrepancy immediately after the sever region. We demonstrated how to account for the combined 
effect of (𝑞, 𝑄, 𝑑) in the exact theory as compared to the classical Pierce theory. 
We have separately found that if the loss tangent in a uniform tube is less than 0.03 there 
is little difference in the gain whether we use (𝛽𝑘, 𝛽𝑙, 𝛽𝑚) obtained from Eq. (2.4) as we have done 
in this paper, or the three complex roots of 𝛽 that are obtained directly from the exact, hot tube 
dispersion relation [47], [48] with a complex 𝜖.  
Finally we note that when the beam voltage exceeds ~10 kV a relativistic formulation is 
necessary in order to ensure that an accurate value of the beam velocity, and therefore of the detune 
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factor (𝛽𝑒 − 𝛽𝑝) , is used in the dispersion relation. Otherwise the resulting error in the detune 




Chapter 3 Extensions of Johnson’s Theory of Backward-Wave Oscillations in a Traveling 
Wave Tube 
3.1 Introduction 
In this chapter, we discuss how the stability of traveling wave tubes may be impacted by 
a phenomenon known as backward wave oscillation. The stable operation of a traveling wave 
tube may be disrupted by various types of unwanted oscillations, including regenerative, band 
edge, or backward wave oscillations (BWOs) [3]. Regenerative oscillations are caused when 
signals at or near the driven frequency or its harmonics reflect off mismatches at the inputs, 
sever, or outputs of the tube and are consequently re-amplified. Due to the high gain inherent to 
TWTs, these partially reflected waves may lead to regenerative oscillation if the gain between 
two points of reflection exceeds unity [79]–[81]. Band edge oscillations, also referred to as cutoff 
or π-point oscillations, occur near the zero group velocity point of the dispersion diagram for the 
slow wave structure, i.e. where the slope of the dispersion curve is zero. These zero group 
velocity points usually define the edges of the propagation bands in the dispersion diagram for 
the electromagnetic circuit. One form of these band oscillations is an “absolute instability” of 
beam interaction with a dispersive medium that requires an analysis via the Briggs-Bers criterion 
[23], [23], [80]–[84] in which the feedback was provided internally without explicit reflection at 
the ends. These absolute instabilities were analyzed in [81], [85], and much more thoroughly in 
[80], who pointed out the errors in [81], [85]. These band edge oscillations have also been 
proposed as a source of coherent radiation [20], [86].  
Backward wave oscillation is actually one of the earliest mechanisms studied in TWTs 
for consideration of its stability [13], [50]. While TWTs achieve amplifier gain through the 
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beam’s synchronous interaction with the forward wave of the circuit, unwanted oscillation may 
also occur if this beam interacts with a backward wave of the circuit. Both types of interactions 
are identified in the dispersion diagram, Figure 3.1 (see also Figure 1.5), which shows the 
forward beam mode propagation constant (𝛽𝑏𝑒𝑎𝑚 = 𝜔/𝑣0), the forward circuit wave 
propagation constant 𝛽𝑓𝑜𝑟𝑤𝑎𝑟𝑑, and the backward circuit wave propagation constant 𝛽𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑. 
The forward (backward) wave interaction occurs where 𝛽𝑏𝑒𝑎𝑚 approximately equals to 𝛽𝑓𝑜𝑟𝑤𝑎𝑟𝑑 
(𝛽𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑), signifying synchronous interaction. Backward wave interactions are distinct 
possibilities because the forward beam mode necessarily intersects some backward wave circuit 
modes in a slow wave structure [13], as also clearly shown in Figure 3.1 and Figure 1.5. Note 
that the backward wave modes have a forward (positive) phase velocity but a backward 
(negative) group velocity, implying that the power of the backward wave flows opposite to the 
Figure 3.1: Dispersion diagram for traveling wave tube test case of Table 2.1 showing 
interaction of beam mode with forward & backward wave modes. 
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direction of the beam. In this case, the beam not only acts as a source of energy, as in the forward 
wave interaction, but also as a feedback path.  
The process for backward wave gain is shown in Figure 3.2 for a tape helix TWT.  
Consider the electrons on the outer edge of the beam, i.e. adjacent to the tape helix circuit. The 
gaps between the tape may be considered points of interaction between the beam and the wave 
traveling on the helix circuit. The resulting coupled system effectively comprises a series of 
internal feedback loops where the total phase shift around each loop is an integral multiple of 2π 
radians [13]. Consequently, if the gain per feedback loop is small, this interaction may be 
exploited to amplify some input signal in a backward wave amplifier configuration [87], [88]. 
However if the gain is sufficiently high, oscillations may build up from noise and the tube 
instead acts as a highly tunable source of radiation, i.e. a backward wave oscillator [50], [88]. 
However, in a standard TWT, this backward wave interaction is unwanted; it may interfere with 
the normal operation of the device and must be suppressed or avoided via specific design 
choices, such as the inclusion of lossy attenuators to prevent feedback [3], [89]. In this chapter, 
we discuss how the stability of traveling wave tubes may be affected by backward wave 
oscillations. In particular, we examine how the onset of these oscillations is affected by random 
manufacturing errors in the slow wave structure. We also explicitly include end reflections 
The classical theory for the onset of backward wave oscillations in a TWT for a uniform 
circuit with no end reflections was developed by Johnson [50]. As we will show, this theory 
Figure 3.2: Electrons near a tape helix interacting with the fields in the helix gaps 
demonstrating how the backward wave interaction arises from internal feedback loops. 
Image from [13]. 
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gives a pair of values of the Pierce gain and detune parameters 𝐶 and 𝑏 which describe, 
respectively, the threshold electron beam current that must be exceeded for BWO to occur and 
the frequency at which it will occur. Note that the gain parameter 𝐶 for the backward wave is 
different from the 𝐶 for the forward wave that was described in Chapter 2. At beam currents 
greater than the threshold, the output power increases with beam current while oscillation 
frequency decreases slightly; this effect is called frequency pushing [13]. Interestingly, 
Johnson’s threshold conditions depend only on the other two Pierce parameters 𝑄𝐶 and 𝑑, i.e. the 
space charge and cold tube loss parameters, both evaluated at the BWO frequency. These two 
parameters are (loosely) considered to be of secondary importance, so it is mildly unusual, 
intuitively, that they become the sole predictors of the much more significant gain and detune 
parameters according to Johnson’s theory. Another complicating issue is that, as pointed out in 
the previous chapter, the space charge parameter 𝑄𝐶 is notoriously difficult to accurately 
calculate for a realistic slow wave structure. Nevertheless, Johnson reported that his theory 
yielded good agreement with experimental observations [50], though we have no way to verify 
such claims because of the insufficient details provided in Johnson’s old paper. We shall see that 
more recent dedicated experiments on BWO in a TWT could not readily be explained by the 
Johnson’s theory, as described next. 
The work in this chapter was in part motivated by a test experimental helix TWT built by 
L3 Technologies, designed specifically for the study of BW excitation in a TWT. However, 
despite meeting the conditions predicted by Johnson’s theory, the tube failed to oscillate and 
remained stable. A preliminary report of this experiment and the comparison with Johnson’s 
theory was presented as a conference abstract [90]. While our extensions of Johnson’s theory, 
given here, were not able to explain why this dedicated tube did not oscillate, these examples 
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serve as an important reminder that BWO suppression is a serious issue that is not yet fully 
understood, particularly in an experimental context. 
3.2 Johnson’s theory of backward wave oscillation 
For a uniform tube, Pierce’s 3-wave dispersion relation for the backward wave with ejωt-jβz 
dependence is given by [See Eq. (1.39) and the discussions after Eq. (2.10)] 
 (𝛿2 + 4𝑄𝐶)(𝛿 + 𝑗𝑏 − 𝑑) = 𝑗 (3.1) 
A full derivation of this backward wave dispersion relation will not be provided here, but 
is available in textbooks such Refs.[2], [13]. Chiefly, the forward beam mode is still described by 
the linearized force law, Eq. (2.4), in which the circuit wave amplitude, 𝑎, now represents the 
backward wave circuit mode, which is represented by the second parenthesis of Eq. (3.1), and its 
excitation by the AC beam current. In the present notation, it is given by Sengele et al. [89]. 
Thus, there is a close resemblance between Eq. 3.1 and Eq. 1.39, (which is the forward wave 
dispersion equation); they only differ by a few negative signs (See Sengele et al. [89]). If the 
circuit parameters are allowed to vary along the tube axis 𝑧, the three waves are governed by the 
non-dimensional differential equation [65] 
𝑑3𝑓(𝑥)
𝑑𝑥3






+ 𝑗𝐶3 (4𝑄𝐶(𝑏 + 𝑗𝑑) − 1)𝑓(𝑥)
= 0 
(3.2) 
derived in a similar manner to that of Eq. 2.7, where as before, 𝑥 = 𝛽𝑒𝑧 is the normalized axial 
distance, 𝑓(𝑥) = 𝑒𝑗𝑥𝑠(𝑥) and 𝑠(𝑥) is the small signal displacement of an electron from its 










where we have used the initial conditions 
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 𝑓(0) = 0,   𝑓′(0) = 0,   𝑓′′(0) = 1 (3.4) 
which represent, respectively, zero AC current, zero AC velocity, and unit output electric field in 
the linear theory [63], [65], [68]. 
To study the backward wave interaction, first consider a backward wave amplifier that 
produces a circuit wave of amplitude 𝑎(0) = 1 at the output location 𝑧 = 0, as implied by Eqs. 
(3.3) and (3.4). The input signal is located downstream at 𝑧 = 𝐿, as shown in Figure 3.3. For a 
uniform tube, we may solve for the electric field at 𝑧 = 𝐿 by summing up all the electric field 





















where 𝑁 = 𝛽𝑒𝐿/2𝜋 is the length of tube, measured in the number of axial wavelengths of the 
beam mode, and 𝛿1, 𝛿2 and 𝛿3 are the three roots of the 3-wave dispersion relation, Eq. (3.1). At 
the threshold conditions for backward wave oscillations, the tube must produce some finite non-
zero output at 𝑧 = 0 for zero input signal, i.e. a zero drive instability. Thus the LHS of Eq. (3.5) 




















In Johnson’s theory, it is assumed that 𝑄𝐶 and 𝑑 are given. The analytic equations (3.1) 
and (3.6) are solved numerically to yield values of 𝐶𝑁 (determining starting length or threshold 
current) and 𝑏 (determining BWO frequency). These two values, 𝐶𝑁 and 𝑏, are determined by 
requiring that the real and imaginary parts of Eq. (3.6) equal to zero. Thus, the threshold current 
and the oscillation frequency of BWO, according to Johnson’s theory, depend only on the 
secondary parameters, 𝑄𝐶 and 𝑑. For 𝑄𝐶 =  0 and 𝑑 =  0, Johnson found 𝐶𝑁 =  0.314 and the 
𝑏 =  1.522.  For nonzero values of 𝑄𝐶 and 𝑑, the values of 𝐶𝑁 and 𝑏 are tabulated [50]. 
Johnson claimed that his threshold condition gave good agreement with experiments, but there 
was insufficient information for us to validate such claims, as the values of 𝑄𝐶 and 𝑑 are largely 
unknown for the experiments. 
While the procedure given above is only valid for a uniform tube, it is straightforward to 
extend it to non-uniform tubes by applying the same strategy to Eq. (3.2). Here, we enforce the 
zero drive unstable condition by finding the pair of values of 𝐶𝑁 and 𝑏 that minimizes the value 
of the electric field at the input 𝑧 = 𝐿, i.e. forcing 𝑓′′(𝐿) + 𝐶2(4𝑄𝐶)𝑓(𝐿) to zero. The 
methodology for this approach will be described in more detail in the next section when we 
include the effects of random variations in the phase velocity due to manufacturing errors [76].  
Figure 3.3: Schematic for a backward wave amplifier. If the beam current is sufficiently 
high, the tube acts as an oscillator, generating an output signal from noise even when the 
input signal is zero. 
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3.3 Effects of random manufacturing errors 
Random manufacturing errors in the slow wave structures of TWTs have been shown to 
significantly affect TWT performance as well as the manufacturing yield and cost [63], [66]–
[68], [89]. This problem becomes increasingly pernicious as the frequency range of TWTs is 
extended into the sub-mm or THz regimes, since the length scale of the periodic elements in the 
slow wave structure must drop accordingly; deformations in this structure therefore become 
comparatively more common and significant [65]. Previous work on this topic has demonstrated 
that introducing random variations in the Pierce parameters, especially in the detune parameter 𝑏,  
along the axis of the tube results in significant variations in gain and phase for the forward wave 
using Pierce’s 3-wave theory [64], [68]. Including the effects of multiple internal reflections 
using Pierce’s 4-wave theory further increased the variation in gain and phase and led to small-
signal gain ripples across the band of operation [91]. Sengele et al. [65] also introduced 
variations in the Pierce parameters to study the backward wave, but neglected the effect of 
multiple internal reflections. They found that random variation in the phase velocity (effected 
through the Pierce detune parameter 𝑏) also had a large effect on backward wave gain while only 
having a minor effect on the forward-wave mode behavior, leading them to suggest that a device 
with such errors may be more stable against unwanted oscillations. Here, we explore how these 
circuit phase velocity variations directly affect the onset of backward wave oscillation using 
Johnson’s theory. 
We assume that there is random variation only in Pierce’s detune parameter 𝑏, while all 
other parameters 𝐶, 𝑄𝐶, and 𝑑 are assumed to be constants in Eq. (3.2). We set 𝑏(𝑥) = 𝑏0 +
𝑏1(𝑥) where 𝑏0 is a constant mean value and 𝑏1(𝑥) is the perturbative quantity that is obtained 
by linearly interpolating between randomly generated neighboring “nodes”, as shown in Figure 
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3.4 [64], [65], [92]. We set 𝑥 = 𝛽𝑒𝐿 = 100, and the value of 𝑏1 at 𝑥 = 1,2,3, … ,100 is set by an 
independent Gaussian random number generator with a specified standard deviation 𝜎𝑏. The 
standard deviation in the circuit phase velocity, 𝜎𝑞, where 𝑞 =  (𝑣𝑝 – 𝑣𝑝0)/𝑣𝑝0, is 
approximately related to 𝜎𝑏, by 𝜎𝑏 = (𝜎𝑞/𝐶)(1 + 𝐶𝑏0) [64].The piecewise linear function shown 
in Figure 3.4 serves as one “case” that simulates a TWT with random variations in the phase 
velocity. To obtain good statistics, 1000 such cases were generated, each of which was applied to 
Eq. (3.2). 
To extract the threshold BWO conditions, we have to determine the values of 𝑏0 and 𝐶 that 
solve the third order differential equation, Eq. (3.2), subject to the initial conditions in Eq. (3.4), 
which yield a zero normalized circuit electric field at 𝑧 =  𝐿. This was done through the use of the 
unconstrained optimization algorithm “fminsearch” in Matlab, which uses the Nelder-Mead 
simplex algorithm described in Lagarias et al [93]. For each random sample 𝑏1(𝑥), an initial guess 
at the value of 𝑏0 and 𝐶 is provided by the pristine tube solution. The optimization algorithm is 
then run; this essentially guesses values of  𝑏0 and 𝐶, solves Eq. (3.2) for each guess, then tries to 
find the guess that minimizes the value of the electric field, i.e. 𝑓′′(𝑥) + 𝐶2(4𝑄𝐶)𝑓(𝑥) at 𝑥 =
100. To validate this approach, an error-free case was run with 𝑄𝐶 = 0 and 𝑑 = 0 with an arbitrary 
initial guess; this resulted in values of 𝑏 = 1.522 and 𝐶 = 0.0197. Since 𝑥 = 𝛽𝑒𝐿 = 100, 𝑁 =
100/2𝜋 = 15.92 ⇒ 𝐶𝑁 = (0.0197)(15.92) = 0.314. These values match the published results 
Figure 3.4: Example of random variations along tube axis; b is Pierce’s detune parameter. 
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of Johnson under the same conditions of 𝑄𝐶 = 0 and 𝑑 = 0 [13], [50], also quoted above in the 
paragraph after Figure 3.3.  
The statistical distribution of the threshold value of Pierce's gain parameter 𝐶 for the 
onset of BWO is shown in Figure 3.5 for these 1000 cases, setting 𝑑 =  0, and 𝑄𝐶 =  0.  Here 
we see that the BWO threshold for 𝐶0 (Figure 3.5a) was only minimally affected by random 
variations in the phase veolocity. As noted in [13], backward wave oscillation can principally be 
considered an interference effect between various waves as opposed to the growing wave effect 
of forward wave amplifiers. This relative insensitivity of Johnson's BWO threshold is likely due 
to the cancellation of all three waves at 𝑧 =  𝐿 and therefore the sensitivity of 𝑏 that 
Figure 3.5: Distribution in threshold for the QC = 0, d = 0 case. (a) Top, Pierce gain 
parameter C and (b) bottom, detune parameter b for variations in detune parameter σb = 
1.7 (corresponding to standard deviation in circuit phase velocity of 3.4%). 
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characterizes synchronous interaction is of lesser importance. The large spread in 𝑏0 shown in 
Figure 3.5(b)  was self imposed as we assumed 𝜎𝑏 = 1.7. The corresponding spread in BWO 
frequency is 𝐶𝜎𝑏   =  3.4 percent since 𝐶 =  0.02 from Figure 3.5(a). The spread in the 
threshold current, i.e., in 𝐶3, is also of order 3.4 percent (not shown). The effect of nonzero 𝑄𝐶 is 
shown in Figure 3.6, which shows that the value of threshold 𝐶 increases by 50 percent as 𝑄𝐶 
increases from 0 to 1. Figure 3.6 shows that the mean values of threshold 𝐶 and 𝑏 are very close 
Figure 3.6: Means and relative standard deviations of (a) gain parameter C and (b) detune 
parameter b as a function of QC. 
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to those in an error-free tube, and that for 𝑄𝐶 >  0.25, to a good approximation, 𝑏𝑡ℎ𝑟𝑒𝑠 ≅





,  as established by [50]. See also p. 407 of [13]. 
3.4 Effects of end reflections 
Next, we assume an error-free tube to analyze the effect of end reflections on the BWO 
threshold, again following Johnson’s theory. We remark that this approach is very different from 
that of Levush et al. [94], who also studied BWOs including end reflections. However, it is 
difficult to compare our work to that of Levush et al. since the latter authors did not formulate 
their theory in terms of the Pierce parameters and therefore did not show the explicit dependence 
on 𝑄𝐶 and 𝑑, as Johnson does. Another point of difference is that Levush et al. assumes the 
circuit is lossless, so their theory cannot readily be used to compare with BWO experiments that 
exhibit cold tube loss. Furthermore, Levush et al’s threshold condition depends explicitly on the 
group velocity of the backward circuit mode, whereas the group velocity, as well as the 
backward wave signal propagation time, does not enter explicitly in Johnson’s theory. We have 
consequently not been able to determine the precise relation between the approach and results of 
Levush et al. [94] and those of Johnson [50] 
To consider the effects of end reflections on Johnson’s BWO thresholds, we add the 
forward wave 𝑎𝑓 of the circuit electric field to the backward wave 𝑎𝑏 of the circuit electric field, 
as shown in Figure 3.7. Note that 𝑎𝑏was denoted as 𝑎 in Eqs. (3.3) and (3.5). To simplify the 
analysis, in this section we suppress the axial variations in all Pierce parameters. At the BWO 
oscillation frequency, the forward circuit wave hardly interacts with the electron beam, so we 
assume that it has a constant amplitude between 𝑧 =  0 and 𝑧 =  𝐿, while the backward wave 
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circuit electric field, 𝑎𝑏, could vary with 𝑧 in general to accommodate its interaction with the 
beam. Thus, we write 
 𝑎𝑓 = 𝑎?̃?exp (𝑗𝜔𝑡 − 𝑗𝑘𝑓𝑧) (3.7) 
 𝑎𝑏 = 𝑎?̃?(𝑧)exp (𝑗𝜔𝑡) (3.8) 
where 𝑎?̃? is a constant and 𝑘𝑓 is the wavenumber of the forward propagating circuit mode, 
assuming no attenuation. The forward circuit wave has no gain since the beam's velocity is very 
different from the phase velocity of this forward wave at the BWO frequency (Figure 3.1). We 












Multiplying the two equations (3.9) and (3.10), we construct a composite reflection 
coefficient 𝑅 with an associated phase 𝜃 as follows 






−𝑗𝑘𝑓𝐿 ≡ 𝑅𝑒𝑗𝜃 
(3.11) 
where we have used Eq. (3.7) and defined 𝑅 = |𝑅0𝑅𝐿|. Inclusion of attenuation in the forward 
wave in Eq. (3.7) would only change the composite reflection coefficient, R. The effects of end 
reflections on the BWO threshold condition may be therefore obtained by inserting Eq. (3.11) 
Figure 3.7: Forward and backward waves for end reflection model. 
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Figure 3.8: Effect of end reflections on the threshold BWO conditions (a) top, for b and (b) 
bottom, for CN for the QC = 0, d = 0 case. 
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where 𝜙 = 𝜃 + 2𝜋𝑁. If 𝑅 = 0, Eq. (3.12) reduces to Johnson’s standard BWO threshold 
condition, i.e. Eq. (3. #6). This is the case when the slow wave TWT circuit is perfectly matched 
at either terminations, at 𝑧 =  0 or at 𝑧 =  𝐿, implying R = 0. 
We then use an interior-point algorithm [95] with the “fmincon” Matlab optimization 
function to find the threshold values of b and CN that satisfy Eqs. (3.1) and (3.12) in the zero 
space charge and zero circuit loss (𝑄𝐶 = 0, 𝑑 = 0) case for a range of 𝑅 ∈ [0,1] and 𝜙 ∈ [0,2𝜋]. 
These solutions, given in Figure 3.8, show that end reflections can have a significant impact on 
the threshold conditions depending on the magnitude of the reflection coefficient. From Figure 
3.8a one can claim that end reflections tend to decrease the required starting current, a result 
largely consistent with Levush et al.[94], whose formulation is very different from Johnson’s 
[50]. 
An example with nonzero values of 𝑄𝐶 and 𝑑 was also studied; this is the test TWT 
constructed by L-3 Technologies that did not oscillate, despite exceeding the threshold current 
predicted by Johnson’s theory [90]. The threshold conditions for this case are presented in Figure 
3.9 for values of 𝑅 up to 0.14. However, at higher reflection coefficients (𝑅 > 0.14), the 
transcendental equation, (3.12), does not have a meaningful solution, similar to the case of 𝑁 
which satisfies 𝐴 = cos(2𝜋𝑁) when A > 1. When no threshold condition can be found, this 
means that BWO does not exist for the set of parameters QC, d, R, and . Whether this is indeed 
the case warrants further study. 
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3.5 Inclusion of circuit mode space charge 
Thus far in our analysis of the backward wave, we have neglected to include the effect of 
space charge on the circuit mode, characterized by 𝑞. This effect of 𝑞 for the forward wave 
interaction has been included in Eq. (2.4), where 𝑞 is computed exactly for the tape helix TWT. 
For the backward wave oscillator problem, we shall enter 𝑞 phenomelogically, as in Eq. (3.13) 
below, and then examine its effect on Johnson’s BWO threshold condition. The reason follows. 
Our attempts to solve for 𝑞 from the exact hot tube dispersion relation [47] near the 



































Figure 3.9: Effect of end reflections on the threshold BWO conditions (a) top, for b and (b) 
bottom, for CN for the QC = 3.392, d = 0.135 case (L3 Technologies test TWT) [90]. 
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dispersion relation is a very complicated expression that admits three roots that correspond to the 
solution to Pierce’s 3-wave dispersion relation [Eq. (1.39) for the forward wave case, Eq. (3.1) 
for the backward wave case]. The Pierce solutions may then be used as an initial “guess” for 
some root-finding algorithm solving the exact hot tube dispersion relation, yielding the 3 roots of 
𝛽 (See Eq. 2.2) that may subsequently be used to solve for the exact Pierce parameters 
𝑞𝐶3, 𝑄𝐶3, and 𝐶3 (See Eq. 2.3). This procedure is relatively straightforward in the forward wave 
case, where the solution to Pierce’s dispersion relation results in a growing and a decaying wave 
(𝛽1, 𝛽2 are complex conjugates of each other) as well as a neutral oscillating wave (𝛽3 is purely 
real) and the exact dispersion relation readily yields corresponding solutions. However, in the 
backward wave case, the Pierce’s dispersion relation instead gives 3 neutral roots, all purely real. 
Solving the exact hot tube dispersion relation across the frequency range of interest does not 
consistently yield corresponding roots and frequently gives spurious or ‘false’ roots that do not 
appear to correspond to any of the solutions of the Pierce dispersion relation. Whether this failure 
is due to some underlying physical reason or simply due to the extreme complexity of the exact 
dispersion relation remains unclear. 
However, we may examine how 𝑞 directly affects the backward wave oscillation 
threshold, putting aside the question of how to calculate 𝑞 in the first place. Consider the 
modified dispersion relation in Chapter 2, Eq. (2.4), that includes both the effect of cold circuit 
loss (characterized by 𝑑) and space charge on the circuit mode (characterized by 𝑞). This may 
easily be rewritten in terms of the complex propagation constant 𝛿 to match the form of Eqs 
(1.39) & (3.1) as follows 
 
(𝛿2 + 4𝑄𝐶)[𝛿 + 𝑗𝑏 − 𝑑 + 𝑗
𝛽𝑝ℎ
𝛽𝑒
(4𝑞𝐶2)] = 𝑗 (3.13) 
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Johnson’s criterion for oscillation (Eq. 3.6), however, is unaffected. We may solve Eqs 
(3.13) & (3.6) for the threshold conditions 𝑏 and 𝐶𝑁 for several values of 𝑞 and 𝑄 setting 𝑑 = 0, 
plotting the results in Figure 3.10. We observe that 𝐶𝑁, i.e. the starting current, is unaffected by 
𝑞; this is consistent with the random errors in circuit phase velocity having little effect on 
threshold 𝐶𝑁 (See Figure 3.5). Meanwhile, we note that 𝑏 decreases linearly with 4𝑞𝐶2. Indeed, 
from a cursory examination of Eq. (3.13), we can see that 𝑞 affects the dispersion relation in a 
similar manner to 𝑏, causing a detuning effect. Since the backward wave oscillation phenomenon 
arises from wave interference rather than an amplifying effect, it is therefore unsurprising that 
the starting current is unaffected while 𝑏, and therefore the oscillation frequency must drop to 
compensate for the detuning effect of 𝑞. Whether this drop in oscillation frequency with 
increased space charge effects on the circuit is related to the frequency pushing effect [13], [50] 
seen in backward wave oscillators when the starting current is exceeded remains an open 
question. 
Figure 3.10: BWO threshold conditions (a) left, CN and (b) right, b as a function of 4qC2 
for various values of QC. 
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3.6 Conclusions 
In this chapter, we have extended Johnson’s classical theory for the onset of backward 
wave oscillations in a TWT to include the effects of random manufacturing errors along the 
TWT’s axis. We found that these errors only minimally affect Johnson’s threshold for the 
starting length while the BWO oscillation frequency and threshold current (at a fixed circuit 
length) were found to be affected to a similar degree as the variation in circuit phase velocity. 
This insensitivity is different from some previous works where large gain ripples in a forward 
wave TWT may result from random variations of the circuit phase velocity along the tube [91], 
in part due to our neglect of internal reflections that were carefully accounted for in Ref. [91], 
and in part due to Johnson’s threshold arising from the cancellation of the three waves at the 
beam’s downstream location, 𝑧 =  𝐿, thereby reducing the sensitivity to the circuit phase 
velocity variations (i.e. to the detune parameter 𝑏). We next extended Johnson’s theory to 
describe an error free tube with end reflections, showing that the threshold conditions depend 
sensitively on the phase and magnitude of the composite reflection coefficient. In the zero space 
charge, zero cold circuit loss case, we find that on average, the starting current is decreased due 
to the effect of reflections. Finally, we included the circuit mode space charge effect 𝑞 in 
Johnson’s threshold, demonstrating that BWO oscillation frequency drops with increased 𝑞, 
while the starting current remains unaffected.  
Unfortunately, our generalizations of Johnson’s theory did not explain why the L3 
Technologies test helix TWT did not oscillate, despite exceeding the threshold current value. 
One reason, we suspect, is that the values of 𝑄𝐶, 𝑑, the reflection coefficients, and/or the beam 
radius required for application of Johnson's theory (and its extensions) were not known with 
sufficient accuracy. Additionally, attempts to solve the exact hot tube dispersion relation [47] to 
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Chapter 4 Transitions Between Temperature-Limited and Space-Charge-Limited 
Operation for Thermionic Cathodes 
4.1 Introduction 
The previous two chapters concerned the interaction between the electron beam and the 
wave propagating on the slow wave structure. Here, we focus our attention solely on the 
generation of the electron beam using a thermionic cathode. Of major concern is the fundamental 
problem of the amount of anode current that is drawn from a cathode surface that emits electrons 
non-uniformly over the cathode surface, a practical problem rarely analyzed properly. This 
chapter offers a semi-analytic study of this difficult problem; in fact, it is the first rigorous 
analytic study of its kind. 
For virtually all TWTs, the electron beam is formed by thermionic emission, despite 
significant progress towards a “cold cathode” TWT that relies on field emission [4], [96], [97]. In 
either case, for an electron to escape the cathode, it must overcome the potential energy barrier at 
the interface between the cathode and the vacuum into which it is emitted; this potential energy 
is known as the work function 𝜙. Field emission relies on applying a large electric field normally 
to the cathode which distorts the shape of the potential barrier such that electrons may quantum 
mechanically tunnel through; the resulting current is given by the Fowler-Nordheim equation 
[98]. In thermionic emission, the cathode is heated so that the electrons may have sufficient 
energy to cross the barrier. As such, the emitted current density 𝐽𝑅𝐷 depends on the cathode 
temperature and the work function of the cathode, varying according to the Richardson-Dushman 








where 𝐴0 =1.201732 ×10
6 A/(m⋅K)2 is the Richardson coefficient, 𝑇 is the cathode temperature 
in K and 𝑘 is the Boltzmann constant. However, as discussed in Chapter 1, an increase in 
cathode temperature and emitted electron current is accompanied by an accumulation of charge 
due to these emitted electrons, which limits any further emission (see Figure 1.2). In a simple 1D 
model and assuming zero emission velocity, the maximum achievable current density at the 












which depends only on the diode gap distance 𝑑 and gap voltage 𝑉𝐴 while remaining independent 
of any cathode properties such as work function or temperature, and of emission mechanism. Eq. 
(4.2a) results from the constraint imposed by the Poisson equation. This current density limit is 
slightly modified if the electron velocity distribution is assumed to be Maxwellian [29], [31], 
since the extra electrons injected into the vacuum (now with non-zero emission velocities) 
increase the depth of the potential minimum and push its location slightly further into the anode-
cathode gap. For a typical thermionic cathode, this potential minimum is typically located only a 
few tens of microns from the cathode surface, with a potential depth of 1 eV or less [3].The 
Figure 4.1: Planar diode geometry. 
 67 
potential minimum may be considered a virtual cathode, allowing the space-charge-limited 
current to be estimated using Eq. 4.2a when the gap distance 𝑑 is reduced (to accommodate the 
position of the “virtual cathode” at which the electric field is zero) and the gap voltage is 
increased (to accommodate the additional dip at the virtual cathode). This effect causes a slight 
increase in space-charge-limited current density as the temperature of the cathode is increased. 
Langmuir [29] derived the space-charge limited current density, including these effects due to 
the Maxwellian distribution of emitted electrons at a finite cathode temperature, to be, 
 







Both limiting current densities, Eqs. (4.2a) and (4.2b), are plotted in Figure 4.2 for a diode model 
to be studied in detail in this thesis. 
The transition from the temperature-limited regime to this space-charge-limited regime is 
characterized by the Miram curve [69], a plot of anode current vs cathode temperature, while the 
Figure 4.2: Miram curve for a 1D cathode VA= 179.5 V and d = 0.381 mm and a uniform 
work function 2.0eV. The dashed curve corresponds to Eq. (4.2a) and the black dotted 
curve corresponds to Eq. (4.2b). Note the sharp transition at the knee at T = 1040°C. The 
excellent agreement between the theory and MICHELLE simulations means that the 
potential minimum, if it exists, is resolved in both [70].  
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transition region is referred to as the “knee” in the curve. This  transition is quite sharp for an 
ideal cathode with a uniform work function, as shown in Figure 4.2, where results from the 
analytic 1D theory and particle simulations using MICHELLE [71] are shown. However, 
experimental curves show a much more gradual transition, yielding a smooth and rounded knee 
(See Figure 4.3). While the physical reasons behind this discrepancy have not been definitively 
identified, it has commonly been attributed to the complex surface morphology of the cathode, 
including spatially varying work function distributions and local field enhancement due to 
cathode surface roughness. Although the Schottky effect [99], a reduction in the effective work 
function barrier due to the applied electric field at the cathode, has also been proposed as a 
contributing factor [100], its effect on smoothing the curve is quite minor. This is an important 
issue, since thermionic cathodes for linear beam devices such as TWTs or klystrons are almost 
always operated in the vicinity of the knee [3]. The reasons follow. 
The most commonly used thermionic cathodes in the microwave tube industry are 
dispenser cathodes, consisting of a porous tungsten matrix impregnated with a compound 
containing barium oxide, calcium oxide and aluminum oxide. When the cathode is heated to the 
operating temperature, the impregnant reacts with the tungsten, releasing barium that can migrate 
through the pores to the surface. Here, the barium may emit electrons far more readily than the 
Figure 4.3: Experimental Miram curves for a good cathode. Image from [3]. 
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tungsten, due to barium’s much lower work function (See Eq. 4.1). As such, the cathode surface 
is highly ‘patchy’, where the work function from patch to patch may vary drastically (See Figure 
4.4, also [3]). The degree of barium surface coverage is then a balance of the diffusion of barium 
to the surface (from within the matrix) and the evaporation rate of barium from the surface, 
which is highly temperature dependent [3]. Depletion of the barium reserves inside the matrix is 
not the only concern; the evaporated barium may deposit on elements in the electron gun, 
causing arcing, which can lead to destructive failure of the device. As such, the ideal operating 
temperature for a cathode would be in the vicinity of the knee of the Miram curve, where the 
highest possible electron current density can be obtained for the lowest possible cathode 
temperature. This enhances the cathode life, because a 100°C reduction in the cathode operating 
temperature could increase the cathode life by one order of magnitude [3]. This has very 
significant practical implications for the operating life of a communications satellite because the 
traveling wave tube onboard is largely dictated by the life of its cathode. For these reasons, 
Longo [101] and Vaughan [102] proposed empirical rules for characterizing Miram curves, 
which were widely used [3], though they do not have a physical basis. 
Figure 4.4: Patchy features at the surface of an impregnated dispenser cathode. Image 
from [3]. 
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Characterizing the patchy work function distributions on the surface is a difficult matter. 
An adhoc “practical work function distribution” (PWFD) may be constructed directly from an 
experimental Miram curve [103]; this technique is frequently used in the TWT community [3]. 
The PWFD usually has a very sharp peak with a narrow spread of around 0.1 eV in the work 
function and has some practical value in tracking cathode performance over its lifetime. 
However, its construction does not have a sound physical basis and therefore may not be 
representative of the actual work function variations at the cathode surface, if at all. More 
detailed work by the University of Wisconsin using a combination of electron backscatter data 
[72] and density functional theory (DFT) [73] indicated that the cathode may consist of several 
discrete work function values over a fairly wide range (≫ 0.1 eV). Also determined is the 
fractional cathode area occupied by each work function for a typical B-type cathode from L3 
Technologies [70]. Surprisingly, over 20% of the cathode was found to be non-emitting, raising 
the question of whether a cathode could produce the current density predicted by the 1D Child-
Langmuir Law, or even how the 1D Child-Langmuir law should be applied to patchy emission 
surfaces [104], [105]. 
A recent analysis by Chernin et al [70] incorporated this University of Wisconsin 
experimental data into calculations of the Miram curve using 3D particle-in-cell simulations 
using the MICHELLE electron gun code [71] and an analytical “1-1/2D” model. This analytical 
model solves the Poisson and Vlasov equations in 2D (details to follow) but assumes an infinite 
magnetic field in 𝑧 (direction from cathode to anode, see Figure 4.1), thereby restricting all 
electron motion to the 𝑧-direction; this is the reason for the term “1-1/2D”. The 1-1/2D model 
allowed the local work function 𝜙(𝑦) of the cathode to vary periodically in one spatial direction 
𝑦 along the cathode surface, forming work function ‘stripes’. From this work, we reached the 
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following general conclusions: (a) electron motion parallel to the cathode surface does not 
significantly alter the smoothness or the shape of the Miram knee; that is, the shape of the Miram 
curve is insensitive to whether we assume 𝐵 = 0 and 𝐵 = ∞, (b) regions of different work 
functions do not emit independently; they compensate for each other via space-charge forces 
and, most surprisingly, (c) even with a significant non-emitting region, the total anode current 
obeys the 1D Child-Langmuir law as if the entire cathode surface were emitting. The 
compensatory current effect from (c) echoes the results of Umstattd & Luginsland [106] who 
show the formation of current density “wings” on the edges of 2D emitting patches under space 
charge limited conditions and assert that 20% of the active cathode surface may yield 80% of the 
1D Child Langmuir current. Like these patches, low work function (highly emissive) regions are 
not bound by space-charge forces near their boundaries with non-emitting (high work function) 
regions, allowing them to provide a current density that locally exceeds the 1D Child Langmuir 
prediction. Thus, the enhanced emission at the wings can largely compensate for the non-
emitting areas, to the extent that the total current reaching the anode is roughly governed by the 
1D Child-Langmuir law, as if the entire cathode is emitting. 
However, the ‘striped’ cathodes studied by the 1-1/2D model [70] did not quite generate 
the smooth transitions observed in experimental Miram curves, despite some significant 
“rounding” of the knees. By modeling cathodes where the width of each stripe (corresponding to 
some discrete work function) varies according to the fractional cathode area data calculated by 
the University of Wisconsin’s team [72], including the non-emitting regions that were 
represented by 𝜙 = 10 eV, Chernin [70] produced Miram curves that exhibited several distinct 
slopes. 3D MICHELLE simulations, performed by the Leidos scientists of [70], were able to 
reproduce these curves, even when using an applied magnetic field of 𝐵 = 0 or 1 T, 
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demonstrating that the shape of the Miram curve is largely insensitive to changes in the magnetic 
field. However, if spatial variations are allowed in both the 𝑥 and 𝑦 directions along the cathode 
surface (See Figure 4.1), the 3D MICHELLE simulations do show a smooth and rounded curve, 
similar to experimental Miram curves. Therefore, it is of substantial interest to extend the 1-1/2D 
analytical model to 2-1/2D, allowing the local work function 𝜙(𝑥, 𝑦) to vary in both 𝑥 and 𝑦 
directions on the cathode surface. The 2-1/2D model was the major contribution by the author. It 
takes significantly less computational time than MICHELLE to obtain essentially the same 
answers, as we shall see (Figure 4.8d below). The versatility of the 2-1/2D code may definitively 
answer whether the smoothness and roundedness observed in Miram curves is due mainly to the 
2D effects in the work function distribution, or in large part due to the presence of significant 
non-emitting regions on the cathode. We may also readily examine a variety of idealized and 
realistic work function patterns to study how various factors, such as the length scale of work 
function variations and the appearance of a few local “bright spots” corresponding to highly 
emitting local spots, may impact the shape of the Miram curve. This chapter reports the author’s 
findings on these issues.  
In addition, we will present some results from [75] examining how Miram curves behave 
under the influence of a magnetic field that is applied orthogonally to the electric field, assuming 
a 1D model, i.e. assuming uniform electron emission from a thermionic cathode. The electron 
trajectories become curved through the action of the magnetic field, reducing the number of 
electrons reaching the anode as 𝐵 increases. At some critical value 𝐵 = 𝐵𝐻, called the Hull 
cutoff, an electron with zero emission velocity will barely miss the anode. We present results 
from particle-in-cell simulations (done by the author) validating an analytic formulation (done by 
Chernin) below the Hull cutoff. However, the author found that for thermal electron emission at 
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fields above the Hull cutoff, laminar electron flow within the diode breaks down into turbulent 
flow even at very low cathode temperatures. Some of these findings were published in [75], with 
more details given in Section 4.4 below. 
4.2 Formulation of the 2-1/2D model 
The theory extends the 1-1/2D model, which was originally developed by Chernin [70] to 
2-1/2D [74]. Consider the planar diode schematic of Figure 4.1. Electrons are emitted from the 
cathode at 𝑧 = 0 and are collected by the anode at 𝑧 = 𝑑. The cathode is grounded, with 
potential 𝑉 = 0, while the anode is at potential 𝑉𝐴 > 0. An infinite magnetic field 𝐵 = 𝐵𝑧 = ∞ is 
also imposed, strictly limiting all electron motion to the 𝑧 direction; this assumption, although 
apparently quite drastic, turns out to be adequate for the study of Miram curves, as shown in 
MICHELLE results which include both zero magnetic field and a strong magnetic field 𝐵𝑧 =
20 T. These Miram curves do not deviate much from one another; all of this was demonstrated in 
the earlier 1-1/2D model. The work function 𝜙(𝑥, 𝑦) is allowed to vary across the cathode 
surface, but the Richardson coefficient 𝐴0, cathode temperature 𝑇, and electrode potentials are 
assumed to be independent of both 𝑥 and 𝑦. The Schottky effect [99] as well as the patch field 
effect [107], [108] are neglected; we only incorporate the isolated effect of space charge. We 
once more assume that all electrons are non-relativistic.  
The electron distribution function may be calculated as a function of electron position 
(𝑥, 𝑦, 𝑧) and velocity 𝑣𝑧 as follows 
𝑓(𝑥, 𝑦, 𝑧, 𝑣𝑧) = 𝑓0(𝑥, 𝑦)𝑒









where 𝑓0(𝑥, 𝑦) is a normalization factor, 𝐸 is the electron’s total energy, 𝑚 is the electron mass, 
𝑞 is the electron charge, and 𝑉(𝑥, 𝑦, 𝑧) is the electrostatic potential. Since 𝑥, 𝑦, and 𝐸 are all 
constants of motion, 𝑓 is a solution of Vlasov’s equation. 
The normalization factor 𝑓0(𝑥, 𝑦) may be determined by asserting that the emitted current 
density at 𝑧 = 0 is given by the local Richardson-Dushman current density 𝐽𝑅𝐷(𝑥, 𝑦), (See Eq. 
4.1) where the (𝑥, 𝑦) dependence originates from the local value of the work function 𝜙(𝑥, 𝑦) on 
the cathode surface and noting that the current (momentum) density is the first order moment of 
the Vlasov equation. In fact, any arbitrary (𝑥, 𝑦) dependence in 𝐽𝑅𝐷(𝑥, 𝑦) may be included in Eq. 
(4.5) below, including the local value of the temperature and an arbitrary multiplier to designate 
non-emitting areas, or “hot spots” that are emitting at abnormally high values. The normalization 
factor will incorporate the unit of charge 








2 𝐽𝑅𝐷(𝑥, 𝑦) (4.5) 
where 𝑣𝑡ℎ = √
𝑘𝑇
𝑚
 is the thermal velocity. 
Next, we solve Poisson’s equation 




where 𝜌 is the charge density, calculated by integrating the distribution function over all possible 
values of velocity at that position.  





The lower bound of this integral is 𝑣𝑚𝑖𝑛(𝑥, 𝑦, 𝑧), the minimum value of velocity of any electron 
originating at location (𝑥, 𝑦) at the cathode reaching location 𝑧. This requires care, since the 
expression for 𝑣𝑚𝑖𝑛 differs on either side of the potential minimum, if it exists.  
If no potential minimum is formed within the gap, the potential an emitted electron would 
see as it travels from the cathode to the anode is a monotonically increasing function of 𝑧. In this 
case, 𝑣𝑚𝑖𝑛(𝑥, 𝑦, 𝑧) is the velocity at 𝑧 of an electron emitted with zero velocity, so it follows via 
conservation of energy that 




when no potential minimum exists (to be precise, when the potential minimum is 𝑉𝑚(𝑥, 𝑦) = 0 at 
the cathode, 𝑧 = 0) 
 If a potential minimum 𝑉𝑚(𝑥, 𝑦) is formed at 𝑧 = 𝑧𝑚 > 0 within the gap, only electrons 
emitted from the cathode with a velocity greater than √
2𝑞𝑉𝑚
𝑚
 will make it over the potential 
barrier and reach the anode, while the other electrons are reflected back to the cathode. Therefore 
for 0 < 𝑧 < 𝑧𝑚, which we define as the 𝛼-region 
𝑣𝑚𝑖𝑛,𝛼(𝑥, 𝑦, 𝑧) = −√
2𝑒(𝑉(𝑥, 𝑦, 𝑧) − 𝑉𝑚(𝑥, 𝑦)
𝑚
 (4.9) 
while for 𝑧𝑚 < 𝑧 < 𝑑, which we define as the 𝛽-region, 
𝑣𝑚𝑖𝑛,𝛽(𝑥, 𝑦, 𝑧) = +√
2𝑒(𝑉(𝑥, 𝑦, 𝑧) − 𝑉𝑚(𝑥, 𝑦)
𝑚
 (4.10) 
 Having defined 𝑣𝑚𝑖𝑛(𝑥, 𝑦, 𝑧) for all cases and for all locations within the A-K gap, we 





































Finally, the expression of Poisson’s equation may be given as 











                        ≡ 𝑆(𝑥, 𝑦, 𝑧) 
(4.13) 
Although this expression is exact, the solution may only be obtained numerically, via a 
self-consistent iteration.  
We now follow Chernin’s 1D analysis [70] and extend it to consider a 2D distribution of 
work function on the cathode surface. The work function 𝜙(𝑥, 𝑦) is assumed to be periodic 
functions of (𝑥, 𝑦) with periods 𝑝𝑥 and 𝑝𝑦. We define 𝑁𝑥 and 𝑁𝑦 ‘cell centered’ values of 𝑥 and 





































for 𝑙 = 0,1,2, … , 𝑁𝑥 − 1 and 𝑚 = 0,1,2, … , 𝑁𝑦 − 1 where the prime marks on the summations 
denote that the 𝑙 = 0, 𝑚 = 0 terms each have an additional factor of ½. We discretize the second 
derivatives with respect to 𝑥 and 𝑦 in (4.13) and reduce the 3D problem to a set of coupled 1D 
problems to find that  ?̃?𝑙𝑚(𝑧) satisfies  
𝑑2
𝑑𝑧2
?̃?𝑙𝑚(𝑧) − 2 [
1 − cos 𝜃𝑙
Δ𝑥2
+
1 − cos 𝜃𝑚
Δ𝑦2




 and 𝜃𝑚 =
𝜋𝑚
𝑁𝑦
, and ?̃?𝑙𝑚(𝑧) is the discrete Fourier transform of 𝑆(𝑥, 𝑦, 𝑧) [RHS of 
Eq. 4.13], which is given by 













The required boundary conditions on ?̃?𝑙𝑚(𝑧) are: 
 ?̃?𝑙𝑚(0) = 0  (4.19a) 
 
{
?̃?𝑙𝑚(𝑑) = 𝑁𝑥𝑁𝑦𝑉𝑎 for 𝑙 = 0, 𝑚 = 0




 The computation of Miram curves for a defined work function distribution 𝜙(𝑥, 𝑦) thus 
uses the following procedure. We begin with an approximate solution for the potential which we 
denote as 𝑉𝑖𝑗
(𝑛)(𝑧) where the superscript (𝑛) denotes the 𝑛-th approximation in our iterative 
solution. We then evaluate 𝑆𝑖𝑗(𝑧) by computing the RHS of Eq. (4.13), which requires finding 
the potential minimum of 𝑉𝑖𝑗
(𝑛)(𝑧) and the use of Eqs. (4.8)-(4.10). Next, we compute the Fourier 
coefficients of ?̃?𝑙𝑚 using Eq. (4.18) and solve Eq. (4.17) subject to the boundary conditions in 
(4.10) using, for example, the Thomas algorithm [109], [110] for tri-diagonal systems on a grid 
in 𝑧. We may then transform this solution back to 𝑉𝑖𝑗(𝑧) using Eq. (4.16). As in [70], rather than 
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using ?̃?𝑙𝑚(𝑧) as the (𝑛 + 1)-th iteration, we denote this solution as 𝑉𝑖𝑗
(𝑛+)(𝑧) and instead define 
the next iteration of the potential as 
𝑉𝑖𝑗
(𝑛+1)(𝑧) = 𝛼𝑉𝑖𝑗
(𝑛)(𝑧) + (1 − 𝛼)𝑉𝑖𝑗
(𝑛+)(𝑧) (4.20) 
where the mixing parameter 𝛼 is a real number satisfying 0 < 𝛼 < 1. The value of 𝛼 must be 
obtained empirically, but were typically set in a range from 0.8-1. We iterate this algorithm until 
the solution converges everywhere to 1 part in 104. 
4.3 Results from 2-1/2D model of Miram curves 
We use the same diode parameters as [70], setting 𝑉𝐴 = 179.5V and 𝑑 = 0.381mm and 
apply our 2-1/2D model to a variety of work function distributions to assess their impact on the 
Miram curve.  
First, to demonstrate the space charge shielding effect (and its lack) and resulting current 
compensation that low work function regions have on their high work function neighbors, we 
begin with simple arrangements of two work functions: 𝜙1 = 2.0 eV and 𝜙2 = 2.2 eV (Figure 
4.5).  We compare the Miram curves resulting from a striped pattern (Figure 4.5a), first tested in 
[70], to its natural 2-1/2D analogue: a checkered pattern (Figure 4.5b), using two different values 
for the width of each stripe (and of each square side) 𝑠 = 53 μm, 265 μm. For the following tests, 
unless indicated otherwise, 1024 simulation cells (Nx = Ny = 32) were used to model the cathode 
area while the vacuum region was discretized into Nz = 500 cells. Since the boundaries in x and y 
are periodic, the entire pattern as shown in. Figure 4.5a and b need not be simulated in its 
entirety; a smaller selection can be made such that each ‘tile’ is modelled by 256 (16x16) 
simulation cells. We see from Figure 4.5c that for both stripe widths, the current in the checkered 
case exceeds that of the striped case in the knee region, forming a slightly more rounded knee 
akin to an experimental Miram curve. Since the current compensation effect occurs primarily at 
 79 
the boundaries between different work functions, it is enhanced by an arrangement that 















Striped 53um Checkered 53um

















J - Checkered J1 (2 eV) - Checkered J2 (2.2 eV) - Checkered
J - Striped J1 (2 eV) - Striped J2 (2.2 eV) - Striped
Figure 4.5: (a) Striped pattern (1-1/2D) (b) Checkered pattern (2-1/2D) (c) Comparison of 
striped  vs checkered arrangements of ϕ1 = 2.0 eV and ϕ2 = 2.2 eV for two square/stripe 
widths s = 53μm, 265μm, (d) Separate current density contributions from ϕ1 (red curves) 
and ϕ2 (yellow curves) for checkered and striped cases, and the total current density (black 
curves). Here, s = 53μm. Note that at high temperatures, the 1D space charge-limited 
current densities of 4.2 A/cm2 is attained (see Fig. 4.2). 
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causing additional current enhancement at the tile corners. We will demonstrate this local 
enhancement shortly. The compensation effect is examined in more detail in Figure 4.5d, which 
shows the current density contribution from each work function for the 𝑠 = 53 μm case. The 
current from the higher work function regions (2.2 eV, yellow curves) has a typical Miram curve 
shape, showing the standard transition from temperature limited into space-charge limited 
operation. However, since they emit less than their 2 eV neighboring regions, the 2.2 eV regions 
have  weaker space charge forces and a smaller potential minimum in front of them, near the 
Figure 4.6: Current profiles sampled along the edge and center of the checkered pattern, s 
= 53 μm. (a) shows the location of the sample lines (b) shows the temperatures sampled 
around the knee. The current profiles for the central and edge lines are respectively given 




cathode. This allows the low work function neighbors (2 eV, red curves) to then locally exceed 
the Child-Langmuir current density to make up current. This effect continues well into the space-
charge limited regime, acting in a way to force the overall cathode current density to obey the 1D 
Child-Langmuir Law (black curves in Figure 4.5d). That is, at sufficiently high temperatures, 
Figure 4.5c and d show that the 1D space-charge-limited current desnity of 4.2A/cm2 is attained 
(compare with Figure 4.2) 
This physics involved in Figure 4.5d may be made clearer by sampling the current 
density on the checkered pattern at various temperatures around the knee of the Miram curve. 
Figure 4.6a shows the location of the sample points, at lines along the center and edge of the 
checkered pattern while Figure 4.6b shows the temperatures that were sampled. The current 
profiles are given in Figure 4.6c & d. Note the peaked current density at the tile boundaries and 
tile corners due to the 2D space charge effect, similar to the current density ‘wings’ described by 
Umstattd & Luginsland [106], as well as the changes in current density from each region as the 
temperature is increased, in accordance with Figure 4.5.  
Next, we replace one in every four 2 eV tiles in the checkered pattern with a non-emitting 
tile, modeled as having a 10 eV work function (Figure 4.7a) and labeled “checkered variant”. 
The resulting Miram curves for 𝑠 = 53μm, 265μm compared to the standard checkered pattern is 
given in Figure 4.7b. First, we note that including a non-emitting region significantly lowers the 
current in the temperature-limited region and generally shifts the entire Miram curve to the right. 
The current is also reduced in the space-charge-limited regime, but this behavior is highly 
dependent on the tile size 𝑠. Smaller tile sizes increase the effective boundary regions where 
current compensation occurs, thereby sharpening the knee and allowing for a higher anode 
current at lower cathode temperatures. In addition, we observe that at sufficiently high 
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temperatures, both checkered variant cases eventually achieve the 1D Child-Langmuir current 
density (~4.2A/cm2), apparently behaving as if the entire cathode were emitting. However, larger 
tile sizes significantly delay this process, highlighting the importance of the length scale of 
















Checkered 53um Checkered Variant (53um)















J - Checkered J1 (2 eV) - Checkered
J2 (2.2 eV) - Checkered J - Checkered Variant
J1 (2eV) - Checkered Variant J2 (2.2 eV) - Checkered Variant
J3 (10 eV) - Checkered Variant
Figure 4.7: (a) Checkered variant pattern (b) Comparison of checkered vs checkered 
variant patterns for two square widths s = 53μm, 265μm, (c) Separate current density 
contributions from ϕ1, ϕ2, and non-emitting regions for checkered and checkered variant 
cases, s = 53 μm. 
 83 
curve. [This effect of tile size may readily be seen in the hypothetical case where the tile size in 
Figure 4.7a is much larger than the AK gap spacing, d.] Figure 4.7d breaks down the current 
density contribution from each work function and demonstrates how both the 2.0 eV and 2.2 eV 
regions attempt to compensate current for the non-emitting region, which contributes effectively 
zero current in the operational temperature range. Under these conditions, the 2.0 eV regions are 
capable of supplying a current density over double the 1D space charge limit. Generally, we 
observe that the low work function regions contribute to the majority of the anode current, even 
when they make up a relatively small fraction of the cathode area, as is apparent when we study 
a more realistic representation of a cathode surface, as follows. 
Table 4.1: Work function area distribution percentages 
Work Function 
(eV) 
Experiment [72] Rand I Rand II Rand III 
1.61 18.54 17.97 12.89 7.42 
1.79 10.32 9.77 8.59 7.42 
2.3 10.99 9.38 11.33 11.33 
2.31 37.69 43.75 37.50 37.11 
10  
(non-emitting) 
22.46 19.14 29.69 36.72 
 
To model a real cathode, we first refer to the work function area distribution, labeled  
“Experiment [72]” in  
Table 4.1. The data in this column are the percentages of cathode area for the indicated 
work function, obtained from electron backscatter diffraction measurements on a tungsten 
dispenser cathode [72]; the work function values were calculated using density functional theory 
(DFT) [73]. We once again note the sizeable fraction of non-emitting area that is typical of these 
cathodes (~22%, on the order of the checkered variant test in Figure 4.7a) as well as the ability of 
the cathode to retain the full 1D Child-Langmuir current at sufficiently high temperatures as if 
the entire cathode were emitting, as we shall also show shortly. We construct the work function 
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distribution pattern in Figure 4.8a (in which the “Rand I” case is generated by a random number 
generator to mimic “Experiment [72]” data). A random sequence of 256 work functions is 
generated from the distributions in Table 1. Each tile of work function has an area of 2.5μm × 
2.5 μm and is modelled by 4 (2 × 2) simulation cells. Improving the resolution of this grid or 
testing different randomly generated patterns (with the same work function distribution) did not 
significantly alter our results. We also constructed two other patterns; in one, the size of the non-
emitting area was boosted by 10% (Rand II, Figure 4.8b), while in the other it was increased by 
15% (Rand III, Figure 4.8c). In both, the area of the 1.61eV regions was reduced to compensate. 
The resulting Miram curves are given in Figure 4.8d.  
First, we note how the knee of Rand I appears much more rounded than its 2-1/2D 
counterparts by comparing with Figure 4.7b, indicating significant progress towards reproducing 
an experimental curve. (The smaller tile size used in Figure 4.8d than in Figure 4.7b is also a 
contributing factor, see below) Increasing the non-emitting area shifts the knee down and to the 
right, lowering the current density in the knee. In Figure 4.8d, we also include the results of a 
particle-in-cell simulation of Rand I using the MICHELLE code [71], in which a 20 T magnetic 
field was applied to restrict all electron motion to be parallel to the z axis. We observe excellent 
agreement across the various electron flow regimes: temperature-limited, space-charge-limited 
and the transition between them. We additionally remark that the computational time required to 
solve the anode current at a single temperature is on the order of hours for a MICHELLE 
simulation, compared to several minutes for the 2-1/2D code. We stress that this is an extremely 
rigorous numerical test in that both the 2-1/2D model and MICHELLE code need to resolve the 
potential minimum (if it exists) of each of the 256 tiles and the mutual electrostatic interactions 
among the tiles, consistent with the electron orbits that make up the charge distributions within 
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each tile. Excellent agreement between the two was observed in Fig. 4.8d for all temperature of 















Rand I Rand II (non-emit+10%)
Rand III (non-emit+15%) MICHELLE, B=20 T
(d)
Note: Black tiles are non-emitting 
Figure 4.8: (a,b,c) Randomly generated work function maps using distributions Rand I, II, 
and III from Table 4.1 (d) Miram curves of Rand I, II, and III where the non-emitting area 
is increased by 10% in Rand II and by 15% in Rand II while the 1.61eV area is decreased 
to compensate. The MICHELLE simulation results for Rand I using a 20 T Bz field are 
included, showing excellent agreement with analytic theory (e) Anode current and (f) anode 
current density for entire cathode(black curve) and from different work function regions 
(color curves). 
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only 2.4 percent at the knee, compared with the MICHELLE run using 𝐵 = 20 T (Figure 4.8d) 
and consistent with our previous observation [70] that the electron motion parallel to the cathode 
surface has little effect on the shape of the Miram curves. We also show the contribution of 
current (Figure 4.8e) and current density (Figure 4.8f) from each work function region for Rand 
I. Remarkably, the 1.61eV region accounts for over 85% of the current contribution in the knee 
despite only making up ~18% of the actual cathode surface; the current density ascribed to this 
region is nearly 5 times the 1D Child-Langmuir current. 
Next, we use the work function map Rand I (Figure 4.8a) and vary the width of each 
work function square from 𝑠 = 0.3125μm to 10μm, plotting the resulting Miram curves in Figure 
4.9. We observe that as 𝑠 decreases, the knee grows dramatically sharper. As in the checkered 
cases, (Figure 4.5 & Figure 4.7) smaller tile sizes imply a greater proportion of boundaries 
relative to surface area. Since the current compensation effect occurs primarily at the boundaries, 
one would expect this effect to become progressively stronger as the tile size decreases. This 
phenomenon have some implications on cathode design; if the length scale of work function 
Figure 4.9: Effect of varying work function tile size s on shape of Miram curve using work 














s = 0.3125 μm s = 2.5 μm (control)
s = 5 μm s = 10 μm
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variations can be reduced, one could obtain a higher anode current density for a lower cathode 
temperature, thereby improving lifetime and performance [3].  
We next perform two additional tests, on the gradual reduction of non-emitting regions 
(Figure 4.11), and on the effects of some local “hot spots”, modelled by very low work functions 
so that the local emission current density may be excessively high (Figure 4.10). In Figure 4.11, 















Control (Rand I) 1 tile replaced 2 tile replaced














Rand I (control) 1/16 replaced 1/4 replaced
2/4 replaced 3/4 replaced 4/4 replaced
Figure 4.11: Simulation of work function map Rand I, with increasing fraction of non-
emitting (10eV) tiles replaced by the highly emitting 1.61eV tiles. 
Figure 4.10: Simulation of work function map Rand I with increasing number of  non-
emitting (10eV) tiles, replaced by very highly emitting 1.0 eV tiles. 
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fractions: 1/16, 1/4, 1/2, 1. As one might expect, as the number of low work function tiles 
increase, the transition temperature between space-charge-limited and temperature-limited flow 
drops and the knee sharpens as the overall curve shifts to the left. The second test also used Rand 
I, where we replaced an increasing number of 10 eV work function tiles (which are non-emitting) 
with 1 eV work function tiles (which are highly emitting). The result is shown in Figure 4.10. 
Comparison of the lowest two curves in Figure 4.10 shows that just one tile of excessively low 
work function (of 1 eV) can have a rather significant modification of the Miram curve. Both 
Figure 4.11 and Figure 4.10 use tile sizes 𝑠 = 2.5 μm. We are tempted to use such a highly 
emitting local spot to represent strong field emission resulted from a local cathode surface 
roughness that is difficult to model, either analytically or in numerical codes. These local hot 
spots could increase the intrinsic emittance of the generated electron beam [111], [112]. 
4.4 Thermionic emission for crossed field flow 
Next we consider thermionic emission in a crossed-field diode, in which an external 
magnetic field is applied orthogonal to the vacuum electric field, i.e. parallel to the cathode 
surface (See Figure 4.12). Conventional magnetrons used in all domestic microwave ovens are 
prime examples of crossed-field devices that use thermionic cathodes. We remark that the 
analytic solution for a thermionic cathode in crossed fields, similar to those of Fry [31] and 
Langmuir [29] including a careful analysis of the electron sheath that results from an initial 
Figure 4.12: Planar crossed field diode geometry. 
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Maxwellian velcoity distribution of electrons, has never been published until our recent paper by 
Chernin et al. [75]. The nature of the solutions would shed light onto other high power 
microwave devices including relativistic magnetrons [3], magnetically insulated line oscillators 
(MILOs) [59], as well as pulsed power devices such as the linear transformer driver (LTD) [60]. 
The current at the anode then depends not only on the density of space charge in the gap (as in 
the previous section) but also the magnetic field, which curves the trajectory of emitted electrons, 
causing them to potentially miss the anode and return to the cathode. For a non-relativistic 
electron emitted with zero velocity, at the critical magnetic field 𝐵 = 𝐵𝐻 = √
2𝑚𝑉𝐴
𝑒𝑑2
, called the 
Hull cutoff [113], this electron barely misses the anode. For a realistic diode with a range of 
electron emission energies, we would then expect that the current collected at the anode quickly 
approaches zero as 𝐵 approaches and exceeds 𝐵𝐻. For 𝐵 > 𝐵𝐻, the crossed-field diode is said to 
be magnetically insulated. 
The theoretical analysis of current transport in a crossed-field diode is rather subtle and is 
typically performed assuming that all electrons have some mono-energetic emission velocity or 
furthermore, that the electric field on the cathode surface is zero [53], [114]–[117]. These 
assumptions allow simultaneous, steady state solutions to the Poisson equation, the force law and 
the continuity equations. However, as indicated above, there has been no previous theory 
describing the crossed-field diode current for a Maxwellian electron distribution, similar to that 
of Fry [31], Langmuir [29], and the work in the previous section. In this section, we present 
details of simulation results which will be compared with the novel theory of crossed-field 
electron flow for a thermal distribution, in which the space charge effect is solved self-
consistently with the orbital motion of the electrons [75]. While we will not describe the theory 
itself in any great detail in this chapter, we will show how key results from this theory, which 
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assumes steady state cycloidal electron orbits consistent with initial Maxwellian velocity 
distributions, were validated through the use of particle-in-cell (PIC) simulations in XPDP1 
[118]. As we shall see, the PIC simulations always show breakdown of the initially laminar 
cycloidal flow into a turbulent shear flow when 𝐵 approaches and exceeds 𝐵𝐻, preventing 
meaningful comparison between the analytic theory and PIC for those values of magnetic field. 
The analytic theory was due to Chernin, while the author did the PIC simulations. 
The theory of planar crossed-field flow [75] generally follows a similar procedure as the 
one undertaken in [70] and in the previous section, albeit with significant complications due to 
the orbital motion of the electrons even with the assumption of a uniform emission at the cathode 
surface, i.e. no spatial work function variations. The charge density and potential are assumed to 
depend only on 𝑧, while the electrons may move in both 𝑦 and 𝑧. A solution to Vlasov’s equation 








2 + 𝑞𝑉(𝑧), 
which is a constant of motion. The charge density 𝜌 as well as the limits of its integration over 
Figure 4.13: Miram curves for various values of a magnetic field B/BH applied orthogonal 
to the electric field. Solid lines are from numerical solution of the theory in [91] and solid 
diamond points are results of particle-in-cell simulations in XPDP1. 
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velocity space (cf. Eq. 4.7) may then be calculated through the use of an effective potential that 
accounts for particle reflection due to the reversed electric field due to space charge and/or the 
influence of the magnetic field. Poisson’s equation is then solved numerically (using the iterative 
method similar to the one described in the previous section and [70]) and the current density at 
the anode may be obtained. 
 We use the same diode parameters as in the previous section, with 𝑉𝐴 = 179.5 V and 
𝑑 = 0.381 mm. The work function is fixed at 𝜙 = 2 eV. We may then generate the Miram 
curves in Figure 4.13 for various values of 𝐵 normalized to the Hull cutoff, which for our 
parameters is 𝐵𝐻 = 0.1186 T. The anode current is normalized to the Child-Langmuir current 
density with the finite temperature correction introduced by Langmuir [29] [Eq. (4.2b)]. For 𝐵 <
𝐵𝐻, we find that all the Miram curves have sharp knees, due to the onset of space-charge effects 
for a cathode with a uniform work function. As the magnetic field is increased from zero to just 
below 𝐵𝐻, the maximum current drops as an increasing number of electrons are turned away 
from the anode due to the magnetic field. Just above the Hull cutoff 𝐵/𝐵𝐻 =1.05, the current 
drops to nearly zero (Figure 4.13). Note that we use the expression for the Hull cutoff that 
assumes zero electron emission velocity, as opposed to a Maxwellian distribution, so 𝐵/𝐵𝐻 must 
be slightly larger than 1 for the complete cutoff of anode current.  
We have used the PIC code XPDP1 [118] to study electron transport in the gap as 𝐵 
increases from 0 to beyond 𝐵𝐻. XPDP1 is an electrostatic, nonrelativistic code that solves 
Poisson’s equation in 1D but records electron motion in all three dimensions of velocity space. In 
these simulations, the electrons are emitted with a Maxwellian distribution with temperature 𝑇 
and the emission current density is set to be equal to the Richardson-Dushman law (Eq. 4.1) 
evaluated at 𝑇 with a work function 𝜙 =2 eV . The simulation results for 𝐵/𝐵𝐻 =0, 0.5, 0.75, 
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0.95, represented by the diamond data points in Figure 4.13 agree extremely well with the 
analytic theory, even in the most demanding ‘knee’ region where the transition between 
temperature-limited and space-charge limited flow occurs. 
However, for 𝐵/𝐵𝐻 =1, 1.05, the simulations show that the initially laminar electron 
flow (which remained stable for 𝐵 < 𝐵𝐻) breaks down into a turbulent state, even at very low 
temperatures, at which the Richardson-Dushman current density is only a small fraction of the 
Child-Langmuir value. For 𝐵 > 𝐵𝐻, this turbulent state is in the form of a turbulent shear flow, 
due to an accumulation of space charge, caused by electrons with a low emission velocity that 
failed to return to the cathode surface. These observations are consistent with previous PIC 
studies, where turbulent shear flows (also known as Brillouin flows [55]) always formed from 
initially laminar cycloidal orbits if there is a small AC voltage perturbation [119] or a small stray 
resistance [57], or a small misalignment of the magnetic field [120]. This turbulent shear flow is 
also formed in a crossed-field diode (with 𝐵 > 𝐵𝐻) when the injection current exceeds some 
critical value [114]. For thermal emission studied here, however, no threshold emission current 
was found by the author. 
To investigate this transition into turbulence for thermionic cathodes, we additionally 
performed a series of high fidelity PIC simulations, beyond those reported in our paper [75]. 
Here, we test three temperatures 𝑇 =850, 950, 1000°C  and two magnetic fields 𝐵/𝐵𝐻 =2,5. 
These simulations used 10,000 spatial steps in 𝑧 (Δ𝑧 = 38.1 nm) with time steps of Δ𝑡 = 0.02 ps. 
The particle weighting parameter nc2p (the ratio of real particles to computer particles) differed 
from run to run but varied between 1×103 to 5×103, maintaining the number of computer 
particles on the order of 106. Figure 4.14 shows the electric field at the cathode (normalized to 
the magnitude of the electric field) rises before “stabilizing” at some final value that may be 
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either positive or negative. Higher magnetic fields and lower cathode temperatures are in general 
correlated with longer “stabilization times” and a lower final electric field. Note that a Brillouin 
hub is formed in all cases, so some turbulent oscillatory behaviour is always observed, even at 
the final time. We demonstrate in Figure 4.15 the turbulent state for each case at the final time 
(𝑡𝑓𝑖𝑛𝑎𝑙 = 70 ns  for 𝑇 = 850°C , 𝑡𝑓𝑖𝑛𝑎𝑙 = 40 ns  for 𝑇 = 950°C, 1000°C) in phase space plots of  
𝑣𝑧 vs 𝑧. To illustrate the breakdown from laminar flow into turbulence, we show in Figure 4.16 
the temporal evolution in 𝑣𝑧 vs 𝑧 phase space for the 𝐵/𝐵𝐻 =  2, 𝑇 = 950°C case. To investigate 
the possibility that high magnetic fields could suppress turbulence, we additionally tested an 
even higher magnetic field 𝐵/𝐵𝐻 = 10 (this was the reason for such a high fidelity simulation, to 
be able to adequately resolve the Brillouin hub height ℎ = 𝐷 [1 − √1 −
𝐵𝐻
𝐵
] ≈ 2 μm at this 
magnetic field). However, this only increased the formation time for the instability, but did not 
prevent it. 
As a caveat, we note that this breakdown into turbulence may have originated as a 
numerical instability due to the inherent limitations of the PIC model, particularly in light of the 
Figure 4.14: Electric field at the cathode normalized to vacuum electric field. 
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high discretization in space and time. However, this study is yet another among many [57], 
[114], [116], [121] that support the notion [53], [57], [122] that Brillouin flow, not laminar 
cycloidal flow is the preferred state for a magnetically insulated (𝐵 > 𝐵𝐻) diode. This is an 
important matter, since these two different modes yield very different results for the Buneman-
Hartree (wave-particle synchronism) condition for a cylindrical magnetron [55]. Nevertheless, it 
is apparent that the cycloidal flow state is highly unstable, and any real crossed field device has a 
number of destabilizing effects that would certainly perturb this state and cause it to devolve into 
the preferred Brillouin flow state. 
Finally, we remark that in both magnetically insulated line oscillators [59], as well as 
pulsed power devices such as the linear transformer driver [60], there is a region that marks the 
Figure 4.15: Phase space plots at the “final time” showing that all tests conducted above 
the Hull cutoff result in a turbulent Brillouin hub. 
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transition from non-magnetically insulated to magnetically insulated operation. Further studies of 
these transitions, in the region 𝐵/𝐵𝐻 ≈ 1 such as those displayed in Figure 4.13, are greatly 
desired.  
 
Figure 4.16: Temporal evolution of vz vs z phase space showing collapse of cycloidal flow 
into turbulence for the case B/BH = 2, T = 950°C. 
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4.5 Conclusions 
In this chapter, we have described an analytic formulation for thermionic emission in a 
diode that includes space charge effects and used it to model work function variations along the 
two dimensions on a cathode, describing their effects on the shape of the Miram curve [74]. We 
have observed that that inclusion of 2D variations in the work function yields a Miram curve that 
is notably more rounded than its 1D counterpart [70], and is therefore closer to experimental 
Miram curves. From a number of 2D work function patterns, we recovered the 1D Child-
Langmuir space-charge-limited current as if the entire cathode were emitting despite the sizable 
portion of the area being non-emitting. It remains an intriguing mystery why patch cathode 
emission, in either the 1D or 2D model, conspires to yield an anode current that is governed by 
the 1D Child-Langmuir law, as if the entire cathode were emitting. We also illustrate how the 
low work function regions contribute the most current despite making up a relatively small 
fraction of the cathode area. In addition, we examine how the size of the patchiness in the work 
function affects the shape of the Miram curve. In general, smaller length scales yield a sharper 
knee and hence improved cathode performance. A simple model also suggests that a single 
highly emitting local spot may produce a noticeable modification of the Miram curve.  
However, these studies of a 2D work function distribution imply tremendous difficulty to 
solve the inverse problem: calculating the work function distribution from experimental Miram 
curves. Since the emission from a specific location on the cathode surface is highly dependent on 
the neighboring work function distribution as well as the patchiness length scales, and on 
whether there are some highly emitting local hot spots, the Miram curve is unlikely to 
deconvolve into its constituent work function distribution. 
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Furthermore, we have described an extension of this theory into crossed-field geometries 
[75], where a magnetic field is applied parallel to the cathode surface albeit with a uniform 
cathode. Unlike any theories preceding it, this model describes electron emission with a 
Maxwellian velocity distribution. We have shown that the anode current sharply drops as the 
applied magnetic field approaches the Hull cutoff. Using the PIC code XPDP1, we have 
validated this theory below the Hull cutoff; however, these simulations show that the initially 
laminar cycloidal orbits break down into a turbulent Brillouin flow above the Hull cutoff, even at 
very low cathode temperatures. The transition region 𝐵 ≈ 𝐵𝐻 requires further study. 
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Chapter 5 Summary and Future Work 
5.1 Summary 
In this thesis, we made several extensions to the classical theory of traveling wave tubes 
(TWTs), mainly to model various realistic effects which were not studied previously, whose 
importance has surfaced in recent years. 
In Chapter 2, we showed how the effects of realistic circuit loss could be incorporated 
into the recently formulated exact hot-tube dispersion for a practical tape helix TWT. This is an 
important modification to the classical TWT theory of Pierce. We found that the exact and 
classical Pierce theories only agreed well in a restricted frequency range. This discrepancy arose 
from the effects of higher order circuit modes and their space harmonics, which modify all of 
Pierce’s TWT parameters, including the introduction of a new space charge parameter 𝑞, which 
accounts for the detune of the circuit mode, and which was absent in Pierce’s original theory. 
In Chapter 3, we described the phenomenon of backward wave oscillation (BWO) and 
the threshold conditions required for its onset, which may disrupt the operation of TWTs. We 
extended the classical theory of Johnson to separately include the effects of random 
manufacturing errors and end reflections. We found that the threshold conditions were relatively 
insensitive to random variations in circuit phase velocity; and thus, similarly, insensitive to the 
space charge parameter, 𝑞. The explanation for this surprising result is that 𝑞 mainly affects the 
phase relation, and therefore it primarily modifies the oscillation frequency at the onset of BWO. 
The BWO oscillation frequency drops with increased 𝑞, leaving the threshold beam current 
essentially unchanged. However, we did find that the threshold beam current depends sensitively 
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on the phase and magnitude of the composite reflection coefficient. In the idealized case of zero 
space charge, zero cold circuit loss case, we showed that on average, the starting current is 
decreased due to the effect of reflections. Proprietary and other constraints prevented comparison 
of the theory with experiments. 
In Chapter 4, we described an analytic formulation for thermal emission from a cathode 
that solves the Vlasov and Poisson equations in 3D under the assumption of an infinite focusing 
magnetic field. We showed that 2D variations in the work function at the cathode surface could 
produce rounded Miram curves more readily than its 1D counterpart, a significant step towards 
understanding and replicating the experimental Miram curves from a theoretical model. The 
Miram curve is a plot of the anode current vs the cathode temperature 𝑇 in a thermionic cathode; 
it has been a mystery for decades regarding why and how it exhibits a smooth, rounded knee that 
marked the transition from the temperature limited to the space charge limited regime as 𝑇 
increases. We showed how the phenomenon of patchy cathode emission, including significant 
non-emitting areas, can contribute to a rounded knee. It also allows low work function regions to 
locally exceed the 1D Child-Langmuir current density, compensating for their weakly emitting 
or non-emitting neighbors. This addresses how a cathode may be overall governed by the 1D 
Child-Langmuir law despite a large fraction of the cathode surface being non-emitting. We also 
demonstrated that smaller length scales of work function variations are correlated with a sharper 
knee, improving cathode performance. Furthermore, we described an extension of the thermal 
emission model into the crossed-field case and presented particle-in-cell simulations that 
validated its results at a low magnetic field, below the Hull cutoff. Above the Hull cutoff, we 
demonstrated that the laminar cycloidal orbits of the theory are unstable and always break down 
into a turbulent shear flow (turbulent Brillouin flow) for a Maxwellian electron distribution, even 
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at a low cathode temperature at which the emitted current density is significantly below the 
Child-Langmuir value. 
5.2 Future Work 
There are several possible avenues for advancing or clarifying some of the results of this 
thesis. Regarding the exact hot-tube dispersion relation, we note that when the beam voltage 
exceeds ~10kV, a relativistic formulation is needed to accurately determine the beam velocity, 
and hence the detune factor, for the dispersion relation. Neglecting these effects may result in 
errors comparable to or exceeding than the detuning effect of 𝑞. The role of 𝑞 in alternate TWT 
geometries or other vacuum electronic devices remains to be seen. In fact, there has been an 
intense discussion in the TWT community how to properly include 𝑞 in existing simulation 
codes. It is also unknown how 𝑞 is modified if one takes into account the scalloping motion of 
the electron orbits. On backward wave oscillations, the exact theory for BWO in a tape helix 
TWT has not yet been obtained. The aforementioned exact TWT dispersion relation was 
obtained only for the forward wave branch. Similar attempts on the BWO branch have failed for 
reasons not yet understood. Some theoretical analysis may be required to compare our approach 
to that of Levush et al, which differs significantly. Furthermore our extensions to Johnson’s 
theory were not able to identify why an L3 TWT was not able to oscillate, despite meeting 
Johnson’s criteria. The recent work on thermionic cathodes (presented in Chapter 4 and in [70]) 
represents a significant advance in understanding the factors that contribute to the shape of the 
Miram curve. This area is fertile ground for a variety of extensions to include, for example, patch 
field effects [107], [108], the role of field emission and of surface roughness, etc. Although our 
results indicate significant difficulty in determining the work function distribution from an 
experimental Miram curve, further work is required to assess the viability of such an approach, 
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which has been popular in the community but without a convincing physical basis. Finally, 
concerning crossed-field flows, we note that the transition across the Hull cutoff requires further 
study; this is crucial in important high power crossed-field devices such as magnetically 
insulated line oscillators (MILOs) and linear transformer drivers (LTDs), which exhibit such a 
transition. Additionally the role of secondary electron emission and its contribution to space 
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