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This paper presents a metaheuristic framework using Harmony Search (HS) with Genetic Algorithm (GA)
for gene selection. The internal architecture of the proposed model broadly works in two phases, in the
ﬁrst phase, the model allows the hybridization of HS with GA to compute and evaluate the ﬁtness of the
randomly selected solutions of binary strings and then HS ranks the solutions in descending order of
their ﬁtness. In the second phase, the offsprings are generated using crossover and mutation operations
of GA and ﬁnally, those offsprings were selected for the next generation whose ﬁtness value is more than
their parents evaluated by SVM classiﬁer. The accuracy of the ﬁnal gene subsets obtained from this model
has been evaluated using SVM classiﬁers. The merit of this approach is analyzed by experimental results
on ﬁve benchmark datasets and the results showed an impressive accuracy over existing feature selec-
tion approaches. The occurrence of gene subsets selected from this model have also been computed and
the most often selected gene subsets with the probability of [0.1–0.9] have been chosen as optimal sets of
informative genes. Finally, the performance of those selected informative gene subsets have been
measured and established through probabilistic measures.
& 2016 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Microarray data contains thousands of genes from which most
samples are inappropriate to the disease of concern. From the gene
expression proﬁles it is difﬁcult to study all the proﬁles and to
infer something out of it [1–3]. However, studies have suggested
that only a few genes are sufﬁcient to perform diagnosis and risk
stratiﬁcation. This is due to the fact that all genes are not that
much of informative to represent the state of the disease [4,5]. To
overcome this issue, gene selection (or feature selection) is sug-
gested to select informative and optimal number of gene subsets.
Therefore, few challenges of gene selection to be addressed are;
(1) only few genes which give relevant information; (2)most of the
learning algorithms suffers from problem of over-ﬁtting due to
curse of high-dimensionality [6,7]; (3) additionally, improving the
classiﬁcation accuracy criterion with a selected set of genes/fea-
tures [8].
Gene selection is the process of identifying a subset of gene set
from larger pool of genes leading to the reduction of data
dimensionality for improving the classiﬁcation accuracy as well as
to identify the informative genes and also reduces the storagen open access article under the C
s),
@gmail.com (K. Shaw).requirements [9,10]. The whole pool of genes contains all the
possible subsets of gene sets, meaning that its size is 2n, where n is
the number of genes. Many problems related to gene selection (or
feature selection) are known as NP-hard problem, therefore ﬁnd-
ing optimal subset of genes is usually intractable in a reasonable
time [11–13]. To overcome this time complexity issue, there have
been many approximated, probabilistic, heuristic and meta-
heuristic algorithms proposed to ﬁnd the near-optimal gene sub-
set or feature subset [14–18].
Microarray data contains irrelevant and redundant genes;
partial gene selection methods can obtain good qualities of gene
subset but it takes more time. To address this, many heuristic
optimization methods have been introduced. H. M. Alshamlan
et al. [12] proposed a new hybrid Genetic Bee Colony (GBC) gene
selection algorithm which selects the most predictive and infor-
mative genes for cancer classiﬁcation. GBC shows better result
while compared with mRMA-ABC, mRMR-GA and mRMR-PSO. A.
Wang et al. [19] exploreda recursive feature elimination algorithm
(PLS-RFE) using Simulated Annealing and square root to improve
time complexity of proposed feature selection algorithm. Carlos J
et al. [20] addressed the problem of avoiding over-ﬁtting and
achieving the maximum accuracy by combining the attribute
selection and classiﬁcation algorithm. S. Oreski and G. Oreski [21]
introduced a novel hybrid heuristic algorithm embedding Genetic
Algorithm (GA) with neural networks (HGA-NN) to discover anC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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H. N. A. Pham, and E. Triantaphyllou [22] proposed Convexity
Based Algorithm (CBA) (a meta-heuristic approach) by optimally
balancing the data ﬁtting and generalization behaviors of model
and comparing with some traditional classiﬁcation methods. S.
Tabakhi et al. [23] proposed an unsupervised gene selection
method (MGSACO) which incorporates the Ant Colony Optimiza-
tion (ACO) algorithm into ﬁlter approach by minimizing the
redundancy between genes and maximizing the relevance
of genes.
The aim of this work is to design a hybridized meta-heuristic
optimization framework to enhance the computational efﬁciency
of the proposed model over traditional ﬁlter, wrapper and
embedded gene/feature selection approaches and to select most
probable gene sets/feature sets giving rise to informative genes.
Those selected informative genes will be helpful in diagnosing the
diseases with less number of genes and also overcome the pro-
blem of data over-ﬁtting as well as can improve the classiﬁcation
accuracy. In this paper, a hybridized meta-heuristic approach for
optimal gene selection by hybridizing the Harmony Search algo-
rithm (HS) with GA followed by SVM has been proposed for gene
subset selectioncoined as informative gene selection. HS has been
embedded in the process of GA to select the ﬁttest candidate
solutions and those ﬁnal solutions have been classiﬁed for mea-
suring the accuracy of the system using SVM, Decision Tree and
Naïve Bayesian classiﬁers and compared with few existing gene/
feature selection techniques such asMicroarray Gene Selection
ACO (MGSACO)[23], Unsupervised feature selection based on ACO
method (UFSACO) [23–25], random subspace method (RSM)
[23,25,26], Mutual correlation (MC) [23,27,28], Relevance redun-
dancy feature selection (RRFS) [23,29,30], Term Variance (TV) [23]
and Laplacian Score (LS) [23,31,32]. SVM classiﬁer with less aver-
age error rate has been chosen to be hybridized with HS-GA to
form HS-GA-SVM model for gene selection. This hybridized meta-
heuristic model has been experimentally evaluated on ﬁve
benchmark datasets such as Colon [33], SRBCT [34], Leukemia [33],
Prostrate Tumor [34] and Lung Cancer [34]. Finally, the perfor-
mance of those selected informative gene subsets have been
measured using few probabilistic measures (outlined in Section
2.3) such as; Balanced Classiﬁcation Rate (BCR)[35], F-Measure
[36], Adjusted Random Index (ARI)[37], Normalized Mutual
Information (NMI)[37], and Purity [36] and the results obtained
from these measures establishes our algorithm for selecting
informative genes by maximizing the accuracy with reduction
percentage. The reminder of this document is structured as fol-
lows: in Section 2, the material and methods used in the model
has been brieﬂy described. Theproposed hybridized meta-
heuristic method has been explained in Section 3. Section 4,
describes the datasets, parameter discussion and experimentation
and result analysis. Section 5 concludes the paper with future
work.2. Materials and Methods
2.1. Signiﬁcance of meta-heuristic optimization
From literature survey, it has been observed that, approxima-
tion algorithms provide an outcome of a ﬁrm quality, for any
occurrence of the problem. Using approximation algorithms, to
reach to the goal we have to explore for all possible combinations,
thereby increasing the time complexity, whereas, the heuristic
methods, provides a result that is good enough for many instances
of the problem. The heuristic methods are used for their
promptness, as in this method we can reach to the goal driven by
using a heuristic function in a deterministic way rather thansearching for whole search space. Therefore, it is advisable to
choose the heuristic methods of optimization to balance the
optimum result and computation time [12,19], but the limitation
of this method is quite problem-dependent and usually gets
trapped in a local optimum that fails to obtain the global optimum
solution. Recently, many metaheuristic algorithms have been
studied to ﬁnd optimal solutions by guiding and combining the
different heuristic and intelligent concepts for exploring the search
space and learning strategies to structure the problem for
obtaining near optimal solutions to solve complex problems
[21,22]. This property of meta-heuristic optimization techniques
motivated us to develop a hybridized framework of HS [38–42], GA
[43–45] and SVM [46–49]to select the informative genes which
can contribute to improve the classiﬁcation accuracy in reduced
search space.
In this paper, HS [38–42], GA [43–45], SVM [46–49], Naïve
Bayesian [50–52] and Decision Tree [53,54] methods have been
used extensively for empirical computation and comparison. The
performance of those selected informative gene subsets have been
measured using probabilistic measures such as BCR, F-Measure, JI,
ARI, NMI and Purity. The general working principles of GA, SVM,
NaïveBaysian and Decision Tree classﬁers are not elaborated here,
readers are requested to follow from the literaturesavailable in
different sources.
2.2. Harmony Search as a meta-heuristic method
Harmony Search (HS) proposed by Zong Woo Geem et al.
[38–42] in 2001 is a music inspired meta-heuristic optimization
algorithm. The aim of this algorithm is to search for perfect state of
harmony as compared to computer scientists trying to obtain
optimal solution for given problem under some objective function
and constraints. Analyzing the HS carefully, we can state an ana-
logy between algorithm and process of HS as; (a) each musical
instrument (decision variable); (b) musical note (variable value);
and (c) harmony (solution vector) [40,42]. It has been realized
that, almost all the metaheuristic algorithms mimic natural and
artiﬁcial phenomena. GA is also based on natural selection and
mechanism of population/offspring generation using crossover
and mutation operations. The fact of embedding HS in GA in this
work can be justiﬁed as; the HS creates a new vector from all the
existing vectors is an extra advantage, on the contrary GA creates
the new vector only from the two parents irrespective of evalu-
ating their ﬁtness. Broadly speaking, by embedding HS in GA, we
rank the parents/population with respect to their ﬁtness value
(computed from the steps of HS algorithm) in descending order of
ﬁtness and then GA selects two parents for next offspring gen-
eration from this ranked solutions/parents giving rise to effective
searching of parents for efﬁcient offspring generation. Here, this
strategy intends to combine lower-level technique for exploration
and exploitation of huge space for parameter searching, i.e. GA
does not have to search for the total population, only a fraction of
local search space is visited [42].
In HS algorithm, there are three possible steps to improvise the
music/objective function, such as; (1) choosing any one value from
the harmony memory; (2) choosing an neighboring value from the
HS memory by adjusting the pitch known as pitch adjustments;
or (3) choosing random value from the possible range of values
known as randomization. Each decision variable initially chooses
any value within the possible range making one solution vector. If
all the values of decision variables make a good solution, that
experience is stored in each variable's memory and the possibility
to make a good solution is also increased next time [38–40]. The
signiﬁcance of HS algorithm is that, it has the ability to choose the
best-ﬁt individuals and it ensures that, the best harmonies will be
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HS are:
 Harmony: set of values of all the variables of the objective
function similar to gene in GA.
 Harmony memory (HM): the places to store harmonies.
 Harmony memory size (HMS): population size or the places that
HM has. The best harmony is stored in the ﬁrst place and the
rest are stored with respect to their performance value (here
ﬁtness value).
 Maximum number of iterations:termination criteria similar to
maximum number of generations in GA.
The HS algorithm works in three steps as detailed below:
1. Harmony memory initialization: Each element of each vector in
theHM of size HMS is initialized with a uniformly distributed
random number, typically assigned with randomacceptA 0;1½ 
called HM accepting or considering rate, and it is instantiated
with a new value for each component of each vector. The
choice of this rate is very crucial because, if the rate is too
low only few best harmonies are selected and if it is very
high i.e. nearly 1, all most all the harmonies are used in the
memory. Therefore, literature suggests to choose the value of
randomaccept ¼ 0:7 0:9:In this paper, we have chosen the value
of HMS to be equal to the population size.
2. New harmony improvisation by pitch adjustment: Every compo-
nent chosen from HM has to be pitch adjusted and is deter-
mined by a pitch bandwidth (pitchbandwidth)and a pitch adjusting
rate ðpitchAdjustingrateÞ. A pitch adjusting rate of 20% indicates,
the algorithm will choose neighboring values for 20% of the
harmonic chosen from HM. The new harmony by improvising
the pitch is given in Eq. (1):
pitchnew ¼ pitchold7pitchbandwidth  β ð1Þ
Where, pitchold is the existing pitch/solution from the HM and
pitchnew is the new pitch/solution after adjusting the pitch. Eq.
(1) generates a new solution over the exiting solution by slightly
adjusting the pitch by a random number βwithin the range of
[1,1]. The pitchAdjustingrate is used to control the degree of the
adjustment. A low value can narrow the bandwidth and high
rate with a wide bandwidth may cause disruption on the
solutions to get scattered, therefore, in this paper, two compo-
nents of pitchAdjustingrate, i.e., minimum pitch adjusting rate
PARmin and maximum pitch adjusting rate PARmaxhas been
chosen to be 0.4 and 0.9 respectively. Similarly, the two
components of pitch bandwidth (pitchbandwidth), minimum band-
width Bwmin and maximum bandwidth Bwmax is set to 0.0001
and 1.00 respectively.
3. Randomization: This step is to select totally random values to
increase the diversity of the solution to drive the system further
to explore various diverse solutions to accomplishthe global
optimality. The probability of randomization is given in Eqs.
(2) and (3)
probabilityrandom ¼ 1randomaccept ð2Þ
The actual probability of adjusting pitches is:
probabiltypitch ¼ randomaccept  pitchAdjustingrate ð3Þ
If the maximum number of improvisations is satisﬁed, com-
putation is terminated. Otherwise, steps 2 and 3 are repeated.
2.3. Probabilistic measures
This section presents the six probabilistic measures used to
measure the performance of the selected informative gene sets/subsets from the proposed HS-GA-SVM hybridized meta-
heuristic model.
Balanced Classiﬁcation Rate (BCR) has been evaluated using Eq.
(4), where, TP is True Positive, TN is True Negative, FP is False
Positive and FN is False Negative values from confusion matrix,
where Sensitivity is the proportion of actual positives which are
predicted positive [TP / (TP þ FN)] and Speciﬁcity is the proportion
of actual negative which are predicted negative [TN / (TN þ FP)].
1
2
TP
ðTPþFNÞþ
TN
ðTNþFPÞ
 
or
1
2
ðSensitivityþSpecificityÞ ð4Þ
F-measure combines the precision and recall and the values
should be within the interval [0,1] and a larger value indicates
higher performance quality and has been computed using Eq. (5).
2 ðPrecision RecallÞ=ðPrecisionþRecallÞ ð5Þ
Jaccard Index (JI) or Jaccard similarity coefﬁcient is used for
comparing the similarity and diversity of sample sets. The Jaccard
coefﬁcient measures similarity between ﬁnite sample sets, and is
deﬁned as the size the intersection divided by the size of the union
of the sample sets using Eq. (6). If A and B are both empty, we
deﬁne, J A;Bð Þ ¼ 1 and the range of values of J A;Bð Þ should be
0r JðA;BÞr1.
J A;Bð Þ ¼ A \ B
A [ B ¼ A \ B A þ B  A\Bjjjjjj


 ð6Þ
A form of the rand index can be deﬁned that is adjusted for the
chance grouping of elements; this is the ARI and is the corrected-
for-chance version of the rand index. The rand index may have
values between 0 and þ1, whereas, ARI can have negative values if
the index is less than the expected index, and can be computed
more speciﬁcally using Eq. (7), where, nij; ai;bi are values from the
contingency table.
AdjestedIndex¼ IndexExpectedIndex
MaxIndexExpectedIndex ð7Þ
ARI¼
P
ij
nij=2
 ½P
i
ai=2
 P
j
bj=2
 = n=2 
1
2
P
i
ai=2
 þP
j
bj=2
 " #½P
i
ai=2
 P
j
bj=2
 = n=2 
ð8Þ
NMI is a probabilistic method to measure the similarity
between two candidates clustering. Let the information contained,
which is also called entropy of cluster.
Co be E Coð Þ ¼ 
X
o
no
n
log
no
n
 
and Cc be E Ccð Þ ¼ 
X
c
nc
n
log
nc
n
 
ð9Þ
Similarly, the joint entropy of Co and Cc be
E Co;Ccð Þ ¼ Pocnocn log nocn . The NMI value can be computed
using Eq. (10).Value 0 indicates that clusters and classes are
independent. A value 1 indicates that clusters and classes are
highly correlated.
NMI Co;Ccð Þ ¼ E Coð ÞþE Ccð ÞE Co;Ccð Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E Coð ÞþE Ccð Þ
p ð10Þ
To compute purity, each element is assigned to the class which
is most frequent in the cluster, and then the accuracy of this
assignment is measured by counting the number of correct
assignments and dividing by N. Formally:
Purity α;Clusterð Þ ¼ 1
N
X
k
max
j
wk \ clusterjj
 ð11Þ
where, α¼ w1;w2;…;wk

 
is the set of clusters and Cluster ¼
cluster1; cluster2;…; clusterj is the set of classes. The purity of bad
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purity of 1.3. Functional and structural design of hybridized HS-GA gene
selection model
Traditionally, binary coded GA is a stochastic optimization
method which starts from multiplepoints to obtain a solution, but
it provides only a near global solution as the selection of parents
solely depends on random selection or roulette wheel method. We
assume that, the chromosomes which are more ﬁt are combined to
form best ﬁt new generation. Hence, in order to obtain a high
quality solution, HS is used to evaluate the ﬁtness of current
solution and rank them according to their ﬁtness. The best ﬁt
chromosomes are ranked in descending order of their ﬁtness
value. In the proposed method, after the rank is generated for each
solution, selection of chromosomes is done based on rank for
crossover and mutation. The two offsprings generated are eval-
uated using SVM classiﬁer; if the accuracy of offspring is greater
than the parents then offsprings replaces parents in next genera-
tion otherwise, those offsprings are discarded and parents are
added to the solution pool.
The schematic representation of the proposed hybridized
model is outlined in Fig. 1.Proposed HS-GA model is used to
extract features as a binary encoded solution vector from the set of
given solution. Each solution vector is binary format where each
bit represents a gene feature in the dataset. Each bit is encoded
either with 0 or 1, where bit ¼ 1 represent that the particular gene
is kept in reduced solution and bit ¼ 0 represent the gene is not
included. The length of the solution is equal to the number of gene
available in the dataset..EVOLUTION OF FINAL SOLUTIONS
Generate random solution 
of binary strings
Next Gene
Solutio
No
Yes
Read Data
01101010
10010101
01101010
10101101
Evaluate the fitness 
and compute rank of 
solution using HS
Read two 
chromosomes as 
parents from solution 
w.r.t. ranking
Genetic Algorithm
Crossover
Mutation
10-fold cross 
validation
Training 
with  
SVM
Fitness 
= 
Accuracy
If offspring fitness > 
parent fitness, then 
replace parent with 
offspring
Next 
solution
00111011
11010101
11101010
10111101
Fold 1
Fold 2
Fold 10
Fig. 1. Schematic layout of proposed hybridized mHS is used to evaluate the given solution matrix and rank them
according to their ﬁtness. GA is used to select the top rank solution
and do the crossover and mutation to generate new solution. The
ﬁtness of solution is evaluated using SVM classiﬁer and validated
using 10 fold cross-validations. if new solution ﬁtness found to be
more in respect to its parents than parents are replaced by new
solution. After each generation the complete set of new solution is
again feed into HS for ranking. This process is continued till the
max generation is over achieved or objective is achieved. Once the
evaluation process is over, the best ﬁttest solution is taken as the
ﬁnal solution and the bit which represent 1, only that gene is taken
where rest is deleted from the dataset. The resulted solution is
evaluated on the external test set obtaining the accuracy. The
algorithm of hybridization of HS in GA is given in Algorithm 1.
Algorithm 1. Proposed hybridized HS-GA-SVM meta-heuristic
algorithm for gene selection.
HS-GA(RandomSolution)
Input: Gene expression dataset
Output: bestSolution and bestFitness
Popnew¼RandomSolution
FitnessiϵNOS¼0;
Bestﬁt¼0;
// Genetic Algorithm
for i¼1: MaxGen
pop¼popnew;
for feature¼1: NOS
HS¼popfeature
currentIteration¼1;
// HS Based FittnessEvalution
while(currentIterationomaxIter)
PAR¼(PARmax-PARmin)/(MaxItr)
 currentIterationþPARmin;ration 
n
TESTING
Final 
Solution
Training 
Set
S
V
M
Testing 
Set
A
C
C
U
R
A
C
Y
eta-heuristic HS-GA model for gene selection.
Table 1
Dataset description.
Sl. No Dataset Genes Samples Classes Class Information
1 Colon 2000 62 2 Class1:40
Class2:22
2 SRBCT 2308 77 4 Class1:23
Class2:11
Class3:18
Class4:25
3 Leukemia 7129 72 2 Class1:47
Class2:25
4 Prostate Tumor 10509 102 2 Class1:06
Class2:96
5 Lung Cancer 12600 203 5 Class1:139
Class2:17
Class3:06
Class4:21
Class5:20
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BW1:NVAR ¼ bwmax expðcoef  currentIterationÞ;
// improvise a new harmony vector
for i ¼1: NVAR
ran ¼ rand(1);
// memory consideration
if(ran o HMCR)
index ¼ randint1;HMS;NCHVi(i) ¼ HMindex;i; pvbRan ¼ rand
(1);
// pitch adjusting
if( pvbRano PAR)
pvbRan1 ¼ rand(1);
result ¼ NCHVi;
if( pvbRan1 o 0.5)
result ¼resultþ rand(1)BWi;
if( result oPVBi;2)
NCHVi ¼ result;
else
result ¼result- rand(1)BWi;
if( result 4PVBi;1)
NCHVi ¼ result;
newFitness ¼ Fitness(NCHV);
UpdateHM(newFitness);
currentIteration¼currentIterationþ1;
FitnessHS(feature) ¼ sum(ﬁtnessHS)/NG;
// Rank the solution according to ﬁtnessHS
[sortedFitnesssortedIndex]¼sort(ﬁtnessHS,‘descend’);
for j¼1:popsizee1
// Select Crossover pair from top rank wise
Pair1¼sortedIndexi;pair2¼sortedIndexiþ1
// Cross over
[popnewChild1 ;popnewChild2  crossover(popPair1 ;popPair2 Þ
// Mutation at n sites
popnewPair1 ¼ mutate(popnewChild1 );
popnewPair2 ¼ mutate(popnewChild2 );
//Evaluate the new pairs
Accuracyii¼SVM(popnewPair1 Þ
Accuracyjj¼SVM(popnewPair2 Þ
if fitiiZAccuracyii || fitiiZAccuracyjj
fitii ¼ Accuracyii4Accuracyjj?Accuracyii:Accuracyjj
if fitjjZAccuracyii || fitjjZAccuracyjj
fitjj ¼ Accuracyii4Accuracyjj?Accuracyii:Accuracyjj
// keep best solution
[bestnewﬁtbestsolindex]¼max (Accuracy)
if bestnewﬁt4bestﬁt
Bestsol¼popbestsolindex
Bestﬁt¼bestnewﬁt
3.1. Fitness computation
Each individual, representing a given gene subset, is evaluated
based on its classiﬁcation accuracy and the reduction percentage
(reduct) obtained from the original dataset. The ﬁtness function is
computed using Eq. (12).
f vð Þ ¼ α  accuracyþ 1þαð Þ  reduct ð12Þ
where
reduct ¼ 100 #totalGenes#genesInSubset
#totalGenes
ð13Þ
where, αϵRð0rαr1Þ, in thispaper, α ¼0.2, since we look to
reduce the dimensionality of the gene subset as much as possible.
The reduction percentage is calculated by using Eq. (13) where#totalGenes is the total number of genes in the original dataset and
#genesInSubset is the number of genes in the current subset.4. Model evaluation and experimental analysis
In this section, we empirically evaluate the performance pro-
posed hybridized meta-heuristic HS-GA-SVM model for gene
selection upon ﬁve well known benchmark datasets using-
MatLab7.10 in Pentium dual core processor on Window10 OS, 2 GB
of RAM. The algorithm was independently executed 100 times on
the previously described ﬁve datasets to ﬁnd subset of genes
having statistically meaningful conclusions. Each one of these
executions HS-GA performed 5000 iterations. For the SVM classi-
ﬁer, a set of object classes provided by the MatLab library has been
used for training, validation and testing. These classes were cou-
pled with those of the HS-GA for the evaluation phase. Proposed
method has been compared with seven existing and frequently
used gene/feature selection approaches such as microarray gene
selection methods based on MGSACO [23], UFSACO [23,24], RSM
[23,25,26], MC [23,27,28], RRFS [23,29,30], TV [23] and LS
[23,31,32] using SVM [46–49], Decision Tree [53,54] and Naïve
Bayesian [50–52] classiﬁers.
4.1. Data set description
The set of experiments has been carried out using ﬁve bench-
mark datasets shown in Table 1, such asColon [33], SRBCT [34],
Leukemia [33], Prostrate Tumor [34] and Lung Cancer [34]. A brief
description of these datasets is summarized in Table 1.
Expression level of dataset is ﬁrst normalized to scale the
intensity of the dataset in the range of [1, 1] by using (14).
Dataset is then splitted into training and testing set in the ratio of
70% and 30% respectively. New training set and testing set gen-
erated by randomly generating samples from the original dataset.
Where, maxj represents maximum and minj corresponds to
minimum gene expression values for attribute ajover all samples.
a0j xið Þ ¼ 2
aj xið Þminj
maxjmini
1 ð14Þ
4.2. Parameter discussion
In the parameter setup, an optimal conﬁguration of HS and
GAis crucial, since it inﬂuences the selection of feature that further
helps in training and testing of classiﬁer. All the parameterswere
systematically optimized in a preprocessing phase using grid-
Table 2
Parameter values for HS.
Parameters Description Values
POP population population of random solution
NVAR Number of variable Length of each solution
HMS Harmony memory size Population size
NH Number of equality constraints 0
MaxIter Maximum number of iterations 500
HMCR Harmony consideration rate 0.9
PARmin Minimum pitch adjusting rate 0.4
PARmax Maximum pitch adjusting rate 0.9
Bwmin Minimum bandwidth 0.0001
Bwmax Maximum bandwidth 1.00
PVB Range of variables uint8(rand(NVAR,2))
Table 3
Parameter values for GA.
Parameters Description Values
PopSize Population size 50
MaxGen Maximum number of generations 100
Nsite Number of mutation site 2
Pc Crossover probability 0.95
Pm Mutation probability 0.05
Prob(Pf) Probability to select one feature 0.10.9
K. Das et al. / Informatics in Medicine Unlocked 4 (2016) 10–20 15search with cross-validation is listed in Table 2 and Table 3 for HS
and GA respectively and SVM parametersare set with respect to
the inbuilt SVM tool provided in MatLab.
4.3. Result analysis and comparison with existing gene/feature
selection approaches
The proposed model works two phase with in four sets of
experiments. In the ﬁrst set of experiments, for different values of
probability (Pf) i.e. Pf¼0.1, Pf¼0.2, Pf ¼0.3, Pf¼0.4, Pf¼0.5, Pf¼0.6,
Pf¼0.7, Pf ¼0.8 and Pf¼0.9, where, Pf means probability to select
feature. Hence, we get total of 9 such sets. If a particular gene is
present in all the set then we understand it is the most informative
gene. For each Pf we get one set of selected gene for all ﬁve
datasets the number of genes selected are shown in Table 4. The
accuracy (in %) obtained using SVM classiﬁer for the number of
gene subsets selected for all probable values using proposed
model isshown in Table 5. It can be observed from both the tables
that; the number of genes selected decreases with respect to
increase in probability value and the accuracy of the selected gene
subsets increases using higher probable gene subsets, in other
words, lesser the gene subsets selected, the more accuracy
obtained. Obtained accuracy for Pf¼0.9 are 96.77%, 100%, 100%,
98.04% and 100% for Colon, SRBCT, Leukemia, Prostrate Tumor and
Lung Cancer datasets respectively. In second set of experiments,
the execution time (training time and testing time) of the proposed
model has been evaluated for different Pf values (Pf¼[0.1 to 0.9])
using all ﬁve datasets and can be seen in Fig. 2 and Fig. 3. The
training process of our model has been evaluated for 100 gen-
eration  50 population, and SVM classiﬁer is used to produce theTable 4
Number of genes selected using HS-GA gene selection algorithm for different values of
Datasets Pf ¼ 0.1 Pf ¼ 0.2 Pf ¼ 0.3 Pf ¼ 0.4
Colon 1772 1585 1425 1204
SRBCT 2066 1850 1644 1416
Leukemia 6449 5705 4996 4347
Prostate Tumor 11368 10072 8852 7617
Lung Cancer 11381 10112 8826 7613classiﬁcation result in one pass, therefore, testing time is much
lower than training time. In this study, we do not restrict on the
number of genes to be selected, it depends upon the user to select
the genes with respect to Pf values.
In the third set of experiments, the performance of the pro-
posed meta-heuristic scheme has been evaluated over top 20
numbers of selected genes for all ﬁve datasets. For fair comparison
we restrict number of gene to 20, as similar to the number of gene
in [23]. For comparison, we have taken highest ranked genes
which were maximum times present in Pf .Table 6 to Table 8 show
the comparison of average classiﬁcation error rate over ﬁve runs of
the existing feature/gene selection methods using SVM, Naïve
Bayesian and Decision Tree classiﬁers with proposed HS-GA
algorithm and the error rate of proposed model in given in
bold face.
It can be experiential from Table 6 that when SVM is used for
HS-GA gene selection, the average classiﬁcation error rate is 1.666
which is very low in comparison to other seven methods. In other
words, the average error difference of HS-GA outperforms
MGSACO by 19.614%, UFSACO by 28.074%, RSM by 30.064%, MC by
35.284%, RRFS by 24.284%, TV by 25.814% and LS by 32.624%. From
Table 7, it can be noticed that, the average error difference of
proposed HS-GA method (2.128) is very low in comparison to
18.012%, 30.652%, 29.972%, 36.252%, 27.752%, 33.452% and 28.082%
for MGSACO, UFSACO, RSM, MC, RRFS, TV feature selection
methods respectively using Naïve Bayesian classiﬁer. Similarly,
using Decision tree classiﬁer, the average error difference of pro-
posed HS-GA algorithm is 20.91%, 17.11%, 35.09%, 29.67%, 25.49%
and 24.73% in comparison to MGSACO, UFSACO, RSM, MC, RRFS,
TV methods respectively as shown in Table 8.
HS-GA model is also compared with individual HS and GA
where we got the Classiﬁcation error reveals the decision of
selecting the combination of HS-GA is better performing than
individual HS or GA.
It can be concluded from Tables 6–8 that, HS-GA is the best
among existing mentioned gene/feature selection algorithms and
also when HS-GA is classiﬁed using SVM, it shows much better
result than compared to Naïve Bayesian and Decision tree classi-
ﬁers.Therefore, the ﬁnal model of HS-GA has been combined with
SVM to validate the result named as HS-GA-SVM gene
selection model.
In the fourth set of experiments, the occurrence of individual
gene (gene accession number) with respect to the occurrence as
solution in each probability set has been computed and displayed
in Fig. 4 to Fig. 8. In all those ﬁgures, x-axis represents the gene
accession number and y-axis represents number times those
selected genes present for Pf ¼ [0.1, 0.9]. Note that, for every
probable value, Pf ¼ [0.1, 0.9] is evaluated for 100 generations of
GA. The gene which is present in maximum instance of Pf is
ranked in descending order. Proposed algorithm does not put any
restriction on ﬁnding predeﬁned number of genes, because the
gene subsets are selected on probability in proposed approach. The
selection of a gene in any solution depends upon the probability
Pf . Solution further optimized by using HS-GA algorithm. The
number of genes selected in proposed approach reduced the
chances of missing any important gene.Pf .
Pf ¼ 0.5 Pf ¼ 0.6 Pf ¼ 0.7 Pf ¼ 0.8 Pf ¼ 0.9
1004 834 636 411 197
1211 913 761 511 226
3616 2841 2195 1407 708
6378 5142 3879 2531 1308
6366 5144 3868 2575 1299
Table 5
SVM classiﬁcation accuracy of HS-GA gene selection algorithm for different values of Pf .
Datasets Pf ¼ 0.1 Pf ¼ 0.2 Pf ¼ 0.3 Pf ¼ 0.4 Pf ¼ 0.5 Pf ¼ 0.6 Pf ¼ 0.7 Pf ¼ 0.8 Pf ¼ 0.9
Colon 91.77 91.77 92.32 92.55 93.55 93.55 93.55 93.55 96.77
SRBCT 93.56 94.2 94.8 95.56 96.50 97.56 97.56 100 100
Leukemia 96.10 96.54 97.33 97.91 98.22 98.81 99.23 100 100
Prostate Tumor 95.12 95.56 96.22 96.45 96.78 97.33 97.80 97.98 98.04
Lung Cancer 95.33 95.86 96.10 96.21 96.76 97.42 98.48 99.4 100
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Fig. 2. Training time in seconds for ﬁve datasets with respect to different Pf values.
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Fig. 3. Testing time in seconds for ﬁve datasets with respect to different Pf values.
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selected genes in 100 runs of HS-GA-SVM dealing with all the
datasets is shown. This way, we can select the mostTable 6
Average classiﬁcation error rate over 5 runs using SVM classiﬁer (No. of genes selected
Dataset MGSACO UFSACO RSM MC
Colon 21.81 21.81 24.54 38.18
SRBCT 25.51 28.27 37.93 45.51
Leukemia 17.94 41.02 37.64 38.23
Prostate Tumor 26.85 40.57 22.85 34.28
Lung Cancer 14.28 17.14 35.71 28.57
Average 21.28 29.76 31.73 36.95representative/informative genes selected by proposed algorithm
since they are the most frequently selected in the ﬁnal subsets
through all the experiments. The most relevant genes present in
almost 90% of runswere grouped together and listed in Table 9.4.4. Performance evaluation using probabilistic measures
To establish the performance of predicted/selected gene sub-
sets (informative genes) from proposed hybridized HS-GA-SVM
model has been evaluated for ﬁve datasets using six probabilistic
measures such as; BCR, F-measure, JI, ARI, NMI, and Purity on the
original dataset with all genes (A), gene subsets selected from HS-
GA-SVM (B) and the gene subset with discarded genes (C¼A-B). To
obtain a consensus solution and determining its quality, we have
used above mentioned probabilistic models that determine the
signiﬁcance of individual solutions, given the true consensus labels
and then solve a maximum likelihood formulation to return the
consensus. From, Tables 10–14, it can be observed that, for all the
measures, proposed HS-GA-SVM model shows signiﬁcantly good
result in comparison to three categorized datasets A, B and C. The
confusion matrixes for all the datasets have been constructed and
the above mentioned probabilistic measures are computed using
the equations as detailed in Section 2.3.
Tables 10–14 presents the result of probabilistic tests for com-
parison with datasets A, B and C i.e. original dataset with all the
genes, reduced genes sets selected from HS-GA-SVM model and
the gene sets containing the genes which were discarded after
gene selection. It can be noticed that, when all the probabilistic
measures are applied on the dataset B (genes selected from HS-
GA-SVM model), the values are better than for dataset A and
dataset C i.e. or original dataset containing all the genes and with
discarded genes respectively. Deliberately we have taken those
probabilistic measures which furnish the quantitative measures in
the range of [0 to 1] and a 1 value signiﬁes that the set of genes are
most informative. The observations distinctly signify that, the set
of genes selected by the proposed HS-GA-SVM model are most
signiﬁcant as compared to the original dataset. However, it is also
evident that the set of discarded by the model are least signiﬁcant.
Therefore, we can conclude that, proposed hybridized metaheur-
istic HS-GA-SVM model yields informative genes in reasonable
time with higher accuracy by removing the insigniﬁcant and
redundant genes.¼20).
RRFS TV LS HS GA HS-GA
24.54 21.81 33.63 17.52 12.22 3.33
31.72 39.31 36.55 19.11 14.25 1.10
23.52 20.58 35.29 15.60 10.91 1.23
30.85 28.00 48.00 20.20 17.53 1.45
19.14 27.71 18.00 13.80 9.65 1.22
25.95 27.48 34.29 16.61 11.32 1.666
Table 7
Average classiﬁcation error rate over 5 runs using Naive Bayesian classiﬁer (No. of genes selected¼20).
Dataset MGSACO UFSACO RSM MC RRFS TV LS HS GA HS-GA
Colon 20.00 28.18 26.36 311.81 32.72 41.81 47.27 18.11 15.32 3.45
SRBCT 15.86 20.00 37.92 37.93 28.27 38.62 32.41 14.24 12.11 2.1
Leukemia 7.69 41.02 42.35 29.41 35.29 32.35 8.82 10.32 10.11 1.4
Prostate Tumor 37.14 39.42 30.28 33.71 31.42 33.14 32.57 24.56 14.23 1.8
Lung Cancer 20.00 35.71 23.57 59.04 21.71 31.99 29.99 16.33 13.21 1.89
Average 20.14 32.87 32.10 38.38 29.88 35.58 30.21 15.51 12.52 2.128
Table 8
Average classiﬁcation error rate over 5 runs usingDecision Tree classiﬁer (No. of genes selected¼20).
Dataset MGSACO UFSACO RSM MC RRFS TV LS HS GA HS-GA
Colon 23.63 24.54 28.18 33.63 34.54 31.81 39.09 20.35 19.67 4.1
SRBCT 22.75 27.58 58.62 44.13 28.96 22.75 45.51 15.61 16.72 2.5
Leukemia 23.07 30.76 38.82 32.35 20.58 20.58 29.41 13.92 14.07 2.0
Prostate Tumor 29.71 33.71 33.71 36.00 37.71 38.85 43.99 25.32 16.50 2.8
Lung Cancer 20.00 28.57 30.71 31.42 20.28 24.28 21.43 18.53 14.27 3.2
Average 23.83 20.03 38.01 35.51 28.41 27.65 35.89 17.96 11.75 2.92
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Fig. 6. Number of times genes selected from Leukemia dataset.
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Fig. 7. Number of times genes selected from Prostrate Tumor dataset.
Table 9
Gene indices which are maximum times present in p¼ ½0:1;0:9.
Datasets Gene Accession Number Number of Times present with
Pf ¼ ½0:1;0:9
Colon M83667, H08751 9
R42570, D25217, L28010, T72503, R60318, T59878, L42611, H29170, R37428, M33680, Z19002, M85289,
H11272, T53360, J04977, X74262, U07139, T71260, T40674, T60778, R77780, T49647
8
SRBCT 627273, 221826 9
950096, 486175, 40773, 454333, 1471829, 1358266, 213890, 108667, 782800, 77391, 713886, 796904, 781018,
530814, 810558, 757404, 857319, 384081, 858153, 731308, 897865, 767312, 753215, 36374, 842785,
202901,144894, 244227, 469952
8
Leukemia U04811, U81523, U88898_r, K03189_f 9
D49488, D78134, D86960, M21186, U13948, U52111_rna3, U58091, U90916, X04688, X57522, X74496,
X86564, Y08836, Y12556, Z18954, Z72499, D63882_s, M83216_s, M74509_s, J03263_s, M16652, U16799_s,
M31774_s, M28439, Z78285_f
8
Prostate Tumor 36264_at 9
31677_at, 31691_g_at, 31913_at, 32919_at, 36771_at, 39600_at, 39964_at, 31806_at, 33316_at, 34258_at,
34260_at, 36035_at, 36847_r_at, 37174_at, 37942_at, 37978_at, 34813_at, 35742_at, 36200_at, 37404_at,
38085_at, 39464_at, 39920_r_at, 40542_at, 41277_at, 41345_at, 32599_at, 33182_at, 33189_at, 1649_at,
1173_g_at, 702_f_at,674_g_at
8
Lung Cancer 36264_at, 39964_at, 31806_at, 36035_at, 1306_at, 756_at 9
31597_r_at, 31691_g_at, 31913_at, 32426_f_at, 32919_at, 34950_at, 34962_at, 36244_at, 36771_at, 36808_at,
37156_at, 37456_at, 37466_at, 38137_at, 38162_at, 38224_at, 38535_at, 38542_at, 38603_at, 38870_at,
38957_at, 39252_at, 39272_g_at, 39289_at, 39565_at, 39581_at, 39654_at, 39684_at, 40323_at, 41085_at,
41391_at, 41410_at, 41480_at, 41605_at, 41867_at, 31868_at, 33275_at, 33316_at, 33735_at, 34238_at,
34258_at, 34260_at, 34691_f_at, 34700_at, 34770_at, 35182_f_at, 35208_at, 35725_at, 36533_at, 36847_r_at,
37200_at, 37263_at, 37285_at, 37538_at, 37893_at, 37907_at, 36200_at, 39464_at, 40542_at, 41345_at,
32599_at, 33182_at, 33189_at, 1896_s_at, 1817_at, 1819_at, 1779_s_at, 1780_at, 1684_s_at, 1667_s_at, 1649_at,
1574_s_at, 1585_at, 1549_s_at, 1492_f_at, 1194_g_at, 1173_g_at, 898_s_at, 753_at, 702_f_at, 660_at, 663_at,
63_g_at, 253_g_at, 228_at,123_at
8
Table 10
Predictive Performances using Balanced Classiﬁcation Rate (BCR), F-Measure, Jac-
card Index (JI), Adjusted Random Index (ARI), Normalized Mutual Information
(NMI), and Purity of Colon dataset.
Sl. No Measures Original
Dataset (A)
Gene sets selected
from HS-GA-SVM
(B)
Gene sets dis-
carded C¼ (A-B)
1 BCR 0.675634 0.712359 0.594767
2 F-Measure 0.941229 0.986059 0.777313
3 JI 0.788899 0.940949 0.471264
4 ARI 0.754456 0.935254 0.123143
5 NMI 0.707221 0.891789 0.09708
6 Purity 0.935484 0.983871 0.709677
Table 11
Predictive Performances using Balanced Classiﬁcation Rate (BCR), F-Measure, Jac-
card Index (JI), Adjusted Random Index (ARI), Normalized Mutual Information
(NMI), and Purity of SRBCT dataset.
Sl. No Measures Original
Dataset (A)
Gene sets selected
from HS-GA-SVM
(B)
Gene sets dis-
cardedC¼ (A-B)
1 BCR 0.810062 0.860291 0.586318
2 F-Measure 0.875581 0.982809 0.809732
3 JI 0.589676 0.903392 0.505582
4 ARI 0.64788 0.930274 0.226208
5 NMI 0.628074 0.909991 0.133324
6 Purity 0.831325 0.963855 0.756098
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Fig. 8. Number of times genes selected from Lung Cancer dataset.
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Table 13
Predictive Performances using Balanced Classiﬁcation Rate (BCR), F-Measure, Jac-
card Index (JI), Adjusted Random Index (ARI), Normalized Mutual Information
(NMI), and Purity of Prostrate Tumor dataset.
Sl. No Measures Original
Dataset (A)
Gene sets selected
from HS-GA-SVM
(B)
Gene sets dis-
cardedC¼ (A-B)
1 BCR 0.741938 0.824241 0.681377
2 F-Measure 0.825176 0.95874 0.590372
3 JI 0.938927 0.977952 0.779231
4 ARI 0.631777 0.907532 0.161613
5 NMI 0.533493 0.826844 0.049828
6 Purity 0.970588 0.990196 0.882353
Table 14
Predictive Performances using Balanced Classiﬁcation Rate (BCR), F-Measure, Jac-
card Index (JI), Adjusted Random Index (ARI), Normalized Mutual Information
(NMI), and Purity of Lung Cancer dataset.
Sl. No Measures Original
Dataset (A)
Gene sets selected
from HS-GA-SVM
(B)
Gene sets dis-
cardedC¼ (A-B)
1 BCR 0.810705 0.823746 0.649752
2 F-Measure 0.981348 0.999686 0.919686
3 JI 0.924021 0.996064 0.916064
4 ARI 0.923863 0.996098 0.916098
5 NMI 0.837502 0.98085 0.80085
6 Purity 0.940887 0.995074 0.905074
Table 12
Predictive Performances using Balanced Classiﬁcation Rate (BCR), F-Measure, Jac-
card Index (JI), Adjusted Random Index (ARI), Normalized Mutual Information
(NMI), and Purity of Leukemia dataset.
Sl. No Measures Original
Dataset (A)
Gene sets selected
from HS-GA-SVM
(B)
Gene sets dis-
cardedC¼ (A-B)
1 BCR 0.707302 0.711806 0.609286
2 F-Measure 0.988357 1 0.815222
3 JI 0.95028 1 0.509091
4 ARI 0.943999 1 0.265474
5 NMI 0.901894 1 0.178896
6 Purity 0.986111 1 0.771429
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As mentioned in the introduction section, the aim of the pro-
posed work is to the ﬁnd optimal and informative subset of genes
which will lead to diagnose the diseases efﬁciently and also to
overcome the problem of data over-ﬁtting as well as to improve
the classiﬁcation accuracy, the proposed approach addresses all of
those. Moreover, the proposed method is essentially different from
traditional gene/feature selection approaches and can be sum-
marized as follows:
1. Due to the iterative nature of the method, it searches a ran-
domly generated greater space and selects a gene subset that
will is close to the global optimal solution.
2. The HS ﬁne tunes the search by ranking the solutions with
respect to their ﬁtness value. The improvised solutions gener-
ated by HS-GA-SVM are used for adding relevant genes and
deleting irrelevant genes.
3. Proposed method has been compared with existing and fre-
quently used gene/feature selection methods and it has beenexperiential that, proposed HS-GA-SVM model shows better
result with respect to average classiﬁcation error rate.
4. Proposed algorithm does not put any restriction on ﬁnding
predeﬁned number of genes, because the gene subsets are
selected on probability in proposed approach. The selection of a
gene in any solution depends upon the probability Pf . Solution
further optimized by using HS-GA algorithm. The number of
genes selected in proposed approach reduced the chance of
missing any important gene.
5. The most relevant genes present in almost 90% of runs were
grouped to form informative genes selected by proposed algo-
rithm since they are the most frequently selected solutions in
the ﬁnal subsets.
6. The performance of predicted/selected gene subsets (informa-
tive genes) from proposed hybridized HS-GA-SVM model has
been evaluated for ﬁve datasets using six probabilistic measures
such as; BCR, F-measure, JI, ARI, NMI, and Purity.
7. This model can work well for multi-class datasets also.5. Conclusion
In this paper, a binary version of GA, embedded with HS and
SVM has been proposed for informative gene selection from high
dimensional microarray datasets. The experiments were con-
ducted on well-known ﬁve benchmark datasets. In order to obtain
a high quality solution, by mimicking the musical approach a
meta-heuristic optimization technique HS has been used to eval-
uate the ﬁtness of solution which continuously advances to crea-
tion of better and more resistant solutions for GA. It has been
observed that, by hybridized HS-GA-SVM is more efﬁcient
incomparison to existing MGSACO, UFASCO, RMS, MC, RRFS, TV,
and LS gene/feature selection algorithms. The performance of the
metaheuristic HS-GA-SVM model has been measured with many
probabilistic measures. Further this work can be extended to
evaluate proposed algorithm with new microarray datasets and
compare different metaheuristic approaches in order to offer new
performance studies.References
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