This paper describes a vision-based vehicle detection system for a blind spot warning function. This detection system has been designed to provide ample performance as a driving safety support system, while streamlining the image processing algorithm so that it can be processed using the computational power of an existing ECU. The procedure used by the system to detect a vehicle in a blind spot is as follows. The system consists of four functional components: obstacle detection, velocity estimation, vertical edge detection, and final classification. In obstacle detection, a predicted image is generated under the assumption that the road surface is a perfectly flat plane, and then an object is detected based on a histogram that is created by comparing the predicted image and an actually observed image. The velocity of the object is estimated by tracking the histogram over time, assuming that both the object and the host vehicle are traveling in the same direction. Vertical edge detection is employed so as to avoid misdetection due to a vehicle shadow projected onto the road surface. In final classification, a vehicle is detected on the basis of these results. The effectiveness of the system was verified by conducting road tests on highways and narrow streets with two-way traffic.
INTRODUCTION
Sensing technology for driving safety support systems (DSSSs) has been an active research area for the past twenty years, and various practical applications have been developed by many automobile manufacturers and suppliers. Detecting vehicles in the blind spot area of an adjacent lane has attracted considerable attention in particular.
Almost all of the available systems use dedicated devices, for example, millimeter wave radar or an added camera, making them expensive and limiting their scope of use. Development of a common sensor-based vehicle detection system is necessary for use on a variety of platforms, including low-cost vehicles.
In recent years, vehicles equipped with a rear-view camera have become more common in Japan. In the U.S., the National Highway Traffic Safety Administration (NHTSA) has proposed a new rule requiring a rear-view camera on all vehicles, which can be expected to rapidly expand the use of these devices. Therefore, we have adopted a rear camera as a common sensor for a blind spot warning (BSW) system.
Obstacle detection using a single camera typically can be divided into two types of approaches: an appearance-based approach and a geometry-based approach. In the appearancebased approach, symmetry-based recognition [7] , a templatematching method [3] , AdaBoost using Haar-like features [6] , a neural network using HOG features [5] and other many methods have been reported. These methods work well for vehicles at a far distance since the vehicle appearance does not change much. In a BSW system, however, the appearance of a vehicle can be distorted drastically due to a change in the positional relationship between the host vehicle and the target one, making it difficult to apply an appearance-based approach. On the other hand, almost all geometry-based approaches utilize optical flow information [4] . Optical flow is one of the most common geometric features and provides an important basis for vehicle detection. Optical flow calculations, however, are typically time-consuming and also impractical for a real-time onboard system. Batavia et al. [2] generated a predictive image based both on inverse perspective mapping (IPM) and the travel distance between two consecutive frames, and detected vehicles by comparing an actually observed image and the predicted one. This method allows fast processing, since it does not require explicit optical flow calculations.
The purpose of this research is to develop a blind spot vehicle detection system that can be deployed on a variety of vehicles, ranging from low-cost models to luxury cars. Our system mainly employs the geometry-based approach using IPM and also incorporates the appearance-based approach in consideration of cost and performance.
The rest of the paper is organized as follows: Section 2 presents the problem description. Our proposed system is described in Section 3. The effectiveness of the system is demonstrated in Section 4 based on road tests. Finally, our conclusions are given in Section 5.
PROBLEM DESCRIPTION
A BSW system requires capabilities for nearby detecting vehicles and judging collision possibilities. However, it is difficult to determine and track the exact positions of moving vehicles. On the other hand, it is easier to determine whether a pre-defined detection window contains a vehicle or not.
Based on this way of thinking, we simplified the problem as follows. Two detection windows are defined behind the host vehicle as shown in Figure 1 . The width of the host vehicle is about 1.8 m, and the detection windows are located in the adjacent lanes at a distance of 1.5 m from each side of the host vehicle. The target relative velocity ranges from −40 km/h to 40km/h and the target absolute velocity is larger than 10 km/h. This means that oncoming vehicles in two-way traffic are excluded. BSW functionality is maintained even in this simplified configuration.
OUR APPROACH
Our approach is strongly inspired by Batavia's research [2] . Obstacle detection using implicit optical flow based on IPM is the most promising approach in terms of computational cost. Figure 2 shows a diagram of our proposed system. The system consists of four functional components: obstacle detection, velocity estimation, edge detection, and final classification. Obstacle detection, velocity estimation and edge detection set flags that serve as cues for vehicle detection based on the respective criterion of each component. The final classification unit decides whether a detection window contains a vehicle or not on basis of these flags and the previous output. The details of each component are described in following sub-sections.
OBSTACLE DETECTION
Assuming that the road surface is a perfectly flat plane and that the orientation of the camera does not change, a plan view image can be generated easily by IPM. In a plan view image, changes due to the movement of a vehicle traveling on the road surface are extremely simplified, which means that only translational motion is possible. Additionally, assuming that the egomotion of the host vehicle is limited to straightahead movement, only one-dimensional translation in the host vehicle's direction of travel is possible, and its magnitude corresponds to the travel distance between two consecutive frames.
Accordingly, we can easily predict the image to be observed based on the host vehicle's speed and the previous image. In a difference image between the predicted image and the actually observed image, the area corresponding to an obstacle generates much more difference than the area corresponding to the road surface. Therefore, vehicles and other objects can be identified by detecting the differences between the two images.
Though the most naive differencing operation is to calculate the difference in intensities between corresponding pixels, this operation is sensitive to illumination changes. Zabih et al. [9] proposed a non-parametric feature called the Census Transform (CT), which is robust to illumination changes. The census digits are given as (1) where I (p) represents the intensity at pixel p. The parameter ε is introduced to represent similar intensity and is tuned according to the variation of the noise level. In our system, we locate 16 reference points q i (i = 1,…,16) around p in a circular pattern as shown on the left side of Figure 3 . The feature vector of CT is defined as (2) where ⊗ represents concatenation. The difference between corresponding points p t ,p t-1 is given as the number of different elements between two feature vectors:
where ξ i represents the i-th pair feature in the CT feature vector. Since the CT feature vector is invariant against illumination changes and noise to some extent, objects can be detected robustly even in a traffic environment with clutter and illumination disturbances. An example of a difference image based on CT is shown in Figure 4 . The pixel value of the difference image is the difference calculated with Eq. 3, which ranges from 0 to 16.
A difference image is intractable since it is 2-dimensional information. Bertozzi et al. [1] converted a difference image into a polar histogram on the assumption that vertical edges are projected radially from the camera center. This makes the detection process much easier and more robust. Our system uses a similar histogram technique.
In our problem here, we can assume that the host vehicle and the target vehicle are traveling in the same direction. Thus, a histogram in the direction of travel can be made as shown in Figure 5 . Each bin of the histogram corresponds to the regularized total difference in each pre-defined subregion.
Finally, an obstacle flag is raised when the peak of the histogram exceeds a predefined threshold. 
VELOCITY ESTIMATION
A temporal transition in the histogram reflects the target vehicle's movement. The histogram has a useful property in that its shape holds except for a shift as time proceeds, since the histogram is generated in the manner described in the previous sub-section. Therefore, the target vehicle's relative velocity to the host vehicle can be found by simply calculating the amount of shift in the histogram. The shift amount is given as The shift amount τ is converted to relative velocity. The relationship between the shift amount and the relative velocity depends on the lateral distance between the target vehicle and the host vehicle. Therefore, this distance must be estimated precisely. However, we assume that one side of the target vehicle is located in the center of the respective detection window for computational simplicity. We confirmed that this assumption holds true on average.
Finally, a velocity flag is raised when the estimated relative velocity is in the range from −40 km/h to 40 km/h and the absolute velocity is larger than 10 km/h. If the average of the temporal difference of the estimated velocity (average acceleration) exceeds the threshold, the velocity flag is canceled automatically. This type of cancellation often occurs when a detection window contains roadside vegetation.
VERTICAL EDGE DETECTION
There is a situation that cannot be handled with the obstacle flag and the velocity flag described above. This situation occurs when a moving vehicle's shadow is projected on the road surface. Since the shadow moves with the vehicle, it creates a difference between the actually observed image and the predicted image. To make matters worse, its velocity is almost the same as the vehicle's, making it impossible to discriminate them.
Though there are some reports about attempts to detect shadows, the methods used do not meet our requirements since most of them require complicated, time-consuming computations. Our system also uses vertical edge information as an appearance feature. Edges are one of the most important appearance cues for vehicle detection [8] , and vertical edges in particular are appropriate cues for discriminating vehicles from shadows. In a plan view image, vertical edges are projected radially from the camera center as mentioned above. For that reason, we extract radial line components from a plan view image.
First, a vertical edge score for each possible line component is calculated as 
(5)
where p, q are reference points on radial lines as shown on the left side of Figure 6 , which run up and down in a plan view image. γ is a threshold for the intensity difference between the reference points and is tuned according to the variation of the noise level in the same fashion as ε for CT. If the score is larger than the pre-defined threshold, the line is classified as a vertical edge.
Finally, an edge flag is raised when the number of detected edges is larger than the pre-defined threshold. Figure  6 (right side) shows the difference in the number of detected edges between a vehicle and a shadow. Many edges are detected around the tires, while only a few edges are detected around the boundary of the shadow.
FINAL CLASSIFICATION
This section describes the details of the final classification based on the obstacle flag, velocity flag, edge flag and the previous output. Our system uses a naive Bayes classifier, which means that it assumes that these four cues independently contribute to the probability that a vehicle is present. In spite of such a strong assumption, naive Bayes classifiers work quite well in many cases.
Letting O, V, E and P represent the obstacle flag, velocity flag, edge flag and the previous output, respectively, the decision rule based on naive Bayes is given as (6) In addition, hysteresis is included in the output of the classifier to treat chattering. In this study, we employed these simple configurations to evaluate the basic performance of the system. Needless to say, employing a more sophisticated classifier could produce better results.
EXPERIMENTS AND RESULTS
This section presents empirical evidence of the performance of the proposed system based on road tests.
EXPERIMENTAL SETUP
The camera used was fitted with a fisheye lens having an angle of view of about 180 degrees in order to cover the area near the host vehicle. Images were captured at a resolution of 640 × 480 pixels at 30 Hz. Captured images were converted to 240 × 240 pixel plan view images that covered an area of 12 m × 12 m behind the host vehicle so as to include both detection windows shown in Figure 1 . The parameter ε in Eq.
(1) was set to 10. Since each bin of the histogram corresponded to 5 cm, the resolution of the velocity estimation was 5.4 km/h (5 cm/frame). The parameter γ in Eq. (5) was set to 10. Using these settings, we confirmed that the processing time per frame was about 10 ms using a PC with a Core i5 processor. For comparison, the same algorithm implemented in an ECU with an SH4 processor takes less than 30 ms per frame, which indicates the possibility of realtime processing.
EVALUATION METHOD
Per-frame and per-vehicle evaluations were performed. The per-frame evaluation was measured by comparing the output of the system and the ground truth. This evaluation is sensitive to delays in activation and deactivation of the detection algorithm and shimmering of the output. The pervehicle evaluation measured the number of detected vehicles as a percentage of the total number of vehicles. In this evaluation, successful detection was defined as detection of more than 70% of the frames for one vehicle. This criterion was set so as to correspond to a driver's subjective assessment. Therefore, obtaining good results in this evaluation is essential for practical application of the system. The dataset for evaluation consisted of about 250,000 frames, including both daytime and nighttime scenes. The daytime dataset included oncoming vehicles, vehicle shadows projected onto the road surface and heavily trafficked highways. The nighttime dataset included glare from a following vehicle's headlights and poorly lighted highways.
EXPERIMENTAL RESULTS
The results of the per-frame and per-vehicle evaluations are shown in Table 1 , where each index is defined as
The per-frame accuracy for both daytime and nighttime reached approximately 0.9, which means that about 10% of the frames were lost. This result is reflected in the slightly high false negative (FN) rate of 0.09-0.15. The main cause is presumed to be a delay in detection. It was confirmed that almost all of the FNs occurred immediately after the target vehicle entered a detection window. In the detection windows shown in Figure 1 , the rear ends of the windows are out of the driver's blind spot area, so drivers would rarely notice a delay in detection. On the other hand, false positive (FP) rate ranged from 0.01(nighttime) to 0.02(daytime). Taking into account the FN rate, low illumination makes it difficult to calculate the image difference in the nighttime. For practical applications, some post-processing (such as low-pass filter) are required not to distract drivers.
The per-vehicle recall in the daytime was almost perfect (0.99), while that during nighttime was lower (0.96). To determine the reason for this difference, we examined all the failed scenes in the per-vehicle evaluation and confirmed that there were no passing vehicles without a positive detection. This means that performance would be improved significantly by reducing the detection delay and variability during nighttime use.
Typical detection sequences are shown in Figure 7 . Figure  7 (a) shows a normal overtaking scene, where the shape of the histogram (shown below the plan view image) is stable over time. Figure 7(b) shows a scene inside a tunnel. The lights installed at regular intervals cause cyclic illumination changes, but the shape of the histogram remains stable due to the differencing operation based on CT. This result verifies the effectiveness of matching based on CT. Figure 7 (c) shows a two-way traffic scene. Though the oncoming vehicle causes a peak in the histogram, false detection is prevented due to the successful velocity estimation. Figure 7 (d) demonstrates the effectiveness of vertical edge detection. In this scene, the detection window contains the host vehicle's shadow, but there is no false detection. Based on these results, we can conclude that the three cue components work well and that the naive Bayes classifier based on their combination also functions well.
SUMMARY
This paper has proposed a real-time vehicle detection system using a single rear camera for a blind spot warning (BSW) function. The proposed system detects vehicles based on three cue components: obstacle detection based on IPM, velocity estimation based on histogram tracking and verification based on vertical edge detection. Due to these innovations, the algorithm can be processed using the computational power of an existing ECU. The results of driving tests on highways and narrow streets with two-way traffic demonstrated the basic effectiveness of each component and that of the whole system. The proposed system is found to work well under fair weather conditions. However, the system does encounter problems when used in adverse weather conditions such as rain. Often, rain drops that adhere to the surface of the lens distort the image seen by the camera. The distortion in the image caused by the rain drops results in both false positives as well as false negatives. Further work is necessary to improve the performance of the system under diffcult visibility conditions such as rain. 
