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VISommario
Un modello di ordine elevato pu` o rappresentare in linea di principio un sistema
dinamico con elevata precisione, tuttavia pu` o comportare gravi problemi di calco-
lo. Al ﬁne di ottenere un ragionevole compromesso tra accuratezza e complessit` a
computazionale, si cerca, quando possibile, di diminuire tale ordine utilizzando
opportuni algoritmi di riduzione. In questa trattazione si analizzer` a nel dettaglio
il problema di riduzione ottima del modello mediante norma di Hankel, studiando
la sua risoluzione dapprima nel continuo e successivamente nel discreto.Introduzione
Il problema della riduzione del modello costituisce da sempre una tematica di no-
tevole interesse nel settore dell’ingegneria del controllo. Tuttavia, mentre ﬁno a
qualche decennio fa, tale approssimazione si basava su intuizioni di carattere pret-
tamente ﬁsico, recentemente invece il suo studio si basa su tecniche automatizzate
che sono ancor oggi oggetto di ricerca. In letteratura esistono vari algoritmi ﬁna-
lizzati alla risoluzione del problema. Nel caso ad esempio della riduzione di tipo
bilanciato il criterio di eliminazione degli stati ` e di tipo strutturale, ovvero vengo-
no scartati quei modi che risultano essere diﬃcilmente raggiungibili e osservabili.
Al ﬁne di individuare cosa sia eﬀettivamente trascurabile, tale tecnica opera una
scalatura, ovvero una sorta di adimensionalizzazione del sistema, che permette di
apprezzare le grandezze in termini relativi e non assoluti (bilanciamento).
La tecnica risolutiva analizzata in questa tesi si basa sulla minimizzazione
della norma dell’errore che si commette quando la matrice di trasferimento del
sistema viene approssimata con un’altra avente grado di McMillan inferiore. Det-
to in termini pi` u rigorosi: data una W(s) con grado di McMillan n e ﬁssato un
intero positivo r < n, l’algoritmo di riduzione ottima del modello tramite norma
di Hankel consiste nel trovare una matrice di trasferimento ˆ W avente grado di
McMillan r che minimizzi
 
 
 W(s) − ˆ W(s)
 
 
 
H
e quindi che diﬀerisca il meno pos-
sibile (in norma di Hankel) dalla matrice di trasferimento originaria.
Per risolvere il problema si utilizza dunque la norma di Hankel, ovvero la nor-
ma indotta associata all’operatore di Hankel ΓW. Quest’ultimo ` e un operatore
di tipo predittivo che ha la propriet` a di mappare segnali di ingresso nulli per
tempi positivi nelle corrispondenti successioni di uscita ristrette ai soli tempi po-
sitivi. Le propriet` a della norma di maggiore interesse ai ﬁni dell’algoritmo sonoessenzialmente tre:
• nell’ipotesi che la realizzazione di W(s) sia minima, i valori singolari di
Hankel si ottengono a partire dalla conoscenza degli autovalori del sistema
e dei gramiani di controllabilit` a W e di osservabilit` a V
• la norma di Hankel risulta essere limitata superiormente dalla norma inﬁnito
e dunque si ha che  W H ≤  W ∞ =  W − J ∞ per ogni funzione di
trasferimento di tipo anticausale J(s). Infatti, nel caso di sistemi anticausali
(Ju)(t) ` e nulla per t > 0 e dunque l’uscita di W(s) non viene in alcun modo
inﬂuenzata
• il limite inferiore dell’errore di approssimazione in norma di Hankel ` e costi-
tuito dall’r + 1-esimo valore singolare di Hankel,
 
   W − ˆ W
 
    ≥ σr+1
L’algoritmo risolutivo si basa su un procedimento di all-pass embedding del-
l’errore, motivato dal seguente fatto: si suppone di poter determinare una ˆ W(s)
approssimante ed una funzione anticausale J(s) tali che il sistema γ−1(W(s) −
ˆ W(s) − J(s)) sia di tipo passatutto e dove γ rappresenta uno scalare. Il fat-
to che
 
 
 W − ˆ W − J
 
 
 
∞
= γ comporta, in base alle disuguaglianze riportate in
precedenza, che
 
   W − ˆ W
 
   
H
≤
 
   W − ˆ W − J
 
   
∞
= γ da cui
 
   W − ˆ W
 
   
H
≤ γ.
La soluzione del problema, ovvero la determinazione delle migliori funzioni
approssimanti ˆ W in norma di Hankel, viene fornita ponendosi in due diverse
situazioni:
1. si considera σr > γ > σr+1 ottenendo
 
 
 W − ˆ W
 
 
  < γ −→ caso subottimo
2. si considera γ = σr+1 ottenendo
 
   W − ˆ W
 
    ≤ σr+1 −→ caso ottimo
Nel caso subottimo con γ  = σi, i = 0,...,n si costruisce un sistema aumen-
tato Wa(s) e si determina la realizzazione di Pa(s) imponendo che la funzione
di trasferimento dell’errore ∆a(s) = Wa(s) − Pa(s) sia di tipo passatutto, ov-
vero   ∆a∆a = γ2I. La Pa(s) cos` ı ottenuta, priva di poli sull’asse immaginario e
dotata esattamente di r poli nel semipiano sinistro, viene utilizzata per il calcolo
delle funzioni di trasferimento approssimanti subottime di ˆ W(s). Una soluzione
Xˆ W(s) si calcola semplicemente selezionando una qualunque parte stabile della
sottomatrice Pa11(s) ∈ RL∞, dove con il termine stabile si intende una qualsiasi
matrice ˆ W(s) ∈ RH∞ tale che Pa11(s)− ˆ W(s) ∈ RH
−
∞ risulti essere anticausale.
L’insieme di tutte le possibili soluzioni ˆ W(s) si ottiene, invece, selezionando la
parte stabile delle matrici R(s) prodotte da una trasformazione lineare fratta del
tipo Fℓ(Pa,U) in cui il parametro U(s) deve soddisfare il vincolo  U ∞ < γ−1.
Nel caso ottimo con γ = σr+1, ` e necessario rivedere la costruzione del sistema
aumentato le cui dimensioni sono inferiori rispetto a quelle ottenute nella situa-
zione precedente. Si ha inoltre che la matrice di trasferimento Pa(s) non risulta
pi` u essere quadrata. Nonostante ci` o la mappa lineare fratta fornisce ancora tutte
le matrici di trasferimento R(s) dalle quali ` e possibile ottenere la ˆ W(s) cercata
selezionandone una qualsiasi parte stabile.
A completamento dell’algoritmo, ci si chiede se alla minimizzazione dell’errore
secondo la norma di Hankel corrisponda una buona approssimazione in norma
inﬁnito. In questo caso l’errore che si commette approssimando W(s) con ˆ W(s)
avente grado di McMillan pari ad r, non supera la somma dei valori singolari di
Hankel di W(s) che risultano essere strettamente pi` u piccoli di σr.
Per quanto riguarda l’algoritmo nel discreto, esso segue esattamente lo stesso
procedimento di all-pass embedding dell’errore utilizzato nella soluzione a tempo
continuo.
XICapitolo 1
Sistemi continui
In questo capitolo introduttivo si fanno alcuni richiami riguardo alle propriet` a
strutturali dei sistemi soﬀermandosi in particolare sui concetti di controllabilit` a,
osservabilit` a e stabilit` a. Si introduce inoltre il concetto di norma vettoriale per
poi analizzare le caratteristiche dei principali spazi normati di cui verr` a fatto uso
nel corso della trattazione.
1.1 Rappresentazione dei sistemi e loro propriet` a
I sistemi invarianti descritti da equazioni diﬀerenziali lineari possono essere rap-
presentati tramite le seguenti equazioni in spazio di stato:
˙ x(t) = Fx(t) + Gu(t) (1.1.1)
y(t) = Hx(t) + Du(t) (1.1.2)
dove u(t) ∈ Rm ` e il vettore degli ingressi, x(t) ∈ Rn ` e il vettore di stato e
y(t) ∈ Rp ` e il vettore delle uscite. Inoltre si suppone che le matrici F, G, H, D
siano reali di dimensioni rispettivamente n × n, n × m, p × n, p × m.
Nell’ipotesi che l’ingresso u(·), deﬁnito sull’intervallo [0,+∞), sia trasforma-
bile secondo Laplace
L(u(t)) = U(s)
all’equazione diﬀerenziale 1.1.1, corrisponde l’equazione algebrica
sX(s) − x0 = FX(s) + GU(s)2 1. SISTEMI CONTINUI
dove con X(s) si fa riferimento alla trasformata del vettore x(t) sull’intervallo
[0,+∞). Se Y (s) rappresenta la trasformata dell’uscita y(t), alla 1.1.2 si associa
Y (s) = HX(s) + DU(s)
Si pu` o cos` ı ricavare l’espressione
X(s) = (sI − F)
−1x0 + (sI − F)
−1GU(s) (1.1.3)
Analogamente per l’uscita si ottiene
Y (s) = H(sI − F)
−1x0 + [H(sI − F)
−1G + D]U(s) (1.1.4)
dove il primo addendo costituisce l’uscita in evoluzione libera, mantre il secondo
quella in evoluzione forzata. La matrice p × m
W(s) = H(sI − F)
−1G + D (1.1.5)
rappresenta la matrice di trasferimento del sistema.
1.1.1 Controllabilit` a e osservabilit` a
Deﬁnizione 1.1. Il sistema o la coppia (F,G) ` e controllabile se per ogni coppia
di stati (x0,xf) esiste un ingresso u(t) in grado di portare il sistema dal valore
iniziale x0 al valore ﬁnale xf.
Teorema 1.1.1. [1]
I seguenti fatti sono equivalenti
i) la coppia (F,G) ` e controllabile
ii) la matrice
WC(t) :=
  t
0
e
FσGG
Te
F Tσ dσ (1.1.6)
` e deﬁnita positivo per ogni t > 0
iii) la matrice di raggiungibilit` a
R =
 
G FG F 2g ... F n−1G
 
ha rango pieno ovvero rank(R) = n1.1. RAPPRESENTAZIONE DEI SISTEMI E LORO PROPRIET` A 3
iv ) la matrice
 
F − λiI G
 
ha rango di riga pieno per ogni λi di F
Deﬁnizione 1.2. Un sistema si dice stabile se tutti gli autovalori della matrice
di stato F si trovano nel semipiano aperto sinistro, i.e., Re(λi(F)) < 0 dove λi
rappresentano gli autovalori di F.
Teorema 1.1.2. [1] I seguenti fatti si equivalgono
i) la coppia (F,G) ` e stabilizzabile
ii) la matrice
 
F − λiI G
 
ha rango di riga pieno per tutti gli autovalori λi tali
che Re(λi) ≥ 0
iii) esiste una matrice di retroazione K tale che F + GK ` e stabile
Deﬁnizione 1.3. Il sistema o la coppia (F,H) ` e osservabile se per ogni t1 > 0, lo
stato iniziale x(0) = x0 pu` o essere determinato dalla storia passata di dell’ingresso
u(t) e dell’uscita y(t) nell’intervallo [0,t1].
Teorema 1.1.3. [1] I seguenti fatti sono equivalenti
i) la coppia (F,H) ` e osservabile
ii) la matrice
Vt :=
  t
0
e
F TσH
THe
Fσ dσ (1.1.7)
` e deﬁnita positiva per ogni t > 0
iii) la matrice di osservabilit` a 




 



H
HF
HF 2
. . .
HF n−1





 



ha rango di colonna pieno, i.e., rank(O) = n4 1. SISTEMI CONTINUI
iv) la matrice 
F − λiI
H


ha rango di colonna pieno per ogni autovalore λi di F
Deﬁnizione 1.4. Il sistema o la coppia (F,H) si dice rivelabile se esiste una
matrice L tale che F + LH ` e stabile.
Teorema 1.1.4. [1] I seguenti fatti si equivalgono
i) la coppia (F,H) ` e rivelabile
ii) la matrice 
F − λi
H


ha rango di colonna pieno per ogni autovalore λi : Re(λi) ≥ 0
iii) esiste una matrice L tale che F + LH sia stabile
Equazioni di Lyapunov
Spesso risulta pi` u semplice testare la stabilit` a, l’osservabilit` a e la stabilit` a di un
sistema in modo indiretto, ovvero sfruttando le equazioni di Lyapunov.
Lemma 1.1.5. [1] Sia data l’equazione di Lyapunov
F
TX + XF + Q = 0 (1.1.8)
nell’ipotesi che la matrice di stato del sistema F sia stabile, valgono i seguenti
fatti:
i) X =
  ∞
0 eF TtQeFtdt
ii) si ha che X > 0 se Q > 0 e X ≥ 0 se Q ≥ 0
iii) se Q ≥ 0, allora la coppia (Q,F) risulta essere osservabile se e solo se X > 01.1. RAPPRESENTAZIONE DEI SISTEMI E LORO PROPRIET` A 5
Dalla proposizione (iii) discende che, data una matrice F stabile, una coppia
(F,H) ` e osservabile se e solo se la soluzione associata all’equazione di Lyapunov
F
TW + WF + H
TH = 0 (1.1.9)
` e deﬁnita positiva. Tale soluzione prende il nome di gramiano di osservabilit` a.
In modo analogo, la coppia (F,G) ` e controllabile se e solo se la soluzione dell’e-
quazione di Lyapunov
FV + VF
T + GG
T = 0 (1.1.10)
` e deﬁnita positiva. Tale soluzione viene detta gramiano di controllabilit` a.
Lemma 1.1.6. Si ipotizzi che X sia la soluzione dell’equazione di Lyapunov,
allora
i) Re(λi)(F) ≤ 0 se X > 0 e Q ≥ 0
ii) F ` e stabile se X > 0 e Q > 0
iii) F ` e stabile se X ≥ 0, Q ≥ 0 e la coppia (F,Q) risulta essere rivelabile
Dimostrazione.
Realizzazione in spazio di stato per matrici di trasferimento
Si ipotizzi che la matrice di trasferimento W(s) sia propria, una sua realizzazione
` e data dalla quadrupla matriciale (F,G,H,D) tale che
W(s) =

F G
H D


Deﬁnizione 1.5. Una realizzazione in spazio di stato Σ = (F,G,H,D) di W(s)
si dice minima se per ogni altra realizzazione Σ′ = (F ′,G′,H′,D′) si veriﬁca che
dim(Σ) ≤ dim(Σ
′)
Teorema 1.1.7. Una realizzazione ` e minima se e solo se la coppia (F,G) ` e
controllabile e la coppia (F,H) ` e osservabile
Il grado di McMillan di una matrice di trasferimento coincide con la dimen-
sione di una realizzazione minima di G(s)6 1. SISTEMI CONTINUI
1.2 Norme e spazi
1.2.1 Norme di vettori e matrici
Dato uno spazio vettoriale X, si deﬁnisce norma su X e la si indica con  · , una
funzione a valori reali che soddisfa le seguenti propriet` a:
i)  x  ≥ 0
ii)  x  = 0 se e solo se x = 0
iii)  αx  = |α| x , per ogni scalare α
iv)  x + y  ≤  x  +  y 
per ogni x,y ∈ X.
Si consideri x ∈ Cn. La norma p si deﬁnisce come
 x p =
 
n  
i=1
|xi|
p
 1/p
, con 1 ≤ p ≤ ∞
Nei casi particolari in cui p = 1,2,∞ si ha
 x 1 =
n  
i=1
|xi|
 x 2 =
   
 
 
n  
i=1
|xi|
2
 x ∞ = max
1≤i≤n
|xi|.
La norma rappresenta dunque un’astrazione e un’estensione del concetto di lun-
ghezza tridimensionale nello spazio euclideo. Analogamente, nel caso si tratti di
matrici, si possono introdurre le seguenti norme.
Sia A = [aij] ∈ Cm×n, allora la norma indotta da un vettore in norma p si
deﬁnisce come
 A p = sup
x =0
 Ax p
 x p1.2. NORME E SPAZI 7
Nei casi particolari in cui p = 1,2,∞ le corrispondenti norme matriciali indotte
sono
 A 1 = max
1≤j≤n
m  
i=1
|aij| (somma di colonna)
 A 2 = max
1≤j≤n
 
λmax(A∗A)
 A ∞ = max
1≤i≤m
n  
j=1
|aij| (somma di riga)
Le norme matriciali indotte da un vettore in norma p vengono anche dette norme
p indotte. Dal momento che la matrice A pu` o essere vista come una mappa dallo
spazio vettoriale Cn dotato di norma  · p nello spazio vettoriale Cm anch’esso do-
tato di norma p, le norme indotte possono essere interpretate come ampliﬁcazioni
dei guadagni ingresso-uscita.
Un altro tipo di norma matriciale molto utilizzata ` e la norma di Frobenius
che si deﬁnisce come
 A F =
 
Traccia(A∗A)
Si noti che essa non rappresenta una norma indotta.
1.2.2 Spazi normati
Sia V uno spazio vettoriale in C (o in R) e sia  ·  la norma deﬁnita su V . Allora
V ` e uno spazio normato.
Una successione di vettori {xn} appartenente ad uno spazio normato V ` e detta
di Cauchy se lim
n,m→∞
 xn − xm  = 0. Essa inoltre si dice convergente a x ∈ V
se lim
n→∞
 xn − x  = 0. Uno spazio normato ` e detto completo se ogni successione
di Cauchy in V risulta essere convergente in V . Uno spazio normato completo
prende il nome di spazio di Banach.
A seguire alcuni esempi di spazi di Banach:
• lp [0,∞) con 1 ≤ p < ∞:
Per ogni 1 ≤ p < ∞, lo spazio lp [0,∞) ` e formato da tutte le successioni
di vettori x = (x0,x1,...) tali che
 ∞
i=0 |xi|
p < ∞. La norma associata si8 1. SISTEMI CONTINUI
deﬁnisce come
 x p =
 
∞  
i=0
|xi|
p
 1/p
• l∞ [0,∞):
lo spazio l∞ [0,∞) ` e formato da tutte le successioni di vettori limitate e la
norma associata ` e data da
 x ∞ = sup
i
|xi|
• Lp(I) con 1 ≤ p ≤ ∞:
Per ogni 1 ≤ p < ∞, Lp(I) ` e formato da tutte le funzioni misurabili di
Lebesgue x(t) deﬁnite sull’intervallo I ⊂ R tali che
 x p =
  
I
|x(t)|
p dt
 1/p
< ∞, con 1 ≤ p < ∞
e
 x(t) ∞ = ess sup
t∈I
|x(t)|
Alcuni di questi spazi, ad esempio L2 (−∞,0], L2 [0,0), L2 (−∞,∞), ver-
ranno descritti pi` u approfonditamente in seguito.
Si noti che se ogni componente o ogni funzione rappresenta essa stessa un
vettore o una matrice, allora si pu` o ricavare lo spazio di Banach corrispondente
sostituendo al valore assoluto di ogni componente o funzione la sua norma. Ad
esempio, si consideri uno spazio vettoriale con tutte le sequenze nella seguente
forma
x = (x0,x1,...)
dove ciascuna componente xi rappresenta una matrice di dimensioni k × m i cui
elementi sono tutti limitati. Allora xi risulta essere limitato in qualunque norma
matriciale e lo spazio vettoriale diventa uno spazio di Banach se viene deﬁnita la
seguente norma:
 x ∞ = sup
i
φi(xi)
in cui φi(xi) =  xi  rappresenta una qualunque norma matriciale. Quest’ultimo
spazio viene dunque denotato con l∞.1.2. NORME E SPAZI 9
Siano V1, V2 due spazi vettoriali e sia T un operatore da S ⊂ V1 in V2. Tale
operatore si dice lineare se per ogni coppia di vettori x1,x2 ∈ S e per ogni coppia
di scalari α,β ∈ R, vale la seguente relazione:
T(αx1 + βx2) = α(Tx1) + β(Tx2)
Deﬁnizione 1.6. Due spazi normati V1, V2 si dicono linearmente isometrici (V1 ∼ =
V2) se esiste un operatore lineare di V1 su V2 tale che
 Tx  =  x 
per ogni x ∈ V1. In questo caso la mappa T prende il nome di isomorﬁsmo
isometrico
1.2.3 Spazi di Hilbert
Il prodotto interno fra vettori deﬁniti su uno spazio euclideo in Cn ` e dato da:
 x,y  = y
∗x =
n  
i=1
xiyi ∀x =


 

x1
. . .
xn


 

, y =


 

y1
. . .
yn


 

∈ C
n
Si considera ora l’estensione del prodotto interno su Cn ad uno spazio vetto-
riale.
Deﬁnizione 1.7. Sia V uno spazio vettoriale su C. Un prodotto interno su V a
valori in C,
 ·,·  : V × V −→ C
tale che
•  αy + βz,x  = α y,x  + β  z,x 
•  x,y  =  y,x 
•  x,x  > 0 se x  = 0
Due vettori x,y appartenenti ad uno spazio dotato di prodotto interno sono
ortogonali, x⊥y, se il loro prodotto interno ` e nullo, ovvero se  x,y  = 010 1. SISTEMI CONTINUI
Uno spazio di Hilbert costituisce uno spazio completo avente norma indotta
dal suo prodotto interno. Lo spazio di Hilbert ` e anche uno spazio di Banach.
Seguono alcuni esempi di spazi di Hilbert:
• l2(−∞,∞):
lo spazio l2(−∞,∞) ` e formato da tutte le successioni di vettori reali o
complessi a quadrato sommabili
x = (...x−1,0,x1 ...)
i.e.
∞  
i=−∞
|xi|
2 < ∞
dove il prodotto interno ` e deﬁnito nel seguente modo
 x,y  =
∞  
i=−∞
xiyi
con x,y ∈ l2(−∞,∞). I sottospazi l2 (−∞,0), l2[0,∞) di l2(−∞,∞) ven-
gono deﬁniti in modo simile e sono rispettivamente x = (...,x−2,x−1) e
x = (x0,x1,x2,...).
• L2(I) con I ⊂ R:
lo spazio L2(I) ` e formato da tutte le funzioni quadrato integrabili secondo
Lebesgue deﬁnite sull’intervallo I ⊂ R e aventi prodotto interno deﬁnito nel
seguente modo
 f,g  =
 
I
g(t)
∗f(t)dt
con f,g ∈ L2(I). Analogamente, se la funzione risulta essere a valori vetto-
riali o matriciali, il prodotto viene deﬁnito come
 f,g  =
 
I
Traccia[g(t)
∗f(t)]dt
Alcuni spazi molto utilizzati sono L2 [0,∞), L2 (−∞,0], L2 (−∞,∞). Pi` u
precisamente:1.2. NORME E SPAZI 11
• L2 = L2(−∞,∞):
spazio di Hilbert costituito da funzioni a valori matriciali in R con prodotto
interno
 f,g  =
  ∞
−∞
Traccia[g(t)
∗f(t)]dt
L2+ = L2 [0,∞): sottospazio di L2(−∞,∞) le cui funzioni sono nulle per
t < 0
L2− = L2 (−∞,0]: sottospazio di L2(−∞,∞) le cui funzioni sono nulle per
t > 0
Siano H1,H2 due spazi di Hilbert e si consideri K(H1,H2) ovvero lo spazio
degli operatori lineari compatti da H1 in H2. Ogni operatore T ∈ K(H1,H2) am-
mette decomposizione di Schmidt, ovvero esistono delle basi di vettori ortonormali
{vi}, {wi} di H1 e H2 ed una successione di numeri complessi {αi} con αi −→ 0,
tali che
Tu =
∞  
i=1
λi  u,vi wi (1.2.11)
1.2.4 Spazi di Hardy H2 e H∞
Sia S ⊂ C un insieme aperto e sia f(s) una funzione a valori complessi deﬁnita
su S:
f(s) : S −→ C
La fuzione f(s) ` e analitica nel punto z0 di S se risulta essere diﬀerenziabile in z0
e in un suo intorno. Mentre si dice analitica in S se ` e analitica in ogni punto di
S.
Vengono di seguito riportati alcuni spazi, frequentemente utilizzati, di funzioni
di variabile complessa
• L2(jR):
lo spazio L2(jR) o, pi` u semplicemente L2, rappresenta uno spazio di Hil-
bert di funzioni a valori matriciali o scalari in jR ed ` e formato da funzioni
matriciali complesse F tali che l’integrale
  ∞
−∞
Traccia[F
∗(jω)F(jω)]dω < ∞12 1. SISTEMI CONTINUI
risulta essere limitato.
Il prodotto interno associato a questo spazio di Hilbert viene deﬁnito come
 F,G  =
1
2π
  ∞
−∞
Traccia[G
∗(jω)F(jω)]dω
con F,G ∈ L2 e la norma indotta dal prodotto interno ` e data da
 F 2 =
 
 F,F 
Ad esempio, l’insieme delle matrici di trasferimento razionali reali stretta-
mente proprie, prive di poli sull’asse immaginario, formano un sottospa-
zio non chiuso di L2(jR). Tale sottospazio viene denotato con RL2(jR) o
semplicemente con RL2.
• Spazio H2:
H2 ` e un sottospazio chiuso di L2(jR) costituito da funzioni matriciali F(s)
analitiche in Re(s) > 0 ovvero nel semipiano aperto sinistro. La norma
associata viene deﬁnita come
 F 
2
2 = sup
σ>0
 
1
2π
  ∞
−∞
Traccia[F
∗(σ + jω)F(σ + jω)]dω
 
Si pu` o dimostrare che
 F 
2
2 =
1
2π
  ∞
−∞
Traccia[F
∗(jω)F(jω)]dω
Quindi ` e possibile calcolare la norma in H2 nello stesso modo in cui si
computa quella in L2.
Il sottospazio reale razionale di H2 che ` e formato da tutte le matrici di
trasferimento strettamente proprie, reali razionali e stabili, viene denotato
con RH2.
• Spazio H⊥
2 :
H⊥
2 rappresenta il complemento ortogonale di H2 in L2, ovvero il sottospa-
zio chiuso delle funzioni in L2 che risultano essere analitiche nel semipiano
aperto sinistro. Il sottospazio di H2 formato da tutte le matrici di trasferi-
mento strettamente proprie e aventi tutti i poli nel semipiano aperto destro,
viene indicato con RH
⊥
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Importante sottolineare che gli spazi di L2 deﬁniti nel dominio della frequenza
possono essere messi in relazione con i corrispettivi spazi di L2 deﬁniti nel tempo.
Si ricorda che una funzione in L2 deﬁnita nel dominio del tempo, ammette trasfor-
mata di Laplace bilatera. Infatti, ricorrendo al teorema di Plancherel, ` e possibile
dimostrare che la trasformata bilatera di Laplace costituisce un isomorﬁsmo di
tipo isometrico fra gli spazi di L2 deﬁniti nel tempo e quelli deﬁniti in frequenza:
L2(−∞,∞) ∼ = L2(jR)
L2 [0,∞) ∼ = H2
L2 (−∞,0] ∼ = H
⊥
2
Da ci` o consegue che se g(t) ∈ L2(−∞,∞) e se la sua trasformata di Fourier (o
di Laplace bilatera) ` e G(jω) ∈ L2(jR), allora
 G 2 =  g 2
Se si deﬁnisce poi la proiezione ortogonale
Π+ = L2(−∞,∞)  −→ L2 [0,∞)
tale che per ogni f(t) ∈ L2(−∞,∞) si abbia g(t) = Π+f(t) con
g(t) =
 
f(t) t ≥ 0
0 t ≤ 0.
Analogamente, si deﬁnisce Π− come la proiezione ortogonale da L2(−∞,∞) su
L2(−∞,0].
Altre importanti classi di funzioni matriciali complesse sono quelle limitate
sull’asse immaginario.
• L∞(jR), o semplicemente L∞, rappresenta uno spazio di Banach di funzioni
a valori matriciali che risultano essere limitate su jR e caratterizzate dalla
norma:
 F ∞ = ess sup
ω∈R
σ [F(jω)]
dove σ rappresenta il massimo valore singolare di F.
Lo spazio razionale di L∞, denotato con RL∞(jR) o semplicemente con
RL∞, ` e formato da tutte quelle matrici di trasferimento razionali, proprie
e prive di poli sull’asse immaginario.14 1. SISTEMI CONTINUI
• Spazio H∞:
H∞ ` e un sottospazio chiuso di L∞ costituito da funzione analitiche nel
semipiano aperto destro e limitate sull’asse immaginario. La norma H∞
viene deﬁnita nel modo seguente
 F ∞ = sup
Re(s)>0
σ [F(s)] = ess sup
ω∈R
σ [F(jω)]
Si denota con RH∞ il sottospazio reale razionale di H∞ formato da tutte
le matrici di trasferimento proprie, stabili, reali e razionali.
• Spazio H−
∞:
H−
∞ rappresenta un sottospazio chiuso di L∞ costituito da quelle funzio-
ni che risultano essere analitiche nel semipiano aperto sinistro e limitate
sull’asse immaginario. La norma associata si deﬁnisce come
 F ∞ = sup
Re(s)<0
σ [F(s)] = ess sup
ω∈R
σ [F(jω)]
Il sottospazio reale razionale di H−
∞ viene denotato con RH
−
∞ ed ` e costituito da
tutte le matrici di trasferimento razionali proprie aventi tutti i poli nel semipiano
aperto destro.
Deﬁnizione 1.8. Una matrice di trasferimento W(s) ∈ H−
∞ viene detta anticau-
sale.
La notazione relativa a L∞ risulta essere piuttosto ingannevole. Lo stesso
simbolo viene infatti utilizzato con due diverse accezioni: nel dominio del tempo
lo spazio L∞ viene impiegato per caratterizzare i segnali mentre in quello della
frequenza fa riferimento a funzioni e operatori.
1.3 Sistemi passatutto
Si passa ora ad analizzare le propriet` a di una speciﬁca classe di sistemi che ver-
ranno impiegati per implementare l’algoritmo di riduzione del modello, ovvero
quella dei sistemi passatutto. La matrice di trasferimento W(s) di un sistema di
tipo all-pass ` e soddisfa la seguente relazione:
  W(s)W(s) = γ
2I (1.3.12)1.3. SISTEMI PASSATUTTO 15
dove   W(s) rappresenta la matrice trasposta coniugata di W(s) e γ ` e uno scalare.
Riscalando opportunamente le matrici di stato del sistema, ` e possibile riscrivere
la (1.3.12) nel seguente modo
  W(s)W(s) = I
che rappresenta ancora un passatutto.
Inﬁne, nel caso in cui il sistema passatutto oltrech´ e essere iniettivo sia anche
suriettivo, gli spazi Si risultano avere necessariamente la stessa dimensione e
dunque si ha   W(s) = W(s)−1. Ci` o implica che W(s)  W(s) = γ2I.
Teorema 1.3.1 (Caratterizzazione dei sistemi all-pass). [2] Data una realizza-
zione (F,G,H) non necessariamente stabile di un sistema all-pass si ha che
1. se (F,G,H) ` e completamente controllabile e osservabile si equivalgono i
seguenti fatti:
a) ∃D tale che   W(s)W(s) = γ2I con W(s) = H(sI − F)−1G + D
b) ∃P,Q tali che
i) P = P T,Q = QT
ii) FP + PF T + GGT = 0
iii) F TQ + QF + HTH = 0
iv) PQ = γ2I
2. Se la parte (1b) risulta essere soddisfatta, allora esiste una matrice D che
soddisfa le seguenti equazioni
D
TD = γ
2I
D
TH + G
TQ = 0
e tale matrice soddisfer` a anche la parte (1a) (si noti che non viene fatta
l’ipotesi di controllabilit` a e osservabilit` a del sistema).
Per la dimostrazione del teorema si rimanda a [2].Capitolo 2
Riduzione ottima del modello nel
continuo
Data una W ∈ RH∞ con grado di McMillan n e ﬁssato un intero positivo r < n,
l’algoritmo di riduzione ottima del modello tramite norma di Hankel consiste nel
trovare una matrice di trasferimento ˆ W ∈ RH∞ avente grado di McMillan r
che minimizzi
 
 
 W − ˆ W
 
 
 
H
e quindi che diﬀerisca il meno possibile (in norma di
Hankel) dalla matrice di trasferimento originaria.
Prima di passare all’eﬀettiva analisi del problema ` e necessario introdurre il
concetto di norma di Hankel soﬀermandosi in particolare sul legame esistente tra
i valori singolari di Hankel e la decomposizione di Schmidt.
2.0.1 Operatore di Hankel
Dicesi operatore di Hankel un operatore di tipo predittivo che mappa segnali di
ingresso nulli per tempi positivi nelle corrispondenti successioni di uscita ristrette
ai soli tempi positivi. Si supponga che W ∈ RH∞ rappresenti la matrice di
trasferimento associata alla realizzazione minima (F,G,H,D).
Se il vettore di ingresso u ∈ L2 (−∞,0] le uscite future si ottengono tramite
l’integrale di convoluzione
y(t) =
  0
−∞
He
F(t−τ)Gu(τ) dτ, t > 018 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
Per far s` ı che la mappa operi da L2 [0,∞) a L2 [0,∞) anzich´ e da L2 (−∞,0]
a L2 [0,∞) si pone v(t) = u(−t) ottenendo y(t) = (ΓWv)(t) per t > 0.
ΓW : L2[0,∞)  → L2 [0,∞) rappresenta dunque l’operatore di Hankel deﬁnito
come
(ΓWv)(t) =
  ∞
0
He
F(t−τ)Gv(τ) dτ.
Teorema 2.0.2. Sia (F,G,H,D) una realizzazione minima e W = H(sI −
F)−1G + D la matrice di trasferimento ad essa associata allora rank(ΓW) = n
dove n rappresenta il grado di McMillan di W
Dimostrazione.
Si consideri u ∈ L2 (−∞,0], allora y(t) = HeFtx0, per t > 0 e con x0 =
  0
−∞ e−Fτu(τ)dτ, per t = 0. Dunque al ﬁne di determinare ΓWv ` e suﬃciente
conoscere solamente lo stato x0 raggiungibile pilotando il sistema mediante l’in-
gresso u(t). Poich´ e la coppia (F,G) ` e controllabile, si ha che al variare di u(t) su
L2(−∞,0], x0 varia su Rn. Essendo inoltre (F,H) osservabile si ha che, in corri-
spondenza a stati iniziali linearmente indipendenti, le uscite future sono ancora
linearmente indipendenti. Quindi il numero di uscite linearmente indipendenti
risulta essere pari ad n, ovvero coincidente con la dimensione di una realizzazione
minima di W. Si pu` o dunque concludere che rank(ΓW) = n.
2.1 Valori singolari di Hankel e decomposizione
di Schmidt
La decomposizione di Schmidt rappresenta la decomposizione ai valori singolari
associata all’operatore di Hankel ΓW:
ΓW(u) =
n  
i=1
σi  u,vi wi
dove vi ∈ L2[0,∞) e wi ∈ L2[0,∞) sono insiemi di funzioni ortonormali. σi > 0
sono i valori singolari dell’operatore di Hankel e prendono il nome di valori singo-
lari di Hankel associati a W. Il valore di Hankel avente modulo massimo risulta2.1. VALORI SINGOLARI DI HANKEL E DECOMPOSIZIONE DI SCHMIDT 19
essere pari alla norma di Hankel, inoltre si suppone che i valori singolari di Hankel
siano ordinati in ordine decrescente. La coppia (vi,wi), corrispondente al valore
singolare di Hankel σi prende il nome di coppia di Schmidt. Dall’ortogonalit` a dei
vi e dei wi discende che
ΓWvi = σiwi e   ΓWwi = σivi (2.1.1)
Si vuogliono ora esprimere i valori singolari di Hankel e le relative coppie di
Schmidt in funzione di una realizzazione minima (F,G,H,D) di W.
Si ipotizzi che σi sia un valore singolare con v il corrispondente autovettore di
  ΓWΓW e σ ovvero   ΓWΓW = σ2v
Si abbia inoltre che v(t) = GTeF TtW−1x0. Allora
(ΓWv)(t) = He
Ft
   ∞
0
e
FτGG
Te
F Tτdτ
 
W
−1x0
= He
Ftx0
dato che W =
  ∞
0 eFτGGTeF Tτdτ. Allo stesso modo, se w(t) = HeFtx0, allora
(  ΓWw)(t) =
  ∞
0
G
Te
F T(t+τ)HT w(τ)dτ = G
Te
F Tt
   ∞
0
e
F TτH
THe
Fτdτ
 
x0
= G
Te
F TtVx0
Dunque   ΓWΓW = σ2v se Vx0 = σ2W−1x0 e si pu` o concludere che i valori singolari
di Hankel σi di W sono rispettivamente
σi = λ
1
2
i (WV), i = 1,...,n (2.1.2)
Per determinare il vettore di Schmidt corrispondente a σi = λ
1
2
i (WV), occorre
scegliere un vettore xi ∈ Rn tale che Vxi = σ2W−1xi con la norma di xi scalata
in modo tale che vi(t) = GTeF TtW−1xi abbia norma L2[0,∞) unitaria. Ora
 v 
2
2 = x
T
i
   ∞
0
e
FτGG
Te
F Tτdτ
 
W
−1xi
= x
T
i W
−1xi
=
xT
i Vxi
σ2
i20 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
Quindi se xi ∈ Rn soddisfa WVxi = σ2
ixi e xT
i Vxi = σ2
i, allora
vi(t) = σ
−2
i G
Te
F TtVxi i = 1,...,n
wt(t) = σ
−1
i He
Ftxi i = 1,...,n
rappresenta la coppia di Schmidt corrispondente al valore singolare σi. La decom-
posizione di Schmidt (2.1.1) si ottiene dunque scegliendo un insieme di vettori
ortogonali xi ∈ Rn tali che WVxi = σ2
ixi e xT
i Vxi = σ2
i . Se la realizzazione
minima (F,G,H,D) ` e anche bilanciata (def. 2.1), allora
W = V = Σ =





σ1 0 0
0
... 0
0 0 σn





e vi =
√
σiei, dove ei rappresenta l’i-esimo vettore della base canonica.
Deﬁnizione 2.1. Una realizzazione (F,G,H) risulta essere bilanciata se la ma-
trice di stato F ` e asintoticamente stabile e
FΣ + ΣF
T + GG
T = 0 (2.1.3)
F
TΣ + ΣF + H
TH = 0 (2.1.4)
dove
Σ =

 


σ1Ik1 0 0
0
... 0
0 0 σmIkm

 


σi  = σj, i  = j e σi > 0 ∀i (2.1.5)
Si presti attenzione al fatto che n = k1 + ...km coincide col grado di McMillan
della funzione di trasferimento associata alla realizzazione scelta.
2.1.1 Norma di Hankel
La norma di Hankel di un sistema ` e la norma indotta in L2 associata all’operatore
di Hankel, ovvero:
 W H = σ  ΓW 
dove σ rappresenta il massimo valore singolare dell’operatore di Hankel.
In base alla deﬁnizione di norma indotta, si ha che
 W 
2
H = sup
u∈L2(−∞,0]
    ∞
0 yTydt
  0
−∞ uTudt
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Dunque l’energia associata all’uscita futura risulta essere non inferiore al prodotto
tra l’energia dell’ingresso ed il valore della norma.
Per calcolare tale norma si supponga che il vettore di ingresso u ∈ L2(−∞,0]
porti nello stato x0. Da ci` o segue che
  ∞
0
y
T(t)y(t)dt = x
T
0Vx0 (2.1.6)
e   0
−∞
u
T(t)u(t)dt ≥ x
T
0 W
−1x0 (2.1.7)
in cui W e V sono rispettivamente i grammiani di controllabilit` a e osservabilit` a
che risolvono le equazioni di Lyapunov
FW + WF
T + GG
T = 0 (2.1.8)
F
TV + VF + H
TH = 0 (2.1.9)
In virt` u del fatto che la coppia (F,G) ` e controllabile, la matrice W risulta
essere invertibile. Si ha dunque che u = GTe−F TtW−1x0 con u soddisfacente la
relazione 2.1.7 col segno di uguaglianza. Dal ragionamento fatto si ricava che
 W 
2
H = sup
x0
xT
0 Vx0
xT
0 W−1x0
= σ(WV) (2.1.10)
dove l’ultima eguaglianza deriva dalla (2.1.2). La norma di Hankel ` e limitata
superiormente dalla norma  · ∞. Infatti, per ogni arbitraria unit` a di energia al-
l’ingresso del sistema,  W 
2
H rappresenta il pi` u piccolo limite superiore associa-
to all’energia dell’uscita futura, mentre  W 
2
∞ costituisce il pi` u piccolo limite
superiore associato all’energia totale dell’uscita.
Da ci` o discende un fatto interessante che verr` a ripreso in seguito. Si noti,
infatti, che se J ` e un qualsiasi sistema anticausale e u ∈ L2(−∞,0], allora (Ju)(t)
risulta essere nulla per t > 0. Dunque l’azione del sistema anticausale non altera
in alcun modo l’uscita futura e si pu` o quindi scrivere la seguente disuguaglianza:
 W H ≤  W − J ∞ (2.1.11)
soddisfatta per ogni sistema anticausale J.22 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
Il seguente lemma dimostra che il valore singolare σr+1(W) coincide con il
limite inferiore della norma di Hankel dell’errore che viene commesso quando si
approssima W con un sistema stabile avente grado di McMillan pari ad r. In
seguito si prover` a che tale limite pu` o essere eﬀettivamente raggiunto.
Lemma 2.1.1. Sia W ∈ RH∞ con grado di McMillan n e siano σ1 ...σn i valori
singolari di Hankel ad essa associati. Si consideri inoltre ˆ W ∈ RH∞ con grado
di McMillan inferiore o uguale a r < n. Da ci` o segue che
 
 
 W − ˆ W
 
 
 
H
≥ σr+1 (2.1.12)
Dimostrazione. Siano (vi,wi), i = 1...n le coppie di Schmidt di W e si conside-
rino ingressi del tipo
v =
r+1  
i=1
βivi con
r+1  
i=1
βi = 1
Poich´ e, in base a quanto gi` a dimostrato nel teorema (2.0.2), il rango di Γ ˆ W ` e al pi` u
pari ad r e, dal momento che v1 ...vr+1 costituiscono uno spazio di dimensione
r+1, ` e possibile scegliere βi non tutti nulli tali per cui Γ ˆ Wv = 0. In corrispondenza
all’ingresso scelto si ha
 (ΓW − Γ ˆ W)v 
2
2 =  ΓWv 
2
2
=
   
 
 
 
r+1  
i=1
βiσiwi
   
 
 
 
2
2
=
r+1  
i=1
β
2
i σ
2
i ≥ σ
2
r+1
r+1  
i=1
β
2
i = σ
2
r+1  v 
2
2
Si ` e dunque provato che  (ΓW − Γ ˆ W)v 2 ≥ σr+1
Poich´ e la norma inﬁnito risulta sempre essere maggiore di quella di Han-
kel, dal lemma (2.1.1), segue che ogni funzione di trasferimento approssimante
ˆ W ∈ RH∞, avente grado di McMillan non superiore ad r, soddisfa la seguente
disuguaglianza:  
   W − ˆ W
 
   
∞
≥ σr+1(W) (2.1.13)
Ecco allora che anche il valore singolare σr+1 rappresenta un limite inferiore della
norma inﬁnito dell’errore che si commette approssimando W con ˆ W.2.2. ALGORITMO NEL CASO SUBOTTIMO 23
2.2 Algoritmo nel caso subottimo
Per trovare la funzione di trasferimento ˆ W che meglio approssima W secondo la
norma di Hankel, occorre costruire un sistema di tipo passatutto le cui dimensioni
siano maggiori di quelle del sistema di partenza (embedding). A motivo di ci` o si
supponga che di poter determinare una funzione di trasferimento approssimante
ˆ W ∈ RH∞ con grado di McMillan pari ad r ed un sistema anticausale J tali che
γ−1(W − ˆ W − J) sia di tipo passatutto. Allora dev’essere
 
 
 W − ˆ W − J
 
 
 
∞
= γ
e in virt` u della diseguaglianza (2.1.11) si ottiene che
 
   W − ˆ W
 
   
H
≤ γ.
Si far` a vedere che tale processo di embedding pu` o essere eﬀettuato per ogni
valore σr(W) > γ > σr+1(W), dimostrando cos` ı che il limite trovato nel lemma
(2.1.1) rappresenta l’estremo inferiore dell’errore (caso subottimo). Successiva-
mente si mostrer` a che tale estremo pu` o essere eﬀettivamente raggiunto costituen-
do dunque un minimo.
2.2.1 All-pass embedding
Sia (F,G,H,D) una realizzazione minima della funzione di trasferimento W(s) ∈
RH∞ avente dimensioni p×m e si costruisca la matrice aumentata Wa(s) in cui
non vengono momentaneamente ﬁssate le dimensioni dei blocchi nulli:
Wa(s) =

W(s) 0
0 0


=




F G 0
H D 0
0 0 0



 =

 F Ga
Ha Da


(2.2.14)
Si sfrutti ora il teorema (1.3.1) per trovare una funzione di trasferimento Pa(s)
tale che l’errore associato sia rappresentato da un sistema passatutto
∆a(s) = Wa(s) − Pa(s) (2.2.15)
e dunque soddisﬁ la condizione
  ∆a(s)∆a(s) = γ
2I (2.2.16)24 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
Se poi ( ˆ F, ˆ G, ˆ H, ˆ D) ` e una realizzazione di Pa(s), la rappresentazione in spazio di
stato dell’errore ` e data da
∆a(s) =




F 0 Ga
0 ˆ F ˆ G
Ha − ˆ H Da − ˆ D



 =

 F∆a G∆a
H∆a D∆a

 (2.2.17)
Sulla base dunque del teorema (1.3.1), l’errore soddisfa la relazione (2.2.16)
se e solo se esistono P∆a e Q∆a simmetriche, tali che
F∆aP∆a + P∆aF
T
∆a + G∆aG
T
∆a = 0 (2.2.18)
F
T
∆aQ∆a + Q∆aF∆a + H
T
∆aH∆a = 0 (2.2.19)
P∆aQ∆a = γ
2I (2.2.20)
e D∆a risolve le seguenti equazioni
D
T
∆aH∆a + G
T
∆aQ∆a = 0 (2.2.21)
D
T
∆aD∆a = γ
2I (2.2.22)
L’obiettivo consiste nel trovare le matrici ˆ F, ˆ G, ˆ H, ˆ D e la matrici P∆a e Q∆a
che soddisﬁno le equazioni del passatutto.
A tal ﬁne ` e necessario innanzitutto trovare una relazione tra Q∆a, deﬁnita
dalla (2.2.19), e P∆a soluzione della (2.2.18). Si premoltiplica la (2.2.18) per Q∆a
e la si postmoltiplica per QT
∆a. Sottraendo l’equazione ottenuta dalla (2.2.19)
moltiplicata per γ2 e servendosi della (2.2.21), si perviene all’espressione che lega
le due matrici Q∆a e P∆a
Q∆aF∆a(γ
2I−P∆aQ∆a)+(γ
2I−Q∆aP∆a)F
T
∆aQ∆a+H
T
∆a(γ
2I−D∆aD
T
∆a)H∆a = 0
(2.2.23)
Si ﬁssano quindi le dimensioni dei blocchi nulli della matrice di trasferimento
associata al sistema aumentato (2.2.14) in modo tale da rendere le matrici Da
e D∆a quadrate. Scelta D∆a di dimensioni (p + m) × (m + p), poich´ e essa deve
soddisfare la (2.2.22), dev’essere
γ
−2D
T
∆a = D
−1
∆a2.2. ALGORITMO NEL CASO SUBOTTIMO 25
Da quest’ultimo vincolo discende che γ−1D∆a dev’essere una matrice ortogonale
di dimensioni (p + m) × (m + p). Ci` o consente di sempliﬁcare la (2.2.23)
Q∆aF∆a(γ
2I − P∆aQ∆a) + (γ
2I − Q∆aP∆a)F
T
∆aQ∆a = 0 (2.2.24)
che risulta essere soddisfatta per P∆aQ∆a = γ2I. Sfruttando quest’ultimo vincolo
e le equazioni (2.2.18) e (2.2.19), si vuole cercare di esprimere le matrici P∆a e
Q∆a in funzione dei gramiani di controllabilit` a e di osservabilit` a di W(s), rispet-
tivamente W e V.
Si riscrivano le equazioni (2.2.18) e (2.2.19) in forma partizionata

F 0
0 ˆ F



P11 P12
P21 P22

+

P11 P12
P21 P22



F T 0
0 ˆ F T

+

Ga
ˆ G


 
GT
a ˆ GT
 
= 0 (2.2.25)

F T 0
0 ˆ F T



Q11 Q12
Q21 Q22

 +

Q11 Q12
Q21 Q22



F 0
0 ˆ F

 +

 HT
a
− ˆ HT


 
Ha − ˆ H
 
= 0
(2.2.26)
Le equazioni relative ai blocchi (1,1) delle (2.2.25) e (2.2.26) sono
FP11 + P11F
T + GaG
T
a = 0
e
F
TQ11 + Q11F + H
T
a Ha = 0
Poich´ e F ` e per ipotesi asintoticamente stabile, dev’essere P11 = W e Q11 = V.
Ecco allora che le matrici P∆a e Q∆a devono avere la seguente forma:
P∆a =

W P12
P T
12 P22

 Q∆a =

 V QT
21
Q21 Q22

 (2.2.27)
Ora dal blocco-(1,1) della (2.2.20), si ricava che P12Q21 = γ2I − WV. Dato che
si sta considerando il caso subottimo in cui
γ  = σi(W(s)), i = 1...n, (2.2.28)
risulta chiaro che, poich´ e γ2 non ` e un autovalore di WV, la matrice P12Q21 deve
avere rango pari ad n. Ne consegue che la dimensione di ˆ F dev’essere almeno pari26 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
ad n. Volendo far in modo che Pa(s) abbia il minor grado di McMillan possibile,
si ﬁssa ad n la dimensione di ˆ F. Questo implica che le sottomatrici P12 e Q21 siano
quadrate e non singolari. Inoltre, il fatto che la base associata alla realizzazione
di Pa(s) possa essere scelta in modo arbitrario, consente di scalare la matrice P12
in modo tale che essa sia la matrice identit` a. Posto inﬁne M = VW − γ2I, le
matrici P∆a e Q∆a possono essere riscritte come segue:
P∆a =

W I
I M−1V

 Q∆a =

 V −M
−MT WM


Si ` e cos` ı nelle condizioni di poter determinare le matrici incognite ˆ F, ˆ G, ˆ H, ˆ D
della realizzazione di Pa(s).
Dalla (2.2.21) si ricava
D
T
∆a
 
Ha − ˆ H
 
+
 
GT
∆a ˆ GT
 

 V −M
−MT WM

 = 0 (2.2.29)
Considerando i blocchi in posizione (1,1), si ottiene l’equazione:
D
T
∆aHa + G
T
aV − ˆ G
TM
T = 0
che, trasponendo tutte le matrici, diventa
H
T
a D∆a + VGa − M ˆ G = 0
da quest’ultima equazione si ottiene l’espressione relativa a ˆ G, ovvero
ˆ G = −M
−1(VGa + H
T
a D∆a) (2.2.30)
Premoltiplicando la (2.2.21) per D∆a e postmoltiplicandola per W∆a si ottiene
D∆aD
T
∆a
 
Ha − ˆ H
 

W I
I M−1V

+D∆a
 
GT
∆a ˆ GT
 

 V −M
−MT WM



W I
I M−1V

 = 0
considerando quindi i blocchi in posizione (1,1) si ricava la seguente equazione
D∆aD
T
∆a(HaW − ˆ H) + D∆aG
T
∆a(W∆aQ∆a − M) = 0
ricorrendo inoltre alla (2.2.22) e all’espressione relativa ad M, ovvero M =
W∆aQ∆a − γ2I, si riscrive l’equazione nel seguente modo
γ
2I(HaW − ˆ H) + γ
2ID∆aG
T
∆a = 02.2. ALGORITMO NEL CASO SUBOTTIMO 27
ovvero
(HaW − ˆ H) + D∆aG
T
∆a = 0
da cui ` e possibile ricavare l’espressione di ˆ H
ˆ H = D∆aG
T
a + HaW (2.2.31)
Si riscriva quindi la (2.2.18):

F 0
0 ˆ F



W I
I M−1V

 +

W I
I M−1V



F T 0
0 ˆ F T

 +

G∆a
ˆ G


 
GT
∆a ˆ GT
 
= 0
Limitandosi ai blocchi in posizione (1,2), si ottiene l’equazione
F + ˆ F
T + Ga ˆ G
T = 0
da cui, dopo aver trasposto tutte le matrici, si ricava la seguente espressione di ˆ F
ˆ F = −F
T − ˆ GG
T
a (2.2.32)
Inﬁne si riporta la (2.2.19)

F T 0
0 ˆ F T



 V −M
−MT WM

+

 V −M
−MT WM



F 0
0 ˆ F

+

HT
∆a
− ˆ H


 
H∆a − ˆ H
 
= 0
dai blocchi in posizione (1,2) deriva l’equazione
−F
TM − M ˆ F − H
T
a ˆ H = 0
che fornisce una seconda possibile espressione per ˆ F
ˆ F = −M
−1(F
TM + H
T
a ˆ H) (2.2.33)
Si pu` o provare che la realizzazione ( ˆ F, ˆ G, ˆ H, ˆ D) ` e minima, tuttavia la dimo-
strazione di questo fatto non viene qui riportata [3].
La costruzione del sistema aumentato viene completata scegliendo ˆ D in modo
tale che sia rispettato il fatto che la γ−1D∆a costituisce una matrice ortogonale
di dimensioni (p + m) × (m + p). Si ha dunque che

 D γIp
γIm 0

 (2.2.34)28 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
2.2.2 Calcolo di una soluzione nel caso subottimo
Prima di poter risolvere il problema in modo eﬀettivo ` e necessario mettere in luce
alcune propriet` a che caratterizzano il modello aumentato costruito nel precedente
paragrafo.
Poli e zeri di Pa(s) nel semipiano sinistro
Si vuole provare che la dimensione del sottospazio asintoticamente stabile di ˆ F
coincide col numero di valori singolari di W(s) deﬁniti in e aventi modulo maggio-
re di γ. Si supponga che X sia una base associata al sottospazio asintoticamente
stabile di ˆ F e sia ˆ FX = XΛ. Si riporta la (2.2.18) in forma partizionata

F T 0
0 ˆ F T



 V −M
−MT WM

+

 V −M
−MT WM



F 0
0 ˆ F

+

 HT
a
− ˆ HT


 
Ha − ˆ H
 
= 0
Dall’analisi dei blocchi in posizione (2,2) si ricava l’equazione
WM ˆ F + ˆ F
TWM + ˆ H
T ˆ H = 0 (2.2.35)
Premoltiplicando quest’ultima equazione per XT e postmoltiplicandola per X si
ottiene:
(X
TWMX)Λ + Λ
T(X
TWMX) + ( ˆ HX)
T( ˆ HX) = 0 (2.2.36)
Poich´ e il blocco Λ ` e asintoticamente stabile, e la coppia (Λ, ˆ HX) ` e osservabile dal
momento che risulta gi` a esserlo la coppia ( ˆ F, ˆ H), si pu` o concludere che XTWMX
` e deﬁnita positiva. In modo analogo, se V rappresenta la base associata al sotto-
spazio instabile di ˆ F, allora si ha che V TWMV ` e deﬁnita negativa.
Si considerano ora le situazioni limite in cui γ > σ1 e γ < σn. Se γ > σ1 si avreb-
be che la matrice WM = W(VW − γ2I) risulterebbe deﬁnita negativa in virt` u
della (2.1.2) e del fatto che σ1 rappresenta il massimo valore singolare di Han-
kel di W(s). Per il teorema sulla stabilit` a di Lyapunov e da (2.2.35), si avrebbe
dunque che tutti gli autovalori di ˆ F si troverebbero nel semipiano destro aperto.
Se invece γ < σn, dove σn rappresenta il minimo valore singolare di Hankel di
W(s), WM sarebbe deﬁnita positiva e dunque, sempre per Lyapunov, la matri-
ce ˆ F risulterebbe essere asintoticamente stabile. Dunque nell’ipotesi considerata2.2. ALGORITMO NEL CASO SUBOTTIMO 29
in cui σr(W(s)) > γ > σr+1(W(s)), r = 1...n sulla base dello stesso ragio-
namento fatto per i casi limite, WM risulta avere r autovalori positivi e n − r
negativi. Quindi ˆ F risulta avere r autovalori nel semipiano aperto sinistro e n−r
nel semipiano aperto destro. Si denoti con RH
−
∞(r) una matrice di trasferimento
appartenente a RL∞ avente al pi` u r poli nel semipiano aperto sinistro. Allora la
condizione σr(W(s)) > γ > σr+1(W(s)) implica che Pa(s) ∈ RH
−
∞(r).
La seconda propriet` a riguarda invece gli zeri dei blocchi in posizione (1,2) e
(2,1) di Pa(s). ` E possibile dimostrare che essi si collocano tutti nel semipiano
aperto destro.
Il procedimento di all-pass embedding descritto nel paragrafo (2.2.1) e il lem-
ma (2.1.1), portano al prossimo risultato che consente di trovare una soluzione del
problema di riduzione del modello mediante norma di Hankel nel caso subottimo.
Teorema 2.2.1. Se W(s) ∈ RH∞, allora esiste una ˆ W(s) ∈ RH∞ avente
grado di McMillan al pi` u pari a r ed un sistema anticausale con funzione di
trasferimento J ∈ H−
∞ tale che
 
 
 W − ˆ W − J
 
 
 
∞
< γ se e solo se γ > σr+1(W)
Dimostrazione.
(→) Se
 
 
 W − ˆ W − J
 
 
 
∞
< γ, allora si ha che
γ >
 
 
 W − ˆ W − J
 
 
 
∞
≥
 
 
 W − ˆ W
 
 
 
H
≥ σr+1(W)
in cui si sono sfruttate le disuguaglianze (2.1.11) e (2.1.12).
(←) ∀γ > σr+1(W), γ  = σi(W) la costruzione basata sul sistema passatutto
(par. (2.3.1)) fornisce una matrice Pa(s) ∈ RH
−
∞(r) tale da soddisfare  Wa − Pa  =
γ. Il fatto che i blocchi Pa12(s) e Pa21(s) non presentino zeri sull’asse immagi-
nario comporta che  W − Pa11 ∞ < γ. Si conclude quindi che ˆ W(s) e J(s) si
ottengono da una decomposizione di Pa11(s).
Per parte stabile di Pa11(s) ∈ RL∞ si intende qualsiasi ˆ W(s) ∈ RH∞ tale
che Pa11(s) − ˆ W(s) ∈ RL∞.
2.2.3 Calcolo delle soluzioni nel caso subottimo
Al ﬁne di ricavare tutte le soluzioni relative al problema di approssimazione del
modello, ` e necessario sfruttare alcuni risultati riguardanti le contrazioni lineari30 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
fratte. Poich´ e l’argomento ` e piuttosto vasto e non risulta essere direttamente
collegato con il problema aﬀrontato in questo lavoro di tesi, se ne riportano solo
i risultati di maggiore interesse [3].
Trasformazioni lineari fratte
Deﬁnizione 2.2. Contrazione
Una trasformazione lineare fratta (LFT) si presenta nella forma:
Fℓ(P,K) = P11 + P12K(I − P22K)
−1P21 (2.2.37)
dove i blocchi Pij e K rappresentano matrici di trasferimento. La LFT risulta
essere ben deﬁnita se esiste l’inversa (I − P22K)−1.
Deﬁnizione 2.3. Contrazione
Una mappa Σ : S  → S, in cui S rappresenta uno spazio di Banach, ` e una
contrazione se la corrispondente norma indotta di Lipschitz risulta essere inferiore
a 1, ovvero se esiste γ < 1 tale che
 Σv − Σw S ≤ γ  v − w S v,w ∈ S
Il prossimi due teoremi, dei quali si fornisce solo l’enunciato, prendono in
considerazione LFT coinvolgenti matrici di trasferimento nel caso in cui queste
ultime rappresentino delle contrazioni.
Teorema 2.2.2. [3] Si supponga che det(I − P22(∞)K(∞))  = 0
i) se  P ∞ ≤ 1, allora  K ∞ ≤ 1 implica che  Fℓ(P,K) ∞ ≤ 1
ii) se   PP = I, allora se   KK = I si ha che   Fℓ(P,K)Fℓ(P,K) = I
iii) se   PP = I e  Fℓ(P,K) ∞ < 1 allora P21(jω) ha rango di colonna pieno per
ogni ω reale
iv) Si ipotizzi che   PP = I e che il blocco P21(jω) abbia rango di riga pieno per
ogni ω reale. Allora
1.  Fℓ(P,K) ∞ ≤ 1 se e solo se  K ∞ ≤ 12.2. ALGORITMO NEL CASO SUBOTTIMO 31
2. se  Fℓ(P,K) ∞ < 1 allora  K ∞ < 1 e P21(jω) ` e non singolare per
ogni ω reale. Vale anche il viceversa
3.   KK = I se e solo se   Fℓ(P,K)Fℓ(P,K) = I
4.  K ∞ > 1 se e solo se  Fℓ(P,K) ∞ > 1
Teorema 2.2.3. [3] Si supponga che P ∈ RH∞,   PP = I e che P
−1
21 ∈ RH∞. I
seguenti fatti si equivalgono:
i ∃K : Fℓ(P,K) ` e ben deﬁnita, internamente stabile e  Fℓ(P,K) ∞ < 1
ii K ∈ RH∞e K ∞ < 1
Il prossimo lemma generalizza questo risultato al caso in cui le matrici P e K
presentino uno speciﬁco numero di poli nel semipiano sinistro.
Lemma 2.2.4. [3] Si ipotizzi che P abbia la seguente realizzazione in spazio di
stato
P =




F G1 G2
H1 0 D12
H2 D21 0




e si supponga inoltre che
a) la matrice F abbia esattamente r autovalori nel semipiano aperto sinistro
b) la matrice F − G2D
−1
12 H1 non abbia autovalori nel semipiano chiuso sinistro
c) la matrice F − G1D
−1
21 H2 non abbia autovalori nel semipiano chiuso sinistro
Se K ha realizzazione minima (  F,   G,   H,   D) e  P22K  < 1, allora Fℓ(P,K) pre-
senta r + l poli nel semipiano aperto sinistro se e solo se K ne possiede l nello
stesso semipiano.
Si ` e ora in possesso degli strumenti per poter ricavare tutte le soluzioni relative
al problema di riduzione del modello.
Teorema 2.2.5. Sia W(s) ∈ RH∞ e sia σr(W) > γ > σr+1(W).
Allora ogni matrice anticausale R(s) ∈ RH
−
∞(r) che soddisfa
 W − R ∞ < γ (2.2.38)32 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
sono tutte e sole quelle eprimibili nella forma
R(s) = Fℓ(Pa,U), per qualche U(s) ∈ RH
−
∞,  U ∞ < γ
−1 (2.2.39)
con Pa(s) ∈ RH
−
∞ ottenuta mediante il processo di embedding.
Dimostrazione. Si supponga che R(s) sia una qualsiasi matrice soddisfacente la
(2.3.43). Poich´ e i blocchi Pa12(s) e Pa21(s) risultano essere non singolari sull’asse
immaginario e Pa22(∞) = 0, allora per il punto i) del teorema (2.2.2) esiste
U ∈ RL
−
∞ tale che R(s) = Fℓ(Pa,U). Da ci` o segue che
W(s) − R(s) = Fℓ(Wa − Pa,U) = Fℓ(∆a,U), dove γ
−1∆a(s) ` eunpassatutto.
Dal punto iv) − 2. del teorema (2.2.2) segue immediatamente che  U ∞ < γ−1.
Se inoltre R(s) ∈ RH
−
∞(r), sulla base delle propriet` a della matrice Pa(s) dimo-
strate in precedenza (se σr(W) > γ > σr+1(W) −→ Pa(s) ∈ RH
−
∞(r)), e del
teorema (2.2.4) si pu` o concludere che U(s) ∈ RH
−
∞.
Viceversa, se R(s) soddisfa la (2.2.39), dai teoremi (2.2.2) e (2.2.4) discende
subito la (2.3.43).
Tutte le soluzioni ˆ W(s) ∈ RH∞ aventi grado al pi` u pari ad r e soddisfacenti    
 W − ˆ W
   
 
H
< γ si ottengono selezionando una qualunque parte stabile della
matrice R(s) ∈ RH∞(r) risultante dalla (2.2.39).
2.3 Algoritmo nel caso ottimo
Si passi dunque a considerare il caso ottimo in cui
   
 W − ˆ W
   
 
H
= σr+1(W).
Per dimostrare che l’estremo inferiore alla norma di Hankel dell’errore pu` o es-
sere eﬀettivamente raggiunto, ` e necessario modiﬁcare la costruzione del modello
aumentato ricavata nel paragrafo (2.2.1).
2.3.1 All-pass embedding nel caso ottimo
Si riprenda il ragionamento del paragrafo (2.2.1) e questa volta, anzich´ e ipotizzare
γ  = σi(W(s)), con i = 1...n, si suppone che
γ = σr+1(W) (2.3.40)2.3. ALGORITMO NEL CASO OTTIMO 33
dove il valore singolare di Hankel σr+1(W) ha molteplicit` a pari a k. Dal mo-
mento che γ2 risulta dunque essere autovalore con molteplicit` a k di WV, si ha che
la matrice P12Q21 = γ2I −WV deve avere necessariamente rango pari a n−k. Si
ricorda che la matrice di trasferimento del sistema aumentato ` e rispettivamente
Wa(s) =

W(s) 0
0 0


=




F G 0
H D 0
0 0 0



 =

 F Ga
Ha Da


mentre quella dell’errore ` e
∆a(s) =




F 0 Ga
0 ˆ F ˆ G
Ha − ˆ H Da − ˆ D



 =

 F∆a G∆a
H∆a D∆a

 (2.3.41)
Ricorrendo ad un’opportuna realizzazione bilanciata di Wa ` e possibile portare
i gramiani di controllabilit` a W e di osservabilit` a V di W(s) (e di Wa(s)) nella
seguente forma:
W =

W1 0
0 σr+1Ik

 V =

V1 0
0 σr+1Ik

 (2.3.42)
Una volta ﬁssata ad n − k la dimensione della matrice ˆ F, appartenente alla
realizzazione di Pa(s), si ha che le matrici P12 e Q21, che si ricorda essere le
sottomatrici di P∆a e Q∆a (2.2.27), risultano avere rango di riga e colonna pieni.
La base associata alla realizzazione di Pa(s) viene scelta in modo da ottenere
P12 =
 
I 0
 T
(2.3.43)
. Per ricavare la nuova struttura delle matrici P∆a e Q∆a, oltre alle matrici W e
V in (2.3.42), si utilizza la forma partizionata (2.2.27) di P∆a e di Q∆a, ovvero
P∆a =

W P12
P T
12 P22

 Q∆a =

 V QT
21
Q21 Q22

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Allora, tenendo anche in considerazione la (2.3.43), l’equazione del vincolo P∆aQ∆a =
γ2I (2.2.20) diviene
P∆aQ∆a =




W1 0 I
0 γIk 0
I 0 P22








V1 0 α
0 γIk β
αT βT Q22



 = γ
2I
Dal prodotto della prima riga per la prima colonna si ricava l’equazione
W1V1 + α = γ
2In−k
da cui
−α = W1V1 − γ
2In−k := M1
dal prodotto dell’ultima riga per la seconda colonna, si ottiene
P22β
T = 0
ovvero β = 0 il prodotto della prima riga per l’ultima colonna fornisce
W1α + Q22 = 0
da cui
Q22 = −W1α = W1M1
e inﬁne dal prodotto tra l’ultima riga e la prima colonna si ottiene l’equazione
V1 + P22α
T = 0
che fornisce
P22 = M
−1
1 V1
Sfruttando le espressioni ottenute per α, β, P22 e Q22, le matrici P∆a e Q∆a
assumono la seguente forma
P∆a =




W1 0 I
0 γI 0
I 0 M
−1
1 V1



 Q∆a =




V1 0 −M1
0 γI 0
−MT
1 0 W1M1



 (2.3.44)
Dopo aver partizionato F G, H conformemente ai gramiani W e V, ottenendo
F =

F11 F12
F21 F22

 G =

G1
G2

 H =
 
H1 H2
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si possono dunque ricavare le matrici incognite ˆ F, ˆ G, ˆ H.
Per il calcolo di ˆ G si ricorre all’equazione (2.2.21), ovvero
D
T
∆aH∆a + G
T
∆aQ∆a = 0
che, riscritta in forma partizionata, diventa
D
T
∆a

 H1 H2
0 0
− ˆ H

 +

 GT
1 GT
2
0 0
ˆ GT






V1 0 −M1
0 γI 0
−MT
1 0 W1M1



 = 0 (2.3.46)
Dall’analisi del blocco (1,1) si ottiene l’equazione
D
T
∆a

H1
0

 +

GT
1
0

V1 − ˆ G
TM
T
1 = 0
che, una volta trasposta, fornisce
 
HT
1 0
 
D∆a + V1
 
G1 0
 
− M1 ˆ G = 0
da cui si ricava l’espressione relativa a ˆ G
ˆ G = M
−1
1
  
HT
1 0
 
D∆a + V1
 
G1 0
  
Premoltiplicando la (2.2.21) per D∆a e postmoltiplicandola per P∆a si ottiene la
seguente espressione
D∆a(D
T
∆aH∆a + G∆aQ∆a)P∆a = 0
che, sfruttando le relazioni P∆aQ∆a = γ2I e DT
∆aD∆a = γ2I diviene
H∆aP∆a + D∆aG
T
∆a = 0
Quest’ultima, riscritta in forma partizionata, fornisce

 H1 H2
0 0
− ˆ H






W1 0 I
0 γI 0
I 0 M
−1
1 V1



 + D∆a

 GT
1 GT
2
0 0
ˆ GT

 = 0
Focalizzandosi quindi sul blocco in posizione (1,1), si ricava l’equazione

H1
0

W1 − ˆ H + D∆a

GT
1
0

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da cui si ottiene l’espressione relativa ad ˆ H
ˆ H =

H1
0

W1 + D∆a

GT
1
0


Al ﬁne di ricavare ˆ F si riscrive l’equazione F T
∆aQ∆a + Q∆aF∆a + HT
∆aH∆a = 0
(2.2.19) in forma partizionata




F T
11 F T
21 0
F T
12 F T
22 0
0 0 ˆ F T








V1 0 −M1
0 γI 0
−MT
1 0 W1M1



 +




V1 0 −M1
0 γI 0
−MT
1 0 W1M1








F11 F12 0
F21 F22 0
0 0 ˆ F



+
+




HT
1 0
HT
2 0
−HT





 H1 H2
0 0
− ˆ H

 = 0
(2.3.47)
Dall’analisi del blocco (1,3) si ottiene l’equazione
−F
T
11M1 − M1 ˆ F −
 
HT
1 0
 
ˆ H = 0
che fornisce
ˆ F = −M
−1
1 (F
T
11M1 +
 
HT
1 0
 
ˆ H)
Dall’equazione F∆aP∆a + P∆aF T
∆a + G∆aGT
∆a = 0 (2.2.18) viene ricavata una
seconda espressione per ˆ F. Si riscrive dunque la (2.2.18) in forma partizionata,
ovvero

 

F11 F12 0
F21 F22 0
0 0 ˆ F

 


 

W1 0 I
0 γI 0
I 0 M
−1
1 V1

 
 +

 

W1 0 I
0 γI 0
I 0 M
−1
1 V1

 


 

F T
11 F T
21 0
F T
12 F T
22 0
0 0 ˆ F T

 
+
+




G1 0
G2 0
ˆ G





 GT
1 GT
2
0 0
ˆ GT

 = 0
(2.3.48)
Questa volta si sceglie l’equazione associata ai blocchi in posizione (3,1) da cui ` e
immediato ottenere l’espressione di ˆ F desiderata:
ˆ F = −F
T
11 − ˆ G

GT
1
0

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Per quanto concerne il calcolo della matrice D∆a, si nota che essa oltre a
dover rispettare il vincolo (2.2.22) ovvero DT
∆aD∆a = γ2I, deve anche soddisfare
la seguente equazione
 
HT
2 0
 
D∆a + γ
 
G2 0
 
= 0 (2.3.49)
quest’ultima ricavata dal blocco in posizione (1,2) della (2.3.46). Dai blocchi in
posizione (2,2) di (2.3.47) e (2.3.48), si ottiene inoltre la relazione G2GT
2 = HT
2 H2
che viene sfruttata dal prossimo lemma (di cui non viene riportata la prova) per
completare la procedura di determinazione della matrice D∆a
Lemma 2.3.1. [3] Si supponga che le matrici G2 ∈ ℜk×m e H2 ∈ ℜp×k soddisﬁno
G2GT
2 = HT
2 H2 e sia ℓ = rank(G2GT
2). Allora esiste una matrice D∆a di dimen-
sioni (p+m−ℓ)×(m+p−ℓ) soddisfacente la (2.2.22) e la (2.3.49). Inoltre si ha
che il blocco in posizione (2,2) di D∆a avente dimensioni pari a (m−ℓ)×(p−ℓ)
pu` o essere scelto in modo da risultare nullo.
Sono state dunque ﬁssate le dimensioni del sistema aumentato e la costruzione
della matrice Pa(s) risulta essere completa. Volendo fare un confronto con quanto
ottenuto nel caso subottimo, si nota che, nella nuova conﬁgurazione, i modelli di
stato in forma aumentata presentano ℓ righe in meno, con 1 ≤ ℓ ≤ min(k,m,p).
2.3.2 Calcolo di una soluzione nel caso ottimo
Per il calcolo di una soluzione del problema all’ottimo, si segue esattamente lo
stesso ragionamento condotto nel caso subottimo. Considerazioni del tutto ana-
loghe a quelle eﬀettuate nel caso subottimo mostrano che il numero di autovalori
stabili della matrice ˆ F coincide col numero di autovalori positivi di W1M1, ovvero
l’ammontare dei poli della matrice Pa(s) nel semipiano aperto sinistro coincide
col numero dei valori singolari di Hankel di W(s) aventi modulo maggiore di
γ = σr+1(W).
Teorema 2.3.2.
Sia W(s) ∈ RH∞ allora esiste una matrice ˆ W(s) ∈ RH∞ avente grado di Mc-
Millan al pi` u pari ad r e un sistema anticausale J(s) ∈ H−
∞ tali che
   
 W − ˆ W − J
   
 
∞
≤
γ se e solo se γ ≥ σr+1(W)38 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
Dimostrazione. (→) Se
 
 
 W − ˆ W − J
 
 
 
∞
≤ γ, allora
γ ≥
   
 W − ˆ W − J
   
 
∞
≥
   
 W − ˆ W
   
 
H
≥ σr+1(W)
(←) Viceversa se γ = σr+1(W) allora si ha che la matrice Pa(s) ∈ RH
−
∞(r)
ricavata soddisfa  Wa − Pa ∞ = γ. Facendo in modo che ˆ W(s) sia una qualun-
que porzione stabile di Pa11(s) e, scegliendo J(s) = Pa11(s) − W(s), si ottiene  
 
 W − ˆ W − J
 
 
 
∞
≤ γ
Una soluzione del problema si ottiene inﬁne selezionando una qualunque parte
stabile di Pa11(s).
2.3.3 Calcolo dell’insieme delle soluzioni nel caso ottimo
Il calcolo dell’insieme delle soluzioni risulta essere assai pi` u ostico e laborioso del
corrispettivo subottimo. Le diﬃcolt` a derivano dal fatto che, non essendo pi` u le
sottomatrici Pa12(s) e Pa21(s) quadrate, la mappa lineare fratta Fℓ(Pa,U) non
copre tutto RH
−
∞(r). Nonostante ci` o si dimostrer` a che essa riesce ancora a fornire
tutte le soluzioni. La prova si fonda essenzialmente su tre fatti:
1) rango sottomatrici Pa12(s) e Pa21(s)
Come ` e gi` a stato provato, la realizzazione in spazio di stato di Pa(s) si presenta
nella forma:
Pa(s) =

 

ˆ F ˆ G1 ˆ G2
ˆ H1 D γIp
ˆ H2 γIm 0

 

Utilizzando le deﬁnizioni delle matrici fornite nel paragrafo (2.3.1) relati-
vo alla costruzione del modello aumentato, ` e possibile pervenire alle seguenti
fattorizzazioni


ˆ F − λI ˆ G1
ˆ H2 ˆ D21

 =

−F T
11 − λI ˆ G1
0 ˆ D21



 I 0
−GT
1 0




ˆ F − λI ˆ G2
ˆ H1 ˆ D12

 =

I −M
−1
1 HT
1
0 I



−M
−1
1 AT
11M1 − λI 0
ˆ H1 ˆ D12

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Per le propriet` a delle realizzazioni bilanciate si ha che la sottomatrice F11 ri-
sulta essere asintoticamente stabile [3]. Si pu` o dunque concludere che Pa12(s) e
Pa21(s) presentano rispettivamente rango di colonna e di riga pieno, ma non in
corrispondenza degli autovalori di −F11.
2) caratterizzazione degli scarti degli errori di sistema
Lemma 2.3.3. Si consideri una funzione di trasferimento W(s) ∈ RH∞ avente
valori singolari di Hankel σi.
Si supponga inoltre che l’ingresso
u(t) =
 
vj(−t) t ≤ 0
0 t > 0
(2.3.50)
dove vj rappresenta il vettore di Schmidt associato ad ogni valore singolare di
Hankel σj = σr+1. Se P(s) ∈ RH
−
∞(r) e
 W − P ∞ ≤ σr+1 (2.3.51)
allora
(W − P)u(t) =
 
0 t < 0
σr+1wj(t) t ≥ 0
(2.3.52)
che trasformata secondo Laplace diventa
(W − P)vj(−s) = σr+1wj(s)
Dimostrazione. Si ponga ∆a(s) = (W(s)−P(s)) e si scinda l’uscita corrisponden-
te y = ∆au nella sua parte causale y+ ∈ L2[0,∞) e anticausale y− ∈ L(−∞,0].
Per le (2.1.11) e (2.3.51), si ha che, qualsiasi porzione della matrice P(s), costi-
tuisce un’approssimazione ottima in norma di Hankel di grado r della funzione di
trasferimento matriciale W(s). Poich´ e inoltre y+ dipende solo dalla parte stabile
di P, grazie al lemma (2.1.1), ` e possibile concludere che y+ = σr+1wj. Inoltre, da
 u 2 = 1 e  ∆a ∞ ≤ σr+1 discende che
σ
2
r+1 ≥  y 
2
2 =  y− 
2
2 +  y+ 
2
2 =  y− 
2
2 + σ
2
r+1
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Applicando il lemma (2.3.3) al sistema aumentato Wa(s) e, considerando
Pa(s) al posto di P(s), si giunge alle seguenti espressioni
∆a(s)Va(−s) = σr+1Wa(s) (2.3.53)
  ∆aWa(−s) = σr+1Va(s) (2.3.54)
dove
Va(s) =
1
√
σr+1
G
T
a(sI − F
T)
−1

0
Ik


Wa(s) =
1
√
σr+1
H
T
a (sI − F)
−1

0
Ik


sono le trasformate di Laplace delle coppie di vettori di Schmidt associate ai valori
singolari di Hankel che risultano essere pari a σr+1(W(s)).
3) risultato della trasformazione lineare fratta
Lemma 2.3.4. Sia P(s) una matrice opportunamente partizionata

P11(s) P12(s)
P11(s) P22(s)


in cui le dimensioni di ciascun blocco sono rispettivamente:
P11(s), p1 × m1,
P12(s), p1 × m2
P21(s), p2 × m1
P22(s), p2 × m2
con p1 ≥ m2 e m1 ≥ p2 e si consideri una matrice di trasferimento razionale Y
di dimensioni p1 × m1. Si supponga inoltre che la sottomatrice P12(s) ammet-
ta inversa sinistra P
S
12(s) che P21(s) abbia inversa destra P
D
21(s) ed inﬁne che
P22(∞) = 0.
Allora, in corrispondenza ad un’opportuna matrice Ψ, si ha che
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se e solo se esistono due matrici razionali Z(s) con rank(Z) ≥ p1 − m2 e N(s)
con rank(N) ≥ m1 − p2, tali che
Z(s)
 
Y(s) − P11(s) P12(s)
 
= 0

Y(s) − P11(s)
P21(s)

N(s) = 0
(2.3.56)
Dimostrazione.
(→) Le ipotesi fatte su P12(s) e P21(s) assicurano l’esistenza di una matrice
Z(s) con rank(Z(s)) ≥ p1 − m2 e una matrice N(s) con rank(N(s)) ≥ m1 − p2
tali che Z(s)P12(s) = 0 e P21(s)N(s) = 0. In corrispondenza a Z(s) ed N(s),
qualsiasi matrice Y(s) generata dalla (2.3.55) soddisfa le (2.3.56) dal momento
che Fℓ(P(s),Ψ) = P11(s)+P12(s)(I−P22(s)Ψ)−1P21(s). Il fatto che P22(∞) = 0
assicura che Fℓ(P,Ψ) ` e propria.
(←) Viceversa, se esistono le matrici Z(s) ed N(s), ` e possibile scegliere un’inversa
destra Z
D(s) e un’inversa sinistra N
S(s) tali che

P
S
12(s)
Z(s)


 
P12(s) Z
D(s)
 
=

Im2 0
0 Ip1−m2



P21(s)
N
S(s)


 
P
D
21(s) N(s)
 
=

Ip2 0
0 Im1−p2


Quindi
Y(s) − P11(s) =
 
P12(s) Z
D(s)
 

P
S
12(s)
Z

(Y(s) − P11(s))
 
P
D
21(s) N(s)
 

P21(s)
N
S(s)


= P12(s)P
S
12(s)(Y(s) − P11(s))P
D
21(s)P21(s)
in cui si ` e sfruttato il fatto che Z(s)(Y(s) − P11(s))N(s) = 0. Deﬁnendo poi le
matrici X(s) = P
S
12(s)(Y(s) −P11(s))P
D
21(s) e Ψ = X(s)(I + P22(s)X)−1(s), che
` e propria dal momento che P22(∞) = 0, la (2.3.55) risulta essere soddisfatta.
` E ora possibile determinare l’insieme delle soluzioni ottime del problema.
Teorema 2.3.5.
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Allora ogni R(s) ∈ RH
−
∞(r) che soddisfa
 W − R ∞ ≤ γ
` e generata da
R(s) = Fℓ(Pa,U), U(s) ∈ RH
−
∞,  U ∞ ≤ σ
−1
r+1 (2.3.57)
Dove Pa(s) rappresenta la matrice costruita nel paragrafo (2.3.1) nell’ipotesi che
γ = σr+1.
Dimostrazione.
(→) Si consideri R(s) fornita dalla (2.3.57). Allora dal teorema (2.2.2) unitamente
al fatto che ∆a(s) rappresenta un passatutto, deriva che  W − R ∞ ≤ γ. Mentre
dal lemma (2.2.4) e dalle propriet` a delle sottomatrici Pa12(s) e Pa21(s) discende
che R(s) ∈ RH
−
∞(r).
(←) Viceversa, se R(s) ∈ RH∞(r) e vale la disuguaglianza  W − R ∞ ≤ γ,
allora i lemmi (2.3.4) e (2.3.3) dimostrano che deve esistere una matrice razionale
propria U(s) tale che R(s) = Fℓ(Pa,U). Poich´ e Pa22(∞) = 0, si ha che det(I −
Pa22U)(∞) = 1 , mentre dal teorema (2.2.2) discende che  U ∞ ≤ σ
−1
r+1(W).
Inﬁne per provare che U(s) ∈ RH
−
∞, si ricorre al lemma (2.2.4) ed alle propriet` a
riguardanti il rango delle sottomatrici Pa12(s) e Pa21(s).
Nel caso ottimo le dimensioni di Pa(s) scendono da (p + m) × (p + m) a
(p+m−ℓ)×(p+m−ℓ). Di conseguenza anche le dimensioni del parametro U(s)
diminuiscono conformemente passando da p × m a (p − ℓ) × (m − ℓ).
2.3.4 Teorema di Nehari
Si supponga che W(s) ∈ RH∞. Allora
 W H = sup
J∈RH−
∞
 W − J ∞
Ogni J(s) ∈ RH
−
∞ tale che  W − J ∞ = σ1(W) ` e generata da
J(s) = Fℓ(Pa,U), U ∈ RH
−
∞,  U ∞ ≤ σ
−1
1 (W) (2.3.58)
dove Pa(s) rappresenta la matrice costruita nel paragrafo (2.3.1) nell’ipotesi che
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Dimostrazione. Segue immediatamente dal teorema (2.3.5) ponendo r = 0
2.4 Errore in L∞
Dal momento che i modelli di ordine ridotto vengono spesso utilizzati in proble-
mi di controllo robusto, ` e necessario chiedersi se alla minimizzazione dell’errore
secondo la norma di Hankel corrisponda una buona approssimazione in norma
inﬁnito.
Il legame fra i due tipi di norma ` e fornito dal Teorema di Nehari, il quale
aﬀerma che esiste una qualche J(s) ∈ RH
−
∞ tale che
   
 W − ˆ W
   
 
H
=
   
 W − ˆ W − J
   
 
∞
da cui deriva
 
 
 W − ˆ W
 
 
 
∞
=
 
 
 W − ˆ W − J + J
 
 
 
∞
≤
 
 
 W − ˆ W − J
 
 
 
∞
+  J ∞
=
 
 
 W − ˆ W
 
 
 
H
+  J ∞
(2.4.59)
Dato che il problema di minimizzare
   
 W − ˆ W
   
 
H
` e gi` a stato investigato,
rimane solo da stabilire la grandezza di  J ∞. Si pone J(∞) = 0 e, dalle propriet` a
relative ai sistemi bilanciati, ` e risaputo che  J ∞ =
   
   J
   
 
∞
non risulta essere
maggiore del doppio della somma dei valori singolari di Hankel associati a   J(s).
2.4.1 Valori singolari di Hankel di sistemi con errore ot-
timale
Il miglioramento che si ottiene sul limite dell’errore deriva dalle propriet` a dei
valori singolari di Hankel dei sistemi passatutto. Queste verranno utilizzate per
stabilire un legame tra i valori singolari di ˆ W(s) e di   Ja(s).
Lemma 2.4.1.
Si supponga che Σ =

F G
H D

 sia quadrata e soddisﬁ le equazioni dei sistemi
passatutto del teorema (1.3.1). Si ipotizzi altres` ı che F di dimensioni (n1 +n2)×44 2. RIDUZIONE OTTIMA DEL MODELLO NEL CONTINUO
(n1 + n2) abbia n1 autovalori nel semipiano aperto sinistro e n2 autovalori nel
semipiano aperto destro, con n1 > n2. Se Σ = W(s) + J(s) con W(s), ˜ J(s) ∈
RH∞, allora
σi(W(s)) =
 
1 i = 1,...n1 − n2
σi−(n1−n2)(  J(s)) i = n1 − n2 + 1,...,n1
(2.4.60)
Dimostrazione. Tramite un opportuno cambiamento di base, si porti Σ nella
seguente forma
Σ =

 

F1 0 G1
0 F2 G2
H1 H2 D

 

dove F1 e F2 rappresentano rispettivamente i sottosistemi stabile e instabile di
F. Quindi per qualche matrice X si ha che
W =

F1 G1
H1 D − X

 A =

F2 G2
H2 X


Siano W e V i grammiani di controllabilit` a e di osservabilit` a di Σ e siano essi
partizionati nel seguente modo
W =

W1 W2
WT
2 W3

 V =

V1 VT
2
V2 V3


Poich´ e WV = I, W1V1 = I −W2V2 e dato che VW = I, V2W2 = I − V3W3 si ha
det(λI − W1V1) = det(λI − (I − W2V2))
= det((λ − 1)I + W2V2)
= (λ − 1)
n1−n2det((λ − 1)I + V2W2)
= (λ − 1)
n1−n2det(λI − V3W3)
(2.4.61)
Il risultato segue da σ2
i(W(s)) = λi(W1V1) e σ2
i(  J) = λi(W3V3)
Il lemma precedente viene applicato al caso di un sistema con errore ottimale.
Lemma 2.4.2.
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nella forma ricavata nel paragrafo (2.3.1). Si abbia inoltre Pa(s) = ˆ Wa(s)+Ja(s)
con ˆ Wa(s),  Ja(s) ∈ RH∞. Allora
σi(Wa(s) − ˆ Wa(s)) = σr+1(Wa(s)) i = 1,...2r + k (2.4.62)
σi(  Ja(s)) = σ1+2r+k(Wa(s) − ˆ Wa(s)) i = 1,...n − r − k (2.4.63)
≤ σi+r+k(Wa(s)) i = 1,...n − r − k (2.4.64)
Dimostrazione. La costruzione di ∆a(s) = Wa(s)−Pa(s) assicura che γ−1∆a sod-
disﬁ le equazioni dei sistemi passatutto del teorema (1.3.1), con γ = σr+1(Wa(s)).
Inoltre F∆a(s) ` e una matrice (2n − k) × (2n − k) dimensionale avente n + r au-
tovalori nel semipiano aperto sinistro e n−r −k autovalori nel semipiano aperto
destro. Applicando il lemma (2.4.1) al sistema γ−1∆a(s), si ricavano le equazioni
(2.4.62) e (2.4.63). La disuguaglianza (2.4.64) deriva dal teorema (2.3.2) per ogni
j ≥ r + 1
σj(Wa(s) − ˆ Wa(s)) = sup
K1∈RH∞(j−1)
 
 
 Wa − ˆ Wa − K1
 
 
 
∞
≤ sup
K2∈RH∞(j−r−1)
 Wa − K2 ∞
= σj−r(Wa(s))
(2.4.65)
2.4.2 Limite dell’errore
Lemma 2.4.3. Se W(s) ∈ RH∞ esiste una matrice costante D0 tale che  W − D0 ∞
risulta essere inferiore o uguale della somma dei valori singolari di Hankel di
W(s).
Dimostrazione. Si ponga γ = σn e si costruisca la corrispondente matrice Pa(s) ∈
RH∞. Il sistema Pa(s) ha grado di McMillan pari a n−k1, dove k1 rappresenta la
molteplicit` a di σn e  Wa − Pa  = σn.Inoltre il valori singolari di Pa(s) coincidono
con i σi(W) dato che
σ
2
i(R(s)) = λi(W1M1(M1)
−1Q1)
= λi(W1V1)
= σ
2
i(W(s)) i = 1,...n − k1
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con W1, V1 e M1 deﬁnite in (2.3.1).
Si pone quindi γ = σn−k1 e si costruisce la corrispondente forma approssimata
di Pa(s) con un errore pari a σn−k1, grado n−k1 −k2 e valori singolari di Hankel
σi, i = 1,...n − k1 − k2 dove k2 ` e la molteplicit` a di σn−k1. Tale procedimento
viene iterato ﬁno ad ottenere una   Da(s) costante e si deﬁnisce D0 associandole il
blocco in posizione (1,1) di   Da(s) avente dimensioni p × m.
Si pu` o ora procedere con la prova del risultato principale
Teorema 2.4.4.
Sia W(s) ∈ RH∞ con valori singolari σi e sia r tale che σr > σr+1. Allora esiste
una funzione di trasferimento approssimante ˆ W(s), con grado di McMillan pari
a r, tale che
 
 
 W − ˆ W
 
 
 
∞
risulta essere inferiore o uguale alla somma dei valori
singolari di Hankel di W(s) pi` u piccoli in senso stretto di σr.
Se tutti il valori singolari di Hankel pi` u piccoli di σr sono distinti, allora
 
 
 W − ˆ W
 
 
 
∞
≤ σr+1 + ... + σn
Dimostrazione. Si ponga γ = σr+1 e si costruisca la corrispondente Pa(s). Me-
diante un opportuno cambiamento di base, si suddivida Pa(s) nei sottosistemi
stabile e instabile in modo tale che risulti Pa(s) = ˆ Wa(s) + Ja(s) con ˆ Wa(s)
avente grado di McMillan pari ad r. In corrispondenza di questa costruzione si
ha
 
 
 Wa − ˆ Wa
 
 
 
∞
=  Wa − Pa + Ja ∞
≤  Wa − Pa ∞ +  Ja ∞
= σr+1 +  Ja ∞
(2.4.67)
Per il lemma (2.4.2) i valori singolari di Hankel di   Ja(s) sono inferiori o uguali
ai valori singolari di Hankel di Wa(s) che risultano essere pi` u piccoli in senso
stretto di σr+1. Si pu` o usare il procedimento descritto nel lemma (2.4.4) per
scegliere ˆ D = ˆ W(∞) in modo che  Ja ∞ non superi la somma dei valori singolari
di Hankel di W(s) che sono strettamente pi` u piccoli di σr+1. Da ci` o segue che a
sua volta
 
 
 Wa − ˆ Wa
 
 
 
∞
non eccede la somma dei valori singolari di W(s) che2.4. ERRORE IN L∞ 47
risultano essere pi` u piccoli di σr. Si sceglie inﬁne di identiﬁcare con ˆ W(s) il blocco
in posizione (1,1) di ˆ Wa(s).Capitolo 3
Riduzione ottima di modelli a
tempo discreto
Mentre il problema di riduzione ottima del modello nel continuo risale agli anni
‘80 [2], la sua trasposizione ai modelli in spazio di stato nel discreto risulta essere
piuttosto recente [4], [5].
Prima di procedere ad illustrare nel dettaglio la risoluzione del problema, si
fa brevemente cenno ad alcuni risultati signiﬁcativi concernenti le propriet` a dei
segnali e dei sistemi a tempo discreto.
3.1 Segnali e sistemi nel discreto
Sia consideri la sequenza di segnali {st}
∞
t=−∞ dove t rappresenta l’indicatore del
tempo. La norma ℓ2 si deﬁnisce come
 s 2 =
   
 
 
∞  
t=−∞
 st 
2
e lo spazio dei segnali ad essa associato, avente energia ﬁnita, ` e dato da
ℓ2 := {s :  s 2 < ∞} (3.1.1)
Si considerino quindi gli insiemi
ℓ2+ = {s ∈ ℓ2 : st = 0 ∀ t < 0} ℓ2− = {s ∈ ℓ2 : st = 0 ∀ t ≥ 0}50 3. RIDUZIONE OTTIMA DI MODELLI A TEMPO DISCRETO
ℓ2+ e ℓ2− sono sottospazi di ℓ2 e si ha che ℓ2 = ℓ2+ ⊕ ℓ2− Inﬁne si deﬁniscono i
proiettori ortogonali π+ e π− con
π+
 
{st}
∞
t=−∞
 
= {st}
∞
t=0 ∈ ℓ2+ π− ({st}
∞
t=1) = {s−t}
∞
t=0 ∈ ℓ2−
Sia S(ω) la trasformata di Fourier a tempo discreto di s ∈ ℓ2, ovvero
S(ω) = ˆ s(e
jω) :=
∞  
t=−∞
ste
−jωt
L’insieme delle trasformate dei segnali s ∈ ℓ2 forma lo spazio L2 e per ogni S ∈ L2
si ha
 S 2 :=
 
1
2π
  2π
0
|S(ω)|
2 dω =
 
1
2π
  2π
0
ST(ω)S(ω) < ∞
Dalla ben nota identit` a di Parseval discende che  S 2 =  s 2.
Vale inoltre che
L2 = L2+ ⊕ L2−
Come fatto in precedenza, si deﬁniscono i proiettori ortogonali Π+ e Π−
Π+ [S(ω)] =
∞  
t=0
ste
−jωt ∈ L2+ Π− [S(ω)] =
∞  
t=1
s−te
jωt ∈ L2−
Un sistema tempo invariante A con m ingressi e p uscite pu` o essere interpretato
come un operatore lineare limitato e soddisfa la relazione ingresso-uscita y = Au.
Si denoti con A(z) la trasformata zeta di A.
Allora
 A ∞ = ess sup
0≤ω≤2π
σmax(A(e
jω)) = sup
 u 2=1
 Au 2 (3.1.2)
dove σmax rappresenta il massimo valore singolare. L’insieme di tali A(z) con
 A ∞ < ∞ costituisce lo spazio L∞. In questo caso l’operatore di Hankel ΓA
associato a A(z) pu` o essere convenientemente deﬁnito nel seguente modo
Y = ΓAU = Π− [A(z)U(z)] ∈ L
p
2−, U ∈ L
m
2+ (3.1.3)
Quindi ΓA ` e un operatore lineare da Lm
2+ a Lm
2− e si ha che  ΓA  ≤  A ∞ [6].
La (3.1.3) risulta essere equivalente alla seguente equazione matriciale3.2. IMPOSTAZIONE DEL PROBLEMA 51




 


y(−1)
y(−2)
. . .
. . .




 






 


u(1)
u(2)
. . .
. . .




 


, H =




 


a−1 a−2 a−3 ...
a−2 a−3 ... ...
a−3 ... ... ...
. . .
. . .
. . .
. . .




 


(3.1.4)
dove {at}
∞
t=−∞ rappresenta la risposta impulsiva di A, mentre {ut}
∞
t=0 e {y−t}
∞
t=1
sono le antitrasformate zeta di U(z) e Y (z). Si vuole far notare che la matrice di
Hankel HA dipende dalla sola parte anticausale della risposta impulsiva di A e
che il rango di HA coincide con il grado della parte anticausale di A(z) [7].
3.2 Impostazione del problema
Si consideri la funzione di trasferimento matriciale strettamente causale e stabile
W(z) avente grado di McMillan pari a n e dimensioni p × m. Essa ammette
espansione in serie di potenze
W(z) =
∞  
t=1
wtz
−t, W(z
−1) =
∞  
t=1
wtz
t
Perci` o A(z) = W(z−1) risulta essere anticausale e stabile ed avere lo stesso grado
di McMillan di W(z).
L’algoritmo di approssimazione ottima in norma di Hankel, che verr` a illustra-
to, determina una ˆ A(z) la cui parte anticausale abbia grado di McMillan pari
a r < n e tale che  ΓA − Γ ˆ A  sia minimizzata. Inﬁne assegna a ˆ W(z) la parte
causale e stabile di ˆ A(z−1).
Come gi` a fatto nel caso continuo, si stabilisce un legame tra la decomposizione
di Schmidt e i valori singolari della matrice di Hankel. Si supponga che questi
ultimi siano organizzati in ordine decrescente e se ne condideri l’r + 1-esimo,
σr+1. Siano inoltre ur+1 e vr+1 i vettori sinistro e destro associati all’(r+1)-esimo
valore singolare. Allora si ha
HAvr+1 = σr+1ur+1 H
T
Aur+1 = σr+1vr+1 u
T
r+1ur+1 = v
T
r+1vr+1 = 1 (3.2.5)52 3. RIDUZIONE OTTIMA DI MODELLI A TEMPO DISCRETO
Inoltre siano ur+1(i) e vr+1(i) le componenti i-esime di ur+1 e vr+1 rispettivamente.
Allora Y (z) = σr+1Ur+1(z) e X(z) = Vr+1(z) soddisfano la (3.1.3) con
Ur+1(z) =
∞  
i=1
ur+1(i)z
i ∈ L
p
2− Vr+1(z) =
∞  
i=1
vr+1(i)z
−(i−1) ∈ L
m
2+ (3.2.6)
Se σr+1 ha molteplicit` a k > 1 allora si ha che
ΓA
 
Vr+1 ...... Vr+k
 
= σr+1
 
Ur+1 ...... Ur+k
 
in virt` u dell’equivalenza fra (3.1.3) e (3.2.5).
Si pu` o dimostrare [8] che tale relazione pu` o essere riscritta nel seguente modo
(A − ˆ A)
 
Vr+1 ...... Vr+k
 
= σr+1
 
Ur+1 ...... Ur+k
 
(3.2.7)
Nonostante dunque i valori singolari σi comportino una decomposizione ai valori
singolari associata ad una matrice di Hankel avente dimensione illimitata, essi
possono essere ugualmente ottenuti con calcoli basati su matrici di dimensione
ﬁnita.
Si consideri ora il sistema in forma discreta:
x(t + 1) = Fx(t) + Gu(t)
y(t) = Hx(t) (3.2.8)
dove F ` e una matrice quadrata di dimensioni n×n mentre G e H hanno dimen-
sioni n×m e p×n rispettivamente. Sia W(z) = H(zI −F)−1G la matrice di tra-
sferimento associata al sistema e si supponga inoltre che la realizzazione (F,G,H)
sia minima. Allora le ipotesi di stabilit` a e di causalit` a di W(z) implicano che le
equazioni di Lyapunov
W − FWF
T = GG
T (3.2.9)
Q − F
TQF = H
TH (3.2.10)
ammettano soluzioni W > 0 e Q > 0. Si veriﬁca inoltre che
σi =
 
λi(QW) =
 
λi(WQ)
Sia µi ∈ ℜn l’autovettore di WQ corrispondente a σi
WQµi = σ
2
iµi (3.2.11)3.2. IMPOSTAZIONE DEL PROBLEMA 53
Si deﬁnisca inoltre νi = σ
−1
i Qµi. Allora per 1 ≤ i ≤ n
Wνi = σiµi Qµi = σiνi (3.2.12)
Da cui si ricava l’equazione duale della (3.2.11)
QWνi = σ
2
i νi (3.2.13)
Si deﬁniscano ora i seguenti vettori
  V =
 
νr ...... νr+k
 
  U =
 
µr ...... µr+k
 
Allora dalla (3.2.12) segue che
W   V =   Uσr+1 Q  U =   V σr+1 (3.2.14)
Si pu` o veriﬁcare che l’approssimazione ottima in norma di Hankel nella forma
(3.2.7) implica la seguente relazione:
 
A(z) − ˆ A(z)
 
  X(z) = σr+1  Y(z) (3.2.15)
dove   X(z) = GT(zIn − F T)−1  V e   Y(z) = z−1H(z−1In − F)−1  U.
L’equazione duale della (3.2.15) ` e rispettivamente
 
A
T(z
−1) − ˆ A
T
(z
−1)
 
  Y(z) = σr+1  X(z) (3.2.16)
Lemma 3.2.1 (Esistenza di ˆ A(z)).
Sia A(z) = H(z−1In −F)−1G una funzione di trasferimento anticausale e stabile
di dimensione p × m con p ≥ m. Allora si ha che
i)   A(z) ` e la funzione di trasferimento approssimante di ordine r-esimo di A(z),
se e solo se
ˆ A(z)G
T(zIn − F
T)
−1  V = HWF
T(zIn − F
T)
−1  V (3.2.17)
ii) Se l’r+1-esimo valore singolare di Hankel ha molteplicit` a k ≥ m allora la fun-
zione di trasferimento dell’errore ∆(z) = ˆ A(z) −A(z) ` e di tipo passatutto,
ovvero ∆(z) = ∆T(z−1)∆(z) = σ2
r+1Im ∀(z).54 3. RIDUZIONE OTTIMA DI MODELLI A TEMPO DISCRETO
Dimostrazione.
i) (→) Dalla (3.2.15) segue che
ˆ A(z)G
T(zIn − F
T)
−1  V = A(z)G
T(zIn − F
T)
−1  V − σr+1z
−1H(z
−1In − F)
−1  U
(3.2.18)
Riscrivendo la (3.2.9) come
(z
−1In −F)W(zIn −F
T) = GG
T −FW(zIn −F
T)−(z
−1In −F)WF
T (3.2.19)
premoltiplicando, inoltre, quest’ultima per H(z−1In−F)−1 e postmoltiplicandola
per (zIn − F T)−1  V , si ottiene la seguente espressione per A(z)
A(z)G
T(zIn − F
T)
−1  V = H(z
−1In − F)
−1GG
T(zIn − F
T)
−1  V
= H(In + (z
−1In − F)
−1F)W  V + HWF
T(zIn − F
T)
−1  V
= σr+1z
−1H(z
−1In − F)
−1  U + HWF
T(zIn − F
T)
−1  V
(3.2.20)
dove nell’ultimo passaggio si ` e fatto uso della (3.2.14). Sostituendo la (3.2.20)
nella (3.2.18), si perviene alla (3.2.17), ovvero alla relazione cercata.
i) (←) Viceversa se sussiste la (3.2.17) allora, in virt` u della (3.2.18) e della
(3.2.20), vale anche la (3.2.15).
ii) Si consideri
Se X(z) =   X
T
(z
−1)  X(z) =   V
T(z
−1In − F)
−1GG
T(zIn − F
T)
−1  V .
Sempre dalla (3.2.9) si ottiene
Se X(z) =   V
TW   V +   V
TF(z
−1In − F)
−1W  V +   V
TW(zIn − F
T)
−1F
T   V (3.2.21)
che pu` o essere veriﬁcata sostituendo   V T al posto di H nella (3.2.20).
Analogamente si consideri
Se Y(z) =   Y
T
(z
−1)  Y(z) =   U
T(zIn − F
T)
−1H
TH(z
−1In − F)
−1  U
Dalla (3.2.10) si ottiene allora l’espressione duale della (3.2.21), ovvero
Se Y(z) =   U
TQ  U +   U
TF
T(zIn − F
T)
−1Q  U +   U
TQ(z
−1In − F)
−1F   U (3.2.22)3.3. CALCOLO DELLA SOLUZIONE OTTIMA 55
In virt` u della (3.2.14), si ha che
  V
TW  V = σr+1  V
T   U
  U
TQ  U = σr+1  U
T   V (3.2.23)
da cui si evince che le matrici   UT   V e   V T   U sono entrambe simmetriche. Di
conseguenza
  V
TW  V = σr+1  V
T   U = (σr+1  V
T   U)
T = σr+1  U
T   V =   U
TQ  U
quindi i termini costanti della (3.2.21) e della (3.2.22) coincidono. Inoltre, ricor-
rendo nuovamente alla (3.2.14), il termine anticausale della (3.2.21) diventa
  V
TF(z
−1In − F)
−1W   V = σr+1  V
TF(z
−1In − F)
−1  U =   U
TQ(z
−1In − F)
−1F   U
e risulta essere uguale a quello anticausale della (3.2.22). Appare dunque chiaro
che i termini costanti e anticausali della (3.2.21) e della (3.2.22) coincidono. Si
ha perci` o che Se X(z) = Se Y(z) per ogni z.
La (3.2.15), inoltre, implica che
  X
T
(z
−1)S∆(z)  X(z) = σ
2
r+1  Y
T
(z
−1)  Y(z) = σ
2
r+1  X(z
−1)  X(z)
con S∆(z) = ∆T(z−1)∆(z) dove ∆(z) =   A(z) − A(z). Sfruttando il fatto che
Se X(z) = Se Y(z) si ha allora
  X
T
(z
−1)[σ
2
r+1Im − S∆(z)]  X(z) = 0
Nel caso in cui k ≥ m, si pu` o concludere che S∆(z) = σ2
r+1Im
3.3 Calcolo della soluzione ottima
Anche nel caso discreto il calcolo della soluzione ottima ˆ A(z) sfrutta un procedi-
mento di allpass embedding. L’obiettivo consiste dunque nel trovare una funzione
di trasferimento ˆ A(z) tale che la funzione di trasferimento dell’errore sia di tipo
passatutto.
Prima di passare alla descrizione dell’algoritmo di embedding ` e necessario fare
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1. La realizzazione (F,G,H) di A(z) viene scelta minima e bilanciata. Que-
st’ultima ipotesi implica che i grammiani di controllabilit` a e di osservabilit` a
rappresentino le uniche soluzioni delle equazioni di Lyapunov con W e Q
nella forma
W =

Σ1 0
0 σr+1Ik

 Q =

Σ2 0
0 σr+1Ik

 (3.3.24)
dove Σ1 e Σ2 sono diagonali e positive. Le (3.2.9) e (3.2.10) possono perci` o
essere riscritte nel seguente modo:
Σ1 − F11Σ1F
T
11 − σr+1F12F
T
12 = G1G
T
1 (3.3.25)
−F11Σ1F
T
21 − σr+1F12F
T
22 = G1G
T
2 (3.3.26)
σr+1Ik − F21Σ1F
T
21 − σr+1F22F
T
22 = G2G
T
2 (3.3.27)
Σ2 − F
T
11Σ2F11 − σr+1F
T
21F21 = H
T
1 H1 (3.3.28)
σr+1Ik − F
T
12Σ2F12 − σr+1F
T
22F22 = H
T
2 H2 (3.3.29)
−F
T
11Σ2F12 − σr+1F
T
21F22 = H
T
1 H2 (3.3.30)
dove le matrici Fij, Gi e Hi sono i blocchi di F, G, H compatibili con il
partizionamento di W e Q.
2. la matrice di stato F ` e non singolare e G ha rango m con m ≤ p
3. l’equazione matriciale F T
21 = ΩGT
2 ammette almeno una soluzione Ω avente
dimensioni (n − k) × m
L’ultima ipotesi ` e fondamentale per enunciare il prossimo lemma:
Lemma 3.3.1 (Realizzazione di ˆ A(z)).
Sia W(z) = H(zIn−F)−1G causale e stabile e sia ˆ A(z) = ˆ H(zIn−k− ˆ F)−1 ˆ G+ ˆ D
la miglior approssimazione di A(z) = W(z−1) in norma di Hankel con grado di
McMillan minore o uguale ad r. Allora le ipotesi 1-3 implicano che
ˆ F = F
T
11 − ΩG
T
1 ˆ H = γ1 − ˆ DG
T
1 (3.3.31)
ˆ G = Ω ˆ D = H1Σ1Ω + σr+1Ψ (3.3.32)
per qualche coppia di matrici Ω, Ψ soddisfacenti
(i)F
T
21 = ΩG
T
2, (ii)H2F
T
22 = ΨG
T
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dove [γ1 γ2] = HWF T con
γ1 = H1Σ1F
T
11 + σr+1H2F
T
12, γ2 = H1Σ1F
T
21 + σr+1H2F
T
22 (3.3.34)
Dimostrazione. In entrambi i membri della (3.2.17) ` e presente il termine (zIn −
F T)−1  V . Data la forma dei grammiani W e Q in (3.3.24), si ha che   U =   V =
[0 Ik]
T. Per cui
(zIn − F
T)
−1  V =

zIn−k − F T
11 −F T
21
−F T
12 zIk − F T
22


−1 
0
Ik


=

(zIn−k − F T
11)−1F T
21
Ik

M(z)
dove M(z) =
 
(zIk − F T
22) − F T
12(zIn−k − F T
11)−1F T
21
 −1. La (3.2.17) ammette dun-
que la seguente forma equivalente
ˆ A(z)
 
G
T
2 + G
T
1(zIn−k − F
T
11)
−1F
T
21
 
= γ2 + γ1(zIn−k − F
T
11)
−1F
T
21 (3.3.35)
Si ipotizzi che la funzione approssimante ˆ A(z) sia propria con realizzazione ( ˆ F, ˆ G, ˆ H, ˆ D).
Considerando il limite per z → ∞ della (3.3.35), si ottiene
γ2 = ˆ DG
T
2 = HWF
T [0 Ik]
T (3.3.36)
Dall’ipotesi (3) segue che
H2F
T
22 = σ
−1
r+1( ˆ DG
T
2 − H1Σ1F
T
21) = ΨG
T
2
per qualche Ψ di dimensioni p × k.
D’altro canto, la realizzazione associata alle matrici in (3.3.31), (3.3.32) implica
che
ˆ A(z) =
 
ˆ D + γ1(zIn−k − F
T
11)
−1 ˆ G
  
Im + G
T
1(zIn−k − F
T
11)
−1 ˆ G
 −1
(3.3.37)
Postmoltiplicando per
 
Im + GT
1(zIn−k − F T
11)−1) ˆ G
 
GT
2
ˆ A(z)
 
Im + G
T
1(zIn−k − F
T
11)
−1)Ω
 
G
T
2 =
 
ˆ D + γ1(zIn−k − F
T
11)
−1Ω
 
G
T
2 (3.3.38)
che, tenendo conto dell’ipotesi (3) e dell’equazione (3.3.36) risulta essere identica
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Si presti attenzione al fatto che, in generale, esiste pi` u di una coppia di solu-
zioni (Ω,Ψ). Tali coppie si possono ottenere mediante le inverse generalizzate di
G2.
Il prossimo teorema identiﬁca una particolare coppia (Ω,Ψ) che consente di ot-
tenere un’approssimazione ottima in norma di Hankel attraverso un procedimento
di embedding.
Sistemi passatutto
Lemma 3.3.2. Si consideri la funzione di trasferimento H(z) avente realizzazio-
ne minima (F,G,H,D) con F non singolare. Se si veriﬁca che H
T(z−1)H(z) = I,
allora esistono una matrice X e una matrice Y tali che
(i) Y − F
TY F = H
TH
(ii) X − FXF
T = GG
T
(iii) XY = I
(iv) GD
T + FXH
T = 0
(v) D
TH + G
TY F = 0
(vi) D
TD + G
TY G = DD
T + HXH
T = I
(3.3.39)
Lemma 3.3.3. Si consideri la funzione di trasferimento H(z) di dimensione
p × m con p ≥ m, avente realizzazione minima (F,G,H,D). Sia inoltre Y una
soluzione dell’equazione Y − F TY F = HTH.
Allora H
T(z−1)H(z) = Im se
(i) D
TH + G
TY F = 0 (3.3.40)
(ii) D
TD + G
TY G = Im (3.3.41)
Teorema 3.3.4.
Si supponga che A(z) soddisﬁ le ipotesi 1-3 e si deﬁnisca la matrice Γ1 =
σ2
r+1In−k−Σ1Σ2. Allora alla funzione di trasferimento approssimante ottima ˆ A(z)
avente come realizzazione le (3.3.31) (3.3.32), ` e associata la funzione d’errore di
tipo passatutto ∆(z) = ˆ A(z)−A(z), se e solo se le soluzioni Ω, Ψ delle equazioni
(3.3.33)
(i)F
T
21 = ΩG
T
2, (ii)H2F
T
22 = ΨG
T
23.3. CALCOLO DELLA SOLUZIONE OTTIMA 59
sono tali che le equazioni nelle incognite Y21, Y22
(a) Y21F − ˆ F
TY21 = ˆ H
TH (b) Y22 − ˆ F
TY22 ˆ F = ˆ H
T ˆ H (3.3.42)
ammettano a loro volta le soluzioni Y21 = [Γ1 0] e Y22 = Σ1Γ1 e
 
ΩT ΨT
 

Y22 + Σ1HT
1 H1Σ1 σr+1Σ1HT
1
σr+1H1Σ1 σ2
r+1Ip



Ω
Ψ

 = σ
2
r+1Im − G
TQG (3.3.43)
Dimostrazione. La prima parte dellaa dimostrazione ` e ﬁnalizzata alla prova della
(3.3.43). Si supponga che la funzione di trasferimento dell’errore ∆(z) = ˆ A(z) −
A(z) = H∆(zI2n−k − F∆)−1G∆ + D∆ sia di tipo passatutto con
F∆ =

F −1 0
0 ˆ F

 G∆ =

F −1G
ˆ G


H∆ =
 
HF −1 ˆ H
 
D∆ = ˆ D + HF
−1G
dove si ` e fatto uso della seguente relazione (F ` e invertibile per l’ipotesi 2))
A(z) = H(z
−1In − F)
−1G = −[HF
−1G + HF
−1(zIn − F
−1)
−1F
−1G]
Sia inoltre Y soluzione dell’equazione di Lyapunov Y − F T
∆Y F∆ = HT
∆H∆ e si
consideri il suo blocco in posizione (1,1). Quest’ultimo deve soddisfare a sua volta
l’equazione
F
TY11F − Y11 = H
TH −→ Y11 = −Q (3.3.44)
mentre i blocchi (2,1) e (2,2) devono soddisfare la 3.3.42.
Inoltre, poich´ e ∆(z) dev’essere un passatutto, devono valere le seguenti equazioni
ottenute da (3.3.40) e (3.3.41):
D
T
∆H∆ + G
T
∆Y F∆ = 0 (3.3.45)
D
T
∆D∆ + G
T
∆Y G∆ = σ
2
r+1Im (3.3.46)
Sostituendo le espressioni relative a F∆ G∆ H∆ e D∆ in (3.3.45) si ottiene:
D
T
∆H∆ + G
T
∆Y F∆ =


ˆ DTHF −1 + GTF −THTHF −1
ˆ DT ˆ H + GTF −THT ˆ H

 +


ˆ GTY21F −1 − GTF −TQF −1
GTF −TY12 ˆ F + ˆ GTY22 ˆ F


=


ˆ DTH + ˆ GTY21 − GTQF
ˆ DT ˆ H + GTY12 + ˆ GTY22 ˆ F

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Quindi la (3.3.45) risulta essere equivalente ad entrambe le seguenti equazioni
ˆ D
TH + ˆ G
TY21 − G
TQF = 0 (3.3.48)
ˆ D
T ˆ H + G
TY12 + ˆ G
TY22 ˆ F = 0 (3.3.49)
Per quanto riguarda invece la (3.3.46), dopo qualche passaggio algebrico diventa
σ
2
r+1Im = D
T
∆D∆ + G
T
∆G∆ = ˆ D
T ˆ D + ˆ G
TY22 ˆ G + G
TQG
che pu` o essere riscritta nella seguente forma
 
ˆ GT ˆ DT
 

Y22 0
0 Ip




ˆ G
ˆ D

 = σ
2
r+1Im − G
TQG (3.3.50)
tenendo inoltre conto della (3.3.32) si ottiene


ˆ G
ˆ D

 =

 In−k 0
H1Σ1 σr+1Ip



Ω
Ψ

 (3.3.51)
per qualche coppia di soluzioni (Ω,Ψ) che soddisfa la (3.3.33). Si pu` o dunque
concludere che (3.3.46) e (3.3.43) sono equivalenti. Prima di procedere con la
seconda parte della dimostrazione, si fa notare che la condizione in base alla quale
Y21 = [Γ1 0] ` e soluzione della (3.3.42(a)) equivale all’esistenza delle seguenti
uguaglianze
i)F
T
12Γ1 = H
T
2 ˆ H ii)F
T
11Γ1 − Γ1 ˆ F = H
T
1 ˆ H (3.3.52)
Si andr` a ora a dimostrare che la (3.3.48) ` e equivalente al fatto che Y21 =
Y T
12 = [Γ1 0] sia soluzione di (3.3.42(a)), mentre la (3.3.49) equivale al fatto che
Y22 = Σ1Γ1 risolva la (3.3.42(b)).
Innanzitutto la matrice ˆ H in (3.3.31) pu` o essere riscritta come
ˆ H = γ1 − ˆ DG
T
1
= H1Σ1F
T
11 + σr+1H2F
T
12 − ˆ DG
T
1 − H1Σ1ΩG
T
1 − σr+1ΨG
T
1
= H1Σ1 ˆ F + σr+1(H2F
T
12 − ΨG
T
1) (3.3.53)
A partire dalla (3.3.36), inoltre, si ha che
G ˆ D
T + X12 ˆ H
T = FWH
T con X
T
12 = [In−k 0] (3.3.54)3.3. CALCOLO DELLA SOLUZIONE OTTIMA 61
In aggiunta da F T
21 = ΩGT
2 = ˆ GGT
2 e ˆ F = F T
11 − GGT
1 si ricava
FX12 − X12 ˆ F
T = G ˆ G
T con X
T
12 = [In−k 0] (3.3.55)
Postmoltiplicando la (3.3.55) per [Γ1 0] si ottiene
F

Γ1 0
0 0

 = (X12 ˆ F
T + G ˆ G
T)
 
Γ1 0
 
che, utilizzando l’ipotesi Γ1 = σ2
r+1In−k − Σ1Σ2 risulta diventa
F(σ
2
r+1In − WQ) = (X12 ˆ F
T + G ˆ G
T)[Γ1 0]
Riordinandola si ha
σ
2
r+1F − X12 ˆ F
T [Γ1 0] = FWQ + G ˆ G
T [Γ1 0]
Poich´ e
σ
2
r+1F = WQF +

Γ1 0
0 0

F = WQF + X12 [Γ1 0]F
vale la seguente espressione
WQF + X12
 
[Γ1 0]F − ˆ F
T [Γ1 0]
 
= FWQ + G ˆ G
T [Γ1 0] (3.3.56)
Sia Y21 soluzione della (3.3.42(a)) allora, posto Π1 = [Γ1 0] − Y21 e
Π2 = Π1F − ˆ F TΠ1, la (3.3.56) diventa
WQF + X12 ˆ H
TH = FWQ + G ˆ G
TY21 + G ˆ G
TΠ1 − X12Π2
ricorrendo alla (3.3.54)
WQF + (FWH
T − G ˆ D
T)H = FWQ + G ˆ G
TY21 + G ˆ G
TΠ1 − X12Π2
Dall’ultima equazione discende che
WQF − FW(Q − H
TH) = G( ˆ G
TY21 + ˆ D
TH) + G ˆ G
TΠ1 − X12Π2
←→ (W − FWF
T)QF
= G( ˆ G
TY21 + ˆ D
TH) + G ˆ G
TΠ1 − X12Π2
←→ (W − FWF
T − GG
T)QF
= G( ˆ G
TY21 + ˆ D
TH − G
TQF) + G ˆ G
TΠ1 − X12Π2
= 062 3. RIDUZIONE OTTIMA DI MODELLI A TEMPO DISCRETO
E poich´ e G ha rango pieno, si ha che Y21 = [Γ1 0] se e solo se vale la (3.3.48).
Si riscriva ora la (3.3.49) come segue

φ1
φ2

 =

G1
G2

( ˆ D
T ˆ H + G
T
1Γ1 + ˆ G
TY22 ˆ F) = 0
Postmoltiplicando la (3.3.25) per Γ1 e, con un’opportuno riordinamento dei ter-
mini, risulta
Σ1Γ1 = F11Σ1F
T
11Γ1 + σr+1F12F
T
12Γ1 + G1G
T
1Γ1
per la (3.3.52)
= F11Σ1(H
T
1 ˆ H + Γ1 ˆ F) + σr+1F12H
T
2 ˆ H + G1G
T
1Γ1
= F11Σ1Γ1 ˆ F + (F11ΣH
T
1 + σr+1F12H
T
2 ) ˆ H + G1G
T
1Γ1
posto F11 = ˆ F
T + G1 ˆ G
T
= ˆ F
TΣ1Γ1 ˆ F + γ
T
1 ˆ H + G1( ˆ G
TΣ1Γ1 ˆ F + G
T
1Γ1)
per la (3.3.53)
= ˆ F
TΣ1Γ1 ˆ F + ( ˆ H
T + G1 ˆ D
T) ˆ H + G1( ˆ G
TΣ1Γ1 ˆ F + G
T
1Γ1)
= ˆ F
TΣ1Γ1 ˆ F + ˆ H
T ˆ H + G1( ˆ D
T ˆ H + ˆ G
TΣ1Γ1 ˆ F + G
T
1Γ1)
da cui
φ1 = Σ1Γ1 − ˆ F
TΣ1Γ1 ˆ F − ˆ H
T ˆ H + G1 ˆ G
T(Y22 − Σ1Γ1) ˆ F
= (Σ1Γ1 − Y22) − F11(Σ1Γ1 − Y22) ˆ F3.3. CALCOLO DELLA SOLUZIONE OTTIMA 63
Analogamente
φ2 = G2 ˆ D
T ˆ H + G2G
T
1Γ1 + G2 ˆ G
TY22 ˆ F
servendosi della (3.3.36)
= γ
T
2 ˆ H + G2G
T
1Γ1 + F21Y22 ˆ F
= (F21Σ1H
T
1 + σr+1F22H
T
2 ) ˆ H + G2G
T
1Γ1 + F21Y22 ˆ F
= F21Σ1(H
T
1 ˆ H + Γ1 ˆ F) + σr+1F22H
T
2 ˆ H + G2G
T
2Γ1 + F21(Y22 − Σ1Γ1) ˆ F
usando la (3.3.52)
= (F21Σ1F
T
11 + G2G
T
1)Γ1 + σr+1F22F
T
12Γ1 + F21(Y22 − Σ1Γ1) ˆ F
= (F21Σ1F
T
11 + G2G
T
1σr+1F22F
T
12)Γ1 + F21(Y22 − Σ1Γ1) ˆ F
servendosi della (3.3.26)
= F21(Y22 − Σ1Γ1) ˆ F
= −F21(Σ1Γ1 − Y22) ˆ F
Si conclude quindi che la (3.3.49) risulta essere vera se e solo se Y22 = Σ1Γ1 ` e
soluzione della (3.3.42(b))
Dall’analisi del teorema (3.3.4) si nota che, per k ≥ m e se il rango di G ` e
uguale ad m, la (3.3.33) ammette un’unica coppia di soluzioni (Ω,Ψ). La funzio-
ne di trasferimento approssimante che soddisfa la (3.2.17) ammette a sua volta
un’unica soluzione data dalla (3.3.37) che, in virt` u del lemma (3.2.1) fornisce una
funzione di trasferimento dell’errore di tipo passatutto. Nel caso in cui k < m,
la (3.3.33) ammette pi` u soluzioni, la maggior parte delle quali non porta ad una
funzione di trasferimento dell’errore di tipo passatutto.
Si studia dunque l’algoritmo nell’eventualit` a che G2 abbia rango k < m e G1
abbia rango m.
Tutte le soluzioni della (3.3.33) vengono parametrizzate nel seguente modo


ˆ G
Ψ

 =

 F T
21
H2F T
22

G
+
2 +

ω
ψ

G2⊥ (3.3.57)
dove G
+
2 = (G2GT
2)−1G2 e la matrice G2⊥, di dimensioni (m − k) × m, ha rango
pari a (m−k) in modo tale che si veriﬁchi G2⊥ = 0. Si ha allora che ω e ψ hanno64 3. RIDUZIONE OTTIMA DI MODELLI A TEMPO DISCRETO
rispettivamente dimensioni (n−k)×(m−k) e p×(m−k). Si riscrive la (3.3.52)
come
Ypm = −F
TY12 + Y21F
T
11 + H
Tγ1 −
 
HTH1Σ1 + Y12 σr+1HT
 

 F T
21
H2F T
22

G
+
2 G
T
1
=

Γ1 HT
1
0 HT
2



 In−k 0
H1Σ1 σr+1Ip



ω
ψ

G2⊥G
T
1
(3.3.58)
Dalla (3.3.49) e tenendo conto delle relazioni GTY12 = GT
1Γ1 e Y22 = Σ1Γ1, si
ricava quanto segue
0 = ˆ D
T ˆ H + G
TY12 + ˆ G
TY22 ˆ F
= ˆ D
T(γ1 − ˆ DG
T
1) + G
T
1Γ1 + ˆ G
TY22F
T
11 − ˆ G
TY22 ˆ GG
T
1
= ˆ D
Tγ1 + G
T
1Γ1 + ˆ G
TY22F
T
11 − ( ˆ D
T ˆ D + ˆ G
TY22 ˆ G)G
T
1
= ˆ D
Tγ1 + G
T
1Γ1 + ˆ G
TY22F
T
11 − (σ
2
r+1Im − G
TWG)G
T
1
e trasponendo quanto ottenuto risulta
G1(σ
2
r+1Im − G
TWG) − Γ1G1 = F11Y22 ˆ G + γ
T
1 H1Σ1 ˆ G + σr+1γ
T
1 Ψ
=
 
F11Y22 + γT
1 H1Σ1 σr+1γT
1
 


ˆ G
Ψ


Sostituendo la (3.3.57) nell’equazione appena ricavata e postmoltiplicando per
GT
1 si ottiene
Zpm =

G1(σ
2
r+1Im − G
TWG) − Γ1G1 −
 
F11Y22 + γT
1 H1Σ1 σr+1γT
1
 

 F T
21
H2F T
22

G
+
2

G
T
1
=
 
F11Y22 γT
1
 

 In−k 0
H1Σ1 σr+1Ip



ω
ψ

G2⊥G
T
1
Combinando le due espressioni trovate per Ypm e Zpm, si ricava la seguente
signiﬁcativa equazione

Ypm
Zpm

 =

 Y12 HT
F11Y22 γT
1



 In−k 0
H1Σ1 σr+1Ip



ω
ψ

G2⊥G
T
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Si noti che la prima matrice all’inizio del secondo membro della (3.3.59) non
ha rango di colonna pieno, infatti

 Y12 HT
F11Y22 γT
1



µ
λ

 = 0 ⇐⇒
 
µ = −Γ
−1
1 HT
1 λ
HT
2 λ = 0
Dunque se la coppia (ω0,ψ0) soddisfa la (3.3.59) tutte le soluzioni di quest’ul-
tima hanno la seguente parametrizzazione

ω
ψ

 =

ω0
ψ0

 +

 In−k 0
H1Σ1 σr+1Ip


−1 
−Γ
−1
1 HT
1
Ip

H2⊥Φ
=

ω0
ψ0

 +

 In−k 0
−σ
−1
r+1H1Σ1 σ
−1
r+1Ip



−Γ
−1
1 HT
1
Ip

H2⊥Φ
=

ω0
ψ0

 +

 −Γ
−1
1 HT
1
σ
−1
r+1(Ip + H1Σ1Γ
−1
1 HT
1 )

H2TΦ
:= M0 + M1Φ
(3.3.60)
dove HT
2 H2⊥ = 0, [H2 H2⊥] ` e non singolare e quadrata e Φ ` e una matrice avente
dimensioni (p − k) × (m − k). Aﬃnch´ e la funzione di trasferimento dell’errore
sia eﬀettivamente di tipo passatutto, occorre soddisfare un ultimo vincolo del
teorema (3.3.4) che ` e dato da
 
ΩT ΨT
 

Y22 + Σ1HT
1 H1Σ1 σr+1Σ1HT
1
σr+1H1Σ1 σ2
r+1Ip



Ω
Ψ

 = σ
2
r+1Im − G
TQG (3.3.61)
Si deﬁniscano
N0 = G2⊥(σ
2
r+1 − G
T
1Σ1G1)G
T
2⊥ N1 =

Y22 + Σ1HT
1 H1Σ1 σr+1Σ1HT
1
σr+1H1Σ1 σ2
r+1Ip


Avvalendosi delle (3.3.57) e (3.3.60), si ottiene l’espressione relativa all’ultimo
vincolo
N0 = (M0 + M1Φ)
TN1(M0 + M1Φ)
che essendo una forma quadratica di Φ pu` o essere riscritta nel modo seguente
 
−ΦT Im−k
 

 −MT
1 N1M0 −MT
1 N1M1
MT
0 N1M0 − N0 MT
0 N1M1



Im−k
Φ

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con
HΦ =

 −MT
1 N1M0 −MT
1 N1M1
MT
0 N1M0 − N0 MT
0 N1M1


Hamiltoniana. Quindi la (3.3.62) ` e una equazione algebrica di Riccati non stan-
dard nel continuo. Dal momento che l’esistenza della soluzione Φ ` e legata a quella
della funzione di trasferimento approssimante ottima in norma di Hankel, essa
esiste se e solo se ˆ A(z) risulta essere propria.
3.4 Calcolo delle soluzioni ottime
Al ﬁne di determinare tutte le soluzioni ottime del problema di approssimazione in
norma di Hankel, ` e necessario supporre che G2 abbia rango strettamente minore
di m. Poich´ e solitamente si ha k = 1 e G2  = 0, la situazione pi` u comune si
veriﬁca per m > k = 1. In questa sede verr` a considerato il caso pi` u generale in
cui m > k ≥ 1. Data una funzione di trasferimento A(z) = H(z−1In − F)−1G, si
deﬁnisce una funzione di trasferimento aumentata
Ah(z) = Hh(z
−1In − F)
−1G Hh =
 
H
T 0
 T
(3.4.63)
Ovviamente se A(z) soddisfa le ipotesi 1-3, esse rimangono valide anche per
Ah(z). Inoltre tutti i valori singolari di Hankel rimangono invariati. ` E dunque pos-
sibile sfruttare il procedimento di embedding illustrato nel precedente paragrafo,
per ottenere una funzione di trasferimento approssimante ˆ A(z) tale che l’errore
ad essa associato ∆h(z) = ˆ Ah(z)−Ah(z) sia di tipo passatutto. A partire da una
funzione di trasferimento Aa(z) quadrata, avente dimensioni maggiori di A(z),
l’obiettivo consiste nell’ottenere una funzione di trasferimento approssimante ot-
tima ˆ Aa(z) tale che la funzione di trasferimento dell’errore ∆a(z) = ˆ Aa(z)−Aa(z)
sia quadrata e di tipo passatutto. Formalizzando quanto detto, sia
Aa(z) =

A(z) 0
0 0


= Ha(z
−1In − F)
−1Ga =

H
0

(z
−1In − F)
−1
 
G 0
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la funzione di trasferimento aumentata le cui dimensioni verranno ﬁssate in
seguito e sia
ˆ Aa(z) = ˆ Ha(zIn−k − ˆ F)
−1 ˆ Ga + ˆ Da
=


ˆ H
ˆ Hα

(zIn−k − ˆ F)
−1
 
ˆ G ˆ Gβ
 
+


ˆ D ˆ D12
ˆ D21 ˆ D22


un’approssimazione ottima in norma di Hankel di Aa(z). Allora la funzione di
trasferimento dell’errore
∆a(z) = ˆ Aa(z) − Aa(z) = H∆a(zIn−k − F∆a)
−1G∆a
risulta essere quadrata e le matrici della realizzazione ad essa associata sono
rispettivamente
F∆a =

F −1 0
0 ˆ F

 G∆a =

F −1Ga
ˆ Ga


H∆a =
 
HaF −1 ˆ Ha
 
D∆a = HaF
−1Ga + ˆ Da
Vale inoltre il seguente risultato
Lemma 3.4.1. Se ˆ A(z) ` e una funzione di trasferimento approssimante ottima
in norma di Hankel di A(z), allora esistono le matrici ˆ Gβ e ˆ Da tali che ∆a =
ˆ Aa(z)−Aa(z) ` e quadrata e di tipo passatutto. In aggiunta, si ha che le equazioni
di Lyapunov
X − F∆aXF
T
∆a = G∆aG
T
∆a Y − F
T
∆aY F∆a = H
T
∆aH∆a (3.4.64)
ammettono le seguenti soluzioni
X =

 

−Σ1 0 In−k
0 −σr+1Ik 0
In−k 0 Σ2Γ
−1
1

 
Y =

 

−Σ2 0 Γ1
0 −σr+1Ik 0
Γ1 0 Σ1Γ1

 
 (3.4.65)
e dunque XY = σr+1I2n−k, in cui Γ1 = σ2
r+1In−k − Σ1Σ2
Dalla (3.3.53) sostituendo ˆ H con ˆ Ha, ˆ D con ˆ Da e G1 con [G1 0], si ottiene
ˆ Hα + ˆ D21G
T
1 = 0 con rank
 
ˆ Hα ˆ D21
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Analogamente dall’equazione relativa al passatutto DT
∆aH∆a +GT
∆aY F∆a = 0
si ricava
ˆ D
T
12
 
H1 H2
 
+ ˆ G
T
β
 
Γ1 0
 
= 0 con rank
 
ˆ DT
12 ˆ GT
β
 
= k2 > 0 (3.4.67)
Lemma 3.4.2. Se la matrice ˆ Aa(z) avente dimensioni ℓ×ℓ con ℓ > max{p,m}
` e una funzione approssimante ottima di Aa(z), allora
ℓ = p + rank
 
ˆ Hα ˆ D12
 
= m + rank
 
ˆ D
T
12 ˆ G
T
β
 
Dimostrazione. In virt` u della (3.4.66) esiste una funzione di trasferimento ap-
prossimante ottima
ˆ Ah(z) =


ˆ D
ˆ D21

 +


ˆ H
ˆ Hα

(zIn−k − ˆ F)
−1 ˆ G
di Ah(z). Si ` e detto che ˆ Hα e ˆ D21 hanno esattamente k1 righe. In caso contrario
esse devono avere pi` u di k1 righe e deve esistere una matrice U tale che
U
 
ˆ Hα ˆ D21
 
=


  Hα   D21
0 0


in cui le matrici   Hα e   D21 hanno esattamente p+k1 righe. In questo caso il proce-
dimento di square embedding implica che la funzione di trasferimento dell’errore
∆a(z) abbia dimensioni maggiori di (p + k1) × (p + k1). Da ci` o deriva che
Ua∆a(z) =

Ip+k1 0
0 U

 ∆a(z) =

∆11(z) ∆12(z)
0 ∆22(z)


dove il blocco ∆11(z) ha dimensioni (p + k1) × (p + k1). Poich´ e Ua∆a(z) risulta
ancora essere di tipo allpass, dev’essere ∆12(z) = 0. Si deduce quindi che ˆ Hα
e ˆ D21 possono sempre essere scelte in modo da avere esattamente k1 righe. La
stesso ragionamento si pu` o estendere alla (3.4.67), ovvero anche ˆ Gβ e ˆ D12 possono
essere scelte in modo da contare esattamente k2 colonne. Si ha dunque che ℓ =
p + k1 = m + k2
Lemma 3.4.3. Se la realizzazione (F,Ga,Ha) di di Aa(z) ` e minima, allora anche
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Propriet` a dei blocchi ˆ A12(z) e ˆ A21(z)
Come ` e gi` a stato puntualizzato, ˆ Aa(z) si presenta nella seguente forma
ˆ Aa(z) =


ˆ A(z) ˆ A12(z)
ˆ A21(z) ˆ A22(z)


=


ˆ H
ˆ Hα

(zIn−k − ˆ F)
−1
 
ˆ G ˆ Gβ
 
+


ˆ D ˆ D12
ˆ D21 ˆ D22


Per la (3.4.66) il rango di ˆ D21 ` e esattamente pari ad k1. Considerando la rea-
lizzazione data dalle (3.3.31), (3.3.32) e la (3.4.66), si pu` o scrivere la seguente
fattorizzazione


ˆ F − zIn−k ˆ G
ˆ Hα ˆ D21

 =

F T
11 − zIn−k ˆ G
0 ˆ D21



In−k 0
−GT
1 Im


da cui si evince che ˆ A21(z) ha rango di riga pieno per ogni z eccetto in corrispon-
denza degli autovalori appartenenti alla sottomatrice F11.
Analogamente la (3.4.67) implica che il rango di ˆ DT
12 ` e uguale a k2. Dalla combi-
nazione della (3.4.67) e della (ii) di (3.3.52), si pu` o veriﬁcare che vale


ˆ F − zIn−k ˆ Gβ
ˆ H ˆ D12

 =

In−k −Γ
−1
1 HT
1
0 Ip



Γ
−1
1 F T
11Γ1 − zIn−k 0
ˆ H ˆ D12


Dunque ˆ A12(z) ha rango di colonna pieno per ogni z eccetto in corrispondenza
degli autovalori appartenenti alla sottomatrice F11.
Il prossimo lemma, riguardante la caratterizzazione delle trasformazioni lineari
fratte, ` e fondamentale per poter ricavare tutte le soluzioni ottime del problema
di riduzione del modello.
Lemma 3.4.4.
Sia H(z) una matrice di trasferimento quadrata e di tipo passatutto e siano Hij i
blocchi in posizione ij di H(z) per i,j = 1,2. Si deﬁnisce funzione di trasferimento
lineare fratta
Y(z) = F(H(z),X(z)) = H11(z) + H12(z)X(z)(I − H22(z)X(z))
−1H21(z)
Si supponga che70 3. RIDUZIONE OTTIMA DI MODELLI A TEMPO DISCRETO
i) le realizzazioni di H(z) e X(z) siano entrambe minime
ii) H12(z) e H21(z) non presentino zeri sul cerchio unitario e neppure al di fuori
di esso
iii) H12(z) e H21(z) abbiano rispettivamente rango di colonna e di riga pieni
iv) H(z) abbia r poli all’esterno del cerchio unitario
Allora
a)  Y ∞ ≤ 1 se e solo se  X ∞ ≤ 1
b) Y(z) ha r poli all’esterno del cerchio di raggio unitario se e solo se a sua
volta X(z−1) non presenta alcun polo al di fuori del cerchio stesso
Teorema 3.4.5.
Si supponga che ˆ Aa(z) di dimensioni (p+m−k)×(p+m−k) sia un’approssima-
zione ottima in norma di Hankel di Aa(z). Allora tutte le funzioni approssimanti
ottime si ottengono da
ˆ AP(z) = Fℓ(ˆ Aa(z),P(z))
= ˆ A(z) + ˆ A12(z)P(z)(Ik1 − ˆ A22(z)P(z))
−1 ˆ A21(z)
per una qualche matrice P(z−1) di dimensioni k1×k2 = (m−k)×(p−k) stabile
e causale con  P ∞ ≤ σ
−1
r+1
Dimostrazione. Innanzitutto, sfruttando l’espressione introdotta nel paragrafo
(3.2) relativamente a   X(z), si ottiene
ˆ A21(z)  X(z) =
 
ˆ D21 + ˆ Hα(zIn−k − ˆ F)
−1 ˆ G
  
G
T
1(zIn−k − F
T
11)
−1F
T
21 + G
T
2
 
M(z) = 0
e dunque si ha che ˆ AP(z) soddisfa la (3.2.15). Volendolo mostrare servendosi
della (3.3.54), con ˆ DT sostituita da
 
ˆ DT ˆ DT
21
 
e HT da
 
HT 0
 
, dev’essere
G2 ˆ DT
21 = 0. Dalla (3.4.66) si ricava
ˆ D21G
T
1(zIn−k − F
T
11)
−1F
T
21 = − ˆ Hα(zIn−k − F
T
11)
−1F
T
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inoltre per la F T
11 − ˆ F = ˆ GGT
1 vale la seguente uguaglianza
ˆ Hα(zIn−k− ˆ F)
−1 ˆ GG
T
1(zIn−l−F
T
11)
−1F
T
21 = ˆ Hα(zIn−k− ˆ F)
−1(F
T
11− ˆ F)(zIn−k−F
T
11)
−1F
T
21
mediante calcolo diretto si ha dunque che
ˆ A21(z)  X(z)M
−1(z) = 0
Appurato inoltre che ˆ A21(z) ha dimensioni (m − k) × m e rango di riga pieno
per quasi ogni z, e che   X(z) ha dimensioni k × m e rango di colonna pieno per
quasi ogni z, tutte le funzioni di trasferimento H(z) soddisfacenti la relazione
HX(z)  X(z) = 0 devono ammettere la forma HX(z) = ˆ HX(z)ˆ A21(z) per qualche
ˆ HX(z). In modo duale ` e possibile veriﬁcare che
ˆ A
T
12(z
−1)  Y(z) = ( ˆ D
T
12H1 + ˆ B
T
β Γ1)(z
−1In−k − F11)
−1F12  M(z) = 0
con   M(z) una qualche funzione di trasferimento in L∞. Dunque AP(z) soddisfa
anche la (3.2.16). Lo stesso ragionamento eﬀettuato in precedenza porta a con-
cludere che HY(z)  Y(z) = 0 comporta HY(z) = ˆ HY(z)ˆ A
T
12(z) per qualche ˆ HY (z).
Inoltre il vincolo su P(z) implica che ˆ AP(z) abbia esattamente r − 1 poli al di
fuori del cerchio di raggio unitario.
Per dimostrare inﬁne che ˆ AP(z) include tutte le funzioni di trasferimento otti-
me, si presti attenzione al fatto che ciascuna soluzione ottima si presenta nel-
la forma ˆ AP(z) = ˆ A(z) + ˆ A12(z)P0(z)ˆ A21(z) per qualche P0(z) = P(z)(Ik1 −
ˆ A22(z)P(z))−1. Poich´ e ˆ A12(z) e ˆ A21(z) hanno rispettivamente rango di colonna
e di riga pieno per ogni z sul cerchio unitario e al di fuori di esso, il lemma(3.4.4)
completa la dimostrazione.
3.5 Norma L∞ dell’errore di approssimazione
Nel calcolo dei margini di errore in L∞, utile ai ﬁni del controllo, interverr` a la
funzione di trasferimento ˆ W(z−1) che si ricorda essere la parte anticausale di ˆ F(z).
Un limite d’errore risulta infatti essere maggiormente signiﬁcativo in termini di  
 
  ˆ W − ˆ W
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Teorema 3.5.1 (Limite inferiore). Sia ˆ A(z) la funzione di trasferimento appros-
simante ottima di A(z) = W(z−1) = H(z−1In − F)G. Allora esiste una ˆ W(z)
avente grado di McMillan minore o uguale di r − 1 e una funzione di trasferi-
mento propria strettamente causale J(z) tale che
 
 
 W − ˆ W − J
 
 
 
∞
≤ γ, se e solo
se γ ≥ σr+1
Dimostrazione. Se
 
 
 W − ˆ W − J
 
 
 
∞
≤ γ, allora
γ ≥
 
 
 W − ˆ W − J
 
 
 
∞
≥  ΓA − Γˆ A  ≥ σr+1
Viceversa se γ = σr+1 allora ˆ A(z) viene ottenuta tramite il procedimento di
embedding di A(z). La parte anticausale di ˆ A(z) non ha pi` u di r poli. Quindi  
 
 W − ˆ W − J
 
 
 
∞
≤ γ
Al ﬁne di stabilire un limite superiore alla norma, si scriva ˆ A(z) = ˆ W(z−1)+
J(z−1) e le si associ la seguente disuguaglianza triangolare
 
 
 W − ˆ W
 
 
 
∞
≤
 
 
 A − ˆ A
 
 
 
∞
+  J ∞
L’obiettivo consiste dunque nel determinare  J ∞ dal momento che
 
 
 A − ˆ A
 
 
  ` e
di tipo passatutto con modulo pari a σr+1.
Lemma 3.5.2. Sia ˆ A(z) = ˆ W(z−1) + J(z−1) una funzione di trasferimento ap-
prossimante ottima con J(z−1) strettamente propria. Allora σi(J) = σi+r+k per i =
1,...,n − k − r.
Dimostrazione. Siano X e Y le soluzioni delle equazioni di Lyapunov in (3.4.64).
Essendo XY = Y X = σ2
r+1I2n−k, X11Y11 = σ2
r+1In−X12Y12, Y21X12 = σ2
r+1In−k−
Y22X22, e poich´ e
det(λIn − X11Y11) = det(λIn − (σ
2
r+1In − X12Y12)) − det((λ − σ
2
r+1)In + X12Y12)
= (λ − σ
2
r+1)
kdet(λIn−k − Y22X22)
Da X22Y22 = Σ1Σ2, e X11Y11 = diag(Σ1Σ2,σ2
r+1Ik)
λi(X11Y11) =

    
    
λi(X22Y22) i = 1,...,r
σ2
r+1 i = r,...,r + k
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Visto che i primi r autovalori di X22 e Y22 sono negativi,
 
λi(X22)Y22 rappre-
senta l’i-esimo valore singolare di Hankel di ˆ W(z−1) ovvero la parte anticausale
di ˆ A(z) per i = 1,...r.
In modo analogo, poich´ e gli ultimi (n − r − k) autovalori dei blocchi X22 e Y22
sono positivi, l’autovalore
 
λi+r−1(X22Y22) =
 
λi+r+k(X11Y11)
costituisce l’i-esimo valore singolare di Hankel di J(z) per i = 1,...,n−r −k. Il
fatto che
 
λi(X11Y11) rappresenta l’i-esimo valore singolare di Hankel di A(z),
conclude la dimostrazione.
Corollario 3.5.3. Sia (F,G,H) una realizzazione minima della matrice di tra-
sferimento quadrata A(z) con F stabile. Nell’ipotesi che A(z) abbia η ≤ n valori
singolari singolari di Hankel fra loro distinti σij con j = 1,...,η allora esiste una
matrice costante D0 tale che
 A − D0 ∞ ≤
η  
j=1
σij (3.5.68)
Dimostrazione. Scegliendo ˆ Aη(z) con r + 1 = n come funzione di trasferimento
approssimante ottima, si ha che ˆ Aη(z) dev’essere anticausale. Dai lemmi (3.4.1)
e (3.5.2), discende che i primi η valori singolari di ˆ Aη(z) coincidono con quelli di
A(z) e che
   
 A − ˆ Aη
   
 
∞
= σn = σiη. Applicando l’algoritmo di approssimazione
su ˆ Aη(z), si ottiene la funzione di trasferimento ˆ Aη−1(z) i cui valori singolari
risultano questa volta essere coincidenti con i primi η − 1 di A(z). Si ha dunque
che
   
 A − ˆ Aη−1
   
 
∞
≤
   
 A − ˆ Aη
   
 
∞
+
   
 ˆ Aη − ˆ Aη−1
   
 
∞
= σiη + σiη−1
Per induzione, la (3.5.68) vale per qualche matrice costante D0 che rappresenta la
somma di tutte le matrici costanti associate ad ogni iterazione dell’algoritmo.
Sfruttando il risultato del corollario, si ha che W(z) ammette la seguente
decomposizione
W(z) = D0 +
η  
j=1
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con Sij(z) di tipo passatutto. Vale allora la seguente disuguaglianza
 A ∞ ≤ σ(D0) +  A − D0 ∞ ≤ 2
η  
j=1
σij
in virt` u del fatto che
σ(D0) ≤ sup
|z|>1
σ(W(z) − D0) =  A − D0 ∞ ≤
η  
j=1
σij
Teorema 3.5.4. Sia ˆ A(z) = ˆ W(z−1) + J(z−1) una funzione di trasferimento
approssimante ottima di A(z) = W(z−1), dove entrambe le funzioni ˆ W(z) e
J(z−1) hanno tutti i poli all’interno del cerchio di raggio unitario e con J(z−1)
strettamente propria. Si supponga inoltre che A(z) abbia η valori singolari di
Hankel distinti con σr+1 = σir+1 e che ˆ W(z) abbia grado di McMillan pari a
r. Allora vale la seguente disuguaglianza che deﬁnisce un limite superiore per la
norma di Hankel dell’errore
 
   W − ˆ W
 
   
∞
≤
η  
j=r+1
σij (3.5.69)
Dimostrazione. Per la disuguaglianza triangolare,
 
 
 W − ˆ W
 
 
 
∞
≤
 
 
 A − ˆ A
 
 
 
∞
+
 J ∞. Poich´ e A(z) − ˆ A(z) ha modulo pari a σr+1 e dato che, per il corollario
(3.5.3) la norma inﬁnito di J non supera la somma dei valori singolari di Hankel
di A(z), la disuguaglianza (3.5.69) risulta essere soddisfatta.Bibliograﬁa
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