Abstract. We build on an approach of Kiltz et al. (CRYPTO '10) and bring new techniques to bear on the study of how "lossiness" of the RSA trapdoor permutation under the Φ-Hiding Assumption (ΦA) can be used to understand the security of classical RSA-based cryptographic systems. In particular, we show that, under ΦA, several questions or conjectures about the security of such systems can be reduced to bounds on the regularity (the distribution of the primitive e-th roots of unity mod N ) of the "lossy" RSA map (where e divides φ(N )). Specifically, this is the case for: (i) showing that large consecutive runs of the RSA input bits are simultaneously hardcore, (ii) showing the widely-deployed PKCS #1 v1.5 encryption is semantically secure, (iii) improving the security bounds of Kiltz et al. for RSA-OAEP. We prove several results on the regularity of the lossy RSA map using both classical techniques and recent estimates on Gauss sums over finite subgroups, thereby obtaining new results in the above applications. Our results deepen the connection between "combinatorial" properties of exponentiation in ZN and the security of RSA-based constructions.
is that the two modes be computationally indistinguishable. The concept has found applications in many areas of cryptography, for example in [32, 6, 1, 2, 31] .
Lossiness is a powerful tool, since it allows one to prove security with respect to the lossy mode, where information-theoretic techniques often apply. As concrete example, one can show that a lossy function family admits many simultaneously hard-core bits: in the lossy mode, the (average) min-entropy of a uniformly random input X given f pk (X) is at least L, and hence one can use an appropriate randomness extractor Ext, such as a 2-wise-independent hash family, to obtain a L − 2 log(1/ε)-bit string that is ε-close to uniform even given f pk (X) and the seed. In the injective mode, this string will be pseudorandom given f pk (X) and the seed, since a distinguisher for the extracted string would imply a distinguisher that tells apart lossy/injective keys. The existence of many simultaneously hardcore bits allows for the design of efficient, semantically-secure encryption schemes (say, by using these bits as a one-time pad).
Using Lossiness to Analyze Classical RSA-based Constructions. Lossiness has mostly been used in the literature as a tool for designing new cryptographic systems. Recently, however, Kiltz et al. [25] showed that the concept also sheds light on existing, widely-used constructions. Specifically, they showed that RSA-OAEP [4] is semantically secure under the φ-Hiding Assumption. The φ-Hiding Assumption, abbreviated ΦA, states (roughly) that given an RSA modulus N = pq, it is hard to distinguish primes that divide φ(N ) = (p − 1)(q − 1) from those that do not. ΦA has been used as the basis for a number of efficient protocols [10, 9, 14, 18] . It has also attracted attention of cryptanalysis: the current best attack uses Coppersmith's techniques [12] and applies when e ≤ p 1/2−ε ; other attacks [35] are for moduli of a special form that does not include RSA. Kiltz et al. [25] observed that the RSA map x → x e in Z * N is log(e)-lossy under ΦA: Valid RSA keys (N, e), for which gcd(e, φ(N )) = 1, are computationally indistinguishable from "lossy" pairs (N, e) for which e divides p − 1, and the map x → x e in Z * N is e-to-one when e divides (p − 1). Thus, ΦA implies that the RSA map hides log(e) bits of information (on average) about x. But without additional information about which bits are hidden, it seems we can only analyze constructions which have extractor-like objects (such as keyed hash functions), explicitly built in. For example, Kiltz et al. [25] analyzed the OAEP padding scheme by modeling the random oracles as keyed, t-wise independent functions. One can similarly exploit the observation above about simultaneous hardcore bits to replace the random oracle in the "Simple RSA" or "RSA-KEM" scheme proposed by Shoup [36] . However, this methodology does not apply to schemes that do not use keyed hash functions or do not use hash functions at all.
Our Contributions
We show specific, natural functions that are hidden by RSA in the lossy case, and use these results to obtain proofs of several natural conjectured security properties of RSA-based constructions, assuming ΦA. Roughly, the three main applications are: (i) Any run of log(e) = Ω(log N ) consecutive physical bits are simultaneously hardcore for RSA. (The assumption that RSA is hard to invert implies only that log log N physical bits are simultaneously hardcore.) (ii) PKCS #1 v1.5 (described above) is semantically secure against chosen plaintext attacks (CPA). (iii) Improved parameters for the CPA security of RSA-OAEP (improving on the reduction in [25] ).
These results emanate from our core technical contribution: showing that, in the lossy setting (when e divides φ(N )), exponentiation by e is nearly regular on certain subdomains K ⊆ Z N . Regularity means that all (or most) points in the image of x → x e have approximately the same number of preimages in K. This implies in turn that X e is approximately uniform on its image when X is uniform on K. Consider, for example, the natural conjecture that the t most significant bits of the input are hardcore for exponentiation. To prove this conjecture under ΦA, it suffices to show that, for every fixed string z ∈ {0, 1} t , the value (z R) e is nearly uniform, where R ← {0, 1}
log N −t (this implies that any two settings z, z of the hardcore bits are statistically indistinguishable in the lossy mode, and computationally indistinguishable in the usual injective mode). This question corresponds to the regularity of exponentiation by e on the arithmetic progression K = {z2 log N −t + r : r = 0, ..., 2 log N −t − 1}. Below, we explain our results in more detail.
Results on Regularity of Exponentiation. We prove several results on the regularity of lossy exponentiation on subdomains of Z N when N = pq. The subdomains we consider have some additive structure, which somehow breaks up the multiplicative structure of exponentiation. Consider a subdomain K ⊆ Z N . Let X be uniform on K and U be uniform on Z N . Note that for X e to be close to U e , the set K must have size at least φ(N )/e ≈ N/e.
Regularity for Random Translations of a Set: Our first result considers random translations of an arbitrary subdomain K. Specifically, we show that the pair (C, (C + X) e ) is statistically close to (C, U e ) when C is uniform on Z n , as long as K has size larger than N/e. The proof relies on a careful collision probability argument. One key piece of that argument is the observation that the random offset and exponentiation together behave like a universal hash function: for any two values a, b ∈ Z N , the ratio a+C b+C e is nearly uniformly distributed over e-th residues, conditioned on the denominator being invertible. The other main piece is a careful accounting of the probability of noninvertible elements; this is delicate because the conversion from collision probability to L 1 -distance can amplify very small irregularities.
This first result achieves optimal parameters but it takes advantage of "averaging" in two senses: first, it averages over translations of the initial set K and second, it only implies regularity on average over points in the pre-image (since we show that the L 1 -distance between the resulting distributions is small). This turns out to be insufficient for some applications, motivating our second result.
Regularity for Arithmetic Progressions and the Relation to Gauss Sums: Our second result is more specific: we show that if K is a sufficiently long arithmetic progression (with period relatively prime to N ), then exponentiation is regular on K in a strong sense: the number of preimages of every point in the image is approximately the same.
The main tool in our analysis is a reduction from the question of regularity to bounds on Gauss sums. Given a prime p, and integers a, d, consider the sum G p (a, d) := p x=1 ω ax d , where ω = exp(2πi/p) is a primitive p-th root of unity and the arithmetic is in C. We show that if e divides p − 1 and N = pq, then
where K is the length of K. One can think of the Gauss sums G p (·, d) as the Fourier coefficients of the function x → x d over Z p . The proof of our main lemma uses Fourier analysis over Z N = Z p × Z q to connect regularity to the magnitude of the sum. Leveraging the rich literature on bounds on Gauss sums, we obtain regularity results for different ranges of e (relative to p). These results show that exponentiation (when e divides φ(N )) is a deterministic extractor for sources whose support is a sufficiently long arithmetic progression. Moreover, the output distributions are close to uniform not only in L 1 -distance but also in the stronger L ∞ sense. Given the state of our knowledge of bounds for Gauss sums, this second class of results yields weaker (but still useful) bounds on uniformity than our first result. (For a comparison of the bounds, see the end of Section 4.)
Applications to RSA-Based Cryptosystems. Our regularity bounds imply the following new security results for RSA-based constructions under the φ-Hiding Assumption (ΦA):
Natural hardcore bits for RSA: Any run of about log(e) consecutive physical bits of x are simultaneously hardcore for RSA. Specifically, let f (x) denote a run of log(e) − 4 log(1/ε) physical bits of the input x. Our result on random translations implies (with some additional work) that the pair (f (C), C e ) is ε-close to (f (C), U e ) when e divides p − 1 and C, U are uniform in Z n . If we consider either the most significant bits or least significant bits of x, then one can improve the run length to log(e) − 3 log(1/ε) (that is, we get log(1/ε) additional hardcore bits).
Semantic security of PKCS #1 v1.5: Our bounds on regularity on arithmetic progressions imply that PKCS #1 v1.5, which encrypts m as (0002 16 m 00 16 R) e where R is uniform, is semantically secure (aka. chosen-plaintext secure or IND-CPA) [16] for certain parameters. Indeed, note that the space of pre-images for a given message m forms an arithmetic progression with period 1 (variants of this scheme mentioned in Footnote 2 give progression with period 2 t for t > 1, which is still relatively prime to N ). Under ΦA, with appropriately long R, the ciphertext is thus indistinguishable from uniform, for every fixed message m.
Improved Security for RSA-OAEP: Finally, our regularity bounds for arithmetic sequences also give tighter standard-model security proofs for the IND-CPA security of RSA-OAEP, improving on the results of [25] . The RSA-OAEP scheme as per PKCS #1 v2.1 encrypts m as (0002 16 OAEP(m)) e where OAEP is some randomized, invertible transformation. Recall [25] were able to obtain their best security bound in the case that the lossy RSA map is (close to) regular on the subdomain {0002 16 x | x ∈ {0, 1} k−16 } and left it as an open problem to prove this. As this subdomain forms an arithmetic progression, we resolve this positively.
Discussion and concrete parameters. As mentioned above, our result on regularity for random translations averages in two senses. The first sense is sufficient to obtain results on hardcore bits, but not security of PKCS # 1 v1.5 encryption or RSA-OAEP. Roughly, this is because the elements in the subdomains contain fixed messages and constants as substrings. Getting better regularity bounds without additional randomness (i.e., eliminating the first sense) remains an interesting open problem. This is primarily a concern for the PKCS #1 v1.5 application, since we need regularity on arithmetic progressions of length 2 ρ = 2 Ω(k) where ρ is the length of the random padding. In the RSA-OAEP application we use length 2 k−16 = 2 k+O(1) , for which our regularity bounds on arithmetic progressions give much better parameters.
To give an idea of the concrete parameters we obtain, for modulus length k = 2048 we get about 190 natural hardcore bits. In our security bound for PKCS #1 v1.5, for modulus length k = 8192 we support about 128-bit messages. Finally, in the RSA-OAEP application we get significant savings: e.g., secure encryption of about 100-bit longer messages than supported by [25] for modulus length k = 2048 (274-bit messages for 80-bit security rather than 160-bits). In terms of practice, we view our results mainly as providing a qualitative, theoretical backing for in-use schemes at some parameter settings. We hope our techniques will prove useful in future work and the bounds will be improved.
Related work
Following [25] , Kakvi and Kiltz [23] showed that lossiness of RSA under ΦA is also useful to understand security of a classical RSA-based signature, giving improved security bounds for the RSA Full-Domain Hash signature scheme [3] . Jager et al. [21] recently provided a standard-model analysis of TLS-DHE, another widely used protocol. Gauss sums also have applications to ellipticcurve cryptography, see e.g. [37, 26, 38] .
Bleichenbacher [5] (see also [22] ) gave a well-known chosen-ciphertext attack against PKCS #1 v1.5 encryption, which has since been patched and the scheme is still in widespread use for legacy reasons. Coron et al. [13] gave chosen-plaintext attacks on PKCS #1 v1.5 encryption. These do not contradict our results because the attacks of [13] are for different parameter settings. Specifically, they rely on the length of the random padding being quite small. Our results require sufficiently large random padding-at least 3 4 log N bits -as well as large e. Interestingly, our analysis implies a plausible setting in which PKCS #1 v1.5 is provably immune to the attacks of [13] under ΦA.
The "large hardcore bit conjecture" for RSA and the security of the simple embedding scheme are mentioned as important open problems by Goldreich [15] . Prior progress was made by Steinfeld et al. [39] , who showed that the 1/2 − 1/e − ε − o(1) least significant bits of RSA are simultaneously hardcore under a computational problem related to the work of Coppersmith [12] . This result does not apply as such to PKCS #1 v1.5 because the latter does not use the full RSA domain (some bits are fixed constants). Moreover, we show chosen-plaintext security, i.e., security for arbitrary messages, rather than only for random ones (which, disregarding some of the other bits being fixed constants, is equivalent to the message bits being hardcore). The fact that PKCS #1 v1.5 is believed to be CPA-secure but no proof is known is also discussed by Katz and Lindell [24, pg. 363 ].
Preliminaries
Notation. For a probabilistic algorithm A, by y ←$ A(x) we mean that A is executed on input x and the output is assigned to y, whereas if S is a finite set then by s ←$ S we mean that s is assigned a uniformly random element of S. Unless otherwise specified, an algorithm may be probabilistic and its running-time includes that of any overlying experiment. We denote by 1 k the unary encoding of the security parameter k. We sometimes surpress dependence on k for readability. For i ∈ N we denote by {0, 1} i the set of all (binary) strings of length i. If s is a string then |s| denotes its length in bits, whereas if S is a set then |S| denotes its cardinality. By ' ' we denote string concatenation. If s is a string then for all 1 ≤ i ≤ j ≤ |s| we denote by s[i . . . j] its substring of bits i through j.
We will occasionally use the usual asymptotic notation X = O(Y ) or X Y to indicate that |X| ≤ C|Y | for some unspecified constant C. We will also make use of the exact asymptotic notation X = O(Y ) to indicate that |X| ≤ |Y | without any unspecified constant. We will use log(·) to denote the natural logarithm and C to denote an absolute constant, which may change at unrelated occurrences. In addition, we use C ε to denote an absolute constant that depends only on its subscript, ε. If X and Y are random variables on common domain, then their statistical distance
We borrow the following notation from [25] . For i ∈ N we denote by P i the set of all i-bit primes. By RSA k we denote the set of tuples (N, p, q) where p, q are distinct k/2-bit primes and N = pq. Let R be a relation on p and q. By RSA k [R] we denote the subset of RSA k for which the relation R holds on p and q. For example, let e be a prime. Then RSA k [p = 1 mod e] is the set of all (N, p, q), where where N = pq is the product of two distinct k/2-bit primes p, q and p = 1 mod e. That is, the relation R(p, q) is true if p = 1 mod e and q is arbitrary. By (N, p, q) ←$ RSA k [R] we mean that (N, p, q) is sampled according to the uniform distribution on
RSA, Lossy RSA, and Phi-hiding. Recall that the RSA function for modulus N and encryption exponent e is defined as RSA N,e (x) = x e mod N .
To specify the RSA trapdoor permutation family we need to give a parameter-generation algorithm that specifies how parameters N, e are generated. (We ignore the decryption exponent d for now.) Letting 0 < c < 1 be a public constant, we define two of them ("Injective RSA" and "Lossy RSA"):
The Phi-Hiding Assumption (ΦA) for c [10] states that (N, e) is computationally indistinguishable from (N , e ) where (N, e) is generated via RSA inj (1 k ) and (N , e ) is generated via RSA loss (1 k ).
More precisely, to a distinguisher D we associate its ΦA-advantage defined as
with inputs generated as above. As shown by [25] , RSA constitutes a lossy trapdoor permutation in the sense of [32] under ΦA by using the above two parameter generation algorithms. (We avoid giving a formal definition of lossy TDPs in the paper, since our results are specifically tied to ΦA.) We recall that we need e ≤ p 1/2−ε to avoid Coppersmith's attack [12, 29] 
Approximate Regularity on Subdomains
We start by defining variants of regularity we consider.
Notions of regularity on subdomains. Let f : D → R be a function from domain D to range R. We say that f is regular on D if |f −1 (y)| = |D|/|R| for every y ∈ R. Suppose f is regular. Let D ⊆ D be a subdomain.
where X ←$ D and X ←$ D .
Above "λ" is the approximation factor and "L 1 " indicates that we measure the regularity via the L 1 -norm.
We also consider the following "worst-case" regularity notion. For y ∈ R we denote by f −1 (y)[D ] the preimage set of y restricted to D , that is
In other words, L 1 -regularity is a bound on the L 1 -distance of a random image point from the subdomain from uniform, and L ∞ -regularity is a bound on the L ∞ -distance from uniform. The following proposition (which immediately follows from the definitions) will be useful:
Main technical question. We can now state the main (informal) technical question of this work. Consider the "lossy RSA" function RSA N ,e where (N , e ) is output by RSA loss (1 k ).
What is the approximate regularity of RSA N ,e on subdomains of Z N of sufficient size?
In Section 4 we answer this question for a variety of parameter setting and regularity notions in the case that the subdomain of certain forms, in particular those described by arithmetic progressions. In Section 5 we give applications of these results to hardcore bits of RSA, RSA PKCS v1.5 encryption, and RSA-OAEP encryption.
Bounds on Approximate Regularity of Lossy RSA
We give bounds on the approximate regularity of lossy of RSA for a variety of parameter settings as notions of regularity.
L 1 -Regularity for Random Translations
We consider expected L 1 -regularity of lossy RSA over random translation of a fixed subset. The following lemma says for any subset of sufficient size, we have good expected L 1 -regularity over a random translation of the subset. It can also be viewed as saying that exponentiation with a random offset modulo N is a strong seeded extractor. (However, this interpretation is just for understanding; we do not use the lemma this way.) Lemma 4. Let N = pq and e be such that e | p − 1 and gcd(e, q − 1) = 1. Let K ⊆ Z N such that |K| ≥ 4N/(eα 2 ) for some α ≥
where C, U , U ←$ Z N and X ←$ K.
The proof relies on a careful collision probability argument. One key piece of that argument is the observation that the random offset and exponentiation together behave like a universal hash function: for any two values a, b ∈ Z N , the ratio a+C b+C e is nearly uniformly distributed over e-th residues, conditioned on the denominator being invertible.
Proof. For ease of notation let P denote the distribution of (C, (C + X) e ) and U denote the distribution of (C, U e ) (we omit the "mod N " here and below when it is clear from context). Let K = |K|. Write P = P 1 + P 0 and U = U 1 + U 0 where P 1 denotes the distribution of P ∧ (C + X) e ∈ Z * N , P 0 denotes the distribution of P ∧ (C + X) e / ∈ Z * N , U 1 denotes the distribution of U ∧ U e ∈ Z * N , and U 0 denotes the distribution of U ∧ U e / ∈ Z * N . Note that
We bound each term with the following claims.
Claim.
Proof. We have
The first line above is by the Cauchy-Schwarz inequality, and the second is due to the fact that (P 1 − U 1 ) ⊥ 1, which follows from the observation that
where the first equality is because the marginal distribution of (C+X) e is that of U e . To bound Equation (1), note that supp(P 1 − U 1 ) = N φ(N )/e. Also,
where X, Y ←$ K and z denotes the common value of (C + X) e and (C + Y ) e . We have
where ω is an e-th root of unity modulo N (for which there are e possibilities); for the second-to-last line above we use the fact that X = Y iff ω = 1. Plugging the above into Equation (1) yields
as desired, where for the last inequality we use the assumption K ≥ 4N/(eα 2 ).
where the last inequality uses the assumption that α ≥
L ∞ -Regularity for Arithmetic Progressions
We next consider the L ∞ -regularity of lossy RSA on subdomains described by arithmetic progressions. We start with some definitions.
Arithmetic progressions. Recall that a subset P ⊆ [1, N ] is an arithmetic progression if it can be expressed as P = {σ + τ : 1 ≤ ≤ K} for some τ, σ = 0. Here σ is called the period of the arithmetic progression.
Gauss sums. We define a Gauss sum as
where a, d ∈ N, e(x) = e 2πix and e p (x) := e(x/p). Trivially one has |G p (a, d)| ≤ p. There are a variety of tighter bounds available for various choices of parameters which will be discussed later.
Connecting Gauss sums to Lossy RSA. First we show how estimates on Gauss sums imply results about approximate regularity of lossy RSA.
Lemma 5. Let N = pq and e be such that e | p − 1 and gcd(e, q − 1) = 1. Assume that
denote an arithmetic progression with (σ, N ) = 1, and let K = {(x, N ) = 1 : x ∈ P }. We then have that (assuming p, q > 2 and |K| ≥ max(p, q))
Proof. If a is not in the range of x → x e then Pr x←K [x e = a] = Pr x←Z * N [x e = a] = 0, so we assume that a is in the range. Next we recall some elementary number theory. We will identify an element x ∈ Z * m (m = p, q or N ) with its smallest positive integer representative which we will denote x. The Chinese remainder theorem gives the isomorphism Z * N ∼ = Z * p ⊕ Z * q . This isomorphism is explicitly given from Z * N to Z * p ⊕ Z * q by the map a → (a mod p, a mod q). Let S := {x ∈ Z * N : x e = a}, a p = a mod p, and a q = a mod q. Denote by S p := {x mod p : x ∈ S} = {u e = a p : u ∈ Z * p } and S q := {x mod q : x ∈ S} = {v e = a q : v ∈ Z * q }. Since (e, q − 1) = 1 we have that that map v → v e is a bijection on Z * q and hence |S q | = 1. We will denote this element as s q . The map u → u e on Z * p is e-to-1, so |S p | = e = |S|. Moreover, S p is a coset of a subgroup and can be represented as
Our goal is to estimate |K ∩ S|. Given a set S ⊆ Z * m (for m = p, q or N ), we will denote the associated indicator function as 1 S (x) → {0, 1}. Thus,
We can expand 1 Sp (x) = ξ∈Z * p 1 Sp (ξ)e p (xξ) where the Fourier coefficients 1 Sp (ξ) are given by
We have that
Thus 1 Sp (0) = e p−1 and | S p (ξ)| ≤ C e p−1 p θ−1 for ξ = 0. Let K := {x ≡ s q mod q : x ∈ K}. We wish to estimate |K | in terms of |K|. In what follows we make use of the assumption that (σ, N ) = 1 which prevents P from degenerating to a point when reduced mod p or mod q. Noting that K is obtained from P by sieving out elements congruent to 0 mod p and 0 mod q, we have that |P |(1−p −1 −q −1 )+O(3) = |K|. Now if we define I := {x ≡ s q mod q : x ∈ P } and E := {x ≡ 0 mod p : 
where we have used that p qp−p−q ≤ 1 (using that p, q > 2) and
. We now may express
Thus
Now I can be expressed as an arithmetic progression, I = {xq + b :
Using the inequality sin(πx) ≥ 2x for −1/2 ≤ x ≤ 1/2 and denoting the distance of a real number to the nearest integer by || · || the quantity above is ≤ 2 −1 ||ξqp −1 || −1 . Thus,
where we have used the inequality 
From our assumptions we have log |K| q + 1 ≤ log(|K|), and log |K| q + 1 + 1 ≤ 2 log(|K|). Now 1 + 2 −1 p × 2 log(|K|) ≤ 5 log(|K|). Using
This completes the proof.
Known estimates on Gauss sums. We now summarize some known estimates on G p (a, e). Throughout, we assume 1 ≤ a < p.
The first estimate is classical, the second and third are due to Heath-Brown and Konyagin [17] (with the explicit constants given by Cochrane and Pinner [11] ), and the fourth is due to Bourgain, Glibichuk, and Konyagin [8] . To the best of our knowledge explicit values of C δ have not been worked out. Also, see [27] and [7] for some additional refinements. Much more is believed to be true, in particular Montgomery, Vaughan, and Wooley [30] have made the following conjecture
where η → 0 as d and p/d tend to infinity.
Bounds on regularity of Lossy RSA. Combining the known estimates with Lemma 5 gives the following corollary.
Corollary 6. With the notation and assumptions of Lemma 5 we have
The map
Recall from Section 2 that we take e ≤ p 1/2−ε in our applications, and thus only the first two cases above are applicable. We include bounds for other parameter ranges in case they are useful for future work. (Indeed, we consider finding a relaxation of lossiness that avoids Coppersmith's attack but still allows our proof techniques to go through to be an interesting open problem.) We are also able to obtain improvements for some values of e and K by appealing to estimates for incomplete character sums, see the full version [28] for details.
Consequences of the MVW conjecture and comparison to collision probability bound. One may check that the Montgomery-Vaughan-Wooley (MVW) conjecture mentioned above would give ν-L ∞ -regularity for ν = O e 1/2 log 1/2 (p)
. 4 Thus, disregarding logarithmic factors the MWV conjecture implies λ-L 1 -regularity for λ = O( N/eK · N/K), whereas the collision probability bound in Section 4.1 gives λ = O( N/eK), which is which is always better since K ≤ N . However, when K ∼ N these bounds essentially agree and are both asymptotically around 1/ √ e.
Applications
We describe several applications of our results.
Large Consecutive Runs of Hardcore Bits for RSA
We can use our result on expected L 1 -regularity of lossy RSA over random translations given in Section 4.1 to derive new results on substrings of the RSA input that are hardcore.
Hardcore substrings. We begin by defining what it means for a substring of the input to be hardcore. For 1 ≤ i < j ≤ k, we say that the (i, j)-th substring of RSA is simultaneously hardcore (we omit "simultaneously" below, with it being understood) if the following two distributions are computationally indistinguishable:
To a distinguisher D we associate its hardcore-bits advantage defined as
Our result. We are now ready to state our result: Roughly, under ΦA, (1) the log e − 3 log(1/ε) most significant bits of RSA are hardcore, (2) the log e − 3 log(1/ε) least significant bits of RSA are hardcore, and (3) an arbitrary substring of log e − 4 log(1/ε) bits of RSA are hardcore. Typically, in practice the least significant bits are used, see e.g. [39] .
Theorem 7. Assume that ΦA holds for c and let ε > 0. Let 1 ≤ i < j ≤ n such that |j −i| ≤ log e− 4 log(1/ε) − 2. Then for any hardcore-bits distinguisher D against RSA there is a ΦA distinguisher D such that for all k ∈ N Adv
The running-time of D is that of D . In the special cases i = 1 or j = n (i.e., for the least significant or most significant bits), we only require |j − i| ≤ log e − 3 log(1/α) − 2.
The proof is in the full version [28] . The main idea is to note that, in Lemma 4, if we choose X appropriately, the (i, j)-th substrings of X and X + C in the lemma will be the same. To ensure this we need to choose X so that, with high probability, we avoid "overflow" modulo N , or a carry into the the i-th bit position in the addition. Ensuring this is why we pay an extra 2 log(1/ε) bits (versus Lemma 4) in the theorem in general.
Concrete parameters. Recall from Section 2 that with modulus size k = 2048 we can take log e to be roughly 430 bits for 80-bit security. Then, taking ε = 2 −80 in Theorem 7, we get 190 natural hardcore bits of RSA (either the 190 most significant bits or the 190 least significant bits). Similarly, with k = 3072 we get 688 bits of lossiness and 448 natural hardcore bits.
IND-CPA Security of PKCS #1 v1.5
We can use our results on L ∞ -regularity of lossy RSA on arithmetic progressions given in Section 4.2 to prove security of PKCS #1 v1.5 encryption.
PKCS #1 v1.5 encryption. Namely, define the "simple embedding" RSA-based encryption scheme defined as follows. Let µ, ρ such that µ + ρ + 32 = k be integer parameters. Define the randomized encoding function PKCS that takes plaintext x ∈ {0, 1} µ and coins r ∈ {0, 1} ρ and outputs PKCS(x; r) = x 00 16 r .
Define the encryption scheme Π PKCS = (Kg, Enc, Dec) by
Essentially such a scheme was adopted by PKCS #1 v1.5 and is still in widespread use. (In practice, as opposed to in the academic literature, r and x are switched; however, this doesn't affect our results.) 
The running-time of D is that of A.
Proof. (Sketch.) The first step of the proof is to replace (N, e) generated via RSA inj (1 k ) in the IND-CPA game with (N , e ) generated via RSA loss (1 k ). Now consider the distribution of a ciphertext C = (0002 16 x 00 16 R) e mod N for any fixed but arbitrary plaintext x ∈ {0, 1} µ , where R ∈ {0, 1} ρ is uniformly random. (Note that x may depend on N , e here, which are fixed in the argument below.) Notice subdomain {0002 16 x 00 16 r | r ∈ {0, 1} ρ } is described by the arithmetic progression of length 2 ρ , namely
(Variants of the scheme, e.g. where R and x are switched, are described by an arithmetic progression with a different period.) Proposition 3 tells us that lossy RSA is ν(φ(N )/e)-L 1 -regular on arithmetic progressions of length 2 ρ , and thus ∆(C, U e ) ≤ ν(φ(N )/e). Noting that U e is independent of x concludes the proof.
Concrete parameters. We can calculate concrete security bounds for the scheme according to our results on the L ∞ -regularity of lossy RSA on arithmetic progressions given in Section 4.2. As per Section 2 assume e = p 1/2−ε . Then according to part 2 of Corollary 6 we have that lossy RSA is ν-L ∞ -regular on arithmetic progressions of length K for
Now p = N 1/2 so e = N 1/4−ε/2 and thus
Unfortunately, we must use a very long modulus length to get any meaningful concrete bound. For example, consider modulus length k = 8192. By taking ε = .01 we get 80-bit security and approximately 128-bit messages. Hence, we view our result as a qualitative one (in the same vein, we note, for example, that the current concrete security reduction for RSA-OAEP requires modulus length 4096 [33] for a meaningful bound) and hope further work will improve the parameters.
Improved Security Reduction for RSA-OAEP
Finally, we can use our bounds on L ∞ -regularity of lossy RSA on arithmetic progressions given in Section 4.2 to improve the bounds given in [25] on CPA security of RSA-OAEP encryption scheme [4] , as adopted by PKCS #1 v2.1 as a replacement for the "simple embedding" scheme described above.
RSA-OAEP encryption. Let µ, ρ such that µ + ρ + 16 = k be integer parameters. Define the randomized encoding function OAEP that takes plaintext x ∈ {0, 1} µ and coins r ∈ {0, 1} ρ and outputs OAEP(x; r) = G(r)⊕x H(s)⊕r where u = t 2t + 2 (log λ + ρ − s − log t + 2) − µ + s + 2
The running-time of D is that of D.
Specifically, "log λ" term in the above theorem was absent in Part 2 of Theorem 4.2 [25] , but its presence here follows from their analysis (see "Proof of Part 1", pg. 14, of [25] ).
Concrete parameters. Notice that, in this application, as opposed to Section 5.2, we only need regularity on very large arithmetic progressions of length 2 k−16 (independent of µ, ρ) versus length 2 ρ in Section 5.2. More precisely, we need ν-L ∞ -regularity for say ν ≤ e/φ(N ) · 1/2 (rather than ν ≤ e/φ(N ) · negl(k)) to essentially lose nothing in the bound as compared to the bound of Part 2 of Theorem 4.1 in [25] (we lose just log 2 = 1 additional bit). Following our calculations in Section 5.2 we impose ν ≤ e φ(N ) N −δ =⇒ K ≥ 23 · N 31/32+3/8ε+δ · log N .
For modulus length k = 2048 we take take ε = .04 and δ = .001 for 80-bit security, and obtain log K ≥ 2032, meaning we can indeed fix 16 bits of the domain to zeros for ν-regularity. The concrete value of these of this savings is significant. For example, with k = 2048 we can support 274-bit messages for 80-bit security rather than 160-bits as obtained by the general bound of [25, Part 1, Theorem 4.2].
