Most previous research treats named entity extraction and classification as an end-to-end task. We argue that the two sub-tasks should be addressed separately. Entity extraction lies at the level of syntactic analysis while entity classification lies at the level of semantic analysis. According to Noam Chomsky's "Syntactic Structures," pp. 93-94 (Chomsky 1957), syntax does not appeal to semantics and semantics does not affect syntax. We analyze two benchmark datasets for the characteristics of named entities, finding that uncommon words can distinguish named entities from common text; where uncommon words are the words that hardly appear in common text and they are mainly the proper nouns. Experiments validate that lexical and syntactic features achieve state-of-the-art performance on entity extraction and that semantic features do not further improve the extraction performance, in both of our model and the state-of-the-art baselines. With Chomsky's view, we also explain the failure of joint syntactic and semantic parsings in other works.
Introduction
Named entity recognition (NER) is formally defined by (Grishman and Sundheim 1996; Chinchor 1997; Sang and Meulder 2003) , aiming to extract named entities from free text and classify the extracted named entities into certain categories. NER includes two sub-tasks: entity extraction and entity classification. 1 While most previous research treats the two sub-tasks as an end-to-end task (i.e., NER), the definitions of the two sub-tasks actually point to different central questions. The central question that entity extraction points to is what distinguishes named entities from common text; while the central question of entity classification is what distinguishes different types of named entities from each other.
Besides different central questions, entity extraction and entity classification lie at different levels of linguistic analysis. Entity extraction lies at the level of syntactic analysis while entity classification at the level of semantic analysis. 2 1 Term clarification: 'entity extraction' denotes the task of extracting named entities from free text; 'entity classification' denotes the task of classifying named entities into certain categories; and 'named entity recognition' denotes the task of treating entity extraction and classification as an end-to-end task.
2 Although entity extraction does not require to explicitly outline the sentences'
According to Noam Chomsky's "Syntactic Structures," pp. 93-94 (Chomsky 1957) , syntax does not appeal to semantics and semantics does not affect syntax. In this paper we focus on entity extraction, specifically, on the question Q1: what can distinguish named entities from common text? We also investigate the question Q2: whether do semantic features further improve the entity extraction performance?
To answer the question Q1 we analyze the named entities from two benchmark datasets and find two common characteristics. First, more than 92.2% of named entities contain uncommon words, which hardly appear in common text. Second, named entities are mainly made up of proper nouns; in the whole text, more than 84.8% of proper nouns appear in named entities, and within named entities, more than 80.1% of words are proper nouns.
The characteristics motivate us to design a conditional random fields (CRFs) (Lafferty, McCallum, and Pereira 2001) based learning method named UGTO to extract named entities from free text. Specifically, UGTO defines a constituent-based tagging scheme named UGTO scheme 3 that consists of four tags: U, G, T, and O. U encodes the Uncommon words, such as 'Boston.' G encodes the Generic modifiers and T encodes the Trigger words. Generic modifiers (e.g., 'of' and 'and') can appear in several types of named entities while trigger words appear in a specific type of named entities; for example, the trigger word 'University' appears in 'Boston University.' O encodes the words Outside named entity. In modeling, UGTO assigns one word with one UGTO tag under a CRFs framework, with lexical features and syntactic features. syntactic structure, we still need to learn their structure to determine the entities' boundaries. Our analysis (Section 3) shows that uncommon words/proper nouns can distinguish named entities from common text and they are lexical/syntactic features; and experiments (Section 5) validate that lexical and syntactic features achieve stateof-the-art performance on entity extraction and that semantic features do not further improve entity extraction performance, in both of our model and the state-of-the-art baselines. This demonstrates that entity extraction lies at the syntactic level and does not lie at the semantic level. On the other hand, classifying named entities into different categories requires to learn the entities' meanings; and a thread of research report that semantic information is much more effective than syntactic information for entity classification (as also known as entity typing) (Giuliano 2009; Ling and Weld 2012; Nakashole, Tylenda, and Weikum 2013) . This demonstrates that entity classification lies at the semantic level. 3 We use 'UGTO' to denote our method and use 'UGTO scheme' to denote the tagging scheme that UGTO defines. UGTO is inspired by TOMN (which defines a constituentbased tagging scheme to model time expressions) (Zhong and Cambria 2018) and like TOMN, UGTO overcomes the problem of inconsistent tag assignment that is caused by the position-based tagging schemes (e.g., IOBES scheme); UGTO therefore can fully leverage the information of the uncommon words and the information that depends on words, such as part-of-speech (POS). The difference between UGTO and TOMN lies in the differences between general named entities and time expressions. First, time expressions consist of only a small group of time-related words and those words can be collected wholly (e.g., only 350 distinct words in time expressions across four datasets) (Zhong, Sun, and Cambria 2017; Zhong and Cambria 2018) . General named entities instead contain countless words that it is difficult to collect all of them (e.g., 23,698 distinct words in named entities across CoNLL03 and OntoNotes* datasets). Second, POS tags cannot distinguish time expressions from common text (Zhong, Sun, and Cambria 2017; Zhong and Cambria 2018) and TOMN does not use the POS tags nor other syntactic features; however, the uncommon words, which can distinguish named entities from common text, are mainly proper nouns, a kind of POS tags. (To our knowledge, we are the first to combine uncommon words and proper nouns into a kind of features; see Section 4.) In practice, UGTO derives uncommon words based on the idea that words that hardly appear in training set's common text are likely to predict named entities. This process addresses the difficulty of collecting the whole entity-related words.
We evaluate UGTO against two representative state-ofthe-art methods. Experiment results demonstrate the effectiveness and efficiency of UGTO compared with the state-ofthe-art baselines. Moreover, experiments demonstrate that lexical and syntactic features achieve state-of-the-art performance on entity extraction and that, with answering the question Q2, semantic features do not further improve the entity extraction performance, in both of our model and the state-of-the-art baselines. This provides empirical evidence in terms of entity extraction supporting Chomsky's view that syntax does not appeal to semantics and semantics does not affect syntax (Chomsky 1957) . In addition, with Chomsky's view, we explain the failure of the joint syntactic and semantic parsings as a tradeoff between the two parsings (see Section 6 for details).
To summarize, we have the following contributions. • We recognize from two benchmark datasets the capability of the uncommon words and proper nouns to distinguish named entities from common text. • We design a CRFs-based learning method with a constituent-based tagging scheme to extract named entities from free text. Our method fully leverages the information of the uncommon words and addresses the difficulty of collecting the whole entity-related words. Experimental results validate the effectiveness and efficiency of our method and together Chomsky's syntactic theory (Chomsky 1957) suggest us to address the entity extraction and classification separately. • We use Chomsky's syntactic theory to explain the failure of joint syntactic and semantic parsings in other works. (Sang and Meulder 2003) .
OntoNotes* is a dataset derived from OntoNotes5 dataset (Pradhan et al. 2013) . OntoNotes5 is a portion of On-teNotes 5.0 corpus for named entity analysis and consists of 3,370 articles collected from different sources (e.g., newswire and web data) over a long period of time; it contains 18 entity types. 5 Although OntoNotes5 is a benchmark dataset, we find that its annotation is far from perfect. For example, "OntoNotes Named Entity Guidelines (Version 14.0)" states that the ORDINAL includes all the ordinal numbers and the CARDINAL includes the whole numbers, fractions, and decimals, but we find in common text 3,588 numeral words, 7.1% of the total numeral words. Besides, some sequences are annotated inconsistently; for the 'the Cold War,' for example, in some cases the whole sequence is annotated as an entity (i.e., '<ENAMEX>the Cold War</ENAMEX>'; where 'ENAMEX' is the annotation mark) while in some cases only the 'Cold War' is an entity (i.e., 'the <ENAMEX>Cold War</ENAMEX>').
To get a high quality dataset for named entity analysis, we derive a dataset named OntoNotes* from OntoNotes5 by removing the entity types 6 whose entities are mainly composed of numbers and ordinals and moving all the 'the' at the beginning of entities and all the "'s" at the end of entities outside their entities (e.g., all the "<ENAMEX>the Cold War 's</ENAMEX>" are changed to "the <ENAMEX>Cold War</ENAMEX> 's").
In setting the training, development, and test sets, we follow the setting by (Sang and Meulder 2003) for CoNLL03 and follow the setting 7 by OntoNotes5's author for OntoNotes*. 
Characteristics
Although the two datasets vary in source, corpus size, text genre, and concern different entity types, we find that their named entities demonstrate some similar characteristics. Characteristic 1 Named entity contains uncommon word(s); more than 92.2% of named entities each has at least one word that hardly appears in the common text. Table 2 reports the percentage of named entities that have words hardly appearing in common text (case sensitive); 'common text' here means the whole text with named entities excluded. The percentage is computed within a set that contains named entities and common text; and the set can be an entire dataset (e.g., CoNLL03 dataset) or only a splitting set (e.g., CoNLL03's training set). Within a set, for a word w, the rate of its occurrences in named entities over the ones in the whole text is defined by Equation (1):
where f entity (w) denotes w's occurrences in named entities while f common (w) denotes its occurrences in common text. If r(w) reaches a threshold t, then the word w is treated as hardly appearing in common text. For CoNLL03 and its splitting sets, t is set by 1; which means the word does not appear in common text. For OntoNotes* and its splitting sets, t is set by 0.95; because its annotation is imperfect: its common text contains some words that should be treated as named entities, such as 'American.' 8 We call such kind of words that hardly appear in common text uncommon words.
We can see that for a set, more than 92.2% of its named entities contain at least one uncommon word; and the phenomenon of uncommon words widely exists in CoNLL03 and OntoNotes* datasets as well as their training, development, and test sets. A corollary of this phenomenon is that for a dataset, the uncommon words of its development and test sets also hardly appear in the common text of its training set. This suggests that test set's words that hardly appear in training set's common text tend to predict named entities.
Characteristic 2 Named entities are mainly made up of proper nouns. In the whole text, more than 84.8% of proper nouns appear in named entities; and within named entities, more than 80.1% of the words are proper nouns.
We find that named entities are mainly made up of proper nouns. Table 3 lists the top 4 POS tags in named entities and their percentage over the whole tags in named entities (P entity ) and over the corresponding tags in the whole text (P text ). We can see that the top 4 POS tags in both of CoNLL03 and OntoNotes* are the same and they are NNP, JJ, NN, and NNPS. The P entity of proper nouns (including NNP and NNPS) reaches more than 80.1%, and this indicates that named entities are mainly made up of proper nouns. The P text of proper nouns reaches more than 84.8%, and this indicates that in the whole text, the proper nouns mainly appear in named entities. 9 Within named entities, the JJ words are mainly the nationality words (e.g., 'American').
Explanation
The phenomena of the uncommon words and proper nouns in named entities can be explained by the process of annotation. An annotator annotates a sequence of word(s) as a named entity primarily because the annotator encounters in the sequence certain word(s) (e.g., 'Boston') that should be treated as (part of) a named entity, after that determines the sequence's boundaries to get the named entity; and those words are mainly proper nouns. In perfect annotation, those words (e.g., 'Boston') would not appear in the common text of the dataset, including the training set and the test set.
UGTO: Named Entity Extraction with Uncommon Words
Characteristics 1 and 2 suggest that for a dataset, words of its development and test sets that hardly appear in the common text of training set tend to predict named entities; and they are mainly the proper nouns. This is our main idea for named entity extraction. Figure 1 visualizes the idea with a simple example: in the test set, words like 'Boston' and 'Reuters' that hardly appear in training set's common text are likely to predict named entities. In practice, such words are also called uncommon words and they include two kinds: the first kind appear in training set's named entities (e.g., 'Boston') while the second kind do not (e.g., 'Reuters'). Following we illustrate how we develop the idea in UGTO. UGTO models named entities under a CRFs framework and follows the CRFs procedure. UGTO includes four components: (1) uncommon word induction, (2) word lexicon, (3) UGTO scheme, and (4) named entity modeling.
Uncommon Word Induction 10
For each dataset, the first kind of uncommon words are induced from the annotated training set. At the beginning, 9 Ptext of proper nouns does not reach 100% mainly because individual dataset concerns certain types of named entities and partly because some NNP* words (e.g., 'SURPRISE/NNP DEFEAT/NNP') are POS tagging error. 10 In analysis (Section 3), we analyze the phenomenon of the uncommon words using each of the annotated sets; but in experiments (Section 4 and 5), we induce the uncommon words from the annotated training set and unannotated test set. there is an empty list L. For each word w in training set's named entities, we compute its rate (r(w)) of hardly appearing in common text by Equation (1). If r(w) reaches a threshold t, then we add w to L. Like the setting in Section 3, t is set by 1 for CoNLL03 and 0.95 for OntoNotes*.
The second kind of uncommon words are induced from the unannotated test set. They include the words (excluding those in L) that appear in the unannotated test set and do not appear in training set's common text. Inducing them is to extract out-of-vocabulary named entities. Note that they can be only used in the test phase, because the unannotated test set is not available in the training phase.
Word Lexicon
Word lexicon includes two kinds of entity-related words: entity token and modifier. Entity tokens are collected from external sources. We collect from the entity list provided by CoNLL03 shared task (Sang and Meulder 2003) some PER and LOC entity tokens and from Wikipedia 11 some LOC and MISC entity tokens. Modifiers are collected from training set according to the dataset's annotation guideline and include two kinds: generic modifier and trigger word. Generic modifiers can modify several types of entity tokens, such as 'of' and 'and'; while trigger words modify a specific type of entity tokens, such as 'Inc' modifies ORG entity tokens. Unlike previous works (Kazama and Torisawa 2007; Ratinov and Roth 2009 ) that use lexicon in word sequences, we use lexicon in words. For example, we do not use 'Boston University' but use 'Boston' and 'University.' Table 4 summarizes the number of entity tokens and trigger words; the generic modifiers include 17 words. We collect word lexicon for only CoNLL03's entity types and use them for CoNLL03 and OntoNotes* datasets. Note that the word lexicon is collected with only a little effort and the size of nationality words (i.e., MISC entity tokens) and modifiers is far smaller than the one of words in named entities (517 vs. 23,698).
UGTO Scheme
The constituent-based UGTO scheme consists of four tags: U, G, T, and O; they indicate the constituents of named entity: Uncommon word, Generic modifier, Trigger word, and the words Outside named entity. U encodes the uncommon words and entity tokens. G encodes the generic modifiers while T encodes the trigger words.
Named Entity Modeling
Named entity modeling includes two parts: feature extraction and model learning and tagging.
Feature Extraction
We extract three kinds of features: UGTO pre-tag features, word cluster features, and lexical & POS features. The ith word in text is denoted by w i .
UGTO Pre-tag Features. UGTO pre-tag features are designed to encode the information of the uncommon words and word lexicon under UGTO scheme. Specifically, a word is pre-tagged by U if it satisfies two conditions: (1) it appears in the list L induced in Section 4 (the first kind of uncommon words) or does not appear in the common text of training set (the second kind of uncommon words); (2) it has a POS tag of NNP* or is matched by the entity tokens or is hyphenized by at least one entity token (e.g., 'U.S.-based' and 'Englandoriented'). A word is pre-tagged by G if it is matched by the generic modifiers. A word is pre-tagged by T if it is matched by the LOC, ORG, and MISC trigger words; the word that is matched by the PER trigger words is pre-tagged by a separate tag of TP. Other words are pre-tagged by O.
Besides, we use two features to indicate whether a word is matched by entity tokens and whether a word is matched by nationality words or hyphenized by entity tokens.
Word Cluster Features. We follow previous works (Miller, Guinness, and Zamanian 2004; Liang 2005) to derive the prefix paths of 4, 8, and 12 bits from a hierarchical word clusters as features for a word. In experiments, we use the publicly available word clusters; specifically, we use bllip-clusters 12 for CoNLL03 and use the one 13 trained by OntoNotes 5.0 corpus (Pradhan et al. 2013) for OntoNotes*.
Lexical & POS Features. The lexical & POS features are widely used for NER and we extract three kinds of such features for w i : (1) the word w i itself, its lowercase, and its lemma; (2) whether its first letter is capitalized and whether it is the beginning of a sentence; and (3) For the UGTO pre-tag features and lexical & POS features, we extract them for w i in a 5-word window, namely the features of w i−2 , w i−1 , w i , w i+1 , and w i+2 . For the word cluster features we consider them for only the w i .
Labeling Tag Assignment. We use UGTO scheme as our labeling tags. The words outside named entity are assigned with O. Within named entities, a word is assigned with U if it appears in the list L or has a POS of NNP* or is matched by entity tokens (including those with hyphens); a word is assigned with T if it is matched by the LOC, ORG, and MISC trigger words; otherwise it is assigned with G. (Note that the UGTO scheme is used as a kind of features in feature extraction and as the labeling tags in sequence tagging.)
Model Learning and Tagging UGTO uses Stanford Tagger 14 to obtain word lemma and POS tags and uses CRF-Suite 15 with its default parameters for modeling.
Although UGTO focuses on named entity extraction, the baselines concern the end-to-end NER task and use the entity types. To keep the comparisons fair, we incorporate the entity types into the labeling tags during model learning and tagging but remove the entity types during the evaluation so as to report the results of entity extraction. (The model without incorporating entity types is left to the factor analysis.) For the baselines, we try to preserve their performance by keeping their settings but also remove the entity types during the evaluation.
Named Entity Extraction. After sequence tagging, we extract named entities from the tagged sequences. For the model that incorporates entity types in labeling tags, those words that appear together and are tagged with same entity type form a named entity. See Example (1) ∼ (3) in Table 5 . For the model without incorporating entity types, the U, G, and T words (i.e., non-O words) that appear together form a named entity. See Example (4) ∼ (6) in Table 5 . Baselines. Our baselines include StanfordNER (Finkel, Grenager, and Manning 2005) and LSTM-CRF (Lample et al. 2016 ). StanfordNER derives handcrafted features under CRFs with IO scheme (Inside-Outside). LSTM-CRF derives automatic features learned by long short-term memory networks (LSTMs) under CRFs with IOBES scheme (Beginning-Inside-End-Single-Outside). We use Stanford-NER as the representative of the traditional methods and use LSTM-CRF as the representative of the neural network based methods. For the two baselines, we use their source codes to report their performance on the datasets. 16
Evaluation Metrics. We use the CoNLL03 shared task's evaluation toolkit 17 to report the performance under the three standard metrics: P recision, Recall, and F 1 .
Overall Performance Table 6 reports the overall performance of UGTO and baselines on the datasets. 18 On CoNLL03, UGTO outperforms the baselines in all the measures. On OntoNotes*, UGTO achieves the best F 1 . In terms of error reduction, UGTO reduces up to 11.11% of errors in F 1 . Compared with Stan-fordNER which mainly treats the training set's named entities as a kind of dictionary, UGTO explicitly takes into account the training set's named entities and common text. Specifically, we induce two kinds of uncommon words and the second kind of uncommon words can help extract more out-of-vocabulary named entities. Consider the LSTM-CRF. According to literature, LSTM-CRF significantly outperforms StanfordNER in NER task on CoNLL03; LSTM-CRF achieves 90.94% of F 1 on CoNLL03's test set (Lample et al. 2016) while Stanford-NER achieves only 86.86% (Finkel, Grenager, and Manning 16 For StanfordNER, we use its 3.8.0 version with default setting except disuse the features of 'useSequences' and 'usePrevSequences' for saving memory; this setting training on CoNLL03 gets similar results compared with its provided model. For LSTM-CRF, we use its default parameters and its source code can be found at https://github.com/glample/tagger. 17 Official version (Perl): http://www.cnts.ua.ac.be/conll2000/ chunking/conlleval.txt; an alternative (Python): https://github. com/spyysalo/conlleval.py 18 Note that Table 6 and 7 report only the performance of entity extraction.
2005
). However, LSTM-CRF performs comparably with StanfordNER (and worse than UGTO) in entity extraction (see Table 6 ). That means the features learned by LSTM-CRF for entity classification do not improve the entity extraction performance. This gives 'no' answer to the question Q2 and supports Chomsky's view that semantics does not affect syntax (Chomsky 1957) .
Factor Analysis
We conduct controlled experiments to further investigate the question Q2 and analyze the impact of the main factors that are used in UGTO. Because of limited space, we report the results on only the test sets in Table 7 .
To further investigate the question Q2 we add to UGTO the GloVe embeddings, which are trained on Wikipedia 2014 and Gigaword 5 corpora to compute semantic vectors for words (Pennington, Socher, and Manning 2014) . We try all the 50, 100, 200, and 300 dimensional embeddings and the 50 dimensional version achieves the best result and we report that result. Table 7 shows that the embedding features do not further improve the extraction performance. This further confirms that the semantic features do not improve the syntactic extraction and supports Chomsky's view (Chomsky 1957 ) that semantics does not affect syntax.
To analyze the impact of the UGTO pre-tag features we remove them from UGTO. From Table 7 we can see that the UGTO pre-tag features significantly improve the performance, with about absolute 2.0% improvements. This confirms the predictive power of the uncommon words.
To analyze the effect of addressing the difficulty of collecting the whole entity-related words, we remove the PER and LOC entity tokens from UGTO but keep the UGTO pretag features and other word lexicon; because the nationality words and modifiers are in a small size and they can be collected with little effort (see Section 4). We can see that the PER and LOC entity tokens improve the performance but their impact is far less significant than the impact of the UGTO pre-tag features. That means UGTO addresses that difficulty at the cost of only a little accuracy.
Entity types improve the performance, due to their function of separating some consecutive entities (compare Example (3) and (6) in Table 5 ). CoNLL03 dataset contains 304 pairs of consecutive entities, 1.73% of the total named entities; OntoNotes* contains 905 pairs, 1.78% of total. A post-processing should be helpful but we do not conduct in UGTO so as to keep the comparisons fair. Word clusters are helpful in UGTO (about 0.4% improvement) but not significant as their impact in some other works (Miller, Guinness, and Zamanian 2004; Liang 2005; Ratinov and Roth 2009; Owoputi et al. 2013) . Such little help is also reported by (Liu et al. 2011 ). The reason is that the uncommon words and UGTO pre-tag features already play a similar role as word clusters in connecting words at the abstraction level and improving the coverage. Table 8 reports the runtime that UGTO and baselines cost to complete a whole training and test process on a Mac laptop (1.4GHz CPU and 8GB memory). LSTM-CRF is implemented by Python2.7; StanfordNER is by Java; and UGTO is by java with CRFSuite (which uses C). If ignoring the impact of the programming language, UGTO is more efficient than the two baselines, especially on the large-scale OntoNotes* dataset.
Efficiency

Discussion
Failure of Joint Syntactic and Semantic Parsings
If you accept Chomsky's view that syntax does not appeal to semantics and semantics does not affect syntax (Chomsky 1957), you will immediately understand why most works for joint syntactic and semantic parsings fail to further improve the performance compared with the best separate models. Sutton and McCallum report that their approach for joint syntactic parsing and semantic role labeling gets negative results (Sutton and McCallum 2005) . In the CoNLL08 shared task on joint syntactic and semantic parsings (Surdeanu et al. 2008) , the system developed by Johansson and Nugues achieves the best results, but they train separate syntactic and semantic submodels; they also report that their joint model fails to improve the performance compared with their submodels (Johansson and Nugues 2008) . In the CoNLL09 shared task for joint syntactic and semantic parsings in multiple languages, the systems that perform the best are the ones that consider only the semantic parsing (Hajič et al. 2009 ). Recently, several researchers try a series of techniques to develop joint models for syntactic and semantic parsings on CoNLL08 and CoNLL09 datasets, but none of them can further improve the performance compared with the best separate models (Lluís, Carreras, and Màrquez 2013; Henderson et al. 2013; Swayamdipta et al. 2016; Shi and Zhang 2017) . (The only successful joint model for syntactic and semantic parsings we could find in literature is the one developed by Li et al.; their joint model improves the performance on the Chinese datasets over their own pipeline model, without compared with the best separate models (Li, Zhou, and Ng 2010) .) The reason of these failure is that in theory, syntax and semantics lie at different levels of linguistic analysis (Chomsky 1957; Katz and Fodor 1963) ; in practice, joint modeling of the syntactic and semantic parsings requires a tradeoff between the two parsings, and in that tradeoff the two parsings would affect each other.
Success of Joint Tasks at Same Level
Although it is discouraging to jointly model multiple tasks across the syntactic and semantic levels, it is promising to jointly model multiple tasks at the same level. Zhang and Clark jointly model Chinese word segmentation and POS tagging (Zhang and Clark 2008) ; Toutanova and Cherry jointly model lemmatization and POS tagging (Toutanova and Cherry 2009); Finkel and Manning jointly model NER and syntactic parsing (Finkel and Manning 2009a; . These joint models successfully further improve the performance over the individual tasks. (The improvement in NER should be attributed to the improvement in entity extraction.) The reason of these success is that both of the individual tasks lie at the syntactic level and philosophically follow the same syntactic system and therefore can enhance each other.
Conclusion
We find from two benchmark datasets that uncommon words and proper nouns can distinguish named entities from common text and they are lexical and syntactic features. Experiments validate that lexical and syntactic features achieve state-of-the-art performance on entity extraction and that semantic features do not further improve the entity extraction performance, in both of our model and representative state-of-the-art baselines. This provides empirical evidence in terms of entity extraction supporting Chomsky's view that syntax does not appeal to semantics and semantics does not affect syntax (Chomsky 1957) . With Chomsky's view, we also explain the failure of the joint syntactic and semantic parsings in other works. More generally, Chomsky's syntactic theory together with the empirical results of our work and those works of joint syntactic and semantic parsings suggests us not to jointly model multiple tasks across the syntactic and semantic levels.
