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Abstract
A spatio-temporal model for precipitation is presented. It is assumed that precipitation follows a censored and
power-transformed normal distribution. Through a regression term, precipitation is linked to covariates. Spatial and
temporal dependencies are accounted for by a latent Gaussian variable that follows a Markovian temporal evolution
combined with spatially correlated innovations. Such a speciﬁcation allows for nonseparable covariances in space
and time. Further, the Markovian structure yields computational eﬃciency and it exploits in a natural way the unidi-
rectional ﬂow of time. In addition, the model is space as well as time resolution consistent. The model is applied to
three-hourly Swiss rainfall data, collected at 26 stations.
Keywords: Precipitation modeling, Space-time model, Bayesian hierarchical model, Markov chain Monte Carlo
(MCMC) method, Censoring, Gaussian random ﬁeld
1. Introduction
Precipitation is a very complex phenomenon that varies in space and time. It can be characterized by statistical
models. Statistical models are used to address important problems in areas such as agriculture, climate science,
ecology, and hydrology. They can be used as stochastic generators to provide realistic inputs to ﬂooding, runoﬀ, and
crop growth models. Moreover, they can be applied as components within general circulation models used in climate
change studies, or for postprocessing precipitation forecasts.
A characteristic feature of precipitation is that its distribution consists of a discrete component, indicating occur-
rence of precipitation, and a continuous one, determining the amount. As a consequence, there are two basic statistical
modeling approaches. The continuous and the discrete part are either modelled separately ([1], [2], [3]) or together
([4], [5], [6], [7], [8]).
Since precipitation exhibits structured variation across space and time, models need to incorporate spatial as well
as temporal dependencies. A simple approach combines correlations at a single site across time with correlations at
a single time point across space. For realistic models for data where the time spacing is relatively small, e.g., smaller
than a day, this is not enough, and a non-separable spatio-temporal covariance structure is needed.
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2. The model
The model presented in the following determines the distribution of the rainfall amounts and the probability of
rainfall together by using a censored distribution. Originally, this approach goes back to Tobin [9] who analyzed
household expenditure on durable goods. For modeling precipitation, [10] took up this idea and modiﬁed it by
including a power-transformation for the non-zero part so that the model can account for skewness. The model
presented in the following is a regression model, which means that precipitation is linked to covariates. Spatio-
temporal dependencies are modeled via a latent Gaussian process that follows a temporal autoregressive convolution
with spatially correlated innovations.
To be more speciﬁc, let the rainfall Yt(si) at time t = 1, . . . ,T on site si, i = 1, . . . ,N, depend on a latent normal
variable Wt(si) through
Yt(si) = 0, if Wt(si) ≤ 0,
= Wt(si)λ, if Wt(si) > 0,
(1)
where λ > 0. The latent variable Wt(si) can be interpreted as a precipitation potential.
The variables Wt(si) are assumed to depend linearly on the regressors xt(si) ∈ Rk with an error term showing both
spatial and temporal correlations. For notational convenience, we split the error term into an uncorrelated “nugget”
part νt(si) and a part t(si) accounting for correlations,
Wt(si) = xt(si)T b + t(si) + νt(si), (2)
where b ∈ Rk and the νt(si) are independent and identically distributed (iid), νt(si) ∼ N(0, τ2), τ2 > 0.
2.1. Modeling spatio-temporal dependencies
For modeling the process t(si), we assume an explicit time evolution with spatially correlated innovations ([11],
[12]). Writing  t = (t(s1), . . . , t(sN))′, it is assumed that
 t = φGt−1 + ξt, G ∈ RN×N . (3)
Note that we assume a linear autoregressive function, i.e., a vector autoregression, so that  t remains Gaussian for all
t. The innovations ξt are assumed to be independent over time and to follow a stationary, isotropic Gaussian random
ﬁeld with mean zero, ξt ∼ N(0, σ2 · Vρ0 ), σ2 > 0. It is assumed that the spatial covariances depend on the distances
between sites through an exponential covariance function, i.e.,
(
Vρ0
)
i j
= exp
(
−di j/ρ0
)
, ρ0 > 0, 1 ≤ i, j,≤ N,where
di j denotes the distance between two sites i and j.
In contrast to assuming an explicit space-time covariance function (see, e.g., [13], [14], [15], [16], [17]), we
exploit the unidirectional ﬂow of time. This approach has computational beneﬁts, compared to an explicit space-time
covariance speciﬁcation, since it allows for a convenient factorization of the likelihood, thus avoiding extensive matrix
decompositions.
2.2. The convolution autoregressive model
The N × N matrix G governing the evolution is speciﬁed using a parametric function. This has the obvious
advantage that less parameters are needed than in the general case, in which each entry in the matrix has to be
estimated, resulting in N2 parameters. Moreover, the parametric approach allows for making predictions at sites
where no measurements are available, which is often essential in applications.
We propose to use a model that is motivated by an autoregressive convolution of the form
t(s) = φ
∫
R2
hθ(s − s′)t−1(s′)ds′ + ξt(s), s ∈ R2, (4)
where hθ(·) is a parametric spatial convolution kernel with parameters θ. We opt for a Gaussian kernel, hθ(·),
hθ(s − s′) = exp
(
−(s − s′ − μ)TΣ−1(s − s′ − μ)
)
, (5)
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where θ is the vector containing the elements of μ and Σ. [18] show that the Gaussian function is the only kernel for
a stationary, continuous time process that satisﬁes a reasonable constraint called the Lindeberg condition.
For our application, we restrict the area over which the integral is taken to the area A ⊂ R2 in which the measure-
ment sites lie. The integral is then approximated as follows. Assuming that the t(si)’s lie on a grid with disjoint cells
Ai, i = 1, . . . ,N, A =
⋃N
i=1 Ai, we approximate
t(si) = φ
∫
A
hθ(si − s′)t−1(s′)ds′ + ξt(si) ≈ φ
N∑
j=1
hθ(si − s j)t−1(s j)|Aj| + ξt(si), (6)
where |Aj| denotes the area of cell Aj. If the sites si do not lie on a regular grid, we propose to use the Voronoi
tessellation ([19]) which decomposes the space as follows. Each site si has a corresponding Voronoi cell consisting of
all points closer to si than to any other site s j, j  i. See, e.g., [20] for more details.
Regarding the determination of the area A, we ﬁrst calculate the Voronoi tessellation R2 =
⋃N
i=1 A˜i. The area of
the cells at the border is then set equal to the average of the neighbouring non-border cells. In Figure 1, an example
of the Voronoi tessellation, used in the application below, is shown.
The choice of A also needs to be speciﬁed. Rather than specifying somewhat arbitrarily an area A, over which the
convolution is made, we ﬁrst calculate the Voronoi tessellation R2 =
⋃N
i=1 A˜i. The area of the cells at the border is
then set equal to the average of the neighbouring non-border cells, thus obtaining a tessellation Ai, i = 1, . . . ,N, that
yields an area A =
⋃N
i=1 Ai. In Figure 1, an example of the Voronoi tessellation for the Swiss stations, used in the
application below, is shown.
2.3. Speciﬁc parametrizations of the kernel function
Concerning the parameters μ and Σ of the kernel, note that μ is a parameter that can be interpreted as an external
drift, whereas Σ determines the range of spatial correlation and can account for non-isotropy.
First, assuming no external drift and isotropy, we consider
μ = 0 and Σ−1 =
⎛⎜⎜⎜⎜⎜⎝
1
ρ21
0
0 1
ρ21
⎞⎟⎟⎟⎟⎟⎠ . (7)
The convolution kernel then reduces to hθ(s − s′) = exp
(
− ((s − s′)/ρ1)2
)
. This model will be referred to as the
isotropic convolution autoregressive model.
An extension is obtained by relaxing the isotropy assumption and by allowing for μ  0. Let
μ = R ·
(
cosϕ
sinϕ
)
and Σ−1 =
(
cosα/A sinα/A
− sinα/B cosα/B
)T ( cosα/A sinα/A
− sinα/B cosα/B
)
, (8)
where R ≥ 0, ϕ ∈ [−π, π], 0 ≤ A ≤ B, and α ∈ [−π/2, π/2]. The drift term μ could even be time dependent. For
instance, if information on wind is available, this quantity would lend itself naturally to be used as drift. We call this
model the non-isotropic drift convolution autoregressive model.
Finally, taking G to be the identity, a simple time autoregressive model ([21]) is obtained
t = φ t−1 + ξt. (9)
With this speciﬁcation, each point at time t−1 only has an inﬂuence on itself at time t. I.e., there is no spatio-temporal
interaction. Henceforth, we will refer to this model as the simple autoregressive model.
2.4. Discussion of the model
The convolution model has the advantage that it is “space resolution consistent”, i.e., it retains its temporal Marko-
vian structure if a site is removed and the distribution of the latent process does not depend on the locations of the
stations.
A random ﬁeld t(s), (s, t) ∈ R2 × R is said to have a separable covariance structure (see [22]) if there exist
purely spatial and purely temporal covariance functions CS and CT , respectively, such that cov(t1 (s1), t2 (s2)) =
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CS (s1, s2) · CT (t1, t2). The convolution based approach allows for nonseparable covariance structures, whereas the
simple autoregressive model has a separable covariance structure.
Finally, concerning stationarity of  t, we note that the largest eigenvalue of φG needs to be smaller than 1 in order
that  t is stationary. In our application, we check this condition after ﬁtting the models.
2.5. Fitting
Fitting is done using a Markov chain Monte Carlo method (MCMC) known as the Metropolis-Hastings algorithm
([23], [24]).
In analogy to  t, we deﬁne the vectors Wt, t = 1, . . . ,T , as Wt = (Wt(s1), . . . ,Wt(sN))′. Since we have censored
data and sometimes missing values, we follow a data augmentation approach proposed by [25]. Our goal is then to
simulate from the joint posterior distribution of τ2, σ2, φ, ρ0, θ, λ, b,  = (1, . . . , T ), 0,W = (W1, . . . ,WT ). We note
that those Wt(si) that correspond to observed values above zero Yt(si) > 0 are known. In that case, the full conditional
distribution consists of a Dirac distribution. The prior distributions are speciﬁed as P[τ2, σ2, φ, ρ0, ρ1, λ, b, 0] ∝
1
τ2
1
σ2
P [θ] P
[
0|σ2, ρ0
]
with 0 having a normal prior P[0|σ2, ρ0] = N(0, σ2 · Vρ0 ). The prior of θ is deﬁned in the
application in Section 3.
The joint posterior distribution is then proportional to
(
1
σ2
)(N(T+1))/2+1 ( 1
τ2
)NT/2+1
|Vρ0 |−(T+1)/2
∏
Yt(si)>0
Yt(si)1/λ−1
λ
· exp
(
−1
2
1
σ2
′0V
−1
ρ0
0
)
· P[θ] · 1{Wt(si)≤0;Yt(si)=0}
· exp
(
− 1
2
T∑
t=1
1
τ2
||Wt − xTt b −  t ||2 +
1
σ2
(
 t − φg( t−1)
)′
V−1ρ0
(
 t − φg( t−1)
))
.
(10)
The product in the ﬁrst line is the Jacobian for the power transformation in (1).
For most parameters, including the latent ﬁeld, we have known distribution functions as full conditionals. Gibbs
steps ([26]) are therefore applied for these parameters. For λ, ρ0, and θ, Metropolis steps will be used. In doing so, ρ0
and θ are sampled together.
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Figure 1: Locations of stations. Both axis are in km using the Swiss coordinate system (CH1903). The lines illustrate the Voronoi tessellation. The
boundary cells are represented by circles. The area of a circle corresponds to the area of a boundary cell and is determined as outlined in Section
2.2
3. An application
3.1. The data
The models are applied to a dataset of three-hourly precipitation amounts collected by 26 stations around the Swiss
Middleland between December 2008 and March 2009. The data is kindly provided by MeteoSchweiz. The locations
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of these stations are shown in Figure 1.
The covariates consist of the x- and y-coordinates, altitude, global radiation, relative air humidity 2 m above
ground, sunshine duration, and air temperature. Covariates are centered around their means in order to avoid cor-
relations of the regression coeﬃcients with the intercept and to reduce posterior correlations. We also include an
interaction term of the coordinates, and the squared altitude. Occasionally, some covariates are not observed at all lo-
cations. In that case, we apply spatial interpolation using thin plate splines ([27], [28]). The number of basis functions
is chosen using generalized cross-validation ([29]).
3.2. Results
The three diﬀerent models (see (7), (8), and (9)) presented in Section 2 were ﬁtted. Concerning the isotropic
convolution model as deﬁned in, we observe very strong posterior correlation between φ and ρ1 when using non-
informative priors. This results in strong autocorrelation and slow mixing properties of the corresponding Markov
chains. This problem appears similar to the diﬃculties in model-based geostatistics when estimating the variance and
scale parameters of the exponential covariogram (see, e.g., [30], [31], [32], [33], [34]). Hence, we ﬁt the isotropic con-
volution model for various choices of ρ1 and then select the one which minimizes the deviance information criterion
(DIC) ([35]).
Concerning the non-isotropic drift convolution model, we assume a uniform prior on [−π/2, π/2] for α, a uniform
prior on [−π, π] for ϕ, and independent and locally uniform priors for A, B, and R, i.e., P[A, B,R] ∝ 1. Here, we do
not observe such slow-mixing problems as in the case of the isotropic model.
For all models, after a burn-in of 5′000 draws, 495′000 samples from the Markov chain were used to characterize
posterior distributions. Convergence was monitored by inspecting trace plots.
Model checking was done as brieﬂy outlined in the following. We use a tool called the Primary Posterior Pre-
dictive Distribution (PPPD), see [36] for more details, for selecting the model that provides the best ﬁt to the spatio-
temporal dependencies observed in the data. Based on this, we conclude that the simple autoregressive model does
not accurately account for the spatio-temporal correlations. This is a clear indicator that the separability assumption is
too restrictive and needs to be relaxed. On the other hand, both the isotropic convolution model and the non-isotropic
drift convolution model provide good ﬁts to the spatio-temporal dependence structure of the observed precipitation.
Since the isotropic convolution model has a lower DIC than the non-isotropic drift convolution model, we conclude
that the isotropic convolution model provides the best ﬁt to the data. We have also examined the ﬁt of the marginal
distribution at individual stations and found good agreement between observed quantities and ﬁtted ones.
4. Conclusion
A spatio-temporal model for precipitation has been presented. The model determines the probability of rainfall
and the rainfall amount distribution together. This is done using a latent Gaussian variable that depends linearly
on covariates. A Markovian temporal evolution with spatially correlated innovations accounts for spatio-temporal
dependency.
The model can be extended by relaxing one or several important assumptions. First, an external drift, such as
wind, can be included in the speciﬁcation of the autoregressive kernel function. In the case of spatially high resolved
data, the innovation terms can be Markov random ﬁelds. Finally, the primary parameters might evolve dynamically
over time.
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