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ABSTRACT
Time series analysis allows for the determination of the Power Spectral Density (PSD)
and Probability Density Function (PDF) for astrophysical sources. The former of these
illustrates the distribution of power at various timescales, typically taking a power-
law form, while the latter characterises the distribution of the underlying stochastic
physical processes, with Gaussian and lognormal functional forms both physically
motivated. In this paper, we use artificial time series generated using the prescription
of Timmer & Koenig to investigate connections between the PDF and PSD. PDFs
calculated for these artificial light curves are less likely to be well described by a
Gaussian functional form for steep (Γ ' 1) PSD indices due to weak non-stationarity.
Using the Fermi LAT monthly light curve of the blazar PKS2155-304 as an example,
we prescribe and calculate a false positive rate which indicates how likely the PDF
is to be attributed an incorrect functional form. Here, we generate large numbers of
artificial light curves with intrinsically normally distributed PDFs and with statistical
properties consistent with observations. These are used to evaluate the probabilities
that either Gaussian or lognormal functional forms better describe the PDF. We use
this prescription to show that PKS2155-304 requires a high prior probability of having
a normally distributed PDF, P(G) ≥ 0.82, for the calculated PDF to prefer a Gaussian
functional form over a lognormal. We present possible choices of prior and evaluate
the probability that PKS2155-304 has a lognormally distributed PDF for each.
Key words: methods: data analysis – galaxies: jets – accretion, accretion discs
1 INTRODUCTION
Time series analysis is crucial to study periodic and tran-
sient phenomena in astrophysics. Rapid X-ray variability is
a common feature in the time series of compact accreting ob-
jects such as Black Hole X-ray Binaries (BHXRBs) (Shakura
& Sunyaev 1973) and Active Galactic Nuclei (AGN) (Urry
& Padovani 1995), which also display rapid variability in
high energy γ-rays (e.g. Nakagawa & Mori 2013). The phys-
ical origin of this variability is likely related to underlying
physical processes occurring in the object which can leave
an imprint in the time series properties (Sinha et al. 2018).
One common property of astrophysical time series used
to examine variability in astrophysical time series is the
Power Spectral Density (PSD), which quantifies the amount
of power in given frequencies sampled by the time se-
ries. This is typically estimated by utilising the method of
Bartlett (1948), where the time series is divided into M non-
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overlapping sections for which the discrete Fourier transform
(DFT) is calculated, and the PSD is taken as the mean of the
DFTs calculated for each individual section. The functional
form of the PSD is often approximately that of a power law,
which may include a characteristic break separating regions
of different spectral indices (e.g. Uttley et al. 2002).
Another property of a time series is the Probability Den-
sity Function (PDF), which can be obtained by forming a
histogram of the flux values of an individual light curve.
A PDF effectively quantifies the probability of a particular
source being observed at a given flux value. If a time series
is represented by a model containing an additive sequence
of independent random variables, then it is said to be linear.
Here, the time series y-values are expected to be normally
distributed via the central limit theorem, where y represents
a desired measured quantity such as flux. Accordingly, the
PDF is well described by a Gaussian functional form. If the
functional form of the PDF deviates from a Gaussian this
may be indicative of underlying physical processes occurring
in the source of interest. One such distribution known to oc-
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cur in nature is the lognormal distribution, which can occur
in the case of the random constituent elements in a time se-
ries elements being multiplicative rather than additive (e.g.
Uttley et al. 2005; Heyde 2010).
PDFs have increasingly been computed for astrophysi-
cal sources (Uttley et al. 2005), with lognormality ubiquitous
in BHXRBs (Gleissner et al. 2004; Heil et al. 2012) and also
inferred from PDFs calculated by flux binning several blazar
light curves first in X-rays (Giebels & Degrange 2009) and
optical (Smith et al. 2018) and later in GeV gamma-rays
(Kushwaha et al. 2017) and across the electromagnetic spec-
trum (e.g. Chevalier et al. 2015; Sinha et al. 2016). Though
these characteristics have been speculated as applying to all
accretion powered compact objects exhibiting rapid variabil-
ity (e.g. Uttley et al. 2005), the physical origin, and whether
such behaviour generally applies to the blazar population, is
currently unknown. The physical motivation for lognormally
distributed time series in BHXRBs arises from accretion disc
flicker models (e.g. Lyubarskii 1997; Kotov et al. 2001; King
et al. 2004; Are´valo & Uttley 2006). Here, fluctuations of
the accretion rate propagate inwards through the disc caus-
ing the modulation of faster fluctuations at smaller radii.
Fluctuations in the X-ray flux are proportional to variations
in the accretion rate, resulting in the source PDF being ac-
curately described by a lognormal function. Observations of
long-term lags in optical emission relative to X-rays are con-
sistent with this model as optical and X-ray emitting regions
of the accretion disc are modulated together (Breedt et al.
2009). It has been further speculated that lognormal PDFs
from AGN jets could be indicative of a disc-jet connection
(McHardy 2008).
In this paper, we use simulations of artificial time se-
ries to investigate the fundamental relationship between the
PSD and PDF, both of which are important properties of
astrophysical sources. We begin by investigating the impact
on a steepening PSD spectral index on the functional form of
the PDF, before looking at how changing the minimum and
maximum frequencies sampled in the light curve affect the
PDF. We then use these results to motivate a prescription
for a false positive fraction, which quantifies the probabil-
ity of incorrectly measuring the wrong PDF from a source
in which the intrinsic PDF has a different functional form.
Specifically, we consider the case where we the true source
PDF can only be either Gaussian or lognormal, and gener-
ate many artificial time series for each of these known PDF
functional forms. We base our light curve time sampling on
Fermi Large Area Telescope (LAT) monthly light curves for
our artificial blazar time series and incorporate the measured
PDF spectral index into our false positive calculation. We
conclude by computing the false positive posterior probabil-
ity for determining the correct PDF functional form for the
blazar PKS2155-304 as an example.
2 TIME SERIES SIMULATIONS
Observed time series are necessarily discrete, which leads to
difficulties computing the PSD. These include red noise leak-
age (Harris 1978), the effects of which can be mitigated by
simulating a longer light curve (≥ 10 times the desired time
series length) such that power is contained in frequencies
lower than the minimum sampled by the time series (Uttley
et al. 2002). The finite time resolution can also lead to alias-
ing effects (e.g. Kirchner 2005). This occurs when frequencies
higher than the sampling frequency are present in the time
series and add additional power to lower frequency elements
and is prevented by Nyquist sampling where the data is sam-
pled at at least twice the desired maximum. When produc-
ing artificial time series, the effects of aliasing can be avoided
by generating time series from a known PSD, in which the
resultant light curves are sampled at the desired Nyquist
frequency (Uttley et al. 2002). Artificial, user-defined, time
series alleviate further issues that may affect data time series
such as uneven sampling or variable signal to noise levels.
Additionally, time-series simulations can be used to gener-
ate an ensemble of “realistic” lightcurves i.e. those matching
the cadence of observations and with comparable statistical
moments. This ensemble can be used to provide statistical
tests including computing the significance of a test; an exam-
ple of this is found in Romoli et al. (2018). Presently there
are two main prescriptions used to simulate artificial light
curves which are outlined in the following subsections.
2.1 PSD Functional Forms
In the GeV γ-ray regime, the BL Lacs and FSRQ sub-classes
of AGN, which are those which have their relativistic jets
pointed along a sight-line close to that of the Earth, have
PSDs well described by a single power law with average
spectral indices of 1.7 and 1.5, respectively (Abdo et al.
2010) (see also Nakagawa & Mori (2013)). Accordingly, one
method of generating artificial time series relies on the def-
inition of a power law PSD, PPL(ν), which quantifies the
power per unit frequency at frequencies ν. This is defined
as,
PPL(ν) = Aν−Γ (1)
for some normalisation A and power law index Γ. Alterna-
tively, many compact object sources have been shown to
have a broken power law (BPL) PSD, which has been calcu-
lated using X-ray observations of BHXRBs (e.g. Wijnands
& van der Klis 1999; Pottschmidt et al. 2003; Belloni et al.
2005) and AGN (e.g. Marshall 2015), which can also have
broken power law PSDs in the optical (Smith et al. 2018).
These PSD typically begin with a white noise index of Γ = 0
which transitions to pink or red noise at a characteristic
break frequency which may be related to a characteristic
cooling timescale of the emitting population (e.g. Ishibashi
& Courvoisier 2012).
The functional form of a BPL PSD is defined as,
PBPL(ν) =
{
Aν−Γ1 ν ≤ νb
Aν(Γ2−Γ1)b ν
−Γ2 ν > νb
(2)
transitioning in spectral index at a given break frequency,
νb. For observed time series, the PSD index often flattens
towards the low frequency end of the power spectrum due
to finite observation length and sampling of the time series
(Ishibashi & Courvoisier 2012).
2.2 Timmer-Koenig Simulations
A popular prescription for the generation of simulated time
series is the method of Timmer and Ko¨nig (Timmer &
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Koenig 1995, hereafter TK95). TK95 simulations essentially
generate artificial lightcurves with power-law noise that are
easily extendable to other user-defined forms and have Gaus-
sian PDFs. The method starts assuming a power spectral
shape describing a time-series with a general power-law type
noise such as white (0.0), pink (1.0) or red (2.0) noise. Us-
ing this, real and imaginary parts of Fourier amplitudes are
drawn from a Gaussian distribution with a normalisation
such that the variance is that of the observed (or user de-
fined) lightcurve. These Fourier amplitudes are used to re-
construct the time-series which is now a realisation of the
underlying distribution of the physical process driving vari-
ability that we wish to probe. As stated in TK95, this en-
sures that we have simulated lightcurves that preserve the
observed variability properties to 1st order (as mean and
variance is matched with observations). In doing so, as usual
the length or duration of the simulated lightcurve is a factor
≥ 10 longer than the observed lightcurves to avoid red noise
leakage or loss of power in the longer timescales.
The discrete inverse Fourier transform (DiFT) of this
artificial PSD yields a simulated data set with a PSD con-
sistent with the desired user-defined PSD. This method
can also be used to produce artificial light curves with the
same PSD as a given data set by performing a discrete
Fourier transform (DFT) and randomising the amplitudes
and phases in Fourier space before calculating the time se-
ries via an DiFT. The TK95 method is popular because of its
simplicity, and the artificial time series it produces, yTK95(t),
have PDFs with fluxes that are distributed normally. This
property also allows lognormally distributed time series to
be produced by exponentiating the output normally dis-
tributed time series, i.e. yLN(t) = exp(yTK95(t)) (Uttley et al.
2005). Unless otherwise explicitly stated, artificial time se-
ries used in this work have been generated using an input
power-law PSD as defined in Eqn. 1 and using the method
outlined below in Section 2.2.
2.3 Emmanoulopoulos Simulations
To generate a time series with a known PDF and PSD,
the more sophisticated Emmanoulopoulos (Emmanoulopou-
los et al. 2013, hereafter EMP13) method can be used. This
method combines features from TK95 and that of Schreiber
& Schmitz (1996). It works by initially generating two time
series of equal length; one from the TK95 method, xTK95(t),
and the second is drawn directly from the desired PDF,
xPDF,i(t). The discrete Fourier transforms of both of these
time series are taken, with the amplitudes from the TK95
DFT combined with the phases from the PSD obtained from
the DFT of xPDF,i(t) to give a modified PSD. The DiFT of
this gives an adjusted time series, xadjusted,i(t). Elements in
xadjusted,i(t) are then replaced by those from xPDF,i(t) accord-
ing to the ranking of the former to give a new time series,
with the desired PDF, xPDF,i+1(t). If xPDF,i+1(t) , xPDF,i(t),
then xPDF,i+1(t) replaces xPDF,i(t) until convergence of the
two is found. This results in an artificial time series with
both the desired PDF and PSD. This method is more com-
putationally intensive than the TK95 method because of the
iterative element.
Figure 1. Figure showing the evolution of the p-value returned
from a Shapiro-Wilk test (see Section 3) for an ensemble of 10,000
TK95 simulated time series generated with a broken power law
PSD transitioning from white to red noise spectral indices at a
variable frequency, νb. The figure shows the dependence of the
mean p-value on νb. Towards the left hand side of the plot, the
PSD spectral break is at low frequencies, increasingly reducing
the PSD to a pure red noise power law. Towards the right hand
side, a white noise PSD is recovered as the simulated time series
have fluxes consistent with being normally distributed. The red
triangles indicate tests for normality in linear space, whilst the
blue circles represent tests for normality in logarithmic space.
3 TESTS FOR NORMALITY
We aimed to initially establish the likelihood of simulated
TK95 time series being consistent with having normally dis-
tributed fluxes. A metric to asses the normality of a time
series was therefore required, with three popular methods
considered.
Commonly in astronomy literature, the PDFs are es-
timated from the lightcurves (time-series) as a histogram
with fixed uniform binning to obtain a PDF in histogram
form (e.g. Kushwaha et al. 2017; Shah et al. 2018). The best
fit to this PDF is then assessed used a variety of standard
models such as Gaussian and lognormal distributions, with
the goodness of fit evaluated with a standard statistical test
such as the reduced chi squared statistic, χ2N (e.g. Hughes
& Hase 2010), where N is the number of degrees of freedom.
The model with the best χ2N value, i.e. χ
2
N ≈ 1, is considered
to best fit the histogram. This method is further discussed in
Section 8. However, because the histogram has a dependency
on the binning algorithm we decided to include additional
statistical tests.
A common test used to assess the likelihood of a time se-
ries being normally distributed in astronomy literature (e.g.
Kushwaha et al. 2017) is the Anderson-Darling (AD) test
(Anderson & Darling 1952). The AD test can be used to
determine how likely a sample is to come from a specified
distribution, however, Monte Carlo simulations have indi-
cated that when assessing if a sample is consistent with being
normally distributed, the AD test has less statistical power
than a Shapiro-Wilk test (Yap & Sim 2011; Mohd Razali &
Yap 2011). We therefore instead use the Shapiro-Wilk (SW)
(Shapiro & Wilk 1965) as our test for time series normality.
MNRAS 000, 1–14 (2019)
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(a)
(b)
Figure 2. (a) Figure demonstrating the effect of varying the PSD index on the p-value for a Shapiro-Wilk test assuming a power law
noise PSD. The artificial TK95 generated light curves in this calculation were 128 months long and binned in one month time intervals.
It can be seen that the p-value sharply decreases at around Γ = 1, reducing the number of artificial time series which are consistent with
having normally distributed time series. Above Γ ≈ 2, the null hypothesis can be rejected to > 2σ. The mean p-values are calculated
using 10,000 simulations for each PSD index. The fiducial fit representing the blue solid line in the top panel is described by Eqn. 4. (b)
Sample time series, PSDs and PDFs for a sample of power law spectral indices used in the top panel. It can be seen that the light curves
become increasingly dominated by the low frequency components, which can lead to the PDF deviating from a Gaussian functional form.
The PDFs here have been generated using 10 uniform bins in linear space.
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Figure 3. Figure demonstrating the non-stationarity of time series for a power law PSD with index Γ = 2. The top left panel shows the
user-defined long-lightcurve PSD, while the top right shows the corresponding long artificial light curve generated from it. The coloured
sections (green dashed, red dots and blue dot-dashed) in the long time series, which are representative of TK95 generated light curves,
are plotted in the bottom right subplots. Their corresponding PDFs are shown by the colour and border style matching histograms below
the PSD. It can be seen that light curves sampled from the same long time series can have PDFs that differ vastly in functional form,
indicating a lack of stationarity. This highlights the difficulty associated with correctly measuring the PDF for an object whose light
curve is only sampled over a relatively short amount of time.
This test can also be used to test for lognormality by taking
the natural logarithm of each time series and testing for nor-
mality in log space. Furthermore, the SW test is known to
be reliably applicable up to relatively large data sample sizes
of ≤ 5000 (Rahman & Govindarajulu 1997), thus is suitable
for assessing whether the comparatively shorter time series
simulations here are normally distributed.
An important property of the SW test considered in this
work is the p-value. This gives the probability of obtaining
the data under the condition that the null hypothesis is true.
The null hypothesis for an SW test is that the sample is
normally distributed. We use the p-value to illustrate the
average consistency of our TK95 simulations to be able to
produce normally distributed time series.
4 ANALYTICAL MOTIVATION FOR A
TRANSITION AT Γ = 1
It has been noted that properties of TK95 simulated time
series vary as a function of PSD index. Vaughan et al. (2003)
show that the distribution of variances of these time se-
ries transition from a Gaussian for Γ = 0 and approaches
a χ2 distribution as the index becomes steeper. The inter-
pretation of this is that the steepening PSD spectral index
progressively diminishes the effect of high frequency com-
ponents, effectively reducing the total number of degrees of
freedom in each simulated time series (see also Uttley et al.
2005). More recent work by Alston (2019) has shown that
the exponential flux distributions at steep PSD indices can
deviate from the expected lognormal distribution.
Analytically, this can be explained by first obtaining the
total power in a time series by integrating the PSD (Eqn. 1)
with respect to frequency,
∫ νmax
νmin
P(ν) dν =
∫ νmax
νmin
Aν−Γ dν = Aν
1−Γ
1 − Γ
νmax
νmin
(3)
It can be seen from Eqn. 3 that the pink noise case when
Γ = 1 is unique as the denominator causes both integration
limits to diverge. This means that any finite time series,
which by definition has discrete frequencies, contains less
power at either end of the PSD than an ideal pink noise
power spectrum.
When Γ < 1, (1 − Γ) > 0. From Eqn. 3, this causes the
high frequency terms to be significant and approach ∞ as
νmax → ∞. This means that the PSD for a finitely sampled
time series will contain less power for Γ < 1 than a pink
noise PSD at higher energies. In contrast, the low frequency
limit will reduce to zero as νmin → 0. This is important
because it shows that when Γ < 1, the high frequency PSD
components are able to provide a significant contribution to
the total power in the time series.
Conversely, if Γ > 1, (1 − Γ) < 0. Eqn. 3 shows that
as νmax → ∞, the contribution from high frequency terms
approaches zero, so the relative power in them diminishes
MNRAS 000, 1–14 (2019)
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at steeper PSD indices and is finite for steep PSD indices.
Here, the low frequency limit approaches ∞ as νmin → 0. It
is therefore for Γ ' 1 that the PSD and time series become
dominated by increasingly low frequency components which
contain a substantial fraction of the total power. If the PSD
index is steep enough, the time series will be dominated by a
small number of low frequency components, which we show
later can yield time series which depart significantly from
normally distributed PDFs.
Therefore, Γ ≈ 1 is roughly where the contribution to
the PSD from the highest sampled frequencies becomes sub-
dominant relative to their low frequency counterparts. Their
influence on the behaviour of the artificial light curves begins
to diminish, progressively reducing rapid scale variability for
high PSD indices. Recent work by Alston (2019) has shown
that mis-measurement of the PSD can affect the functional
form of the PDF. We undertake simulations that look into
the connection between the PDF functional form and PSD
spectral index and quantify the impact of this effect on any
deviation of simulated light curves from normally distributed
fluxes in the following sections.
5 METHOD AND RESULTS
Initially, we wished to demonstrate the analytic result pre-
sented in Section 4, and test the relative contribution of the
high frequency PSD components towards the properties of
the PDFs for artificial time series generated with different
PSD spectral indices. We decided to use a BPL PSD as de-
fined in Eqn. 2 to restrict the power in the higher frequencies
above the break frequency, νb. As we analytically expected
any transition to occur around Γ = 1, we defined our BPL
PSD to transition from white to red noise such that Γ1 = 0
and Γ2 = 2 in Eqn. 2. We varied the value of νb logarith-
mically uniformly throughout the entire frequency range of
the PSD. For each value of νb, 10,000 light curves were simu-
lated using the TK95 method outlined in Section 2.2, which
was chosen over the EMP method as the latter requires sig-
nificantly more computation time as a consequence of the
iterative element. To mirror Fermi LAT blazar time series,
these simulated data had their timing properties taken as-
suming monthly time bins over the ≈ 10 year total time
observations have been made using the LAT. Our artificial
time series were therefore set up to have 128 elements with
bin size equal to one month. In this test, we assessed the
normality of simulated time series with a p-value returned
from a Shapiro-Wilk test, and the lognormality by testing
normality in log space with the same test. The null hypoth-
esis is that data are normally distributed.
Fig. 1 shows that the p-value is close to zero for νb ≈ νmin
when the PSD is approximately pure red noise and increase
before converging to ∼ 0.5 as νb → νmax (approaching white
noise), thus demonstrating a transition occurs between Γ = 0
and Γ = 2. Intermediate points shift νb and the transition
point between the two. Fig. 1 also shows that the highest
frequencies can significantly contribute towards a time se-
ries with a white to red noise PSD if the break frequency
is greater than the mean logarithmic frequency of the PSD.
It also infers that the characteristic shape of the PDF is
not consistent with being Gaussian in functional form for
PSDs with a substantial red-noise spectral component. This
is because a low νb effectively makes the PSD close to pure
red noise, lowering the relative contribution from the high
frequency components and reducing the total number of de-
grees of freedom, as discussed in Vaughan et al. (2003). The
figure also indicates greater average consistency with the null
hypothesis being true for Gaussian PDFs over lognormal for
νb ' 10−7 Hz, yet it should be noted that in this frequency
range the null hypothesis cannot be rejected to a significant
confidence level in either case as the p-value is above the 2σ
threshold of 0.05. The lower average p-value for the SW test
for a normally distributed PDF in log-space relative to in
linear-space indicates that the y-values of the artificial time
series are inconsistent with being normally distributed in
log-space for a greater proportion of realisations than those
with PDFs that are inconsistent with being normally dis-
tributed in linear space.
Secondly, it was decided to investigate the effect that
changing the PSD index has on the likelihood of obtaining
normally distributed artificial time series. In this test, for
the sake of simplicity, it was assumed that simple power law
as in Eqn. 1 accurately quantifies the PSD, as appears to
be the case for blazars (e.g. Abdo et al. 2010; Nakagawa &
Mori 2013). The PSD index for blazars is typically in the
range Γ ≈ 1 − 2 (e.g. Abdo et al. 2010; Nakagawa & Mori
2013; Sobolewska et al. 2014), so this was included in our
range which spanned from white noise (Γ = 0) to Γ = 3.
For each PSD index, 10,000 light curves were generated
using the TK95 method outlined in Section 2.2. We find
that the results show high consistency for a sample size of
' 100 artificial time series generated at each value of Γ.
The statistical properties of each time series were evaluated
in accordance to the statistical tests outlined in Section 3,
with a p-value returned for the SW test. Our main findings
may be summarised as follows:
• As expected, a transition occurs for Γ > 1, with the
average p-value decreasing for steeper PSD indices, for TK95
simulated time series. For Γ > 1, there is a sharp decline in
the average p-value, thus these artificial time series are more
likely to be inconsistent with the null hypothesis of having
normally distributed fluxes. This is shown in Fig. 2 with the
mean p-value from SW tests plotted against Γ.
• The functional form of the curve described above is ap-
proximately that of a sigmoid, and is discussed in Section
6.
• At steeper PSD indices, especially above Γ > 2, the time
series PDF is, on average, not obviously consistent with a
physically motivated PDF functional form such as a Gaus-
sian or lognormal.
Fig. 2 shows the dependency on the mean p-value on
PSD index. By comparison with Fig. 1, it can be seen that
the p-value level for white noise in Fig. 1 is equal to the
p-value before Γ = 1 in Fig. 2, thus in this region on average
there is little difference to time series generated from white
noise PSDs. Fig. 2 also offers a qualitative explanation which
explains why the PDF functional form becomes consistent
with being non-Gaussian for steeper PSD indices.
Panel (b) on this figure shows example time series, PSDs
and PDFs for integer PSD indices from Γ = 0 to Γ = 3.
The time series corresponding to a PSD index of Γ = 0 is
effectively white noise, and the PDF functional form is ap-
proximately Gaussian. For Γ = 1, there is less rapid vari-
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ability in the time series although the PDF does not appear
to deviate significantly from a normal distribution. In the
more extreme example cases of Γ = 2 and even more so for
Γ = 3, the time series has even less structure and the PDF
has almost a double peaked structure. In the case of Γ = 3,
the time series is almost completely dominated by the large
amount of power concentrated at the lowest frequencies. The
long wavelengths corresponding to these frequencies largely
determine the light curve properties. The corresponding ex-
ample PDF for Γ = 3 is clearly significantly different from
having a Gaussian or lognormal functional form. These prop-
erties were common for time series generated from power-law
PSDs with these spectral indices.
This is further explored in Fig. 3, which demonstrates
that short light curves obtained from the same simulated
long lightcurve and therefore have been created from the
same PSD may not necessarily be determined to have the
same PDF. In this figure, the user-defined PSD for the long
lightcurve takes a power-law form with a red noise spec-
tral index of Γ = 2. The figure illustrates that the three
PDFs corresponding to the three short time series drawn
from the long lightcurve have different functional forms; the
green dashed light curve has a PDF with a nearly flat dis-
tribution, the red dotted light curve exhibits a PDF with a
single large peak and the blue dot-dashed time series PDF
looks bi-modal. This figure highlights the difficultly in cor-
rectly measuring a true PDF for a source of which limited
time series data is available. Fig. 3 illustrates than the diver-
gence from normally distributed fluxes shown in Fig. 2 can
be attributed to weak non-stationarity, where the variance
of individual light curve segments is not constant in time
but instead varies about a mean value determined by the
underlying PSD (Uttley et al. 2005).
6 FUNCTIONAL FORM OF MEAN P-VALUE
DEPENDENCE ON PSD INDEX
To quantify the impact that the PSD spectral index has on
TK95 time series simulations, we performed an empirical fit
to the data shown in Fig. 2a. This functional form of this
curve is given by that of a modified sigmoid, namely,
f (Γ) = α exp (β − ηΓ)
1 + exp (β − ηΓ), (4)
where Γ represents the PSD spectral index assuming a PSD
defined by Eqn. 1 and the parameters α, β and η are free. The
parameter α effectively normalises the curve, β represents
an x-axis translation and η quantifies the steepness of the
decline in average p-value, which becomes more rapid as η
increases.
In the following section, we describe further simulations
undertaken to understand the influence of the frequency
range of the PSD on the p-value vs Γ sigmoid curve and
discuss their impact on the best fit of the functional form
described by Eqn. 4.
7 FURTHER TESTS
Having analytically motivated and demonstrated the decline
of normally distributed TK95 time series beyond Γ ≈ 1,
Figure 4. Figure showing the evolution of the best fit described
by Eqn. 4 as in Fig. 2 with respect to the length of the time
series. Artificial light curves were generated via the TK95 method
and all have intrinsically Gaussian PDFs. They were tested for
normality in linear space (solid lines) and log space (dashed lines)
via SW tests. It can be seen that, for Γ ≤ 1, the normalisation
is roughly constant for the former, but the artificial time series
PDFs are on average less likely to be lognormal for longer light
curves, indicated by the declining SW test p-value associated with
the test for normality in log space. Additionally, the deviations
from normality occur at a more rapid rate for longer time series.
This figure illustrates the effect changing νmin has on TK95 time
series produced from a power law PSD.
Figure 5. The effect of red-noise leakage as a function of PSD in-
dex. Here, artificial time series each containing 128 elements and
with fixed νmax were generated from power-law PSDs via the TK95
method. The length of the long lightcurve, Nlong, from which a
shorter lightcurve of the desired length was extracted, was var-
ied to investigate the effect of red-noise leakage, with the corre-
sponding noisy power-law PSDs extending to lower frequencies
for larger Nlong. As leakage more strongly reduces the power con-
tained in low frequency components and transferring it to high fre-
quency components, this effect is more prominent in low Γ regions
where high frequency components contribute significant power to
the time-series.
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Figure 6. As Fig. 4 but changing the timescale associated with
the smallest bin. Unlike Fig. 4, it can be seen that the bin time
has no effect on the overall dependency of the produced time
series with respect to normality. This is because although νmax
is changed, the relative power contributions from each frequency
element in the PSD remain the same.
we decided to undertake further experiments to establish
whether the characteristic shape outlined in Eqn. 4 is influ-
enced by other properties of TK95 simulations to test each
of them. Specifically, we wished to establish if the position
and severity of the break is influenced by the following:
• The total length of each artificial time series. As a longer
time series samples lower frequencies, this effects νmin.
• The amount of red noise leakage in the time-series.
• The binning of, or the smallest timescale associated
with, the time series. This changes νmax.
To look into this, further simulations were carried out.
To address the first point, the time binning was kept con-
stant as monthly but the total length of the time series was
increased incrementally up to 800 elements, equivalent to
∼ 67 years. The same simulation setup was taken, with a
plot of mean p-value vs PSD index obtained for each time
series length, with the mean taken from computing the SW
p-value from 10,000 artificial TK95 light curves generated
for each PSD index with intrinsically Gaussian PDFs. This
plot was obtained for testing the mean p-values of the pro-
duced time series both in linear and log space, with a mean
best fit parameter curve produced from these simulations by
fitting Eqn. 4 and varying α, β and η.
The results of this test are shown in Fig. 4. It can be
seen that although there is variation in the curve with re-
spect to the total length of the time series, each curve still in-
dicates that the generated artificial time series show, on av-
erage, increasing deviations from being normally distributed
at higher PSD indices. However, whilst increasing the length
of the time series has little effect on the shape of the curve
for the linear space SW p-value for Γ ≤ 1, the p-value test-
ing normality in log space decreases as a function of time
series length, corresponding to a reduction of the parameter
α. To some extent this is a trivial result as we would ex-
pect to recover the intrinsic PDF shape more easily when
taking more samples as in the case of a longer time series,
yet it highlights the need for caution when attempting to
determine the intrinsic PDF for a source with a relatively
small time series containing few data elements. This arises
because the SW test has more power for larger sample sizes,
thus returns a result more likely to correctly reject the null
hypothesis in the lognormal case.
Fig. 4 was generated from simulations of long
lightcurves 10 times the desired length with noisy power-
law PSDs (Timmer & Koenig 1995). Accordingly, the PSD
extends to lower frequencies as the length of the lightcurve
increases. It follows that for a PSD index steeper than white
noise, the ratio of power contained in the constant maximum
sampled frequency (shortest sampled timescale) relative to
the variable minimum frequency decreases as the minimum
frequency becomes smaller. This is shown in Fig. 4 by the
steeper transition at Γ ≈ 1 (corresponding to an increase in
the best fit parameter η in Eqn. 4) for longer time series as
there is relatively less power contained at high frequencies
for longer time-series relative to shorter ones as the former
have power-law PSDs which extend to a lower minimum fre-
quency. This allows the higher frequency elements to have a
greater influence on shorter time series, reflected in the less
rapid decline of the mean p-value in Fig. 4 relative to those
for longer time series.
The effects of red-noise leakage can be mitigated by sim-
ulating time-series from PSDs that extend to a lower fre-
quency range and drawing a lightcurve of the desired length
from a longer time-series (Vaughan et al. 2003). Therefore, to
quantify the effect of this another test was undertaken, this
time varying the length of the long lightcurve, Nlong, from
which the desired short time-series (of 128 elements) was
extracted. For higher values of Nlong, the (power-law) PSD
extended to a proportionally lower frequency range. Results
are shown in Fig. 5. It is immediately obvious that at steep
PSD indices (Γ ' 1.5) that all of the curves show great con-
sistency. This is because at steep PSD indices, the lower fre-
quency components dominate the time-series irrespective of
leakage. Leakage more strongly reduces the power contained
in lower frequency components in the time-series, indicated
by the divergence of the curves for Γ / 1.5. Generally, the
curves have lower mean p-values for larger Nlong when the ef-
fects of leakage are smaller. This is because red-noise leakage
more strongly reduces the power contained in low frequency
components, effectively making the PSD power-law index
less steep and changing the p-value to be consistent with
that expected from a shallower PSD index.
A third test was undertaken, this time varying the mini-
mum sampling time, which changes the maximum frequency
in the PDF. The range explored was from 1 hour to 1 year,
with common sampling such as daily and monthly time bins
investigated. The results of this are shown in Fig. 6. It is
clear that changing this parameter has almost no effect on
the parameterisation curves at all, as they are all close to
being exactly superimposed. Changing the highest PDF fre-
quency therefore has a negligible effect on the properties
of TK95 time series simulations. This is because the rela-
tive power in each frequency component is the same in this
test, i.e. the time series has the same number of elements re-
gardless of the sampling time. This effectively translates the
PSD on the y-axis, whereas in the previous test increasing
the length of the time series extended the frequency range
and light curve length thus changing the relative distribu-
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Figure 7. Based on 10,000 TK95 generated artificial times se-
ries each with 128 elements (each being one month) and intrinsic
Gaussian PDFs. It can be seen that for Γ ≤ 1, a Gaussian is, on
average, an appropriate functional form for describing the PDF
when evaluated with a χ2N test. In this Γ range, a lognormal also
often provides a good fit to the PDF, though the quality of the
fit is on average poorer than the Gaussian. It can be seen that
the quality of both fits declines rapidly beyond Γ = 1, after which
neither distribution is likely to accurate describe the PDF. This
is as a result of non-stationarity of the PSD as all segments of
the long simulated time series have different properties (see also
Alston 2019).
tion of power into frequencies sampled by each artificial time
series.
Throughout our tests, if the sample size of the time se-
ries is ≥ 30, there is great consistency in the value of the
mean p-value for Γ / 1 when the light curve PDFs are con-
sistent with a Gaussian functional form. This is shown in
Figs. 2a, 4 and 6 and is equivalent to stating that α in eqn.
4 is approximately 0.5. This result is expected as the distri-
bution of p-values should be flat if the null hypothesis cannot
be rejected (Rice 2006; Murdoch et al. 2008), i.e. TK95 time
series PDFs are consistent with having normally distributed
fluxes for Γ ≤ 1. This result is perhaps more intuitively un-
derstood when considering the mean p-value when testing
for normality in log space, as depicted in Fig. 4. Here, the
p-value decreases as the length of the time series increases,
implying that the p-value distribution becomes skewed to
favour lower numbers as a greater number of TK95 simula-
tions reject the null hypothesis. In this figure, as the time
series length increases so does the statistical power, and a
greater proportional of time series realisations correctly have
the null hypothesis, i.e. that they are normally distributed
in log-space, rejected. Therefore the distribution of p-values
becomes skewed as it favours values closer to zero, which is
reflected in the lower mean values.
8 FALSE POSITIVE RATE FOR PDFS
It should also be stated that there are numerous ways of es-
timating the PDF from data, including non-parametric ones
(see Wegman 1972, for a summary). Each has its own dis-
tinct advantages and disadvantages, but a comprehensive
Figure 8. Comparison of Gaussian vs lognormal fits to the PDFs
of artificial time series. A logrnormal model was deemed a better
fit for χ2N,LN < χ
2
N,G, with the fraction of PDFs preferred indi-
cated by the grey portion of the bars. The subplots divide the
fits based on the values of χ2N,G. Based on 10,000 TK95 gener-
ated artificial times series each with 128 elements (each being one
month) and intrinsic Gaussian PDFs. For clarity, only indices for
which at least 30 convergent fits were obtained are displayed with
a bar in the figure. It can be seen in these simulations a normal
distribution typically better describes the shape of the PDF than
a lognormal function for low χ2N and when Γ < 1. However, above
this index, especially when both fits are poor, the false positive
fraction is around 50%, which is indicated by the dashed horizon-
tal line.
discussion is beyond the scope of this paper. In astronomy
literature, the functional form of the PDF is often evalu-
ated by binning the time series and fitting to the resul-
tant histogram (e.g. Guo et al. 2016; Kushwaha et al. 2017;
Shah et al. 2018), with the comparison of different functional
forms often completed using a χ2N test. So far, we have as-
sessed deviations from normality in the PDFs of simulated
TK95 series using the SW test as our metric. The most popu-
lar, physically motivated functional forms of the PDF found
in the literature are Gaussian and lognormal, so we first ex-
tend the previous work to establish whether Gaussian TK95
PDF light curves can be erroneously measured as lognormal.
Fig. 7 shows the distributions of χ2N values for an en-
semble of 10,000 TK95 generated time series. This reflects
the result Fig. 2, although this figure shows that the best fit
of a lognormal function to the histograms gets progressively
worse on average for Γ ' 1, much like for the Gaussian
fit. This is an important result as it captures the essence
of statistical behaviour arising from loss of strict stationar-
ity. Although these simulations deviate from being normally
distributed at steep PSD indices, they do not show any pref-
erence for the lognormal models either. This is because for
steep PSDs, the divergence of power at long timescales, im-
plies divergence of the corresponding variance. And this ren-
ders higher moments of the PDF ill-constrained (and vary-
ing significantly from realisation to realisation). As a by-
product, this diminishes the chance of falsely obtaining an
”incorrect result”, which corresponds to identifying distribu-
tion as lognormal. This is owing to the binary choice, ”nor-
mal vs lognormal” provided. The true PDF of course, could
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Figure 9. Based on 10,000 TK95 simulated times series each
with 128 elements (each being one month). This figure shows the
raw counts in each χ2N band, from which the normalised fraction
in Fig. 8 were calculated. It can be seen that good fits to the
PDF from a Gaussian or lognormal function are more likely to be
obtained when the PSD index is low.
be more complex and also different from both choices. How-
ever extracting this general form which is well-motivated
physically, from the data is challenging when multiple, com-
plex processes are at play.
Fig. 8 compares the χ2N values for Gaussian fits to those
for lognormal fits for the same PSD index, for a range of val-
ues. The four bands shown are somewhat arbitrary, with the
χ2N range corresponding to the Gaussian fits only. A lognor-
mal model was deemed a better fit if χ2N,LN < χ
2
N,G. These
cases are indicated by the grey portion of each bars, whereas
χ2N,G < χ
2
N,LN are shown in black. Here, the proportion of
each bar that is grey is the false positive fraction, i.e. the
percentage of time in which a lognormal PDF fit is erro-
neously preferred over a Gaussian functional form. It can
be seen for this example that the incorrect intrinsic PDF
is the preferred fit in ' 60% of cases, with a false positive
unsurprisingly less likely to be determined in the event of
a good χ2N fit. Fig. 9 shows the number of counts used to
normalise each bar in Fig. 8, and also shows the evolution
of the χ2N distribution. It can be seen that the quality of fit
of a Gaussian function to the histogrammed PDF worsens
significantly as the PSD index steepens, verifying our result
from Section 5. This result is important as it demonstrates
the use simulated time series can have in testing whether an
observed time series has a correctly measured PDF.
We have investigated the suitability of TK95 simulated
time-series for reproducing normally distributed artificial
time-series. Before applying these results to real time-series,
we briefly outline some additional caveats of generating ar-
tificial time-series.
One such caveat of generating artificial time-series is
that they are unable to reproduce the same skewness as
observed for real time-series. This has been showed by cal-
culating the bicoherence, which quantifies the coupling be-
tween variations at different timescales (and in principle can
be used to distinguish between linear, Gaussian processes
and non-linear processes, which can produce non-Gaussian
PDFs), for real and artificial time series (Maccarone & Coppi
2002; Uttley et al. 2005). Presently, no such method for the
generation of artificial time-series exists which can include
this feature, thus it is not accounted for here.
An additional caveat is that real time series can show
strong non-stationarity, which manifest themselves as an ad-
ditional distortion of the flux PDF. This has been demon-
strated by monitoring the X-ray variability of the narrow-
line Seyfert 1 (NLS1) galaxy IRAS 13224-3809 (Alston
et al. 2019; Alston 2019), where the PSD is strongly non-
stationary and the PDF deviates from the expected lognor-
mal functional form. As the computation of the PSD be-
comes more challenging for smaller data sets, this effect is
unlikely to be a major issue for the majority of time se-
ries, and can be tested for using the methods described in
Vaughan et al. (2003) and Alston et al. (2019).
In the remainder of this paper we apply our results to
real blazar data. The objective is to prescribe a false positive
fraction, specifically what fraction of the time one can ex-
pect to measure a PDF that is not intrinsically the PDF of
the object of interest. When assessing real data, it is difficult
to ascertain the true PDF functional form, therefore simu-
lated time series with known PDFs and PSDs are a powerful
tool which can be utilised to derive a false positive fraction.
In this section, we assume that sources can have PDFs of
a Gaussian or lognormal functional form, and ignore other
possibilities. To begin with, let us assume that a PDF con-
sistent with a Gaussian functional form is observed. We wish
to know what is the probability that the true source PDF
is Gaussian given we have measured it to be so, P(G|GPDF).
Bayes’ theorem (e.g. Sivia & Skilling 2006) tells us this is,
P(G|GPDF) = P(GPDF |G)P(G)P(GPDF) , (5)
where P(G) is the prior probability that the true PDF is
Gaussian. We wish to evaluate the probability of obtain-
ing a Gaussian PDF, P(GPDF) , which under our assumption
that the true PDF must be either Gaussian or lognormal can
only be obtained in two ways. These are either from correctly
measuring a Gaussian PDF from a source with a true Gaus-
sian PDF, or incorrectly measuring a Gaussian PDF from
a source with an intrinsic lognormal PDF. Using + or − to
denote either a correct or incorrect PDF measurement, and
P(LN) as the probability for a true lognormal PDF allows us
to write P(GPDF) as,
P(GPDF) = P(+|G)P(G) + P(−|LN)P(LN), (6)
which, when substituted into Eqn. 5 gives,
P(G|GPDF) = P(+|G)P(G)P(+|G)P(G) + P(−|LN)P(LN), (7)
which defines the true positive fraction. Similarly, we can
calculate the false positive fraction as the probability of mea-
suring a lognormal PDF given the true PDF is Gaussian as,
P(LN|GPDF) = P(−|LN)P(LN)P(+|G)P(G) + P(−|LN)P(LN) . (8)
Eqns. 7 and 8 apply to sources with intrinsically Gaussian
PDFs. In a similar fashion, we can calculate the true and
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false positive fractions for intrinsically lognormal sources us-
ing,
P(LN|LNPDF) = P(+|LN)P(LN)P(+|LN)P(LN) + P(−|G)P(G), (9)
P(G|LNPDF) = P(−|G)P(G)P(+|LN)P(LN) + P(−|G)P(G) . (10)
In these formulae, P(G) and P(LN) are the priors, while the
variables P(+|G), P(−|G), P(+|LN) and P(−|LN) can be used
from the time series simulation techniques outlined in the
previous sections. We demonstrate this in the remainder of
the paper, demonstrating the use of this technique with a
worked example.
8.1 A Worked Example
8.1.1 Fermi Analysis
For our example object, we used a bright source because if
the source in question is often only weakly or un-detected,
it may skew the shape of the PDF as flux values by defini-
tion cannot be negative. In this example we investigate the
blazar PKS2155-304, for which we produce a time series in
the energy range 100 MeV - 300 GeV by analysing publicly
available Fermi LAT data.
To produce a time series, we first downloaded a photon
file centred on the target source and containing all detected
photons within a 15◦ radius that had been emitting during
the first ≈ 10 years of Fermi LAT observations, beginning 5
August 2008 and ending 9 Feb 2019. For the same interval,
we downloaded the spacecraft file which details the relative
orientation of the LAT to each source and is necessary for
the analysis. The detected photons were then divided into
128 30-day time bins to ensure the source was significantly
detected (TS ≥ 25) in each light curve interval. The data
corresponding to each time bin were subject to an unbinned
analysis using the P8R2 SOURCE V6 instrument response
functions, accounting for the Galactic and isotropic back-
ground photons by incorporating the models gll iem v06.fits
and iso P8R2 SOURCE V6 v06.fits, of which the normali-
sation of the latter was left as a free parameter. These models
can be downloaded from the Fermi LAT data server1. The
input model map for our analysis froze all parameters for
Fermi 3FGL catalogue sources (Acero et al. 2015) > 10◦ from
our target of interest as the point-spread function (PSF) of
the Fermi LAT at 100 MeV is ≈ 3.5◦ and decreases at higher
energies (Aharonian et al. 2013), so we do not expect pho-
tons from these sources to contaminate data from PKS2155-
304. Sources within 10◦ of PKS2155-304 were modelled with
their normalisations as free parameters, freezing other pa-
rameters to their 3FGL catalogue values (Acero et al. 2015)
as we are not interested in spectral information and only
wished to produce a time series. The best fit was found
using the NEWMINUIT algorithm (James 1994), which re-
turned flux values and uncertainties based on predicted pho-
ton counts associated with each source. The produced time
series can be seen in Fig. 10.
1 https://fermi.gsfc.nasa.gov/ssc/data/access/
Figure 10. Monthly time binned Fermi LAT light curve for the
blazar PKS2155-304. The energy range is from 100 MeV to 300
GeV. The light curve shows the 128 30-day intervals between Aug
5 2008 and Feb 9 2019.
Figure 11. The PDF for PKS2155-304 corresponding to the time
series shown in Fig. 10. The vertical error bars were calculated
assuming the error is proportional to the number of counts in
each bin. The histogram was generated using the condition that
the mean error of data in each bin, indicated by the horizontal
error bars, could not exceed the bin width. Additionally, each
bin was required to have ≥ 5 data points. It can be seen that
the histogram functional form is better described by a lognormal
distribution as opposed to a Gaussian function.
8.1.2 Determining the False Positive Fraction
From the produced time series, both the PDF and PSD can
be estimated. To create a PDF, we bin the light curve in ac-
cordance to pre-existing practices in the literature, whereby
we account for the size of the error bars on the data points
(e.g. Kushwaha et al. 2017) and ensure that each bin in the
PDF is wider than the mean error bar of data points within
that bin. Additionally, we impose the condition that each
bin must contain ≥ 5 data points (see Hughes & Hase 2010)
to prevent a small number of outliers from skewing the dis-
tribution which may erroneously lead to one PDF functional
MNRAS 000, 1–14 (2019)
12 P. J. Morris et al.
Figure 12. The PSD estimate of Fermi lightcurve of PKS 2155-
304 using modified Timmer and Koenig simulations with expo-
nential transform for lognormality is shown. The colormap repre-
sents the simulated power in each frequency bin for PSD indices
from 0.2 to 2.8 in steps of 0.2. The color scale represents the frac-
tion of simulations within a power bin for a frequency range. The
red represents the “most probable power” in a given frequency
bin for every index being equiprobable. The green points rep-
resent the periodogram of the observed lightcurve. The PSD is
consistent with pink noise.
form being erroneously preferred. The resultant PDF is il-
lustrated in Fig. 11, and it can be seen that its functional
form is better described by a Gaussian than for a lognormal.
For our false positive calculation we choose to input
the measured PSD spectral index of the time series in ques-
tion into our TK95 simulations. Measuring the PSD index
for real data can be achieved by taking a discrete Fourier
transform of the time series such that P ∝ |F (t)|2/N (e.g.
Timmer & Koenig 1995). From this the PSD spectral index
can be estimated in different ways. Or equivalently there
are different estimators. Two estimates are made here. First
is to compare the chi-square, χ2dist of the mean simulated
power to that of the observed power χ2obs, which are given by
χ2dist,i = Σ
ν=νmax
ν=νmin
[P(ν)sim, i−〈P(ν)sim 〉]2
[〈∆P(ν)sim 〉]2 for the ith simulation and
χ2obs = Σ
ν=νmax
ν=νmin
[P(ν)obs−〈P(ν)sim 〉]2
[〈∆P(ν)sim 〉]2 respectively. The fraction of
simulations where χ2obs < χ
2
dist,i is the fraction whose PSD
estimate values are within the statistical spread of simula-
tions. For PKS 2155-304, we find that for a range of indices
from 0.2 to 2.8 with increments of 0.2, this fraction peaks at
1.2. In an alternate way, we can determine both the central
value and uncertainty of the index. Here we calculate the
mean power in each frequency bin over range of indices as
shown in Fig. 12. Note that since the cadence of the observa-
tions as well as the mean and variance of the lightcurve are
imposed on the simulations, this mean power map or ”mean
PSD map” is not unbiased but carries information on the
moments of the observed lightcurve. From this mean ”PSD
map”, we can compute the best fit value which for PKS2155-
304 it is Γ ∼ 0.9±0.5. This best fit is derived from the ”most
probable powers” in each frequency bin which are shown in
red in Fig. 12. The green points show the periodogram di-
rectly computed from the lightcurve. Fig. 12 shows that the
observed lightcurve is roughly consistent being a realisation
of a pink noise process.
Previously we have shown that TK95 simulations are
appropriate for constraining P(+|G), P(−|G), P(+|LN) and
P(−|LN) in Eqns 7-10. P(+|G), P(−|G), P(+|LN) and
P(−|LN) can be determined in the same way as used to pro-
duce Fig. 8. Using the best fits to both the Gaussian and
lognormal distributions fitted to the PDF, 10,000 artificial
time series are generated for each. Using the results from our
calculation of the PSD index, for each artificial time series
we draw a value of Γ from a normal distribution charac-
terised with mean Γ = 0.9 and σ = 0.5. Fig. 7 shows that
in this regime, time series which are on average normally
distributed can be quickly produced via the TK95 method.
Similarly, lognormal time series can be obtained by exponen-
tiating a normally distributed time series. One caveat here
is that exponentiating the time series can change the time
series PSD. Uttley et al. (2005) have investigated this effect
(see Appendix B) and find that although slightly more power
is present in high-frequency components, the overall effect
is small for PSDs lacking sharp features, such as the power-
law PSDs used in this example. Alternatively, the EMP13
algorithm may be used; it is more general with user defined
PDF and PSD which are refined consistently with the data.
However, it is naturally more complex and computationally
expensive. In this case, we use TK95 as we in are in the Γ ' 1
regime so the flux distribution for each artificially generated
time series will on average show a high degree of consistency
with the true PDF. Each simulated time series has its PDF
evaluated in exactly the same way as the real time series, us-
ing the same data binning as we are assuming error bars on
each simulated time series data points to be correlated with
that of the real data (although we do not explicitly calculate
them). This allows P(+|G), P(−|G), P(+|LN) and P(−|LN) to
be determined.
It remains to determine the prior probability that the
PDF we are measuring is Gaussian (P(G) ) or lognormal
(P(LN) ). From our assumption that the PDF can only take
one of these functional forms, P(LN) = 1−P(G). Fig. 13 shows
the posterior distribution as a function of P(LN) , demon-
strating the effect that varying P(LN) has on the posterior
distributions for a true positive, indicated by the red solid
line and defined by Eqn. 9; and for a false positive, which
is shown by the blue dashed line and defined in Eqn. 10. In
this figure, we highlight two possible choices of prior.
The first of these utilises the principal of indifference, in
which we assume the simplest possible non-informative (or
flat) prior where P(G) = P(LN) = 0.5. This is marked on Fig.
13 using the black dotted line, and corresponds to values of
P(G|LNPDF) = 0.163 and P(LN|LNPDF) = 0.837, indicating a
preference for lognormality somewhere between 1 and 2 σ.
Secondly, we compute a second example using priors
weighted on the probability that our histogram is represen-
tative of the true PSD. To do this, we use the Bayesian
inference to calculate the probability of obtaining each da-
tum, Di, assuming the model with parameters θi, is correct.
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Figure 13. Figure showing the variation of the posterior distri-
butions for the PDF of γ-ray time series of PKS2155-304 being
lognormally distributed as a function of the prior probability that
the source has a lognormal PDF, P(LN). It was assumed that log-
normal and normally distributed PDFs were the only options,
such that the probability of a Gaussian PDF is P(G) = 1− P(LN).
It can be seen for our example of PKS2155-304, an intrinsically
Gaussian PDF is only preferred if there is a high (P(G) ' 0.82)
prior probability that the PDF is Gaussian. The PDF and PSD
for PKS2155-304 are shown in Figs. 11 and 12. The dotted and
double-dashed lines refer to choices of prior which are discussed
in the text.
For the entire histogram PDF shown in Fig. 11, this can be
expressed as,
P(D |θi) ∝
N∏
i
exp
[
−(Di − mi(θi))
2σ2
i
]
, (11)
where mi(θi) are the model values and σi are the size of
the uncertainties. It is assumed that measurements of each
data point are normally distributed about the mean model
value, and N is the number of bins in the PDF. The to-
tal likelihood is the product of the likelihoods of each bin
value being correct. We apply Eqn. 11 to the normal and
lognormal models for the PDF of PKS2155-304 and re-
normalise under our assumption that the true PDF must
be either Gaussian or lognormal. For PKS2155-304, we ob-
tain P(G) = 0.000587 and P(LN) = 0.999413, where the low
probability terms in P(G) come from the bins at either end of
the histogram, which are clearly a poor fit to the Gaussian
model in Fig. 11. The result of these much more extreme
values on our final results are that the false positive frac-
tion becomes P(G|LNPDF) = 0.000115 and the true positive
P(LN|LNPDF) = 0.999885, with the latter of these > 3σ. It is
clear that this prior leads to a much stronger preference for
lognormality, but we stress this is largely because for this
prior the probability that the histogram bins on the tail of
the PDF are very small assuming a Gaussian model, and we
have not tested other functional forms.
Fig. 13 is a key and informative result as it demonstrates
the difficulty associated with being able to conclusively say
that an individual source has a particular intrinsic PDF dis-
tribution, irrespective of the prior chosen. In our example
of PKS2155-304, we have shown that a simple histogram
PDF exhibits a preference for a lognormal functional form,
yet we cannot say we are confident that is a correct mea-
surement of the true intrinsic PDF to much more than 3σ.
Even so, Fig. 13 shows an overall preference of PKS2155-
304 to have a lognormally distributed PDF as we are only
likely to obtain a Gaussian PDF measurement if our log-
normal prior has a value P(LN) / 0.18. The point where
P(G|LNPDF) = P(LN|LNPDF) is therefore an important diag-
nostic for determining a false positive rate for an individual
time series. We recommend undertaking artificial light curve
simulations using the method outlined above to determine
how likely obtaining the inferred result is.
In summary our false positive prescription may be out-
lined as follows:
• Use the observed time series to compute a PSD and
PDF, fitting the desired functional forms to each and eval-
uating them with a statistical test such as a reduced χ2.
• Determine the priors P(G) and P(LN). In our example
we have computed results for a flat prior and a histogram-
weighted prior.
• Produce N artificial time series from each distribution
(Gaussian and lognormal) used to best fit the data PDF,
including the measured PSD spectral index. We recommend
using TK95 simulations to produce normally and lognor-
mally distributed time series (normally distributed time se-
ries can be exponentiated to create lognormal time series),
although this approach is only able to reliably produce time
series with the correct PDF functional form when the PSD
index is Γ / 1.
• As the true PDF functional form is known for the
artificial time series, this will give P(+|G), P(−|G), P(+|LN)
and P(−|LN), where + and − symbolise correct or incorrect
measurement of inherently Gaussian (G) or lognormal (LN)
PDFs.
• Depending on whether a Gaussian or lognormal PDF is
measured from the time series, evaluate either equations 7
and 8 or equations 9 and 10 as appropriate to obtain positive
and false positive fractions.
9 SUMMARY AND CONCLUSIONS
We have presented time series simulations based on the
method of Timmer & Koenig (1995), and investigated the
relationship between the input PSD and properties of the
output PDF. We initially began by assuming a simple power
law PSD and investigated how this affected the average p-
value returned from a Shapiro-Wilk statistical test, which
tests for normality of the time series. We have used these
tests to create a false positive prescription rate for evaluat-
ing the likelihood of the correct measurement of the PDF
functional form for astrophysical sources. Our results may
be summarised as follows:
• PDFs of Timmer & Koenig time series simulations are
more likely to deviate from having normally distributed
fluxes as the PSD index steepens. This is analytically ex-
pected because there is progressively less power in the higher
frequency components relative to the lower frequencies. Be-
yond PSD index Γ ≈ 1, artificial time series corresponding
to a power law PSDs are increasingly dominated by con-
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tributions from these lower frequencies many of which have
wavelengths longer than the desired observation time span.
• The mean p-value from a Shapiro-Wilk test on TK95
simulated time series is roughly constant for PSD indices /
1, but sharply begins to decrease above this index, eventually
reaching ∼ 0 implying artificial power law time series with
Γ >> 1 on average reject the null hypothesis that the data
is normally distributed.
• The characteristic fiducial fit to this curve is given by a
sigmoid function, specifically,
f (Γ) = α exp (β − ηΓ) /[1 + exp (β − ηΓ)], where Γ is the PSD
spectral index and α, β and η are free parameters.
• In general it is difficult to distinguish between lognor-
mal and Gaussian PDF functional forms for time series data,
even more so for relatively small (N / 100) data sets. We
therefore recommend that the calculation of these for indi-
vidual sources is accompanied by a false positive rate, the pa-
rameterisations of which are deduced from generating large
numbers of artificial time series with known PDF distribu-
tions.
• As an example, we show that the Fermi LAT γ-ray light
curve of the blazar PKS2155-304 shows evidence of lognor-
mality to 83.66% when using a flat prior (assuming that
an intrinsic Gaussian or lognormal PDF or equally likely).
This increases to 99.99% when weighting the priors using a
Bayesian inference to evaluate the probability that the data
points are correct assuming each model is.
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