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Abstract—This work is motivated by a question at the heart
of unsupervised learning approaches:
Assume we are collecting a number K of (subjective) opinions
about some event E from K different agents. Can we infer E
from them? Prima facie this seems impossible, since the agents
may be lying.
We model this task by letting the events be distributed according
to some distribution p and the task is to estimate p under
unknown noise. Again, this is impossible without additional
assumptions. We report here the finding of very natural such
assumptions - the availability of multiple copies of the true data,
each under independent and invertible (in the sense of matrices)
noise, is already sufficient:
If the true distribution and the observations are modelled on the
same finite alphabet, then the number of such copies needed to
determine p to the highest possible precision is exactly three! This
result can be seen as a counterpart to independent component
analysis. Therefore, we call our approach ’dependent component
analysis’.
In addition, we present generalizations of the model to different
alphabet sizes at in- and output. A second result is found: the
’activation’ of invertibility through multiple parallel uses.
Keywords: unsupervised learning, spatial diversity, blind
source estimation, dependent component analysis, independent
component analysis.
I. INTRODUCTION
Can we know the objective truth about the distribution of
a set of events E?
This question can of course be cast into many different
and more precise forms. We will be concerned here with
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Fig. 1. Dependent component system with 3 agents
the following version of it: We assume we are collecting
a number K of potentially subjective opinions (e.g. from
witnesses of some crime) about E from K different agents.
A simple sketch of the scenario is given in the following
figure.
We show in this work that under certain conditions the task
is then feasible: We can find out the objective truth from
the subjective opinions given that these opinions are only
minimally correlated to the true event, and that the different
agents give their respective opinions independently from each
other (they are not conspiring). It seems reasonable to assume
that especially human perception is correlated to a common
objective reality, if this objective reality exists. Thus, our
model offers a new way of looking at the process in which a
multitude of different opinions about the same objective truth
can enable an observer having access to all these opinions
to actually find the objective truth. We interpret our result
as a mathematical statement in the favour of cooperative
actions in the following sense: In the task of finding out an
objective truth, one could follow the approach of finding
an agent that reliably reports only true values, if necessary
by building or training it first and then testing it in various
situations. Our approach is contrary in nature: We do not seek
to find such an agent at all. Instead, we build on the joint
use of multiple, uncorrelated observations. In addition, no
’training’ is necessary and no assumptions are made on the
mutual information between in- and output of the channels.
In fact, the mutual information between the true events and
the events reported by the agents has to be nonzero but can
be arbitrarily small otherwise.
From an information-theoretic perspective, which we
adopt in this work, the task of finding the true state of some
object or process is formulated best in terms of hypothesis
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2testing. A huge amount of fundamental results has been
obtained e.g. in [9], [4], [10], [23]. A simple introduction to
basic reasoning in this area can be found in [11].
However, the task of hypothesis testing is usually formulated
such that a direct access to the source, system or process
is guaranteed. In the light of developments e.g. in quantum
theory or with an eye on extraterrestrial exploration, this
seems highly questionable - the system to be observed is
usually being observed via its interaction with a measurement
apparatus, which in the event gets correlated to the system.
The observer ultimately draws his conclusions from the
output given to him through the measurement device.
One may now argue that the uncertainties in the measurement
apparatus could in many situations be circumvented by
adjusting it properly. This certainly requires that one makes
measurements on already well-known inputs. One readily
sees that this argument is circular in nature - how did one
come to know these well-known inputs?
It seems reasonable to take one step back and consider the
task of hypothesis testing under unknown noise. Such noise
may for example be introduced through imperfections built in
a measurement apparatus, or the lack of knowledge regarding
events reported to us via not necessarily trusted agents.
The development of a complete theory of dependent
components systems is way beyond the scope of this work.
Although we aim at formulations in traditional hypothesis
testing scenarios, there is one basic question which has to be
answered at first and it is this question that we first pose and
then solve here:
Is a dependent component system invertible?
Of course, if two different distributions p and p′ of the events
E could potentially get mapped to one and the same output
distribution q by the influence of noise, any approach to
differentiate between p and p′ would be doomed to fail. Thus,
it is of utmost importance to clarify this one point before
starting to formulate more elaborate tasks.
Before we go into more detail, we now give a first and
informal definition of the term ’dependent component
analysis’. For simplicity, we will call the systems under
consideration dependent component systems (DCS). Quite
generally, such a system is to be understood as any physical
system in a given state p, together with a number K of
channels (linear, positivity-preserving maps going from the
system to their respective output systems).
The goal of DCA is to determine, from data taken from all
or some of the K channel outputs, the true state p of the
system.
More specifically we will, throughout this work, assume that
the system under consideration is given by a probability
distribution p on a finite alphabet {1, . . . , L} which simply
labels the events E (without loss of generality the events
E are therefore given by natural numbers). Through the
time of n ∈ N observations, the system generates the
events (E1, . . . , En) which are distributed independently
and identically according to p. Each channel receives an
exact copy of this sequence and transmits it to the output.
The channels are assumed to be memoryless. They act
independently from each other.
Our main result in this situation is the following: As long as
the set of possible events at the output of each of the channels
has the same cardinality as the set of possible events E at
the input, the number K of channels satisfies K ≥ 3 and
each of them is invertible as a matrix, the distribution p of
the events E can be inferred up to a permutation if one
knows the distribution of events at the output (which can be
approximated to arbitrary precision from observed data due to
the assumed structure of the channels and distribution p). We
additionally prove that even non-invertible channels can be
used to obtain this result, if only enough of them are available.
Outline of the paper. We first state our main results
in Section IV. These clarify when a DCA system can be
inverted. We give examples for non-invertible systems as well.
Thus an open question remains: Under which circumstances
is a DCA system invertible, and can this be detected solely
from observations at the output of the system and from
knowing that it is in fact a DCA system?
A partial answer to this is given by our Theorem 4, which
states that multiple parallel uses of one and the same channel
can be inverted if the inputs are restricted to a certain form,
even if the channel itself is non-invertible.
The proof of our statements are given in Section V. In the
appendix (Section VI) we provide an additional subsection
which highlights the connection to hypothesis testing and
clarifies how the overall detection process can be carried
out. This connects our approach to [4], [23], [10], [9] -
our work is a first crucial step towards a generalization of
hypothesis testing to situations where the test takes place
under some additional, unknown noise. Finally in subsection
VI-B we briefly connect to the Simpson-Yule paradox and
the ’conjunctive fork’. Page numbers are as follows:
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A. Historical notes and connections to other approaches
The reader interested in the subject will find a multitude of
different approaches to systems with additional structure, like
the one treated here. For example the approach taken in this
work applies to multiple antenna systems and radar as well,
3and this is an area of research that already reported use of
the effect described here as early as 1931 in [2], [3], although
the mathematical treatment given in this work differs strongly
from these earlier approaches. Our approach is finally able
to provide a deeper and very general understanding of the
phenomenon from a clean perspective, if only at the price of
a finite-dimensional analysis.
Another application that seems to fall into the category
of dependent component systems is human perception: The
different sensing systems (e.g. vision and hearing) can be
assumed to be subjected to independent noise most of the
time. Anything which affects both vision and hearing at the
same time can, according to everyday-experience, in general
be identified very precisely.
With multiple independent copies, perspectives and opinions
on all kinds of subjects via the internet, dependent component
analysis (which will usually be abbreviated by DCA in the
following) can certainly be applied in data analysis as well,
and at least in spirit this effect is exploited for noise estimation
in digital images e.g. in the recent work [32].
As mentioned already, such studies date back at least as
far as the 1930’s. We therefore confine ourselves here to the
mentioning of only a few research areas which we feel are
important either from practical or theoretical, if not even
philosophical perspectives. We also restrict ourselves to citing
only very few published results in these areas, and we picked
them such that the references contained therein enable the
reader to quickly enter the corresponding field.
At first, let us mention the famous ICA (independent
component analysis) approach, which can be considered
orthogonal in spirit to ours. In ICA, the system under
consideration consists of K independent parts, and the
transformation between the system and the observer is only
assumed to be linear.
The astonishing result in ICA is, that it is possible to
detect both channel and system, up to a permutation, but
only from observing the output and from knowing that the
system under consideration fulfills above assumptions. For a
good introduction to ICA, including its history, see [8] or [20].
Another branch which has to be mentioned here is the
analysis of multichannel systems. An introduction to these
topics can be found for example in [29] or [5]. A first paper
summarizing different approaches to the topic was published
by Brennan as early as 1959 [6]. Many contributions from
the engineering perspective can be found under the keyword
’diversity combining’.
Surprisingly, it seems the situation has never been analyzed
in an information-theoretic context. The results which are
known to the authors consider several restoration problems,
among them image restoration, but do not exploit the specific
probabilistic structure itself nor do they consider the various
problems arising from different alphabet sizes. Also, it
seems to have slipped the attention of earlier research that
dependent component systems can, under not too strong
assumptions, be inverted. Thanks to the comments of an
unknown reviewer, we were made aware of the publication
[31] that treats the problem of denoising in an information-
p
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Joint estimate of p and the noise models W1,W2,W3
Fig. 2. Dependent component system seen as Markov chain with different
(unknown) noisy channels W1,W2,W3 and unknown input distribution p.
theoretic framework. In that work, a string xn = (x1, . . . , xn)
representing undistorted information, is subjected to noise
acting independently on every symbol xi, producing the
output yn = (y1, . . . , yn). An algorithm (called discrete
universal denoiser or DUDE, for short) is presented that,
when the parameters of the noise model are known, delivers
optimal performance in the recovery of xn from yn. Of
course those parameters may not always be given, in which
case the algorithm is completely useless. However, if multiple
copies of xn have been stored in the past and then corrupted
by independent noise, our algorithm is able to deliver exactly
the noise model that serves as an input to the algorithm
presented in [31]. The DUDE has been extended to cover
situations involving channel uncertainty in [17].
Our model is further intimately connected to the study of
Markov chains (see e.g. the work [14] for an overview), as
our model can be viewed as a hidden “arbitrarily varying”
Markov model in which the state space of the Markov chain
equals its output space, but the information delivered to the
observer is not via one and the same noisy channel, but via
different channels:
After finalization of the key results and statements of this
manuscript we became aware that the name “dependent
component analysis” has actually been used in the literature
earlier already (see or example [33] or [24] and references
therein for an overview), although not in the framework that
is treated here. Rather, a multitude of different approaches
dealing with estimation of multivariate distributions is
presented there. To the author’s knowledge, this work is the
very first to pose the fundamental question of invertibility
together with the question of how many independent
observations one has to make in order to invert the system.
That the answer to this question is exactly three is a surprising
result, which we are at present tempted to not see as a mere
artifact.
Invertibility of channel matrices has also played a minor
role in the work [18] on approximation of output statistics
of channels: After developing a theory of resolvability
for output statistics of channels, the authors observed that
statements about its output statistics translate to statements
4about the input statistics when the channel is invertible (see
the discussion of [18, Theorem 15]). In a second paper [19],
the authors of [18] explicitly exploited this observation to
further develop the theory of resolvability by extending it to
input processes of a channel.
The type of question we study here is, at least in spirit, similar
to the search for informationally complete measurements
in quantum information theory [7], [12], [13], [26]. Such
measurements have the property that they guarantee the
possibility to distinguish between the many possible states
that a physical system may be in.
From the recent work [25] which is inspired among others
by results of C.F. von Weizsa¨cker [30] it is known that the
quantum bit space (which can be represented as the unit ball
in exactly three real dimensions) and the three-dimensional
space structure we are experiencing every day can actually
be related by a number of clearly specified reasonable
assumptions and logical arguments. We hypothesize that
similar arguments should make it possible to connect our
findings to the geometry of space.
II. NOTATION, MOTIVATION AND INTRODUCTION OF THE
FRAMEWORK OF MULTILINEAR ALGEBRA
This section is split into three subsections. First we define
the standard notation, a task which is rather repetitive. Then
we give a more precise formulation of our problem statement,
using the established notation. We explain which difficulties
arise. Then, we introduce the framework of multilinear algebra
which we use later to solve the problem.
A. Notation
For a natural number L, we define [L] := {1, . . . , L}. The
set of permutations on [L] is denoted SL. Given two such
sets [L1], [L2], their product is [L1] × [L2] := {(l1, l2) : l1 ∈
[L1], l2 ∈ [L2]}. For any natural numbers n and L, [L]n is
the n-fold product of [L] with itself. The set of real-valued
functions on a finite set [L] is FL. The set of probability
distributions on a finite set [L] is
P([L]) := {p ∈ FL : p(i) ≥ 0 ∀ i ∈ [L],
L∑
i=1
p(i) = 1}. (1)
The support of p ∈ P([L]) is supp(p) := {i ∈ [L] : p(i) > 0}.
A very important subset of elements of P([L]) is the set of its
extreme points, the Dirac-measures: for i ∈ [L], δi ∈ P([L])
is defined through δi(j) = δ(i, j), where δ(·, ·) is the usual
Kronecker-delta symbol. Closely related to the latter is the set
of indicator functions on [L]. These are defined for subsets
S ⊂ [L] via 1S(i) = 1 if and only if i ∈ S and 1S(i) = 0
else.
Two subsets of P([L]) which are of great importance in our
case are
P>([L]) := {p ∈ P([L]) : p(i) > 0 ∀ i ∈ [L]} (2)
P↓([L]) := {p ∈ P([L]) : p(1) > . . . > p(L)}. (3)
The main task that we will be dealing with is that of distin-
guishing between elements p, p′ ∈ P([L]). While there are
many ways of doing this, we would like to single out two of
them here: First, we may use (in principle for any number
k ∈ R, though we will make use only of k = 1 and k = 2
here) the k-norms ‖p − p′‖k := (
∑L
i=1 |p(i) − p′(i)|k)1/k. If
k = 1, we will omit the subscript in the following.
Second, one may use the relative entropy or Kullback-
Leibler distance: D(p‖p′) is defined as D(p‖p′) :=∑L
i=1 p(i) log(p(i)/p
′(i)) if p′(i) = 0 ⇒ p(i) = 0 ∀i ∈ [L]
and D(p‖p′) := +∞ if this is not the case.
The noise that complicates the task of estimating p is mod-
elled by matrices W of conditional probability distributions
(w(i|j))L′,Li,j=1 whose entries are numbers in the interval [0, 1]
satisfying, for all j ∈ [L], ∑Li=1 w(i|j) = 1. The set of
all such matrices is denoted W([L], [L]). Such matrices are,
using standard terminology of Shannon information theory,
equivalently called a “channel”.
We will later relate these probabilistic concepts to linear
algebra in a more explicit fashion. In order to motivate this
approach, we first restate the problem using the rather generic
language that we introduced so far:
B. Problem statement (standard formalism)
Let L,K ∈ N be given. To a given choice W1, . . . ,WK ∈
W([L], [L]) of channels and p ∈ P>([L]) we let q ∈ P([L]K)
be the distribution defined by setting, for all y1, . . . , yK ∈ [L],
q(y1, . . . , yK) =
∑
x∈[L]
p(x)
K∏
k=1
wk(yk|x). (4)
The question we ask is, for what other choices p′ ∈ P([L])
and W1, . . . ,Wk ∈ W([L], [L]) the equalities
q(y1, . . . , yK) =
∑
x∈[L]
p′(x)
K∏
k=1
w′k(yk|x) (5)
can hold for all y1, . . . , yk ∈ [L]. It is clear that the answer is
completely unsatisfying for K = 1: For example the choice
of the distribution p′ satisfying (5) is completely independent
from that of p, since it is always possible to choose an
appropriate W ′1 such that (5) is fulfilled. Later in example
1 we explain shortly why the answer for K = 2 turns out to
be not very satisfying as well. With the help of our Theorem
1 however we can demonstrate that, starting from K = 3,
the solutions to the LK equations (one for each choice of
y1, . . . , yK ∈ [L]):∑
x∈[L]
p(x)
K∏
k=1
wk(yk|x) =
∑
x∈[L]
p′(x)
K∏
k=1
w′k(yk|x) (6)
can be written as follows: Take any choice p,W1, . . . ,WK .
For every permutation τ : [L] → [L], the distribution p′
defined by p′(i) := p(τ(i)) and channels W ′k defined by
w′k(j|i) := wk(j|τ−1(i)) are a solution to the equation (6),
and for a fixed choice of p and W1, . . . ,WK these are the
only solutions.
Proving this result turned out to be a challenging task: Starting
with restricted models where L = 2 and all channels Wk
are restricted to lie in the class of binary symmetric channels
5δ22
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Fig. 3. Probability simplex over the alphabet {11, 12, 211, 22}. The δij
denote the Dirac-distributions corresponding to the respective letters in the
alphabet. The two-dimensional manifold arises from setting p(1) = 0.12
and K = 2 in (6) and letting the channels w1 and w2 be binary-symmetric
channels with flip probabilities (s1, s2) ∈ [0, 1]× [0, 1].
Wk = BSCsk with unknown probability sk of causing a
bit to be flipped, we realized that the polynomial equation
in the variables p(1), s1, s2, and p′(1), s′1, s
′
2 arising from
(6) has only finitely many solutions. We were also able to
picture the manifolds arising from a fixed choice of p(0)
and variations of s1, s2 and realized that they were forming
a two-dimensional manifold. This motivated further study of
the question. Unfortunately we were not able to solve the
resulting polynomial equations in the many variables that arise
as soon as the model becomes even slightly more complex.
From the above picture it became clear that K = 2 would
not be sufficient for more complex noise models. In fact,
counting parameters led us to conclude the following: As any
channel W introduces (L − 1) · L variables, and p another
L−1 variables, we could only hope to gain insightful solutions
whenever the total number K · (L−1) ·L+L−1 of variables
was smaller than or equal to the dimension of the convex set
P([L])K , which equals LK − 1. For natural numbers L,K,
the inequality
LK ≥ K · (L− 1) · L+ L (7)
however is easily seen to hold true for all K ≥ 3. Un-
fortunately, already the binary case L = 2 with arbitrary
channels W1,W2,W3,W ′1,W
′
2,W
′
3 ∈ W(2, 2) introduces an
untractable total number of 2 · 6 + 2 = 14 variables, and no
results concerning polynomials of the specific form introduced
by our model could be found. After numerous attempts we
finally reformulated the problem using the formalism that was
developed during the evolution of quantum information theory
over the last 20 years, and this approach finally turned out to
be fruitful and helped us to reduce the problem to a small
number of rather simple observations. The necessary notation
for the reformulation of the problem is given in the following
subsection.
C. Multilinear framework
We will from now on consider any P([L]) as being embed-
ded into RL through the bijective map Φ : P([L]) → RL
defined through Φ(δi) := ei, where {ei}Li=1 is any fixed
orthonormal basis of RL. The image Φ(P([L])) naturally
generates its L− 1-dimensional supporting hyperplane within
RL.
This embedding allows a natural use of matrix calculus. Since
we will be dealing with composite systems throughout, an im-
portant part of our work requires basic results from multilinear
algebra. We will now introduce these for bipartite systems, the
generalization to the multipartite case is straightforward.
Throughout, we use one fixed basis {ei}Li=1 for RL. L times
L′ matrices are thought of as linear maps from RL to RL′
via their action in this basis. The set of linear maps from RL
to RL′ (matrices with L′ rows and L columns) is denoted
M(L,L′), the group of invertible matrices (if L = L′) is
written Gl(L). The range of a matrix M ∈ M(L,L′) is
ranM := {Mx : x ∈ RL}, and its kernel kerM (as usual)
the set {x ∈ RL : Mx = 0}.
The scalar product 〈·, ·〉 on RL × RL is the standard one:
〈ei, ej〉 = δ(i, j). If needed, we will represent an L′ × L
matrix by using the matrix basis {Ei,j}L
′,L
i,j=1 which is defined
by Ei,jek = δ(k, j)ei ∀i ∈ L′, k, j ∈ L. The identity matrix
on RL (which is at the same time a channel from [L] to [L])
is written as 1 =
∑L
i=1Eii. Care will be taken that it does
not get confused with indicator functions (symbols of the form
1S) that we defined earlier.
Without going into any further detail, we introduce the tensor
product of RL with RK in a very straightforward manner by
setting
RL ⊗ RK := span{ei ⊗ ek}L,Ki=1,k=1. (8)
This allows us to define general ’product vectors’ of two
vectors u =
∑L
i=1 uiei and v =
∑K
i=1 viei by u ⊗ v :=∑L,K
i,j=1 uivjei ⊗ ej . The vector space RL ⊗ RK inherits
the scalar products from RL and RL′ by the formula 〈u ⊗
v, x ⊗ y〉 := 〈u, x〉〈v, y〉. The corresponding matrix spaces
are denoted M((L,K), (L′,K ′)). Given A ∈ M(L,L′) and
B ∈ M(K,K ′), we define A ⊗ B ∈ M((K,L), (K ′, L′))
through its action on product vectors:
(A⊗B)(u⊗ v) := (Au)⊗ (Bv). (9)
This leads to the following set of rules:
∀A,B ∈M(L), C,D ∈M(L) :
(A+B)⊗ (C +D) =
A⊗ C +A⊗D +B ⊗ C +B ⊗D, (10)
∀A ∈ Gl(K), B ∈ Gl(L) :
(A⊗B)−1 = A−1 ⊗B−1 (11)
∀A ∈M(K), B ∈M(L), α ∈ C :
α(A⊗B) = (αA)⊗B = A⊗ (αB) (12)
1RK⊗RL = 1RK ⊗ 1RL . (13)
In order to simplify notation later we will use, for u ∈ RL
and n ∈ N, the shorthand u⊗n := u ⊗ . . . ⊗ u for the n-fold
6tensor product of u with itself. Accordingly, for A ∈M(L,K)
we write A⊗n to denote the n-fold product A ⊗ . . . ⊗ A. A
very important object we shall encounter is the vector v+ :=∑L
i=1 ei ⊗ ei ∈ RL ⊗ RL. It has the important property that
(A⊗ 1)v+ = (1⊗A>)v+ ∀A ∈M(L), (14)
where the matrix transposition A 7→ A> is defined in the basis
{ei}Li=1.
An important operation on a composite system described by
the set of probability distributions P([K]× [L]) is the partial
trace tr1 : RK ⊗ RL → RL which ’forgets’ the information
stored in the first system modelled over RK by summing over
it: For a =
∑K,L
i,j=1 ai,jei ⊗ ej , it is defined by
tr1(a) :=
K,L∑
i,j=1
ai,jej . (15)
This operation has the following nice property: If v =∑K,L
i,j=1 p(i, j)ei ⊗ ej for some p ∈ P([K]× [L]), then
tr1(v) =
L∑
i=1
 K∑
j=1
p(i, j)
 ei, (16)
which is clearly just the image of one of the marginal
distributions of p under the (injective) map Φ. The notion
easily extends to multi-partite systems RL1 ⊗ . . .⊗ RLm and
defines tri for every i ∈ [m] and, more generally, trA for
every A ∈ [m]. Note that if only one system being modelled
by p ∈ P([L]) is present we can as well abbreviate tr1 by tr
and then it holds tr(p) =
∑L
i=1 p(i) = 1.
This way we have come back to probability distributions and
are now in the position to embed the most natural linear maps
on them into our framework: channels. A channel is a posi-
tivity and trace preserving linear map W : P([L])→ P([L′]),
where L,L′ ∈ N are arbitrary. We may think of W as a
matrix defined by its entries wij := W (δj)(i). If necessary
and unambiguous, we shall also write w(i|j) := wij .
An important example of a channel is a permutation matrix
τ ∈ SL: Its natural action as τ ∈ W([L], [L]) is via
τ(p)(i) := p(τ−1(i)).
Clearly, every channel is completely represented by the matrix
with entries wij and application of W to a probability distri-
bution p ∈ P([L]) is equivalent to applying the matrix defined
via its matrix entries wij := w(i|j) to the vector
∑L
i=1 p(i)ei.
During our proofs, we will not necessarily always be working
with channels, but rather with matrices. We will therefore
spend a few more words on this connection.
It is clear that P([L]) ⊂ RL1 := {
∑L
i=1 viei ∈ RL :∑L
i=1 vi = 1}. Therefore, we have the implication W ∈
W([L], [L]) ⇒ W (RL1 ) ⊂ RL1 , and in case that W is
invertible this lets us conclude that W−1(RL1 ) = RL1 .
We see that, as long as we restrict our analysis to matrices
which are composed of channels or inverses of channels, all
we need to take care of is their action on RL1 .
In addition, a channel W ∈ W([L], [L]) is invertible if and
only if the corresponding matrix W ∈ M(L,L) is invertible.
While it is clear that a non-invertible channel has a non-
invertible matrix associated to it, the other direction of the
claim can be established as follows:
Let for some real numbers γ1, . . . , γL, not all of which are
zero,
∑L
i=1 γiW (δi) = 0. Set g :=
∑L
i=1 γi. If g 6= 0 we
may set γ¯i := γi/g for each i ∈ [L] and conclude that
0 =
∑L
i=1 γ¯iW (δi), in contradiction to W (RL1 ) ⊂ RL1 . If
g = 0 we define the number γmax := maxi∈[L] |γi|. For every
α ∈ R, we introduce the vector γα :=
∑L
i=1(α · γi +L−1)δi.
For each α it is clear that γα ∈ RL1 . We additionally have
(γα)i = α · γi + L−1 (17)
≥ L−1 − |α| · γmax (18)
≥ 0 (19)
whenever α ∈ [0, 1L·γmax ], meaning that γα ∈ P([L]) for that
range. By assumption W (α · γ) = 0 for all α and this implies
that especially W (γα) = W (γ0) for all α ∈ [0, 1L·γmax ]. But
at least one of the γi is nonzero, thus γα 6= γα′ for all α, α′ ∈
[0, 1L·γmax ] for which α 6= α′. This is in contradiction to the
assumed invertibility of W as a map from P([L]) to P([L]).
III. DEFINITIONS
We are now able to formalize our problem using the
language of multilinear algebra. Throughout our discussion,
we will assume the existence of a probability distribution
p on some finite set [L] that models the ’true’ state of a
physical system which emits signals i ∈ [L] independently
and identically distributed according to p.
Since p is fixed, it makes little sense to talk about events
which do not happen according to p. Therefore, we will always
assume that p(i) > 0 holds for all i ∈ [L]. In other words:
p ∈ P>([L]).
On the other hand, this requires us to ’learn’ the parameter L of
the system as well. We therefore list three different scenarios:
We start with the case L = L′, which is central to the whole
discussion and delivers the necessary tools for a discussion of
the other cases, namely L′ < L and L′ > L.
We will now list the definitions that we need in order to state
our results. First, a technical thing:
Definition 1. Given p ∈ P([L]) we denote by p(K) the
distribution
p(K) :=
L∑
i=1
p(i)δ⊗Ki . (20)
For any fixed [L], the set of all such p(K) is
P(K)([L]) := {p(K) : p ∈ P([L])}. (21)
The main definition is the following.
Definition 2 (Dependent component system (DCS)). For
given natural numbers L,L′ and K, we define For given
natural numbers L,L′ and K, we define DCS(L,K,L′) to
be the set of all (p,W1, . . . ,WK) such that p ∈ P([L]) and
W1, . . . ,WK ∈ W([L], [L′]). This is the set of all dependent
component systems. Any element of it is represented (uniquely
only if p ∈ P>([L])) by the distribution(
1⊗
K⊗
i=1
Wi
)
p(K+1) ∈ P([L]× [L′]K). (22)
7In order to shorten notation we will usually write sentences
like ’let a DCS(L,K,L′) be given’, implying that the math-
ematical object under study is a system S ∈ DCS(L,K,L′).
For a more thorough analysis of dependent component systems
we need additional definitions:
Definition 3. For L,L′,K ∈ N we define the DCS(L,K,L′)
surface to be
{(⊗Ki=1Wi)p(K) : (p,W) ∈ DCS(L,K,L′)}, (23)
where (p,W) = (p,W1, . . . ,WK). As an important subset of
this surface we consider the FR(L,K,L′) of all distribtions
(⊗Ki=1Wi)p(K) ∈ P([L′]K) such that p ∈ P>([L]) and
ran(W1) = . . . = ran(WK) = RL
′
. This is the set of those
points which are generated by full-range channels and strictly
positive distributions.
In case L′ ≤ L we are going to need the subset
FRSK(L,K,L′) of all distributions (⊗Ki=1Wi)p(K) ∈
P([L′]K) such that p ∈ P>([L]) and both ran(Wi) = RL′
and ker(Wi) = ker(Wj) for all i, j ∈ [K].
This subset of FR(L,K,L′) consists of all those points on
the DCS(L,K,L′) surface which are generated by strictly
positive probability distributions and K full range channels
such that all of them have the same kernel.
Remark 1. Of course, FR(L,K,L′) = ∅ for L′ > L.
Let us have a short look at an insightful example.
Example 1 (FR(L, 2, L)). Let q ∈ P([L]2). It can obviously
be written as q(i, j) = p(i)r(j|i). If there is no such decom-
position such that supp(p) = [L] and r is invertible, then we
may choose an ε > 0 as small as we like and an invertible
r′ together with supp(p′) = [L] such that q′ defined via
q′(i, j) := p′(i)r′(j|i) satisfies ‖q′ − q‖ ≤ ε. Take (p′, Id, r′)
as a DCS(L, 2, L) system. Then
(r′ ⊗ Id)p′(2) =
l∑
i=1
p′(i)
L∑
j,k=1
r′(j|i)δ(k, i)δj ⊗ δk (24)
=
L∑
i,j=1
r′(j|i)p′(i)δj ⊗ δi (25)
= q′. (26)
It follows that FR(L, 2, L) is dense in P([L]2). The same
holds true for K = 1.
This example clearly demonstrates that practically every
distribution in P([L]2) can arise as an output of a dependent
component system. This serves as another motivation to look
for solutions to our problem statement (6) only for K ≥ 3, thus
affirming the intuition that one gets from parameter counting
as in (7).
IV. MAIN RESULTS, EXAMPLES
Our main result is the following Theorem 1,
which has to be read with the following in mind: If
W1, . . . ,WK , V1, . . . , VK ∈ W([L], [L]) are all invertible
as matrices and Xi := V −1i ◦ Wi (i = 1, . . . ,K), then
the matrices Xi ∈ M(L,L) are invertible and they map
RL1 to RL1 . Let the set of all matrices which map RL1 to
itself be Gl1(L). Another way of writing this is to set
Gl1(L) := {X :
∑L
j=1Xji = 1 ∀ i ∈ [L]}. The exact
connection between Theorem 1 and our initial question (6) is
explained in detail at the end of the proof of Theorem 1.
Theorem 1. [Uniqueness of Solution for L = L′] Let K ∈ N
satisfy K ≥ 3. Let p ∈ P>([L]). There are exactly L! tuples
(X1, . . . , XL, p
′) of matrices X1, . . . , XK ∈ Gl1(L) and
probability distributions p′ ∈ P>([L]) satisfying the equation
L∑
i=1
p(i)δ⊗Ki = (X1 ⊗ . . .⊗XK)
(
L∑
i=1
p′(i)δ⊗Ki
)
. (27)
These are as follows: For every τ ∈ SL, the matrices X1 =
. . . = XK = τ
−1 and p′ = τ(p) solve (27), and these are the
only solutions.
As a consequence, the function Θ : P([L])×W([L], [L])K →
P([L]K) defined by
Θ[(p, T1, . . . , TK)] :=
(
K⊗
i=1
Ti
)(
L∑
i=1
p(i)δ⊗Ki
)
(28)
is invertible if restricted to the right subset: there exists a
function Θ′ : DCS(L,K,L)→ P↓([L]) that has the property
Θ′(Θ[(p, T1, . . . , TK)]) = p, (29)
for all p ∈ P↓([L]) ∩ P>([L]) and those (T1, . . . , TK) for
which every Ti, i ∈ [K], is invertible. In addition to that, there
exists a second function Θ′′ : DCS(L,K,L) → P↓([L]) ×
W([L], [L])K such that
Θ′′(Θ[(p, T1, . . . , TK)]) = (p, T1, . . . , TK) (30)
for all p ∈ P↓([L]) ∩ P>([L]) and those (T1, . . . , TK) for
which every Ti, i ∈ [K], is invertible.
Remark 2. The following Theorem 2 shows that Θ′ has
the inversion property (29) even for all p ∈ P↓([L]) and
those T1, . . . , TK that are invertible if restricted to span({ei :
p(i) > 0}).
We will give a proof of this theorem for the interesting case
K = 3 only, the general case offers no increase in insight.
It will become apparent from the proof that the theorem can be
extended to the case where p, p′ are not necessarily probability
distributions (in which case the Xi will not necessarily be
permutations any more).
In addition, we provide a generalization to the case where
the input alphabet is strictly larger than the output alphabet.
This situation should be considered the generic case in all
sensor networks that involve a digital-analog converter.
Theorem 2 (The perfect conspiracy). Let L > L′ and K ≥ 3.
Then
FR(L′,K, L′) ∩ FR(L,K,L′) = FRSK(L,K,L′). (31)
Remark 3. The implication of the theorem is the following
important ’rule of thumb’: If you observe three outputs of di-
mension L′, and you can verify that your observed distribution
q is in FR(L′,K, L′) then either L = L′ or there is a ’perfect
8conspiracy’ between all the channels in the sense that they all
delete the same information.
If you are happy that there are no apparent contradictions in
your system, you may just leave it the way it is and conclude
that the truth is given by some p8, which may e.g. be given by
a projection of the true p onto some hyperplane within P([L]).
If on the contrary you are a wary individual, you may always
add new channels to the system, suspecting that in fact L′ > L
and that it will be possible to find a channel which does not
participate in the perfect conspiracy.
We now consider the case L′ > L, which can also be
interpreted as generalization of Theorem 1 to the singular cases
(e.g. those cases where p /∈ P>([L])).
Theorem 3 (The case L′ > L). Any DCA(L,K,L′) system
with at least three channels and L′ > L is invertible up to a
permutation on [L].
All the previous results are exact, and yet leave us unsatis-
fied: Assume we observe a set of K outputs of channels with
output alphabet [L′], restrict our attention e.g. to all the triples
of 3 subsystems and from Theorem 2 we infer that L′ < L
has to hold (because the observed outputs may sometimes not
be in FR(L′,K, L′)).
Then how can we use this knowledge to calculate p?
More specifically, is there any hope that a system of K chan-
nels W1, . . . ,WK ∈ W([L], [L′]) can be invertible although
L′ < L holds? Although we are not yet able to give a
complete solution to this question including dependencies of
the parameters K,L,L′ and potentially necessary assumptions
concerning p and the channels W1, . . . ,WK , we can already
answer it in the affirmative.
To this end, consider a specific example: A channel W ∈
W([3], [2]). The generic situation we encounter in this case
will be that
W (δ3) = λW (δ1) + (1− λ)W (δ2), W (δ1) 6= W (δ2) (32)
for some λ ∈ [0, 1] and up to a permuation on [3]. We would
like to find out now whether the three vectors {W (δi) ⊗
W (δi)}3i=1 form a linearly independent set. If that is so, their
supporting hyperplane has dimension two, just like P([3]).
Hence, W ⊗W would be invertible as a map from P(2)([3])
to its image in P([2]2).
Assume that, on the contrary, there are γ1, γ2, γ3 ∈ R not all
of which are zero and such that
0 =
3∑
i=1
γiW (δi)⊗W (δi) (33)
holds. This is (introducing the abbreviations w1 :=
W (δ1), w2 := W (δ2)) equivalent to
0 = (γ1 + λ
2γ3)w
⊗2
1 + (γ2 + (1− λ)2γ3)w⊗22
+ γ3λ(1− λ)(w1 ⊗ w2 + w2 ⊗ w1). (34)
In case that λ /∈ {0, 1} this implies γ3 = 0, which then leads
to γ1 = γ2 = 0 as well and the desired result is proven by
contradiction.
If, however, λ ∈ {0, 1} holds then the above argument does
not work. Then, it is even true that W ⊗W is not invertible,
since (w.l.o.g. λ = 0)
W ⊗W (p(2)) = p(1)W (δ1)⊗W (δ1)
+ (p(2) + p(3))W (δ2)⊗W (δ2). (35)
Only in that case is every information about the difference
between 2 and 3 destroyed at the output and impossible to
recover!
Let us now become slightly more general. Consider W ∈
W([L], [L′]) and assume that the W (δi), i = 1, . . . , L′, are
pairwise different. We ask, when exactly can W⊗K , restricted
to P(K)([L]) be invertible? A partial answer is the following
theorem:
Theorem 4. Let W ∈ W([L], [L′]) satisfy W (δi) 6= W (δj)
for all i 6= j ∈ [L]. Then K ≥ L(L′−1) is sufficient for W⊗K
to be invertible as a map from P(K)([L]) to P([L′]⊗K).
We would like to express our belief that this is at the same
time already optimal through the following conjecture:
Conjecture 1. Under the preliminaries of Theorem 4 we have
the following: If K < L(L′−1), then there is always a channel
W ∈ W([L], [L′]) satisfying W (δi) 6= W (δj) for all i 6=
j ∈ [L] and such that W⊗K is not invertible as a map from
P(K)([L]) to P([L′]⊗K).
How do we solve the problem of inverting a DCA system
concretely? Given that we estimated qˆ ∈ P([L′]K), an easy
solution which can be computed efficiently is the convex
optimization problem
arg min
W1,...,WK ,p
D((⊗Ki=1Wi)p(K)‖qˆ). (36)
If qˆ is indeed an output distribution of a DCA system, above
algorithm will return the system (up to a permutation). The
ambiguities in the solution can be reduced by optimizing not
over all p ∈ P([L]), but only over P↓([L]).
Of course, it is not at all necessary to use Kullback-Leibler
divergence in the above, one could as well use any norm ‖ · ‖
and instead compute
arg min
W1,...,WK ,p
‖(⊗Ki=1Wi)p(K) − qˆ‖. (37)
For practical purposes, it may even be useful to use a smooth
quantity like ‖ · ‖22 defined by ‖x‖2 :=
√∑d
i=1 x
2
i , where
d = K · L in our application and we employ the embedding
φ of P([L]K) into RK·L introduced in Section II.
It may be speculated whether there is a simpler description
of the DCS(L,K,L′) than the one given through calculation
of all its points (W1 ⊗ . . .WK)p(K). Especially mutual
information has turned out to be an important concept in
various scenarios. Since the original source p can, in our
model, only be accessed via the channel (⊗Ki=1Wi), it makes
little sense to look at mutual information between the in-
and the output of the system. We provide here a statement
showing that the pairwise mutual informations of the output
systems are also not relevant quantities in our scenario:
9Lemma 1 (Positivity of Mutual Information is not Sufficient).
Consider L = 4, and let L′ ≥ 2. For every K ∈ N,
there exist channels W1, . . .WK ∈ W([L], [L′]) such that
the random variables Y1, . . . , YK defined by P(Y1, . . . , YK =
i1, . . . , iK) := (⊗Ki=1Wi)p(K)(i1, . . . , iK) satisfy I(Yi;Yj) >
0 for all i 6= j ∈ {1, . . . ,K} and p ∈ P>([L]), but p cannot
be inferred from (Y1, . . . , YK).
V. PROOFS
This section contains the proofs of our results, in the same
order as they were stated in the previous section.
Proof of Theorem 1. As mentioned already, we restrict the
proof to the case K = 3. The general case is a straightforward
generalization. We start by considering the bivariate cases:
p(2) = Xi ⊗Xj(p′(2)), i 6= j. (38)
These arise from the case with K = 3 by taking the partial
trace. In this case, since all the alphabets are equal, tri denotes
the trace over the i-th copy of [L]. For example for i = 1,
j = 2 and k = 3 this works as follows: First we have
p(2) =
L∑
i=1
p(i)δi ⊗ δi (39)
=
L∑
i=1
p(i)tr3δi ⊗ δi ⊗ δi (40)
= tr3
L∑
i=1
p(i)δi ⊗ δi ⊗ δi (41)
= tr3p
(3) (42)
and, since for every i ∈ [L] we have
tr3X3δi =
L∑
j=1
(X3)ji = 1 (43)
we also get
(X1 ⊗X2)p′(2) = (X1 ⊗X2)
L∑
i=1
p′(i)δi ⊗ δi (44)
= (X1 ⊗X2)
L∑
i=1
p′(i)tr3δ⊗2i ⊗X3δi (45)
= tr3(X1 ⊗X2 ⊗X3)
L∑
i=1
p′(i)δ⊗3i (46)
= tr3(X1 ⊗X2 ⊗X3)p′(3), (47)
thus we can use the assumed validity of the equation p(3) =
(X1 ⊗X2 ⊗X3)p′(3)
p(2) = tr3p
(3) (48)
= tr3(X1 ⊗X2 ⊗X3)p′(3) (49)
= (X1 ⊗X2)p′(2), (50)
as desired. The same argument works with any of the other
pairs. Our goal is to show first that the validity of these 3
pairwise equations already ensures that X1 = X2 = X3. We
argue as follows. First, fix i ∈ [3] and choose any j 6= i in [3].
Then define the matrix X˜i by (X˜i)mn := p′(n)(Xi)mn. Note
that the columns of X˜i form a linearly independent set (since
Xi is invertible), and thus X˜i is invertible as well. For this
argument to be valid, we do of course require our assumption
p(i) > 0 ∀i ∈ [L] to hold true. We may now rewrite above
equation slightly:
p(2) = Xi ⊗Xj(p′(2)) (51)
= (1⊗Xj)(Xi ⊗ 1)(p′(2)) (52)
= (1⊗Xj)
L∑
m=1
p′(m)(Xi ⊗ 1)δ⊗2m (53)
= (1⊗Xj)
L∑
m,n=1
p′(m)(Xi)nmδn ⊗ δm (54)
= (1⊗Xj)
L∑
m,n=1
(X˜i)nmδn ⊗ δm (55)
= (1⊗Xj)
L∑
n=1
δn ⊗ X˜>i δn (56)
= (1⊗Xj)(1⊗ X˜>i )
L∑
n=1
δ⊗2n (57)
= (1⊗ (Xj ◦ X˜>i ))
L∑
n=1
δ⊗2n . (58)
It is clear that Xj ◦ X˜>i is still invertible, hence it seems
convenient for the moment to have a look at the equation
L∑
i=1
p(i)δ⊗2i = (1⊗X)
L∑
i=1
δ⊗2i , X ∈ Gl(L). (59)
Writing this out in coordinates immediately yields
p(i) =
L∑
m=1
δ(i,m)Xim = Xii ∀i ∈ [L] (60)
0 =
L∑
m=1
δ(i,m)Xjm = Xij ∀i 6= j ∈ [L]. (61)
Therefore, X is uniquely determined through p in that equa-
tion. It follows that all the Xj ◦ X˜>i = Zi for some Zi, inde-
pendent from the choice of j, and hence Xj = Zi ◦ (X˜>i )−1
(independent from the choice of j). Playing this trick two
times shows that, in fact, X1 = X2 = X3 =: X for some
X ∈ Gl1(L).
We can now proceed to the second part of our proof.
Consider the equations
p(t) = X⊗tp′(t), t ∈ [3], (62)
where p, p′ ∈ P([L]) and X ∈ Gl1(L). What are possible
solutions of equation (62) if we require p ∈ P>([L]) and
X ∈ Gl1([L])?
First, let us treat p and p′ as fixed, and ask for solutions
X . Define matrices A,B ∈ Gl(L) by their entries aij :=
10
δ(i, j)
√
p(i) and bij := δ(i, j)
√
p′(i). Then we can set t = 2
and reformulate our equation (62) as
L∑
i=1
δ⊗2i = (A
−1XB ⊗A−1XB)
L∑
i=1
δ⊗2i . (63)
Thus a more convenient formulation of problem (62) is to
solve the equation
L∑
i=1
δ⊗2i = (Y ⊗ Y )
L∑
i=1
δ⊗2i (64)
for Y , and we can now use the same trick as before and
obtain Y Y > = 1. But this is equivalent to stating that Y is
orthogonal! Rewinding things, we know now that there exists
an orthogonal matrix Y such that X = AY B−1.
We now use equation (62) with t = 3. We then get, using the
special form of X that we just obtained, the equation
L∑
i=1
1√
p(i)
δ⊗3i = Y
⊗3
L∑
i=1
1√
p′(i)
δ⊗3i . (65)
Looking at specific entries, we see that the following are valid.
1√
p(i)
=
L∑
j=1
1√
p′(j)
Y 2ijYij ∀i ∈ [L] (66)
0 =
L∑
j=1
1√
p′(j)
Y 2ijYkj ∀i 6= k ∈ [L]. (67)
However, the vectors vi :=
∑L
j=1 Yijδj (i ∈ [L]) form an
orthonormal set (since Y is orthogonal). Define the vectors
wi :=
∑L
j=1
1√
p′(j)
Y 2ijδj (i ∈ [L]), then the above can be
reformulated as
1√
p(i)
= 〈wi, vi〉 ∀i ∈ [L] (68)
0 = 〈wi, vk〉 ∀i 6= k ∈ [L]. (69)
But this clearly implies that, for each i ∈ [L], we have the
equalities √
p′(j)√
p(i)
Yij = Y
2
ij ∀j ∈ [L]. (70)
Whenever a Yij is zero, these are trivially true. If Yij 6= 0,
then we may divide by it and therefore obtain that, for each
i, j ∈ [L], either
Yij = 0 or else Yij =
√
p′(j)
p(i)
. (71)
Now we introduce sets Ii ⊂ [L] := {j : Yij 6= 0}, i ∈ [L]
such that the vectors vi fulfill
vi =
∑
j∈Ii
√
p′(j)
p(i)
δi. (72)
Of course, since Y is an orthonormal matrix, these vectors
again form an orthonormal set. Also, it holds that each Ii
satisfies |Ii| > 0. Hence for i 6= l,
0 =
∑
j∈Ii∩Il
√
p′(j)
p(i)
√
p′(j)
p(l)
=
∑
j∈Ii∩Il
p(j). (73)
It follows that Ij∩Ik = ∅, whenever j 6= k. Clearly then, since
each of the sets Ii is non-empty, they all must be one-element
sets. This also directly implies that, for i ∈ Ij , it holds Yij = 1
(meaning that Y is a permutation matrix) and, additionally,
that p(i) = p′(j) whenever i ∈ Ij . The desired permutation
is conveniently defined through its action on P([L]):
τ(δi) := 1Ii . (74)
This proves the equation (27) in Theorem 1.
How validity of (27) implies the existence of an inverse to
the map defined in (28) can be seen as follows: Assume there
are choices W1 . . . ,WK ∈ W(([L], [L]) and V1, . . . , VK ∈
W([L], [L]) of invertible channels and two distributions p, p′ ∈
P>([L]). Then our original question that we formalized in (6)
can be recast as follows: Can it happen that the equality(
K⊗
i=1
Vi
)
L∑
i=1
p(i)δ⊗Ki =
(
K⊗
i=1
Wi
)
L∑
i=1
p′(i)δ⊗Ki (75)
holds? Since all channels are invertible, one can equivalently
ask whether the equation(
K⊗
i=1
V −1i ◦Wi
)
L∑
i=1
p′(i)δ⊗Ki =
L∑
i=1
p(i)δ⊗Ki (76)
holds. The answer to this question has already been given now
and lets us conclude that there is a permutation τ ∈ SL such
that V −1i ◦Wi = τ−1 for all i = 1, . . . ,K and p′ = τ(p). In
particular, this implies that for all i ∈ [K] we have
Vi = Wi ◦ τ, (77)
so that the channels differ only by one joint permutation. If
one additionally assumes that p, p′ ∈ P↓([L])∩P>([L]), then
it follows that (76) can only hold if τ is the identity map on
[L] and, therefore, it holds that Vi = Wi for all i ∈ [K] and
p = p′. Thus, the function Θ is injective.
It remains to define Θ′: Define, for q ∈ P([L]K), Θ′(p) to be
the choice p ∈ P>([L]) that achieves the minimum in
min
p∈P>([L])
min
W1,...,WK
‖(⊗Ki=1Wi)p(K) − q‖1. (78)
It is understood that the minimization is over invertible
channels W1, . . . ,WK only. Under the same assumptions on
p,W1, . . . ,WK as those made for the definition of Θ′, the
output Θ′′(q) of the extended version Θ′′ is conveniently
defined as the minimizer (p,W1, . . . ,WK) in
min
(p,W1,...,WK)
‖(⊗Ki=1Wi)p(K) − q‖1. (79)
One may replace ‖ · −q‖1 by any other norm in the above
definitions, or by Kullback-Leibler divergence D(·||q), if ad-
ditional requirements in the computation of Θ′ or Θ′′ are
required.
We will now deliver the proofs for situations where the
output systems are strictly smaller than the input. The basic
idea is that the observing agents report events that are elements
of a system with output L′ ≤ L. The question then is, whether
their findings are compatible with the assumption that L = L′.
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Proof of Theorem 2. Let the output distribution of the sys-
tem be q ∈ P([L′])K , and assume that L′ ≤ L and that
there are invertible channels W1, . . . ,WK ∈ W([L′], [L′]) and
r ∈ P([L′]) and V1, . . . , VK ∈ W([L], [L′]) each having full
range (dim ran(Wi) = RL
′
) and s ∈ P([L]) such that both
q = (⊗Ki=1Wi)r(K) and q = (⊗Ki=1Vi)s(K). (80)
Then, define R :=
∑L′
i=1 r(i)
1/2Eii and S :=∑L
i=1 s(i)
1/2Eii and Xi := R−1 ◦ W−1i ◦ Vi ◦ S. Clearly
every Xi is an element of M(L,L′). It holds, by playing the
same tricks as before:
XiX
>
j = 1CL′ , ∀ i 6= j ∈ [K]. (81)
Now assume K ≥ 3, and pick the indices 1, 2, 3 as an example.
Let the columns of X>3 be c1, . . . , cL′ . These are linearly
independent, since X3 is full-range by assumption. They span
the subspace C ⊂ RL with dimC = L′. From above equations
(81) they further fulfill
Xicj = ej , i = 1, 2, j = 1, . . . , L
′. (82)
But that implies that X1c = X2c for all c ∈ C. Since
dim ranXi = L
′ we get X1 = X2, hence especially
kerX1 = kerX2. This directly implies kerV1 = kerV2.
The same argument holds with any different choice of indices
i, j, k ∈ [K], thus the desired
kerV1 = . . . = kerVK (83)
follows.
Proof of Theorem 3. If L′ > L, and K ≥ 3, we can
use all our previous reasoning to do the following steps:
First, for two DCA(L′,K, L) systems (p,W1, . . . ,WK) and
(p8, V1, . . . , VK) we get
W−1i ◦ Vi = W−1j ◦ Vj ∀i, j ∈ [K]. (84)
With X :=
√
p−1 ◦W−11 ◦ V1 ◦
√
p8 we then get, as before,
that X = τ for some permutation τ on [L′], and it follows
that the two systems are equivalent up to permutations.
Proof of Theorem 4. We will first and in greater depth con-
sider the case L′ = 2. In a second step, we generalize our
proof to arbitrary L′.
Let {γi}Li=1 ⊂ R be such that
0 =
L∑
i=1
γiW
⊗K(δ⊗Ki ). (85)
We can assume that we have W (δi) = λiδ1 + λ′iδ2 for an
appropriate set of {λi}Li=1 ⊂ [0, 1] and with the convention
λ′i := 1−λi for all i ∈ [L]. We also know that the set {δ⊗t1 ⊗
δ⊗K−t2 }Kt=0 is linearly independent. Thus, we get for every
t ∈ {0, . . . ,K}:
0 =
L∑
i=1
γiλ
t
i(λ
′
i)
K−t. (86)
This set of equations can easily be seen to be equivalent to
0 =
K∑
i=1
γi
1(
K
t
)Bt,K(λi) ∀t = 0, . . . ,K, (87)
where Bt,K are the Bernstein-polynomials [1] defined as
Bt,K(x) :=
(
K
t
)
xt(1− x)K−t (x ∈ R). It is known1 [15] that
these polynomials span the space Pl(K) of all polynomials
of degree no more than K. We can therefore reformulate (87)
as
0 =
L∑
i=1
γiP (λi) ∀P ∈ Pl(K). (88)
Given a choice of the γi, we can always find a polynomial P
satisfying P (λi) = γi, as long as K − 1 ≥ L. Then, we are
left with the equation
0 =
L∑
i=1
γ2i , (89)
which clearly implies γ1 = . . . = γL = 0, hence W⊗K is
invertible.
In the more general setting where L > L′ and with W having
full-range image we know there exist points {ai}Li=1 ⊂ RL
′−1
such that for the output distributions W (δi) it holds, with
ai,0 := 1−
∑L′−1
j=1 ai,j : W (δi) =
∑L′−1
j=1 ai,jδj + ai,0δL′ .
Then as before, we can rewrite the statement
0 =
L∑
i=1
γiW
⊗K(δ⊗Ki ) (90)
as
0 =
L∑
i=1
γiBf,K(ai) ∀ f, (91)
where Bf,K are the multivariate Bernstein polynomials and
f : [L] → N are so-called frequencies and satisfy f ≥ 0 as
well as
∑L
i=1 f(i) = K. But for a fixed choice of the γi, this
means that the statement
0 =
∑
i
γiP (ai) (92)
has to hold for all linear combinations P of the polynomials
Bf,K . It is known [21] that these span the space of all
polynomials of degree less than or equal to K. Hence, above
equality carries over to all polynomials P in L variables
of degree less than or equal to K. In the general case on
can (based on the theory of Kergin-interpolation [22], [28])
show that we can always find a polynomial Pγ satisfying
Pγ(ai) = γi, i = 1, . . . , L, if K ≥ L(L′ − 1) holds.
We will now come to the last remaining one of our proofs.
Proof of Lemma 1. Just let each W1, . . . ,WK = W where
W is defined by
W (δ1) = δ1, W (δ2) = δ2, W (δ3) = W (δ4) = r, (93)
where r ∈ P([L]) is arbitrary. Then, it is impossible to tell
the values p(4) and p(3) of the sought-after p: think of the
sets
Pab := {p : p(1) = a, p(2) = b}. (94)
1This fact was first brought to our attention through the ”On-Line Geometric
Modeling Notes” of Kenneth Joy at UC Davis.
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Every of these distributions gets mapped to the same distribu-
tion
a · δ⊗K1 + b · δ⊗K2 + (1− a− b)r⊗K ⊗ r⊗K (95)
by application of above channels. Thus, we can never hope to
get an invertibility criterion just from looking at the pairwise
mutual informations!
VI. APPENDIX
We now briefly touch upon the topics hypothesis testing and
statistical inference.
A. Hypothesis testing for dependent component systems
In this section, we present some facts on hypothesis testing
in order to connect this presentation to it. Given an arbitrary
DCS S with parameters L,K,L′, what we receive at the
output during n ∈ N observations is a string yn ∈ ([L′]n).
Let the number of times each symbol (y1, . . . , yK) ∈ [L′]K
appears in yn = ((y1,1, . . . , yK,1), . . . , (y1,n, . . . , yK,n)) be
N(y1, . . . , yK |yn). Due to the memoryless nature of the
system, every permutation of that string is equally likely to be
the output of the system. Hence, the whole set {τyn : τ ∈ Sn}
(where Sn is the set of permutations on n ∈ N symbols and
(τyn)i := (y1,τ−1(i), . . . , yK,τ−1(i))) will get mapped to the
same estimate qˆ = qˆ(yn). We will henceforth, for nonnegative
functions f : [L′]K → N, use the abbreviation
Tf := {yn : N(·|yn) = f}. (96)
Note that TN(·|yn) = {τyn : τ ∈ Sn} holds. What is the best
(asymptotic) estimate, given yn? This question is answered as
follows: We search for
qˆ := arg max{q⊗n(yn) : q ∈ P([L′])K)}. (97)
According to [11, Proof of Lemma 2.3], the solution to this
optimization problem is given by the maximum-likelihood
estimate qˆ = 1nN(·|yn). Moreover, the probability that this
estimate qˆ satisfies D(qˆ‖q) > ε for some ε > 0 is bounded
by
q⊗n({yn : D( 1nN(·|yn)‖q) > ε}) ≤ poly(n)2−n·ε, (98)
where poly(n) denotes a polynomial in n that depends on L as
well. Obviously, this upper bound goes to zero exponentially
fast in n. One may choose ε depending on n by setting e.g.
εn := 1/
√
n, and this delivers a hypothesis test that succeeds
with probability going to one as n tends to infinity.
Adopted to our scenario, it will identify the output distribution
q of any DCS with arbitrary precision. It remains to be
proven that small errors in the estimate remain bounded when
inverting the system. Also, the question of optimality of this
choice of test remains.
In hypothesis testing scenarios as described for example in
[4], one typically considers binary hypotheses. That is, one
assumes that the true state of the system is given by either
of two distribution r, s. In the scenario described in this
work however, we are faced with an additional subtlety: The
channels that map the system outputs to the observer are
unknown as well.
Thus a rigorous problem formulation in our scenario includes
the adoption of additional hypotheses on the channels, may
these be of the nature ’it is either ⊗iWi or ⊗iVi’ or ’the
channels are drawn at random according to some distribution
on the set of channels’. A worst-case assumption would be
that every of the channels ⊗iWi is possible. In that case we
encounter an additional problem: The quantity
inf
W,V∈W↔(L,K)
D(Wr(K)‖Vs(K)), (99)
whereW↔(L,K) ⊂ W([L], [L])⊗K is the subset of invertible
channels of the form W = W1 ⊗ . . . ⊗WK is simply equal
to zero. This follows from the fact that in every vicinity of a
non-invertible channel there is an invertible channel, too.
B. Connection to statistical inference
In this subsection we briefly connect our findings to the area
of statistical inference. Let for simplicity A,B,C be binary
alphabets. We let C be the input of a DCS and A, B the
output systems. Let q ∈ P(A,B) be the output of the DCS.
Let the overall distribution be s ∈ P(A×B×C). Due to the
special structure of our system we have
sA|BC = sA|C . (100)
It is also clear by construction that the events happening on C
are a common cause for those on A and B. As explained in
[16], [27] such systems go under the name ’conjunctive fork’.
They are to be distinguished from systems which are included
under the name ’Simpson’s paradox’. While in our case we
have two channels going (strictly speaking) in parallel from
C × C to A × B, a system on which Simpson’s paradox
(wrongly inferring that some statistical event is causal for
another statistical event) can occur would for example have
to have a Markov structure C→ A→ B.
VII. OPEN PROBLEMS
Stability: Once we have estimated the output distribution
on [L′]K we would like to invert it in order to know p. Then,
if a small mistake in the estimation scheme would lead to
dramatically different results for p, we would rightfully see
this as a drastic drawback of the method. This issue deserves
further attention.
Hypothesis testing: It would be desirable to compare different
hypothesis testing scenarios and derive optimal tests for them.
It remains to be seen whether this can lead to the derivation
of new and meaningful information measures. For more infor-
mation, see the appendix.
Activation: We left open the question of a general ’activation’
effect of invertibility. It would be interesting to know under
what conditions a general set of K channels W1, . . . ,WK ∈
W([L], [L′]) becomes invertible as a map ⊗Ki=1Wi from
P(K)([L]) to P([L′]K), for general L and L′. This includes a
more detailed study of the projective behaviour that was only
touched upon in Remark 3.
Multivariate polynomials: A detailed investigation of this
connection is postponed to future work.
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Another possible route for future research is the connection of
our findings to the very structure of three-dimensional space
as experienced by us every day, as has been done e.g. in [25]
for qubits.
At last we have to mention that, of course, an analysis of
infinite-dimensional DCSs, extensions to quantum mechanics
and an investigation of DCS with time varying channels
or distributions offer the potential of finding results that are
interesting in their own right.
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