Loop fusion-a program transformation to merge multiple consecutive loops into a single one-has been studied mainly for compiler optimization. In this paper, we propose a new loop fusion strategy, which can fuse any loops-even loops with data dependence-and show that it is useful for program verification because it can simplify loop invariants.
Introduction
Loop fusion [2, 10] is a program transformation to merge multiple consecutive loops into a single one. For example, the following C code for ( i = 0; i < n ; i ++) { sum1 += i ; } for ( i = 0; i < n ; i ++) { sum2 += i ; } is transformed to for ( i = 0; i < n ; i ++) { sum1 += i ; sum2 += i ; } by loop fusion. Although loop fusion has been studied mainly for compiler optimization, in this paper, we investigate an application of loop fusion to static program verification, in particular, safety verification (i.e., all the assertions in a verified program do not fail).
Loop fusion can be useful because a fused loop may have a simpler loop invariant condition. In order to motivate loop fusion for static verification, consider the following C function, which includes the two loops above:
void sample_01 ( int n ) { int sum1 = 0 , sum2 = 0; int i ; for ( i = 0; i < n ; i ++) { sum1 += i ; } for ( i = 0; i < n ; i ++) { sum2 += i ; } assert ( sum1 == sum2 ); } Although it is easy to see that the assertion at the end always holds for any argument n, it is actually hard for static program verifiers to prove it. In fact, the state-of-the-art software model checkers such as CPAchecker [4] and SeaHorn [14] fail to verify this function in 900 seconds in our experimental environment (see Section 5 for details). It is perhaps because loop invariants to prove the assertion involve nonlinear arithmetic: sum1 = i(i−1) 2 ∧ (i ≤ n) ∧ (sum2 = 0) for the first loop
for the second loop. On the other hand, if we replace the two loops with the fused single loop void sample_01_fused ( int n ) { int sum1 = 0, sum2 = 0; int i; for (i = 0; i < n ; i ++) { sum1 += i; sum2 += i; } assert ( sum1 == sum2 ); } there is actually a much simpler loop invariant sum1 = sum2 and both CPAchecker and SeaHorn successfully prove the absence of assertion failure within a few seconds! However, applicability of standard techniques for loop fusion is rather limited. For example, loop fusion found in Bacon et al. [2] imposes the following two conditions to preserve the semantics of the program:
1. The two loops have the same loop bounds; and 2. The body of the first loop does not depend on that of the second.
So, the following two loops, in which the same variable sum is updated, do not satisfy the condition above and so cannot be fused. 1
for (i = 0; i < n ; i ++) { sum += i ; } for (i = 0; i < n ; i ++) { sum -= i ; }
We propose a program transformation that addresses this problem. Our transformation is based on the following observation: One can easily fuse any two loops if we, at the beginning of the program execution, could predict the values kept by the variables when the program execution reaches the point between the loops. We explain this observation by step-by-step transformations of the following program P that includes the loops above:
void sample_02 ( int n ) { int sum = 0; int i; for (i = 0; i < n ; i ++) { sum += i ; } for (i = 0; i < n ; i ++) { sum -= i ; } assert ( sum == 0); } We first try to resolve the dependency between the bodies of the two loops. An easy way to achieve this is to introduce a new variable sum2 corresponding to sum and replace the occurrence of sum in the second loop with that of sum2.
int sum = 0; int sum2 = 0; int i; for (i = 0; i < n ; i ++) { sum += i ; } /* (X) */ for (i = 0; i < n ; i ++) { sum2 -= i ; } assert ( sum == 0); 1 Actually, naively applying loop fusion to these loops preserves the semantics and it would be possible for model checkers to verify the fused loop; of course, it is not the case in general.
Although we can fuse the two loops in this resulting program with a standard technique, this does not serve for our purpose. This program breaks the relation between the first loop and the second loop in the original program and thus is semantically different from P. Therefore, verifying the resulting program does not imply the safety of P.
In order to recover this relation between the two loops, we introduce variable sum_middle to represent the value of sum when the control reaches Line (X).
int sum = 0; int sum2 ; int i ; for ( i = 0; i < n ; i ++) { sum += i ; } assume ( sum_middle == sum ); sum2 = sum_middle ; /* ( Y ) */ for ( i = 0; i < n ; i ++) { sum2 -= i ; } sum = sum2 ; assert ( sum == 0); Let us call this program Q. Suppose that we can somehow predict the value of sum_middle before starting the execution of Q. Then, the safety of Q-the absence of the failure of assert-implies that of P because
• The values of sum and sum2 on Line (Y) are equal to sum_middle (thanks to the prediction) and • The value of sum2 is copied to sum before assert(sum == 0) is executed. Here, the statement assume(sum == sum_middle) works as noop if sum = sum_middle holds; it diverges if sum = sum_middle does not hold so that execution does not continue. This command is used for example in Boogie [3] to express assumptions used in verification as a program.
The last problem is how to predict the value of sum_middle at the beginning. Quite surprisingly, for our purpose of safety verification, it turns out that just guessing the value suffices:
int sum_middle = havoc (); int sum = 0 , sum2 = sum_middle , i ; for ( i = 0; i < n ; i ++) { sum += i ; } for ( i = 0; i < n ; i ++) { sum2 -= i ; } assume ( sum == sum_middle ); sum = sum2 ; assert ( sum == 0);
The command havoc() nondeterministically chooses a value and returns it. We have pushed down the assume statement, which does not use sum2, and pulled up sum2 = sum_middle;, which does not use sum. Since the two loops in the program now meet the conditions for loop fusion, we can fuse these loops to obtain the following program:
void sample_02_fused ( int n ) { int sum_middle = havoc (); int sum = 0 , sum2 = sum_middle , i ; for ( i = 0; i < n ; i ++) { sum += i ; sum2 -= i ; } assume ( sum == sum_middle ); sum = sum2 ; assert ( sum == 0); } In retrospect, the resulting program first guesses the value of sum at Line (X) in P, executes the program, and then assumes that the guessed value is indeed a correct guess using assume to exclude an execution that is not possible in P. The main contribution of this paper is to formalize loop fusion using this guess-and-assume approach, to prove its soundness in safety verification, and to demonstrate its usefulness empirically.
Notice that the resulting program sample_02_fused is not quite semantically equivalent to the original program sample_02: If the guessed value of sum_middle is different from the actual value of sum in the middle of two loops of the original program, then the function sample_02_fused diverges whereas sample_02 always terminates. This difference, however, is not problematic in this case because our focus is safety verification which is partial correctness and therefore only equivalence up to termination is required for a transformation.
In addition to the loop fusion, we show another application of the guess-and-assume approach: Loop reversal. We propose a program transformation that translates a loop to another loop whose iteration pattern is the reversal of the original. This transformation is useful in verifying a program like the following one.
int sum1 = 0, sum2 = 0; for (i = 0; i < n ; i ++) { sum1 += i ; } for (i = 0; i < n ; i ++) { sum2 += n -i -1; } assert ( sum1 == sum2 );
To this program, normal loop fusion is less effective because an invariant for the fused loop is not very simple; the fused program cannot be verified within 900 seconds with CPAchecker or SeaHorn. However, if we reverse the direction of the iterations of the second loop before fusion and applies simple postprocessing transformation, then the fused program can be verified in approximately 20 secs (by CPAchecker) or less than a second (by SeaHorn).
We summarize our contribution as follows.
• We formalize loop fusion whose applicability is less limited than the methods proposed so far. Our transformation is based on a novel guess-and-assume approach. Although a program generated by this transformation is equivalent to the original one only up to termination, this transformation is often useful to make static verification of partial correctness faster. We show the correctness of the transformation.
• We propose a loop reversal transformation based on the guess-and-assume approach. It transforms a loop into another loop whose iteration behavior is the reversal of the original one. We show correctness of this transformations, as well.
• We implement the proposed two algorithms and conducted experiments using state-of-the-art static program verifiers: CPAchecker and SeaHorn. We compared their performance on programs that contain consecutive loops that these verifiers fail to prove their correctness with ones that are preprocessed by our transformation. We observe improvement of the performance in many cases.
The rest of the paper is structured as follows. Section 2 defines our target language, which is a simple imperative language extended with commands to guess and assume, its operational semantics, and a correctness criterion of our program transformation. Section 3 defines our loop fusion and proves its correctness. Section 4 formalizes the loop reversal and proves its correctness. Section 5 describes our implementation and shows results of our experiments. Section 6 discusses related work and Section 7 gives concluding remarks with discussion on future work. We often omit straightforward proofs.
Target Language
In this section, we formalize the syntax and the operational semantics of the target language, which is a variant of the IMP language [28] . The formalization is mostly standard except that we will make program variables used in programs more explicit throughout the formalization, in order to make it easier to state correctness of our loop fusion.
Syntax
We fix the set of n-ary operations Op n for each nonnegative integer n (if n = 0 they are considered as constant values). For each finite set of variables V , the set Exp V of expressions e V and the set Com V of commands P V are defined as follows: Definition 2.1 (Expressions and Commands).
(x and f n range over V and Op n , respectively.)
We do not have Boolean expressions; we use integer expressions for conditions of if and while statements and regard any nonzero value as true. havoc x is the command that assigns a random integer to the variable x nondeterministically. assume e is to assume an additional condition that e evaluates to a nonzero value. Operationally, it is a no-op if e evaluates to true; otherwise it diverges. The remaining constructs are the same as the usual while-language. We assume usual operations such as ¬ ∈ Op 1 , = ∈ Op 2 , and ∨ ∈ OP 2 (with standard semantics) and use = and ∨ as infix operators.
We could dispense with assume e because it can be expressed by a combination of other commands, but we include it as a primitive for simplicity. We do not include the command assert, used in examples, because it is not needed for technical development.
Operational Semantics
We define a big-step operational semantics of the target language. The semantics is given by using the relation P, σ 1 ⇓ σ 2 , read "execution of command P in state σ 1 terminates in final state σ 2 ," where P is a command and σ 1 and σ 2 are states. Below we assume for each n-ary operation f n , a map from Z n to Z (also denoted by f n ) is assigned. Definition 2.2 (States). A state σ in State V is a map from V to Z. We write σ | W for the restriction of σ to the domain W . Definition 2.3 (Semantics of Expressions). The semantics σ e of expression e under state σ is defined by:
Definition 2.4 (State Update). For a state σ ∈ State V , a x ∈ V , and an a ∈ Z, the state σ [x → a] ∈ State V is defined by:
Definition 2.5 (Operational Semantics). For states σ 1 , σ 2 ∈ State V and a command P ∈ Com V , the relation P, σ 1 ⇓ σ 2 is defined by the rules in Figure 1 .
The rules are standard. In E_Havoc, an integer n is nondeterministically picked up. The rule E_Assume means that assume e is no-op if e is true (i.e., not zero). It diverges otherwise; so there is no rule for the case σ e =0.
Assertions and Hoare Triples
We define the assertions and the Hoare triples of the target language. For simplicity, assertions are semantically defined: we do not fix syntax for them and an assertion is given as a set of states. Definition 2.6 (Assertions). An assertion, ranged over by φ and ψ , over V is a subset of State V . We write Assertion V for the set of assertions over V . In other words, the set Assertion V is the power set of State V .
We extend restrictions to assertions as follows: For sets of variables V and W such that V ⊆ W and an assertion φ ∈ Assertion W , we define an assertion φ| V ∈ Assertion V as {σ 2 
Definition 2.7 (Hoare Triples). For a command P ∈ Com V and two assertions φ and ψ in Assertion V , we write {φ}P{ψ } if and only if the following condition is satisfied:
We introduce separating conjunction [24] for notational convenience. (Note that this is not a syntactic constructor but an operator on two assertions.) Definition 2.8 (Separating conjunction). Let V and W be disjoint sets of variables. Let σ 1 and σ 2 be states in State V , State W respectively. We define σ 1 ⊎σ 2 ∈ State V ∪W as follows:
We define the separating conjunction φ * ψ of two assertions φ ∈ Assertion V and ψ ∈ Assertion W as follows:
In this section, we introduce the notion of V -equivalence to state correctness of our loop fusion. Usually, equivalence between P 1 and P 2 are defined by: for any pair of states σ 1 and σ 2 , P 1 , σ 1 ⇓ σ 2 if and only if P 2 , σ 1 ⇓ σ 2 . We cannot, however, expect that our loop fusion yields an equivalent command in this sense because it introduces nondeterministically diverging behavior and extra variables. What we can expect is that the command after loop fusion will show the same input-output behavior as before-only when it ever terminates and only for variables in the original command. So, we index our equivalence by a set V of variables, corresponding to variables in the original command, and consider commands without strong dependency [7] of V on other variables.
Definition 2.9 (P depends only on V ). For sets V and W of variables such that V ⊆ W , and P ∈ Com W , we say P depends only on V if and only if: For any σ 1 , σ 2 ∈ State W such that
As the following lemma states, for a command depending only on V , one can weaken the precondition on variables other than V without affecting the postcondition on V . Lemma 2.10. Let P ∈ Com W be a command depending only on V . {φ}P{ψ * State W \V } if and only if {φ| V * State W \V }P{ψ * State W \V }.
Proof. Easy. □ Definition 2.11 (V -equivalence). Let two commands P 1 ∈ Com V 1 and P 2 ∈ Com V 2 depend only on V . P 1 and P 2 are Vequivalent, written P 1 ∼ V P 2 , if and only if: For any assertions
As Theorem 2.14 below shows, V -equivalence is closed under contexts that refer to only V . In the next section, we will formally define our loop fusion and prove that it yields a V -equivalent command (where V is the set of variables in the original command). The theorem ensures that applying loop fusion (to a subcommand) preserves partial correctness.
In what follows, a context C in Context V is defined as a command (∈ Com V ) which contains a hole [] and C[P] stands for the command obtained by replacing [] in C with P.
while e do P done, σ ⇓ σ E_WhileEnd σ e 0 P, σ 1 ⇓ σ 2 while e do P done, σ 2 ⇓ σ 3 while e do P done,
assume e, σ ⇓ σ E_Assume Figure 1 . Operational Semantics.
Lemma 2.12. Let V , V 1 and V 2 be sets of variables such that V ⊆ V 1 and V ⊆ V 2 and P 1 , P 2 ∈ Com V 1 and P 3 , P 4 ∈ Com V 2 . If P i depends only on V for i ∈ {1, . . . , 4} and P 1 ∼ V P 3 and
Proof. We show that {φ * State
and P 2 ∼ V P 4 , respectively. □ Lemma 2.13. For commands P 1 ∈ Com V 1 and P 2 ∈ Com V 2 such that P 1 ∼ V P 2 and e ∈ Exp V , while e do P 1 done ∼ V while e do P 2 done.
Proof. For one direction, we show that, if {φ * State V 1 \V }while e do P 1 done{ψ * State V 1 \V } and, for any σ ∈ φ * State V 2 \V , while e do P 2 done, σ ⇓ σ ′ , then σ ′ ∈ ψ * State V 2 \V . This is shown by induction on the derivation of while e do P 2 done, σ ⇓ σ ′ . The other direction is similar. □ Theorem 2.14. For any C in Context V and commands
Proof. By induction on structure of C. For sequential composition P 1 ; P 2 , use Lemma 2.12, and for while, use Lemma 2.13. □
Loop Fusion
In this section, we define our loop fusion transformation and show that it produces a V -equivalent command. We begin with a few preliminary definitions.
Definition 3.1 (Prime notation). For a set of variables V = {x 1 , ... , x n }, we write V ′ = {x ′ 1 , ... , x ′ n } as a set of variables which is disjoint from V and has the same size as V . Given a command P ∈ Com V , we also write P ′ for a command (in Com V ′ ) which is given by replacing each variable
For a set of variables V = {x 1 , ... , x n }, we write ⃗ V := ⃗ V ′ as an abbreviation of the command
... ; x n :=x ′ n and we write assume ⃗ V = ⃗ V ′ as an abbreviation of the command assume x 1 =x ′ 1 ; ... ; assume x n =x ′ n .
Loop Fusion for Consecutive Two Loops
Definition 3.3 (Loop fusion for consecutive two loops). Let the following command be P ∈ Com V : P = while e 1 do P 1 done; while e 2 do P 2 done. For such a command P, we define a command Fusion[P] ∈ Com V ∪V ′ ∪V ′′ , which consists of a single while loop, as follows:
Theorem 3.5. For any P ∈ Com V , P and Fusion[P] are Vequivalent.
Proof. By Figure 2 . We define P 1 ∼ P 2 by: P 1 ∼ P 2 if and only if for any assertions φ,ψ , it holds that {φ}P 1 {ψ } iff {φ}P 2 {ψ }.
It is easy to show that ∼ is closed under contexts (regardless of variables) and that if P 1 ∼ P 2 and both P 1 and P 2 depend only on V , then
In each step, we use lemmas to show V -equivalence or ∼ between certain subparts and then apply Theorem 2.14 or the properties of ∼ above. (It is easy to show that all intermediate commands depend only on V .) The first step, which is shown by Lemma 3.6, renames variables in the second loop. The second step, which is shown by Lemma 3.7, replaces assignments with havoc and assume. The third step, which is shown by Lemma 3.8, introduces ⃗ V ′′ to avoid the use of ⃗ V ′ , enabling the fourth step, which exchanges statements that use disjoint sets of variables and is shown by Lemma 3.9. Finally, we fuse the two consecutive loops, which refer to disjoint sets of variables; it is shown by Lemma 3.12.
□ Lemma 3.6. For any e ∈ Exp V and P ∈ Com V ,
Lemma 3.8.
Lemma 3.9. If P i ∈ Com V i for i ∈ {1, 2}, and
Lemma 3.11. Suppose while e i do P i done ∈ Com V i and V 1 ∩ V 2 = ∅ and let P be while e 1 ∨ e 2 do if e 1 then P 1 else skip; if e 2 then P 2 else skip done
By induction on the sum of the depths of the derivations of while e i do P i done, σ i ⇓ σ ′ i for i ∈ {1, 2}. (⇒): By induction on the size of the depth of the derivation of P,
The following lemma shows correctness of classical loop fusion for loops without dependency.
Lemma 3.12. If while e i do P i done ∈ Com V i for i ∈ {1, 2} and V 1 ∩ V 2 = ∅, then while e 1 do P 1 done; while e 2 do P 2 done ∼ while e 1 ∨ e 2 do if e 1 then P 1 else skip; if e 2 then P 2 else skip done . Proof. Let P be the left-hand side command and P ′ the righthand side.
(⇒): Suppose {φ}P{ψ } and σ ∈ φ and P ′ , σ ⇓ σ ′ . We will show that σ ′ ∈ ψ . It is easy to show that there exist
finishes the case. □
Loop Fusion for Remote Two Loops
Unfortunately, the transformation Fusion[P] cannot be applied directly to examples in Section 1 because a for-loop has to execute initialization commands before entering a loop. So, two consecutive for-loops are expressed by the following form Q 1 ; while e 1 do P 1 done; Q 2 ; while e 2 do P 2 done and it may be the case that Q 2 cannot be swapped with the first loop-and it is indeed the case for examples in Section 1 sharing the same index variable between the two loops. In fact, our transformation can be easily adapted to two remote loops: Definition 3.13 (Loop fusion for remote two loops). Let the following command be P ∈ Com V . P consists of two remote while loops with another command sequence between them. P = while e 1 do P 1 done; P 3 ; while e 2 do P 2 done
For such a command P, we define a command FusionR[P] ∈ Com V ∪V ′ ∪V ′′ as follows:
while e 1 do P 1 done; while e 2 do P 2 done ∼ V while e 1 do P 1 done; Figure 2 . Proof of Theorem 3.5.
It is also easy to adapt the correctness proof in Figure 2 : In the first transformation, P 3 can be renamed together with the second loop; and, in the fourth step, P ′ 3 can be lifted above the first loop.
Optimization to Eliminate Redundant Variables
According to FusionR[P] described above, the number of variables triples in one application of loop fusion. Since the performance of a verifier tends to decrease as the number of variables increases, we introduce optimizations to save the introduction of fresh variables. Later, we will experiment with three variable introduction schemes and compare them.
The first, most straightforward baseline scheme is to take all the variables in the scope as the variable set V . It introduces two primed versions of each variable even when the variable does not appear at all in the two loops or the code between them.
The second scheme avoids introducing primed versions and accompanying code havoc x ′ , x ′′ :=x ′ , assume x=x ′′ , and x:=x ′ if there is no assignment to x. It is easy to see that such optimization does not change the semantics because assume x=x ′′ in an unoptimized version succeeds only when havoc x ′ assigns the value of x at the beginning of FusionR[P]. None of x, x ′ or x ′′ is changed throughout and the final assignment x:=x ′ has no effect.
The third scheme, in addition to reduction by the second scheme, avoids primed versions and accompanying code for a variable that does not appear in both the first loop and the following part, that is, P 3 ; while e 2 do P 2 done. Correctness of this scheme can be shown similarly but may deserve some more discussion. Intuitively, if x does not appear in while e 1 do P 1 done (in FusionR), then we do not need to guess the value of x after the first loop because it is the very value of x before the first loop and so we can omit havoc x ′ and so on. 2 In other words, an unoptimized version succeeds in assume x=x ′′ only if havoc x ′ assigns the value of x at the 2 In this case, x is not renamed in P ′ 2 .
beginning of FusionR[P]: the value of x remains the same until assume because x appears in neither e 1 nor P 1 . At the final command x:=x ′ , the value of x ′ is that of x after the second loop in P. The other case where x does not appear in the second part is similar to the second scheme above because the primed version x ′ appears in neither e ′ 2 nor P ′ 2 .
Guess-and-Assume for Loop Reversal
So far, we have presented the guess-and-assume transformation as a strategy for generalizing the loop fusion. This section shows another application of the guess-and-assume approach: loop reversal transformation, which is a useful preprocessing step before the loop fusion for certain cases. In order to motivate the new transformation, consider the following example.
void sample_03 () { int n = random_int (); int sum1 = 0 , sum2 = 0; int i ; for ( i = 0; i < n ; i ++) { sum1 += i ; /* (A) */ } for ( i = 0; i < n ; i ++) { sum2 += n -i -1; /* (B) */ } assert ( sum1 == sum2 ); } The above program contains two loops: the loop marked (A) increases the value of i from 0 up to n − 1 and accumulates them to variable sum1, whereas the loop marked (B) of the same loop pattern accumulates n − 1 down to 0 to variable sum2. The program asserts sum1 == sum2 at the end. In our experiment, neither CPAchecker nor SeaHorn fed with the above program can prove its safety within 900 seconds; the reason seems that a verifier has to discover non-linear equations such as sum1 = i(i−1) 2 and sum2 = (2n−i−1)i 2 as loop invariants. In this case, our loop fusion does not help, either.
One can verify this program with simpler invariant conditions by observing the correspondences between the first iteration of the loop (A) and the (n − 1)-th iteration of the loop (B), the second iteration of the loop (A) and the (n − 2)-th iteration of the loop (B), and so forth. More precisely, the sum of sum1 after the i-th iteration of (A) and sum2 after the (n − i)-th iteration of (B) is a constant. Moreover, it is not difficult to see that sum1 after the loop (A) stores this constant because sum2 stores zero before the loop (B) (i.e., after the 0th iteration) and similarly for sum2 after the loop (B), ensuring that the assertion is valid. Note that this reasoning is possible without knowing the constant (which is actually n (n−1)
2 ) and the relation among program variables can be described by linear equations-although we have to relate variables at different program points.
One way to give a hint to a verifier to discover such correspondence is to reverse the execution of one of the loops. For example, the following program is a "reverse" of the loop (B):
for (i = n -1; i >= 0; i --) { /* reversed loop */ sum2 -= n -i -1; } Increments ++ and += are replaced with --and -=, respectively, to reverse the execution of the body. If the loop (A) and this reversed loop are fused according to the technique described in the last section, we can obtain a loop, which roughly looks like:
(j is introduced by renaming i) and a verifier will find a simple loop invariant that the sum of i and j is n − 1 and that of sum1 and sum2 is a constant because at each iteration sum1 and sum2 increase by i and -(n -j -1), respectively. This loop invariant corresponds to the fact that the sum of sum1 after the i-th iteration of (A) and sum2 after the (n −i)-th iteration of (B) is a constant.
To verify the assertion at the end, we need one more twist: we have to make sure that the reversed loop starts with the state in which sum2 stores the value of sum2 after the loop (B). Here's where our guess-and-assume comes in! In fact, our algorithm transforms a given loop to a program that guesses the final values of sum2 and i and repeats the reversed loop body until the state matches the state before the loop. For example, the loop (B) is transformed to something like havoc sum2 ; havoc i ; havoc x ; assume (i >= n ); /* backup of guessed values */ int tmpsum2 = sum2 , tmpi = i ; for (; x > 0; x --) { /* repeat the reversed loop body until ... */ sum2 -= n -i -1; i --; assume (i < n ); } /* ... the state matches the initial state */ assume (i == 0 && sum2 == 0); sum2 = tmpsum2 ; i = tmpi ;
This loop, which runs the body an arbitrary number of times, terminates only if the guessed values for sum2 and i are the values after the loop (B) and the one for x is the number of iterations. (The guess for i must not satisfy the loop condition, hence assume (i >= n);.) Since sum2 and i are recovered at the end, this program will actually end up with the state after the loop (B) (if terminates) and the assertion sum1 == sum2 will hold, too. Finally, fusing this loop with (A) also results in a loop with a simple, linear loop invariant, making verification easier.
For this preprocessing before loop fusion to work, we have to solve one last question: how to reverse the body of a given loop. Namely, given P, we would like a command Reverse [P] such that, for a given state, Reverse[P] computes the state from which the execution of P ends up with the given state. Again, we resort to our guess-and-assume scheme.
Definition 4.1 (Command reversal). For P ∈ Com V , Reverse[P] is defined by:
Reverse (where x is a fresh variable). The resulting command Reverse[ReverseLoop[while e do P done]] executes the loop body in a "reversed" manner but, as we will show below, this command is actually V -equivalent to while e do P done.
To state correctness of the transformation, we first formally define what it means for one command to be a reversal of another. Proof. In what follows, for σ ∈ State V , we write σ ′ ∈ State V ′ for the state defined by:
Definition 4.2 (V -reversal
(1): Suppose P, σ 1 ⇓ σ 3 . Then, it is easy to show that, for any σ 12 ∈ State V ′ and σ 13 ∈ State V ′′ , it holds that
for some σ 11 , σ 12 , σ 13 , σ 22 ∈ State V . We have P, σ 22 ⇓ σ 11 . □
Lemma 4.4 (Correctness of ReverseLoop).
For any e ∈ Exp V , P ∈ Com V , ReverseLoop[while e do P done] is Vreversal of while e do P done.
Proof. (1):
Suppose while e do P done, σ 1 ⇓ σ 2 . Then, by induction on the number of iterations, there exist states σ 0 . . . σ n such that
For any m ∈ Z, it holds that assume ¬e; havoc x, σ n ⊎ {x → m} ⇓ σ n ⊎ {x → n}. By Lemma 4.3, for any i ∈ 0, ... , n − 1,
By induction on n, we have while e do Reverse[P]; assume e; x:=x − 1 done, σ n ⊎ {x → n} ⇓ σ 0 ⊎ {x → 0} and ReverseLoop[P], σ n ⊎ {x → m} ⇓ σ 0 ⊎ {x → 0}.
(2) is similar. □ Theorem 4.5. For e ∈ Exp V and P ∈ Com V , Reverse[ReverseLoop[while e do P done]] depends only on V and is V -equivalent to while e do P done.
It is easy to show P ′ depends only on V because other variables are assigned random integers before being used. (⇒): Suppose {φ}P{ψ } and σ 1 ∈ φ and P ′ , σ 1 ⊎ σ 3 ⇓ σ 2 ⊎ σ 4 . We will show that σ 2 ∈ ψ . By Lemmas 4.3 and 4.4, we have P, σ 1 ⇓ σ 2 . By assumption, σ 2 ∈ ψ .
(⇐): Suppose {φ * State W }P ′ {ψ * State W } (where W is the set of variables introduced by transformation) and σ 1 ∈ φ and P, σ 1 ⇓ σ 2 . We will show that σ 2 ∈ ψ . By Lemmas 4.3 and 4.4, for any σ 3 ∈ State W , there exists σ 4 such that P ′ , σ 1 ⊎ σ 3 ⇓ σ 2 ⊎ σ 4 . By assumption, σ 2 ∈ ψ . □
Experiments

Implementation
We implemented a source-to-source translator that applies the transformations described in Sections 3 and 4 to a C program. It is written in OCaml and compiled with ocamlopt 4.04.1; we used CIL 1.7.3 [23] as a C front-end. The translator can be invoked in two modes: fusion mode and rev_fusion mode. If the translator is invoked in the fusion mode, then it scans the abstract syntax tree of the input code to detect a part where the transformation FusionR is applicable and applies the transformation. If it is invoked in the rev_fusion mode, then the translator applies ReverseLoop and Reverse to the second loop before applying FusionR. If there are several candidates for transformation in the input code, then the translator chooses the pair of loops that appears first in the innermost block. The transformation is repeatedly applied until the program contains no candidate.
The translator also applies the optimizations to eliminate redundant variables presented in Section 3.3. The translator provides three levels of optimizations corresponding to the three schemes in Section 3.3: Level 0 that takes all the variables appearing in the program as V ; Level 1 that excludes from V the primed version of the variables that are not changed throughout the program; and Level 2 that further excludes the variables that are not used in both of the first loop and the rest.
In addition to these optimizations, the translator tries to move down assignments so that they are postponed as much as possible. We found this postprocessing effective in a few benchmarks.
Experiment Environment
In order to measure the effectiveness of our transformation, we integrated our translator with two static verifiers: CPAchecker [4] (version 1.6.12) and SeaHorn [14] (version 0.1.0). For each verifier, we measured the time to complete the following computation:
• Vanilla: Time to verify the given program using the verifier (without translation) and • Translated: Time to translate the given program and to verify the translated program.
For the experiment Translated, we conducted the experiments under all the combinations of the following parameters:
• Mode of the fusion: fusion or rev_fusion;
• Redundant variable elimination: Level 0, 1, or 2; and • Postponing assignments described above: enabled or disabled.
All the experiments are conducted on a server with two Intel Xeon processors E5-2670 (each of which is equipped with eight cores, 2.6 GHz) and 128 GB memory.
Benchmarks. We used the following programs as input to each experiment.
loop01 is the following program.
int main () { int n = random_int (); int sum = 0; for ( int i = 0; i < n ; ++ i ) { sum += i ; } for ( int i = 0; i < n ; ++ i ) { sum -= i ; } assert ( sum == 0); return 0; } This program contains two consecutive loops: The former accumulates 0, 1, . . . , n − 1 to the variable sum; the latter subtracts 0, 1, . . . , n − 1 from sum. The verifier needs to prove that sum is equal to 0 at the end. loop02 is the following program. The second loop decrements val the same number of times as the first loop. The verifier has to prove that val is equal to val_, which remembers the value of val before the loops. loop03 is the following program int main () { int n = random_int (); int sum = 0; assume (n >= 0); for ( int i = 0; i < n ; i += 2) { sum += 1; } for ( int i = 1; i < n ; i += 2) { sum -= 1; } assert ( sum == n % 2); return 0; } This program contains two consecutive loops. The first loop increments sum in each iteration whereas the second decrements. The value of sum at the end is equal to 0 if the value of n is even because both loops iterate the same number of times in this case. If n is odd, the value of sum is 1 because the first loop iterates one more time than the second loop. The assertion at the end expresses this property using the remainder operator. loop03_false is a program where an assertion failure is reachable. This program is the same as loop03 except that it does not have the statement assume (n >= 0); before the loop. So, the value of n may be negative in this program. If this is the case, the value of sum at the end is 0 because neither of the loop is executed. Therefore, if n is odd and negative, the assertion assert(sum == n % 2) fails. loop04 is the following program.
int main () { int n = random_int (); int sum = 0; assume ( n >= 0); for ( int i = 0; i < n ; i += 2) { sum += i * 2; } for ( int i = 1; i < n ; i += 2) { sum -= i * 2; } assert (!( n % 2 == 0) || sum == -n ); return 0; } This program exhibits the same iteration pattern as that of loop03. In this program, however, sum is incremented/decremented by the value of 2*i, instead of 1, in each iteration. The value of sum is equal to -n if n is even. This condition is expressed in the assertion at the end of the program. loop05 is the following program.
int main () { int n = random_int (); int sum = 0; for ( int i = 0; i < n ; ++ i ) { sum += i ; } for ( int i = 0; i < n ; ++ i ) { sum -= ( n -i -1); } assert ( sum == 0); return 0; } The first loop of this program adds 0, 1, . . . , n-1 to sum in this order; the second subtracts n-1, n-2, . . . , 0 in this order. The value of sum is equal to 0 at the end for any n. The rev_fusion strategy should be effective for this program since the iteration patterns of the two loops are opposite. Tables 1 and 2 show the result in which we used CPAchecker and SeaHorn, respectively. Each column shows the following information:
Results
• The column "Program" shows the name of the input program; • The column "Result" shows whether an assertion failure is unreachable (denoted by True in the tables) or reachable (denoted by False in the tables); • The column CPAchecker in Table 1 and SeaHorn  in Table 2 show the time in seconds to complete the Vanilla experiment described above; • The column fusion shows the result of the Translated experiment in which the translator is invoked in the fusion mode; and • The column rev_fusion shows the result of the Translated experiment in which the translator is invoked in the rev_fusion mode. 
Each of the columns fusion and rev_fusion is further divided into three columns corresponding the optimization level of the redundant variable elimination 0, 1, and 2. Each cell in these columns contains two vertically aligned numbers. The upper is the time in which the assignment-postponing postprocessing explained above is enabled; the lower is the time with this postprocessing disabled. "-" in the table denotes a computation timeout, which is set to 900 seconds.
Discussion
CPAchecker and SeaHorn both failed to prove safety of the programs from loop01 to loop05. This suggests that a program that contains consecutive loops is one of the main difficulties even for state-of-the-art verifiers considering that these programs are small. If we chose the mode of the fusion (i.e., fusion or rev_fu-sion) and the optimization strategy appropriately, then most of the translated programs (8 out of 10) were successfully verified before the timeout; the time spent for the translation was negligible in all the cases. There was no program that was successfully verified but its translated version could not be verified. We believe that this result demonstrates the effectiveness of our method, although we need more study on how to tune these parameters. In SeaHorn, the translated code of loop03 and loop04 could not be verified with any combination of the parameters. At the time of writing, the reason has not been investigated.
Choosing the mode rev_fusion tended to be "risky" in that it translated the program to one that could not be successfully verified even if its fusion counterpart could be; 3 programs translated by rev_fusion failed among 7 cases where the program translated by fusion successfully verified. However, for the program loop05, whose second loop exhibited the opposite iteration pattern to the second loop, the strategy rev_fusion was effective.
Our method incurred overhead to the benchmark loop03_false (doubled the verification time at worst). If the program contains a real bug, our translation seems to worsen the performance. One possible workaround to this problem is to run the verification of the original program and the translated program in parallel and to adopt the result obtained earlier.
The performance of the Level-1 optimization is better than that of Level 0 (without optimization) in 20 out of 48; Level 2 is better than Level 0 in 23 out of 48. Although it is difficult to conclude that the redundant variable elimination is always effective, it seems to be safe to argue that it does not degrade the performance of Level 0 in general: there are only 3 out of 48 cases where Level 0 is better than both Level 1 and Level 2.
The assignment-postponing optimization was also risky. It sometimes improved the performance much (e.g., a few cases of loop05 with rev_fusion) but performance degradation was also observed in many cases.
Related Work
Program transformation is often used for enhancing the precision and the efficiency of static verification. Various methods for static verification use program transformation as a core component. The realm of such analyses spans widely, including safety verification of software [1, 6, 8, 9, 17, 19, 25, 26] and hybrid systems [15] ; resource-bound analysis [12, 13, 21, 29] ; termination analysis [5] ; and information-flow analysis [16] . Despite this diversity, we have not noticed any methods that are based on loop fusion or the guess-andassume approach.
Among these methods proposed so far, Sharma et al. [26] is the most relevant one to ours. Their program transformation is for efficiently verifying a program with a multi-phase loop: a loop that contains a conditional branch in the body (i.e., a loop of the shape while (...) if (E) s1 else s2 ) and the value of E turns from false to true at a certain point of the execution of the program (i.e., the sequence of the values obtained by evaluating E in each iteration is described by regular expression false* true*). Verification of such a program often requires a disjunctive invariant of the form (E ∧ φ 1 ) ∨ (¬E ∧ φ 2 ) using formulae φ 1 and φ 2 , which are known to be difficult for many automated static verification algorithms to synthesize. To address this problem, they proposed a transformation that splits the multiphase loop to consecutive two loops with simpler invariants.
Their method advocates splitting a loop into consecutive ones for efficient verification whereas ours fuses consecutive loops. This difference in the transformation strategies originates from the characteristic of the program statements on which each method works effectively. Their method tends to be effective for multi-phase loops, whereas ours for program statements that contain two loops whose iteration patterns are similar (in the normal fusion in Section 3) or opposite (in the reversed fusion in Section 4) to each other.
Loop fusion and loop reversal have been studied in the context of code optimization, specifically as a technique for loop reordering; we refer one to the survey by Bacon et al. [2] for the detailed exposition. The purpose of the transformations studied in this field (i.e., making the generated code more efficient) is different from ours (i.e., making the verification faster). As we discussed in Section 1, our transformation is also technically different in that the guess-and-assume approach allows our transformation to be applied to the consecutive loops even if the body of the latter loop has data dependency to that of the former and it preserves semantics only up to termination.
In Section 4, we introduced the procedures Reverse[P] and ReverseLoop [P] , which return programs that are Vreversals of P. In this regard, reversible languages are relevant; using these languages, one can write only a program P such that the function implemented by P has a reverse function. Mu et al. [22] proposed a point-free reversible functional programming language with which one can implement only injective functions and therefore reversible. The procedures Reverse and ReverseLoop are also applicable to the programs that are not injective. However, the code generated by these procedures is not intended for execution.
Conclusions and Future Work
We have presented a new loop fusion technique to enhance the efficiency of static program verification. The technique is based on what we call the "guess-and-assume" approach, which allows two remote loops with data dependence to be fused. We have formalized the algorithm and proved its correctness for a simple imperative language. We have also developed a preprocessing technique for loop fusion based on reversal of loop execution. The effectiveness of these techniques is demonstrated by verifying a few small benchmark programs, which the state-of-the-art program verifiers fail to verify.
Future Work. We currently support a simple imperative programming language that can manipulate only integers. Extending the language is an important future direction of this work. We are especially interested in extension with arrays; we believe our method is effective for array-manipulating programs since an array is often processed using consecutive loop statements.
We are also planning experiments using larger programs than the programs used in the current experiments in Section 5. (However, we emphasize that these experiments with small programs already revealed a problem in state-of-the-art program verifiers and the effectiveness of our approach in addressing the problem.) An application we are interested in is non-interference verification using self-composition [27] . They reduce the problem of verifying non-interference [11, 18, 20] of a program P to a certain safety-verification problem of the self-composed program P; P ′ where P ′ is the program obtained by priming all the variables in P. If P contains a loop, then the self-composed program contains loops with similar looping patterns, for which we believe our method is effective.
