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Abstract
Spectrum sensing is an essential step in cognitive radio-based dynamic spectrum management. Spectrum sens-
ing to detect the presence of the licensed signals in a particular frequency band is one of the most important
research topics in cognitive radio. To identify primary user (PU) presence, we propose a low cost and low power
consumption implementation of spectrum sensing operation based on real signals. These signals are generated
by smart embedded devices at 433 MHz wireless transmitter using ASK (Amplitude-Shift Keying) and FSK
(Frequency-Shift Keying) modulation type. The reception interface is constructed using an RTL-SDR dongle
connected to MATLAB software. The signal detection is done by using four techniques: the artificial neural
network (ANN), support vector machine (SVM), Decision Trees (TREE), and k−nearest neighbors (KNN). This
article comparatively analyzed the performance of the classifiers to identify the best method for spectrum sensing
between the three techniques. The performance evaluation of our proposed model is the probability of detection
(Pd) and the false alarm probability (Pf a). Results show also that the sensing is susceptible to signal to noise ratio
value. This comparative study has been demonstrated that the spectrum sensing operation by ANN and SVM
can be more accurate than KNN, TREE, and some other classical detectors.
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1. Introduction
With the rapid development of wireless communication and mobile devices, heterogeneous net-
works have emerged as a promising paradigm to enable users’ data services. However due to the
limited resource of the natural radio spectrum that enables wireless communications, it is imperative
to have smarter approaches to using the radio spectrum. The statistics of spectrum allocation around
the world show that the radio spectrum has been almost fully allocated, and compared to the demands
of high data-rate devices, it is evident that the currently available static frequency allocation is not
enough. Studies [1], [2] have shown that the utilization of the frequency spectrum is not uniform,
due to the different times and geographical position. Furthermore, the allocated spectrum bands are
not used all the time by their owners, some frequencies bands are not occupied or partially occupied,
and others are highly demanded. The unused frequencies are referred as white spaces or spectrum
holes. A spectrum hole is a region of spatio-temporal frequencies assigned to a licensed user, also
known as primary user (PU). Still, it is not being used at a particular time and in a specific location.
Therefore, the radio spectrum is inefficiently exploited while a secondary utilization is possible. In
this context, dynamic spectrum management has been proposed as a practical approach to overcome
spectrum access and scarcity challenges.
According to the way of the possible coexistence between PUs and SUs, there are two basic
DSA models: The opportunistic spectrum access (OSA) model and the concurrent spectrum access
(CSA) model. And, there are three main enabling techniques for dynamic spectrum management,
including the cognitive radio (CR), the blockchain and the artificial intelligence (AI) [3], [4]. In
this work, we are interested in the opportunistic spectrum access model by using cognitive radio
techniques. Joseph Mitola introduced the concept of CR in 1999 [5], [6]. Where it is defined as
an intelligent radio frequency (transmitter/receiver) that can detect the spectrum holes and make it
usable by SUs [7]. With CR, a SU can concurrently or opportunistically use the spectrum bands that
are allocated/licensed to the PUs, with the condition of not causing any harmful interference to the
PU communications. For more information about the Basic cognitive cycle the readers are invited
to consulte the reference in [8]. Its objective is to sense the spectrum holes to obtain the band state
(free/occupied), and based on this result, data transmission is adapted to optimize the performance by
maximizing the throughput and minimizing the interference. Several spectrum sensing methods are
discussed in literature [9] - [18].
In the last decade, classification algorithms, such as an artificial neural network (ANN), k−nearest
neighbors (KNN), and support vector machine (SVM), have become hugely successful. These al-
gorithms were used as discriminative approaches to PU detection due to their pattern recognition
capabilities and the significant performance that can achieve [19], [22], [23]. In our context, we
propose a parallel and comparative performance implementation of SVM, KNN, ANN, and decision
TREE algorithm (TREE) for SS operation to detect the PU signal presence. To do so, we will use the
obtained results in our previous work [24]. We will focus on different KNN and TREE training algo-
rithms and SVM kernel functions that can be applied to the set of input data patterns. All these used
supervised machine learning are trained and tested by the same data sets (real ASK/FSK signals).
The remainder of this paper is organized as follows. In section 2, we describe the proposed system
model for spectrum sensing, and we present the generation and acquisition of the used database.
Section 3 gives a more detailed description of the utilization of some machine learning techniques
for signals classification. The system model implementation, the obtained results, and discussions are
provided in section 4, and section 5 concludes the paper.
2406 M. Saber  et al. / Procedia Computer Science 176 (2020) 2404–2413
2. The proposed system model
Spectrum sensing is one of the most important processes performed by CR systems. In our work,
we consider an SU spectrum sensor with 1 antenna (represented by the RTL-SDR in Figure ??).
There are two hypotheses: H0 (the PU is inactive) and H1 (the PU is active). The received signal at




s(k) + n(k) : H1
(1)
where y(k) is the sample (the detected signal in the PU channel) to need to be measured at each
instant k, n(k) is the received noise plus possible interference of variance σ2.
We consider a spectrum sensing system that operates in a dynamic spectrum access (DSA) envi-
ronment and receives the signal through a single antenna (RTL-SDR dongle). The main objective of
our proposed platform, as described in Figure 2 in [24], is to identify the spectrum holes to attain
higher spectrum utilization.
2.1. Experimental Setup and Database Generation
With the aiming to make our work more dependable, we will generate our database using an
Arduino Uno card and a 433 MHz wireless transmitter (ASK/FSK). Arduino Uno is a microcontroller
board based on the ”ATmega328P”. It has 14 digital input/output pins, of which six can be used as
PWM outputs, six analog inputs, a 16 MHz quartz crystal, a USB connection, a power jack, an ICSP
header, and a reset button. It contains everything needed to support the microcontroller; connect it
to a computer with a USB cable. ”Uno” meant ”one” in Italian and was chosen to mark the release
of Arduino Software (IDE) 1.0. The Uno board and version 1.0 of Arduino Software (IDE) were the
reference versions of Arduino, now evolved to newer releases. The Uno board is the first in a series
of USB Arduino boards and the reference model for the Arduino platform; for an extensive list of
current, past, or outdated boards, see the Arduino index of boards. Figure 6 in [24] shows the block
diagram of the different processing stages of an RTL-SDR dongle.
3. Machine Learning for Spectrum Sensing
Several machine learning approaches for spectrum sensing operation exist in literature. However,
only a few comparisons of different machine learning have been done for the same data sets. To
classify the received signals PU or noise, we compare the performance of three classifiers: Decision
Trees, k−nearest neighbors, and Support vector machine with a different kernel. The implementation
steps of our proposed spectrum sensing operation are presented in Figure 1. First, the received signal
y(t), by RTL SDR dongle, is digitized by an analog to digital converter (ADC) then passes through a
band-pass filter (BPF), with a center frequency f0 and bandwidth W, using the transfer function (2)




: | f − f0| ≤ W
0 : | f − f0| ≥ W
(2)
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Then the filtered signal is transformed into the frequency domain through the fast Fourier trans-
form (FFT) block. Finally, we use the proposed classifiers (SVM, KNN, or TREE) to decide if a
signal is present (H1) or not (H0).
Fig. 1. Block diagram of a frequency domain energy detector.
3.1. Decision Trees
The decision tree model (TREE) constructs classifiers by dividing the data set into uniform and
smaller groups, based on measuring the entropy. It can be dividing the data into two groups by identi-
fying a threshold and a variable in the domain, which minimizes the disparity in the resulting groups.
Decision trees are widely used in medical applications. The advantage of this algorithm comparing
to other algorithms is that humans can interpret decision trees as decision rules. In this study, we
compare the performance of various classification trees using classification learner applications [28].
3.2. k−nearest neighbors
Machine learning is a subset of artificial intelligence that includes statistical algorithms with the
ability to learn without being explicitly programmed. The k−Nearest Neighbors (KNN) is a super-
vised machine learning algorithm that can be used to solve both classification and regression prob-
lems.
In KNN, the training examples are used to form K neighborhood classes. A plurality vote of its
neighbors classifies an object. The objective being assigned to the class most common among its k
nearest neighbors. k represents the neighbor’s number of the object. The choice of the parameter k is
very crucial in this algorithm; the best selection of k depends upon the data. Generally, larger values
of k reduce the effect of the noise on the classification [29] but make boundaries between classes less
distinct. Various heuristic techniques can select a good value of k. KNN is the simplest of machine
learning algorithms, suitable for the low-complexity requirements of CR users. KNN is also the most
stable machine learning algorithm [30].
3.3. Support Vector Machines
Support vector machines (SVMs) are machine learning methods, introduced in 1995s by V. Vapnik
in his book ”The Nature of Statistical Learning Theory ” [31]. The SVM algorithms attempt to find a
linearly separable hyperplane (an optimal hyperplane H0). The separation between the two classes is
done by maximizing the margin of the classifier, which represents the distance between two classes
while minimizing the sum of errors. The aims are to separate the two classes in some representational
space. The paper in [24] gives more detail about SVM. Indeed, the objective of SVM classification is
to predict the value of yi for a new data point xi. There are two types in SVM classification: ”linearly”
and ”non-linearly” separable classification.
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3.4. Linearly Separable Classification
In this section, we present the general method of constructing the optimal hyperplane (OH), which
separates data belonging to two different linearly separable classes.
{
H = ω.x + b ≤ 1 i f yi = 1
H = ω.x + b ≥ 1 i f yi = −1
(3)
That is equivalent to the next representation:
yi(ω.xi + b) ≥ 1 , i = 1, ...,m (4)
The optimal hyperplane (H0) is a hyperplane that maximizes the margin M, which represents the
smallest distance between the different data of the two classes and (H0). Maximizing the margin M
is equal to maximizing the sum of the distances between the two classes relative to (H0). The margin





















3.5. Non-Linearly Separable Classification
The training signals vectors may not be linearly separable. Therefore, SVM tries to map the train-
ing frequency vectors into a higher dimensional feature space by a non-linear mapping function to
make the training samples linearly separable [19], [20], [21]. Hence, the slack variable ξi is intro-
duced to solve this non-linearly separable problem. This slack variable causes a little change around
training data, it is lies in 0 ≤ ξ ≤ 1, wheras ξ ≥ 1 for misclassification. Then the training vectors must
satisfy:
yi(ω.xi + b) ≥ 1 − ξi , i = 1, ...,m (8)
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In this work, the used training samples are not linearly separable. Therefore, we try to map the
training set into a higher dimensional feature space by using a non-linear mapping function, called
the kernel, to make the training samples linearly separable [33]. The SVM kernel choice is critical
to define flexibility and classification power. Some of the commonly used kernel functions are linear,
polynomial, and Gaussian radial basis function [34].
4. Implementation and Results
4.1. Description of the used Database
Supervised learning methods are normally composed of two main phases: training/learning, and
classification. The database used in our spectrum sensing implementation was generated by the Ar-
duino Uno card and the 433 MHz Wireless transmitter.
Table 1 shows how we have used our database in the learning phase and test phase.
Table 1. Data-Base Used In Learning And Testing Phases
Signals Learning phase Test phase
Primary signal 600 300
Noise signal 400 300
The data is generated for several distances between the sender and the receiver. Since the SUs are
close to the PU (e.g., SU1 and SU2), they are probably able to detect the presence of the PU more
reliably than SUs, which are located far away from the PU (e.g., SU3 in the Figure ??). Moreover,
SUs which are close to each other (SU1 and SU2) are likely to report the same sensing results.
4.2. Performance evaluation
As previously mentioned, H0 and H1 are the sensed states for absence and presence of signal,
respectively. Then, as presented in Figure 2, we can define four possible cases for the detected signal:
1. Declaring H0 when H0 is true (H0/H0)
2. Declaring H1 when H1 is true (H1/H1)
3. Declaring H0 when H1 is true (H0/H1)
4. Declaring H1 when H0 is true (H1/H0).
Cases 1 and 2 are known as a correct detection of a PU signal and a spectrum hole, respectively.
While the missed detection and the false alarm are described by the the cases 3 and case 4, respec-
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Fig. 2. Hypothesis test and possible outcomes with their corresponding probabilities.
tively. The performances of our proposed spectrum sensing model are characterized by the probability
of detection Pd and the false alarm probability Pf a.
Pd : The probability of detecting the PU as being present when the PU is truly present (the band is
occupied H1). It is desirable to keep the detection rate as high as possible for spectrum sensing, since
low Pd value (Failed detection) causes interference with the PU. We calculated Pd by (13):




Pf a : the probability of detecting the PU as being present (the band is occupied H1) when the PU
is actually absent (the band is not occupied H0). It is desirable to keep the false alarm rate as low
as possible for spectrum sensing, since high Pf a value (Failed detection) reduces the efficiency of
spectrum use. We calculated Pf a by Pf a = P(decitionH1/H0) = NeN × 100 where: Nc is the number
of times in which the signal is detected, while hypothesis H1, Ne is the number of times in which the
signal is detected, while hypothesis H0 and N is the number of the captured signals. In this work, the
PU signal detection is performed at the SU detector, using one of the spectrum sensing techniques
(ANN, SVM, KNN, or Tree) to decide between the two hypotheses H0 and H1 based on the received
signal samples. A SU could access the available spectrum when the PU is not present (hypothesis
H0), and no false alarm is generated by spectrum sensing.
4.3. Results
The classification is performed considering five SVM classifiers, six KNN classifiers, and three
TREE classifiers from the MATLAB Statistics and Machine Learning Toolbox. We have as inputs
the frequency feature vectors that contain N signals data, which is generated by the Arduino via
ASK/FSK transmitters and captured by the RTL-SDR.
For a radio channel, the vector of the frequency estimated at CR devices is treated as a feature
vector and fed into a classifier to decide whether the channel is available or not. The classifier cate-
gorizes each feature vector into either one of the two classes, namely, the “channel available class”
and the “channel unavailable class.” The obtained values of Pd and Pf a are shown in table 2.
Knowing that the sensing results do not only depend on the distance SU-PU but also the value
of the signal to noise ratio (SNR). SNR is a significant parameter in communication systems, which
characterizes channel quality. Spectrum sensing aim is to reach correct detection all of the time and
in all geographical locations, but this can never be perfectly achieved in practice due to the noise
uncertainty and the effects of multipath fading and shadowing related to the used channel [35] , [36].
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is actually absent (the band is not occupied H0). It is desirable to keep the false alarm rate as low
as possible for spectrum sensing, since high Pf a value (Failed detection) reduces the efficiency of
spectrum use. We calculated Pf a by Pf a = P(decitionH1/H0) = NeN × 100 where: Nc is the number
of times in which the signal is detected, while hypothesis H1, Ne is the number of times in which the
signal is detected, while hypothesis H0 and N is the number of the captured signals. In this work, the
PU signal detection is performed at the SU detector, using one of the spectrum sensing techniques
(ANN, SVM, KNN, or Tree) to decide between the two hypotheses H0 and H1 based on the received
signal samples. A SU could access the available spectrum when the PU is not present (hypothesis
H0), and no false alarm is generated by spectrum sensing.
4.3. Results
The classification is performed considering five SVM classifiers, six KNN classifiers, and three
TREE classifiers from the MATLAB Statistics and Machine Learning Toolbox. We have as inputs
the frequency feature vectors that contain N signals data, which is generated by the Arduino via
ASK/FSK transmitters and captured by the RTL-SDR.
For a radio channel, the vector of the frequency estimated at CR devices is treated as a feature
vector and fed into a classifier to decide whether the channel is available or not. The classifier cate-
gorizes each feature vector into either one of the two classes, namely, the “channel available class”
and the “channel unavailable class.” The obtained values of Pd and Pf a are shown in table 2.
Knowing that the sensing results do not only depend on the distance SU-PU but also the value
of the signal to noise ratio (SNR). SNR is a significant parameter in communication systems, which
characterizes channel quality. Spectrum sensing aim is to reach correct detection all of the time and
in all geographical locations, but this can never be perfectly achieved in practice due to the noise
uncertainty and the effects of multipath fading and shadowing related to the used channel [35] , [36].
Table 2. The obtained values of Pd and P f a
Detection Method Pd Pf a The classifier accuracy
SVM
Linear 98,33 0 94,4
Quadratic 98,33 0 95,8
Cubic 99,33 0,66 96,7
Medium Gaussian 99,33 0 95,7
Coarse Gaussian 98,66 0 92,7
TREE
Simple 99,33 1,33 98,5
Medium 99,33 1,67 98,2
Coarse Gaussian 99,33 1,67 98,2
KNN
Fine 99,00 6,00 94,1
Medium 99,67 1,00 94,6
Coarse 99,00 0 88,8
Cosine 99,67 24,33 90,4
Cubic 99,33 1,00 93,9
Weighted 99,67 1,67 94,7
ANN LM (8 Neurons) 0.983 0.007 96,7
Missed detections, which is the case 3: P(H0/H1), are the biggest challenge for spectrum sensing,
as it means that the SU can interfere with the primary signal. In this work, we consider noise as
Additive White Gaussian Noise (AWGN), since the implementation is done in our laboratory and
many independent noise sources are added.
Poor detection performance in a low SNR regime means that all of the used techniques are nega-
tively affected by poor channels and that the SUs cannot exploit all possible transmission opportuni-




h(k)s(k) + w(k) : H1
(12)
Where h(k) is the propagation channel coefficient at each instant k, w(k) is the additive white
Gaussian noise (AWGN) with zero mean and variance σ2w. In order to better compare the performance
of the proposed detectors, which previously gave the best results (ANN and SVM), we have evaluated
the probability of detection and the probability of false alarm as a function of SNR. For this purpose,
we add to the user data (Table 1) different values of SNR, then we estimate the SNR of the received
signal. The SNR estimation of the received signals is determined using a modified periodogram of
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the same length as the input. Figure 3 illustrate the Pd changes according to the variation of the
estimated SNR, when we use ANN and SVM detectors.
Fig. 3. Performance comparaison of ANN and SVM detectors.
5. Conclusion
In summary, it is believed that an efficient spectrum utilization can be achieved by applying arti-
ficial intelligence and machine learning techniques. This paper proposed a simplified spectrum sens-
ing implementation based on real signals generated by an Arduino Uno card and 433 MHz Wire-
less transmitter. The transmitted signal is detected in MATLAB software by RTL-SDR dongle using
Four techniques: artificial neural networks (ANN), support vector machine (SVM), Decision Trees
(TREE), and k−nearest neighbors (KNN). The SVM algorithm was implemented using five SVM ker-
nel functions: Linear, quadratic, Cubic, Medium Gaussian, and Coarse Gaussian. The TREE classifier
is implemented using three algorithms (Simple, Medium, and Complex). The obtained results show
that the spectrum sensing operation will be excellent with the use of machine learning, especially,
SVM and ANN algorithms.
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In summary, it is believed that an efficient spectrum utilization can be achieved by applying arti-
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is implemented using three algorithms (Simple, Medium, and Complex). The obtained results show
that the spectrum sensing operation will be excellent with the use of machine learning, especially,
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