The Weather Research and Forecasting (WRF) model was used to investigate the impact of land surface model (LSM) physics on the simulated surface energy balance and the near surface wind profile, including heights reached by a modern wind turbine. Simulations were made for a domain centered over the Department of Energy (DOE) Southern Great Plains (SGP) Atmospheric Radiation Measurement Program (ARM) Central Facility in northern Oklahoma. High-resolution measurements of surface fluxes and profiles of wind speed, direction and turbulence were available for model validation. We tested 10 common LSM configurations in WRF including Noah, Noah-MP, SSiB, Pleim-Xiu, RUC, and others to evaluate (1) the accuracy of simulated surface energy fluxes, (2) the accuracy of forecasted rotor-disk height wind speeds, and (3) the sensitivity of rotor disk wind speed to the choice of LSM. WRF was run for four, two-week periods covering different canopy, surface meteorology and soil moisture conditions. LSM performances varied by simulation period and errors were greatest during periods with high soil moisture and live crop cover, indicating highest LSM sensitivity when PBL behavior is most coupled to land-atmosphere exchange. Higher wind speed errors also occurred at night during the spring, possibly from the difficulty with simulating nocturnal low-level jets. We found that choice of land surface model led to a ~10% improvement in simulating hub-height wind speed. Errors in wind shear were also sensitive to the choice of LSM. Overall the best performing models were Noah and Noah-MP. The variability of LSM performance across different soil moisture and vegetation canopy conditions suggests LSM representation of surface energy exchange processes in WRF remains a large source of model uncertainty. Furthermore, our results indicate the choice of LSM impacts simulated wind fields in WRF at heights relevant to the wind industry, at least for the Southern Great Plains region.
Introduction
Wind power forecasting continues to have difficulties in accurately predicting the occurrence and intensity of atmospheric conditions at the heights spanned by industrial-scale wind turbines (~ 40 to 200 m above ground level, AGL). Identifying areas in numerical models which may led to a wind forecasting improvement is a warranted endeavor as a forecasting improvement of as little as 10-20% could result in hundreds of millions of dollars ($140-260M) in annual operating cost savings for the U.S. wind industry (Lew et al. 2011) . One such candidate is the user's choice of land surface model (LSM) used in numerical weather prediction models. The Weather Research and Forecasting (WRF) model (Shamarock et al. 2008 ) is heavily utilized in the atmospheric community for weather prediction and more recently for wind forecasting, including its use in predicting hub-height wind speed and direction in the wind power industry. WRF has many physics options that are user defined, including options for choosing the planetary boundary layer (PBL) scheme, surface layer scheme, radiation scheme, microphysics and convective schemes, and land surface model. It is the choice of LSM that we examine in detail for assessing it as a candidate area for wind forecasting improvement. Given the large number of currently available LSMs in WRF, it remains a challenge for modelers to select the appropriate land surface scheme to fit their needs (Chen et al. 2012) . We hypothesize that wind speed at heights equivalent to a turbine rotor disk are sensitive to LSM choice due to variations in the sophistication of LSM calculation of canopy layer energy fluxes. This theory is tested for the Southern Great Plains region of the U.S.
In recent years the Department of Energy (DOE) Southern Great Plains (SGP) Atmospheric Radiation Measurement Program (ARM) Central Facility in northern Oklahoma has become an ideal location for conducting wind energy research as multi-MW wind farms are currently being installed in great numbers around the well instrumented DOE site. In 2012, a multi-MW wind farm called Chisholm View began operation to the southwest of the ARM Central Facility. The nearest turbines to the SGP ARM Central Facility are approximately a couple of miles away. Chisholm View, at present, has 140 operating GE 1.6 MW turbines, each with a hub-height of 80 m, and rotor diameter of 82.5 m. Each turbine blade tip has a minimum height of 39 m and a maximum height of 121 m.
Energy exchange at the surface largely drives lower PBL flow features in the daytime, as thermallygenerated, buoyant sensible heat fluxes, in combination with mesoscale forcing and surface roughness, largely determine the magnitudes of wind shear and turbulence at heights encounter by a wind turbine rotor-disk (Wharton and Lundquist 2012b) . While studies have examined the role of surface and subsurface properties on near-surface meteorology and PBL development (e.g., Anderson and Verma 1986 , Baldocchi 1994 , Raupach 2000 , Patton et al. 2004 , Desai et al. 2006 , Maxwell et al. 2007 , Fischer et al. 2007 , as well as the role of the PBL scheme in WRF for wind forecasting (e.g, Storm and Basu 2010, Draxl et al. 2012) , few studies have specifically looked at the role of surface energy exchange and LSM choice on rotor-disk wind profiles and LSM importance in WRF for wind forecasting. This may be a potential area for wind forecasting improvement as numerous studies have shown that wind shear and turbulence characteristics are dependent on stability and have significant impacts on turbine power generation (e.g., van den Berg 2008, Wagner et al. 2009, Wharton and Lundquist. 2012a,b) .
Despite the significant influence of land-atmosphere exchange on the daytime PBL, uncertainty remains in the parameterization of surface heat and moisture fluxes in numerical weather models (Trier et al. 2010) . The LSM in WRF provides heat and moisture fluxes over land to provide a lower boundary condition for vertical transport in the PBL scheme. These fluxes of sensible heat and latent energy are dependent on the surface meteorology, radiative forcing, soil properties and land use type. Thus, an accurate description of the land surface and vegetation characteristics is needed in any numerical weather prediction model. WRF is an ideal model for studying the impact of the simulated energy balance on near surface winds for several reasons. Sub-grid scale processes are represented in WRF by physics schemes that parameterize atmospheric phenomena such as turbulent mixing, surface energy transfer, and cloud microphysics. Due to the availability of numerous physics model choices, users are able to customize the WRF physics configuration to match their needs. Numerous LSM options are available in WRF that range from simplistic treatment of sub-surface processes to sophisticated physical models.
Surface energy exchange is determined by the terrestrial radiation budget, defined in Eq. 1, where R n is the net radiation flux (W m -2 ), H is the sensible heat flux (W m -2 ), LE is the latent energy flux (W m -2 ), G is the ground heat flux (W m -2 ) and S is the biomass storage heat flux (W m -2 ). While some energy is absorbed by the ground and biomass (G + S), this is on average less than 15% for most plant canopies, and the majority of available energy will be transferred back into the atmosphere as sensible and latent heat . Latent heat is the quantity of heat absorbed or released by water undergoing a change of state. Over a plant canopy, LE is most often the heat released by water as it changes from a liquid to gaseous state through evapotranspiration (evaporative water loss from the vegetation and soil plus water loss through plant transpiration).
The exact magnitudes of H, LE, G and S are dependent on many variables, including the amount of incoming radiation, soil moisture availability, groundwater availability and plant access, soil properties, canopy properties (e.g., species, albedo, biomass density, leaf area index, rooting depth), temperature, and entrainment of dry air into the boundary layer from the free atmosphere. The ratio of sensible heat to latent energy transfer is called the Bowen ratio and is usually expressed as a midday average. A higher Bowen ratio indicates that a larger portion of available energy is partitioned into sensible heat than latent heat. Over a desert, for example, one would expect a high Bowen ratio (>10), while over a tropical forest it may be less than 1 due to high evapotranspiration.
Studies such as CASES-97 and IHOP_2002 have shown that latent and sensible heat fluxes in the Southern Great Plains of the U.S. vary significantly in time and space due to land use, climatology and soil type differences across the landscape (LeMone et al. 2000 , Weckwerth et al. 2004 , LeMone et al. 2006 . Standard WRF does not capture fine scale land use heterogeneity nor does it usually capture finescale temporal vegetation changes. Furthermore, LSMs in WRF use a seasonally-adjusted or annuallyfixed land use value from look-up tables to assign surface characteristics, but crop cover can change frequently and suddenly in this region; for example, rapid canopy changes would be caused by crop "greenup" or senescence, flood or hail crop losses, or harvest or field tillage events. This coarse approach for incorporating land use and vegetation property changes in LSMs is likely a shortcoming in areas such as the Great Plains with high spatial and temporal surface variability. To improve modeling in heterogeneous areas, some groups have incorporated high-resolution remote sensing surface data into their land surface model (e.g. Miller et al. 2006 , Case et al. 2012 . This "mosaic approach" using satellite data assimilation can be incorporated into certain WRF-coupled LSMs such as Noah, RUC and the Community Land Model (CLM).
While satellite data assimilation of near real-time surface properties would likely result in more accurate surface fluxes, and potentially more accurate simulations of turbine-relevant wind fields, this was not done here for the simple reason that we wanted to evaluate the accuracy of each LSM in WRF by running WRF in a "standard" or "operational" mode as a wind plant operator or forecaster would do. In this manner, we hope our conclusions will be more beneficial to the wind industry and energy utilities communities. The recent operation of the neighboring Chisholm wind farm provided motivation for studying the importance of LSMs in WRF for accurate simulations of wind speed and shear at heights encountered by modern wind turbines. Energy flux and surface meteorology observations from nearby SGP ARM were used for identifying the physics that govern lower planetary boundary layer behavior and for validating the ten WRF ensemble members. Specific project goals were to quantify: (1) the accuracy of simulated surface energy fluxes to flux tower measurements, (2) the accuracy of simulated wind speeds to observations at rotor-disk heights, and (3) the sensitivity of simulated hub-height rotor disk wind speed to the choice of land surface model in the Southern Great Plains region. This study is the first to our knowledge to systematically evaluate the role of LSMs in WRF for wind industry applications.
Methods 2a. Site Description and Instrumentation
All surface and atmospheric measurements were taken at the DOE SGP ARM Central Facility near Lamont, Oklahoma (36.61°N, 97.49°W). SGP ARM is a state-of-the-art research facility for atmospheric, climate, and radiation measurements and is set in a rural landscape dominated by pastureland and annual crops (Figure 1 ). The landscape is relatively flat and local terrain slope is less than three degrees. The species of annual crops planted in fields adjacent to the Central Facility varies from year to year and season to season depending on climatic conditions and market prices and can include winter wheat and canola, typically grown from fall to early summer, and the summer crops corn, sorghum, cowpeas, barley and soybeans. The region has fine scale spatial heterogeneity due to small land holdings and changing crop rotations (Torn et al. 2011) , as indicated in Figure 1b . Regional heterogeneity is further enhanced by climatic gradients which change precipitation amounts across the larger SGP ARM domain from the northwest (380 mm) to the southeast (1270 mm) ( Figure 1a ). The crops are not irrigated in the area and crop losses, delayed plantings, and early or late harvests can result from anomalous climate conditions. Area soils are classified as well-drained silt loam, silty clay loam or clay loam. The permanent wilting point for these soil types are 0.10 m 3 m -3 , 0.13 m 3 m -3 , 0.15 m 3 m -3 , respectively. Permanent wilting point is defined as the water content of the soil when most plants will wilt and fail to recover their turgor even if the soil moisture is replenished.
In our study we utilized measurements from a 4 m tall surface flux station as described in Billesbach et al. 2004 , Fischer et al. 2007 and Riley et al. 2009 . The surface flux tower faces south, the predominant wind direction except during winter, and measures mass and energy fluxes over an annual crop field. The surface flux tower has an open-path infrared gas analyzer (LICOR Li-7500) that measures atmospheric carbon dioxide and water vapor (i.e., latent energy flux) and a 3D sonic anemometer (GillSolent WindMaster Pro, Gill) that measures the wind vectors and sonic temperature, from which the sensible heat flux is calculated. Other standard meteorology measurements including air temperature, relative humidity, the four-stream energy flux (incoming and outgoing shortwave and longwave radiation), soil heat flux, soil moisture (average of upper and lower profiles), soil temperature and precipitation are also measured. The energy fluxes were calculated using a 30-minute averaging period and were post-processed using standard algorithms for spike removal, density corrections (WPL corrections, Webb et al. 1980) , spectral corrections (Moore 1986), coordinate rotation and more. The flux tower footprint is on the order of a couple of hundred meters. Further flux processing details can be found in Riley et al. 2009 . Crop species present during the study are shown later in Figure 5 . The flux tower and surface meteorology measurements were downloaded from the ARM archive: http://www.archive.arm.gov/.
Profiles of wind speed and direction were measured using a Light Detection and Ranging (lidar) instrument. The SGP ARM Central Facility has a continuously running Halo scanning lidar (Halo Photonics, Worcestershire, UK) which provided measurements of horizontal wind speed and direction, taken once an hour in 2011, for heights ranging from 75 m up to up to 10 km (Newsom 2012) . The Halo lidar provides wind measurements roughly every 10 m in the first 200 m above the surface. In November 2012, we installed a vertically-facing Wind Cube v2 lidar system (Leosphere, Orsay, France) which measured the wind speed and direction roughly every 5-15 m from 50 m to 180 m above the surface at a 1 Hz rate. The Wind Cube v2 lidar has the ability to provide higher spatial-resolution close to the surface. The Wind Cube measurements were averaged over ten-minute periods. Using the Halo and Wind Cube lidars we calculated wind speed at a height equivalent to a turbine nacelle (referred to as the hub-height wind speed; 80 m AGL) as well as wind shear across heights equivalent to a nearby turbine rotor disk (39 m to 121 m AGL).
2b. Site Climatology
The climate is continental to semi-arid and the area is prone to moderate and extreme drought (Torn et al. 2011) . Local air temperature and precipitation data were downloaded from the Oklahoma Mesonet (http://www.mesonet.org/) for four stations nearest to the SGP ARM Central Facility in order to include local weather variability, which can be high due to convective storms. Long term (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) mean air temperature Ta) was 15.0°C and mean precipitation (PPT) was 812 mm. In comparison, the WRF simulation years were warmer and drier than the 10-year norm. Mean annual air temperature was 15. Seasonal-variability in surface-layer wind shear was greater during midday hours than nighttime hours as measured by the lidar (Figure 3 ). Nighttime wind shear was overall higher than daytime and was on average 2.3 m/s between 120 m and 50 m versus 0.6 m/s during midday. Midday wind shear showed significantly greater wind shear during June 2013 than any other month during the field campaign. This suggests that June may have a very different energy partitioning ratio than the other months.
2c. Simulation periods
To study the impact of LSM model choice on WRF simulated near surface wind profiles, we performed atmospheric simulations over a variety of land surface conditions that would affect the surface energy budget, including times of moist soil, dry soil, live crop canopy and senesced crop canopy (Table 1) : Table 1 Brief description of simulation periods highlighting the canopy and meteorology differences.
Simulation 1 Simulation 2 Simulation 3 Simulation 4 Dates
June 10 -23, 2011
July peak LAI, live canopy Actual conditions in the crop field during June 2011 included a live canopy with peak Leaf Area Index (LAI) in early June followed by senescence during the next two weeks up until the crop was harvested ( Figure 4a ). The field was tilled on June 30, and actual conditions during the July period included a bare, brown field with some dead crop residual (Figure 4b ). At this time the field and the surrounding area were covered with <5% photosynthesizing vegetation and the soils were bare and very dry. In fall 2012, the local area was a mixture of <0.5 m senesced grasses (in the pasturelands) and dead cowpea crop residual (< 1 cm) and bare ground in the field with a few emerging wheat seedlings ( Figure 4c ). November also included cool temperatures and very dry soils and was considered the "control" period as energy fluxes would be relatively low during this time of year and not have a significant influence on PBL behavior and development. The four and final period, May-June 2013, included a green, peak LAI wheat canopy with high soil moisture and high evapotranspiration which rapidly senesced in mid-June ( Figure 4d ). Figure 5 shows a time series of shortwave albedo (clear sky fitted), used as a proxy for "canopy greenness" as well as the exact timing of planting, harvest and tilling events. Lower albedo measurements are interpreted as a "greener" canopy where the likelihood of large latent energy fluxes is high because the vegetation is actively taking up water and transpiring. Higher albedo measurements are interpreted as a senesced canopy or a combination of dead vegetation plus bare soil. High albedo results in a smaller amount of energy available for both latent and sensible heat as a greater portion of incoming shortwave radiation is reflected back into the atmosphere. If high albedo is a result of a dead canopy or bare, dry soil, this further suggests that the latent energy fluxes will be very low.
Figure 4
Photographs showing the canopy cover in the crop field at the Southern Great Plains ARM site on dates during or near to the four WRF simulation periods. 
2d. WRF Domain Configuration
WRF is a non-hydrostatic, fully compressible atmospheric model that is maintained by the National Center for Atmospheric Research (NCAR) for publically available source code distribution (Shamarock et al. 2008) . This study used the advanced research dynamical core version of the WRF 3.4.1 model release with a double nested domain configuration as shown in Figure 6 . The outer WRF model domain (labeled D1) had a horizontal grid spacing of 9 km and covered a large portion of the central United States. Domain 2 (D2) had a horizontal grid spacing of 3 km while domain 3 (D3) had a grid spacing of 1 km. The model domain configuration was centered on the SGP ARM Central Facility in north-central Oklahoma where the wind speed and energy flux observations used to validate the model performance are located. Given the absence of complex terrain in the innermost model domain, 1 km horizontal resolution was sufficient to resolve fine-scale horizontal flow in the domain of primary interest. A total of 50 terrain following vertical sigma levels were used for all of the WRF simulations not involving the Simplified Simple Biosphere Model (SSiB) LSM. Simulations using the SSiB LSM were run with only 41 vertical levels due to a model constraint that is discussed later. The 50 sigma level configuration resulted in a vertical resolution of roughly 20-30 meters in the lowest 200 meters of the atmosphere. The high vertical resolution in the surface layer was needed to resolve the complex, fine-scale vertical structure of the near-surface wind profile. The top of the model grid was at 50 hPa, which corresponds roughly to a height of 20 km above sea level. 
2e. Ensemble Description
An ensemble consisting of the various LSMs available in the WRF Version 3.4.1 release was used to study the impact of LSM choice on simulating near surface wind profiles, with a focus on simulating hub-height wind speed (80 m AGL) and wind shear across heights equivalent to a modern turbine rotor disk (~40 -120 m AGL). A total of 10 ensemble members were included in the study. All used Lin microphysics, the Kain-Fritsch cumulus scheme, and the CAM shortwave and longwave radiation model. Surface property input data came from the default, 33 USGS land use categories. The LSM, PBL, and surface layer schemes used for each of the ten members are listed in Table 2 . The ensemble includes the 5-layer thermal diffusion (Blackadar 1978) , Noah (Chen et al. 1996) , RUC (Smirnova et al. 1997 ), Pleim-Xiu (PX; Xiu 1995, Xiu and Pleim 2001) , Noah Multi-Physics (Noah MP; Niu et al. 2011) , and the SSiB LSM (Xue et al. 1991, Sun and Xue 2001) . Various configurations of Noah MP and Pleim-Xiu were also run. A full description of the LSMs is provided in Section 2h.
Four of the ensemble members shown in Table 2 are used to represent the Noah MP, where the impact of the choice of soil moisture factor for stomatal resistance (opt_btr) and runoff / groundwater option (opt_run) was studied. Opt-btr was set as either option 2 (CLM model) or option 3 (SSiB model). Optrun was set as either option 2 (TOPMODEL with equilibrium water table) or option 4 (BATS surface and subsurface runoff). All of the ensemble members used the Mellor-Yamada -Janjic (MYJ) PBL model and Monin-Obukhov suface layer scheme (sf_sfclay_physics = 2) except for members 9 and 10. The Asymmetric Convective Model (ACM2) PBL scheme (Pleim, 2007a,b) was used along with the PX LSM and Pleim-Xiu surface layer (option 7) in member 9 to represent a physics suite that was developed as a coupled configuration (Gilliam and Pleim, 2010) and is widely used in the atmospheric modeling community. As PX LSM could potentially perform best when coupled with the ACM2 PBL, it was included in the ensemble study to increase confidence in the PX LSM results. The PX LSM was also run with the MYJ PBL scheme in member 8 to allow direct comparison of model results with other members using the MYJ PBL. The Yonsei University (YSU) PBL model was used with the SSiB LSM and MM5 MoninObukhov surface layer scheme (option 1) in member 10 since YSU is the only PBL model that works with the SSiB LSM as of the WRF Version 3.4.1 release. It should also be noted that the SSiB LSM requires the first WRF full sigma level above the surface to be no greater than 0.982. This translates to a height of around 82 m for the first half sigma level as compared to a height of around 10 m for the other members. As a result, utilizing fine-scale vertical resolution near the surface is currently not possible with the SSiB LSM. This limited a direct comparison with the other members due to the differences in vertical resolution and also did not allow for the simulation of rotor-disk wind shear (40-140 m AGL) with member 10. 
2f. Input Data
Initial and lateral boundary conditions for the WRF simulations were provided by gridded analysis fields from the North American Model (NAM). The NAM analysis fields are available every 6-hours with a horizontal resolution of 12 km. Three-dimensional atmospheric data are provided on 40 pressure levels with a vertical resolution of 25 hPa in the NAM analysis data set. Meteorological variables provided by the NAM data include atmospheric pressure, geopotential height, horizontal wind components, air temperature, relative humidity, surface pressure, sea level pressure, and soil moisture and temperature at 4 sub-surface layers. NAM analysis data are available for public download from the National Climatic Data Center's (NCDC) data website (http://nomads.ncdc.noaa.gov/data/namanl).
2g. Four-Dimensional Data Assimilation
The WRF model has a four-dimensional data assimilation (FDDA) capability for both analysis (gridded) (Stauffer 1994 ) and observational nudging (Liu 2005) . Analysis nudging involves using a Newtonian relaxation term to nudge the model integration towards an observed state; in this case represented by large-scale gridded analysis fields such as NAM data. Similarly, the WRF FDDA observational nudging model nudges localized model results towards individual weather observations. Using a FDDA nudging approach within an atmospheric model has been demonstrated to reduce error by constraining largescale atmospheric flow towards analysis fields while allowing smaller scale atmospheric features to develop in fine-scale domains (Stauffer 1990 , Lo 2008 , Otte 2008 , Salathe 2008 , Bowden 2012 . The degree to which the WRF numerical solution is nudged at each model grid point is a function of a user defined observation radius of influence, a relaxation time scale, and the distance to the observation.
The FDDA initialization methodology used for this study involved applying analysis nudging on model domains 2 and 3 to constrain the simulated large scale flow of the simulations. Model grid points within the planetary boundary layer were not nudged in either domain 2 or 3 to avoid conflicting with small scale features that may develop. As an additional constraint to ensure that the model results in the lower atmosphere were not influence by the nudging algorithm, the FDDA analysis option was turned off below model level 10, which corresponded to a height of roughly 600 m above the surface. The additional FDDA constraint was needed for extremely stable nighttime periods when boundary layer heights of less than 100 m were plausible. Observational nudging was not utilized in any of the WRF domains so that the model solution was free to evolve near the surface where results were later compared with atmospheric observations. A spin up period of four days was allowed before the WRF model output was compared with observations. A multi-day spin up period was necessary to ensure soil moisture and temperature initialization induced LSM biases had sufficient time to reach a reasonable balance with underlying atmospheric forcings. All of the model simulations were performed as a single continuous run with no restarts. Output from each of the ensemble forecast members was saved at 10 minute intervals for comparison with observations.
2h. Land Surface Models
Land surface models in WRF use atmospheric information from the surface layer scheme, radiative forcing information from the radiation scheme, and precipitation forcing from the microphysics and convective schemes, together with information about the land surface, to output heat and moisture fluxes. The Land Surface Models (LSMs) are described in this section in order of increasing complexity in regards to how they deal with thermal and moisture fluxes in the soil, and vegetation, root and canopy effects. The most basic of the LSMs used here is the thermal diffusion, or "slab", model (Blackadar 1978) . The thermal diffusion LSM calculates the surface heat fluxes from a 1-D equation and then assumes linear temperature profiles across 5 layers of soil. Soil moisture is fixed in time with a land useand season-dependent constant value. There are also no explicit vegetation processes in the model.
The Rapid Update Cycle (RUC) model is largely focused on accurate characterization of the soil with up to 6 -9 soil levels (or more possible) with the default parameterization reaching down to a soil depth of 300 cm. The physics of snow and phase change in soil are well characterized in this model (Smirnova et al. 1997) . The model uses a basic approach to characterize evapotranspiration from the canopy based on work of Pan and Mahrt (1987) , wherein the same equations used to calculate the transfer of heat and moisture from the soil are adjusted to estimate the fluxes from the canopy. Canopy evapotranspiration is scaled by potential evapotranspiration, canopy moisture content, rooting depth, and the soil moisture relative to the plant wilting point.
The Pleim-Xiu model (Pleim and Xiu 1995) builds off of the Noilhan and Planton (1989) . This model has only 2 soil layers: a shallow layer (1 cm) at the surface interacting with the atmosphere, and a thick layer (99 cm) below interacting with the plants via the roots and the upper layer. Moisture fluxes are either from precipitation, dew formation, evaporation directly from the soil surface or vegetation, transpiration (ultimately controlled by soil moisture in the root zone via a stomatal resistance), or vertical movement within the soil. For the calculation of soil heat flux, only a soil heat capacity is used regardless of canopy cover or density.
The Simplified Simple Biosphere Model (SSiB) (Xue et al 1991 ) is a modification of the Simple Biosphere Scheme (SiB) of Sellers et al. (1986) . SiB is a two-layer "big-leaf" model that scales leaf-level processes to 2 representative 'leaves:' one each representing the canopy and ground cover. SSiB simplifies by reducing the model to a single-layered big-leaf model. SSiB requires 21 input parameters (reduced from 42) and additionally simplifies the diurnal variation of surface albedo for a given vegetation type and the effect of root zone soil moisture on stomatal resistance. Canopy evapotranspiration is controlled solely by physics.
The Noah model (Chen et al. 1996) is the most complex of the LSMs evaluated. Noah is the product of a large community of researchers combining previous iterations of multiple land surface models. The model has 4 soil layers reaching 2 m in which soil temperature and moisture are calculated. The shallow soil, 'leaky' bottom (precipitation that infiltrates to the bottom of the soil column is lost from the system) and simple snow/melt/thaw dynamics were seen as weaknesses. Vegetation, however, is well defined using monthly estimates of albedo and fraction of green vegetation cover. Evapotranspiration is modeled by the Ball-Berry equation, taking both the physics of water flow through the soil and plants as well as the physiology of photosynthesis into account.
Multi-parameterizations are available with the Noah model (Noah-MP) for users to tune the model in order to maximize complexity for dominant processes, while using simpler modeling approaches for other processes in order to conserve computational requirements (Niu et al. 2011 ). Noah-MP includes three options for modeling the response of transpiration to changes in site water status: via soil moisture directly as in Noah and 2 variations of the response of conductance to soil matric potential. Site hydrology can be modeled simply as in Noah with the 'leaky' bottom either with the simplified calculations of surface runoff or with more complex calculation of surface runoff based on the BATS model (Yang and Dickinson, 1996) . Alternatively, the TOPMODEL-based (Niu et al. 2005 ) calculation of surface runoff and groundwater discharge is available with varying levels of complexity in modeling groundwater. Two variations were introduced for modeling radiation transfer through a canopy to give a user three levels of complexity from which to choose. Variations on the radiation scheme alter the manner that gaps in the canopy are simulated.
2i. Metrics
LSM performance in WRF was based on three metrics:
1. Accuracy of surface energy flux exchanges. The first metric was the difference between simulated H and LE fluxes and the flux tower measurements, including the root mean squared error (RMSE).
Midday wind shear RMSE.
The second metric was RMSE between simulated wind shear and lidarmeasured wind shear. The heights were based on a nearby turbine rotor diameter: 121 to 39 m AGL. Although the simulations did not always output these exact heights, differences were usually less than ± 10 m. Wind shear was calculated for all ensemble members except for SSiB (Ensemble 10).
3. Hub-height RMSE. The third metric was RMSE between simulated hub-height wind speed and the lidar-measured hub-height wind speed. Here, measured hub-height wind speed was based on the 80 m lidar wind speed. The simulated hub-height wind speed was based on the vertical level in WRF closest to 80 m, which was usually within ± 5 m.
Results

3a. June and July 2011 Case Study: Surface Meteorology
Although the June and July simulation periods are only separated by 20 days, the surface meteorological conditions were very different. These conditions included daily water availability, atmospheric water demand, and air temperatures measurements. From June 6-23, 2011, the average midday relative humidity (RH) was 37%, average midday air temperature (Ta) was 33.4 °C, while for the two week period in July, the midday values were warmer and drier: average midday RH was 29% and average midday Ta was 38.3 °C. In June, soil moisture was readily available to the plants (mean θ v = 24%; wilting point θ v = 10%) (Figure 7a ) and the Bowen ratio on average was less than one (Figure 7c ), so that slightly more energy was transferred to the atmosphere through evapotranspiration fluxes than through sensible heat during these two weeks. In July, however, the soil moisture content (mean θ v = 6.4%) was well below the permanent wilting point ( Figure 7b ) and evapotranspiration or LE fluxes were very small. During this period, ten times more heat was transferred back to the atmosphere in the form of sensible heat than in the form of LE (mean β = 10) (Figure 7d ). In Figure 7 , daily soil moisture is based on an average of the lower and upper soil moisture measurement profile systems. 
3b. Land-Atmosphere Energy Exchange
In Objective (1), we examined the accuracy of each ensemble member to simulate midday sensible heat and latent energy fluxes. We also examined the ratio of the two or the Bowen ratio (β = H/LE). Accuracy was determined by the root mean square error between the ensemble member and observation. The measurement and simulated fluxes are shown in Table 3 . This is partially a reflection of overall lower energy fluxes during the cool, dry autumn period. Overall, the most consistent and best performers used the Noah MP LSM, including E4 and E7, based on these members having the lowest RMSE for both sensible heat and latent energy fluxes. Surprisingly though, these ensembles were not always the best performers as some of the LSMs were both the best or worst performer depending on simulation period (Table 3) .
During the June 2011 simulation E1 performed best in simulating sensible heat although overall it was one of the worst performing ensemble members. For example, E1 greatly overestimated midday latent energy fluxes during all simulation periods, by a factor of nearly 12:1 during the hot, dry July 2011 simulation, and underestimated the sensible heat flux during all simulation periods. E10 and E3 were also overall poor performers. Although E10 accurately predicted the LE flux in July 2011, it most often over predicted the sensible heat flux. The Bowen ratio was either very high (>15) or near infinity for both E3 and E10 during the 2011 simulation periods, as these LSM simulations predicted very low latent energy fluxes (Figure 8 ). 
Midday latent energy flux (W m -2 )
3c. Rotor-Disk Wind Shear
The two simulation periods in 2011 had very different energy partitioning values (Figure 8c ) as the surface meteorology and canopy characteristics rapidly changed. We were curious to see if lidarmeasured wind shear also had distinct differences, as we expected to see less wind shear during the July simulation period when buoyancy heat fluxes dominated the surface energy exchange. These strong buoyancy fluxes should produce a well-mixed daytime PBL. Observed differences in midday wind shear were smaller than expected although differences began to appear at 80 m AGL and above. Wind shear at heights equivalent to the upper half of a turbine rotor disk were slightly smaller in July (Figure 9a ). In comparison, the Bowen ratio during this period was 10 times higher than in June. Figure 9 shows average conditions, normalized by hub-height wind speed, during the two periods, and some individual days had higher differences. Figure 9b shows wind shear during nighttime hours only. Here, case study distinctions are greater, especially after a height of 80 m is reached. July had much higher wind shear values in the upper half of the rotor disk which were likely caused by nocturnal low level jets. Figure 10 shows the simulated midday wind shear profiles for all of the WRF periods, except E10, in comparison to the lidar observations. Midday wind shear error decreased from simulation 1-4, with no apparent explanation (Table 4) . Interestingly, the WRF members predicted much less wind shear during July 2011 than June 2011 as we had expected to see if the observations. The WRF runs had the best overall performance during simulation 4 when conditions were warm, wet, and the ground was covered by a high LAI wheat canopy. Best performers over all were the Noah MP runs which also were the most accurate at predicting the surface energy flux exchange (see Table 3 and Figure 8 ). RMSE are plotted for both daytime and all hours in Figure 11 . Overall, the RMSE for wind shear was higher for all hours of the day than for daytime hours only. In some cases, this difference was a factor of two or more. In particular the thermal diffusion, E1, and Pleim-Xu, E8 and E9, models did particularly poorly at night when predicting wind shear. Table 4 Midday RMSE (m/s) for rotor-disk wind shear (~120 m to ~40 m) when hub-height wind speed was between cut-in and rated wind speed (3.5 < U < 12.5 m/s). Top performers are highlighted.
Midday wind shear RMSE (m/s) Ensemble Member
June 10-23, 2011
July 13-27, 2011
Nov 
3d. Hub-Height Wind Speed
It is standard practice for the wind industry to forecast hub-height wind speed as operational power curve models are usually a function of this wind speed alone. Thus the industry relies heavily on hubheight speed to forecast farm power generation. In this section we compare simulated wind speeds at ~80 m AGL from each ensemble member to the lidar observations, first for daylight hours only ( Figure  12a , Table 5 ) and then for all hours of the day (Table 6 , Figure 12b ). RMSEs for daytime hub-height wind speed were on average 2-3 times greater than midday wind shear RMSEs (Section 3c). There was also more variability in the RMSEs indicating a larger range of errors for this forecasted wind speed than wind shear. Best performing LSMs depended on the simulation period and included E1, E2, E6, E8, E9 and E10; the thermal diffusion, Noah, Noah MP, Pleim-Xiu and SSiB models, respectively. Although a top performer during one of the simulation periods, the thermal diffusion model was extremely inconsistent and was also one of the worst performing models overall. The most consistently accurate LSM during all four simulation periods was E9, the Pleim-Xiu model run with the ACM2 PBL scheme. In second place was Pleim-Xiu with the MYJ PBL scheme. The worst performer was the RUC model (Table 5) . Simulations of nighttime hub-height wind speed were slightly worse than daytime simulated wind speed, particularly for E10, the SSiB model ( Figure 12b ). Table 6 RMSE (m/s) for hub-height wind speed (~80 m, m/s) during all hours of the day for wind speeds between cut-in and rated wind speed (3.5 < U < 12.5 m/s). Top performers are highlighted.
All hours hub-height wind speed RMSE (m/s) Ensemble Member
July Based on the hub-height metric, the best and worst performing LSMs are plotted in Figures 13-16 . Performance was based on the average RMSE for all hours of the day during the simulation period, excluding the first four spin-up days (Table 6 ). In these figures hub-height wind speed is plotted for the best and worst performing ensemble members in comparison to the lidar measurements.
For the June 2011 case, the observed synoptic weather pattern was simulated by with all ensemble members although the exact wind speed magnitudes were most accurately simulated with RUC (E3) and least accurate with SSiB (E10) (Figure 13 ). SSiB was particularly poorly with simulating nighttime hubheight wind speed as the predicted nighttime magnitudes were much higher than actual conditions and sometimes exceeded the observed value by 10 m/s or more. The average RMSE for all ensemble members was 3.38 ± 0.82 m/s; the highest of all four simulation periods.
During the July 2011 case, hub-height wind speeds were strongly forced by local surface energy exchange as the diurnal pattern is the dominant source of wind speed variability up to day 205, versus the synoptic forcing pattern observed in Figure 13 . During this period all of the ensemble models had difficulty with simulating the magnitude of the wind speed troughs during midday, as nearly all models over predicted the daytime wind minima. Even with this error, the average RMSE for all ensemble members was 1.95 ± 0.18 m/s and nearly 1.5 m/s less than the June simulation. Reduced error was also evident for simulated daytime wind speeds only as compared to the June runs. The best performer during this period was Pleim-Xiu run with the ACM2 PBL scheme (E9) and the worst performer was the same as during the June period and was the SSiB model (E10).
During the Nov-Dec 2012 simulation the average RMSE was 2.51 ± 0.71 m/s. The best performing ensemble member was Noah MP (E6) run with options 3 (SSiB model for stomatal conductance) and 2 (TOPMODEL with equilibrium water table) and the worst performer was the RUC model (E3). Note that the RUC model was the best performer in the June 2011 case. In the autumn, the RUC model did particularly poorly with simulating days 333-337, which caused it to have a high RMSE. During these days the average wind speed was around 10 m/s while the RUC model predicted an average wind speed closer to 2 m/s (Figure 15 ). Forcing during Simulation 3 was a mixture of synoptic and locally-driven, diurnal flow.
During May-June 2013 the best performing model was the thermal diffusion model (E1)and the worst performing model was the Noah MP run with options 2 (CLM model for stomatal conductance) and 4 (BATS model surface and subsurface runoff) (E5) (Figure 16 ). E5 frequently "overshot" the wind maxima or minima leading to a higher RMSE. The May-June period had the second highest mean RMSE (2.94 ± 0.14 m/s) of the four study cases. Weather forcing was strongly synoptic during the first half of Simulation 4 and became more diurnal or locally driven during the second half of the period. 
Discussion
Oklahoma ranked sixth in the nation for total wind power capacity at the end of 2012 (3,134 MW) and fourth in the nation for new capacity added in 2012 (1,127 MW) (Riser et al. 2013) . While the landscape is flat and topographic flows are not as important as in other parts of the nation with complex terrain, wind forecasting in the Southern Great Plains continues to have other challenges. We conducted this study to investigate if observed wind shear and hub-height wind speed in this region are sensitive to land surface energy exchange and whether the choice of land surface model in WRF significantly changes the simulated wind fields at rotor-disk height. Earlier studies have shown that fine scale spatial variability, climate gradients, and climate anomalies (e.g., moderate to extreme drought) make the prediction and simulation of surface energy exchanges especially difficult in this part of the country (Fischer et al. 2007 ). The role of surface energy exchange and LSM choice in WRF for simulating wind power-relevant wind fields has until now received far less attention.
Land surface models become increasingly important in numerical weather prediction (e.g., WRF) models when: (1) more complex PBL schemes are used as they are more sensitive to surface fluxes, and (2) when the grid-spacing is on the order of a km and surface variability in albedo, soil moisture and land use become more important (Chen 2007) . Here, we found that the proper choice of land surface model for simulated hub-height wind speed led to an overall improvement of 14% when the best performing model, Noah, was run versus the worst performing model, SSiB. Compared to the three worst performing LSMs, the forecasting improvement by Noah was nearly 8%. These improvements are significant considering that a forecasting improvement of 10-20% could result in hundreds of millions of dollars ($140-260M) in annual operating cost savings for the wind industry (Lew et al. 2011 ).
The worst performing LSMs, thermal diffusion, RUC, and SSiB, for simulating wind speed also did a poor job at simulating the surface energy exchange and midday wind shear. The thermal diffusion model greatly overestimated the latent energy flux and underestimated the sensible heat flux while the RUC model performed the opposite way and overestimated H and underestimated LE. Both RUC and thermal diffusion models had high wind shear errors. These two LSMs were the two simplest used in this study and their poor performance with simulating the land surface energy budget is likely a direct result. The surface exchange errors carried over to wind shear and hub-height wind speed. The third poor performer, SSiB, is a relatively complex LSM but this model might have had problems with simulating wind speeds at height relevant to a turbine rotor disk because the model only includes one grid point below 200 m. This is seen by the fact that SSiB performed better in the likely strong Convective Boundary Layer of July 2011 where mixed conditions minimize the limitations of the coarse vertical resolution and poorest at night when vertical resolution closest to the ground is important for capturing wind shear.
The most complex LSM, Noah and Noah MP, performed the best overall for predicting both the surface energy exchange and the wind fields. Noah includes a vegetation evapotranspiration calculation where water lost from the canopy is parameterized in terms of "canopy resistances" to the "potential" water flux. This equation also includes a photosynthetically green fraction which is based on 5-year average, monthly Normalized Difference Vegetation Index (NDVI) values. The resistance calculation should reproduce stressed vegetation and reduced water loss under hot and dry conditions and we saw this for the Noah runs in July 2011. Noah's simulations of the latent energy flux were more accurate than nearly all of the other LSMs during this very hot and dry period.
We saw the greatest hub-height wind speed errors when the canopy was actively photosynthesizing and the Bowen ratio was close to 1. This suggests that accurate simulations of the surface energy budget are particularly important for accurately modeling hub-height wind speed. Errors in hub-height wind speed were smaller when H and LE fluxes were either relatively small, such as during the autumn of 2012, or when the canopy was senesced and dry and LE fluxes were very small as during the hot July 2011 simulation period. Wind shear error decreased steadily from Simulation 1 through Simulation 4. The reason for this is unclear as Simulation 4 was during a period of strong land surface exchange and high evapotranspiration fluxes, similarly to Simulation 1.
A portion of the simulation errors could be due to the mismatch between spatial and temporal scales. We ran WRF down to 1 km resolution while the flux tower and lidar instruments had a footprint closer to 200 m. Flow could have significant variability even across these scales as land use changes and soil moisture gradients change rapidly in this area. WRF was run with a land use category defined as Dry Cropland and Pastureland while in reality the canopy type varied across space and time during the simulation periods. The LSM used here with the finest temporally adjusted land cover input was Noah which used a monthly time step of long-term NDVI averages. Further improvements to simulating the wind fields is this area likely could be done with using land use data with increased spatial and temporal resolution. For example, Riley et al. (2009) found that the Southern Great Plains region requires the characterization of vegetation properties in LSMs at a realistic spatial scale for accurate estimates of surface energy fluxes. The SGP region may need LSMs with the capability of having accurate specification of surface characteristics on a sub-grid scale to capture small scale variability, including tiling and harvest events.
A second source of error, during nighttime periods, could be WRF's difficulty with modeling nocturnal low-level jets (LLJ). Nighttime wind speed and wind shear errors in our simulations were larger than those during the daytime and nighttime errors were particularly high for SSiB which had very coarse vertical resolution near the ground. LLJs are frequent in this area during the spring and summer months. In fact, LLJs were frequently observed during a multi-lidar campaign which took place during our fourth study period, May-June 2013. These LLJs ranged from 250-1000 m AGL (Tim Bonin, personal communication). The occurrence of LLJs may be the cause for higher nighttime error during the first simulation period in June 2011. Higher nighttime modeling errors have also found for the region by other groups (e.g., Storm and Basu 2010).
For hour ahead or day ahead operational forecasts, computational expense or "run time" is important in addition to forecast accuracy. Because we did not use a fixed time step, to get around deep convection errors, and instead used a WRF adaptive time step, firm conclusions based on computational costs are difficult to make. The CPU cost differences between ensemble members were not directly related to the "cost" of the physics choice. Given this caveat, some distinctions can be drawn. The SSiB model (Member 10) ran the fastest of all the simulations due to the fact that it had fewer vertical levels. Noah MP Member 7 took the longest to run for all simulations although reasons for this are difficult to make given we used the adaptive time step.
This study was conducted as an evaluation of running each LSM in WRF in "operational mode" as a wind farm operator might do, without fine-tuning each model to ensure the best performance. For example, some of the LSMs investigated here have options for remote sensing surface data assimilation (e.g, RUC, Noah) which may have enhanced model performance. With this caveat and with the understanding that we ran each LSM in "standard mode", we showed here that the choice of LSM significantly led to an improvement in simulating accurate hub-height wind speed. This is a significant finding as any improvement in short-term forecasting should drive down the cost of wind energy and further wind as a leading form of low cost renewable energy in the coming decade (EERE 2012).
Conclusion
The best and worst performing members found in this study were chosen by their overall ability to accurately simulate surface energy exchange, midday wind shear at heights equivalent to a turbine rotor disk, and hub-height wind speed (Table 7) .
