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REPRESENTATION THEORY OF SUPERCONFORMAL
ALGEBRAS AND THE KAC-ROAN-WAKIMOTO CONJECTURE
TOMOYUKI ARAKAWA
Abstract. We study the representation theory of the superconformal algebra
Wk(g, fθ) associated with a minimal gradation of g. Here, g is a simple finite-
dimensional Lie superalgebra with a non-degenerate, even supersymmetric in-
variant bilinear form. Thus, Wk(g, fθ) can be one of the well-known super-
conformal algebras including the Virasoro algebra, the Bershadsky-Polyakov
algebra, the Neveu-Schwarz algebra, the Bershadsky-Knizhnik algebras, the
N = 2 superconformal algebra, the N = 4 superconformal algebra, the N = 3
superconformal algebra and the big N = 4 superconformal algebra. We prove
the conjecture of V. G. Kac, S.-S. Roan and M. Wakimoto for Wk(g, fθ). In
fact, we show that any irreducible highest weight character of Wk(g, fθ) at
any level k ∈ C is determined by the corresponding irreducible highest weight
character of the Kac-Moody affinization of g.
1. Introduction
Suppose that the following are is given: (i) a simple finite-dimensional Lie super-
algebra g with non-degenerate, even supersymmetric invariant bilinear form, (ii) a
nilpotent element f in the even part of g and (iii) a level k ∈ C of the Kac-Moody
affinization ĝ of g. Then, the correspondingW-algebraWk(g, f) can be constructed
using the method of quantum BRST reduction. This method was first introduced
by B. L. Fe˘ıgin and E. V. Frenkel [10, 11] in the case that g is a Lie algebra and f
is its principal nilpotent element, and it was recently extended to the general case
by V. G. Kac, S.-S. Roan and M. Wakimoto [17].
In this paper we study the representation theory of those W-algebras for which
the nilpotent element f is equal to the root vector fθ corresponding to the lowest
root −θ of g. V. G. Kac, S.-S. Roan and M. Wakimoto [17] showed that these
W-algebras Wk(g, fθ) are quite different from the standard W-algebras [29, 8, 24,
7, 25, 10, 11] associated with principal nilpotent elements and noteworthy because
they include almost all the superconformal algebras so far constructed to this time
by physicists such as the Virasoro algebra, the Bershadsky-Polyakov algebra [5], the
Neveu-Schwarz algebra, the Bershadsky-Knizhnik algebras [4], the N = 2 super-
conformal algebra, the N = 4 superconformal algebra, the N = 3 superconformal
algebra and the big N = 4 superconformal algebra.
Let Ok be the Bernstein-Gel’fand-Gel’fand category of ĝ at level k ∈ C. Let
M(λ) be the Verma module of ĝ with highest weight λ and L(λ) be the unique
irreducible quotient of M(λ). The method of quantum BRST reduction gives a
family of functors V  Hi(V ), depending on i ∈ Z, from Ok to the category
of Wk(g, f)-modules. Here, H
•(V ) is the BRST cohomology of the corresponding
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quantum reduction. In the case that g is a Lie algebra and f is its principal nilpotent
element, E. V. Frenkel, V. G. Kac and M. Wakimoto [13] used this functor in their
construction of the “minimal” series presentations ofWk(g, f), and they conjectured
that H•(L(λ)) is irreducible (or zero) for an admissible weight λ. This conjecture
was extended by V. G. Kac, S.-S. Roan and M. Wakimoto [17] to the general case,
in which they conjectured that, for an admissible weight λ, the irreduciblity of
H•(L(λ)) holds for a general pair (g, f) consisting of a Lie superalgebra g and a
nilpotent element f (see Conjecture 3.1B of Ref. [17]).
As a continuation of the present author’s previous work [1, 2], in which the
conjecture of E. V. Frenkel, V. G. Kac and M. Wakimoto was proved (completely
for the “−” case and partially for the “+” case), we prove the conjecture of V. G.
Kac, S.-S. Roan and M. Wakimoto for Wk(g, fθ); Actually we prove even stronger
results, showing that the representation theory of Wk(g, fθ) is controlled by ĝ in
the following sense:
Main Theorem. For arbitrary level k ∈ C, we have the following:
(1) (Theorem 6.7.1) We have Hi(V ) = {0} with i 6= 0 for any V ∈ ObjOk.
(2) (Theorem 6.7.4) Let L(λ) ∈ ObjOk be the irreducible ĝ-module with high-
est weight λ. Then, 〈λ, α∨0 〉 ∈ {0, 1, 2, . . .} implies H
0(L(λ)) = {0}. Other-
wise, H0(L(λ)) is isomorphic to the irreducible Wk(g, fθ)-module with the
corresponding highest weight.
Main Theorem (1) implies, in particular, that the correspondence V  H0(V )
defines an exact functor from Ok to the category of Wk(g, fθ)-modules, defining
a map between characters. On the other hand, every irreducible highest weight
representation ofWk(g, fθ) is isomorphic to H
0(L(λ)) for some λ (see Section 6). It
is also known that H0(M(λ)) is a Verma module over Wk(g, fθ) [19]. Hence, from
the above results, it follows that the character of any irreducible highest weight
representation of Wk(g, fθ) is determined by the character of the corresponding
irreducible ĝ-module L(λ). We remark that Main Theorem (2) is consistent with
the computation of V. G. Kac, S.-S. Roan and M. Wakimoto [17] of the Euler-
Poincare´ character of H•(L(λ)).
This paper is organized as follows. In Section 2 we collect the necessary informa-
tion regarding the affine Lie superalgebra ĝ. In this setting, a slight modification is
need for the A(1, 1) case, which is summarized in Appendix. In Section 3 we recall
the definition of the BRST complex constructed by V. G. Kac, S.-S. Roan, and
M. Wakimoto [17]. As explained in Ref. [17], their main idea in generalizing the
construction of B. L. Fe˘ıgin and E. V. Frenkel [10, 11] was to add the “neutral free
superfermions” whose definition is given at the beginning of that section. Although
the W-algebra Wk(g, f) can be defined for an arbitrary nilpotent element f , the
assumption f = fθ simplifies the theory in many ways. This is also the case that the
above-mentioned well-known superconformal algebras appear, as explained in Ref.
[17]. In Section 4 we derive some basic but important facts concerning the BRST co-
homology under the assumption f = fθ. In Section 5 we recall the definition of the
W-algebra Wk(g, f) and collect necessary information about its structure. In Sec-
tion 6 we present the parameterization of irreducible highest weight representations
of Wk(g, fθ) and state our main results (Theorems 6.7.1 and 6.7.4). The most im-
portant part of the proof is the computation of the BRST cohomology H•(M(λ)∗)
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associated with the dual M(λ)∗ of the Verma module M(λ). This is carried out in
Section 7 by introducing a particular spectral sequence. The argument used here
is a modified version of that given in Ref. [1], where we proved the vanishing of
the cohomology associated to the original quantum reduction formulated by B. L.
Fe˘ıgin and E. V. Frenkel [10, 11, 13].
The method used in this paper can also be applied to general W-algebras, with
some modifications. Our results for that case will appear in forthcoming papers.
Acknowledgments. This work was started during my visit to M.I.T., from February
to March 2004. I would like to thank the people of M.I.T. for their hospitality, and
in particular Professor Victor G. Kac . Also, I would like to thank the anonymous
referees for their very helpful suggestions.
2. Preliminaries
2.1. Let g be a complex, simple finite-dimensional Lie superalgebra with a non-
degenerate, even supersymmetric invariant bilinear form (.|.). Let (e, x, f) be a
sl2-triple in the even part of g normalized as
[e, f ] = x, [x, e] = e, [x, f ] = −f.(1)
Further, let
g =
⊕
j∈ 12Z
gj , gj = {u ∈ g | [x, u] = ja}(2)
be the eigenspace decomposition of g with respect to adx.
2.2. Define gf as the centralizer of f in g, so that gf = {u ∈ g | [f, u] = 0}. Then,
we have gf =
∑
j≤0 g
f
j , where g
f
j = g
f ∩ gj . Similarly, we define g
e =
def
{u ∈ g |
[e, u] = 0} =
∑
j≥0 g
e
j .
2.3. Define the following:
g≥1 =
def
⊕
j≥1
gj , g>0 =
def
⊕
j>0
gj .
Then, g>0 = g≥1⊕ g 1
2
, and g≥1 and g>0 are both nilpotent subalgebras of g.
Similarly define g≥0, g≤0, g<0 and g≤−1.
2.4. Define the character χ¯ of g≥1 by
χ¯(u) =
def
(f |u), where u ∈ g≥1.(3)
Then, χ¯ defines a skew-supersymmetric even bilinear form 〈.|.〉ne on g 12 through the
formula
〈u|v〉ne = χ¯([u, v]).(4)
Note that 〈.|.〉ne is non-degenerate, as guaranteed by the sl2-representation theory.
Also, we have the property
〈u|[a, v]〉ne = 〈[u, a]|v〉ne for a ∈ g
f
0 , u, v ∈ g 12 .(5)
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2.5. Let h ⊂ g0 be a Cartan subalgebra of g containing x, and let ∆ ⊂ h
∗ be the set
of roots. It is known that the root space gα, with α ∈ ∆, is one-dimensional except
for A(1, 1) (see [16]). For this reason, in the case of A(1, 1), a slight modification
is needed in the following argument, which is summarized in Appendix. Now, let
∆j = {α ∈ ∆ | 〈α, x〉 = j} with j ∈
1
2Z. Then, ∆ = ⊔j∈ 12Z∆j , and ∆0 is the set
of roots of g0. Let ∆0+ be a set of positive roots of ∆0. Then, ∆+ = ∆0+ ⊔∆>0
is a set of positive roots of g, where ∆>0 = ⊔j>0∆j . This gives the triangular
decompositions
g = n−⊕ h⊕ n+, g0 = n0,−⊕ h⊕ n0,+.(6)
Here, n+ =
def
∑
α∈∆+
gα, n0,+ =
def
∑
α∈∆0,+
gα and analogously for n− and n0,−.
2.6. Let u 7→ ut be an anti-automorphism of g such that et = f , f t = e, xt = x,
gtα = g−α for α ∈ ∆ and (u
t|vt) = (v|u) for u, v ∈ g. We fix the root vectors
uα ∈ gα, where α ∈ ∆, such that (uα, u−α) = 1 and u
t
α = u−α with α ∈ ∆+.
2.7. Let p(α) be the parity of α ∈ ∆ and p(v) be the parity of v ∈ g.
2.8. Let ĝ be the Kac–Moody affinization of g. This is the Lie superalgebra given
by
ĝ = g⊗C[t, t−1]⊕CK ⊕CD(7)
with the commutation relations
[u(m), v(n)] = [u, v](m+ n) +mδm+n,0(u|v)K,(8)
[D, u(m)] = mu(m), [K, ĝ] = 0(9)
for u, v ∈ g, m,n ∈ Z. Here, u(m) =
def
u⊗tm for u ∈ g and m ∈ Z.
The invariant bilinear form (·|·) is extended from g to ĝ by stipulating (u(m)|v(n)) =
(u|v)δm+n,0 with u, v ∈ g, m,n ∈ Z, (g⊗C[t, t
−1],CK ⊕CD) = 0, (K,K) =
(D,D) = 0 and (K,D) = (D,K) = 1.
2.9. Define the subalgebras
Lg≥1 =
def
g≥1⊗C[t, t
−1], Lg>0 =
def
g>0⊗C[t, t
−1] ⊂ ĝ.(10)
Similarly, define Lg≥0, Lg≤0, Lg<0 and Lg≤−1.
2.10. Fix the triangular decomposition ĝ = n̂−⊕ ĥ⊕ n̂+ in the standard way.
Then, we have
ĥ = h⊕CK ⊕CD,
n̂− = n−⊗C[t
−1]⊕ h⊗C[t−1]t−1⊕ n+⊗C[t
−1]t−1,
n̂+ = n−⊗C[t]t⊕ h⊗C[t]t⊕ n+⊗C[t].
Let ĥ∗ = h∗⊕CΛ0⊕Cδ be the dual of ĥ, where, Λ0 and δ are dual elements of K
and D, respectively. Next, let ∆̂ be the set of roots of ĝ, ∆̂+ the set of positive
roots, and ∆̂− the set of negative roots. Then, we have ∆̂− = −∆̂+. Further, let
Q̂ be the root lattice and Q̂+ =
∑
α∈∆̂+
Z≥0α ⊂ Q̂. We define a partial ordering
µ ≤ λ on ĥ∗ by λ− µ ∈ Q̂+.
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2.11. For an ĥ-module V , let V λ be the weight space of weight λ, that is, V λ =
def
{v ∈ V | hv = λ(h)v for all h ∈ ĥ}. If all the weight spaces V λ are finite-
dimensional, we define the graded dual V ∗ of V by
V ∗ =
def
⊕
λ∈h∗
HomC(V
λ,C) ⊂ HomC(V,C).(11)
2.12. Throughout this paper, k represents a complex number. Let ĥ∗k denote the
set of weights of ĝ of level k:
ĥ∗k =
def
{λ ∈ ĥ∗ | 〈λ,K〉 = k}.(12)
Also, let Ok be the full subcategory of the category of left ĝ-modules consisting of
objects V such that the following hold:
(1) V =
⊕
λ∈ĥ∗
k
V λ and dimC V
λ <∞ for all λ ∈ ĥ∗k;
(2) there exists a finite set {µ1, . . . , µr} ⊂ ĥ
∗
k such that λ ∈
⋃
i(µi − Q̂+) for
any weight λ with V λ 6= {0}.
Then, Ok is an abelian category. Let M(λ) ∈ ObjOk, with λ ∈ ĥ
∗
k, be the Verma
module with highest weight λ. That is, M(λ) = U(ĝ)⊗
U(ĥ⊕ n̂+)
Cλ, where Cλ is
the one-dimensional ĥ⊕ n̂+-module on which n̂+ acts trivially and h ∈ ĥ acts as
〈λ, h〉 id. Let vλ be the highest weight vector of M(λ). Next, let L(λ) ∈ ObjOk be
the unique simple quotient of M(λ).
2.13. The correspondence V  V ∗ defines the duality functor in Ok. Here, ĝ acts
on V ∗ as (af)(v) = f(atv), where a 7→ at is the antiautomorphism of ĝ defined
by u(m)t = (ut)(−m) (with u ∈ g,m ∈ Z), Kt = K and Dt = D. We have
L(λ)∗ = L(λ) for λ ∈ ĥ∗k.
2.14. Let O△k be the full subcategory of Ok consisting of objects V that admit a
Verma flag, that is, a finite filtration V = V0 ⊃ V1 ⊃ · · · ⊃ Vr = {0} such that
each successive subquotient Vi/Vi+1 is isomorphic to some Verma module M(λi)
with λi ∈ ĥ
∗. The category O△k is stable under the operation of taking a direct
summand. Dually, let O▽k be the full subcategory of Ok consisting of objects V
such that V ∗ ∈ ObjO△k .
2.15. For λ ∈ ĥ∗k, let O
≤λ
k be the full subcategory of Ok consisting of objects V
such that V =
⊕
µ≤λ
V µ. Then, O≤λk is an abelian category and stable under the
operation of taking (graded) dual. Also, every simple object L(µ) ∈ ObjO≤λk , with
µ ≤ λ, admits a projective cover P≤λ(µ) in O
≤λ
k , and hence, every finitely generated
object in O≤λk is an image of a projective object of the form
⊕r
i=1 P≤λ(µi) for some
µi ∈ ĥ
∗. Indeed, as in the Lie algebra case (see, e.g., Ref. [27]), P≤λ(µ) can be
defined as an indecomposable direct summand of
U(ĝ)⊗
U(ĥ⊕ ĝ+)
τ≤λ
(
U(ĥ⊕ n̂+)⊗U(ĥ)Cµ
)
that has L(µ) as a quotient. Here, τ≤λ(V ) = V/
⊕
ν∈ĥ∗
ν 6≤λ
V ν , and Cµ is a one-
dimensional ĥ-module on which h ∈ ĥ acts as µ(h) id. Note that P≤λ(µ) ∈ ObjO
△
k .
6 TOMOYUKI ARAKAWA
Moreover, the Bernstein-Gel’fand-Gel’fand reciprocity holds:
[P≤λ(µ) :M(µ
′)] = [M(µ′) : L(µ)] (with µ, µ′ ≤ λ).
Here, [P≤λ(µ) : M(µ
′)] is the multiplicity of M(µ′) in the Verma flag of P≤λ(µ),
and [M(µ′) : L(µ)] is the multiplicity of L(µ) in the local composition factor (see
Ref. [15]) of M(µ′). Dually, I≤λ(µ) = P≤λ(µ)
∗ is the injective envelope of L(µ) in
O≤λk . In particular, V ∈ ObjO
≤λ
k is a submodule of an injective object of the form⊕r
i=1 I≤λ(µi) for some µi ∈ ĥ
∗ if its dual V ∗ is finitely generated.
3. The Kac-Roan-Wakimoto construction I: the BRST complex
3.1. Define a character χ of Lg≥1 by
χ(u(m)) =
def
(f(1)|u(m)) = χ¯(u)δm,−1 for u ∈ g≥1,m ∈ Z.(13)
Let kerχ ⊂ U(Lg≥1) be the kernel of the algebra homomorphism χ : U(Lg≥1)→ C.
Define Iχ =
def
U(Lg>0) kerχ. Then, Iχ is a two-sided ideal of U(Lg>0). Next, define
N(χ) =
def
U(Lg>0)/Iχ.(14)
Now, let Φu(n), with u ∈ g>0 and n ∈ Z, denote the image of u(n) ∈ Lg>0 in
the algebra N(χ). With a slight abuse of notation, we write Φuα(n) as Φα(n) for
α ∈ ∆ 1
2
and n ∈ Z. Then, the superalgebra N(χ) is generated by Φα(n), where
α ∈ ∆ 1
2
and n ∈ Z, with the relations
[Φα(m),Φβ(n)] = 〈uα|uβ〉neδm+n,−1 for α, β ∈ ∆ 12 ,m, n ∈ Z.(15)
The elements {Φα(n)} are called the neutral free superfermions (see Example 1.2
of Ref. [17]).
Let {uα}α∈∆ 1
2
be the basis of g 1
2
dual to {uα}α∈∆ 1
2
with respect to 〈 | 〉ne, that
is, 〈uα|u
β〉ne = δα,β . We set Φ
α(n) = Φuα(n) for α ∈ ∆ 1
2
and n ∈ Z, and thus,
[Φα(m),Φ
β(n)] = δα,βδm+n,−1 with α, β ∈ ∆ 1
2
, m, n ∈ Z.(16)
3.2. Let Fne(χ) be the irreducible representations of N(χ) generated by the vector
1χ with the property
Φα(n)1χ = 0 for α ∈ ∆ 1
2
and n ≥ 0.(17)
Note that Fne(χ) is naturally a Lg>0-module through the algebra homomorphism
Lg>0 ∋ u(m) 7→ Φu(m) ∈ N(χ).
There is a unique semisimple action of ĥ on Fne(χ) such that the following hold:
h1χ = 0 for h ∈ h,
Φα(n)F
ne(χ)λ ⊂ Fne(χ)λ+α+nδ for α ∈ ∆ 1
2
, n ≤ −1 and λ ∈ ĥ∗.
Lemma 3.2.1. We have Φα(n)F
ne(χ)λ ⊂
∑
β∈∆1
2
χ¯([uβ,uα])6=0
Fne(χ)λ−β+(n+1)δ for α ∈
∆ 1
2
, n ≥ 0 and λ ∈ ĥ∗.
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Proof. By definition we have
Φα(n)Fne(χ)λ ⊂ Fne(χ)λ−α+(n+1)δ for n ≥ 0(18)
(see (16)). But Φα(n) =
∑
β∈∆ 1
2
χ¯([uβ , uα])Φ
β(n) for α ∈ ∆ 1
2
. 
3.3. Let Cl(Lg>0) be the Clifford superalgebra (or the charged free superfermions)
associated with Lg>0⊕ (Lg>0)
∗
and its natural bilinear from. The superalgebra
Cl(Lg>0) is generated by ψα(n) and ψ
α(n), where α ∈ ∆>0 and n ∈ Z, with the
relations
[ψα(m), ψ
β(n)] = δα,βδm+n,0,
[ψα(m), ψβ(m)] = [ψ
α(m), ψβ(n)] = 0,
where the parity of ψα(n) and ψ
α(n) is reverse to uα.
3.4. Let F(Lg>0) be the irreducible representation of Cl(Lg>0) generated by the
vector 1 that satisfies the relations
ψα(n)1 = 0 for α ∈ ∆>0 and n ≥ 0,
and ψα(n)1 = 0 for α ∈ ∆>0 and n > 0.
The space F(Lg>0) is graded; that is, F(Lg>0) =
⊕
i∈Z F
i(Lg>0), where the degree
is determined from the assignments deg 1 = 0, degψα(n) = −1 and degψ
α(n) = 1,
with α ∈ ∆>0 and n ∈ Z.
There is a natural semisimple action of ĥ on F(Lg>0), namely, F(Lg>0) =⊕
λ∈ĥ∗ F(Lg>0)
λ. This is defined by the relations h1 = 0 (h ∈ ĥ), ψα(n)F(Lg>0)
λ ⊂
F(Lg>0)
λ+α+nδ, ψα(n)F(Lg>0)
λ ⊂ F(Lg>0)
λ−α+nδ, where α ∈ ∆>0 and n ∈ Z.
3.5. For V ∈ ObjOk, define
C(V ) =
def
V⊗Fne(χ)⊗F(Lg>0) =
∑
i∈Z
Ci(V ),(19)
where Ci(V ) =
def
V⊗Fne(χ)⊗F i(Lg>0).
Let ĥ act on C(V ) by the tensor product action. Then, we have C(V ) =⊕
λ∈ĥ∗ C(V )
λ, where C(V )λ =
∑
µ1+µ2+µ3=λ
V µ1⊗Fne(χ)µ2⊗F(Lg>0)
µ3 . Note that
we also have
C(V ) =
⊕
µ≤λ
C(V )µ and dimC C(V )
µ <∞ for all µ ∈ ĥ∗(20)
with an object V of O≤λk .
3.6. Define the odd operator d on C(V ) by
d =
def
∑
α∈∆>0
n∈Z
(−1)p(α)(uα(−n) + Φuα(−n))ψ
α(n)
−
1
2
∑
α,β,γ∈∆>0
k+l+m=0
(−1)p(α)p(γ)([uα, uβ]|u−γ)ψ
α(k)ψβ(l)ψγ(m).
(21)
Then, we have
d2 = 0, dCi(V ) ⊂ Ci+1(V ).(22)
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Thus, (C(V ), d) is a cohomology complex. Define
Hi(V ) =
def
Hi(C(V ), d) with i ∈ Z.(23)
Remark 3.6.1. By definition, we have
H•(V ) = H
∞
2 +•(Lg>0, V⊗F
ne(χ)),
where H
∞
2 +•(Lg>0, V ) is the semi-infinite cohomology [9] of the Lie superalgebra
Lg>0 with coefficients in V .
3.7. Decompose d as d = dχ + dst, where
dχ =
def
∑
α∈∆1
2
n≥0
(−1)p(α)Φα(n)ψ
α(−n) +
∑
α∈∆1
(−1)p(α)χ(uα(−1))ψ
α(1)(24)
and dst =
def
d− dχ. Then, by Lemma 3.2.1, we have
dχC(V )λ ⊂
∑
α∈∆1
χ¯(uα)6=0
C(V )λ−α+δ, dstC(V )λ ⊂ C(V )λ(25)
for all λ. Therefore, by (22), it follows that
(dχ)2 = (dst)2 = {dχ, dst} = 0.(26)
Remark 3.7.1. We have
H•(C(V ), dst) = H
∞
2 +•(Lg>0, V⊗F
ne(χ0)),(27)
where Fne(χ0) is the Lg>0-module associated with the trivial character χ0 of Lg≥1
defined similarly to Fne(χ).
3.8. Define
DW =
def
x+D ∈ ĥ,(28)
Here, x is the semisimple element in the sl2-triple, as in Subsection 2.1. Set
t̂ =
def
hf ⊕CDW ⊂ ĥ.(29)
Let t̂∗ be the dual of t̂. For λ ∈ ĥ∗, let ξλ ∈ t̂
∗ denote its restriction to t̂.
3.9. Let V ∈ ObjOk and let
C(V ) =
⊕
ξ∈t̂∗
C(V )ξ, C(V )ξ =
∑
λ∈ĥ∗
ξλ=ξ
C(V )λ(30)
be the weight space decomposition with respect to the action of t̂ ⊂ ĥ. Here and
throughout, we set
Mξ =
def
{m ∈M | tm = 〈ξ, t〉m (∀t ∈ t̂)}
for a t-module M . By (25), we see that
dC(V )ξ ⊂ C(V )ξ for any ξ ∈ t̂
∗.
Hence, the cohomology space H•(V ) decomposes as
H•(V ) =
⊕
ξ∈t̂∗
H•(V )ξ, H
•(V )ξ = H
•(C(V )ξ, d).(31)
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Note that the weight space C(V )ξ, with ξ ∈ t̂
∗, is not finite dimensional in general
because [̂t, e(−1)] = 0.
Remark 3.9.1. As discussed in Remark 5.3.1, the operatorDW is essentially −L(0),
where L(0) is the zero-mode of the Virasoro field, provided that k 6= −h∨.
4. The assumption f = fθ
4.1. The gradation (2) is called minimal if
g = g−1⊕ g− 12 ⊕ g0⊕ g
1
2
⊕ g1, g−1 = Cf and g1 = Ce.(32)
As shown in Section 5 of Ref. [19], in this case, one can choose a root system of g
so that e = eθ and f = fθ, which are the roots vectors attached to θ and −θ, where
θ is the corresponding highest root.
The condition (32) simplifies the theory in many ways. In this section we assume
that f = fθ and the condition (32) is satisfied. Also, we normalize ( | ) as (θ|θ) = 2.
4.2. From the sl2-representation theory, we have
gf = g−1⊕ g− 12 ⊕ g
f
0 ,(33)
g
f
0 = n0,−⊕ h
f ⊕ n0,+.(34)
In particular,
h = hf ⊕Cx, n− ⊂ g
f ,(35)
and we have the exact sequence
0 → Cα0⊕CΛ0 →֒ ĥ
∗ → t̂∗ → 0
λ 7→ ξλ.
(36)
Here, α0 = δ − θ. Therefore, for λ, µ ∈ ĥ
∗
k,
ξλ = ξµ if and only if λ ≡ µ (mod α0).(37)
Let Q̂t+ ⊂ t̂
∗ be the image of Q̂+ ⊂ ĥ
∗ in t̂∗. Then, by (36) we have
〈η,DW〉 ≥ 0 for all η ∈ Q̂t+.(38)
Define a partial ordering on t̂∗ by ξ ≤ ξ′ ⇐⇒ ξ′ − ξ ∈ Q̂t+. Then, for λ, µ ∈ ĥ
∗,
we have the property
ξλ ≤ ξµ if λ ≤ µ.(39)
In particular,
V =
⊕
ξ≤ξλ
Vξ for an object V of O
≤λ
k .(40)
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4.3. Let ĝ =
⊕
η∈t̂∗(ĝ)η be the weight space decomposition with respect to the
adjoint action of t̂. Then, we have
(ĝ)0 = ĥ⊕Ce(−1)⊕Cf(1)(41)
(recall that e = eθ and f = fθ).
Let V ∈ Ok. Then, each weight space Vξ, where ξ ∈ t̂
∗, is a module over (ĝ)0.
Also, we have
Vξλ =
∑
µ∈ĥ∗
k
µ≡λ (mod α0)
V µ for λ ∈ ĥ∗k.(42)
Let (sl2)0 ∼= sl2 denote the subalgebra of (ĝ)0 generated by e(−1) and f(1).
4.4. Let O(sl2) be the Bernstein-Gel’fand-Gel’fand category [3] of the Lie algebra
sl2 = 〈e, x, f〉 (defined by the commutation relations (1)). That is, O(sl2) is the
full subcategory of the category of left sl2-modules consisting of modules V such
that (1) V is finitely generated over sl2, (2) e is locally nilpotent on V , (3) x acts
semisimply on V .
Let O˙k be the full subcategory of Ok consisting of objects V such that each Vξ,
with ξ ∈ t̂∗, belongs to O(sl2) (viewed as a module over (sl2)0 ∼= sl2). It is clear
that O˙k is abelian.
Lemma 4.4.1.
(1) Any Verma module M(λ), with λ ∈ ĥ∗k, belongs to O˙k.
(2) Any simple module L(λ), with λ ∈ ĥ∗k, belongs to O˙k.
(3) Any object of O△k belongs to O˙k.
(4) Any object of O▽k belongs to O˙k.
Proof. (1) Certainly, on M(λ), f(1) is locally nilpotent and h0 = [f(1), e(−1)] acts
semisimply. We have to show that eachM(λ)ξ, with ξ ∈ t̂
∗, is finitely generated over
(sl2)0. Clearly, this follows from (37), (39) and the PBW theorem. (2), (3) These
assertions follow from the first assertion. (4) The category O(sl2) is closed under
the operation of taking (graded) dual. Hence, O˙k is closed under the operation of
taking (graded) dual. Therefore (4) follows from the third assertion. 
Let O˙≤λk be the full subcategory of Ok consisting of objects that belong to both
O˙k and O
≤λ
k . Then, by Lemma 4.4.1, P≤λ(µ) and I≤λ(µ) (µ ≤ λ) belong to O˙
≤λ
k .
The following proposition asserts that every object of Ok can be obtained as an
injective limit of objects of O˙k.
Proposition 4.4.2. Let V be an object of Ok. Then, there exits a sequence V1 ⊂
V2 ⊂ V3 . . . of objects of O˙k such that V =
⋃
i Vi.
Proof. Note that, because each projective module P≤λ(µ) belongs to O˙k, so too
do finitely generated objects. Let {0} = V0 ⊂ V1 ⊂ V2 ⊂ V3 . . . be a highest
weight filtration of V , so that V =
⋃
i Vi, and each successive subquotient Vi/Vi−1
is a highest weight module. In particular, each Vi is finitely generated, and hence
belongs to O˙k. 
Lemma 4.4.3. Let ξ ∈ t̂∗. Then, for any object V of O˙≤λk , with λ ∈ ĥ
∗
k, there exits
a finitely generated submodule V ′ of V such that (V/V ′)ξ′ = {0} if ξ
′ ≥ ξ, where
ξ′ ∈ t̂∗.
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Proof. Let P = {v1, v2, . . . } be a set of generators of V such that (1) each vi belongs
to V µi for some µi ∈ ĥ
∗, and (2) if we set Vi =
∑i
r=1U(ĝ)vr (and V0 = {0}), then
each successive subquotient Vi/Vi−1 is a (nonzero) highest weight module with
highest weight µi. (Therefore, V1 ⊂ V2 ⊂ . . . is a highest weight filtration of V .)
Then, by definition, we have ♯{j ≥ 1 | µj = µ} ≤ [V : L(µ)] for µ ∈ ĥ
∗. Next,
let P≥ξ = {vj ∈ P | ξµj ≥ ξ} ⊂ P . Then, by the definition of O˙k, P≥ξ is a finite
subset of P . The assertion follows, because V ′ =
∑
v∈P≥ξ
U(ĝ)v ⊂ V satisfies the
desired properties. 
4.5. Observe that we have the following:
Fne(χ) =
⊕
ξ≤0
Fne(χ)ξ, dimC F
ne(χ)ξ <∞ (∀ξ), F
ne(χ)0 = C1χ,(43)
F(Lg>0) =
⊕
ξ≤0
F(Lg>0)ξ, F(L(g>0))0 = C1⊕Cψθ(−1)1(44)
Thus, if V =
⊕
ξ′≤ξ Vξ′ for some ξ
′ ∈ t̂∗, then C(V ) =
⊕
ξ′≤ξ C(V )ξ′ . Hence we
have the following assertion.
Lemma 4.5.1. Let V be an object of Ok. Suppose that V =
⊕
ξ′∈t̂∗
ξ′≤ξ
Vξ′ for some
ξ ∈ t̂∗. Then, H•(V ) =
⊕
ξ′≤ξ
H•(V )ξ′ . In particular, H
•(V ) =
⊕
ξ≤ξλ
H•(V )ξ for
V ∈ ObjO≤λk .
Lemma 4.5.2. Let ξ ∈ t̂∗. Then, for any object V of O˙≤λk , where λ ∈ ĥ
∗
k, there
exits a finitely generated submodule V ′ of V such that H•(V )ξ = H
•(V ′)ξ.
Proof. Let V ′ be as in Lemma 4.4.3. Then, from the exact sequence 0 → V ′ →
V → V/V ′ → 0, we obtain the long exact sequence
· · · → Hi−1(V/V ′)→ Hi(V ′)→ Hi(V )→ Hi(V/V ′)→ . . . .(45)
Clearly, the restriction of (45) to the weight space ξ remains exact. The desired
result then follows from Lemma 4.4.3 and Lemma 4.5.1. 
4.6. Here and throughout, we identify F(L(g>0))0 with the exterior power mod-
ule Λ(Ce(−1)) by identifying ψθ(−1) with e(−1) (see (44)). Let Cχ be the one-
dimensional module over the commutative Lie algebra Ce(−1) defined by the char-
acter χ|Ce(−1), that is, the one-dimensional Ce(−1)-module on which e(−1) acts as
the identity operator. Also, let V be an object of Ok. Then, Vξ⊗Cχ, where ξ ∈ t̂
∗,
is a module over Ce(−1) by the tensor product action.
Lemma 4.6.1. Let V ∈ ObjO≤λk , with λ ∈ ĥ
∗
k. Then, we have
Hi(V )ξλ =
{
H−i(Ce(−1), Vξλ⊗Cχ) (i = 0,−1),
{0} (otherwise).
Proof. Because V is an object of O≤λk , we have
C(V )ξλ = Vξλ⊗F(L(g>0))0(= Vξλ⊗Λ(Ce(−1))).
Next, observe that
d|C(V )ξλ = d¯ = e(−1)ψ
θ(1) + ψθ(1).
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From this, it follows that, for V ∈ ObjO≤λk , the subcomplex (C(V )ξλ , d) is iden-
tically the Chevalley complex for calculating the (usual) Lie algebra homology
H•(Ce(−1), Vξλ⊗Cχ) (with the opposite grading). 
4.7. Recall sl2 = 〈e, x, f〉. Let M¯sl2(a) ∈ ObjO(sl2) be the Verma module of sl2
with highest weight a ∈ C and L¯sl2(a) be its unique simple quotient. Here, the
highest weight is the largest eigenvalue of 2x (see (1)).
Let Cχ¯− be the one-dimensional Cf -module on which f acts as the identity
operator.
Proposition 4.7.1.
(1) For a ∈ C, Hi(Cf, M¯sl2(a)⊗Cχ¯−) =
{
C (i = 0),
{0} (i = 1).
(2) For a ∈ C, Hi(Cf, L¯sl2(a)⊗Cχ¯−) =
{
C (i = 0 and a 6∈ {0, 1, 2, . . .}),
{0} (otherwise).
(3) For a ∈ C, Hi(Cf, M¯sl2(a)
∗⊗Cχ¯−) =
{
C (i = 0),
{0} (i = 1).
(4) For any object V of O(sl2), we have H1(Cf, V⊗Cχ¯−) = {0}.
(5) For any object V of O(sl2), we have dimCH0(Cf, V⊗Cχ¯−) <∞.
Proof. (1) Since M¯sl2(a) is free over Cf , so is M¯sl2(a)⊗Cχ¯− . (2) The case in which
a 6∈ {0, 1, 2, . . .} follows from the first assertion. Otherwise, L¯sl2(a) is finite dimen-
sional. Hence, f is nilpotent on L¯sl2(a). But this implies that the corresponding
Chevalley complex is acyclic, by the argument of Theorem 2.3 of Ref. [13]. (3) The
case in which a 6∈ {0, 1, 2, . . .} follows from the first assertion. Otherwise, we have
the following exact sequence in O(sl2):
0→ L¯sl2(a)→ M¯sl2(a)
∗ → M¯sl2(−a− 2)→ 0.
This induces the exact sequence
0→ L¯sl2(a)⊗Cχ¯− → M¯sl2(a)
∗⊗Cχ¯− → M¯sl2(−a− 2)⊗Cχ¯− → 0.
Hence, the assertion is obtained from the first and the second assertions by consid-
ering the corresponding long exact sequence of the Lie algebra homology. (4) Recall
that O(sl2) has enough injectives, and each injective object I admits a finite filtra-
tion such that each successive quotient is isomorphic to M¯sl2(a)
∗ for some a ∈ C.
Therefore, the third assertion implies that H1(Cf, I⊗Cχ¯−) = {0} for any injective
object I in O(sl2) (cf. Theorem 8.2 of [1]). For a given V ∈ ObjO(sl2), let 0 →
V → I → V/I → 0 be an exact sequence in O(sl2) such that I is injective. Then,
from the associated long exact sequence, it is proved that H1(Cf, V⊗Cχ¯−) = {0}.
(4) By the third assertion the correspondence V 7→ H0(Cf, V⊗Cχ¯−) defines an
exact functor from O(sl2) to the category of C-vector spaces. Because the assertion
follows from the first assertion for Verma modules, it also holds for any projective
object P of O(sl2), since P has a (finite) Verma flag. This completes the proof, as
O(sl2) has enough projectives. 
4.8. For λ ∈ ĥ∗, let
|λ〉 = vλ⊗1 ∈ C(M(λ))
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Then, d|λ〉 = 0, and thus |λ〉 defines an element of H0(M(λ)). Again with a slight
abuse of notation, we denote the image of |λ〉 under the natural map C(M(λ)) →
C(L(λ)) by |λ〉. Also, let
|λ〉
∗
= v∗λ⊗1 ∈ H
0(M(λ)∗),(46)
where v∗λ is the vector of M(λ)
∗ dual to vλ.
Proposition 4.8.1. For any λ ∈ ĥ∗, we have the following:
(1) Hi(M(λ))ξλ =
{
C|λ〉 (if i = 0),
{0} (otherwise).
(2) Hi(L(λ))ξλ =
{
C|λ〉 (if i = 0 and 〈λ, α∨0 〉 6∈ {0, 1, 2, . . .}),
{0} (otherwise).
(3) Hi(M(λ)∗)ξλ =
{
C|λ〉
∗
(if i = 0),
{0} (otherwise).
Proof. Observe thatM(λ)ξλ is isomorphic to M¯sl2(〈λ, α
∨
0 〉) as a module over (sl2)0.
Similarly, L(λ)ξλ and M(λ)
∗
ξλ
are isomorphic to L¯sl2(〈λ, α
∨
0 〉) and M¯sl2(〈λ, α
∨
0 〉)
∗,
respectively. Hence, the assertion follows from Lemma 4.6.1 and Proposition 4.7.1.

4.9. Let V be an object of O˙k. For a given ξ ∈ t̂
∗, consider the (usual) Lie
algebra homologyH•(Ce(−1), Vξ⊗Cχ). It is calculated using the Chevalley complex
(Vξ⊗Λ(Ce(−1)), d¯), (see Section 4.6). The action of t̂ on Vξ commutes with d¯. Thus,
there is a natural action of t̂ on H•(Ce(−1), V⊗Cχ);
H•(Ce(−1), V⊗Cχ) =
⊕
ξ∈t̂∗
H•(Ce(−1), V⊗Cχ)ξ.
By definition, we have
H•(Ce(−1), V⊗Cχ)ξ = H•(Ce(−1), Vξ⊗Cχ) for ξ ∈ t̂
∗.(47)
Hence, from (40) and Proposition 4.7.1, we obtain the following assertion.
Proposition 4.9.1. Let V be an object of O˙k. Then, we have the following:
(1) H1(Ce(−1), V⊗Cχ) = {0}.
(2) H0(Ce(−1), V⊗Cχ) =
⊕
ξ≤ξλ
H0(Ce(−1), V⊗Cχ)ξ if V ∈ ObjO˙
≤λ
k with
λ ∈ ĥ∗.
(3) Each weight space H0(Ce(−1), V⊗Cχ)ξ, ξ ∈ t̂
∗, is finite dimensional.
4.10. We end this section with the following important proposition.
Proposition 4.10.1. For any object V of O˙k, each weight space H
•(V )ξ, where ξ ∈
t̂∗, is finite dimensional. Moreover, if V ∈ ObjO˙≤λk , with λ ∈ ĥ
∗, then Hi(V )ξ =
{0} if 12 |i| > 〈ξλ − ξ,D
W〉 for i ∈ Z.
Proof. We may assume that V ∈ ObjO˙≤λk for some λ ∈ ĥ
∗
k. Decompose F(Lg>0)
as F(Lg>0) = F(Lg>0/Ce(−1))⊗Λ(Ce(−1)), where F(L(g>0)/Ce(−1)) is the sub-
space of F(L(g>0)) spanned by the vectors
ψα1(m1) . . . ψαr(mr)ψ
β1(n1) . . . ψ
βs(ns)1,
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with αi, βi ∈ ∆>0, mi ≤
{
−2 (if αi = θ),
−1 (otherwise),
ni ≤ 0. Then, we have
Fn(Lg>0) =
∑
i−j=n
F i(Lg>0/Ce(−1))⊗Λ
j(Ce(−1)),
where F i(Lg>0/Ce(−1)) = F(Lg>0/Ce(−1)) ∩ F
i(Lg>0).
Now, define
GpCn(V ) =
def
V⊗Fne(χ)⊗
∑
i−j=n
i≥p
F i(Lg>0/Ce(−1))⊗Λ
j(Ce(−1)) ⊂ Cn(V ).(48)
Then, we have
Cn(V ) = GnCn(V ) ⊃ Gn+1Cn(V ) ⊃ Gn+2Cn(V ) = {0},
dGpCn(V ) ⊂ GpCn+1(V ).
The corresponding the spectral sequence, Er ⇒ H
•(V ), is the Hochschild-Serre
spectral sequence (more precisely, the semi-infinite, Lie superalgebra analogue of
this spectral sequence) for the ideal Ce(−1) ⊂ Lg>0. By definition, we have the
isomorphism
Ep,q1 = H−q(Ce(−1), V⊗F
ne(χ))⊗Fp(Lg>0/Ce(−1)),
because the complex (
∑
pG
pC(V )/Gp+1C(V ), d) is identical to the corresponding
Chevalley complex. By Proposition 4.9.1 (1), we have
Ep,q1
∼=
{
H0(Ce(−1), V⊗Cχ)⊗F
ne(χ)⊗Fp(Lg>0/Ce(−1)) (q = 0)
{0} (q 6= 0)
(49)
as t̂-modules for any p.
Next, observe that
Fp(Lg>0/Ce(−1)) =
⊕
ξ≤0
Fp(Lg>0/Ce(−1))ξ,
dimC F
p(Lg>0/Ce(−1))ξ <∞ for any ξ,
Fp(Lg>0/Ce(−1))ξ = {0} unless 〈ξ,D
W 〉 ≤ −
1
2
|p|.
Hence, from (43), Proposition 4.9.1 and (49), it follows that
Ep,01 =
⊕
ξ≤ξλ
1
2
|p|≤〈ξλ−ξ,D
W〉
(Ep,01 )ξ, dimC(E
p,0
1 )ξ <∞ for any ξ.(50)
The assertion is thus proved, as our filtration is compatible with the action of t̂. 
5. The Kac-Roan-Wakimoto construction II: the W-algebra
construction of superconformal algebras
In this section we recall the definition of the W-algebra Wk(g, f) and collect
necessary information about its structure.
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5.1. Let Vk(g) = U(ĝ)⊗U(g⊗C[t]⊕CK⊕CD)Ck ∈ ObjOk be the universal affine ver-
tex algebra associated with g at a given level k ∈ C. Here, Ck is the one-dimensional
representation of g⊗C[t]⊕CK ⊕CD on which g⊗C[t]⊕CD acts trivially and K
acts as k id. Hence, Vk(g) is a quotient of M(kΛ0) as a ĝ-module. It is known that
the space Vk(g) has a natural vertex (super)algebra structure, and the space
C(Vk(g)) = Vk(g)⊗F
ne(χ)⊗F(Lg>0)(51)
also has a natural vertex (super)algebra structure (see Ref. [17] for details). Let
|0〉 = (1⊗1)⊗1χ⊗1 be the canonical vector. Also, let Y (v, z) ∈ EndC(Vk(g))[[z, z
−1]]
be the field corresponding to v ∈ C(Vk(g)). Then, by the definition,
Y (v(−1)|0〉, z) = v(z) =
∑
n∈Z
v(n)z−n−1 for v ∈ g,
Y (Φα(−1)|0〉, z) = Φα(z) =
∑
n∈Z
Φα(n)z
−n−1 for α ∈ ∆ 1
2
,
Y (ψα(−1)|0〉, z) = ψα(z) =
∑
n∈Z
ψα(n)z
−n−1 for α ∈ ∆>0,
Y (ψ−α(0)|0〉, z) = ψ−α(z) =
∑
n∈Z
ψ−α(n)z
−n for α ∈ ∆>0.
5.2. Define
Wk(g, f) =
def
H0(Vk(g)).(52)
Then, Y descends to the map
Y :Wk(g, f)→ EndWk(g, f)[[z, z
−1]],(53)
because, as shown in Ref. [17], the following relation holds:
[d, Y (v, z)] = Y (dv, z) for all v ∈ C(Vk(g)).(54)
Therefore, Wk(g, f) has a vertex algebra structure. The vertex algebra Wk(g, f) is
called the W-(super)algebra associated with the pair (g, f) at level k. By definition,
the vertex algebra Wk(g, f) acts naturally on H
i(V ), where V ∈ Ok, i ∈ Z. Thus,
we obtain a family of functors V  Hi(V ), depending on i ∈ Z, from Ok to the
category of Wk(g, f)-modules.
Remark 5.2.1.
(1) If g is a Lie algebra and f is a regular nilpotent element of g, thenWk(g, f)
is identical to Wk(g), the W-algebra defined by B. L. Fe˘ıgin and E. V.
Frenkel [10].
(2) V. G. Kac, S.-S. Roan and M. Wakimoto gave a more general definition of
W-algebras (see Ref. [17] for details).
5.3. As shown in Ref. [17], the vertex algebra Wk(g, f) has a superconformal
algebra structure provided that the level k is non-critical, i.e., that k + h∨ 6= 0.
Here, h∨ is the dual Coxeter number of g. Let L(z) =
∑
n∈Z L(n)z
−n−2 be the
corresponding Virasoro field. The explicit form of L(z) is given in Ref. [17]. If
f = fθ, its central charge is given by
c(k) =
k sdim g
k + h∨
− 6k + h∨ − 4.(55)
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Let
S(z) =
∑
n∈Z
S(n)z−n−2 =
def
2(k + h∨)L(z).(56)
Then, S(z) is well-defined for any level k.
Remark 5.3.1. Let Ω̂ be the universal Casimir operator [15] of ĝ acting on V ∈ Ok.
Then, we have
S(0) + 2(k + h∨)DW = Ω̂
on H•(V ).
5.4. Let
J (v)(z) =
∑
n∈Z
J (v)(n)z−n−1 = v(z) +
∑
β,γ∈∆>0
(−1)p(γ)([v, uβ ]|u−γ) : ψγ(z)ψ
β(z) :,
for v ∈ g≤0.
Also, let Ck(g) be the subspace of C(Vk(g)) spanned by the vectors
J (u1)(m1) . . . J
(up)(mp)Φα1(n1) . . .Φαq (nq)ψ
β1(s1) . . . . . . ψ
βr(sr)|0〉
with ui ∈ g≤0, αi ∈ ∆ 1
2
, βi ∈ ∆>0, mi, ni, si ∈ Z. As shown in Ref. [19], Ck(g) is
a vertex subalgebra and a subcomplex of C(Vk(g)). Moreover, it was proved that
Wk(g, f) = H
0(Ck(g), d)(57)
as vertex algebras. This follows from the tensor product decomposition of the
complex C(Vk(g)) (see Ref. [19] for details).
5.5. Let
ĝf =
def
gf⊗C[t, t−1]⊕C1
be the affine Lie superalgebra of gf with respect to the 2-cocycle ( , )♮, defined by
(u⊗tm, v⊗tn)♮ =
{
mδm,n
(
(k + h∨)(u|v)− 12 strg0(adu)(ad v)
)
(if u, v ∈ g0),
0 (otherwise).
(58)
Also, let V ♮k (g
f ) be the corresponding universal vertex affine algebra:
V ♮k (g
f ) =
def
U(ĝf )⊗U(gf⊗C[t]⊕C1)C.(59)
Then, the correspondence
v⊗tn → J (v)(n) for v⊗tn ∈ ĝf
defines a V ♮k (g
f )-module structure on C(V ), V ∈ Ok. In particular, we have the
following embedding of vertex algebras:
V ♮k (g
f ) →֒ Ck(g) ⊂ C(Vk(g)).(60)
Theorem 5.5.1 (V. G. Kac and M. Wakimoto: Theorem 4.1 of Ref. [19]). There
exists a filtration
{0} = F−1Wk(g, f) ⊂ F0Wk(g, f) ⊂ F1Wk(g, f) ⊂ . . .
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of Wk(g, f) = H
0(Ck(g), d) such that
Wk(g, f) =
⋃
p
FpWk(g, f),
t̂ · FpWk(g, f) ⊂ FpWk(g, f) for all p,
FpWk(g, f) · FqWk(g, f) ⊂ Fp+qWk(g, f) for all p, q,(61)
where the left-hand-side of (61) denotes the span of the vectors ,
Yn(v)w (v ∈ FpWk(g, f), w ∈ FqWk(g, f), n ∈ Z),
and such that the map (60) induces the isomorphism
V ♮k (g
f ) ∼= grF Wk(g, f) =
⊕
FpWk(g, f)/Fp−1Wk(g, f)
as vertex algebras and t̂-modules.
Remark 5.5.2. Actually, stronger results were proved by V. G. Kac and M. Waki-
moto [19]. Specifically, it was shown that Hi(Vk(g)) = H
i(Ck(g), d) = {0} (i 6= 0).
Their proof is based on the argument given in Ref. [12]. Further, the explicit form
of Wk(g, f) was obtained for the case f = fθ.
For v ∈ gf , let W (v) ∈ Wk(g, f) be the cocycle in Ck(g) corresponding to
v(−1)|0〉 ∈ V ♮k (g
f ). Let us write
Y (W (v), z) =
∑
n∈Z
W (v)(n)z−n−1.(62)
Then, by Theorem 5.5.1, the following map defines an isomorphism of t̂-modules:
U(gf⊗C[t−1]t−1) → Wk(g, f),
u1(n1) . . . ur(nr) 7→ W
(u1)(n1) . . .W
ur(nr)|0〉.
We remark that the filtration {FpWk(g, f)} in Theorem 5.5.1 is now described by
FpWk(g, f)
= span{W (u1)(n1) . . .W
(ur)(nr)|0〉 | r ≥ 0, ni ∈ Z, ui ∈ g
f
−si ,
r∑
i=1
si ≤ p}.
(63)
Remark 5.5.3.
(1) Let V ∈ Ok. Then, we have
W (v)(n)H•(V )ξ ⊂ H
•(V )ξ+η (if v(n) ∈ (ĝ
f )η).
Thus, in particular,
[DW ,W (v)(n)] = (n− j)W (v)(n) if v ∈ gf−j
in End(H•(V )).
(2) W (f)(n) coincides with S(n− 1) up to a nonzero multiplicative factor.
6. Irreducible highest weight representations and their characters
We assume that f = fθ and the condition (32) is satisfied for the remainder of
the paper.
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6.1. Decompose ĝf as
ĝf = (ĝf )−⊕ ĥW ⊕(ĝ
f )+,(64)
where (
ĝf
)
+
=
def
Cf⊗C[t]t2⊕(g− 12 ⊕ n0,−⊕ h
f )⊗C[t]t⊕ n0,+⊗C[t],
ĥW =
def
hf ⊕C1⊕Cf⊗Ct,(
ĝf
)
−
=
def
(Cf ⊕ g− 12 ⊕ n0,−)⊗C[t
−1]⊕(hf ⊕ n0,+)⊗C[t
−1]t−1.
By definition, ĥW is commutative. Let V be a Wk(g, f)-module. Then, the corre-
spondence
h 7→W (h)(0) (h ∈ hf ), f⊗t1 7→ S(0)(65)
defines the action of ĥW on V (see Ref. [17]). Below we shall regard a Wk(g, f)-
module as a module over ĥW via the correspondence (65). Note that, for k 6= −h
∨,
the ĥW -action on H
•(V ), with V ∈ ObjOk, is essentially the same as the t̂-action
on it.
The following lemma is obvious (see Remark 5.5.3).
Lemma 6.1.1. The operator W (u)(n), with u(n) ∈ (ĝf )+, is locally nilpotent on
H•(V ), for V ∈ ObjOk.
6.2. AWk(g, f)-module V is called Q̂
t
+-gradable if it admits a decomposition V =⊕
ξ∈Q̂t+
V [−ξ] such that W (v)(n)V [−ξ] ⊂ V [−ξ + η] for v(n) ∈ (ĝf )η, ξ ∈ Q̂
t
+ and
∀η ∈ Q̂t. A Q̂t+-gradableWk(g, f)-module V is called a highest weight module with
highest weight φ ∈ ĥ∗W if there exists a non-zero vector vφ (called a highest weight
vector) such that
V is generated by vφ over Wk(g, f),
W (u)(n)vφ = 0 (if u⊗t
n ∈ (ĝf )+),
W (h)(0)vφ = φ(h)vφ (if h ∈ h
f ),
S(0)vφ = φ(f⊗t)vφ.
Let B = {bj | j ∈ J} be a PBW basis of U((ĝ
f )−) of the form
bj = (uj1⊗t
nj1 ) . . . (ujr⊗t
njr ).
Then, a highest weight module is spanned by the vectors
W (bj) =
def
W (uj1 )(nj1 ) . . .W
(ujr )(njr )vφ.
A highest weight module V with highest weight vector vφ is called a Verma module
if the above vectors W (b), with b ∈ B, forms a basis of V (see Ref. [19]). Let M(φ)
denote the Verma module with highest weight φ ∈ ĥ∗W .
Remark 6.2.1. Let
FpM(φ)
= span{W (u1)(n1) . . .W
(ur)(nr)vφ | r ≥ 0, ni ∈ Z, ui ∈ g
f
−si ,
r∑
i=1
si ≤ p}.
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Then, {FpM(φ)} defines an increasing filtration of M(φ) such that the correspond-
ing graded space grF M(φ) is naturally a module over grF Wk(g, f) and isomorphic
to U(ĝf)⊗
U(ĥW ⊕(ĝf )+)
Cφ, where Cφ is a ĥW ⊕(ĝ
f )+-module on which (ĝ
f )+ acts
trivially and ĥW acts through the character φ.
6.3. For λ ∈ ĥ∗k, define φλ ∈ ĥ
∗
W by
φλ(h) = λ(h) for h ∈ h
f ,
φλ(f⊗t) = |λ+ ρ|
2 − |ρ|2 − 2(k + h∨)〈λ,DW 〉
(66)
(cf. Remark 5.3.1). Here, ρ = ρ¯+ h∨Λ0, and ρ¯ is equal to the half of the difference
of the sum of positive even roots and the sum of positive odd roots of g. Then, the
correspondence ĥ∗k ∋ λ 7→ φλ ∈ ĥ
∗
W is surjective.
By Proposition 4.8.1 (1), there is a natural homomorphism of Wk(g, f)-modules
of the form
M(φλ) → H
0(M(λ))
vφλ 7→ |λ〉.
(67)
Theorem 6.3.1 (V. G. Kac and M. Wakimoto: Theorem 6.3 of Ref. [19]). For
each λ ∈ ĥ∗k, with k ∈ C, we have H
i(M(λ)) = {0} for i 6= 0, and the map (67) is
an isomorphism of Wk(g, f)-modules: H
0(M(λ)) ∼= M(φλ).
6.4. Let φ ∈ ĥ∗W . Choose λ ∈ ĥ
∗
k such that φλ = φ. Let N(φ) be the the sum of all
DW -stable proper Wk(g, f)-submodules of H
0(M(λ)) = M(φλ) (Theorem 6.3.1).
Then, N(φ) ⊂M(φ) is independent of the choice of λ, as long as φ = φλ holds. We
define
L(φ) =
def
M(φ)/N(φ) with φ ∈ ĥ∗W .(68)
It is clear that in the case that k 6= −h∨, L(φ) is the unique irreducible quotient of
M(φ). In the case that k = −h∨, the following assertion is proved together with
Theorem 6.7.4.
Theorem 6.4.1. The Wk(g, f)-module L(φ), with φ ∈ ĥ
∗
W , is irreducible.
It is clear that the set {L(φ) | φ ∈ ĥ∗W} represents the complete set of the
isomorphism classes of irreducible highest weight modules over Wk(g, f).
6.5.
Theorem 6.5.1. For any object V in ObjO△k , we have H
i(V ) = {0} (i 6= 0). In
particular, we have Hi(P≤λ(µ)) = {0} (i 6= 0) for any λ, µ ∈ ĥ
∗
k such that µ ≤ λ.
Proof. By Theorem 6.3.1, the assertion can be shown by induction applied to the
length of a Verma flag of V ∈ ObjO△k (cf. Theorem 8.1 of Ref. [1]). 
Theorem 6.5.2. For any object V of Ok we have H
i(V ) = {0} for all i > 0.
Proof. We may assume that V ∈ ObjO≤λk for some λ ∈ ĥ
∗
k. Also, by Proposition
4.4.2, we may assume that V ∈ ObjO˙≤λk , since the cohomology functor commutes
with injective limits. Clearly, it is sufficient to show that Hi(V )ξ = {0} (i > 0)
for each ξ ∈ t̂∗. By Lemma 4.5.2, for a given ξ, there exists a finitely generated
submodule V ′ of V such that
Hi(V )ξ = H
i(V ′)ξ for all i ∈ Z.(69)
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Because V ′ is finitely generated, there exists a projective module P of the form⊕r
i=1 P≤λ(µi) and an exact sequence 0→ N → P → V → 0 in O˙
≤λ
k . Considering
the corresponding long exact sequence, we obtain
· · · → Hi(P )→ Hi(V )→ Hi+1(N)→ Hi+1(P )→ . . . .(70)
Hence, it follows that Hi(V ′) ∼= Hi+1(N) for all i > 0, by Proposition 6.5.1.
Therefore, we find
Hi(V )ξ ∼= H
i+1(N)ξ for all i > 0,(71)
by (69). Then, because N ∈ ObjO˙≤λk , we can repeat this argument to find, for each
k > 0, some object Nk of O˙
≤λ
k such that
Hi(V )ξ ∼= H
i+k(Nk)ξ for all i > 0.(72)
But by Proposition 4.10.1, this implies that Hi(V )ξ = {0} for i > 0. 
6.6.
Theorem 6.6.1. For any λ ∈ ĥ∗k, we have H
i(M(λ)∗) = {0} for i 6= 0.
Theorem 6.6.1 is proved in Subsection 7.17.
Theorem 6.6.2. Suppose that 〈λ, α∨0 〉 6∈ {0, 1, 2, . . .}. Then, any nonzeroWk(g, f)-
submodule of H0(M(λ)∗) contains the canonical vector |λ〉
∗
of H0(M(λ)∗).
Theorem 6.6.2 is proved together with Theorem 7.16.1.
Remark 6.6.3. Theorem 6.6.2 holds without any restriction on λ. Indeed, it can seen
from Corollary 6.7.3 and (the proof of) Theorem 6.7.4 that if 〈λ, α∨0 〉 ∈ {0, 1, 2, . . .},
then H0(M(λ)∗) ∼= H0(M(r0 ◦λ)
∗), where r0 is the reflection corresponding to α0.
The following theorem is a consequence of Theorem 6.6.1 which can be proved
in the same manner as Theorem 8.1 of Ref. [1].
Theorem 6.6.4. For a given λ ∈ ĥ∗k, H
i(I≤λ(µ)) = {0} (i 6= 0) for any λ, µ ∈ ĥ
∗
k
such that µ ≤ λ.
Using Theorem 6.6.4, the following assertion can be proved in the same manner
as Theorem 6.5.1.
Theorem 6.6.5. For any object V of Ok we have H
i(V ) = {0} for all i < 0.
6.7. Main results. From Theorems 6.5.2 and 6.6.5, we obtain the following results.
Theorem 6.7.1. Let k be an arbitrary complex number. We have Hi(V ) = {0}
(i 6= 0) for any object V in Ok.
Remark 6.7.2. By Theorem 6.7.1, we have, in particular, Hi(L(λ)) = {0} (i 6= 0)
for each λ ∈ ĥ∗. This was conjectured by V. G. Kac, S.-S. Roan and M. Wakimoto
[17] in the case that λ is admissible.
Corollary 6.7.3. For any k ∈ C, the correspondence V  H0(V ) defines an exact
functor from Ok to the category of Wk(g, f)-modules.
Theorem 6.7.4. Let k be an arbitrary complex number and let λ ∈ ĥ∗k. If 〈λ, α
∨
0 〉 ∈
{0, 1, 2, . . .}, then H0(L(λ)) = {0}. Otherwise H0(L(λ)) is an irreducibleWk(g, f)-
module that is isomorphic to L(φλ).
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Proof. Let N(λ) be the unique maximal proper submodule of M(λ). Then, we
have an exact sequence 0 → N(λ) → M(λ) → L(λ) → 0 in Ok. With this, using
Corollary 6.7.3, we obtain an exact sequence
0→ H0(N(λ))→ H0(M(λ))
π
→ H0(L(λ))→ 0.(73)
By Theorem 6.3.1, we have H0(M(λ)) ∼= M(φλ). Therefore (73) shows that
H0(L(λ)) is generated over Wk(g, f) by the image π(|λ〉) of the highest weight
vector |λ〉 ∈ H0(M(λ)). Thus it follows that H0(L(λ)) = {0} if and only if
π(|λ〉) 6= {0}. But π(|λ〉) 6= {0} if and only if H0(L(λ))ξλ 6= {0}, because
dimCH
0(M(λ))ξλ = 1, by Proposition 4.8.1 (1). Hence, by Proposition 4.8.1 (2),
it follows that H0(L(λ)) is nonzero if and only if 〈λ, α∨0 〉 6∈ {0, 1, 2, . . .}.
Next, suppose that 〈λ, α∨0 〉 6∈ {0, 1, 2, . . .}, so that H
0(L(λ)) 6= {0}. Also, let N
be a nonzero submodule of H0(L(λ)). As L(λ) is a submodule of M(λ)∗, H0(L(λ))
is also a submodule of H0(M(λ)∗), by the exactness of the functor H0(?) (Corol-
lary 6.7.3). Hence, N is a submodule of H0(M(λ)∗). But then, by Theorem
6.6.2, it follows that π(|λ〉) ∈ N . Therefore N must coincide with the entire
space H0(L(λ)). We have thus shown that H0(L(λ)) is irreducible. Finally, we
have to show (in the case k = −h∨) that N(φλ) = H
0(N(λ)) (N(φ) is defined
in Section 6.4.) Clearly, H0(N(λ)) is stable under the action of DW . Thus,
N(φλ) ⊃ H
0(N(λ)). In addition, N(φλ) ⊂ H
0(N(λ)), by the irreduciblity of
H0(L(λ)) = H0(M(λ))/H0(N(λ)), which we have just proved. This completes the
proof. 
Remark 6.7.5. Theorem 6.7.4 was conjectured by V. G. Kac, S.-S. Roan, M. Waki-
moto [17] in the case of an admissible weight λ.
6.8. The characters. For an object V of O˙k, define the formal characters
chV =
def
∑
λ∈ĥ∗
eλ dimC V
λ,
chH0(V ) =
def
∑
ξ∈t̂∗
eξ dimCH
0(V )ξ.
In addition, for λ, µ ∈ ĥ∗ define an integer [L(λ) :M(µ)] by
chL(λ) =
∑
µ∈ĥ∗
[L(λ) :M(µ)] chM(µ).
Then, by the exactness of the functor H0(?) (see Corollary 6.7.3), we have
chH0(L(λ)) =
∑
µ∈ĥ∗
[L(λ) :M(µ)] chH0(M(µ)).(74)
Because the correspondence ĥ∗k ∋ λ 7→ φλ ∈ ĥ
∗
W (see (66)) is surjective, it follows
from (74), Theorem 6.3.1 and Theorem 6.7.4 that the character of any irreducible
highest weight representation L(φ) of Wk(g, fθ) at any level k ∈ C is determined
by the character of the corresponding ĝ-module L(λ).
Remark 6.8.1.
(1) For an admissible weight λ, the character formula (74) was conjectured by
V. G. Kac, S.-S. Roan, M. Wakimoto [17].
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(2) By Theorem 6.7.1, it follows that (74) can be obtained by calculating the
Euler-Poincare´ character of H0(L(λ)) (see Ref. [17] for details).
(3) In the case that g is a Lie algebra and k 6= −h∨, the number [L(λ) :M(µ)] is
known. (It can be expressed in terms of the Kazhdan-Lusztig polynomials.
The most general formula is given in Ref. [21]).
(4) In the case that g = spo(2|1), Wk(g, fθ) is the Neveu-Schwarz algebra.
All minimal series representations of the Neveu-Schwarz algebra (see, e.g.,
Ref. [18]) can be obtained from the admissible spo(2|1̂)-modules [18], as
explained by V. G. Kac, S.-S. Roan and M. Wakimoto [17].
(5) In the case that g = sl(2|1),Wk(g, fθ) is the N = 2 superconformal algebra.
The minimal series representations of the N = 2 superconformal algebra
(cf. Refs. [6, 23, 26]) can be obtained from the admissible sl(2|1̂)-modules
[18], as explained by V. G. Kac, S.-S. Roan and M. Wakimoto [17].
(6) For further examples and references, see Refs. [17, 19, 20].
7. The computation of H•(M(λ)∗)
In this section, we prove Theorems 6.6.1 and 6.6.2. Specifically, we compute
H•(M(λ)∗), with λ ∈ ĥ∗k. This is done by using a spectral sequence which we
define in Subsection 7.11. It is a version of the Hochschild-Serre spectral sequence
for the subalgebra Ce(−1)⊕ g>0⊗C[t] ⊂ Lg>0.
7.1. As in (14), let
N(χ−) =
def
U(Lg<0)/U(Lg<0) kerχ−.(75)
Here, kerχ− ⊂ U(Lg≤−1) is the kernel of the character χ− of Lg≤−1, defined by
χ−(u(m)) =
def
(e(−1)|u(m)), where u ∈ g≤−1 and m ∈ Z.(76)
Let Φu(n), with u ∈ g<0 and n ∈ Z, denote the image of u(n) ∈ Lg<0 in N(χ−).
As above, we set Φ−α(n) = Φu−α(n) with α ∈ ∆ 1
2
and n ∈ Z. Then, the corre-
spondence Φα(n) 7→ Φ−α(−n), with α ∈ ∆ 1
2
and n ∈ Z, defines the anti-algebra
isomorphism
N(χ) ∼= N(χ−).
7.2. Let Fne(χ−) be the irreducible representation of N(χ−) generated by a vec-
tor 1χ− such that Φ−α(n)1χ− = 0 for α ∈ ∆ 12 and n ≥ 1. As in the case
considered above, we define a semisimple action of ĥ on Fne(χ−) by h1χ− = 0,
Φ−α(n)F
ne(χ−)
λ ⊂ Fne(χ−)
λ−α+nδ, with h ∈ h, α ∈ ∆ 1
2
, n ≤ 0, and λ ∈ ĥ∗.
Then, Fne(χ−) =
⊕
ξ∈t̂∗ F
ne(χ−)ξ and dimF
ne(χ−)ξ <∞ for all ξ.
7.3. There exists a unique bilinear form
〈 · | · 〉
ne
: Fne(χ)×Fne(χ−)→ C(77)
such that 〈1χ|1χ−〉
ne
= 1 and 〈Φα(m)v|v
′〉
ne
= 〈v|Φ−α(−m)v
′〉
ne
, where v ∈
Fne(χ), v′ ∈ Fne(χ−), α ∈ ∆ 1
2
and m ∈ Z. It is easy to see that this form is
non-degenerate. Indeed, its restriction on Fne(χ)ξ × F
ne(χ−)ξ, with ξ ∈ t̂
∗, is
non-degenerate. Hence, we have
Fne(χ) = Fne(χ−)
∗,(78)
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since each space Fne(χ−)ξ, with ξ ∈ t̂
∗, decomposes into a finite sum of finite-
dimensional weight spaces Fne(χ−)
λ.
7.4. Let Cl(Lg<0) be the Clifford superalgebra associated with Lg<0⊕ (Lg<0)
∗
and its natural bilinear form. It is generated by the elements ψ−α(n) and ψ
−α(n)
with α ∈ ∆<0 and n ∈ Zwhich satisfy the relations [ψ−α(m), ψ
−β(n)] = δα,βδm+n,0.
Here the parity of ψ−α(n) and ψ
−α(n) is reverse to u−α. We have an anti-algebra
isomorphism Cl(Lg>0) ∼= Cl(Lg<0) defined by ψα(m) 7→ (−1)
p(α)ψ−α(−m) and
ψα(m) 7→ ψ−α(−m), where α ∈ ∆>0 and m ∈ Z.
7.5. Let F(Lg<0) be the irreducible representation of Cl(Lg<0) generated by the
vector 1− with the properties ψ−α(n)1− = 0, where α ∈ ∆>0, n ≥ 1, and
ψ−α(n)1− = 0, where α ∈ ∆>0, n ≥ 0. As above, we have a natural action of
ĥ on F(Lg<0).
There exists a unique bilinear form
〈 · | · 〉
ch
: F(Lg>0)×F(Lg<0)→ C,(79)
which is non-degenerate on F(Lg>0)
λ×F(Lg<0)
λ, with λ ∈ ĥ∗, such that 〈1|1−〉
ch =
1, 〈ψα(n)v|v
′〉ch = (−1)p(α)〈v|ψ−α(−n)v
′〉ch and 〈ψα(n)v|v′〉ch = 〈v|ψ−α(−n)v′〉ch,
where v ∈ F(Lg>0), v
′ ∈ F(Lg<0), α ∈ ∆>0 and n ∈ Z. Hence, we have
F(Lg>0) = F(Lg<0)
∗.(80)
7.6. Let
C−(V ) = V⊗F
ne(χ−)⊗F(Lg<0) with V ∈ ObjOk.
Then, C−(V ) =
⊕
λ∈ĥ∗ C−(V )
λ with respect to the diagonal action of ĥ. By (78)
and (79), we have
C(V ∗) = C−(V )
∗ for V ∈ ObjOk(81)
as C-vector spaces. Here again, ∗ is defined by (11). Under the identification (81),
we have
(dg)(v) = g(d−v) (g ∈ C(V
∗), v ∈ C(V )),(82)
where
d− =
∑
α∈∆>0
n∈Z
(−1)p(α)(u−α(−n) + Φu−α(−n))ψ
−α(n)
−
1
2
∑
α,β.γ∈∆>0
k+l+m=0
(−1)p(α)p(γ)(uγ |[u−α, u−β])ψ
−α(k)ψ−β(l)ψ−γ(m).
Clearly, we have d2− = 0. Also, d− decomposes as
d− = d
χ
− + d
st
−,
(dχ−)
2 = (dst−)
2 = {dχ−, d
st
−} = 0,
(83)
where
dχ− =
∑
α∈∆1
2
n≥1
(−1)p(α)Φ−α(n)ψ
−α(−n) +
∑
α∈∆1
(−1)p(α)χ−(u−α(1))ψ
−α(−1)(84)
and dst− = d− − d
χ
−.
24 TOMOYUKI ARAKAWA
Remark 7.6.1. By Theorem 2.3 of [13], the complex (C−(V ), d−) is acyclic for any
V ∈ ObjOk, since f(1) is locally nilpotent on V (see Remark 7.12.2).
7.7. It is clear that C−(Vk(g)) possesses a natural vertex algebra structure. The
correspondences v(n) 7→ vt(−n), ψα(n) 7→ (−1)
p(α)ψ−α(−n), ψ
α(n) 7→ ψ−α(−n),
Φα(n) 7→ Φ−α(−n) extend to the anti-algebra homomorphism
t : U(C(Vk(g))→ U(C−(Vk(g))),(85)
where U(C(Vk(g))) and U(C−(Vk(g))) are universal enveloping algebras of C(Vk(g))
and C−(Vk(g)) respectively in the sense of Ref. [14]. Note that we have the relations
d− = d
t, dst− = (d
st)t and dχ− = (d
χ)t.
7.8. For v ∈ g, define
J
(v)
− (z) =
∑
n∈Z
J
(v)
− (n)z
−n−1
=
def
v(z) +
∑
α,β∈∆>0
(−1)p(γ)(uγ |[v, u−β]) : ψ−γ(z)ψ
−β(z) :,
where ψ−α(z) =
∑
n∈Z ψ−α(n)z
−n and ψ−α(z) =
∑
n∈Z ψ
−α(z)z−n−1 with α ∈
∆>0. Then, we have
J (v)(n)t = J
(vt)
− (−n) for v ∈ g
f , n ∈ Z.(86)
7.9. Let λ ∈ ĥ∗k and let C−(λ) be the subspace of C−(M(λ)) spanned by the
vectors
J
(u1)
− (m1) . . . J
(up)
− (mp)Φ−α1(n1) . . .Φ−αq (nq)ψ
−β1(s1) . . . . . . ψ
−βr(sr)|λ〉−,
with ui ∈ g≥0, αi ∈ ∆ 1
2
, βi ∈ ∆>0 and mi, ni, si ∈ Z, where |λ〉− is the canonical
vector vλ⊗1χ−⊗1−. Then, d−C−(λ) ⊂ C−(λ), i.e., C−(λ) is a subcomplex of
C−(M(λ)).
The inclusion C−(λ) →֒ C−(M(λ)) induces the surjection
C−(M(λ))
∗
։ C−(λ)
∗.(87)
Let the differential d act on C−(λ)
∗ as (dg)(v) = g(d−v) with g ∈ C−(λ)
∗, v ∈
C−(λ). Then, the space H
i(C−(λ)
∗, d), where i ∈ Z, is naturally a module over
Wk(g, f) = H
0(Ck(g)), and (87) induces the homomorphism
H•(M(λ)∗)→ H•(C−(λ)
∗, d)(88)
of Wk(g, f)-modules. The action of Wk(g, f) on H
i(C−(λ)
∗, d) is described by
(W (v)(n)g)(v) = g(W (v
t)(−n)v),(89)
where W
(vt)
− (−n) is the image of W
(v)(n) ∈ H0(U(Ck(g)), ad d) under the map
(85).
The following proposition can be shown in the same manner as Proposition 6.3
of [1].
Proposition 7.9.1. For any λ ∈ ĥ∗, the map (88) is an isomorphism of Wk(g, f)-
modules and t̂-modules:
H•(M(λ)∗) ∼= H•(C−(λ)
∗, d).
Below we compute the cohomology H•(C−(λ)
∗) = H•(C−(λ)
∗, d).
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7.10. Here we employ the notation of the previous subsections. First, note that
C−(λ) =
⊕
ξ≤ξλ
C−(λ)ξ.
Also, observe that the subcomplex C−(λ)ξλ ⊂ C−(λ) is spanned by the vectors
J
(eθ)
− (−1)
n|λ〉−, J
(eθ)
− (−1)
nψ−θ(−1)|λ〉−
with n ∈ Z≥0. (Hence, C−(λ)ξλ is infinite dimensional.) Let
GpC−(λ)ξλ =
∑
µ∈ĥ∗
−〈µ−λ,x〉≤p
C−(λ)
µ
ξλ
⊂ C−(λ)ξλ for p ≤ 0.(90)
Thus, GpC−(λ)ξλ is a subspace of C−(λ)ξλ spanned by the vectors
J
(eθ)
− (−1)
n|λ〉−, J
(eθ)
− (−1)
n−1ψ−θ(−1)|λ〉−, with n ≥ −p.
Now, the following assertion is clear.
Lemma 7.10.1. The space C−(λ)ξλ/GpC−(λ)ξλ is finite dimensional for each p ≤
0.
Define GpC−(λ), with p ≤ 0, as the subspace of C−(λ) spanned by the vectors
J
(u1)
− (m1) . . . J
(up)
− (mp)Φ−α1(n1) . . .Φ−αq (nq)ψ
−β1(s1) . . . . . . ψ
−βr(sr)v,
with ui ∈ g≥0, αi ∈ ∆ 1
2
, βi ∈ ∆>0, mi, ni, si ∈ Z and v ∈ GpC−(λ)ξλ . Then, we
have
· · · ⊂ GpC−(λ) ⊂ Gp+1C−(λ) ⊂ · · · ⊂ G0C−(λ) = C−(λ),⋂
p
GpC−(λ) = {0},
d−GpC−(λ) ⊂ GpC−(λ).
(91)
The following Lemma is easily proven.
Lemma 7.10.2.
(1) The subspace GpC−(λ), with p ≤ 0, is preserved under the the action of the
operators J
(u)
− (n) with u ∈ g≥0, n ∈ Z, Φ−α(n) with α ∈ ∆ 12 , n ∈ Z and
ψ−α(n) with α ∈ ∆>0, n ∈ Z.
(2) For each p ≤ 0, C−(λ)/GpC−(λ) is a direct sum of finite dimensional
weight spaces (C−(λ)/GpC−(λ))ξ, with ξ ∈ t̂
∗.
7.11. For a semisimple t̂-module X , we define
D(X) =
def
⊕
ξ
HomC(Xξ,C).(92)
Next, let
GpC−(λ)
∗ =
def
(C−(λ)/GpC−(λ))
∗
⊂ C−(λ)
∗ for p ≤ 0,(93)
where ∗ is defined by (11). Then, by Lemma 7.10.2, we have
GpC−(λ)
∗ = D(C−(λ)/GpC−(λ)),
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and GpC−(λ)
∗ is a Ck(g)-submodule of C−(λ)
∗. Also, by (91), we have
· · · ⊃ GpC−(λ)
∗ ⊃ Gp+1C−(λ)
∗ ⊃ · · · ⊃ G0C−(λ)
∗ = {0},
C−(λ)
∗ =
⋃
p
GpC−(λ)
∗,
dGpC−(λ)
∗ ⊂ GpC−(λ)
∗.
(94)
Therefore we obtain the corresponding spectral sequence Er ⇒ H
•(C−(λ)
∗) =
H•(M(λ)∗). By definition,
E•,q1 = H
q(grG C−(λ)
∗, d),(95)
where grGC−(λ)
∗ =
∑
pG
pC−(λ)
∗/Gp+1C−(λ)
∗. Moreover, because our filtration
is compatible with the action of t̂, each Er is a direct sum of t-weight spaces:
Er =
⊕
ξ∈t̂∗
(Er)ξ.
In particular, we have
(Er)ξ ⇒ H
•(C−(λ)
∗)ξ = H
•(M(λ)∗)ξ for each ξ ∈ t̂
∗.(96)
Below we compute this spectral sequence.
7.12. Consider the exact sequence
0→ Gp+1C−(λ)/GpC−(λ)→ C−(λ)/GpC−(λ)→ C−(λ)/Gp+1C−(λ)→ 0,
where p ≥ −1. This induces the exact sequence
0→ Gp+1C−(λ)
∗ → GpC−(λ)
∗ → (Gp+1C−(λ)/GpC−(λ))
∗
→ 0
Therefore
GpC−(λ)
∗/Gp+1C−(λ)
∗ = (Gp+1C−(λ)/GpC−(λ))
∗
= D (Gp+1C−(λ)/GpC−(λ)) .
(97)
Here, the last equality follows from Lemma 7.10.2 (2). Again by Lemma 7.10.2 (2),
we have the following proposition.
Proposition 7.12.1. We have
Hi(GpC−(λ)
∗/Gp+1C−(λ)
∗) = D(H−i(Gp+1C−(λ)/GpC−(λ))
for each i and p.
Remark 7.12.2. It is not the case that Hi(C−(λ)
∗) = D(H−i(C−(λ))).
7.13. Consider the subcomplex
grG C−(λ)ξλ ⊂ gr
GC−(λ) =
def
∑
p
GpC−(λ)/Gp−1C−(λ).
By definition, we have
grG C−(λ)ξλ =
⊕
p
GpC−(λ)ξλ/Gp−1C−(λ)ξλ ,
and dχ− acts trivially on gr
G C−(λ)ξλ (see (90)). Thus,
(grG C−(λ)ξλ , d−) = (C−(λ)ξλ , d
st
−)(98)
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as complexes. In particular,
(E•,q1 )ξλ = H
q(grG C−(λ)
∗
ξλ
, d) = Hq(C−(λ)
∗
ξλ
, dst),(99)
because the complex (C−(λ)ξλ , d
st
−) is a direct sum of finite-dimensional subcom-
plexes (C−(λ)
µ
ξλ
, dst−), with µ ∈ ĥ
∗.
7.14. Consider the complex
G0C−(λ)/G−1C−(λ) = C−(λ)/G−1C−(λ).
Let |λ〉 be the image of |λ〉− in C−(λ)/G−1C−(λ). Then, the following hold:
(C−(λ)/G−1C−(λ))ξλ = C|λ〉,
J
(v)
− (n)|λ〉 = 0 for v(n) ∈ Lg≥0 ∩ ĝ+,
ψ−α(n)|λ〉 = 0 for α ∈ ∆>0, n ≥ 0,
Φ−α(n)|λ〉 = 0 for α ∈ ∆ 1
2
, n ≥ 1,
J (e)(−1)|λ〉 = ψ−θ(−1)|λ〉 = 0,(100)
J
(h)
− (0)|λ〉 = 〈λ, h〉|λ〉 for h ∈ h.
Lemma 7.14.1. We have
grG C−(λ) =
⊕
µ∈ĥ∗
(C−(µ)/G−1C−(µ))⊗C−(λ)
µ
ξλ
as complexes, where C−(λ)
µ
ξλ
= (C−(λ)
µ
ξλ
, dst−).
Proof. Define a linear map
⊕
µ∈ĥ∗
(C−(µ)/G−1C−(µ))⊗ gr
G C−(λ)
µ
ξλ
→ grG C−(λ)
by
J
(u1)
− (m1) . . . J
(up)
− (mp)Φ−α1(n1) . . .Φ−αq (nq)ψ
−β1(s1) . . . . . . ψ
−βr(sr)|µ〉⊗v
7→ J
(u1)
− (m1) . . . J
(up)
− (mp)Φ−α1(n1) . . .Φ−αq (nq)ψ
−β1(s1) . . . . . . ψ
−βr(sr)v,
where ui ∈ g≥0, α ∈ ∆ 1
2
, βi ∈ ∆>0, mi, ni, si ∈ Z and v ∈ gr
GC−(λ)
µ
ξλ
. Then,
it can be verified this is an isomorphism of complexes (cf. Proposition 6.12 of Ref.
[1]). 
7.15. Let
(ĝe)− =def
n0,−⊗C[t
−1]⊕(he⊕ n0,+⊕ g 1
2
)⊗C[t−1]−1⊕ g1⊗C[t
−1]t−2.
The proof of the following assertion is the same as that of Theorem 4.1 of Ref. [19].
Proposition 7.15.1. For any λ ∈ ĥ∗, we have Hi(C−(λ)/G−1C−(λ)) = {0} for
i 6= 0 and the following map defines an isomorphism of C-vector spaces:
U((ĝe)−) → H
0(C−(λ)/G−1C−(λ)),
u1(n1) . . . ur(nr) 7→ W
(u1)
− (n1) . . .W
(ur)
− (nr)|λ〉.
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Now recall that G−1C−(λ)
∗ = D(C−(λ)/G−1C−(λ)) ⊂ C−(λ)
∗ (see (97)). Be-
cause G−1C−(λ)
∗ is a Ck(g)-submodule of C−(λ)
∗, it follows that H•(G−1C−(λ)
∗)
is a module over Wk(g, f). It is clear that
H•(G−1C−(λ)
∗) =
⊕
ξ≤ξλ
H•(G−1C−(λ)
∗)ξ and H
•(G−1C−(λ)
∗)ξλ = C|λ〉
∗
.(101)
Here with a slight abuse of notation we have denoted the vector inH•(G−1C−(λ)
∗)ξλ
dual to |λ〉 by |λ〉
∗
.
Proposition 7.15.2.
(1) Hi(G−1C−(λ)
∗) = {0} for i 6= 0.
(2) Any nonzeroWk(g, f)-submodule of H
0(G−1C−(λ)
∗
) contains the canonical
vector |λ〉
∗
∈ H0(G−1C−(λ)
∗)ξλ .
Proof. (1) It is straightforward to demonstrate using Propositions 7.12.1 and 7.15.1.
(2) For a Wk(g, f)-module M , let S(M) be the space of singular vectors:
S(M) =
def
{m ∈M | W (u)(n)m = 0 for all v(n) ∈ (ĝf )+} ⊂M.
Then, by (101), we have S(M) 6= {0} for any nonzero Wk(g, f)-submodule M of
H0(G−1C−(λ)
∗). Hence, it is sufficient to show that
S(H0(G−1C−(λ)
∗)) = C|λ〉∗.(102)
Note that, by (101), it is obvious that S(H0(G−1C−(λ)
∗)) ⊃ C|λ〉
∗
. Therefore, we
have only to show
S(H0(G−1C−(λ)
∗)) ⊂ C|λ〉
∗
.(103)
To demonstrate (103), we make use of the filtration {FpWk(g, f)} of Wk(g, f)
given in Theorem 5.5.1, described by (63). First, set F−1H
0(C−(λ)/G−1C−(λ)) =
{0} and
FpH
0(C−(λ)/G−1C−(λ))
=
def
span{W
(u1)
− (n1) . . .W
(ur)
− (nr)|λ〉 | ui ∈ g
e
si
,
∑
si ≤ p} for p ≥ 0.
Next, define
FpH
0(G−1C−(λ)
∗)
= D
(
H0(C−(λ)/G−1C−(λ))/F−pH
0(C−(λ)/G−1C−(λ))
)
for p ≤ 1.
(Recall that H0(G−1C−(λ)
∗) = D(H0(C−(λ)/G−1C−(λ)))). Then, we have
· · · ⊂ FpH
0(G−1C−(λ)
∗) ⊂ Fp+1H
0(G−1C−(λ)
∗) ⊂ . . .
· · · ⊂ F0H
0(G−1C−(λ)
∗) ⊂ F1H
0(G−1C−(λ)
∗) = H0(G−1C−(λ)
∗),
(104) ⋂
FpH
0(G−1C−(λ)
∗) = {0},(105)
FpWk(g, f) · FqH
0(G−1C−(λ)
∗) ⊂ Fp+qH
0(G−1C−(λ)
∗),(106)
where FpWk(g, f) ·FqH
0(G−1C−(λ)
∗) denotes the span of the vectors Yn(v)w with
v ∈ FpWk(g, f), w ∈ FqH
0(G−1C−(λ)
∗) and n ∈ Z.
By (106), the corresponding graded space grF H
0(G−1C−(λ)
∗), is a module over
grF Wk(g, f) = V
♮
k (g
f ). In particular, grF H
0(G−1C−(λ)
∗) is a module over the Lie
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algebra (ĝf )+. (Observe (ĝ
f )+ is generated by the image ofW
(u)(n), u(n) ∈ (ĝf )+.)
Moreover, from (the proof of) Proposition 7.15.1, it follows that
grF H
0(G−1C−(λ)
∗) ∼= D(U(ĝe)−) as (ĝ
f )+-modules,(107)
where (ĝf )+ acts on D(U(ĝ
e)−) by (u(n)g)(v) = g(u
t(−n)v), where u ∈ gf , v ∈
U(ĝe), g ∈ D(U(ĝe)). Hence, it follows that
H0((ĝf )+, grF H
0(G−1C−(λ)
∗)) = C(the image of |λ〉
∗
).
But this implies that S(H0(G−1C−(λ)
∗))) ⊂ C|λ〉
∗
. This completes the proof. 
7.16.
Theorem 7.16.1. Suppose that 〈λ, α∨0 〉 6∈ {0, 1, 2, . . .}. Then, H
i(M(λ)∗) = {0}
for i 6= 0 and H0(M(λ)∗) = H0(G−1C−(λ)
∗) as Wk(g, f)-modules. In particular,
any nonzero Wk(g, f)-submodule of H
0(M(λ)∗) contains the canonical vector |λ〉∗.
Proof. We have M¯sl2(〈λ, α
∨
0 〉)
∗ = M¯sl2(〈λ, α
∨
0 〉) by assumption. Also, we have
Hi(C−(λ)ξλ , d
st
−)
∼= Hi(Ce, M¯sl2(〈λ, α
∨
0 〉)). This can be demonstrated in the same
manner as Lemma 4.6.1. Hence, it follows that
Hi(C−(λ)
µ
ξλ
, dst−) =
{
C (i = 0 and µ = λ),
{0} (otherwise).
Therefore, by Lemma 7.14.1 and Proposition 7.15.1, we have
Hi(grG C−(λ)) =
{
H0(C−(λ)/G−1C−(λ)) (i = 0),
{0} (i 6= 0).
Hence, by Proposition 7.12.1, we have
Hi(grG C−(λ)
∗) =
{
H0(G−1C−(λ)
∗) (i = 0)
{0} (i 6= 0).
This implies that our spectral sequence collapses at E1 = E∞, and therefore
Hi(M(λ)∗) =
{
H0(G−1C−(λ)
∗) (i = 0)
{0} (i 6= 0)
as vector spaces. But the isomorphism H0(G−1C−(λ)
∗) ∼= H0(M(λ)∗) is induced
by the Ck(g)-module homomorphism G
−1C−(λ)
∗ →֒ C−(λ)
∗, and hence it is a
Wk(g, f)-homomorphism. 
7.17. We finally consider the case in which λ is a general element of ĥ∗k. By
Proposition 7.15.1, we have
H0(G−1C−(µ)
∗) ∼= H0(G−1C−(µ
′)∗)(108)
as C-vector spaces for any µ, µ′ ∈ ĥ∗. With (108), it follows from (95), Proposition
7.12.1 and Lemma 7.14.1 that we have the isomorphism
E•,q1
∼= H0(G−1C−(λ)
∗)⊗Hq(C−(λ)
∗
ξλ
, dst)
= H0(G−1C−(λ)
∗)⊗(E•,q1 )ξλ
(109)
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of complexes, where the differential d1 acts on the first factor H
0(G−1C−(λ)
∗)
trivially. This induces the isomorphisms
(Er, dr) ∼= (H
0(G−1C−(λ)
∗)⊗(Er)ξλ , 1⊗dr)(110)
inductively for all r ≥ 1. Therefore, we obtain
E∞ ∼= H
0(G−1C−(λ)
∗)⊗(E∞)ξλ .(111)
On the other hand, by (96), we have
(E∞)ξλ = H
•(M(λ)∗)ξλ .
Hence, by (111) and Proposition 4.8.1 (3), we have proved Theorem 6.6.1, as desired.

Appendix A. The setting for A(1, 1)
In this appendix we summarize the change of the setting for the A(1, 1) case.
A.1. The setting for g. Let g = sl(2|2)/CI and let h′ be the Cartan subalgebra
of g containing x. Let a =
def
gl(2|2)/CI. Then, g = [a, a] ⊂ a. Let h be the Cartan
subalgebra of a containing h′. (So dim h = 3.) Then, [h, g] = g and we have
g =
⊕
α∈h∗ g
α, where gα = {u ∈ g | [h, u] = 〈α, h〉u for all h ∈ h}. Define the set ∆
as the subset of h∗ consisting of elements α such that gα 6= {0}. Then, dim gα = 1
for all α ∈ ∆. The remaining setting is the same as in the other cases.
A.2. The setting for ĝ. Let ĝ be the affine Lie algebra associated with g =
sl(2|2)/CI defined by (7). Let ĝ = n̂−⊕ ĥ
′⊕ n̂+ be the standard triangular decom-
position, where ĥ′ = h′⊕CK ⊕CD is the standard Cartan subalgebra of ĝ. Next,
define the commutative Lie algebra ĥ by ĥ =
def
h⊕CK ⊕CD, where h is as above.
Then, the action of h on g naturally extends to the action of ĥ on ĝ. This gives the
space
g˜ =
def
n̂−⊕ ĥ⊕ n̂+(112)
a Lie superalgebra structure such that ĝ = [g˜, g˜], and ĥ is a Cartan subalgebra
of g˜. Now define ∆̂ ⊂ ĥ∗ as the set of roots of g˜ and ∆̂+ ⊂ ∆̂ as the set of
positive roots of g˜ (according to the triangular decomposition (112)). Also, we
define Q̂ =
∑
α∈∆ Zα ⊂ ĥ
∗, Q̂+ =
∑
α∈∆̂+
Zα ⊂ Q̂ and a partial ordering µ ≤ λ on
ĥ∗ by λ− µ ∈ Q̂+.
Next, we replace ĝ-modules by g˜-modules. In particular, we define the category
Ok as the full subcategory of the category of g˜-modules satisfying the conditions
of Subsection 2.12. Note that the simple g˜-module L(λ), with λ ∈ ĥ∗, is already
irreducible as a ĝ-module. This fact can be seen using the argument of the proof
of Theorem 6.7.4. The remaining setting is the same as in the other cases.
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