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Summary
This thesis deals with the perfomance optimization of the Electromagnetic Calorime-
ter in the Mu2e experiment.
Mu2e experiment at Fermilab will search for Charged Lepton Flavor Violation
(CLFV) by looking for the neutrinoless coherent conversion of muons into electrons
in the field of an Al nucleus[1] (µ− + Al −→ e− + Al). The expected signal is a
mono-energetic electron, named as Conversion Electron (CE), with an energy of
Eµe=104.97 MeV, corresponding to the muon mass corrected for the binding energy
of the muonic atom and the nuclear-recoil energy.
If no events are observed in three years of data taking, Mu2e will set a limit on the
ratio between the rate of the conversion of muons relative and the rate of the muon
atomic captures[2]:
Rµe =
Γ(µ− + N(A,Z) −→ e− + N(A,Z))
Γ(µ− + N(A,Z) −→ all muon captures) ≤ 5.6 · 10
−17 (90% C.L.)
The current experimental limit was set by the SINDRUM II experiment[3] (Rµe<
7·10−13): Mu2e aims to improve this limit by 4 orders of magnitude. In the Standard
Model (SM), even extendend to include the finite neutrino masses, the process
µ−+N −→ e−+N can occur at a conversion rate[4] Rµe < 10−50; nevertheless many
extensions of the SM[5] predict Rµe in the range of 10−14 ÷ 10−18.
Mu2e relies on a synergetic experimental apparatus consisting of a straw tube
tracker, an Electromagnetic Calorimeter made of pure CsI crystals and a Cosmic
Ray Veto (CRV).
Time and energy measurements of the Calorimeter play a fundamental role in
the Mu2e events selection providing Particle Identification (PID) to reject cosmic
muons that can mimic the CE signal: systematics on the background rejection depend
on the accuracy of the calorimeter calibration.
The Monte Carlo simulations presented in this thesis show how cosmic muons
can be used to calibrate the calorimeter time and energy measurements with the
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required accuracy. Cosmic muons have been generated using a complete description
of the experimental hall. A dedicated trigger used to acquire calibration events
has been studied. Cosmic muons are selected imposing cuts both on the energy
deposited in the crystals and on the event topology. The specific energy loss dE/dX
is used to equalize the energy response of each crystal. The muons time of flight
and the average propagation time of photons along the crystal are used to align
the T0 time offset of each channel. The effect of the residual miscalibration on the
energy and time resolution is negligible with respect to the resolution values measured
at a test beam with a small scale prototype and simulated with the full Mu2e detector.
Using the calorimeter energy, time and position measurement, a new calorime-
ter PID technique, based on a Boosted Decision Tree (BDT) algorithm, has been
developed. The result is that the calorimeter is able to provide the required muon
rejection factor while keeping the efficiency on conversion electrons above 90%.
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Chapter 1
Lepton Flavour Violation in the
SM and beyond
1.1 Introduction
In the last decade a variety of neutrino oscillation experiments proved that individual
lepton flavor numbers are not conserved[7]. Neutrino beams of a given flavor (e,
µ, τ), after propagating for a finite distance, no longer contain the same quantity
of neutrinos of the initial flavor while neutrinos of other species appear. These
experiments prove that at least some of the neutrino masses are non-zero and that
the weakly interacting flavor neutrinos νe, νµ and ντ are nontrivial superpositions
of the so called mass eigenstate neutrinos ν1, ν2 and ν3. These superpositions are
described by a 3×3 unitary mixing matrix. The discovery of neutrino oscillations
and the consequent existence of non-vanishing neutrino masses and non-conservation
of the neutrino flavor imply that the Standard Model is incomplete.
Neutrino flavor violation existence implies that also CLFV processes can occur
at some order in perturbation theory. In the minimal extension to the SM, CLFV
transistions are allowed trough loop diagrams involving neutrinos (Figure 1.1). The
branching ratios of these processes are proportional to
(
∆m2ij
M2W
)2
where ∆m2ij is the
mass-squared difference between the ith and jth neutrino mass eigenstates and MW
is the W boson mass. Because the neutrino mass differences are so small[7] relative
to MW , the rates of CLFV processes[8] reach values below 10−50.
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Figure 1.1: Feynman diagram of a CLFV process at the loop level in the SM. This
process is strongly suppressed because of the tiny neutrino mass differences with
respect to the W boson mass.
The rate at which flavour-violation processes occur in the neutrino sector is
constrained by the measured neutrino mixing parameters. It is not the same for the
rate at which CLFV occurs that can vary over many orders of magnitude according
to the model. The rates for such processes are hence expected to provide non-trivial
information on the nature of new physics.
One of the theoretical models which predicts CLFV effects large enough to be
detected is the supersymmetric extension of SM (SUSY)[9]. In SUSY models, the
origin of CLFV can be due to interactions at a very high energy scale, such as
the Grand Unified Theory (GUT) scale (1016 GeV). The branching ratios for the
CLFV processes depend on the flavor mixing costants in the mass matrix of sleptons1.
There are many others physics models which predict rates for CLFV processes
within a few orders of magnitude of the current experimental bounds. Examples are
given by models including leptoquarks, new gauge bosons, large extra-dimensions
and a non-minimal Higgs sector[10].
1.2 CLFV in µ decays
CLFV can occur in processes initiated by leptons (µ and τ) or mesons (pi0,pi±,K± . . .).
Among these particles, muons are certainly the ones of major interest for many
reasons: a large number of low energy muons is abundantly produced by pions
and kaons at high-intensity proton accelerator facilities; the final states of muon
processes are sufficiently clean to be precisely studied and analyzed; the muon
lifetime is sufficiently high to transport a muon beam for a relatively long distance
before decaying. The most important CLFV processes in the muon sector are the
µ+ −→ e+γ decay, the µ−-e− conversion in a muonic atom (µ− + N −→ e− + N)
1The sleptons are the supersymmetric partners of leptons, naturally induced at the GUT scale.
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and the µ+ −→ e+e+e− decay. In Table 1.1 the current upper limits on the muon
CLFV processes are reported:
Process Current limit Reference
µ+ −→ e+γ <4.2×10−13 [11]
µ± −→ e±e−e+ <1.0×10−12 [12]
µ−Ti −→ e−Ti <1.7×10−12 [13]
µ−Au −→ e−Au <7×10−13 [3]
Table 1.1: Current upper limits of the CLFV muon processes
A generic parametrization of CLFV lagrangian terms can be introduced in the
SM in the following way:
LCLFV =
mµ
(κ+ 1) µ¯RσµνeLF
µν + κ(κ+ 1)Λ2 µ¯LγµeL(e¯γ
µe) + h.c. (1.1)
The two terms in Equation (1.1) correspond respectively to “dipole” and “contact”
interactions terms: supersymmetry contributes to the first term; particle exchange is
reflected in the second. The coefficients of the two types of operators are parameterized
by two independent constants: Λ, the mass scale of the new physics, and κ, a
dimensionless parameter which governs the relative size of the two different types of
operators. L and R indicate the chirality of the different Standard Model fermion
fields, F µν is the photon field strength and mµ is the muon mass. For κ  1, the
dipole-type operator dominates CLFV phenomena (on the left in Figure 1.2). For
κ 1 the second term is dominant (on the right in Figure 1.2).
Figure 1.2: Dipole interaction in the field of a nucleus (left) and “contact” interaction
with a four particle effective interaction (right).
The sensitivity to Λ as a function of κ for µ+ −→ e+γ, µN −→ eN and µ± −→
e±e−e+ processes is depicted in Figure 1.3.
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(a) (b)
Figure 1.3: Excluded regions in the parameter space of the new physics mass scale
Λ as a function of κ: the dashed regions correspond to the current limit, the lines
present the expected limits for on-going and future CLFV experiments
The plots in Figure 1.3 show that µ−N −→ e−N and µ+ −→ e+e+e− searches can
explore the parameter space region where the “contact” term is dominant (κ 1),
while µ+ −→ e+γ search experiments have little sensitivity in that region. It is
important to point out that the CLFV processes shown in these plots are able to
explore new physics mass scales (up to 104 TeV) significantly beyond the LHC energy
scale. It is therefore important to pursue a new generation of CLFV experiments
regardless of what the LHC data might reveal in the next years.
1.3 A brief history of experimental search for CLFV
with muons
The first search for the CLFV processes in the muon sector was performed by Hincks
and Pontecorvo (1948) and confirmed shortly after by Althaus and Sard. The search
was motivated by the results from Conversi et al. (1947) experiment which showed that
in a heavy element (Fe) only positive stopped muons decay, while in a light element (C)
both positive and negative muons decayed. Pontecorvo suggested in his paper that the
muon would be captured in the process p+µ −→ n+ γ. Soon afterwards, Lagarrigue
and Peyrou (1952) studied for the first time the µN −→ eN conversion rate. The
current upper limit of µN −→ eN on gold nuclei is BR(µN −→ eN)<7.0×10−13.
Figure 1.4 shows the record of the upper limits reached by a selection of CLFV
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search experiments together with the goals of the upcoming experiments[8]:
Figure 1.4: History of selected CLFV search experiments in the muon sector. The
limits expected from the new generation of CLFV experiments are also shown.
In figure 1.4 it is possible to observe a steady improvement in all modes (µ+ −→
e+γ, µ+ −→ e+e+e−, µ−N −→ e−N) and then a flattening of the rate improvement
throughout the 1990s. The next generation of experiments and their planned upgrades
are expected to improve significantly the experimental framework in the next years.
1.3.1 µ+ −→ e+γ process
A µ −→ eγ event is characterized by a simple two-body final state. The electron and
the photon are emitted back to back in the rest frame of the decaying muon. Each of
them carries away an energy equal to half the muon mass (52.8 MeV). Only positive
muons are used in the experiment avoiding the formation of muonic atoms2.
The major background for the µ+ −→ e+γ search is the accidental coincidence
of a positron coming from a standard muon decay, µ −→ eνν¯, and an high energy
γ ray coming from a radiative muon decay or from a positron annihilation in the
material. Since the accidental background increases quadratically with the muon
rate, a continuous muon beam with the lowest instantaneous rate is better than an
intense pulsed muon beam.
2Muons captured on the nucleus typically cause the nucleus to eject protons, neutrons, and
photons, which produce accidental rates in the detector.
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The current best limit from the µ −→ eγ search comes from MEG experiment
which has published in 2016 a limit of BR(µ+ −→ e+γ)<4.2×10−13 at 90% CL.
An upgrade of the detector system already approved is expected to improve the
sensitivity by an additional order of magnitude[14].
1.3.2 µ+ −→ e+e−e+ process
As in µ −→ eγ, the search for µ −→ eee decay requires the use of positive muons
to avoid muonic atom formation. The µ+ −→ e+e−e+ decay is sensitive to both
the contact and the dipole interactions term of the CLFV lagrangian (see Equation
1.1). Unfornately, electrons in the final state are in the same momentum range of
the ordinary muon decays. A source of background is the accidental coincidence
between positrons coming from normal muon decays and e+e− pairs coming from γ
ray conversions or Bhabha scattering. A continuos muon beam should be used to
minimize accidental background.
The current upper limit from SINDRUM experiment is BR(µ −→ 3e)<1.0×10−12
at 90% CL[12]. The Mu3e experiment at Paul Scherrer institut (PSI) in Zurich is
planning to improve this limit by 4 orders of magnitude[15].
1.4 µ−N −→ e−N process
In muon-to-electron conversion, µ−N −→ e−N , a muon converts to an electron by
exchanging a virtual photon with the capture nucleus N of atomic number Z and
mass number A. Since the method requires the formation of muonic atoms with
target nuclei, only negative muons can be used.
When a negatively charged muon stops in the target, it rapidly cascades down
to 1S orbital. The mean lifetime of muonic atoms has been measured for various
materials: they widely vary from ∼100 ns for the high-Z nuclei to ∼2 µs for the
low-Z nuclei[16].
The event signature of the muon conversion is a mono-energetic electron with
energy Eµe, given by:
Eµe = mµ − Eb(Z)−RN(A) (1.2)
where mµ is the muon mass, Eb(Z) ' Z2α2mµ2 is the binding energy of the muonic
atom and RN (A) ' m
2
µ
2mN is the nuclear-recoil energy, α is the fine-structure constant
and mN is the mass of the nucleus. For the Al (Z=13) muonic atoms, the outgoing
electron has an energy Eµe ≈ 104.973 MeV[17].
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The advantage of using Al atoms is that the outgoing electron has an energy far
above the end-point of the electrons spectrum coming from the ordinary muon decays
(∼52.8 MeV), so that the vast majority of muon decays do not contribute to the
background and extremely high muon beam intensities can be used. Moreover, since
the event signature is a mono-energetic electron, no coincidence measurement is
required.
The muon conversion experiments measure the ratio between the rate of the coherent
conversion of muons into electrons in the field of a nucleus and the rate of ordinary
muon capture on the nucleus:
Rµe =
Γ(µ− + N(A,Z) −→ e− + N(A,Z))
Γ(µ− + N(A,Z) −→ all muon nuclear captures)
The main contributions to the muonic atom lifetime come from the muon nuclear
captures and from the muon decay in flight. The branching ratio for the muon
captures is well measured by the experiments (∼68%) so that the number of muon
nuclear captures can be inferred by the number of muonic atoms formed by the
stopped muons[8]. The number of muonic atoms is measured by a stopping target
monitor which counts the number of X rays produced by the muons while cascading
down to 1S orbital.
The best experimental limit on muon-to-electron conversion is Rµe < 10−13 at
90% CL on µ−Al −→ e−Al from the SINDRUM II experiment[3]. Two upcoming
experiments, Mu2e at Fermilab and COMET at J-PARC, are planning to reach a
sensitivity of ∼ 10−17, that is an improvement of 4 orders of magnitude with respect
to SINDRUM II upper limit.
Mu2e and COMET are quite similar: they both use a pulsed proton beam to
reduce the background, a curved transport solenoid systems to purify the muon
beam and to keep the detector region free from the neutral particles coming from
the production target and a detector solenoid housing the muon stopping target and
the detector system.
1.4.1 Backgrounds for muon conversion experiments
DIO electrons
The main physics background for the mono-energetic electron coming from the muon
conversion are the so-called muon decays in orbit (DIOs) which are the decays of
the muons (µ− −→ e−νµν¯e) orbiting around the nucleus. The DIO electrons can
exchange momentum with the nucleus reaching a maximum energy similar to the
one of the conversion electrons.
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At the kinematic limit of the bound decay, the two neutrinos carry away no momen-
tum and the electron recoils against the nucleus, simulating the two-body final state
of the electron from muon conversion. The form of the DIO electron spectrum near
the endpoint is approximately given by[8]:
dN(Ee)
dEe
= C E
2
e
m7µ
(
Eµ − Ee − E
2
e
2MN
)5
(1.3)
where MN is the nucleus mass. Equation (1.3) shows that the DIO spectrum is falling
approximately as (Eµ − Ee)5 when approaching the conversion electrons energy.
The spectrum of the energy of the DIO electrons produced in Al muonic atoms is
illustrated in Figure 1.5.
Figure 1.5: DIO electron spectrum for aluminum on a linear and logarithmic scale
Since the events close to the spectrum endpoint are extremely rare (10−15 with
respect to the peak), it is very hard to measure the endpoint of the DIO spectrum.
Nonetheless, a number of theoretical calculations of the DIO spectra of various nuclei
have been done[17][18]. The calculations include the nuclear recoil, the screening and
the radiative effects. The endpoint region of the DIO electron spectrum for aluminum
with and without the recoil effects is shown in Figure 1.6 as reference.
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Figure 1.6: Endpoint region of the DIO electron spectrum for aluminum. The squares
correspond to the spectrum with recoil effects, the triangles neglect the recoil effects.
Electrons from the high momentum tail of the DIO muon represent one of the
most dangerous background source for the µ−N −→ e−N search. Only ∼ 10−17 of
the events lay within the last MeV from the endpoint so the detector resolution is
fundamental in order to reach the goals of current experiments[8].
Radiative Pion Capture
The muon beam that reaches the stopping target is contaminated by pions. Pions
can produce background when they are absorbed in the stopping target or in the
surrounding material and produce a high energy photon through a radiative process
pi−N −→ γN∗, called Radiative Pion Capture (or RPC), followed by the electron-
positron conversion of the photon. The pion capture has a mean lifetime of the order
of few tens of ns which is roughly 1 order of magnitude less than the muon capture
lifetime. Then, it is straightforward to reduce the RPC background by using a pulsed
proton beam and by defining a data acquisition time window delayed with respect
to the beam arrival time (see Figure 2.4).
Radiative Muon Capture
Another background source is represented by the Radiative Muon Capture (or RMC)
µ−N −→ γνµN ′ . RMC can produce photons with an endpoint energy close to the
conversion electron energy minus the mass difference between the initial and the final
nuclear state. The material of the stopping target is chosen aiming to maximize this
mass difference. In the case of the aluminum nucleus, the mass difference is 3.1 MeV
and the photon endpoint energy is 101.9 MeV. This makes the RMC a negligible
source of background.
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Antiprotons
If the proton beam energy is above the antiprotons production threshold3, also
these particles can contribute to the background. Antiprotons do not decay and
carry a negative electric charge, thus they can propagate and reach the stopping
target. They are much slower than pions and can take up to several µs to reach the
detectors. A large variety of secondary particles is produced in the annihilation of
antiprotons with the material of the stopping target. Electrons with a momentum
close to the conversion electrons momentum constitute a background which cannot
be mitigated by the delayed data acquisition time window. Antiproton background
can be suppressed using thin windows of absorber material with an affordable loss of
muon rate.
Cosmic rays
Signal-like events can also be induced by cosmic rays. Potential background from
cosmic rays arise from muons decay-in-flight, from muons misidentified as electrons
or from muons that produce δ-rays in the muon stopping target. If cosmic rays have
trajectories that appear to originate in the stopping target, they can fake a muon
conversion electron. In order to identify and reject the cosmic rays background, the
experiments require a cosmic ray shielding and an active veto system. An additional
suppression can be obtained using Particle Identification techniques.
Other background processes
Finally, there are other beam-related processes such as muons decay-in-flight, pions
decay-in-flight or remnant high energy electrons in the beam which must be controlled.
The first two processes are prompt and can be suppressed with a delayed data
acquisition time window. The last one can be reduced by transporting to the detector
region only the particles with a momentum significantly lower than the momentum
of the conversion electrons.
3For example, in the Mu2e experiment, the proton beam kinetic energy is 8 GeV
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Chapter 2
The Mu2e experiment
Previous muon to electron conversion experiments have not observed events in the
signal region. The Mu2e experiment at Fermilab proposes to improve the experimen-
tal limits reached by previous measurements by a factor of approximately 104, setting
an upper limit of Rµe ≤ 5.6 · 10−17 at the 90% confidence level. The corresponding
Single Event Sensitivity (SES) is 2.87×10−17.
The main ingredients to reach this extreme sensitivity are:
• an high intensity and low energy proton beam with a bunched time structure
allowing the stopped muons to decay before the next pulse arrives;
• a pion channeling and muon transport system that efficiently captures charged
pions and transports negatively charged secondary muons to a stopping target;
• a detector capable to efficiently and accurately identify the ∼105 MeV conver-
sion electrons and to reject the background coming from conventional processes
and from cosmic rays.
Figure 2.1 shows a schematic picture of the Mu2e apparatus.
Figure 2.1: The Mu2e apparatus.
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A total number of 3·1020 proton interactions on the target are needed to produce
∼6.9·1017 Al muonic atoms during three years of data taking. Proton interactions
with the production target mostly produce pions that are trasported into helical
trajectories by a magnetic channel; the pions decay into muons that are trasported by
the same magnetic field to the detector region. The final muon beam purity critically
depends on the intensity and on the time structure of the proton beam and on the
solenoid system of the experiment.
2.1 The proton beam
The Fermilab accelerator facilities will provide the proton beam to the Mu2e experi-
ment in the following way:
• two Booster proton batches, each containing 4.0×1012 protons with a kinetic
energy of 8 GeV, are extracted into the MI-8 beamline (see Figure 2.2);
• each extracted batch is transported to the Recycler Ring;
• after each injection, the beam circulates for 90 msec while a 2.5 MHz bunch
formation RF sequence is performed;
• each of these bunches is synchronously transferred, one at-a-time, to the Delivery
Ring;
• every 1.7 µs, a proton bunch is injected into the external beamline with a
resonant extraction of ∼3×107 protons.
The proton batch injections into the Recycler Ring are shared between Mu2e and
Noνa experiment. The proton beam is delivered to the Mu2e experiment only 30% of
the total operating time. Figure 2.3 shows the Mu2e spill cycle for the proton beam
delivered to the Mu2e experiment: 8 extractions lasting 43.1 ms are sent to Mu2e
each 1.4 s.
The Mu2e spill cycle, shown in Figure 2.4, allows to define a delayed selection
window in order to suppress background events from pions and other particles and
to select events from stopped muons.
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Figure 2.2: View of Fermilab accelerator complex that provides proton beam to
Mu2e.
Figure 2.3: The Mu2e beam structure.
19
Figure 2.4: The Mu2e spill cycle for the proton on target pulse and the delayed
selection window used to suppress prompt background.
An important parameter to estimate the quality of the proton beam is the “beam
extinction” defined as the ratio of the number of protons between beam pulses
to the number of protons during the beam pulses. Out of time protons can hit
the production target generating out of time particles which cannot be suppressed
by the signal window in Figure 2.4. An high frequency AC dipole installed in the
proton beam line is used to suppress the out of time protons. An extinction factor
of about 10−10 will make the out of time background negligible. Current calcula-
tions predict an extinction factor of about 10−12[1], a factor of 102 better than needed.
The value of the extinction factor will be measured by an extinction monitor located
downstream of the beam line. This monitor uses a set of collimators and a permanent
dipole magnet to select particles with a specific momentum, a magnetic spectrometer
to measure the particle momentum measurement and a sampling calorimeter that
will help to establish the muon content of both in-time and out-of-time beams. The
structure of the extinction monitor is shown in Figure 2.5.
2.2 Muon beamline
The muon beamline has the scope to transport the pions produced in the production
target and the muons coming from their decays to the muon stopping target and to
the detector region. Its main components are the Production Solenoid, the Transport
Solenoid and the Detector Solenoid. All the solenoids are magnetically coupled to
ensure the maximum efficiency in the trasmission of muons.
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Figure 2.5: Main components of the extinction monitor.
Production Solenoid
The Production Solenoid (Figure 2.6) is an high field solenoid with an axial graded
field that varies from 4.6 to 2.5 Tesla. The solenoid is approximately 4 m long with
an inner bore diameter of approximately 1.5 m that is evacuated to 10−5 Torr. A heat
and radiation shield made of bronze is used to limit the heat load and the radiation
damage.
The purpose of the Production Solenoid is to collect and focus pions and muons
generated in interactions of the 8-GeV proton beam with the production target
and to direct them towards the Transport Solenoid. Protons enter the Production
Solenoid through a small port on the low field side of the solenoid before intercepting
the production target which is a radiatively cooled tungsten rod. Remnant protons
that are not absorbed by the target and very forward-produced secondary particles
exit at the high field end of the solenoid. Pions in the forward direction with angles
greater than ∼30°relative to the solenoid axis, are reflected back by the field gradient
together with the backward produced particles to the Transport Solenoid.
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Figure 2.6: View of the Production Solenoid.
Transport Solenoid
The S-shaped transport solenoid consists of a series of wide superconducting solenoid
rings contained in two cryostats. Collimators and absorbers installed inside the TS
provide efficient selection of low momentum negative particles before they reach
the DS. Figure 2.7 shows the five main TS components: a straight section (TS1),
interfacing the Production Solenoid, that selects particles with momentum lower
than 100 MeV/c; a first toroid section (TS2) used to disperse the beam vertically
and to avoid neutral particles coming from the PS to propagate into the DS; a
collimator, located into another straight solenoid (TS3), to filter the particles ac-
cording to their sign and momentum and to stop the antiprotons produced in the
PS; a second toroid section (TS4) to undo the vertical dispersion and place the
muon beam again on axis; a last straight section (TS5) matching the field of the De-
tector Solenoid to optimize the transmission of the muon beam to the stopping target.
In synthesis, the S-shape of Transport Solenoid suppresses the line-of-sight neu-
tral particles while a set of absorbers and collimators suppresses the highly energetic
negative charged particles and the positive particles.
The global effect is to trasmit to the Detector Solenoid only the negatively charged
particles with a momentum p.80 MeV/c[1].
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Figure 2.7: Layout of the Transport Solenoid.
Detector Solenoid
The Detector Solenoid is a large, low field magnet that houses the muon stopping
target, the tracker and the calorimeter. The inner diameter of the magnet cryostat
is 1.9 m and its length is 10.9 m. The overall structure of the solenoid is shown in
Figure 2.8.
Figure 2.8: The Detector Solenoid.
It consists of two sections: a “gradient section”, which is about 4 m long and
a “spectrometer” section of about 6 m. The magnetic field at the entrance of the
gradient section is 2 Tesla and it decreases linearly to 1 Tesla at the entrance of the
spectrometer section, where it is then uniform over 5 m.
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The graded field is used to direct the conversion electrons produced in the stopping
target to the detector region where the tracker and the calorimeter are located.
It also plays an important role in suppressing the particles with high momentum by
focusing them to a low radius region not covered by the two detectors.
2.2.1 Mu2e stopping target
The muon stopping target resides in the center of the graded section of the Detector
Solenoid and is oriented along the axis of the solenoid bore.
The material of the stopping target must be a good compromise between an high
atomic number Z which improves the conversion electron production rate and a
low Z which increases the fraction of muonic atoms decaying in the signal window.
Aluminum has been chosen because its muonic atom has a lifetime of ∼864 ns.
Considering the proton interbunch time of 1.7 µs, it is possible to open a signal
window 700 ns after the proton bunch arrival time (see Figure 2.4) suppressing all
the prompt background and maintaining an acceptance of ∼70% on the muonic atom
decays.
Figure 2.9: Mu2e stopping target prototype
The target has also to satisfy the following requirements:
• it must be sufficiently thick in the direction of the muon beam to stop a large
fraction of the incoming muons (at least 40% of the transported muons);
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Figure 2.10: Momentum distribution of muons delivered to the stopping target and
of muons stopped in the Al foils.
• it must minimize the material crossed by the conversion electrons before exiting
from the target: the fluctuations of the energy loss in the material before the
tracker is a major contributor to the resolution of the conversion electrons
momentum. In addition, the background due to bremsstrahlung photons or
δ-rays produced in the target material increases with the target thickness;
• its radial extent must maximize the acceptance on the muons coming from the
Trasport Solenoid.
The final design (see Figure 2.9) consists of an array of 34 high purity aluminum (Al)
disks, each suspended from a support frame by three tungsten wires. The thickness of
the disks is 100 µm and their diameter is equal to 150 mm. This segmented geometry
allows the electron to intercept only part of the target material in its helical trajectory
to the tracker. Figure 2.10 shows the momentum distribution for the muons crossing
the Al foils and for the ones stopped in the foils.
The stopping target is surrounded by the neutron absorber that reduces the flux of
neutrons produced in the muon captures. Neutrons are dangerous because they can
increase the cosmic ray veto detector occupancy and its dead time.
A proton absorber is placed in between the stopping target and the detector system
to reduce the rate of protons reaching the detectors. About 0.03 protons are emitted
per muon capture with energies between 3.5 and 10 MeV[1]. These protons can reach
the tracking detector and give a large contribution to the background rate on the
tracking detector. Moreover, they can be a source of aging of the detectors because
of their high ionization capacity.
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Figure 2.11: Mu2e stopping target surrounded by the proton absorber.
Stopping target monitor
The target material must be pure enough to avoid the background due to electrons
from muon Decay in Orbit (DIO) from nuclei different from Al. The purity of the Al
target can be monitored by a stopping target monitor which can identify the muonic
atoms from the typical X-ray lines emitted by the muons while cascading down to
the 1S orbital[1]. A muon stopping target monitor is also necessary to determine the
number of muonic atoms created in the stopping target. The goal is to determine this
number with an accuracy of 10% over the course of the experiment. The stopping
target will detect photons emitted in three processes:
• X-rays emission at 347 keV of the muonic atoms due to the 2p−→1s radiative
transition;
• Gamma-rays emission at 1.809 MeV from the muon capture µ− 27Al −→
26Mgνµγ;
• Gamma-rays emission at 844 keV from the 26Mg decay 26Mg −→ 27Al;
A solid-state Ge detector will be used: it has an excellent energy resolution and, when
properly triggered, it is able to withstand the high expected rates. The detector will
be placed in the outer part of the Detector Solenoid to reduce the radiation damage.
Its distance from the muon stopping target is ∼34 m, as depicted in Figure 2.12.
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Figure 2.12: Stopping target monitor system
2.3 Mu2e detector
The Mu2e detector consists of a low mass straw tubes tracker and an electromagnetic
calorimeter oriented transverse to the solenoid axis and displaced downstream of the
muon stopping target. The background events from cosmic rays are suppressed by a
dedicated Cosmic Ray Veto system which surrounds the DS.
2.3.1 Tracker
The Mu2e Tracker consists of about 22000 low mass straw tubes oriented transverse
to the solenoid axis and grouped into 18 measurement stations distributed over a
distance of ∼3 m. The tracker resides in the bore of the Detector Solenoid that is
evacuated to 10−4 Torr and provides a uniform magnetic field of 1 Tesla.
The basic tracker element is a straw tube, namely a 25 µm sense wire inside a
5 mm diameter tube made of 15 µm thick metalized Mylar. Each straw tube is
instrumented on both sides with TDCs to measure the time and ADCs to measure
the specific energy loss dE/dX, used to separate the electrons from the highly ionizing
protons. A group of 96 straw tubes is assembled into a panel. Each panel covers a
120° arc with two layers of straw tubes to solve the “left-right” ambiguity and to
provide mechanical rigidity. Six panels tilted of 30° are assembled into a plane while
two rotated planes make a station. Figure 2.13 shows a view of the tracker and its
components.
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Figure 2.13: The Mu2e straw tube tracker consists of 18 stations which are realized
in the following way: a group of 96 straw tubes is assembled into a panel; six panels
tilted of 30° arc are assembled into a plane; two rotated planes makes a station.
Figure 2.14: Cross sectional view of the Mu2e tracker with the energy spectrum of
electrons that hit the detector. The disk in the center of the beam’s-eye view is the
muon stopping target.
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The Mu2e tracker is optimized to distinguish conversion electrons from DIO electrons.
The key for increasing the tracker performances is the central hole (R<380 mm) which
is needed in order to blind the detector to low momentum electrons. Only the electrons
with energies greater than 53 MeV hit the detector. In particular, as shown in Figure
2.14, only a small fraction of the DIO electrons (∼3%) fall into the tracker acceptance.
The intrinsic resolution from the track fitting algorithm is very high. The mo-
mentum resolution is, in fact, dominated by the fluctuations in the energy lost in the
stopping target and the antiproton absorber, by the multiple scattering and by the
bremsstrahlung of the electrons in the tracker. The core of the momentum resolution
for 105 MeV electrons is expected to be better than 180 keV/c[1].
2.3.2 Calorimeter
The electromagnetic calorimeter also plays an important role in the measurement pro-
viding time, position and energy information which improve the track reconstruction
efficiency and allow to distinguish muons from electrons. The calorimeter also pro-
vides a trigger that can be used to identify the conversion electrons candidates and
to reduce the throughput of the data acquisition system. A more detailed decription
of the calorimeter and of its expected performance is given in Chapter 3.
2.3.3 Cosmic Ray Veto
Cosmic muons can produce a conversion-like 105 MeV electron or positron through
δ-ray production in the material within the solenoids. Muons can also decay in flight
boosting the electron energy above 100 MeV. Moreover, cosmic muons themselves
can be misidentified as electrons. Such background events occur at a rate of about
one per day and need to be suppressed using a passive shielding, a concrete shielding
surrounding the Detector Solenoid and an active veto detector.
The Cosmic Ray Veto (CRV) detector is composed of four layers of polystyrene
scintillator counters with aluminum absorbers between each layer. The scintillation
light is captured by embedded wavelength shifting fibers whose light is detected by
silicon photomultipliers (SiPMs) at each end. The Veto signal is produced by the
coincidence of three adjacent counter hits in different layers localized in space and
time. The scintillator strips surround the top and the sides of the Detector Solenoid
and the downstream end of the Transport Solenoid, as shown in Figure 2.15. The
CRV is expected to reduce the background rate to ∼1 events over the course of the
entire running period. An overall veto efficiency of 99.99% is needed to reach this
goal[1]. A critical parameter of the CRV is the dead time: an extremely high particle
flux can dramatically decrease the detector efficiency. In order to keep under control
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Figure 2.15: The cosmic ray veto covering the Detector Solenoid. The upstream
(CRV-U), right (CRV-R) and top (CRV-T) sectors are shown.
the dead time, an external concrete shielding will be used to reduce the flux of the
neutrons produced in the production target or in the nuclear captures in the stopping
target.
2.4 Mu2e DAQ and trigger logic
The Mu2e trigger is not operated by any hardware but it only consists of a set of
software trigger algorithms which run on the server farms of the Data Acquisition
(DAQ) system. A time stamp corresponding to the start of the 1.7 µs microbunch is
sent to the tracker and to the calorimeter. Then, both detectors are asked to send
the data corresponding to that microbunch to the DAQ servers. The event fragments
are merged and the trigger algorithms decide whether write on tape this event or
not.
The global trigger is the OR of a tracker only, a calorimeter only and a tracker-
calorimeter combined trigger. The expected trigger rate corresponds to a data rate
of 7 PB/year. Information from the CRV, the extinction monitor and the stopping
target monitor is stored only for the events passing the trigger. A set of calibration
triggers with special event tags will also be used. In particular, calorimeter calibration
requires a cosmic trigger, a radioactive source trigger and a laser pulse trigger.
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2.5 Expected background
The overall design of Mu2e is driven by the control of the potential backgrounds
that can mimic a µ− +N −→ e− +N signal. The dominant sources of false signal
electrons are expected to be: the mis-reconstructed DIO electrons, the radiative pion
capture on the target foils, the muons decay in flight and the antiprotons and cosmic
rays induced events. These and other minor background processes yields a total
background estimate of 1.1 ± 0.5 events in the signal momentum window 103.85
MeV/c < p < 105.1 MeV/c, as reported in Table 2.1. These numbers are quoted for
3·1020 protons on target and assume a Cosmic Ray Veto inefficiency of 10−4.
Category Background process Estimated yield (events)
Intrinsic Muon decay-in-orbit (DIO) 0.19± 0.08Muon capture (RMC) 0.000+0.004−0.000
Late Arriving
Pion Capture (RPC) 0.030± 0.006
Muon decay-in-flight (µ-DIF) < 0.003
Pion decay-in-flight (pi-DIF) 0.001± < 0.001
Beam electrons < 5× 10−4
Miscellaneous Antiproton induced 0.05± 0.02Cosmic ray induced 0.85± 0.42
Total 1.1± 0.5
Table 2.1: A summary of the estimated background yields in three years of data
taking. The total number of cosmic rays background events are quoted without
considering the PID algorithm for mis-reconstructed muons.
If only the background rejection operated by the CRV detector is considered, the
most important background source are the cosmic muons. It is important to point
out that the number of background events induced by cosmic muons is the sum of
an irreducible background of 0.08± 0.02 electrons, produced as δ-rays or by muon
decays, and of 0.8± 0.4 mis-reconstructed muons. These muons can be suppressed
by using a Particle Identification (PID) algorithm, discussed in Chapter 5, which
combines the tracker and the calorimeter information.
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Chapter 3
The Mu2e calorimeter
The Mu2e calorimeter must provide:
• a particle identification to suppress the cosmic background;
• a seed for the pattern recognition to reduce the number of hits candidate for
the electron track in the tracker;
• a trigger, independent on the tracker, to measure and monitor the track
reconstruction efficiency.
These goals can be accomplished[1] by a calorimeter able to measure the 105 MeV
electrons with:
• an energy resolution of the order of 5% RMS;
• a position resolution of ∼1 cm in the two transverse dimensions;
• a time resolution better than 500 ps;
The Mu2e calorimeter must operate and maintain its functionality in prohibitive
conditions: a 1 Tesla magnetic field, a 10−4 Torr vacuum, a maximum ionizing
radiation of ∼10 krad/year and a neutron flux of about 1010 neutrons 1 MeV-
equivalent/cm2/year.
3.1 Mu2e calorimeter
The solution adopted for the Mu2e calorimeter consists of two anular disks of
undoped CsI crystals placed at a relative distance of 75 cm, that is approximately
half wavelength of the conversion electron trajectory in cilindrical coordinates. The
disks have an inner radius of 37.4 cm and an outer radius of 66 cm. The dimensions
have been chosen to minimize the number of low-energy particles that intersect the
calorimeter while maintaining an high acceptance on the signal. Each disk contains
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768 undoped CsI crystals of 20×3.4×3.4 cm3. This granularity maximizes the light
collection for the photosensors readout and minimizes the pile up of particles, the
time resolution and the energy leakage. The crystals are read-out by two arrays of
SiPM photosensors. The SiPMs signal is amplified and shaped by the Front-End
Electronics (FEE) located on the back of each photosensor. The voltage regulators
and the digital electronics, used to digitize the signals, are located in crates disposed
around the disks (Figure 3.1).
Figure 3.1: Calorimeter design.
3.2 Crystal choice
Crystal characteristics are fundamental to achieve the calorimeter goals on time and
energy resolution. In particular, crystals must have:
• a fast scintillation time to obtain a good time resolution;
• an adequate light output at a wavelength compatible with a photosensor able
to withstand the radiation environment and to function in a magnetic field of
1 Tesla;
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• a small radiation lenght (X0) and Molière radius to contain the shower in a
limited amount of space;
• a reasonable cost.
Table 3.1 shows a comparison of the properties of 3 possible crystal candidates.
Crystal BaF2 LYSO CsI
Density [g/cm3] 4.89 7.28 4.51
Radiation length [cm] X0 2.03 1.14 1.86
Molière radius [cm] Rm 3.10 2.07 3.57
Interaction length [cm] 30.7 20.9 39.3
dE/dx [MeV/cm] 6.5 10.0 5.56
Refractive Index at λmax 1.50 1.82 1.95
Peak luminescence [nm] 220, 300 402 315
Decay time τ [ns] 0.9, 650 40 16
Light yield (compared to NaI(TI)) [%] 4.1, 3.6 85 3.6
Light yield variation with temperature [%/°C] 0.1, -1.9 -0.2 -1.4
Hygroscopicity Slight None Slight
Table 3.1: Comparison of crystal properties for BaF2, LYSO and undoped CsI
LYSO crystals have the highest light yield but a long decay time and a prohibitive
cost. BaF2 crystals have the component with the fastest decay time but a slow
component at higher wavelength which needs to be suppressed with a dedicated
photosensor. The development of this photosensor has not be completed in time to
meet the Mu2e experiment schedule. Nonetheless, this choice is still considered for
the Mu2e upgrade when an higher rate of particles will be present.
CsI crystals have been selected. As shown in Figure 3.2, undoped CsI has an emission
maximum at 315 nm, with a time structure composed of two decay components at
16 and 35 ns, and a much slower component with a decay time of 1000 ns and a peak
emission around 500 nm[20]. The slow component represents ∼20% of the total light.
It has been proved[21] that its intensity decreases after an heat treatment of the
crystals. Slow component could be further decreased by a filter located in front of the
photosensor but, since energy and time resolution would not significantly improve, it
has been chosen to do not insert any filter.
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Figure 3.2: Scintillation emission spectrum of undoped CsI.
The CsI crystal is wrapped in a layer of Tyvek which has a thickness of 150 µm.
This diffusive material increases the light collection efficiency and the homogeneity
of the photosensor illumination.
3.3 Crystal Readout
CsI crystals are readout by multi-pixel silicon-based photo-diodes (SiPM) which are
photon-counting devices. Their operating principle makes the SiPMs particularly
suitable for the Mu2e calorimeter working conditions.
The SiPM is based on a matrix of avalanche photodiode (APD) pixels. When
the reverse voltage applied to these pixels is higher than a threshold value, called
breakdown voltage (VBR), the electric field becomes high enough to cause a Geiger dis-
charge and the corresponding operating condition is called Geiger mode. A quenching
resistor is put in series with the SiPM to lower the voltage and to halt the Geiger
discharge to be ready to detect the next photon. The recovery time is of the order of
∼10 ns. The output current pulse caused by the quenched Geiger discharge has a
short rise time of ∼1 ns and a relatively slow fall time of ∼50 ns. The advantage of
using pixels operating in Geiger mode is that they provide a large current output
even if they are hit by a single photon.
The gain G is defined as the the ratio between the charge of the pulse generated
from one pixel when it detects one photon and the electron charge:
G = C · (V − VBR)
e
where C is the capacitance of a single pixel. Each pixel in the SiPM generates a pulse
at the same amplitude when it detects a photon. Since the pixels are connected in
parallel, the SiPM signal is the sum of all the pixel outputs. Therefore, at least until
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when the particle flux is low enough to avoid multiple hits in the same pixel, the
output pulse height of a SiPM is proportional to the number of photons detected. A
pixel density of ∼1.5·104/cm2 is safe to avoid the SiPM saturation when ∼1.5·103
photons per cm2 hit the SiPM.
When the photon rate is low, the SiPM output, properly amplified, shows dis-
crete peaks, called photopeaks, corresponding to the number of detected photons.
The distance of two consecutive photopeaks is proportional to the gain G.
The Geiger discharge in a pixel hit by a photon can induce a discharge in an
adjacent pixel increasing artificially the SiPM signal amplitude. This phenomenon,
called crosstalk, distorts the distance between the photopeaks but does not affect
the distance between the first (no photoelectrons detected) and the second (one
photoelectron detected) photopeaks. The distance between these photopeaks provides
the best gain estimate. As the SiPM operating voltage VOP , usually expressed as the
breakdown voltage VBR plus the overvoltage VOV , is increased, the gain improves but
at the same time crosstalk increases. A compromise between the gain improvement
and the crosstalk increase is found to be VOV ∼3 V.
The output may also contain spurious signals appearing with a time delay from the
light input to the SiPM. These signals, called afterpulses, are caused by carriers that
are released after being trapped by lattice defects. An afterpulse can alter the SiPM
response affecting the energy resolution of the device.
Their working principle makes SiPMs more attractive alternatives with respect
to photomultiplier tubes (PMTs) for CsI crystals in the Mu2e experiment: SiPMs are
insensitive to magnetic fields; they have an high efficiency for the photon detection;
they offer a high intrinsic gain (105-107) which significantly simplifies the readout
electronics and increases the response stability to voltage or temperature changes;
they are much more insensitive to ionizing radiation.
UV extended SiPMs satisfy the requirements for the CsI crystals readout which are:
• an high quantum efficiency at 315 nm and a large active area to maximize the
number of collected photoelectrons;
• an high gain;
• a fast output signal with low noise;
• the capability to withstand harsh environmental conditions including high
vacuum, magnetic field and radiation;
• a Mean Time To Failure (MTTF) allowing to operate for 1 year without
maintainance.
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Figure 3.3: Design of the Mu2e SiPMs.
Each CsI crystal will be read by 2 arrays of photosensors with separate FEE. Each
array is composed of 6 individual 6×6 mm2 SiPM (Figure 3.3). A possible candidate
is the TSV-SPL MPPC from Hamamatsu[22], which has a maximum value of the
PDE equal to 44% at 325 nm (Figure 3.4), much higher with respect to the PDE
value of the standard MPPCs.
The 6 SiPMs are connected in two series to implement an output redundancy.
Each series is composed of 3 sensors. The serial connection reduces the effective
capacitance and then the response time. The output signals are passed to a custom
board that performs the shaping and the amplification of the signal (Figure 3.5).
The amplified analog signals are digitized by a 12 bit waveform digitizer board
at a sampling frequency of 200 Msps. The digitizer characteristics have a negligible
impact on energy and time resolution.
A “zero suppression” within the digitizer FPGA reduces the amount of data sent
to the DAQ. A pulse search algorithm selects ADC values above a threshold cor-
responding to 0.5 MeV and stores all the samplings within a time window around
this peak. DAQ server farms can resolve pile up of energy deposits due to different
particles by identifying multiple peaks in the same time window.
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Figure 3.4: Photon Detection Efficiency (PDE) as a function of wavelength for
different MPPC models.
Figure 3.5: Shape of an analog signal after the shaper-amplifier.
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Test of SiPM characteristics
All the 2728 SiPMs must pass quality tests to ensure their compatibility with the
required preformances. Half of them will be tested by the Mu2e group in Pisa.
A preliminary measurement of the characteristics of single 6×6 mm2 SiPM, the
S13360-6050CS[23] MPPC produced by Hamamatsu, has been performed at the
INFN laboratories.
The breakdown voltage VBR and the gain value G have been measured. VBR is
obtained by the maximum of the derivative of the logarithm of the dark current I as
a function of V[27], namely d(logI)/dV.
The dark current is measured by a picoammeter Keithley 6487[24] which also provides
the bias voltage. In Figure 3.6 an example of the estimation of VBR is shown.
Figure 3.6: VBR estimation obtained from the position of the local maximum value
in the curve of d(logI)/dV as a function of the voltage V. The red line on the left
corresponds to the VBR voltage in the I-V curve.
The fitting function used in Figure 3.6 is a log-normal function[28] defined as:
f(V ) = N · exp(− ln
2[1− η(V − VBR)/σ]
2s20
− s
2
0
2 )
η√
2piσs0
where N is the normalization parameter, VBR is the position of the peak, σ =
FWHM/2.35, η is the asymmetry parameter, and s0 can be written as s0 =
2
ξ
arcsinh(ηξ2 ) with ξ=2.35.
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Figure 3.7: Distribution of the number of detected photons
A UV-light LED HLMP-HB75-UVBDD[25] pulsed at 1 MHz is used as photon
source to measure the gain value G with the “photopeaks method”. Figure 3.7 shows
the photopeaks distribution. The gain is measured from the distance of the first peak
on the right. The effect of crosstalk is visible in the next photopeaks. The photopeaks
are obtained by integrating the MPPC output current amplified by 60 dB. The
integration is performed by an oscilloscope Lecroy WaveSurfer™ MXs-B[26] which
uses the led pulse to trigger the charge integration. As shown in Figure 3.7, there are
spurious signals outside the peaks which spoil the peaks distance estimation. Those
signals are mainly due to afterpulses in the MPPC pixels.
The gain values measured for different operating voltages VOP are presented in
Figure 3.8. The error bars on gain values are mainly due to the uncertainty on am-
plifier gain. The measurement agrees with the gain value reported in the datasheet.
Figure 3.8 shows that a voltage variation of 100 mV corresponds to a gain variation
of ∼3%.
Such gain curves can be used to set the voltage of each series of SiPM in such
a way that their energy response is equalized.
3.4 Calorimeter calibration
The high sensitivity required to the Mu2e experiment implies a special care in the
calibration of the detector to avoid any systematic effects. The calorimeter calibration
includes time and energy calibration. Different calibration systems can be used to
keep the calorimeter systematics under control:
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Figure 3.8: MPPC gain as a function of the operating voltage V. The blue cross
represents the gain value quoted in the datasheet.
• a radioactive source (Fluorinert™);
• a laser pulsing system;
• the decays of stopped muons and pions;
• cosmic-ray muons.
The calibration with cosmic muons will be extensively discussed in Chapter 4. In the
following sections, the other methods will be presented.
3.4.1 Radioactive source
The use of radioactive sources is a proven technique to accomplish a calorimeter
calibration with a signal significantly above the electric noise1. Mu2e has adopted an
approach formerly devised for the BABAR electromagnetic calorimeter[29].
A liquid radioactive source (Fluorinert™) circulates through aluminum pipes in
front of the two disks producing the following decay chain:
19F + n→16N + α
16N →16 O∗ + β− + ν¯e
16O∗ →16 O + γ (Eγ= 6.13 MeV)
The 16N isotope β-decays with a lifetime of τ1/2=7 s to an excited state 16O∗ which
emits a 6.13 MeV photon as it cascades to its ground state. As shown in Figure 3.9,
there are several contributions to the overall energy distribution: the full absorption
1In the Mu2e experiment, the expected electronic noise expected for the calorimeter crystals
corresponds to an energy deposit below 1 MeV
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Figure 3.9: Energy spectrum for a crystal irradiated with 6.13 MeV photons from an
16O∗ source.
peak at 6.13 MeV and two escape peaks respectively at 5.62 MeV and at 5.11 MeV.
Those peaks are superimposed with the Compton spectrum.
The fluorine, a component of Fluorinert™ coolant liquid, is activated with a fast
neutron source provided by a commercial deuterium-tritium (DT) generator which
surrounds the bath of the Fluorinert™. The liquid circulates to the calorimeter
crystals through a source circuit, represented in Figure 3.10. This circuit consists of
12 Al pipes, 0.5 mm thick, with a diameter of 9.5 mm and a length which ranges
from 1.5 to 1.7 m. The selected geometry allows to have an illumination of the disk
uniform at the level of 5%[30].
The source rate is expected to be ∼ 104 photons/crystal/10 minutes. In this configu-
ration, the equalization reached with the radioactive source is at a level of ∼1.5÷2%.
A calibration of 10 minutes will be performed once a week to check the absolute
energy scale of the calorimeter.
A limit of this method is the relatively low energy of the calibration source. When
the calorimeter detects an electron at ∼105 MeV, the highest energy deposit in one
crystal is expected to be ∼60 MeV. The extrapolation from 6 MeV to 60 MeV requires
an assumption on the readout linearity which must be checked with an independent
calibration method.
3.4.2 Laser pulsing system
A green laser pulse (see Figure 3.11), emitted from the face of the crystal where the
SiPMs are located, is reflected by the Tyvek wrapping on the opposite face. The
laser pulse is then detected by the SiPMs array. In this way, it is possible to monitor
in a continuos way the variation of the crystal optical transmittance and of the gain
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Figure 3.10: Liquid source circuit scheme.
Figure 3.11: Laser system scheme.
43
of the photosensors and of the preamplifiers2. A similar scheme has been used for
the CMS electromagnetic calorimeter[31].
The laser pulse is transported via fused silica optical fibers. A reference moni-
tor station based on PIN diodes is used to control the variation of the input laser
source at the end of the distribution system.
A laser pulse is sent each “spill off” period, that is once each 1.33 s. The time
needed to equalize all the channels at the level of 0.5% is ∼25 minutes. A control of
gain changes has to be performed to keep the detector equalization constant. The
laser system can also be used to determine the channel by channel time offsets due
to the small differences on the cable lengths, on the transit times of SIPM signals
and on the electronics delays.
3.4.3 Stopped muons and pions decay
Muons and pions decays can provide a precise absolute calorimeter calibration for
energies compatible with the CE energy. These two sources allow to calibrate also
the time offset between calorimeter and tracker. On the other hand, this calibration
method relies on the particle momentum measured by the tracker and so it is sensitive
to tracker systematic errors.
In terms of accuracy and feasibility, the most promising calorimeter/tracker combined
source calibrations are:
• the positrons from pi+ −→e+νe decays of pions stopped in the stopping target;
• the DIO electrons spectrum edge from µ− −→ e−νµν¯e decay.
The electron track pointing to a calorimeter crystal is selected matching the calorime-
ter cluster with the reconstructed track. The momentum is measured by the tracker
with an accuracy better than 1% (∼180 keV). The E/p ratio can be used to calibrate
the calorimeter energy at the same level.
At nominal field, both calibration sources can be used to monitor only part of
the calorimeter channels because of the strong correlation between the particle mo-
mentum and the radial coordinate of the impact point on the calorimeter. Dedicated
runs with reduced magnetic field are required to have a uniform coverage of all
calorimeter crystals. At the nominal magnetic field of 1 Tesla, most of the low energy
background particles are confined to low radius and do not generate hits in the
tracker or in the calorimeter. When the magnetic field is reduced, the rate of particles
2The preamplifier gain can be indipendently monitored by an electronic pulse of fixed amplitude
generated by the FEE board.
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Figure 3.12: Reconstructed momentum of stopped pions with background mixing.
hitting the detectors dramatically increases and the tracker resolution deteriorates.
For this reason, these calibration runs also require a reduction of the beam intensity.
In the pi+ −→e+νe decay, a monochromatic electron of about 69.8 MeV is pro-
duced. This calibration source implies several difficulties: the signal is very small
since the branching ratio of the process is BR(pi+ −→e+νe)∼ 10−4 and only 10−6
pions per proton on target are stopped. In addition, several processes can mimic the
pion decays in the positron channel such as muons and pions decay in flight.
In conclusion, the calibration run with stopped pions requires the following modi-
fication to the beam line: a positive charge particle selection obtained by rotating
the collimator in the TS; a different time window for data acquisition; a reduced
magnetic field3; a reduction of the beam intensity and a degrader located before the
muon stopping target to increase the number of total stops. At the moment, only
simulation studies for the tracker momentum calibration have been performed. The
simulated momentum spectrum of a stopped pions calibration run is shown in Figure
3.12.
The energy distribution of the DIO electrons from µ− −→ e−νµν¯e decay in the
atom orbit has an edge at ∼52.9 MeV, that is ∼1/2 of the muon mass. The value
of the edge is slightly distorted by atomic effects. DIO electron calibration does
not require any modification of the beam line and, given the large number of avail-
3The detector acceptance for this calibration process is optimized at the Detector Solenoid field
of about 0.7 Tesla.
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Figure 3.13: Distribution of the Monte Carlo energy EMC .
able events, requires a small amount of time. Unfortunately, distribution edges are
harder to measure than peaks because, being asymmetric, they are more sensitive to
systematic errors. The accuracy of the energy calibration is consequently worse than
the one obtained using stopped pions.
Also in this case, the beam intensity and the magnetic field are needed to be
reduced. The detector acceptance for this calibration process is optimal for a De-
tector Solenoid field of about 0.5 Tesla and an intensity of 50% with respect to the
nominal value.
The extrapolation of the calibration results obtained at 0.5 Tesla to the nominal
field of 1 Tesla requires a detailed simulation of the magnetic field.
3.5 Simulation of the calorimeter performance
Monte Carlo simulations are used to study the calorimeter performance. The simula-
tion of an event in the Mu2e experiment proceeds in several steps. The interactions
of the incident particle with the crystals is first simulated by GEANT4[32] and the
corresponding energy deposit in each crystal is converted into photoelectrons to
simulate the fluctuations of the photo-statistics.
The digitizer waveforms are simulated in the following way: the hits in a fixed
time window are grouped together; for each group of hits the corresponding waveform
is generated. Currently, the waveform has a ∼30 ns of rise time and a total length of
∼150 ns but, thanks to the simulation, this value can be optimized to minimize the
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(a) Cluster energy without background
(b) Cluster energy with background
Figure 3.14: Cluster energy reconstructed in the calorimeter without and in presence
of background: the distribution of CE cluster energy has a tail in the region E&100
MeV due to the presence of background particles.
Figure 3.15: Energy distribution of residuals between reconstructed cluster energy E
and the Monte Carlo energy EMC .
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Figure 3.16: Time distribution of residuals between reconstructed cluster time t and
the Monte Carlo time tMC .
pile up of particles and the error on the time measurement. The generated pulses
are then used to reconstruct the energy deposit and the arrival time of the particles.
The energy is the integral of the pulse. The time is obtained by fitting the leading
edge of the waveform with an analytic function.
Calorimeter clusters are reconstructed by taking the crystal with the largest re-
constructed energy as a seed, and adding one by one crystals with the following
properties:
• a common side with one of the crystals already in the cluster;
• a reconstructed time within ±10 ns from the time of the seed crystal;
• a reconstructed energy 3 times larger than the expected electronic noise (∼1
MeV).
The Monte Carlo energy EMC distribution for mono-energetic electrons from muon
conversion (see Figure 3.13) shows a peak at ∼104 MeV and a tail for lower energies
due to the energy loss of CE in the material crossed before reaching the calorimeter.
The cluster energy reconstructed in the calorimeter (see Figure 3.14) has a peak
around ∼95 MeV and a long tail on the left side due to leakage effects and a tail on
the right side caused by the presence of background particles. The cluster energy
resolution for mono-energetic electrons from muon conversion in presence of the
expected background is of ∼4.7 MeV (see Figure 3.15). This value corresponds to the
FWHM/2.35 of the energy distribution of residuals between reconstructed cluster
energy E and the Monte Carlo energy EMC .
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The cluster time has been defined as the linear energy weighted time of all the crystals
belonging to the cluster. The time resolution has been estimated by simulating
µ− +N −→ e− +N conversion electrons only. In Figure 3.16, a Gaussian fit to the
distribution of the residuals between reconstructed and Monte Carlo cluster time
shows that the expected time resolution is of about 110 ps.
3.6 Calorimeter test beam results
In April 2015, a test beam of a reduced scale calorimeter prototype has been performed
at the Beam Test Facility (BTF) in Frascati. The calorimeter prototype consisted of
nine 3×3×20 cm3 undoped CsI crystals arranged in a 3×3 matrix. Electron beams in
the energy range [80,120] MeV have been sent to the prototype with different impact
angles. Figure 3.17 shows the distribution of the total energy deposition obtained
from data compared with the test beam simulation. Due to small dimensions, the
transverse and longitudinal leakages impact the energy resolution more than in the
Mu2e calorimeter. However, the obtained value of the energy resolution is in good
agreement with the results of the prototype simulation. The time resolution as a
function of the crystal energy deposit is shown in Fig 3.18. The fitting function
used in the plot is equal to σt=a/E⊕b where a=0.0049±0.0001 and b=0.0867±0.0003.
A test beam of a larger scale calorimeter prototype, called Module 0, with CsI
crystals disposed in the same staggered configuration of the final design will be
performed at the end of November 2016.
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Figure 3.17: Time resolution as a function of the energy deposit in the crystals of the
calorimeter prototype. Energy resolution obtained from the data (black) is compared
with the one expected from the test beam simulation (red).
Figure 3.18: Time resolution measured at the test beam with a small scale prototype
as a function of the energy deposited in the crystals of the calorimeter prototype.
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Chapter 4
Calorimeter calibration with
cosmic muons
Cosmic muons represent an important calibration source for the Mu2e detector
system and in particular for the calorimeter. They have some unique characteristics
which make the calibration with cosmics complementary to all the other calibration
techniques1:
• they can be acquired during normal run operations, in the same experimental
conditions of the physics data sample;
• their flux2 is high enough to collect a large amount of calibration data in a
relatively short time, allowing a continuous monitoring of the detector response;
• since they are minimum ionizing particles (MIPs) their energy loss is practically
independent of their initial energy;
• they are relativistic particles and, thanks to their negligible energy loss, their
speed is practically always equal to the speed of the light c; the time they take
to travel through the calorimeter can be used to align the time offsets of all
the channels without any external time reference.
On the other hand, the calibration with cosmics deals with issues not present in
other calibration tecniques, as for example:
• the muon differential flux;
• the overburden located above the detector;
1The other calorimeter calibration methods have been presented in Section 3.4: stopped muons
or pions and the radioactive source give information on the absolute energy scale, laser pulses
monitor the crystals transmittivity and the SiPMs PDE and gain, the preamplifier pulses monitor
the preamplifier gains.
2At the Earth surface the muon flux is I≈1 cm−2min−1 for horizontal detectors with a mean
energy of ≈4 GeV[7].
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Figure 4.1: Muon rate of cosmics which produces hits in the calorimeter disks.
• the purity of the MIP sample;
• the reconstruction of the muon path inside the calorimeter crystals.
All these issues can affect the accuracy of the calibration and are needed to be treated
with particular care.
4.1 Cosmic muons simulation
In the Monte Carlo simulation, cosmic muons are generated uniformly in a horizontal
plane located ∼11 m above the beam axis. The dimension of the generation plane
(2.2×7.5 m2) has been chosen as a compromise between the processing time and the
total acceptance for the muons hitting the calorimeter (see Figure 4.1). A cosmic
muon is considered to hit the calorimeter if it releases an energy above the digitization
threshold of 1 MeV in at least 1 crystal.
Starting from the generation plane, the cosmic ray muons travel through the concrete
ceiling and walls located outside of the building hall. As they propagate downwards to
the detector, they interact with the material inside the building. All these materials
have been included in the GEANT4[32] simulation. The external neutron shield
around the DS is made of concrete (ρ=2.3 g/cm3) and has a thickness of ∼0.9 m
while the ceiling above the Mu2e experiment region is made of 1.8 m of concrete. The
entire building is embedded in a cube of air at standard temperature and pressure.
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4.1.1 Distribution function of the cosmic muons energy and
angle
The muon flux at sea level is usually described by the standard Gaisser’s formula[7]:
dI
dEµdΩdtdS
= 0.14cm2 s sr
(
Eµ
GeV
)−2.7  1
1 + 1.1Eµ cos θ115GeV
+ 0.054
1 + 1.1Eµ cos θ850 GeV
 (4.1)
where θ is the polar angle of the muon and Eµ is the muon energy. The two terms in
brackets correspond to the contribution of the charged pions and kaons. The small
contribution from charm and heavier flavors is neglected. This simplified formula
neglects muon decays and the curvature of the earth and then it is only valid for
zenith angles θ<70° and for energies E>100/cos θ GeV.
A modified standard Gaisser’s formula is used to include the low energy and large
zenith angle effects[33]:
dI
dEµdΩdtdS
= 0.14 Eµcm2 s sr GeV
(
1 + 3.64 GeV
Eµ(cos θ∗)1.29
)−2.7  1
1 + 1.1Eµ cos θ∗115GeV
+ 0.054
1 + 1.1Eµ cos θ∗850GeV
 (4.2)
where the second term in the bracket is the same as in the standard formula except
that the zenith angle θ is substituted by the angle θ∗. The relation between cos θ
and cos θ∗ is given by:
cos θ∗ =
√√√√(cos θ)2 + P 21 + P2(cos θ)P3 + P4(cos θ)P5
1 + P 21 + P2 + P4
(4.3)
where the parameters P1 = 0.102573, P2 = -0.068287, P3 =0.958633, P4 = 0.0407253,
and P5 = 0.817285 have been calculated using a dedicated simulation of the muon
production in the atmosphere.
As shown in Figure 4.2, the muon polar angle on the ground θ and the zenith
angle at muon production θ∗ are different when the curvature of earth is taken into
account. An additional factor is added up in Equation 4.2 to include the possibility
of muon decays which are more important at low energies. The numerical costants
are obtained by fitting the world muon experimental data (Figure 4.3).
Figure 4.4 shows a comparison between the calculation of the cosmic muons in-
tensity with the standard and with the modified Gaisser’s formula at 0° (Figure
4.4a) and for energies greater than 10 GeV (Figure 4.4b): both energy spectrum and
angular distribution differ significantly below ∼10 GeV.
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Figure 4.2: The relation of the polar angle on the ground θ and the zenith angle at
muon production at the top of the atmosphere θ∗.
Figure 4.3: Fit results to the experimental data: the three dotted lines are the
prediction of the standard Gaisser’s formula and the solid lines are prediction of the
modified formula.
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(a) Cosmic muons at 0°
(b) Cosmic muons of 10 GeV
Figure 4.4: Comparison of estimated cosmic muons intensity using the standard and
the modified Gaisser’s formula.
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Muon energies and angles are extracted as follows:
• the energy-angle (E,θ) plane is divided in bins of equal area;
• the integral of the flux on each bin is calculated according to Equation 4.2;
• the one-dimensional cumulative probability distribution is calculated by sum-
ming up the integral on the bins and normalizing this value to the total
integral;
• a uniform random number is generated in the interval [0,1]. The (E,θ) bin with
a cumulative probability corresponding to this number is selected;
• using sufficiently narrow bins, the energy and angle can be considered uniformly
distributed in the bin. Two random numbers are then extracted from a uniform
distribution to obtain the energy and the angle within the bin.
It has been checked[33] that this fast extraction algorithm does not distort the muon
energy and angular distribution.
The following energy and angle ranges are selected for this simulation:
• 0.5 GeV<E<500 GeV;
• 0°<θ∗<90°;
The lower energy limit of 0.5 GeV is a safe margin with respect to the effective
threshold of 1.5 GeV (see Figure 4.5) observed on the energies of the muons that
reach the calorimeter.
4.1.2 Cosmic muon calorimeter trigger
Figure 4.5 shows the energy spectrum of the cosmic muons generated according to the
modified Gaisser’s formula (see Section 4.1.1) and the same spectrum for the cosmic
muons which produce hits the calorimeter. Only the muons with a generated energy
E &1.5 GeV are detected by the calorimeter. For energies below this threshold, the
muons are absorbed in the concrete located above the calorimeter.
The rate of generated events is obtained by integrating the flux on the genera-
tion plane and on the solid angle:∫ dI
dEµdΩdtdS
dS⊥dΩ
where dS⊥=dScos θ is the projection of the surface element on the plane perpen-
dicular to the cosmics flux. The result is a rate of generated cosmic muons of ∼9.5 kHz.
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Figure 4.5: Generated energy distribution of all the cosmic muons in the horizontal
production plane (blue line) and of cosmic muons producing hits in the calorimeter
(red line).
The rate of cosmics muons detected by the calorimeter is easily obtained as:
R = Rplane · NE>1MeV
NTOT
(4.4)
whete NE>1MeV is the number of events with at least 1 MeV deposited in at least 1
crystal. The rate on the calorimeter comes out to be R=130 Hz. This is clearly an
upper limit for the rate of cosmic events that can be used to calibrate the calorimeter:
a further selection is needed to make the calibration sample as homogeneous as
possible. The rate of cosmic muons decreases to R=15 Hz when a cluster of at least
4 crystals with an energy above 6 MeV is required. This rate allows to accumulate
1000 events/crystal after ∼5 hours of calibration run.
4.2 Event selection
The calorimeter crystals hit by a cosmic muon are grouped in a cluster according to
the procedure described in Section 3.5. A digitization threshold of 1 MeV per crystal
is applied.
In order to have a reliable fit of the muon trajectory, the calorimeter cluster is
required to have at least 4 crystals above threshold. Three different topologies of
calorimeter events are selected:
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1. muon tracks which do not cross the central hole (see Figure 4.6) but hit two
crystals in the outer ring of the same disk;
2. muon tracks which cross once the calorimeter disk passing trough the central
hole (see Figure 4.7). One crystal in the outer ring and one in the inner ring of
the same disk are required.
3. muon tracks which cross twice the calorimeter disk passing trough the central
hole (see Figure 4.8). Two crystals in the outer ring and two crystals in the
inner ring of the same disk are required.
For each selected event, the muon trajectory in the transverse plane x-y is fitted
using a least square method. All the crystals above the threshold belonging to the
cluster are included in the fit with a weight proportional to their deposited energy
(see Figure 4.9).
Figure 4.6: Example of cosmic muon passing the selection (1).
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Figure 4.7: Example of cosmic muon passing the selection (2).
Figure 4.8: Example of cosmic muon passing the selection (3).
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Figure 4.9: Distribution of the energy released by a cosmic muon in a single crystal.
The distribution of the sum of the fit residuals (χ2) is shown in Figure 4.10. Only
clusters with 0.6<χ2<1.4 are accepted for the calibration.
Figure 4.11 shows the difference between the nominal azimuthal angle φ and the
angle obtained by the fit: the resolution is σφ ∼ 0.04o.
Not all the hits used for the fit are also used to calibrate: the hits are considered only
if the corresponding crystal center has a distance lower than 1/2 of the crystal size
(17 mm) with respect to the fitted trajectory; in addition, the hits are considered only
if the corresponding path lenght in the transverse plane is longer than the crystal
thickness, that is 34 mm (see Figure 4.12).
Figure 4.13 shows the distribution of the specific energy loss (dE/dX) in the crystals
before and after the event selection. At this stage the muon path length dX has been
approximated by the path lenght in the transverse plane. It is possible to appreciate
how the event selection is able to reduce the fraction of events with an “anomalous”
specific energy loss.
4.3 Energy equalization
Since the cosmic muons are minimum ionizing particles their specific energy loss
is expected to be the same for all the crystals. The differences on dE/dX due to
the different material crossed before reaching a crystal can be considered as negligible.
A Monte Carlo simulation has been performed to check the validity of this as-
sumption. Figure 4.14 shows that the distribution of the peaks of the specific energy
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Figure 4.10: χ2 distribution of the squared sum of crystal distance from the cluster
fitted function.
Figure 4.11: Difference between nominal azimuthal angle φ and the angle obtained
by the fit.
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Figure 4.12: Distribution of the bidimensional path lenght in each crystal.
Figure 4.13: Specific energy loss (dE/dX) before and after the selection.
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Figure 4.14: 3D specific energy loss along all the calorimeter obtained by the Monte
Carlo simulation.
loss is homogeneous along all the calorimeter: the fluctuations at the level of ∼1%
are compatible with the statistical error of the fit.
Unfortunately, since the Mu2e calorimeter does not provide a measurement of
the z coordinate, the total three-dimensional path lenght cannot be directly obtained
by the crystal energy deposits3. Nonetheless, if the two-dimensional path length in
the transverse plane, that is independent of the z coordinate, is used instead of the
total path length, the 2D specific energy loss has still a distribution with a good
homogeneity along all the calorimeter.
Figure 4.16 shows a comparison between the cosmic muons specific energy loss
obtained using the 3D and the 2D path lenght: the 2D specific energy loss dis-
tribution is shifted towards higher values since the path length is systematically
underestimated but the shift is relatively small since the cosmic muons angular
distribution present a sharp peak corresponding to the vertical direction.
In addition, since there is no correlation between the cosmic muon inclination
with respect to the z axis and the crystal position, the 2D specific energy loss is
expected to be the same for all the crystals. Indeed, the Monte Carlo simulation
(see Figure 4.15) shows a uniform distribution of the peak values of the 2D specific
energy loss: the fluctuations of ∼1% are compatible with the statistical error of the
Landau fit of the peak. The 2D specific energy loss can then be used to equalize the
3The muon path along the z axis can be inferred from the time information but, since time
calibration needs energy equalization, this discussion is posponed to Section 4.4.
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Figure 4.15: 2D specific energy loss along all the calorimeter obtained by the Monte
Carlo simulation.
calorimeter channels.
The energy equalization has been tested supposing that all the channels have a
different energy scale factor ki so that their measured energy is Ei=kiEDEPi , where
EDEPi is the energy deposit in the crystal according to GEANT4[32]. The Landau fit
of the reconstructed 2D specific energy loss gives the peak value dE/dXpeaki for the
i-th crystal (see Figure 4.18). The equalization factor is defined as:
k¯i =
dE/dXpeaki
dE/dXpeak
(4.5)
where dE/dXpeak ∼6 MeV/cm is the nominal energy loss obtained by the Monte
Carlo simulation. The equalized energy is:
Ei
k¯i
= ki
k¯i
EDEPi (4.6)
Figure 4.19 shows that the distribution of the calibrated specific energy loss (dE/dXpeaki)/k¯i
has the correct mean value and a sigma of ∼1.5%. This result can be further improved
after that the time offsets of all the calorimeter channels will be aligned.
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Figure 4.16: Comparison between the 2D and the 3D path lenght values.
Figure 4.17: Distribution of the 2D specific energy loss obtained by the Monte Carlo
simulation.
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Figure 4.18: Distribution of energy deposition in a single crystal fitted with a Landau
distribution function.
Figure 4.19: Distribution of the calibrated specific energy loss (dE/dXpeaki)/k¯i.
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4.4 Time offset alignment
The time offsets (T0) in the calorimeter channels can be caused by different factors
such as the small differences on cable lengths, the transit times of the SIPM signals
or other electronics delays. These offsets are needed to be corrected in such a way
that their contribution to the calorimeter time resolution is negligible.
Time offsets can be aligned using the following procedure:
• the 2D fit of the muon trajectory in the transverse plane is performed in the
same way described for the energy equalization. The slope obtained from the
fit gives the angle φ in the x-y plane;
• only the crystals which have a center located at a distance lower than 1/2
of the crystal size (17 mm) with respect to the fitted trajectory and a path
lenght in the transverse plane longer than the crystal thickness (34 mm) are
considered4;
• the crystal center position is converted in the distance travelled in the x-y
plane:
∆y′ = ∆ysinφ =
y − y0
sinφ (4.7)
where y0 is the y coordinate of the cosmic muon starting point;
• the measured time in the crystal versus its distance ∆y′ is fitted;
• considering all the calibration sample, the average value of the fit residuals is
used to estimate T0 for each crystal;
• the values of the measured time are corrected in all the crystals by subtracting
their estimated T0.
The procedure can be iterated 5 times to converge to stable results. The possibility
to extract the time offset T0 from this procedure needs some more justification. The
time of a calorimeter channel can be expressed as the sum of the constant offset, the
muon time-of-flight and the optical photons time-of-flight inside the crystal:
ti = T0i +
∆y′
c · sin θ +
z
vc
(4.8)
where θ is the inclination with respect to the z axis, vc is the average velocity of the
optical photons and z is the distance travelled by the optical photons to reach the
SiPM. Equation 4.8 can also be written as:
ti − ∆y
′
c · sin θ = T0i +
∆z
vc
+ z0 − L/2
vc
+ L/2
vc
(4.9)
4This requirement implies that only 1 crystal per calorimeter row is admitted.
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where z0 is the z coordinate of the cosmic muon starting point and L=20 cm is the
crystal length.
When a sufficient number of calibration events has been collected, the contribu-
tion of the ∆z
vc
and z0−L/2
vc
terms vanishes since their mean value is 0. The mean value
of ti− ∆y
′
c·sin θ is therefore equal to the i-th crystal time offset T0i plus a constant factor
(L/2
vc
) which is the same for all the calorimeter channels.
The T0 alignment procedure has been tested on a cosmic muon Monte Carlo sample
in which all the channels had been shifted by a different T0 laying in the [-0.5,0.5] ns
interval. Figure 4.20 shows the gaussian fits for a single crystal after the first and
after the fifth iteration. The distribution of the error on the T0 determination for all
the crystals after 5 iterations is shown in Figure 4.21: the T0 values are distributed
as a gaussian with mean −26± 2 ps and σ ∼60 ps. This value is negligible if summed
in quadrature with the jitter of ∼150 ps expected from the clock signal distributed to
the digitizer boards and with the ∼250 ps measured at the test beam. These values
are mostly due to the fit of the digitizer waveform5.
(a) T0i after one iteration (b) T0i after 5 iteration
Figure 4.20: Distribution of the fit residuals for a single crystal considering all the
calibration sample. A gaussian fit is performed to determine the corresponding T0i
value.
5In the test beam, only 1 digitizer board was used.
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Figure 4.21: Distribution of the difference between the generated time offsets T0 and
the reconstructed ones after 5 iterations.
4.5 Energy equalization and calibration
After the time offset alignment procedure is performed, it is possible to improve the
energy equalization method and to set the energy scale by reconstructing the 3D
path lenght of the cosmic muons.
The sin θ value is obtained from the fit of the time versus the distance travelled in the
transverse plane (see Equation (4.8)). Figure 4.22 shows that sin θ is sharply peaked
at 1 and this suggests that a simple cut on sin θ would eliminate the uncertainties
connected to the reconstruction of the z coordinate without reduce significantly the
number of calibration events. The 3D specific energy loss can be obtained as:
dE/dX3D = (dE/dX2D)
1
sin θ (4.10)
Figure 4.23 shows the homogeneity of the peak of the specific energy loss along the
calorimeter after the equalization procedure: an equalization at the level of ∼1%
can be obtained. This makes the contribution of the equalization to the total energy
resolution of the calorimeter (O(5%)) quite negligible.
The specific energy loss from muons can also be calculated by Monte Carlo and can
be used to set the absolute energy scale of the calorimeter. This requires a fine tuning
of the Monte Carlo that will possible only when a large amount of experimental data
will be available.
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Figure 4.22: Distribution of the reconstructed value of sin θ.
Figure 4.23: 3D specific energy loss along all the calorimeter obtained by the equal-
ization procedure.
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Chapter 5
Calorimeter-based Particle
Identification
As already mentioned in Section 2.5, the main background source in Mu2e is
represented by the events induced by cosmic rays not vetoed by the CRV detector.
During the three years of data taking, about 1 background event induced by cosmic
rays is expected.
The background from cosmic rays consists of:
• electrons produced as δ-rays or from muon decays with a momentum close to
the one of the conversion electrons;
• muons mis-identified as electrons by the tracker.
The first category of events represents an irreducible background and accounts for
∼10% of the total. The second category, responsible for the remaining 90%, can
be suppressed by means of a Particle Identification (PID) algorithm. PID has to
reduce the non-electron background to a negligible level (∼10%) with respect to the
irreducible background without significantly affecting the acceptance on conversion
electrons.
The algorithm performances can be expressed as a function of:
• the electron identification efficiency εe, that is the probability to correctly
identify an electron;
• the muon rejection r(µ) = 11−εe(µ) , that is the inverse of the probability to
misidentify a muon as an electron.
The goal is to reach a muon rejection factor of r(µ) ' 100 with an electron identifi-
cation efficiency of εe > 90% on conversion electrons.
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Figure 5.1: Distribution of ∆t=ttracker-tecal for CEs and 105 MeV/c muons.
5.1 Useful variables to separate muons and elec-
trons
Mu2e PID algorithm can rely on the track time and momentum measured by the
tracker and on the cluster time and energy measured by the calorimeter. The elec-
tron track and the corresponding cluster on the calorimeter can be matched via
a track-cluster association procedure. Track and cluster information must then be
combined to efficiently separate muons and electrons with momentum p ∼100 MeV/c.
In this momentum range the electrons are ultra-relativistic (γe ∼200), while the
muons speed is ∼ 0.7 c. If the muon is misidentified as an electron, its speed is over-
estimated by ∼30%: the tracker time extrapolated to the calorimeter face (ttracker)
is then systematically lower than the time measured by the calorimeter tecal. Only
with the correct assumption about the particle mass, the predicted time is close to
the reconstructed time of the calorimeter cluster. The most probable values for the
distribution of ∆t=ttracker-tecal for CEs and for 105 MeV/c muons reconstructed as
electrons (see Figure 5.1) differ by about 5 ns.
Also the energy deposited in the calorimeter by a 100 MeV/c electron is dif-
ferent from the one deposited by a muon of the same momentum. The distribution
of the energy deposited in the calorimeter by the muons has a peak corresponding
to the muon kinetic energy (∼40 MeV) plus the energy released during the muon
capture. The distribution also shows a long tail above 40 MeV due to the muon
decays (µ− −→ e−ν¯eνµ). The distribution of the energy deposited in the calorimeter
by the electrons peaks at ∼90 MeV and presents an asymmetric tail on the left,
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Figure 5.2: Distribution in E/p for CEs and 105 MeV/c muons.
Figure 5.3: Distribution of the number of crystals in the cluster for CEs and 105
MeV/c muons.
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Figure 5.4: Distribution of the greatest energy deposits in the crystals belonging to
the cluster (E1) for CEs and 105 MeV/c muons.
Figure 5.5: Distribution of the highest fraction of cluster energy deposited in a single
crystal belonging to the cluster (E1/ETOT ) for CEs and 105 MeV/c muons.
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Figure 5.6: Distribution of the Thrust estimator for CEs and 105 MeV/c muons.
Figure 5.7: Distribution of the shower “footprint” area for CEs and 105 MeV/c
muons.
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due to the longitudinal energy leakage. Since the conversion electrons lose energy
before reaching the calorimeter through ionization and brehmsstrahlung, their energy
cannot be considered as fixed. For this reason the E/p ratio between the calorimeter
energy E and the track momentum p is better suited to separate the conversion
electrons from the muons. As shown in Figure 5.2, the distributions of the E/p
variable for the two categories of events is well separated.
The overall topology of the muon and electron clusters can also be used: muons release
on average all their kinetic energy in only 2 crystals with small energy deposits in
adjacent crystals; electrons generate an electromagnetic shower covering ∼8 crystals.
Following these considerations and after a Monte Carlo study, the following variables
have been chosen for the PID algorithm:
• ∆t=ttracker-tecal (see Figure 5.1) where ttracker is the tracker track time extra-
polated to the calorimeter face and tecal is the cluster time measured by the
calorimeter;
• E/p (see Figure 5.2) where E is the reconstructed cluster energy and p is the
track momentum;
• Ncry (see Figure 5.3) which is the number of crystals in the cluster;
• E1, E2, E3, E4, E5 which are the five greatest energy deposits in the crystals
belonging to the cluster. The distribution of E1 is plotted in Figure 5.4 as
reference;
• E1/ETOT , E2/ETOT , E3/ETOT , E4/ETOT , E5/ETOT which are the highest frac-
tions of cluster energy deposited in the crystals belonging to the cluster. The
distribution of E1/ETOT is plotted in Figure 5.5 as reference;
• the Thrust estimator (see Figure 5.6) which gives a measure of the shower
collimation. It is defined as:
Max
|~n|=1
∑
i
|~n · ~vi|∑
i
|~vi| (5.1)
where the pseudo-momentum ~vi is a vector with direction given by the line
joining the reconstructed cluster “center of gravity” to the coordinates of the
i-th crystal and with magnitude given by the energy deposited in the crystal;
• the shower “footprint” area (see Figure 5.7) which gives a measure of the shower
spread. It is defined as the determinant of the center of gravity covariance
matrix:
Mxy =
√√√√∣∣∣∣∣ σ2x σ2xyσ2xy σ2y
∣∣∣∣∣ (5.2)
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The covariance parameters are defined as:
σxy =
∑
i
(xi − x¯)(yi − y¯)Ei∑
i
Ei
, σx =
∑
i
(xi − x¯)2Ei∑
i
Ei
(5.3)
where x¯ and y¯ are the center of gravity coordinates.
5.2 A multivariate algorithm
The most efficient way to combine the variables which can be used to separate muons
from electrons is a multivariate analysis. When tagged samples of background and
signal events are available, it is possible to build a classifier to separate signal and
background events[34][35]. The samples, which can come from control data samples or
from Monte Carlo, have to be divided into two parts to train and test the algorithm:
the first part is used to train the classifier, the second part is used to verify that the
training has been correctly performed without introducing any dependence on the
particular set of events (overtraining).
In this thesis, the multivariate method called Boosted Decision Tree (BDT) has been
chosen.
In this method, the selection variables are used to split the training data sample as
follows:
• for each variable, a splitting value which provides the best separation between
signal and the background is found;
• the variable with the splitting value which provides the best signal to background
separation is selected;
• using this variable as discriminating variable, the initial sample of events is
splitted in two samples called “branches” and the process is repeated.
The splitting keeps going on until a given number of final branches (leaves) is
reached and a decision tree is completed. If most of the events ending on a leaf are
signal events, the leaf is tagged as signal leaf, otherwise it is tagged as background leaf.
A single decision tree is unstable since a small change in the training sample can
give a large change in the final results. This instability can be solved by introducing
a boosting technique: the boosting extends the single tree approach to a combination
of several trees (forest). All the trees are derived from the same training sample:
events most often misclassified in the previous trees receive an higher weigth to force
the next trees to give them the correct tag. Typically, about 1000÷2000 trees are
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built in this way to make the training sample stable.
When the forest is complete, a score (BDT value) is assigned to each event. For each
tree, the event follows the decision path: if it ends on a signal leaf it receives a score
of 1, if it ends on a background leaf it receives a score of -1. The finale score is the
average of the scores of all the trees. High scores mean the event is most likely signal
while low scores that it is most likely background.
The same set of decision trees is used to classify the background and the signal events
in the test sample. By choosing a particular BDT value on which to cut, it is possible
to select a desired ratio of signal to background.
5.2.1 Algorithm implementation
A Monte Carlo simulation has been used to generate a data sample of 100 MeV/c
muons and CEs together with the expected background to train the BDT algo-
rithm. Also the background events have been reconstructed using the electron mass
hypothesis1.
The association between the tracker track and the calorimeter cluster is done by
extrapolating the track on the calorimeter disk face and cutting on the distance
between the extrapolated point and the cluster center of gravity. The distance is
expressed in the (U,V) coordinate frame rotating along the track (see Figure 5.8).
The events used for the training are selected as follows:
• the particle track must pass the standard track quality selection cuts;
• its reconstructed momentum must be p>100 MeV/c;
• the calorimeter cluster must have an energy E>10 MeV and a time within
±10ns from the track-based prediction;
• the χ2 of the track-to-cluster matching, defined as:
χ2 = (Utrk − Ucl)
2
σ2U
+ (Vtrk − Vcl)
2
σ2V
(5.4)
with σU=20 mm and σV=10 mm, must be χ2<100;
• the time difference ∆t=ttracker-tecal must lay in the interval [-5, 8] ns (see Figure
5.9).
The distribution of the BDT scores for the signal and the background training
samples are shown in Figure 5.10. The training has been validated checking that the
same distributions are obtained applying the same set of decision trees to the test
sample.
1For example, this hypotesis can affect the Kalman filter used for the track fit.
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Figure 5.8: (U,V) coordinate frame rotating along the track.
Figure 5.9: Normalized distribution of ∆t=ttracker-tecal for CEs.
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Figure 5.10: Distribution of the BDT value for CEs and 105 MeV/c muons in presence
of the expected background.
5.3 PID algorithm results
Figure 5.11 shows the electron identification efficiency εe versus the muon rejection
rate r(µ) obtained by varying the cut on the BDT value: for a muon rejection of 200,
an electron efficiency of∼93% is obtained also in presence of the expected background.
Thanks to the BDT procedure, it is possible to reject 99.5% of mis-reconstructed
cosmic muons mimicking a conversion electron while maintaining the CE efficiency
around 93%.
Including the irreducible electron background (see Table 2.1), the number of back-
ground events due to the cosmic rays which is expected in three years of Mu2e
running is reduced to ∼0.1.
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Figure 5.11: Muon rejection rate as a function of the electron identification efficiency
for CEs and 105 MeV/c muons in presence of the expected background.
81
Conclusions
This thesis has been focused on the optimization of the calorimeter performances in
the Mu2e experiment.
It has been demonstrated that the calorimeter calibration realized using cosmic-ray
muons is enough to garantee the expected time and energy resolution of the calorime-
ter.
The energy calibration has been performed reconstructing the cosmic muons path
lenght and measuring the energy deposit released on the calorimeter crystals. The
resulting energy equalization, that is at the level of ∼1%, is negligible with respect
to the energy resolution required for the calorimeter (O(5%)).
The time offsets alignment can be performed with a residual spread of ∼50 ps.
This value is acceptable with respect to the time resolution both measured at a test
beam with a small scale prototype and simulated with the full Mu2e detector.
The expected calorimeter time and energy performances have been used to im-
plement a Particle Identification method to reduce the background events induced
by cosmic rays. The final number of expected background events after 3 years of
data taking is equal to 0.49±0.02 in the signal momentum window 103.85 MeV/c <
p < 105.1 MeV/c, in agreement with the sensitivity goal of the experiment[2].
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