We study the l p1,...,pm singular value problem for non-negative tensors. We prove a general Perron-Frobenius theorem for weakly irreducible and irreducible nonnegative tensors and provide a Collatz-Wielandt characterization of the maximal singular value. Additionally, we propose a higher order power method for the computation of the maximal singular vectors and show that it has an asymptotic linear convergence rate.
Introduction
In recent years an increasing number of applications of the multilinear structure of tensors has been discovered in several disciplines, e.g. higher order statistics, signal processing, biomedical engineering, etc. [1, 2, 3] . In this paper we study the maximal singular value problem for nonnegative tensors which is induced by the variational characterization of the projective tensor norm. Let Note that the computation of matrix norms [6] and tensor norms [7] is NP-hard in general and thus the restriction to nonnegative matrices resp. tensors is crucial. In the case of matrices (m = 2) a power method for the computation of a general (p 1 , p 2 )-norm of a nonnegative matrix and its associated singular vectors has been considered by Boyd [8] already in 1974. Recently, the paper has been reconsidered by [9] where uniqueness of the strictly positive singular vectors is shown under the condition that the matrix is strictly positive. Our Perron-Frobenius theorem extends this uniqueness result to irreducible matrices (note that the notion of weakly irreducible and irreducible coincide for matrices and reduce to the standard notion of irreducibility). In particular, this allows to have one p i to be arbitrarily close to 1 given that the other p k are sufficiently large or alternatively, all except one p i can be arbitrarily close to m − 1 whereas p i has to be sufficiently large. Moreover, our Collatz-Wielandt characterization seems to be the first one for the case where the p i are not all equal. Our result also leads to a slight generalization for the singular vectors of a partially symmetric nonnegative tensor introduced in [12] which is discussed in more detail in Section 5.
The power method for tensors was first introduced by Ng, Qi and Zhou in [13] for the computation of the maximal H-eigenvalue of an irreducible nonnegative tensor. It was generalized in [11] where the method can also be used for computing p1,...,pm singular vectors for weakly primitive nonnegative tensors. However, their method applies only in the case when p 1 = . . . = p m while our higher order power method needs only weak irreducibility of the nonnegative tensor and does not require p 1 , . . . , p m to be equal.
Let us describe the organization of this paper. In Section 2, we prove some general properties of the p1,...,pm singular values of f . In Section 3, we restrict our study to nonnegative tensors and provide criteria to guarantee the existence of some strictly positive singular vector 1 of f . In Section 4, we provide our PerronFrobenius Theorem and Collatz-Wielandt characterization of the maximal singular value. We discuss the relation between p1,...,pm -singular value and other spectral problems for tensors in Section 5. The higher order power method together with its convergence rate are introduced in Section 6. Finally, in Section 7 we do a small numerical experiment and compare our power method to the one proposed in [11] .
Notations and characterization of the singular spectrum
For f ∈ R d1,...,dm , f ≥ 0 (resp. f > 0) mean that every entry of f is nonnegative (resp. strictly positive),
we use bold letters without index to denote vectors in R d , bold letters with index i ∈ [m] denote vectors in R di and the components of these vectors are written in normal font, i.e.
We denote by S d the "unit sphere" in R d , i.e. x ∈ S d if and only if
. We write p to denote the Hölder conjugate of 1 < p < ∞ (i.e.
write V + (resp. V ++ ) the restriction of V to the positive cone (resp. to the interior of the positive cone), e.g.
We follow a similar system of notation as vectors
and 
One can conclude that a critical point x of Q such that f (x) = 0 (Q is not differentiable at x if f (x) = 0) must satisfy the following nonlinear system of equations
Now, for i ∈ [m] consider
then x ∈ S d is a critical point of Q if and only if f (x) = 0 and
. This motivates our choice for the definition of G(f ), the set of critical values of the function Q, as follow:
The proof of Proposition 3 resembles the study of Z-eigenvalues in [14] .
, where e = (1, 1, . . . , 1) ∈ R d andf := |f |.
Proof. First of all, note that for every
Proof. First, we show that Φ i is well defined. Let (λ, x) ∈ C * i and (λ,
Injectivity is straightforward by definition of Φ i and surjectivity is shown by noticing that if (λ,
The previous proposition implies that the maximum value of Q i is f p1,...,pm . Moreover, if we know a maximizer of Q i then we can construct a maximizer of Q and vice-versa. This result can be seen as a generalization of the variational characterization of the singular values and singular vectors of matrix (see e.g. Theorem 8.3-1 [15] ).
Nonnegative tensors and positive singular vectors
Now, we focus our study on tensors f ∈ R d1,...,dm with nonnegative coefficients, i.e. f ≥ 0.
We recall the definition of irreducible and weakly irreducible tensors. ii) We say that f is weakly irreducible if G(f ) is connected.
The next proposition lists some useful properties of nonnegative tensors. 
. J Tα(z) ⊂ J z follows from f ≥ 0 and the property discussed above. We show that if J z = ∅, then J Tα(z) is strictly contained in J z . So, suppose J z = ∅ and assume by contradiction that
Suppose by contradiction that f is irreducible. Since f ≥ 0, we must have z i,ji = 0. Thus, if κ(z) ∈ N denotes the cardinality of J z , we have κ(z) > 0. But we assumed f to be irreducible and by the same arguments as above, for every
and thus σ i,ji (z) > 0. This is true for every i ∈ [m] and
Note that it is proved in Lemma 3.1, [11] , that every irreducible tensor is weakly irreducible. The next example shows that the reverse implication of Proposition 8, b) is not true in general.
Example 9. Let f ∈ R
2×2×2 be defined by f 1,1,1 = f 2,2,2 = 1 and zero else. Then, for every x > 0, we have
, where • denotes the Hadamard product. If T α is defined as in Proposition 8, then T α (x) > α 0 x for every x > 0, however f is not weakly irreducible.
Corollary 10.
Let f ≥ 0 be a weakly irreducible tensor and
Proof. i) follows from Proposition 8, a). ii) follows from Proposition 8, b). Finally iii) and iv) follow from the definition of Φ i .
As we need the existence of some x * > 0 such that Q(x * ) = f p1,...,pm for the Collatz-Wielandt analysis, we provide here a few conditions on f and 1 < p 1 , . . . , p m < ∞ in order to guarantee it.
Lemma 12.
Let f ≥ 0 and 1 < p 1 , . . . , p m < ∞, then there exists some singular vector
..,pm follows from the proof of Proposition 3. Since
..,pm . By definition, the singular vectors of f are the critical points of Q and thusx * is a singular vector of f associated to the singular value f p1,...,pm .
Proof. By Equation (1) we have
is the singular value associated to x. From Proposition 8 we know that, with α =
Existence of x * > 0 follows from Lemma 12 and the discussion above. 
Theorem 14 (Theorem 2, [16]). Let
Proof. Follows from a straightforward computation.
where p max := max k∈[m]\{i} p k . We say that a vector x ∈ R d−di is an eigenvector of A i if x = 0 and there exists λ ∈ R such that A i (x) = λx. Suppose that we can prove the following.
++ is an eigenvector of A i associated to a strictly positive eigenvalue λ, then it is a critical point of Q i associated to the critical value λ
Using i), we may apply Theorem 14 and get the existence of x * > 0 such that A i (x * ) = λx * . ii) ensures that the associated eigenvalue λ is maximal. By iii), we know that x * > 0 is a critical point of Q i . Now, suppose by contradiction that λ i) The fact that A i is positively 1-homogeneous follows from Lemma 15
≥ 0 and Lemma 6. In order to prove the remaining property, that G(A i ) is strongly connected, we use the fact that f is weakly irreducible. So, let G(
and Theorem 14) with
is an undirected connected graph (f is weakly irreducible) this would imply that 
Thus A i fulfills all assumptions of Theorem 14.
ii) This result follows from Lemma 3.3 in [17] . We reproduce the proof here for convenience of the reader. Let
is positively 1-homogeneous and 0 ≤ x ≤ y imply A i (x) ≤ A i (y). It follows that for every n ∈ N, we have θµ iii) Let x > 0 be an eigenvector of A i associated to the eigenvalue λ > 0. Note that A i (x) = λx implies
Multiplying this equation by x k,j k and summing over
where we used
and we have α −1 x ∈ S d−di . Now, substituting x byx = α −1 x in Equation (5) and composing by ψ p k shows λ
. By Equation (3) it follows thatx is a critical point of Q i . Since the critical points of Q i are scale invariant, x = αx is also a critical point of Q i and
is a critical point of Q i and let λ > 0 its associated critical value. Since
is a singular vector of f , by Equation (3) we have
4 Collatz-Wielandt analysis and proof of the main Theorem
++ → R ++ , the Collatz-Wielandt ratios defined as follow:
and γ
The next lemma is useful to prove the uniqueness of the strictly positive singular vector of f in our PerronFrobenius Theorem.
Lemma 17.
Let f ≥ 0 be a weakly irreducible tensor, i ∈ [m] and x, y ∈ R d−di . Assume 0 < x ≤ y and x = y, furthermore consider the following sets for ν ∈ [m] \ {i}: 
Thus (l, j l ) ∈ J and we have I ⊂ J. Now, suppose J = ∅, then x = y implies the existence of l ∈ [m]\{i} and 
Note that the assumption 0 < x in Lemma 17 can't be replaced by 0 ≤ x, S i (x) = 0 as shown in the following example. 
Observe that Lemmas 6 and 15 imply
Moreover,
and the same holds if we replace θ l by Θ l . The assumption (m − 1) 
, as well as
Furthermore, for each l ∈ [m] \ {µ, ν, i} there exists indexes j
by construction of θ l and Θ l . With Lemma 6, we get
where we used Equation (7) for the strict inequalities. Observing that
shows γ 
++ is a critical point of Q i . By Equation (3) we know that
. Now, suppose that f is irreducible. By Theorem 13 we know that every nonnegative singular vector of f is strictly positive. Since x * is the unique singular vector of f in S 
In the case m = 2, we may also always choose i ∈ [m] such that p k ≥ 2 for k ∈ [2] \ {i} because p 1 ≤ p 2 is equivalent to p 2 ≤ p 1 which is true if and only if 1 ≤ (p 1 − 1)(p 2 − 1). Thus we recover the matrix case as analyzed by Boyd [8] . Note however that our result implies that the strictly positive singular vector is unique. Bhaskara et al. [9] proved the uniqueness of the strictly positive singular vector but only for the case of strictly positive matrix.
Proof of Theorem 1. The min-max characterization follows from Theorem 19. The uniqueness par follows from Proposition 5 and Corollary 20.
Relation with other tensor spectral problems
It is well-known that if a matrix is symmetric, then its eigenvectors and singular vectors coincide up to sign. This observation can be extended for tensors as shown in the following proposition. = f σ1(j1,...,jq 1 ),σ2(j (q 1 +1) ,...,j (q 1 +q 2 ) 
where, for i = 1, . . . , k, σ i is any permutation of q i elements. Then, every solution (λ,
where 1 <p 1 , . . . ,p k < ∞, induces a p1,...,pm singular vector of f with In particular, if f and p 1 , . . . , p +1) ) is the unique strictly positive solution of (8) .
Proof. For (y 1 , . . . , y k 
and the surjective map (8), then the partial symmetry of f and the definition of ξ imply 
. Now, we show the uniqueness of a strictly positive solution. Let (λ, x 1 , . . . , x k ), (µ, u 1 , . . . , u k ) be two strictly positive solutions to (8) . By the uniqueness result of Theorem 1, we know that λ = µ and ξ(x 1 , . . . , 
Problem (8) 
, . . . ,
. . , x m and Output: approximate of the maximal singular value λ := f (x). Moreover,
σ i is defined in Eq. (2) were introduced in 2005 by Qi [18] . Still for k = 1, the more general problem for 1 < p < ∞ is known as p -eigenvalue problem and was introduced by Lim in [4] . In [10] , [4] 
Computation of the tensor norm and singular vectors of a nonnegative tensor
We derive now an algorithm which takes benefit of the theory developed above. More precisely, motivated by the properties of γ 
++ be defined by
Note that if f is weakly irreducible, by Corollary 10, G is well defined and for k ∈ N we have
where (x k ) k∈N is the sequence produced by HGPM. Furthermore, if x * is a strictly positive critical point 
and when the Algorithm stops we have
Proof. The proof is in two steps, first we prove that γ
and then we conclude the proof.
Take the minimum over
. This concludes the first step of our proof. Now, if (x k ) k∈N is the sequence produced by HGPM, then, by Corollary 10, ( 
