ABSTRACT Point cloud is a collection of many unordered points. Deep learning network encounters difficulties in utilizing the local information of point cloud because of its irregular format. This is not conducive to the network to identify the details of the object. Some strategies that design new network structures are used to capture the local information, but they make the networks become complicated. This paper proposes an effective method by encoding points into feature vectors. The local information is represented using neighborhood points that are searched by the k-nearest neighbor method. The neighborhood points are converted into feature elements based on the distance between these points and the encoded point. The feature vector of each point consists of its coordinates and the corresponding feature elements. A simple deep learning network is used to process these feature vectors. The proposed method is applied to ModelNet40 shape classification benchmark. The experimental results show that the classification accuracy of the simple deep learning network is improved by the proposed method.
However, the local information helps improve the ability of deep learning based methods to identify fine-grained objects. The significant performance of deep learning based method depends largely on its ability to extract local information. Therefore, the ability of utilizing local information is very important to improve the performance of the method when it is designed based on deep learning networks.
To improve the ability to capture local information, PointNet++ [9] processes the point cloud in a hierarchical fashion. It first divides the point set into overlapping local regions. The local features of the point cloud are extracted from these local regions. However, the PointNet is recursively applied to different local regions, which increases the complexity of PointNet++.
This paper proposes an effective encoding method for point cloud. The method utilizes the local information in the data preprocessing part rather than changing the complexity of deep learning networks. Each point is encoded into a one-dimensional feature vector based on its coordinates and neighborhood points. The neighborhood points of the encoded point represent the local information. These neighborhood points are searched by using k-nearest neighbor (kNN), and they are then converted to corresponding vector elements based on the distances between them and the encoded point. These vector elements are randomly placed after the coordinates of the encoded point. The feature vector of each point contains not only its own spatial position information but also the local information of point cloud. These feature vectors are input directly into a simple deep learning network designed based on the basic PointNet. The ModelNet40 [10] shape classification benchmark is used to evaluate the proposed method. Experimental results show that the proposed method improves the classification accuracy of the simple deep learning network. The main contributions of this paper are summarized as follows:
• An effective point cloud encoding method is proposed to incorporate local information into the feature vector of the point.
• The kNN method is used to search for the neighborhood points of the encoded point. These neighborhood points are used to construct the local information.
• The feature vector of each point consists of its spatial position coordinates and the corresponding vector elements generated by neighborhood points.
• The proposed encoding method improves the classification accuracy of the simple deep learning network. The remainder of this paper is organized as follows. Previous studies related to our research are summarized in Section 2. The basic methods used in the proposed method are described in Section 3. The proposed encoding method is introduced in detail in Section 4. The experiments are provided based on ModelNet40 dataset in Section 5. Conclusions and comments for future researches are also given in Section 6.
II. RELATED WORK
The handcrafted features are often used to process 3D data in traditional methods [11] - [13] . The wave kernel signature is introduced for characterizing points on non-rigid 3D objects [14] . The Light Field descriptor (LFD) is used in a visual similarity-based 3D model retrieval system [15] . The Spherical Harmonic descriptor (SPH) is designed to transform rotation dependent shape descriptors into rotation independent descriptors [16] . However, it is a very complicated work to design the handcrafted features, and it is also not easy to design a good descriptor for specific task.
The deep learning is a good method that discards the handcrafted features, and it has been applied to 3D data recently. The early deep learning methods for point cloud are designed according to 3D convolutional neural networks (CNN) [17] . The 3D ShapeNets [10] is proposed to represent the 3D shapes as a probability distribution of binary variables. It designs a convolutional deep belief network to learn the distribution on 3D voxel grid. The VoxNet [18] model is designed to handle point cloud by combining volumetric occupancy grid representation with 3D CNN. The volumetric CNN is improved by introducing auxiliary tasks that is trained by subvolume supervision [19] . These networks consume a lot of computer memory, which limits the depth of the networks.
To deal with the computational intensities, a set of probing filters are used to sample the input field [20] . The 3D input space is hierarchically partitioned into unbalanced octrees in [21] . Rendering 3D data into 2D images is the other effective methods to ease the computational intensity. The multi-view representation of point cloud and a RGB image are chosen as the input of the multi-view 3D networks that are designed for 3D object detection [22] . The 2D convolutional neural networks can show their advantages when the point cloud is projected into 2D images at multiple viewpoints [23] - [25] . However, deep learning based methods require regular input representations. It is very inconvenient when these methods are applied to the irregular point cloud.
PointNet [8] is a novel method that applies deep learning to unstructured point cloud. The network extracts features directly from a single point. The features of all points are then integrated into one global feature. However, PointNet ignores the relationship between points. It cannot effectively capture the local information of point cloud. To solve this problem, PointNet++ [9] divides the point cloud into multiple local regions. The PointNet is recursively applied to these local regions. PointNet++ becomes very complicated compared to PointNet. The superpoint graph structure [26] is designed by combining PointNet and graph convolutional network. The graph convolutions has the ability to spread contextual information. The kd-network is proposed to utilize the spatial distribution of point cloud [27] . The spatial distribution is used by creating a Self-Organizing Map (SOM) in SO-Net where the features are extracted hierarchically on individual points and SOM nodes [28] . Though these new models allow the networks to make use of the local information of point cloud, they make the model become complicated.
To deal with the above problems, this paper proposes an effective point cloud encoding method instead of building a new model. This method integrates the local information of the point cloud into the feature vector of the point. These feature vectors have similar data formats to the original point cloud. It is easy for them to be applied to a simple deep learning network. Therefore, the proposed method can effectively utilize the local information without increasing network complexity.
III. BASIC METHODS USED IN THE PROPOSED METHOD
In the proposed method, kNN is used to search for the neighborhood points of the encoded point. These neighborhood points are transformed into vector elements based on the law of universal gravitation. This section provides a brief introduction for these two basic methods.
A. KNN SEARCH
kNN search is an effective way to search for neighborhood points [29] . It is assumed that the set T contains many reference points in a metric space. The query point q is also given in the same space. The objective is to search for k nearest neighbors of the point q from the set T based on metric distance. As is shown in Fig. 1 , the red point q is the query point and these black points are the reference points. This circle represents the distance between the query point and the four nearest neighbors in European metric space. 
B. LAW OF UNIVERSAL GRAVITATION
In 1687, the law of universal gravitation is published by Newton for the first time [30] . There is mutual attraction between any two objects. The direction of the force is approximately on the line between the centers of the mass of two objects. The force is called gravitation in Physics. The size of the gravitation is proportional to the mass of two objects and inversely proportional to the square of distance between two objects. The gravitation F between two objects is given as follows.
where m 1 and m 2 represent the mass of the object, r is the distance between two objects, G is the constant of universal gravitation.
IV. PROPOSED METHOD FOR 3D CLASSIFICATION
Although the point cloud is made up of many unordered points, these points affect each other. The degree of influence between points depends on the distance between them. In addition to the location information of the point itself, its neighborhood points also play an important role in identifying the object class. Therefore, it is necessary to consider both spatial information and the influence of surrounding points when encoding a point into a new feature vector. This paper proposes an effective preprocessing method to encode point based on its neighborhood points. These adjacent points represent spatial local information of the encoded points. The neighborhood points are searched by using kNN method. The law of universal gravitation determines the influence of these k points on the encoded point. The new feature vector of a point consists of the spatial coordinates of the point and its nearest neighborhood points. To process these new feature vectors, a simple deep learning framework is also designed according to PointNet. The overall framework of the proposed method is shown in Fig. 2 . The framework contains encoding points block and classification networks block. The detailed description of the proposed method is given in the following sub-sections.
A. SEARCH FOR NEIGHBORHOOD POINTS
Point cloud is a set of many points S = {P i |i = 1, 2, . . . , m}, P i is a point that consists of (x i , y i , z i ) that represent the spatial coordinates in the European space. m is the number of points in the point cloud. The neighborhood points of the encoded point is searched by the kNN method. The distance between all reference points and the encoded point is calculated. The k points closest to the encoded point are chosen as the neighborhood points. The distance between neighborhood points and the encoded point is measured by the Euclidean distance. The distance between point p 0 (x 0 , y 0 , z 0 ) and p i (x i , y i , z i ) is calculated using the following equation.
B. ENCODE POINT BASED ON ITS NEIGHBORHOOD POINTS
It is assumed that each point in the point cloud is a particle. These particles attract each other according to the law of universal gravitation. The gravitational pull between the particles is inversely proportional to the square of the distance between two particles and is proportional to the mass. Similarly, the interaction between points becomes weak when the distance increases. This provides a unique opportunity to describe the relationship between points based on the law of universal gravitation. It is noted that the relationship measured by gravitation is called the point gravitation in this paper.
The influence of neighborhood points on encoded points is measured based on the law of universal gravitation. It is assumed that the mass of each point is one, and the gravitation constant G is also set to one. The point gravitation g o between the encoded point and its neighborhood point is represented as the following style.
where x is the distance between the encoded point and its neighborhood point. It is obvious that the gravitation tend to infinity when the distance between the two points is very small. Large input value is disadvantageous to the improvement of the precision of deep learning networks. Therefore, the equation (3) is slightly modified to ensure that the valid value of the point gravitation g v is between 0 and 1.
For example, if the distance between the encoded point and one of its neighborhood points is x, the effect of this neighborhood point on the encoded point is the point gravitation g v . It is noted that the (4) is obtained from (3) by moving the y coordinate axis by one unit along the positive x direction. Therefore, the gravitation property of the point is not changed.
The spatial coordinates are also the important attribute of a point. Therefore, the point is encoded into a new feature vector based on point coordinate values and point gravitation.
The process of encoding a point is shown in Fig. 3 . It is assumed that there are k points near point p(x, y, z). Each neighborhood point is converted to the corresponding point gravitation according to (4) . The position of these point gravitation in the feature vector is random, and they are located behind the point p coordinates. The coordinates of point p directly fill the first three positions of the feature vector. Therefore, the point p is encoded into a (3 + k)-dimensional mathematical vector. 
C. DEEP LEARNING ARCHITECTURE FOR POINT CLOUD CLASSIFICATION
The full classification network architecture is visualized in Fig. 4 . It is the basic PointNet without special modifications. Compared to the standard PointNet, the basic PointNet discards the input transformation, feature transformation and regularization loss. The n encoded feature vectors with 3 + k dimensions are input to the shared multilayer perception (mlp) with five layers. The features of all input points are integrated by max pooling to form global feature. The final classification scores for N classes are returned based on fully connected layer. The proposed point cloud encoding method can be easily applied to the basic PointNet. It is noted that the mlp is completed using one-dimensional convolution operation.
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
The ModelNet40 shape classification benchmark is used to evaluate the proposed method. The dataset contains 12,311 CAD models with 40 object categories. There are 9,843 models in training set and 2,468 models in test set. The designed network is implemented based on Tensorflow, and the experiments are conducted on Ubuntu 16.04 with a single Nvidia TITAN Xp GPU.
A. EXPERIMENTAL SETUP
The effect of the proposed encoding method on 3D classification accuracy is evaluated based on ModelNet40 dataset. The accuracy overall (acc) and accuracy average class (acc_cla) are chosen as the main performance metrics. The accuracy overall represents the classification accuracy of all objects. The accuracy average class is obtained by averaging the accuracy of all categories.
where C is the number of objects that are classified correctly, T is the total number of objects.
where C i is the number of category i that are classified correctly, T i is the total number of category i, and N is the number of categories. In addition, there is a hyperparameter k in the proposed method. This hyperparameter determines the number of neighborhood points of the encoded point. In other words, it determines the feature vector dimension of the encoded point. To explore the sensitivity of the parameter, extra experiments are conducted by varying the k values.
B. EXPERIMENTS FOR 3D OBJECT CLASSIFICATION
To compare fairly with the results generated by PointNet, the proposed method directly encodes the point cloud used in [8] . Each object consists of 1,024 points that are uniformly sampled on mesh faces. These points are then normalized to a unit sphere.
In the experiment, the number k of the neighborhood points is set to six. Therefore, each point is encoded into a 9-dimensional mathematical vector. The batch size is set to 64 to speed up the training process. During training, the point cloud is augmented by randomly setting some feature vector elements to zero. In order to prevent overfitting, the model is evaluated in each training epoch and only the optimal model is saved. Other parameter settings are the same as PointNet. The experimental results are shown in Table 1 . All the results are expressed as percentages. It is clear that the proposed method performs better than the methods where the input format is not point. Comparing 3DShapeNets, VoxNet, and Subvolume, the accuracy is respectively improved 4.8%, 3.6%, and 0.3%. Moreover, the proposed method obtains a better classification accuracy than PointNet when the point is chosen as the input. The proposed method achieves a 0.3% accuracy improvement. It is noted that the input transformation, feature transformation, and regularization loss are used in PointNet to improve the accuracy, whereas the proposed method only uses the basic PointNet without these terms. However, the proposed method acquires higher accuracy. This reflects that the proposed method plays a key role in improving classification accuracy. The proposed method effectively encodes the local information of point cloud into the feature vectors of points. It returns better feature vectors for point cloud. These feature vectors enable the simple deep learning network to learn not only the global features of objects but also local features.
It is also noted that there is a gap between the proposed method and PointNet in average class accuracy. It shows that the proposed method has limited ability to improve the classification accuracy of all categories. The classification accuracy for each category is shown in Table 2 . The proposed method can effectively recognize some categories such as airplane and bowl. However, it has limited ability to distinguish some classes such as flowerpot and radio. The ability of the proposed method to identify objects is related to the point cloud representation of the objects. The point cloud sampling quality is different on different categories of objects. It is reasonable that the classification accuracy is different for different categories. It is also worth noting that only the basic PointNet is used in the experiments. The number of parameters in the network is much smaller than that of the standard PointNet used in [8] . The encoded feature vector is obtained by adding the point gravitation behind the coordinates. The dimension of each point is increased from three to nine. The convolution kernel size changed from 1 × 3 to 1 × 9. However, this change only occurs in the first convolutional layer used to receive the input data. The space complexity of the basic PointNet is only slightly increased. Therefore, the space complexity of the model in the proposed method is much lower than the model in [8] . 
C. VISUALIZATION OF EXPERIMENTAL RESULTS
To further demonstrate the classification performance of the proposed method, four categories that are wrongly classified are shown in Fig. 5 . The point cloud of each category is rendered into three-view images according to the strategy used in [8] . These categories include cup, flowerpot, radio, and wardrobe. Their classification accuracy is the lowest among all categories. As can be seen from Fig. 5 , the cups are respectively misclassified into flowerpot and vase from left to right. The flowerpots are misclassified into plant and vase. The radios are misclassified into glass box and nightstand. The wardrobes are misclassified into bookshelf and dresser. It is obvious that the categories with similar shapes are easily misclassified into the same category.
Because the dataset used in the experiments contains 40 categories, it is not appropriate to build a confusion matrix. For convenience, only categories with lower classification accuracy are shown in Fig. 6 to show their classification results in more detail. These categories are chosen based on Table 2 . Their classification accuracy is not higher than 80%. The horizontal and vertical axes represent the actual and predicted labels, respectively. Each element value indicates the probability that the real category is classified into a predictive category. Take the first column of data as an example, the probability that the bench is correctly classified is 75%. The bench is incorrectly classified into mantel, piano, sofa, table, and TV-stand with the same probability of 5%.
It is interesting that the flowerpot is wrongly classified into plant with a probability of 60%, while the plant is incorrectly recognized as flowerpot with a probability of 14%. Some flowerpots have flowers inside, which increases the similarity between flowerpot and plant. Combined with the classification results of other categories, it is found that the objects are easily misclassified when the shape of the two categories is closer. The reason is that the proposed method only utilizes the spatial coordinate information of the point cloud. In addition, except the flowerpot, the classification accuracy of all categories exceeds 50%. Moreover, only 12 of the 40 categories have classification accuracy below 80%. This suggests that the proposed method has a strong ability to correctly identify most categories.
D. SENSITIVITY EXPERIMENTS
There is only one hyperparameter k in the proposed method. The hyperparameter is introduced by the kNN method. To explore the effects of the hyperparameter on classification accuracy, the sensitivity experiments are performed on ModelNet40 dataset. The hyperparameter k varies from 1 to 10. There are a total of 10 experiments in this section. The experimental results are shown in Fig. 7 and Fig. 8 .
As shown in Fig. 7 , the accuracy overall fluctuates when k changes from 1 to 8, but it generally shows an upward trend. The accuracy overall drops when the k value exceeds 8. The number of neighborhood points that are used to encode a point is low when the k is set a small value. As a result, the feature vector of the point contains less local information. The feature vector has a limited ability to effectively represent the shape of the object. Therefore, the accuracy overall is low when the k value is small. However, the accuracy overall drops when more neighborhood points are used. These neighborhood points are used to construct the local information, and the local information plays an important role in representing the fine-grained features of the object. The difference between fine-grained features is reduced when the k value is set too big. This is harmful to the recognition of objects. Comparing Fig. 7 and Fig. 8 , the accuracy average class shows a more obvious upward trend than accuracy overall. The accuracy average class also decreases when the k value exceeds 8. The accuracy average class and accuracy overall reflect the classification performance of the proposed method from different directions. Therefore, they show similar trends when k varies from 1 to 10. It is also worth noting that the two classification accuracy fluctuates when k is set to 4 and 7. That is because the point cloud is unstructured and unordered, and the density of points may be different at different locations. However, the fluctuation is small, and it has little influence on the trend of the accuracy. Taking into account the accuracy overall and accuracy average class, the value of k is recommended in the set {6, 7, 8}. It has to be pointed out that the large k value leads to high feature vector dimension. The data with high dimension consumes more computer memory. Therefore, the low k value is favored when using the proposed method.
E. DISCUSSIONS
The deep learning that directly takes the point set as input is an effective method in processing point cloud, but it performs poorly in capturing the local information of point cloud. An effective encoding method is proposed to overcome this shortcoming. The experimental results show that the proposed method performs better than traditional methods on the 3D object classification task. Moreover, the proposed method achieves higher accuracy than PointNet that also chooses the point set as the input, but it only uses a simple deep learning network. This suggests that the proposed method has a strong ability to effectively utilize the local information, and it has good potential in improving the classification accuracy of 3D objects. The sensitivity experiments suggest that the sufficient number of neighborhood points is a prerequisite for building a good feature vector. However, more neighborhood points increase the dimension of the feature vector, and reduce the difference between feature vectors.
The number of the neighborhood points has an important influence on classification accuracy, but it is set manually. It is difficult to manually select an optimal number of neighborhood points. Evolutionary algorithm [31] - [33] is an effective way to find the optimal solution to a problem. It achieves significant performance on scheduling problems [34] , [35] .
In the future, the authors will search for the optimal number using evolutionary algorithm based on the density of point cloud.
VI. CONCLUSIONS AND FUTURE WORKS
This paper proposes an effective encoding method that encodes each point into a one-dimensional feature vector. The feature vector contains the coordinates of the encoded point and its neighborhood points. The neighborhood points represent the local information of the point cloud, and they are searched by using kNN method. These neighborhood points are then transformed to feature vector elements based on the distance between these points and the encoded point. The elements are placed behind the coordinates of the encoded point. A simple deep learning network is also used to process these feature vectors. The experiments are completed based on ModelNet40 dataset. Experimental results show that the proposed method improves the classification accuracy of the simple deep learning network. The sensitivity experiments are also performed to explore the effects of the hyperparameter in the proposed method. The recommended values for the hyperparameter are also given.
In the future, the hyperparamter for the number of neighborhood points will be removed from the proposed method, and it will be searched by using the evolutionary algorithm. In addition, it is also necessary to further improve the classification accuracy of individual categories. After all, the accuracy average class obtained by the proposed method is still far from enough.
