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An algorithm that initializes a quantum register to a state with a specified energy range is given,
corresponding to a quantum implementation of the celebrated Feit-Fleck method. This is performed
by introducing a nondeterministic quantum implementation of a standard spectral filtering proce-
dure combined with an apodization technique, allowing for accurate state initialization. It is shown
that the implementation requires only two ancilla qubits. A lower bound for the total probability of
success of this algorithm is derived, showing that this scheme can be realized using a finite, relatively
low number of trials. Assuming the time evolution can be performed efficiently and using a trial
state polynomially close to the desired states, it is demonstrated that the number of operations re-
quired scales polynomially with the number of qubits. Tradeoffs between accuracy and performance
are demonstrated in a simple example: the harmonic oscillator. This algorithm would be useful for
the initialization phase of the simulation of quantum systems on digital quantum computers.
I. INTRODUCTION
Quantum simulation is one of the most important ap-
plications of quantum computing because the time evolu-
tion of many physical systems can be realized with a num-
ber of quantum gates scaling logarithmically with the
system size, opening up the possibility of making calcula-
tions in regimes inaccessible on classical computers [1–3].
Many quantum algorithms have been developed to simu-
late efficiently the dynamics of quantum systems, such as
single particle non-relativistic systems [4–6], many-body
systems [7], fermionic systems [8, 9] and many others [10].
Although many efficient algorithms have been discov-
ered for the simulation of the time evolution of quan-
tum systems, the initialization of the quantum register
to a desired initial state remains a challenge. Ideally,
this state would be physically relevant while being ef-
ficiently implemented on the quantum computer. For
general initial states, this cannot be achieved because it
involves the execution of diagonal unitary gates requiring
O(2n+1) operations, where n is the number of qubits [11–
13]. This can be improved by using Walsh basis functions
techniques and by approximating the unitary operation
[14]. Therefore, these “brute-force” techniques entail an
exponential number of gates and thus, deteriorate the
performance of any quantum simulation algorithm.
A quantum algorithm for the initialization of the quan-
tum register has also been formulated for the simula-
tion of real space non-relativistic quantum mechanics
[5, 15, 16]. The initial state is constructed incremen-
tally by adding qubit contributions while conserving the
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probability distribution. This method also requires diag-
onal unitaries for general states, but may be efficient for
a certain class of function.
Another popular approach for the initialization is the
phase-approximation method pioneered by Abrams and
Lloyd [17]. The Abrams and Lloyd technique (ALT)
yields eigenvalues and eigenstates of time-independent
Hamiltonian operators by evolving a trial state in time
and by separating its spectral component using a quan-
tum Fourier transform on an ancilla qubit register. If the
trial state is polynomially close to the eigenstate, i.e. if
the overlap between the trial state and the eigenstate is
bounded by a polynomial function of the problem size,
success can be achieved in polynomial time because the
success probability of the algorithm is proportional to
this overlap. Conversely, this probability can be expo-
nentially small if the eigenstate component in the trial
state is unimportant compared to other modes, although
this can be improved by means of the adiabatic-state-
preparation algorithm [18]. The ALT has been employed
in the context of chemical physics to assess the possibil-
ity of determining eigenstates of molecular systems on
quantum computers [18, 19]. Despite its very interesting
properties and success, this scheme usually requires a rel-
atively large number of ancilla qubits to properly resolve
the eigenenergies and eigenstates.
In this article, we present an alternative approach to
the initialization problem which bears some resemblance
to the ALT but differs on two main aspects: (1) an
apodization technique is introduced to improve the accu-
racy of the generated states, (2) a non-unitary operation
is introduced to decrease the number of required ancilla
qubits.
The goal of our algorithm is to set the value of the
amplitude of a quantum register with the resulting state
|Ψρ〉 having spectral components within a specified en-
ergy range. Our algorithm takes advantage of the effi-
ar
X
iv
:1
60
5.
02
74
7v
3 
 [q
ua
nt-
ph
]  
21
 A
pr
 20
17
2cient time evolution to initialize the register by a spec-
tral filtering technique: a trial function is evolved in time
and filtered to keep only the desired spectral components.
It can be seen as a quantum generalization of the Feit-
Fleck spectral method, originally developed to evaluate
eigenenergies and eigenstates of the Schro¨dinger equation
in a static potential by solving the time-dependent dy-
namics [20]. The latter has been used successfully in a
wide range of applications on classical computers [21–23].
The quantum algorithm presented in the following has
some interesting properties. First, it requires only two
ancilla qubits. Second, assuming that the overlap be-
tween the trial state and the desired state is not neg-
ligible, it yields the desired state with a relatively high
probability (see Eq. (22)) and it can be implemented ef-
ficiently. Third, it can accommodate states with many
spectral components, such as wave packets. However, the
weight of each component is connected to their value in
the trial function, prior to filtering. Finally, the imple-
mentation naturally allows for an apodization function
which improves the filtering and the accuracy of the de-
sired states. Hereinafter, we shall assess each of these
properties.
This article is separated as follows. Section II reviews
some basic facts on quantum simulations. In Sec. III, the
quantum implementation of the spectral filtering method
is presented. Sec. IV is devoted to the complexity anal-
ysis and the resource requirements for the algorithm. A
simple example where the ground state of the harmonic
oscillator is generated from the filtering method is con-
sidered in Sec. V. Finally, the conclusion is found in Sec.
VI.
II. QUANTUM SIMULATIONS
In this section, a brief review of quantum simulations
on digital quantum computers is given. The main goal
here is to present the notation and to describe the objec-
tive of our initialization algorithm.
To simulate a quantum system on a quantum com-
puter, one has to find a set of quantum gates that ap-
proximates the exact evolution operator
Uˆ(0, T ) = exp
[
−iT Hˆ
]
, (1)
where T is the final time and Hˆ is the Hamiltonian de-
scribing the physical system under investigation. For the
more general case of a time-dependent Hamiltonian, this
would become a time-ordered exponential [24].
The evolution operator usually cannot be evaluated
exactly and one has to resort to some approximation
scheme. One popular method is based on the Trot-
terization of the exponential where the total time is
split into Nt small intervals of duration ∆t = T/Nt,
as Uˆ(0, T ) = U1 · · ·UNt . Then, each evolution oper-
ator Ui := Uˆ((i − 1)∆t, i∆t) is approximated by the
Trotter-Suzuki exponential product Uˆapprox with an ac-
curacy O(∆tq+1), where q ∈ N+ gives the order of the
approximation. The order can be improved to arbitrarily
large value [25]. The resulting scheme is a product of uni-
tary transformations which can be simulated on a quan-
tum computer using quantum gates [26]. These gates are
applied on a quantum register made of n qubits where the
state of the register is given by a 2n-dimensional vector
in the Hilbert space Hn =
⊗n
i=1H1, where H1 is the
Hilbert space of one qubit. The state of the register is
then expressed as
|ψn〉 =
2n∑
k=1
αk|k〉, (2)
where (αk)k=1,··· ,2n are complex amplitudes and |k〉 rep-
resents the tensor product of n qubit states, the sum is
carried over all binary strings. Similarly, the state of the
physical system to be simulated is described by a vector
in a Hilbert space H. Such vectors can be approximately
written as
|Ψ(t)〉 ≈
2n∑
k=1
bk(t)|φk〉, (3)
where bk(t) are time-dependent coefficients and |φk〉 are
orthonormal basis vectors that span a Hilbert space
Happrox with dimension 2n, matching the dimension of
the quantum register. It is assumed that vectors in the
Hilbert space Happrox ⊆ H are accurate approximations
of vectors in the full Hilbert space of the physical sys-
tem H. This occurs when n is large enough, assuming
the convergence of the discrete Hilbert space to some re-
gion in the Hilbert space of the physical system. Then,
the coefficients bk can be directly mapped to the co-
efficients αk as bk 7→ αk, allowing the quantum com-
puter to store the discretized state of the physical sys-
tem under consideration. At the same time, the approx-
imate evolution operator expressed in the physical basis
as (Uapprox)jk = 〈φj |Uˆapprox|φk〉 is mapped to quantum
gates. Applying these operations on the quantum regis-
ter, the coefficients αk store the approximate time evo-
lution of the state. When the number of gates obtained
from the mapping scales like poly(n) for a given constant
precision  1, we shall say that the resulting algorithm
is efficient. This whole strategy is the essence of quantum
simulations on digital quantum computers.
The main goal of the algorithm presented in this arti-
cle is the initialization of the quantum register |ψn〉 to an
initial state relevant for quantum simulations. Of course,
this step must occur before the actual time evolution is
implemented. The filtering technique presented in the
next section sets the value of the coefficients αk, ensur-
ing that the register represents a discretized eigenstate
of a given time-independent Hamiltonian. These initial
eigenstates are typical in numerical simulations of quan-
tum systems on classical computers in atomic, molecular
and optics physics, for example [27, 28].
3III. QUANTUM SPECTRAL FILTERING
METHOD
The basic ingredient of the spectral filtering method is
the observation that an exact state |ϕρ〉 with a spectral
content ρ can be approximated from
|ϕρ〉 ≈ |Ψρ〉 = 1
T
∫ T
0
dtwρ(t)e
iEρt|Ψtrial(t)〉, (4)
where T is is final time of the calculation, wρ(t) is the
window (apodization) function, Eρ is the central fre-
quency and |Ψtrial(t)〉 is a time-dependent state initial-
ized to an arbitrary trial value. This last formula is a
simple consequence of the trial state eigendecomposition,
as demonstrated in Appendix B.
Here, wρ(t) is the window function that selects the
wanted spectral component and that accounts for the fact
that a finite time evolution is performed. It is normalized
such that wρ(t) ∈ [0, 1] and maxt∈[0,T ] wρ(t) = 1. For
an infinite time evolution, the spectrum would become a
weighted Dirac comb. On the other hand, if the window
function is rectangular (wρ(t) = 1 for t ∈ [0, T ]), the
spectral peaks will be given by a sequence of sinc(Eρ)
functions which have large spectral leakage, i.e. they have
large spectral components outside the central frequency.
This phenomenon occurs in the standard ALT. A window
function which vanishes smoothly close to t = 0 and t =
T reduces spectral leakage by improving the suppression
of unwanted modes. As shown in Eq. B5 of Appendix B,
the magnitude of unwanted modes is suppressed by the
line shape centered on energy Eρ, given by
Lρ(Eρ − Em) = 1
T
∫ T
0
dtei(Eρ−Em)twρ(t), (5)
where Em is the (discrete) energy of the state (see
Appendix B). The strength of the suppression is dic-
tated by the choice of the window function. Having
a large suppression factor is important when the over-
lap of the trial state and the desired state is small as
A := |〈ϕρ|Ψtrial(0)〉|  1. In this case, the spectral co-
efficient of the desired state |aρ|2 in the trial state also
has a small contribution. For this mode to dominate af-
ter the filtering procedure, the suppression factor has to
be at least as high as the ratio between |aρ|2 and the
maximum spectral coefficient of other modes. Then, a
window function with a high suppression factor could, in
principle, filter the unwanted mode successfully and in
turn, this would increase the accuracy of the eigenstate
estimation. However, as demonstrated in the following,
A is also proportional to the total probability of success
of the quantum algorithm.
The algorithm described below requires the energy Eρ
of the desired state to be known beforehand. For some
cases, this can be obtained from analytical or classical
computational methods. There also exist efficient quan-
tum computation approaches whereby the spectrum is
calculated semi-classically from the autocorrelation func-
tion obtained by performing a measurement of 〈σx,y〉,
where σx,y are Pauli matrices, on one added ancilla qubit
[29, 30]. An explicit implementation of this approach rel-
evant to the initialization is given in Appendix A.
Then, the determination of the eigenstate proceeds in
two stages: (1) choosing a trial state and (2) evolving
this trial state in time while evaluating Eq. (4). These
steps can be implemented on a quantum computer by
supplementing the quantum register with an additional
qubit |c〉. The Hilbert space of this qubit serves to la-
bel whether the quantum register |ψn〉 stores the trial
function |Ψtrial(t)〉 or the constructed initial state |Ψρ〉.
The quantum register should be initialized in the state
|ψn+1〉 := |c〉 ⊗ |ψn〉 = |0〉 ⊗ |00 · · · 0〉.
In the first step, the trial function is constructed
from controlled gates, as displayed in Fig. 1. At this
point, the quantum register is in the state |ψn+1〉 =
|0〉⊗ |Ψtrial(0)〉, implying that the norm of the trial state
is 〈Ψtrial(0)|Ψtrial(0)〉 = 1. Moreover, we assume that
this trial state can be constructed using a number of
gates scaling like poly(n). This is possible in principle be-
cause it is an arbitrary state where the coefficient αk can
take any value. One possible way to implement the trial
state is the utilization of the technique described in Refs.
[5, 15, 16], which allows for the efficient initialization of
a certain class of function. Another approach is given
in Ref. [31] where an approximation of the eigenstate is
obtained by an efficient grid refinement. The trial state
can also be a thermal random state as in the determinis-
tic quantum computation with one quantum bit (DQC1)
model of computation [29]. The minimal requirement is
that the overlap with the desired spectral components
should not be exponentially small, as discussed further
in the next section.
For the second step, we use the fact that the filtering of
the trial function given in Eq. (4) can be approximated
by a quadrature formula of the form
|Ψρ〉 =
Nt∑
i=0
Bi|Ψtrial(ti)〉+O(∆tq), (6)
Bi :=
uiwρ(ti)e
iEρti
Nt
, (7)
where Nt is the number of time steps, ti := i∆t is the
time where the integrand is evaluated and (ui)i=0,··· ,Nt
are coefficients defined by the quadrature rule [32]: they
are chosen such that the order of accuracy is at least
(∆t)q ≈  to ensure that this numerical error does not
dominate over the error attributable to the time evolution
approximation. The sum in Eq. (6) is then computed
by alternating a gate Bˆi with a controlled gate c-Ui+1.
The latter evolves the trial function by one time step
while Bˆi actually performs the sum. The quantum circuit
associated to this algorithm is displayed in Fig. 1.
As mentioned earlier, it is assumed throughout that
the time evolution implemented by the gates c-Ui+1 is
efficient, i.e. that it yields an accurate approximation of
4Eq. (1) in poly(n) number of gates. This property of the
time-dependent solver is very important for the global
efficiency of the initialization algorithm.
The operator Bˆi is a non-unitary operator applied on
the added qubit |c〉 and is given in the computational
basis by
Bˆi :=
1√
1 + |Bi|
2
2 + |Bi|
√
1 + |Bi|
2
4
[
1 0
Bi 1
]
, (8)
where the prefactor changes the normalization and guar-
antees that the operator Bˆi can be literally realized [33].
It can be checked that after Nt iterations, the quantum
register will be in the state
|c〉 ⊗ |ψn〉 = |0〉 ⊗ |Ψtrial(T )〉+ |1〉 ⊗ |Ψρ〉
N
, (9)
N :=
√
〈Ψtrial(T )|Ψtrial(T )〉+ 〈Ψρ|Ψρ〉, (10)
=
√
1 + 〈Ψρ|Ψρ〉, (11)
where the last equality is obtained because unitary oper-
ations are used to evolve the trial state and thus, do not
change its norm.
Performing a projective measurement |1〉〈1| (see Fig.
1), one obtains that |c〉 ⊗ |ψn〉 7→ |1〉 ⊗ |Ψρ〉. This
state can then be used as an initial condition for the
time-dependent simulation of a physical system. The
probability of success of the projective measurement is
related to the probability to be in the eigenstate, i.e.
Pρ := 〈Ψρ|Ψρ〉/N2.
The main challenge of this strategy is the implemen-
tation of the non-unitary operation Bˆi. Such operations
and their quantum gate decomposition have already been
considered [33–37] and a similar strategy is utilized here.
First, the matrix Bˆi is re-written as Bˆi = UiΣiV
†
i , ob-
tained from the usual singular value decomposition. This
yields two unitary matrices Ui, V
†
i and the diagonal ma-
trix Σi = diag(1, si). The matrices Ui, V
†
i can be evalu-
ated explicitly and are given in Appendix C. The second
singular value is
si =
√√√√√1 + |Bi|22 − |Bi|
√
1 + |Bi|
2
4
1 + |Bi|
2
2 + |Bi|
√
1 + |Bi|
2
4
. (12)
The value of the prefactor in Eq. (8) was chosen such
that the first singular value is “1” while the second obey
|si| ≤ 1, in accordance with the exact realization theorem
[33]. Then, the probability interpretation is preserved
and the operator Σi can be literally realized with one
ancilla qubit, a unitary transformation and a projective
measurement. This procedure is now detailed.
Introducing another ancilla in the state |0〉, the matrix
Σi can be decomposed into the following transformations
(up to a normalization):
|0〉 ⊗ V †i
(
|0〉 ⊗ |Ψtrial(i∆t)〉+ |1〉 ⊗ |Ψ(i−1)ρ 〉
)
=
|0〉 ⊗
(
|0〉 ⊗ |Ψ(i)0 〉+ |1〉 ⊗ |Ψ(i)1 〉
)
(13)
7→ |00〉 ⊗ |Ψ(i)0 〉+
(
si|01〉+
√
1− s2i |11〉
)
⊗ |Ψ(i)1 〉
(14)
7→ |0〉 ⊗
(
|0〉 ⊗ |Ψ(i)0 〉+ si|1〉 ⊗ |Ψ(i)1 〉
)
(15)
7→ |0〉 ⊗ Ui
(
|0〉 ⊗ |Ψ(i)0 〉+ si|1〉 ⊗ |Ψ(i)1 〉
)
=
|0〉 ⊗
(
|0〉 ⊗ |Ψtrial(i∆t)〉+ |1〉 ⊗ |Ψ(i)ρ 〉
)
, (16)
where |Ψ(j)ρ 〉 is the partial sum (for i = 0, · · · , j) in
Eq. (6) and where |Ψ(i)0,1〉 are linear combinations of
|Ψtrial(i∆t)〉 and |Ψ(i−1)ρ 〉 obtained by applying V †i on
the qubit |c〉. The first mapping (Eq. (14)) is performed
by a unitary operation in the subspace of the ancilla and
the |c〉 qubits corresponding to a controlled inverse ro-
tation where the rotation angle θi is cos(θi) = si, con-
trolled by the qubit |c〉. In turn, Eq. (15) is obtained by
a non-unitary projective measurement |0〉〈0| on the sec-
ond ancilla qubit while Eq. (16) is achieved by applying
the operator Ui on the first ancilla qubit |c〉. The corre-
sponding circuit diagram is displayed in Fig. 2. Going
from Eq. (14) to Eq. (15), the normalization changes
from N2i−1 to N
2
i , where
Ni :=
√
1 + 〈Ψ(i)ρ |Ψ(i)ρ 〉. (17)
This algorithm is nondeterministic: every time the pro-
jective measurement is performed, the value of the ancilla
qubit is verified. If it is in the state |0〉, this is a “suc-
cess” and the rest of the algorithm can follow because
the non-unitary operation has been performed properly.
Otherwise, if it is in the state |1〉, this is a “failure” and
the initialization phase has to be reworked from the be-
ginning. Each measurement has a definite success and
failure probability. From Eq. (14), the probability of fail-
ure of one projective measurement at step i = 0, · · · , Nt
is given by
p
(i)
failure =
〈Ψ(i)1 |Ψ(i)1 〉(1− s2i )
N2i−1
. (18)
The failure probability is maximized when p
(i)
1 :=
〈Ψ(i)1 |Ψ(i)1 〉/Ni−1 is maximal. It is demonstrated in Ap-
pendix D that the maximization over the norm of Ψ
(i−1)
ρ
is given by
max∥∥∥Ψ(i−1)ρ ∥∥∥ p
(i)
1 =
1
1 + (F−i )2
, (19)
where F−i is defined in Eq. (C3) and depends on Bi.
5|Ψtrial〉 U1 U2 UNt Uˆ
|c〉 Bˆ0 Bˆ1 Bˆ2 BˆNt
|s1〉
...
· · ·
|sn〉
FIG. 1. Circuit diagram for the quantum implementation of the spectral filtering method. The gate Ui advances the trial
solution by ∆t. The gate Bi is a non-unitary operation. It is defined in Eq. (8) and its quantum circuit is displayed in Fig.
(2). The gate |Ψtrial〉 initializes the quantum register to an arbitrary state. The projective measurement operator implements
the projective measurement |1〉〈1| that collapses the register to the wanted wave function. Finally, the gate Uˆ performs the
quantum simulation by evolving in time the initial state constructed by the filtering algorithm.
|0〉 R†(θi)
=
|c〉 Bˆi V †i Ui
FIG. 2. Circuit diagram for the implementation of the nonuni-
tary operation. The upper qubit is an ancilla qubit prepared
in the state |0〉. The measurement operator implements the
projective measurement |0〉〈0|. If the measurement yields the
state |1〉, the calculation has to be redone from the beginning.
The success probability, on the other hand, is p
(i)
success =
1 − p(i)failure. Maximizing p(i)1 , a first inequality can be
written as
p(i)success ≥ 1−
 max∥∥∥Ψ(i−1)ρ ∥∥∥ p(i)1
 (1− s2i ). (20)
The right-hand side of the last expression is a monoton-
ically decreasing function of |Bi|. As a consequence, the
success probability is minimized when |Bi| is maximized.
As can be readily verified, max |Bi| = 1/Nt because the
other terms have values in the interval |wρ|, |ui|, |eiEt| ∈
[0, 1]. Using this result, the success probability after
Nt + 1 applications of operator Bˆi, as required by the
algorithm and denoted by Psuccess, is bounded by
Psuccess ≥
1 + 14N2t − 12Nt
√
1 + 1
4N2t
1 + 1
4N2t
+ 12Nt
√
1 + 1
4N2t
Nt+1 . (21)
For a large number of iterations, this becomes
Psuccess ≥ 1
e
[
1− 1
Nt
]
+O(N−2t ), (22)
where e ≈ 2.7183 is Euler’s number.
The success probability Psuccess relates to the imple-
mentation of the non-unitary operations that filter the
trial function. As a consequence, the mean number of re-
alizations required to implement the filtering part of the
algorithm is approximately e. This is low enough that
the efficiency of the global algorithm, including the time
evolution, is not deteriorated by the nondeterministic na-
ture of the spectral filtering method. However, the total
success probability of the algorithm is
Ptotal = PρPsuccess, (23)
=
〈ψρ|ψρ〉
N2e
+O(N−1t ). (24)
Consequently, the total success probability of the whole
procedure depends on both the probability of being in the
eigenstate Pρ and the probability of success of the non-
unitary operation. The total success probability and the
accuracy of the method are analyzed in more detail in
the next section.
IV. ACCURACY, COMPLEXITY ANALYSIS
AND RESOURCE REQUIREMENTS
In this section, some properties of the filtering tech-
nique are studied quantitatively and compared to the
ALT. In particular, estimates for the accuracy and for
the resource requirements are obtained in terms of the
filter properties.
A. Accuracy of the filtering method
The accuracy of the filtering method is evaluated in
Appendix E. If the suppression of the filter is large
enough and if the trial function is real, the error is
bounded by
 ≤ max [CN−qt , f] . (25)
The first argument on the right-hand side of Eq. (25)
is the error of the time evolution discretization scheme,
which is O((∆t)q). The value of the constant C depends
on the Hamiltonian considered while q depends on the or-
der of accuracy of the time evolution and on the smooth-
ness of the Hamiltonian [38]. The second argument de-
6fined by
f :=
S2(1−A)
A|L(0)|2 , (26)
is the error of the filtering procedure, where S is the
minimum suppression of the filter (defined in Eq. (E6)),
A := |〈ϕρ|Ψtrial(0)〉|2 is the overlap of the trial function
with the desired eigenstate and |L(0)| ∈ [0, 1] is the co-
herent gain of the filter. Typical values for the coherent
gain lie in the interval 0.3 . |L(0)| . 0.8, with a value of
|L(0)| = 1 for the rectangular window function [39, 40].
Therefore, the accuracy of the filtering is controlled by
the filter properties (the suppression and the coherent
gain) and by the initial trial state.
The value of the suppression factor S depends on the
filter chosen. One popular choice is the Hann function
[20]. However, there now exist high-performance filters
where the side lobe suppression levels can reach up to
-248 dB [40], reducing the power spectral density by a
factor of ≈ 1025 outside the range of interest and relative
to the central frequency. As a comparison, a rectangular
window function, as in the ALT, reaches -13.3 dB while
the Hann window function has a suppression factor of -
31.5 dB. Choosing a filter with a large suppression could
potentially lead to a very accurate eigenstate estimation.
B. Performance of the method
The high suppression factors described in the last sec-
tion are possible only when the filter resolves the eigenen-
ergies, when the energy width of the line shape is smaller
than the energy interval between the wanted eigenen-
ergy and its closest neighbor as ∆Ewindow < ∆Eρ :=
min |Eρ − Eρ±1|. Here, ∆Ewindow is the bandwidth de-
fined from the center of the filter Eρ to the minimum
between the main peak and the first side lobe. The reso-
lution of the filter is then related to the total time of the
calculation as ∆Ewindow = Wpi/T , where W ∈ R+ is the
line shape width. The rectangular filter has the best reso-
lution with Wrectangular = 1. For other filters, with higher
suppression strength, typical values are 2.0 . W . 6.0.
Therefore, having a higher suppression strength usually
entails more time iterations to resolve the eigenstates.
The number of iterations Nt required is determined by
fixing ∆t and T to obtain the desired bandwidth and
resolution. First, the size of the time step ∆t should
guarantee that the time-dependent evolution reaches con-
vergence: this is achieved when the largest frequency
component is resolved and when the numerical scheme
is stable (as an example, for explicit time integration
scheme in real space, a necessary condition for stability
is the Courant-Friedrichs-Lewy condition [41]). In addi-
tion, the value of ∆t should make sure that the error due
to the time evolution is at least as small as the wanted
accuracy. Finally, because the energy range of the filter is
[−pi/∆t, pi/∆t], yielding a bandwidth of B := 2pi/∆t, the
time step has to be set to give an energy range that ac-
commodates all of the desired spectral components. Sec-
ond, as mentioned earlier, the final time should be large
enough such that eigenenergies are resolved. These con-
siderations yield the following condition on the number
of time steps:
Nt > max
[
WB
2(∆Eρ)
,
(
C

) 1
q
]
. (27)
This condition ensures that the filter resolves the eigen-
state and that the desired accuracy is achieved. There-
fore, if a high resolution is required, the computation time
is proportional to the width of the filter and inversely pro-
portional to the energy interval between eigenvalues. For
a given Hamiltonian, the number of time steps required is
then Nt = poly(n), as long as the eigenstates are not ex-
ponentially close together, obeying (∆Eρ)
−1 = poly(n).
For many cases of interest, this condition is fulfilled and
our initialization technique becomes exponentially faster
than any classical algorithm. For well-separated eigenen-
ergies, the number of time steps is rather determined by
the accuracy of the time evolution. Then, the width of
the filter is not critical to the performance of the method.
For quasigenerate states exponentially close to each
other, when ∆Eρ ∼ 2−n, the quantum efficiency is absent
because resolving these states necessitates an exponential
number of time steps. One example is the Coulomb-like
system for which the eigenvalues display an accumulation
point at E = 0. Resolving the highly excited states in
the vicinity of E = 0 requires an exponential number of
operations because of their quasi-degenerate nature.
Also, this technique could cease to be efficient for
many-body systems, in the limit of a large number of
strongly correlated particles [42]. In this case, the re-
quired accuracy decreases exponentially with the num-
ber of particles [43], demanding an exponential calcula-
tion time. As a matter of fact, there exist classes of local
Hamiltonian for which the eigenenergies are QMA-hard
to obtain [44] and therefore, are likely to involve an expo-
nential number of operations. Nevertheless, although our
method is not valid for all QMA-hard problems, it may
still be useful in practical applications, such as quantum
chemistry simulations [45]. These limitations are also
shared by the ALT.
The average number of operations N¯ required to ini-
tialize the wave function using this quantum algorithm
scales like N¯ = eNtpoly(n)/Pρ. This can be compared
to the general states initialization methods described at
the beginning, which scale like O(2n). In the limit of a
large number n of qubits, the quantum spectral filtering
method has an exponential gain of performance, if Pρ
is not exponentially small. This probability is now dis-
cussed in more details. As long as f  1, the probability
can be estimated as
Pρ =
A|L(0)|2
1 +A|L(0)|2 +O(f), (28)
7and thus, varies in the interval Pρ ∈ [0, 1/2], according to
the value of the overlap and the coherent gain. Similar
to the accuracy, this probability depends on the coher-
ent gain of the filter and on the trial state overlap. As
mentioned earlier, typical values of the coherent gain for
most filters are ∼ 10−1, reducing the performance of the
algorithm when compared to the rectangular filter. This
probability is also controlled by the overlap, confirming
that the trial state choice is highly important for the
computational cost.
C. Comparison with the ALT
Using the estimates derived above, it is now possible
to make a comparison with the ALT. The computational
complexity of the filtering algorithm is similar to the
ALT: the number of operations in the ALT scales like
N¯ (ALT) = Mpoly(n)/P
(ALT)
ρ , where M = Nt, the num-
ber of iterations, determines the resolution and is similar
to our number of time steps. However, the success proba-
bility is different and is given by P
(ALT)
ρ = A+O(f) [31].
Combining the preceding results, it is possible to compare
the resource requirements for both methods. We get
N¯
N¯ (ALT)
<
2e
|L(0)|2
Nt
N
(ALT)
t
. (29)
For applications where the resolution is critical, this be-
comes N¯/N¯ (ALT) < 2eW/|L(0)|2 and the performance is
dictated by the coherent gain and the width of the fil-
ter. However, if the accuracy determines the number of
time steps, we have N¯/N¯ (ALT) < 2e/|L(0)|2 and only the
coherent gain is important for the performance.
In terms of the accuracy, the comparison between the
two methods yields

(ALT)
=
S2
S2rectangular|L(0)|2
, (30)
where it is assumed that CN−qt < f , 
(ALT)
f . Therefore,
the accuracy of our filtering technique can potentially be
superior to the ALT.
However, there is clearly a tradeoff between accuracy
and performance, that depends on the type of filter and
the technique used. In particular, the ALT is more effi-
cient by a constant factor that depends on the properties
of the filter. On the other hand, our technique can poten-
tially yield more accurate results if a larger suppression
factor is considered.
Moreover, our technique does not require a large num-
ber of ancilla qubits, a useful property given that the
number of qubits is limited to ≈ 14 in actual quantum
computer registers [46–48]. A typical quantum simula-
tion in real or momentum space for a non-relativistic
single particle system, for example, requires at least ≈
256-512 lattice points in 1D to reach convergence, mak-
ing for a quantum register having more than ≈ 8-9 qubits
to store the wave function. For the ALT method, the
register for the quantum Fourier transform requires ap-
proximately ≈ 6-7 additional qubits [17]. In addition, a
certain number of qubits should be reserved for error cor-
rection and possibly, for additional work space. There-
fore, using ALT, the resource requirement for this type of
quantum simulation is at the limit and probably above
the resources available. With our algorithm, only two
ancilla qubits are necessary, for any energy resolution.
This reduction of the number of qubits could allow for
the simulation of a certain type of systems using actual
quantum computers, whereas they would be out of reach
using the ALT. This of course, assumes that the coher-
ence time of the quantum device can accommodate the
larger computational cost of our method.
V. SPECIFIC EXAMPLE: THE HARMONIC
OSCILLATOR
In this section, some features of the filtering method
are illustrated in a simple example: the quantum har-
monic oscillator. The Hamiltonian, expressed in the os-
cillator natural units where the energy is in units of ~ω,
lengths are in units of
√
~/(mω), ω is the oscillator fre-
quency and m the particle mass, is given by
Hˆ =
pˆ2
2
+
1
2
xˆ2. (31)
The ground state of this system is now generated on a
classical computer by the filtering method combined with
techniques borrowed from real space quantum simula-
tion. In particular, the 1D time-dependent Schro¨dinger
equation is solved by using the pseudospectral second
order split operator scheme described in Appendix F.
The latter could be implemented efficiently on a quan-
tum computer by using the quantum Fourier transform
[4, 6].
The filtering is applied to a trial state given by
Ψtrial(0, x) =
{
cos2
(
pix
2`
)
, x ∈ [−`, `]
0, else
(32)
where ` is the wave function width. This trial state can be
generated efficiently with poly(n) quantum gates using
the technique given in Refs. [5, 15, 16] because its square
can be integrated analytically.
The domain has a length of L = 40 (all quantities are in
the quantum oscillator natural units) and is discretized
by 1024 lattice points. The trial state width is set to
` = 10 and is evolved to a final time of T = 100 using
Nt = 8192 time steps. The power spectrum of the trial
function is computed by using Eq. (B3) and the results
are displayed in Fig. 3. It can be verified that the energy
of the highest peaks in the power spectrum are positioned
at energies
E = Em = m+
1
2
, m = 1, 3, 5, · · · , (33)
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FIG. 3. Power spectra for the ground state generated from the
filtering method using the constant or Hann window function.
The spectrum is also given for the trial state, prior to filtering.
in agreement with the analytical solution of the harmonic
oscillator. Components with m even do not appear in the
spectrum because they are antisymmetric while the trial
wave function is symmetric.
The trial state is then filtered using Eq. (4). The sim-
ulation parameters are the same as above. Two window
functions are considered: a rectangular window as in the
ALT and the Hann window, given by
w(t) =
1
2
[
1− cos
(
2pit
T
)]
. (34)
The resulting power spectrum of the filtered ground state
(with E0 = 1/2) is also displayed in Fig. 3. For both win-
dow types, the power spectrum is sharply peaked around
the ground state energy. However, the Hann window
function suppresses the unwanted modes by up to five
orders of magnitude more than the rectangular window
function, conferring a distinct advantage of our apodiza-
tion technique because it yields more accurate states.
This is confirmed by computing the numerical error
 = ‖ψfiltered − ψexact‖. We find that Hann ≈ 2.42×10−8
while (ALT) = rect ≈ 1.77× 10−5.
The calculation considered here could be performed on
a 12 qubit register: 10 qubits are used to store the wave
function and two ancilla qubits are utilized in the initial-
ization phase, as discussed previously. In comparison,
for the same energy resolution, the ALT would require
approximately 23 qubits: 10 qubits for the wave func-
tion and ≈ 13 qubits for the quantum Fourier transform.
Given that the state-of-the-art quantum registers have
≈ 14 qubits [46], reducing the number of ancilla qubits is
still an important issue for the success of quantum simu-
lations. Therefore, our quantum filtering technique is an
interesting alternative from this standpoint.
The success probability, on the other hand, favors the
ALT. The overlap of the trial state with the desired state
yields a success probability of P
(ALT)
total ≈ 0.45. For our
filtering technique, this probability is evaluated explic-
itly using Eqs. (D2), (18) and the expression of Pρ. We
find that Ptotal ≈ 0.061. Therefore, our filtering scheme
demands more computation time than for ALT, demon-
strating the tradeoff between accuracy, computation time
and the number of qubits required.
Interestingly, the accuracy of our filtering scheme is
approximately the same as for ALT using a number of
time steps given by Nt = 1600, using the same value for
other parameters. In this case, the accuracy is reduced
to Hann ≈ 1.66× 10−5 while the change in the probabil-
ity of success is negligible. Therefore, one obtains that
N¯
N¯(ALT)
≈ 1.44, showing that the performance overhead
can be relatively unimportant in some cases for a fixed
accuracy, although the number of required qubits is re-
duced.
VI. CONCLUSION
In conclusion, the algorithm we are presenting allows
for an efficient initialization of a quantum register to
a state with a specified energy range under some spe-
cific conditions: the overlap of the trial state with the
eigenstate and the energy difference between eigenstates
should not be exponentially small. Our algorithm im-
proves upon the ALT on two main aspects: the inclusion
of a window function allows for more accurate eigenstates
(the accuracy depends on the choice of filter) and the
number of ancilla qubit is limited to two, for any en-
ergy resolution. In the ALT, this energy resolution dic-
tates the number of qubits. However, our technique gen-
erally requires more quantum operations than the ALT
and thus, there is a tradeoff between accuracy, compu-
tation time and resource requirements. These features
were demonstrated in the simple example of the quan-
tum harmonic potential system.
Such a procedure is important for dynamical quantum
simulations on digital quantum computers where the goal
is to simulate the time-dependent behavior of the wave
function and to determine scattering process probabilities
where the initial state is one specific eigenstate of some
static Hamiltonian. These are important in many fields
such as atomic, molecular, optical and condensed matter
physics.
Furthermore, our algorithm can be applied to many
physical systems in any basis (real space, momentum
space, etc) as long as an efficient time evolution algo-
rithm is available and the conditions given above are ful-
filled. Other explicit implementations for the solution of
quantum equations will be given elsewhere.
Finally, it may be interesting to apply the novel con-
cept of qubitization to our filtering method. This new
technique promises optimal query complexity for the
computation of a large class of unitary and non-unitary
operators [49]. This will be investigated further in the
future.
9Appendix A: Efficient measurement of the energy
spectrum
The energy spectrum of a given time-independent
Hamiltonian can be obtained from the time evolution
of a trial function by calculating the Fourier transform
of the autocorrelation function 〈Ψtrial(0)|Ψtrial(t)〉, as in
Eq. (B3). Again, this is an adaptation of the Feit-Fleck
method [20] to quantum computing and was already dis-
cussed in the context of DQC1 [29] and for the simulation
of physical systems [30]. We give here a simple formu-
lation of this algorithm. We note that these approaches
are similar in spirit to the one-qubit implementation of
the quantum Fourier transform in Schor’s algorithm [50].
An ancilla qubit is added in the state |c〉 = |0〉 to
double the register and a random trial function is imple-
mented on the other qubits, setting the quantum register
in the state |0〉 ⊗ |Ψtrial(0)〉. Then, the following map-
pings are performed:
|0〉 ⊗ |Ψtrial(0)〉 (A1)
7→ 1√
2
[|0〉 ⊗ |Ψtrial(0)〉+ |1〉 ⊗ |Ψtrial(0)〉] , (A2)
7→ 1√
2
[|0〉 ⊗ |Ψtrial(0)〉+ |1〉 ⊗ |Ψtrial(t)〉] . (A3)
These mappings are easily implemented using a
Hadamard gate, doubling the register to store the initial
trial state, at t = 0. The second mapping is a controlled
evolution operator, which evolves the trial state to time
t. The resulting circuit diagram is displayed in Fig. 4.
The last step of the quantum algorithm is the mea-
surement of 〈σx,y ⊗ I〉, where σx,y are Pauli matrices, on
the ancilla qubit (here, the identity is in the subspace
of qubits that stores the wave function). It can then be
demonstrated that
〈σx ⊗ I〉 = 2Re〈Ψtrial(0)|Ψtrial(t)〉, (A4)
〈σy ⊗ I〉 = 2Im〈Ψtrial(0)|Ψtrial(t)〉. (A5)
Therefore, from these measurements, it is possible to con-
struct the autocorrelation function. This algorithm is ef-
ficient if the time evolution operator U is also efficient.
However, it requires the use of classical computation to
evaluate the Fourier transform in Eq. (B3) to obtain the
spectrum. Then, the eigenenergies can be read off from
the spectrum.
Appendix B: Filtering method
In this appendix, we review some standard results for
the filtering method relevant to our quantum algorithm.
In particular, the spectrum of the filtered signal is eval-
uated to reveal the effect of the window function.
Any general time-dependent state, using an eigende-
|Ψtrial〉 Ut
|0〉 H
|s1〉
...
|sn〉
FIG. 4. Circuit diagram for the quantum implementation of
the measurement of the correlation function. The gate Ut
advances the trial solution by t. The gate H is a Hadamard
gate. The gate |Ψtrial〉 initializes the quantum register to an
arbitrary state. Finally, the quantity 〈σx,y〉 are measured on
the ancilla qubit.
composition, can be written as
|Ψtrial(t)〉 =
∑
m,jm
am,jme
−iEmt|ϕm,jm〉, (B1)
where Em is the discrete eigenenergy, am,jm is the spec-
tral coefficient of a given mode, jm is an index over de-
generate states while |ϕm,jm〉 are the eigenvectors. On a
digital quantum computer, there is no continuum spec-
trum because the computer simulates a compact system.
As a consequence, the spectrum is always discrete. Mul-
tiplying by wρ(t)e
iEρt/T and integrating on time, we get
|Ψρ〉 = 1
T
∫ T
0
dtwρ(t)e
iEρt|Ψtrial(t)〉, (B2)
where |Ψρ〉 is the state filtered by the window function
wρ(t) and Eρ, as shown below, is the central frequency
of the filter.
To evaluate the effect of the window function wρ, we
compute the spectrum of the state |Ψρ〉. The power spec-
trum of this state can be obtained from the Fourier trans-
form of the autocorrelation function as
C(E) =
1
T
∫ T
0
dtw(t)eiEt〈Ψρ(0)|Ψρ(t)〉, (B3)
where w(t) is a window function allowing for a finite time
integration. Using Eq. (B2), the last equation can be
written as
C(E) =
1
T 3
∫ T
0
dtdt1dt2w(t)e
iEt+iEρ(t2−t1)wρ(t1)wρ(t2)
× 〈Ψtrial(t1)|Uˆ(0, T )|Ψtrial(t2)〉. (B4)
Decomposing the trial state using the eigen-
decomposition in Eq. (B1) and simplifying, we
get
C(E) =
∑
m,jm
|am,jm |2|Lρ(Eρ − Em)|2L(E − Em), (B5)
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where Lρ is the line shape given by
Lρ(Eρ − Em) = 1
T
∫ T
0
dtei(Eρ−Em)twρ(t), (B6)
and L is the line shape associated to w(t). Therefore,
the power spectrum consists in Dirac-delta-like peaks L,
representing energy modes centered on Em, weighted by∑
jm
|am,jm |2|Lρ(Eρ − Em)|2. Therefore, the spectral
content of the filtered signal is determined both by the
trial function through an,j and by the window function
wρ. For carefully designed filters, the suppression of un-
wanted modes, accomplished by Lρ, can be exponentially
large.
Appendix C: Expressions resulting from the singular
value decomposition
The operator Bˆi is re-expressed by using a singular
value decomposition as Bˆi = UiΣiV
†
i . These matrices
are written explicitly as
Ui =
 F+√(F+i )2+(G+i )2 F−√(F−i )2+(G−i )2
G+√
(F+i )
2+(G+i )
2
G−√
(F−i )2+(G
−
i )
2
 (C1)
V †i =
 F+√(F+i )2+1 1√(F+i )2+1
F−√
(F−i )2+1
1√
(F−i )2+1
 (C2)
where we defined
F±i :=
Bi
2
±
√
1 +
B2i
4
, (C3)
G±i := 1 +
B2i
2
± |Bi|
√
1 +
B2i
4
. (C4)
Appendix D: Maximum bound on p
(i)
1
This appendix is devoted to finding the maximum
value of
p
(i)
1 :=
〈ψ(i)1 |ψ(i)1 〉
1 + 〈Ψ(i−1)ρ |Ψ(i−1)ρ 〉
. (D1)
Using Eq. (C2), the last equation is given by
p
(i)
1 =
|(V †i )21|2 + |(V †i )22|2〈Ψ(i−1)ρ |Ψ(i−1)ρ 〉
1 + 〈Ψ(i−1)ρ |Ψ(i−1)ρ 〉
. (D2)
This last function is a monotonically increasing function
of the norm 〈Ψ(i−1)ρ |Ψ(i−1)ρ 〉 and therefore, is maximized
when the norm is large. Therefore, it yields
max∥∥∥Ψ(i−1)ρ ∥∥∥ p
(i)
1 = |(V †i )22|2 =
1
(F−i )2 + 1
. (D3)
Appendix E: Accuracy estimate of the filtering
method
In this appendix, a bound on the error of the filtering
method is derived. We assume there is no degenerate
states. The error is defined as
 = ‖ϕρ −Ψρ‖ , (E1)
where |ϕρ〉 is the wanted eigenstate while |Ψρ〉 is an ap-
proximation of the eigenstate obtained from the spectral
filtering method. Here, both states are normalized to 1.
Using Eqs. (B1) and (B2), the error can be written as
 = 1 +
|aρ|2|L(0)|2
N2ρ
− 2 |aρ||L(0)|
Nρ
cos(θ) +
Aρ
N2ρ
, (E2)
where θ is the phase of the amplitude aρ, where we de-
fined
Aρ :=
∑
m 6=ρ
|am|2|L(Eρ − Em)|2, (E3)
and where the normalization of |Ψρ〉 is given by
N2ρ = |aρ|2|L(0)|2 +Aρ. (E4)
When the suppression of the filter is large enough, we
have that Aρ  |aρ|2|L(0)|2, allowing us to expand the
expression of the error, yielding
 = 2− 2 cos(θ) + Aρ|aρ|2|L(0)|2 cos(θ) +O
(
A2ρ
|aρ|4|L(0)|4
)
.
(E5)
This expression shows that the phase should be θ = 0 to
minimize the error, implying that the trial state should
be real. Then, we introduce a minimal suppression factor
defined as
S := max
m6=ρ
|L(Eρ − Em)|, (E6)
which allows writing the inequality
Aρ ≤ S2
∑
m 6=ρ
|am|2 = S2(1− |aρ|2). (E7)
Then, we have the overlap A := |〈ϕρ|Ψtrial(0)〉|2 = |aρ|2.
Combining all of these results yields an estimate of the
error of the filtering method given by
 ≤ S
2(1−A)
A|L(0)|2 . (E8)
Appendix F: Solving the time-dependent
Schro¨dinger equation in real space
The time-dependent Schro¨dinger equation in real space
representation is
i∂tψ(x, t) =
[
pˆ2
2
+ V (x)
]
ψ(x, t), (F1)
11
where ψ(x, t) is the wave function, pˆ = −id/dx is the
momentum operator and V (x) is a scalar potential. The
solution of this equation is given by
ψ(x, ti + δt) = e
−iδt
[
pˆ2
2 +V (x)
]
ψ(x, ti), (F2)
where ti is the initial time and δt is a small time incre-
ment. The evolution operator can be approximated by a
second order split operator method as
ψ(x, ti + δt) = e
−i δt2 V (x)e−iδt
pˆ2
2 e−i
δt
2 V (x)ψ(x, ti)
+O(δt3). (F3)
The momentum operator is diagonal in Fourier space.
Taking advantage of this fact, the pseudospectral method
consists in taking the Fourier transform of the wave func-
tion and write the evolution as [27, 28]
ψ(x, ti + δt) = e
−i δt2 V (x)
× FT−1
{
e−iδt
p2
2 FT
{
e−i
δt
2 V (x)ψ(x, ti)
}}
,
(F4)
where FT(·) denotes the Fourier transform operator.
This numerical scheme can be implemented easily on a
classical computer and can be implemented efficiently on
a quantum computer [4, 6].
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