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Abstract
We study here when there are irreducible morphisms h :X → Y and h′ :Y → Z between indecomposable
modules such that the composite h′h is a non-zero morphism in 3(X,Z). In particular, we characterize
the representation-finite string algebras and the tilted algebras having such irreducible morphisms.
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Irreducible morphisms play an important role for the understanding of the module category of
a given algebra A. Since they are the components of the morphisms of the almost split sequences,
they form the basis for the construction of the so-called Auslander–Reiten quiver which allows
us to treat many problems in a combinatorial way.
A morphism f :X → Y is called irreducible provided it does not split and whenever f = gh,
then either h is a split monomorphism or g is a split epimorphism. It is not difficult to see that
such an irreducible morphism f belongs to the radical (X,Y ) but not to its square 2(X,Y ).
Consider a composite g = fn . . . f1 :X0 → Xn of n  2 irreducible morphisms fi ’s such
that g = 0. It is not always true that g ∈ n(X0,Xn) \ n+1(X0,Xn) (see examples below).
* Corresponding author.
E-mail addresses: algonzal@mdp.edu.ar (C. Chaio), fucoelho@ime.usp.br (F.U. Coelho), strepode@mdp.edu.ar
(S. Trepode).0021-8693/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2007.03.020
C. Chaio et al. / Journal of Algebra 312 (2007) 650–667 651This is true for instance if fn . . . f1 is a sectional path as proven by Igusa–Todorov [16]. Taking
as starting point a Bongartz’ work [9], Liu generalized Igusa–Todorov’s result to presectional
paths and introduced the notion of left and right degrees of an irreducible morphism [19], which
helped in the description of the Auslander–Reiten quiver of many classes of algebras (see also
[11]).
The purpose of this work is to study when there are irreducible morphisms h :X → Y and
h′ :Y → Z between indecomposable modules such that the composite h′h is a non-zero mor-
phism in 3(X,Z). As shown in [12], for instance, there are no such irreducible morphisms if A
is a simply connected representation-finite algebra. Our main result states the following.
Theorem. Let A be an artin algebra. The following conditions are equivalent for X,Y,Z ∈ indA.
(a) There are irreducible morphisms h :X → Y and h′ :Y → Z such that the composite h′h is a
non-zero morphism in 3(X,Z).
(b) There exist an almost split sequence 0 → X f−→ Y g−→ Z → 0 and non-isomorphisms
ϕ1 :X → N and ϕ2 :N → Z such that N ∈ indA, N not isomorphic to Y , and ϕ2ϕ1 = 0.
(c) There exist an almost split sequence 0 → X f−→ Y g−→ Z → 0 and a morphism ϕ ∈ 2(Y,Y )
such that gϕf = 0.
(d) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0 and 4(X,Z) = 0.
The proof of this result is given in Section 2. We observe that if A is a finite dimensional
k-algebra where k is an algebraically closed field, then the above conditions is also equivalent
to: (e) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0 and (X,Z) = 0 (The-
orem 2.4). Moreover, Example 2.5 shows that this later equivalence is no longer true for artin
algebras. We will apply these results to characterize some classes of algebras which contain irre-
ducible morphisms between indecomposable modules whose composite is a non-zero morphism
in 3. We dedicate Section 3 to characterize the representation-finite string algebras with this
property. Finally, in Section 4 we show that a tilted algebra A contains such a pair of irreducible
morphisms if and only if A is wild.
1. Preliminaries
1.1. Along this paper, unless otherwise stated, all algebras are artin algebras over a commutative
artinian ring R. Also, k will denote a fixed algebraically closed field. We furthermore assume
that all algebras are basic.
A quiver is given by two sets Q0 and Q1 together with two maps s, e :Q1 → Q0. The ele-
ments of Q0 are called vertices while the elements of Q1 are called arrows. For a given arrow
α ∈ Q1, s(α) is the starting vertex of α and e(α) is the ending vertex of α. For each α ∈ Q1,
denote by α−1 its formal inverse and define s(α−1) = e(α) and e(α−1) = s(α). A walk in Q is
cn . . . c1, with n 1, such that ci is either an arrow or the inverse of an arrow. The inverse of a
walk cn . . . c1 is c−11 . . . c−1n . Finally, we say that cn . . . c1 is a reduced walk provided ci+1 = c−1i
for each i, 1 i  n− 1.
If A is a (basic) finite dimensional k-algebra, then there exists a quiver QA, called the ordinary
quiver of A, such that A is the quotient of the path algebra kQA by an admissible ideal.
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modules, and by indA the full subcategory of mod A consisting of one copy of each indecompos-
able A-module. Denote by rk(K0(A)) the rank of the Grothendieck group of A, which equals the
number of isomorphism classes of simple A-modules. Also, denote by ΓA its Auslander–Reiten
quiver, by τA the Auslander–Reiten translation DTr and by τ−1A its inverse. For X,Y ∈ indA,
denote by A(X,Y ) the set of the morphisms f :X → Y which are not isomorphisms and by
∞A (X,Y ) the intersection of all powers iA(X,Y ), i  1, of A(X,Y ).
1.3. Recall that a non-split short exact sequence
0 −→ X f−→ Y g−→ Z −→ 0
is an almost split sequence provided: (i) X and Z are indecomposable; (ii) for each h :M → Z
which is not a split epimorphism, there exists h′ :M → Y such that gh′ = h; and (ii′) for each
h :X → M which is not a split monomorphism, there exists h′ :Y → M such that h′f = h.
1.4. A morphism f :X → Y , with X,Y ∈ mod A, is called irreducible provided it does not
split and whenever f = gh, then either h is a split monomorphism or g is a split epimorphism.
Given X,Y ∈ indA, denote by Irrk(X,Y ) the k-vector space (X,Y )/2(X,Y ) (see [8, p. 228]).
Observe that if f ∈ Irrk(X,Y ) and f = 0, then f ∈ (X,Y ) \2(X,Y ). As mentioned in the in-
troduction, not always the composite of n irreducible morphisms lies in n(X,Y ) \n+1(X,Y ).
We finish this section with some examples to illustrate such a claim.
Examples. (a) We borrow our first example from [21]. Let A be the radical square zero k-algebra
given by the following quiver



α  β .a



For λ ∈ k∗, define the representation Mλ as



(
0 0
1 0
)  ( 0 0
λ 0
)
.
k2



Since Mλ is a quasisimple module lying in a homogeneous tube, the almost split sequence ξ : 0 →
Mλ
f−→ E g−→ Mλ → 0 has an indecomposable middle term E. Observe that the endomorphism
Φ =
(
0 0
1 0
)
:Mλ → Mλ
clearly factors through the simple representation Sa which lies in another component of the
Auslander–Reiten quiver of A. Hence Φ ∈ ∞(Mλ,Mλ). Using the lifting property of ξ , we
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get a pair of irreducible morphisms, ψ and g, with non-zero composite in ∞. Suppose now ψ
is not irreducible and consider f ′ = f +ψ which is clearly irreducible and moreover
gf ′ = g(f +ψ) = gf + gψ = gψ ∈ ∞.
With this, we get two irreducible morphisms with non-zero composite in ∞.
(b) Let A be the radical square zero k-algebra given by the quiver

  1 3.
2
Its Auslander–Reiten quiver has the following shape:
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P2
S1
P3
S2
I2
I3
I1
S2
M
where we indicate, for each vertex i, by Pi , Ii and Si , the indecomposable projective, the inde-
composable injective and the simple modules at i, respectively. Observe that the two copies of
S2 should be identified. Denote by 0 → P2 f−→ M g−→ I2 → 0 the almost split sequence start-
ing at P2. Consider now the following morphisms: the natural inclusions, ι1 :S2 → P3 and
ι2 :P3 → M and the natural projections π1 :M → I1, π2 : I1 → S2. Such morphisms are irre-
ducible and the composite ϕ = ι2ι1π2π1 is a non-zero morphism lying in 4(M,M). Observe
also that gϕf is a non-zero morphism in 6(P2, I2). Consider now the irreducible morphisms
f ′ = f + ϕf :P2 → M and g :M → I2. Since gf = 0, it yields that
gf ′ = g(f + ϕf ) = gf + gϕf = gϕf = 0
and we get a pair of irreducible morphisms whose composite is non-zero and lying in 6.
For unexplained notions on representation theory, we refer the reader to [5,8,24].
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2.1. In this section, we shall prove our main results and see some consequences. We start with
the following lemma.
Lemma. Let A be an artin algebra and let h :X → Y and h′ :Y → Z be irreducible morphisms
with X,Y,Z ∈ indA. If h′h is a morphism in 3(X,Z), then there are almost split sequences
0 −→ X f−→ Y h′−→ Z −→ 0 and 0 −→ X h−→ Y g−→ Z −→ 0.
Proof. Since h′h ∈ 3(X,Z), we infer by [16] that the path X h−→ Y h′−→ Z is not sectional.
Therefore τAZ ∼= X. Also, it follows from [19, (3.6)] that any irreducible morphism from Y to Z
has left degree one. Hence, by [19, (1.12)], h′ is a minimal surjective right almost split map. By
[8, (1.14)], there exists an almost split sequence 0 → X f−→ Y h′−→ Z → 0 as required. The above
argument can be dualized to show the existence of the other sequence. 
2.2. Theorem. Let A be an artin algebra. The following conditions are equivalent for X,Y,Z ∈
indA.
(a) There are irreducible morphisms h :X → Y and h′ :Y → Z such that the composite h′h is a
non-zero morphism in 3(X,Z).
(b) There exist an almost split sequence 0 → X f−→ Y g−→ Z → 0 and non-isomorphisms
ϕ1 :X → N and ϕ2 :N → Z such that N ∈ indA, N not isomorphic to Y , and ϕ2ϕ1 = 0.
(c) There exist an almost split sequence 0 → X f−→ Y g−→ Z → 0 and a morphism ϕ ∈ 2(Y,Y )
such that gϕf = 0.
(d) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0 and 4(X,Z) = 0.
Proof. (a) ⇒ (b). By (2.1), there exists an almost split sequence 0 → X f−→ Y g−→ Z → 0. Now,
since 3(X,Z) = 0, and using [8, (V.7.4)], there exists a path
X = X0 f1−→ X1 f2−→ X2 u−→ Z
in indA, where f = f1, f2 are irreducible morphisms, u ∈ (X2,Z), and uf2f1 = 0. Choosing
now ϕ1 = f2f1 and ϕ2 = u gives the desired result. Just observe that X1 ∼= Y and so X2 cannot
be isomorphic to Y because ΓA has no loops.
(b) ⇒ (c). Since ϕ1 is not a split monomorphism, there exists a morphism ϕ′1 :Y → N such
that ϕ′1f = ϕ1 (see (1.3)). On the other hand, since ϕ2 is not a split epimorphism, there exists
ϕ′2 :N → Y such that gϕ′2 = ϕ2 (by (1.3)). Clearly, ϕ′1 ∈ (Y,N) and ϕ′2 ∈ (N,Y ) because N
is not isomorphic to Y . Just consider now ϕ = ϕ′2ϕ′1 which belongs to 2(Y,Y ). Observe that
gϕf = gϕ′2ϕ′1f = ϕ2ϕ1 = 0, which proves this implication.
(c) ⇒ (d). Clear because gϕf ∈ 4(X,Z).
(d) ⇒ (a). Let ϕ ∈ 4(X,Z) be a non-zero morphism. Since ϕ is not a split monomorphism,
there exists ϕ′ :Y → Z such that ϕ′f = ϕ (by (1.3)). If ϕ′ is an irreducible morphism then, calling
h = f and h′ = ϕ′, we get the desired result. Suppose then that ϕ′ is not irreducible. Anyways,
ϕ′ is not a split epimorphism and so, there exists ϕ′′ :Y → Y such that ϕ′ = gϕ′′ (by (1.3)).
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morphisms h = f + ϕ′′f and h′ = g. We then get
h′h = g(f + ϕ′′f ) = gf + gϕ′′f = ϕ′f = ϕ ∈ 4(X,Z).
This proves the result. 
Corollary. Let A be an artin algebra. Then, there are no pairs of irreducible maps with composite
lying in 3 \ 4.
Proof. Assume that there is a pair of irreducible morphisms between indecomposable modules
h :X → Y and h′ :Y → Z such that h′h ∈ 3 \ 4. By Proposition 7.4 in [8], there exists a
non-zero path of irreducible morphisms of length 3, let say u3u2u1 :X → Z. Since by (2.2) there
exists an almost split sequence 0 → X → Y → Z → 0 with indecomposable middle term, it
is not hard to prove that u1 :X → Y and u3 :Y → Z. Then, there is an irreducible morphism
u2 : Y → Y , a contradiction to the fact that there are no loops in ΓA. 
2.3. The next result is an easy consequence of the above theorem. Recall that an indecomposable
module M is called directing provided it does not lie in a cycle of non-zero non-isomorphisms
M → M1 → ·· · → Mt = M .
Corollary. Let A be an artin algebra and let X h−→ Y h′−→ Z be a path of irreducible morphisms
where Y is a directing module. Then h′h = 0 or h′h ∈ 2(X,Z) \ 3(X,Z).
2.4. Before we look at some further consequences, we will show that for finite dimensional k-
algebras (k an algebraically closed field), we get the following result.
Theorem. Let A be a finite dimensional k-algebra, where k is an algebraically closed field. The
following conditions are equivalent for X,Y,Z ∈ indA.
(a) There are irreducible morphisms h :X → Y and h′ :Y → Z such that the composite h′h is a
non-zero morphism in 3(X,Z).
(b) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0 and (X,Z) = 0.
Proof. (a) ⇒ (b). It follows easily from the above theorem.
(b) ⇒ (a). Let ϕ ∈ (X,Z) be a non-zero morphism. Since ϕ is not a split monomorphism,
there exists ϕ1 :Y → Z such that ϕ1f = ϕ (see (1.3)). Suppose first that ϕ1 is irreducible.
To finish the proof in this case, we shall prove that ϕ ∈ 3(X,Z). Since dimk Irr(Y,Z) = 1,
we infer that {g} is a k-basis for Irr(Y,Z) and so ϕ1 = gβ + μ, where μ ∈ 2(Y,Z) and
β ∈ End(Y )/(Y,Y ) ∼= k. Now, since gf = 0,
0 = ϕ = ϕ1f = gβf +μf = βgf +μf = μf
which clearly belongs to 3(X,Z), and the result is proven in this case.
Suppose now that ϕ1 is not irreducible. Since ϕ1 is not a split epimorphism, there exists
ϕ2 :Y → Y such that gϕ2 = ϕ1 (see (1.3)). Since ϕ1 is not irreducible, we get that ϕ2 is not an
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clearly irreducible. Since gf = 0, we get
h′h = (g + gϕ2)f = gϕ2f = ϕ1f = ϕ = 0.
Moreover, gϕ2f ∈ 3(X,Z) and the result is proven. 
2.5. The next example, suggested by M.I. Platzeck, shows that this latter equivalence is no longer
true for artin algebras.
Example. Consider the finite dimensional R-algebra A = (C 0
C R
)
and let P1 = Ae11 and
P2 = Ae22 be the indecomposable projective A-modules. The almost split sequence starting at S2
can be written as
0 −→ S2 f−→ P1 g−→ P1/S2 −→ 0
where f is given by f
( 0 0
0 a
) = ( 0 0
a 0
)
(a ∈ R) and g is given by g( α 0
a+bi 0
) = ( α 0
bi 0
)
(α ∈ C,
a, b ∈ R). Now, the morphism f ′ :S2 → P1 given by f ′
( 0 0
0 a
)= ( 0 0
ai 0
)
(a ∈ R) is also irreducible
and, clearly, gf ′ = 0. Also, gf ′ ∈ (S2,P1/S2). Therefore, condition (b) of Theorem 2.4 is
satisfied. Now, if there are irreducible morphisms h :S2 → P1 and h′ :P1 → P1/S2 such that h′h
is a non-zero morphism in 3(S2,P1/S2), then by Theorem 2.2, there would exist a non-zero
morphism ϕ ∈ 2(P1,P1), a contradiction. Hence, Theorem 2.4 cannot be extended to finite
dimensional algebras over arbitrary fields.
2.6. We shall now see some consequences of the above theorems. For the rest of this section, un-
less otherwise stated, the algebras are finite dimensional over a fixed algebraically closed field k.
Corollary. Let X h−→ Y h′−→ Z be a path of irreducible morphisms between indecomposable mod-
ules. If EndA Y ∼= k, then h′h = 0 or h′h ∈ 2(X,Z) \ 3(X,Z).
2.7. Corollary. Let 0 → X f−→ Y g−→ Z → 0 be an almost split sequence with Y ∈ indA. If there
exist proper submodules X′ of X and Z′ of Z such that X/X′ ∼= Z′, then there are irreducible
morphisms X h−→ Y and Y h′−→ Z such that h′h is a non-zero morphism in 3(X,Z).
Proof. Consider the natural projection ϕ1 :X → X/X′, the natural injection ϕ2 :Z′ → Z and
ϕ :X/X′ → Z′ an isomorphism. Then ϕ2ϕϕ1 is a non-zero morphism in (X,Z). The result
now follows from applying Theorem 2.4. 
2.8. We apply the criterion given by the above corollary to show the existence of two irreducible
morphisms with non-zero composite in 3 for the following representation-infinite k-algebra.
Example. Let A be the k-algebra given by the quiver

  1 3
2
α β
with αβ = 0.
C. Chaio et al. / Journal of Algebra 312 (2007) 650–667 657Note that the projective P2 corresponding to the vertex 2 is not a summand of the radical of any
other indecomposable projective A-module and that radP2 is an indecomposable module. Then
the almost split sequence
0 −→ P2 −→ Y −→ τ−1A P2 −→ 0
starting at P2 has the properties: Y ∈ indA and τ−1A P2 is a module of length 3 with top S1 and
socle S2 ⊕S3. Since S2 appears as the top of P2 and as a summand of the socle of τ−1A P2, we infer
using the above corollary that there are irreducible morphisms h :P2 → Y and h′ :Y → τ−1A P2
such that h′h is a non-zero morphism in 3(P2, τ−1A P2).
2.9. Remarks. Suppose there exists an almost split sequence 0 → X f−→ Y g−→ Z → 0 with
Y ∈ indA, and non-isomorphisms ϕ1 :X → N and ϕ2 :N → Z. If N does not belong to the
same Auslander–Reiten component of Y , one can construct irreducible morphisms X h−→ Y and
Y
h′−→ Z such that h′h is a non-zero morphism in ∞(X,Z). The Example 1.4(a) has this char-
acteristics.
2.10. For the next result, recall that an indecomposable module M is multiplicity free provided
any simple module appears at most once in a given composition series of M .
Corollary. Let A be a finite dimensional triangular k-algebra and assume that each indecom-
posable module is multiplicity free. If X h−→ Y and Y h′−→ Z are irreducible morphisms between
indecomposable modules, then h′h = 0 or h′h ∈ 2(X,Z) \ 3(X,Z).
Proof. By [22], A is representation-finite and EndA(X) ∼= k for all X ∈ indA. The result now
follows from Corollary 2.6. 
2.11. We now apply our main results to the class of multicoil algebras as studied by Assem and
Skowron´ski [7].
Corollary. Let A be a multicoil algebra. If X h−→ Y and Y h′−→ Z are irreducible morphisms
between indecomposable modules, then h′h = 0 or h′h ∈ 2(X,Z) \ 3(X,Z).
Proof. If Γ is a component of ΓA then Γ is directed or Γ is a multicoil. In the former case, the
result follows from Corollary 2.3. Suppose it is a multicoil. By its description given in [7], for
each indecomposable module X lying at the border of Γ , we have that τ−1A X /∈ Supp Hom(X,−).
The result now follows from Theorem 2.4. 
2.12. Since strongly simply connected algebras of polynomial growth are multicoil algebras [7],
we easily get the next result.
Corollary. Let A be a strongly simply connected algebra of polynomial growth. If X h−→ Y and
Y
h′−→ Z are irreducible morphisms between indecomposable modules, then h′h = 0 or h′h ∈
2(X,Z) \ 3(X,Z).
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irreducible morphisms lying in n(X,Z)\n+1(X,Z), for some n > 2. Recall that a component
Γ of ΓA is called generalized standard provided ∞(M,N) = 0 for each M,N ∈ Γ .
Theorem. Let A be an artin algebra. The following conditions are equivalent for indecompos-
able modules X,Y,Z lying in a generalized standard component of ΓA.
(a) There are irreducible morphisms h :X → Y and h′ :Y → Z such that the composite h′h is a
morphism in n(X,Z) \ n+1(X,Z), for some n > 2.
(b) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0 and a path Y = Y0 → Y1 →
·· · → Yt = Y , t  2, of irreducible morphisms with non-zero composite ϕ such that gϕf = 0.
3. Representation-finite string algebras
3.1. In this section, we shall apply our previous results to the class of the representation-finite
string algebras. Since its introduction by Butler–Ringel in [10], this class of algebras has played
an important role in the representation theory of algebras due to the possibility of describing
their module categories in a combinatorial way. Not only their indecomposable modules are
characterized (they are either string or band modules as shown in [10]) but also the structure
of their Auslander–Reiten quivers is completely described. We shall analyze the existence of
irreducible morphisms X h−→ Y and Y h′−→ Z with non-zero composite in 3(X,Z) in components
consisting of string modules. Using the fact that all indecomposable modules in a representation-
finite string algebra are string modules we get a characterization of the algebras in this class
having pairs of irreducible morphisms with non-zero composite in 3. In a forthcoming paper,
we shall study the same problem involving band modules. Let us recall some definitions referring
to [10] for details.
3.2. String algebras. A finite dimensional algebra A = (kQA)/IA is called string provided:
(S1) Any vertex of QA is the starting point of at most two arrows.
(S1′) Any vertex of QA is the ending point of at most two arrows.
(S2) Given an arrow β of QA, there is at most one arrow γ with s(β) = e(γ ) and βγ /∈ IA.
(S2′) Given an arrow β of QA, there is at most one arrow γ with e(β) = s(γ ) and γβ /∈ IA.
(S3) The ideal IA is generated by a set of paths of QA.
3.3. String modules. Let A = (kQA)/IA be a string algebra. A string in QA is either a trivial path
v , v ∈ Q0, or a reduced walk C = cn . . . c1 of length n 1 such that no sub-walk ci+t . . . ci+1ci
nor its inverse belongs to IA. We say that a string C starts in a deep (or on a peak) provided there
is no arrow β such that Cβ−1 (Cβ , respectively) is a string. Dually, a string C ends in a deep
(or on a peak) provided there is no arrow β such that βC (β−1C, respectively) is a string.
For each string C = c1 . . . cn, one defines an indecomposable A-module M(C) called string.
We refer to [10] for details on this construction.
The almost split sequences with indecomposable middle term and involving string modules
are described as follows. Given β ∈ (QA)1, define a string γ−1r . . . γ−11 βδ−11 . . . δ−1s which starts
in a deep and ends on a peak (with γi, δj being arrows). For such a string, define N(β) =
M(γ−1r . . . γ−1βδ−1 . . . δ−1s ), U(β) = M(γ−1r . . . γ−1) and V (β) = M(δ−1 . . . δ−1s ). Then there1 1 1 1
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quence with indecomposable string middle term is of this form.
3.4. Proposition. Let A = kQA/IA be a finite dimensional connected string algebra. The follow-
ing conditions are equivalent:
(a) There are irreducible morphisms X h−→ Y h′−→ Z between indecomposable string modules
with non-zero composite in 3(X,Z).
(b) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0, where Y is an indecompos-
able string module and (X,Z) = 0.
(c) There exist an arrow β ∈ (QA)1 and a string γ−1r . . . γ−11 βδ−11 . . . δ−1s which starts in a
deep and ends on a peak (with γi, δj being arrows) such that either e(δs) = s(γr) or
γ−1r . . . γ−1r−l = δ−1s−l . . . δ−1s for some l ∈ N .
Moreover, if A is triangular, then the above is equivalent to
(d) The quiver QA has a bypass Q′A:   
 
   

	
 


1
2 n
n+ 1
α1 αn
β
bounded by zero relations satisfying:
(i) The set J = {i ∈ (Q′A)0: αn . . . αi /∈ IA and αi−1 . . . α1 /∈ IA} is non-empty.
(ii) In case kQ′A ∩ IA = 〈αaαa−1〉 for some 1 < a  n, if αa = δ ∈ (QA)1 with s(δ) = a,
then δαa−1 . . . α1 ∈ IA, and if αa−1 = δ ∈ (QA)1 with e(δ) = a, then αn . . . αaδ ∈ IA.
Proof. (a) ⇔ (b). This follows from Theorem 2.4.
(b) ⇒ (c). Since Y is a string module, then by the above considerations, there exists an arrow β
such that Y is of the form N(β) = M(γ−1r . . . γ−11 βδ−11 . . . δ−1s ) where γ−1r . . . γ−11 βδ−11 . . . δ−1s
starts in a deep and ends on a peak. Suppose that e(δs) = s(γr ) and γ−1r . . . γ−1r−l = δ−1s−l . . . δ−1s
for all l. Considering the representations of the modules U(β) and V (β) described above, it is
not hard to see that Hom(U(β),V (β)) = 0, and this implication is proven.
(c) ⇒ (b). By hypothesis, since there exists an arrow β ∈ (QA)1 such that N(β) =
M(γ−1r . . . γ−11 βδ
−1
1 . . . δ
−1
s ) where γ−1r . . . γ−11 βδ
−1
1 . . . δ
−1
s starts in a deep and ends on a peak,
then there is an almost split sequence in mod A with indecomposable middle term of the form
0 −→ M(γ−1r . . . γ−11 ) f−→ M(γ−1r . . . γ−11 βδ−11 . . . δ−1s ) g−→ M(δ−11 . . . δ−1s )−→ 0.
If e(δs) = s(γr ) then top (M(γ−1r . . . γ−11 )) = socle (M(δ−11 . . . δ−1s )). Therefore (X,Z) = 0.
Now, suppose that there is an l ∈ N such that γ−1r . . . γ−1r−l = δ−1s−l . . . δ−1s . Then there is an
indecomposable module
N = M(γ−1r . . . γ−1)= M(δ−1 . . . δ−1s )r−l s−l
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π :M
(
γ−1r . . . γ−11 βδ
−1
1 . . . δ
−1
s
)−→ M(γ−1r . . . γ−1r−l)
is the projection to
M
(
γ−1r . . . γ−1r−l
)= M(γ−1r . . . γ−11 βδ−11 . . . δ−1s )/M(γ−1r−l−1 . . . γ−11 βδ−11 . . . δ−1s )
and ϕ2 = gι where
ι :M
(
δ−1s−l . . . δ
−1
s
)−→ M(γ−1r . . . γ−11 βδ−11 . . . δ−1s )
is the natural embedding. By Theorem 2.4, since N is not isomorphic to
M
(
γ−1r . . . γ−11 βδ
−1
1 . . . δ
−1
s
)
,
it is enough to show that ϕ2ϕ1 = 0 to get the result. If however ϕ2ϕ1 = 0 then gιπf = 0 and
hence
Im(ιπf ) ⊂ Kerg = Imf  M(γ−1r . . . γ−11 ).
But Im(ιπf ) = M(γ−1r . . . γ−1r−l) is not a submodule of M(γ−1r . . . γ−11 ) and then ϕ2ϕ1 = 0, prov-
ing that (X,Z) = 0.
(c) ⇒ (d). Since C = γ−1r . . . γ−11 βδ−11 . . . δ−1s and A is a triangular algebra, we infer that
there exists a walk in QA as follows
δs←− · · · δ1←− · β−→ · γ1←− · · · γr←− .
Moreover, since γ−1r . . . γ−1r−l = δ−1s−l . . . δ−1s or e(δs) = s(γr ), and C starts in a deep and ends on
a peak, it implies that there exists a bypass Q′A as follows   
 
   

	
 


1
2 n
n+ 1.
α1 αn
β
Since C starts in a deep and ends on a peak then kQ′A ∩ IA is non-zero and the set
J = {i ∈ (Q′A)0: αn . . . αi /∈ IA and αi−1 . . . α1 /∈ IA}
is clearly non-empty.
Assume that kQ′A ∩ IA = 〈αaαa−1〉, then clearly, J = {a}. If δ ∈ (Q′A)1 with s(δ) = a and
δ = αa then δαa−1 . . . αu ∈ IA, for some u, 1 u a − 1 because a starts in a deep. Dually, if
δ ∈ (Q′A)1 with e(δ) = a and δ = αa−1 then αu . . . αaδ ∈ IA, for some u, a  u  n because a
ends on a peak.
(d) ⇒ (c). Let b = maxJ and a = minJ . Considering the string
C: b δs←− · · · δ1←− · β−→ · γ1←− · · · γr←− a
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from the hypothesis. Moreover, since Q′A is a bypass, we have that C satisfies either e(δs) = s(γr )
or γ−1r . . . γ−1r−l = δ−1s−l . . . δ−1s for some l ∈ N and the result is proven. 
3.5. Theorem. The following conditions are equivalent for a representation-finite connected
string algebra A = kQA/IA:
(a) There are irreducible morphisms X h−→ Y h′−→ Z between indecomposable modules with non-
zero composite in 3(X,Z).
(b) There exists an almost split sequence 0 → X f−→ Y g−→ Z → 0, where Y is an indecompos-
able module and (X,Z) = 0.
(c) There exists β ∈ (QA)1 and a string γ−1r . . . γ−11 βδ−11 . . . δ−1s which starts in a deep and
ends on a peak (with γi, δj being arrows) such that either e(δs) = s(γr ) or γ−1r . . . γ−1r−l =
δ−1s−l . . . δ−1s for some l ∈ N .
Moreover, if A is triangular, then the above is equivalent to
(d) The quiver QA has a bypass Q′A:   
 
   

	
 


1
2 n
n+ 1
α1 αn
β
bounded by zero relations satisfying:
(i) The set J = {i ∈ (Q′A)0: αn . . . αi /∈ IA and αi−1 . . . α1 /∈ IA} is non-empty.
(ii) In case kQ′A ∩ IA = 〈αaαa−1〉 for some 1 < a  n, if αa = δ ∈ (QA)1 with s(δ) = a,
then δαa−1 . . . α1 ∈ IA, and if αa−1 = δ ∈ (QA)1 with e(δ) = a, then αn . . . αaδ ∈ IA.
Proof. The result follows easily from the above proposition using the fact that for a represen-
tation-finite string algebras, all indecomposable modules are string. 
3.6. It is now not difficult to characterize the triangular gentle algebras having pairs of irreducible
morphisms h,h′ with non-zero composite lying in 3. We first recall the notion of gentle algebras
(see [6] for details).
Definition. Let A = kQ/I be a string algebra. We say that A is gentle provided the quiver with
relations (Q, I) satisfies:
(a) I is generated by zero relations of length 2.
(b) For each arrow α, there is at most one arrow β and at most one arrow γ such that αβ and
γ α do not lie in I .
(c) For each arrow α, there is at most one arrow δ and at most one arrow  such that αδ and α
lie in I .
Corollary. The following conditions are equivalent for a triangular gentle algebra A = kQ/I :
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with non-zero composite in 3(X,Z).
(b) The quiver QA has a bypass Q′A (n 2):      
 
       

	
  



1
2 n
n+ 1
α β
with a unique zero relation (of length 2), say βα, and there are no arrows ending or starting
at e(α).
4. Tilted algebras
4.1. In this section we will show that if A is a tilted algebra, then there are irreducible morphisms
X
h−→ Y h′−→ Z between indecomposable modules with non-zero composite in 3(X,Z) if and
only if A is wild. We first show the corresponding result for hereditary algebras and then, using
tilting theory, we show our claim. At the end, we get some consequences for algebras which are
weakly shod or laura (see definitions below).
4.2. Let H be a wild hereditary algebra. In this case, the shapes of the components of the
Auslander–Reiten quiver ΓH of H are completely described. Besides the postprojective and
the preinjective components, all other components are regular of type ZA∞. Let Γ be a regu-
lar component of ΓH . For a given quasisimple module S ∈ Γ , denote by SC = (S →) the full
sub-quiver of Γ defined by all successors by irreducible morphisms of S and call it the right
cone of S. Dually, the left cone of S is the full sub-quiver of Γ defined by all predecessors by
irreducible morphisms of S and it is denoted by CS = (→ S). We also recall that there are infi-
nitely many connected components Γ of ΓH containing some quasisimple module S such that
(S, τ−1A S) = 0 [18, (3.1)].
Proposition. Let A be a hereditary algebra over an algebraically closed field. Then there are
irreducible morphisms X h−→ Y h′−→ Z between indecomposable modules with non-zero composite
in 3(X,Z) if and only if A is wild.
Proof. Suppose there are irreducible morphisms as in the statement and assume that A is not
wild. So, by Drozd’s tame-wild dichotomy, A is tame. Let Γ be a component of the Auslander–
Reiten quiver of A. Then, Γ is either directed or a standard stable tube. Since the former case
cannot happen by Corollary 2.3, suppose then that Γ is a standard stable tube. By (2.4), X is a
simple regular module but then HomA(X, τ−1A X) = 0, a contradiction. Hence A is wild.
Conversely, suppose A is wild. Then, it follows from [18, (3.1)] that there is a simple regular
module X such that (X, τ−1A X) = 0. The result now follows from (2.4). 
4.3. Before proving our next result, let us recall some facts on tilting theory, for details, we re-
fer to [1]. Let A be an algebra. A module T ∈ mod A is called tilting provided: (i) pdA T  1;
(ii) Ext1A(T ,T ) = 0; and (iii) there exists a short exact sequence 0 → A → T0 → T1 → 0 with
T0, T1 ∈ addT . As established by Brenner–Butler’s theorem, such a module T induces two tor-
sion pairs (T (T ),F(T )) in mod A and (X (T ),Y(T )) in mod B , where B = EndA(T ), such
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between F(T ) and X (T ). When A is hereditary, the torsion pair (X (T ),Y(T )) splits.
4.4. We now state and prove our main result of this section.
Theorem. Let A be a tilted algebra over an algebraically closed field. Then there are irre-
ducible morphisms X h−→ Y h′−→ Z between indecomposable modules with non-zero composite in
3(X,Z) if and only if A is wild.
Proof. Necessity. Assume that there are irreducible morphisms X h−→ Y h′−→ Z between indecom-
posable modules with non-zero composite in 3(X,Z) and suppose A is not wild. So, A is tame.
It is well known that, in this case, a component Γ of the Auslander–Reiten quiver ΓA of A is
either directed, or a standard stable tube or a standard semiregular component obtained by ray or
co-ray insertions on a stable tube [20]. If Γ is directed or a standard stable tube, then an argument
as in the proof of the previous proposition leads to a contradiction. It remains to consider the case
of when Γ is semiregular. By (2.2), X lies in the mouth of Γ and by (2.4) (X, τ−1A X) = 0, a
contradiction and the necessity is proven.
Sufficiency. Assume A is a tilted algebra of wild type. Then, there exists a wild hereditary
algebra H and a tilting module T such that A = EndH (T ). Decompose T = T1 ⊕ T2 ⊕ T3,
where T1, T2 and T3 are the postprojective, the regular and the preinjective summands of T ,
respectively. We will analyze the cases according to the existence of such summands. We first
observe that if rkK0(A) = 2, then QA is given by a pair of vertices linked by arrows without
oriented cycles (in other words, it is a generalized Kronecker algebra) and the result follows from
Proposition 4.2. Suppose from now on that rkK0(H)  3. By [18, (3.1)], there exists a regular
component Γ of ΓH which does not contain any summand of T but containing a quasisimple
module S satisfying H (S, τ−1H S) = 0. Denote by Γ ′ the image of Γ in ΓA by HomH (T ,−) (or
Ext1H (T ,−), respectively). It is well known that, in the wild case, Γ is of type ZA∞.
Case 1. T = T1.
In this case, A is concealed and the image of Γ by HomH (T ,−) is a regular component
Γ ′ of ΓA of type ZA∞ belonging to Y(T ). Observe that since rkK0(H)  3, the module
X = HomH (T ,S) is a quasisimple module in Γ ′ and satisfies A(Y, τ−1A Y) = 0. Then, by The-
orem 2.4, we get the result.
Case 2. T = T3.
This case is dual to case 1 above.
Case 3. T1 = 0, T2 = 0 and T3 = 0.
By [17, Proposition 2.1(b)], there is a quasisimple S′ in Γ such that CS′ ∈ T (T ). Then, there
is an n ∈ N such that X = τn−1H S is a predecessor by irreducible morphisms of S′ and satisfies
H (X, τ−1H X) = 0.
Consider now the almost split sequence
0 −→ X −→ E −→ τ−1X −→ 0H
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0 −→ HomH (T ,X) −→ HomH (T ,E) −→ HomH
(
T , τ−1H X
)−→ 0
is an almost split sequence in mod A, since HomH (T , τ−1H X) = τ−1A HomH (T ,X) (see [24,
p. 171, 6)d)]). Then HomH (T ,X) is a quasisimple module and by Brenner–Butler’s theorem,
we get that
A
(
HomH (T ,X), τ−1A HomH (T ,X)
) = 0.
Therefore, the result follows from Theorem 2.4.
Case 4. T1 = 0, T2 = 0 and T3 = 0.
By [17, Proposition 2.3], given Γ ′ in ΓA, there exists an H -module S′ in a component Γ
of ΓH of type ZA∞ such that (S′)C ⊂ F(T ) and, in this case, Γ ′ is the image of (S′)C by
the functor Ext1H (T ,−). It has been implicitely proven in the same result that there exists a
quasisimple X ∈ Γ ′ such that TorA1 (τ−1A X,T ) = τ−1H TorA1 (X,T ), and
0 −→ TorA1 (X,T ) −→ TorA1 (E,T ) −→ TorA1
(
τ−1A X,T
)−→ 0 (∗)
is an almost split sequence in mod H with terms being successors of S′ (and therefore in F(T )).
Since TorA1 (X,T ) is a quasisimple module, then Tor
A
1 (X,T ) = τ−nS, for some n ∈ N. Then
H
(
TorA1 (X,T ), τ
−1
H Tor
A
1 (X,T )
) = 0.
Applying now the functor Ext1H (T ,−) to the sequence (∗), we get an almost split sequence
0 → X → E → τ−1A X → 0 in mod A such that A(X, τ−1A X) = 0, since Ext1A(T ,−) is an equiv-
alence between F(T ) and X (T ). The result now follows from Theorem 2.4.
Case 5. T = T2.
By [17, Proposition 2.1, p. 33], there is a quasisimple module S′ such that (S′)C ⊂ F(T )
and C(τnAS′) ⊂ T (T ). Then HomH (T , (C(τnHS′))) ⊂ Γ ′ where Γ ′ is a non-postprojective com-
ponent in Y(T ). Then there is an r ∈ N such that X = τ r−1A (S) ∈ C(τnHS) ⊂ T (T ) with
H (X, τ−1H X) = 0. Therefore A(HomH (T ,X), τ−1A HomH (T ,X)) = 0, since
τ−1A HomH (T ,X) = HomH (T , τ−1H X) and the result follows from Theorem 2.4.
Case 6. T1 = 0, T3 = 0.
Following [17], consider T∞ (and ∞T ) the sum of the indecomposable summands T ′ of T
such that Ext1H (T
′,X) = 0 (or HomH (T ′,X) = 0, respectively) for only finitely many indecom-
posable modules X ∈ F(T ) (X ∈ F(T ), respectively). Since A is wild, then there is a regular
component Γ ′ of type ZA∞ which lies either in Y(T ) or in X (T ). In the former case, Γ ′ is
then a regular component lying in Y(∞T ). Since ∞T is a tilting module over ∞A = EndH (∞T )
without preinjective summands then the proof goes as in the corresponding cases above. In the
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A∞ = EndH (T∞) without postprojective summands and here we can also use the cases proven
above. This finishes the proof. 
4.5. Along the last years, some classes of algebras containing the tilted ones have been introduced
and studied, algebras such as quasitilted [15], (weakly) shod [13,14] and laura [2,23]. We shall
now look at the main question of this paper for these classes of algebras. Following [15], denote
by LA and RA the following subcategories of indA:
LA = {X ∈ indA: pdA Y  1 for each predecessor Y of X},
RA = {X ∈ indA: idA Y  1 for each successor Y of X}.
Definitions. Let A be an algebra.
(a) (See [15].) A is called quasitilted provided gl.dimA 2 and indA = LA ∪RA.
(b) (See [13].) A is called shod provided indA = LA ∪RA.
(c) (See [14].) A is called weakly shod provided indA \ (LA ∪RA) contains only finitely many
objects and they are all directing.
(d) (See [2,23].) A is called laura provided LA ∪RA is cofinite in indA.
Clearly, quasitilted algebras are shod, shod are weakly shod and those are laura. We refer to
the survey-article [3] for more details on these algebras.
Let A be a laura algebra which is not quasitilted. Then ΓA contains a distinguished component
Γ which contains all modules in indA \ (LA ∪RA) and which separates the left and the right
parts of indA. If Γ ′ is a component of ΓA distinct of Γ , then only one of the possibilities
HomA(Γ ′,Γ ) = 0 or HomA(Γ,Γ ′) = 0 holds. In the former case, Γ ′ is a component of the
AR-quiver of a tilted algebra Aλ and in the later case, Γ ′ is a component of the AR-quiver of a
tilted algebra Aρ . We also say that A is left and right supported, see [4] for details.
4.6. Corollary. Let A be a wild laura algebra over an algebraically closed field which is not qua-
sitilted. Then there are irreducible morphisms X h−→ Y h′−→ Z between indecomposable modules
with non-zero composite in 3(X,Z).
Proof. Since A is laura then by [4], A is left and right supported. Moreover, Aλ and Aρ are tilted.
Now, since A is wild then Aλ or Aρ are wild. The result now follows from Theorem 4.4. 
4.7. The converse of the above corollary does not hold in general. Since all representation-finite
algebras are laura, it is not difficult to get some examples showing this. Also, the algebra of
Example 2.8 is tame laura and, as we saw, there are irreducible morphisms h and h′ between
indecomposable modules with non-zero composite in 3. However, for weakly shod algebras the
converse is true as shown by the next result. Recall that if A is a weakly shod algebra which is not
quasitilted, then ΓA has a distinguished non-semiregular faithful component which is directed,
that is, every module in this component is directing [14].
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quasitilted. Then there are irreducible morphisms X1 h−→ X2 h′−→ X3 between indecomposable
modules with non-zero composite in 3(X1,X3) if and only if A is wild.
Proof. Since the sufficiency was proven above, we shall only need to show the necessity. Sup-
pose there are morphisms h and h′ as in the statement. As observed in (2.3) X2 cannot lie in
a directed component and so, using the notation above, Supp(Xi) ⊂ Aλ or Supp(Xi) ⊂ Aρ , for
each i = 1,2,3. Since Aλ and Aρ are tilted, we infer that A is wild. 
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