Evaluation schemes, e.g., least-squares fitting, are not generally applicable to any types of experiments. If the evaluation schemes were not derived from a measurement model that properly described the experiment to be evaluated, poorer precision or accuracy than attainable from the measured data could result. We outline ways in which statistical data evaluation schemes should be derived for all types of experiment, and we demonstrate them for laser-spectroscopic experiments, in which pulse-to-pulse fluctuations of the laser power cause correlated variations of laser intensity and generated signal intensity. The method of maximum likelihood is demonstrated in the derivation of an appropriate fitting scheme for this type of experiment. Statistical data evaluation contains the following steps. First, one has to provide a measurement model that considers statistical variation of all enclosed variables. Second, an evaluation scheme applicable to this particular model has to be derived or provided. Third, the scheme has to be characterized in terms of accuracy and precision. A criterion for accepting an evaluation scheme is that it have accuracy and precision as close as possible to the theoretical limit. The fitting scheme derived for experiments with pulsed lasers is compared to well-established schemes in terms of fitting power and rational functions. The precision is found to be as much as three times better than for simple least-squares fitting. Our scheme also suppresses the bias on the estimated model parameters that other methods may exhibit if they are applied in an uncritical fashion. We focus on experiments in nonlinear spectroscopy, but the fitting scheme derived is applicable in many scientific disciplines.
Introduction
In an experiment in which one measures the functional dependence of output variables on certain input variables, this dependence is governed by physical quantities, some of which may be unknown ͑measurands͒ and whose estimation from the experimental data is desired.
We treat examples from laser spectroscopy for which a signal ͑the output͒ is generated by interactions of matter with radiation from pulsed laser sources ͑the input͒. Here, the measured values of input and output vary not only because of detector noise but also because of pulse-to-pulse fluctuations of the laser intensity. We derive an appropriate evaluation scheme for this class of experiment for situations in which the output depends linearly on the input as well as for nonlinear dependence.
The general approach to deriving an appropriate evaluation scheme consists of three steps: ͑a͒ establish a measurement model, ͑b͒ derive or choose estimators for the measurands, and ͑c͒ characterize the estimators. The measurement model is a formal, mathematical description of the experiment, usually in statistical terms, because of random variations in the measurement data. In step ͑b͒ one usually seeks to find optimal estimators with respect to certain criteria such as unbiasedness or maximum efficiency ͑least standard uncertainty͒. ͑Terms for the properties of estimators are explained elsewhere. [1] [2] [3] ͒ For this purpose step ͑c͒, a characterization of the estimators in terms of expectations, variances, etc. is required. A characterization is also necessary for specifying the uncertainty of the estimates when one is presenting the results.
The finding of optimal estimators, as well as their characterization, depends in a crucial manner on the measurement model. Therefore it is important to establish a model that describes the actual experiment as accurately as possible. If an estimator is applied to an experiment that is not embraced by the measurement model for which the estimator originally was derived, the achieved precision or accuracy-or even both-may not be optimal. This is true, for example, for the simple least-squares fitting commonly applied to the class of experiment treated in this paper, as this scheme does not apply to data for which the output is statistically correlated to the input.
We derive an appropriate fitting scheme by modeling, in step ͑a͒, both the measurement errors ͑detec-tor noise͒ and the laser intensity fluctuations as stochastic variables, whereas, in commonly applied least-squares schemes, only the measurement errors are modeled as such. The former description is more appropriate, as all the knowledge about the statistical nature of the random variability of the data is implemented in the evaluation. Therefore the resultant estimators can be expected to be of optimal precision.
To find optimal estimators in step ͑b͒ we apply the method of maximum likelihood ͑ML͒ to our model. Finally, in step ͑c͒ we characterize the obtained estimators by their expectations and variances, which we obtain from Monte Carlo simulations. In this way we can also compare our method and other fitting schemes.
The method of ML was proposed by Fisher. 4 It provides estimators that are not necessarily unbiased, but they are most efficient if most-efficient estimators exist. 3 Otherwise, they are at least asymptotically most efficient when the number of replicates is increased. Moreover, they are consistent. In many cases the method results in data adjustment or curve-fitting procedures, the most prominent of which are variants of the least-squares ͑LSQ͒ method.
The method of LSQ dates back to Legendre, Gauss, and Laplace 5 and has since been the subject of many publications. As long as the model function is linear in the unknowns, an analytical solution for the fitting exists, whereas the general, nonlinear case requires an iterative numerical procedure. A fairly general and elegant description of the nonlinear case has been known for several decades 6 -10 but does not provide ML estimators for the type of experiment treated in this paper. For this reason, we present a more appropriate fitting scheme, to which we refer as covariant weighted LSQ ͑covariant WLSQ͒ fitting. This method provides estimates of unknown parameters with an excellent accuracy and with virtually the smallest standard uncertainty obtainable from the experimental data. Moreover, it can be used for the evaluation of a variety of experiments in physics and other sciences. The computer routines developed as part of this study are available free of charge from the authors ͑see Section 5 below͒.
The outline of this paper is as follows: In Subsection 2.A we begin with some general remarks about the importance of an appropriate measurement model, and in Subsection 2.B we describe our measurement model for laser spectroscopic experiments with pulsed lasers. Then we apply the method of ML to derive an expression that has to be minimized during the fitting ͑Subsection 2.C͒.
We proceed by demonstrating the method for different types of laser-spectroscopic experiment. We use Monte Carlo simulations to characterize and to compare the method with other fitting procedures, namely, simple LSQ and WLSQ fitting and a technique to which we refer as log-log fitting ͑Sections 3 and 4͒. Finally, in Section 5 we summarize and draw conclusions from our research.
A list of symbols used in this paper can be found in Appendix A. In Appendix B we provide short introductions to the fitting schemes discussed in this paper, and in Appendix C we describe the method of Monte Carlo simulations. Appendix D explains the data plotting technique that we use for presentation of our results in Section 4.
Theory

A. Statistical Inference
Here we give some general remarks about statistical inference and the importance of the measurement model.
The aim of a measurement is generally to infer the values of unknown quantities ͑measurands͒. The applied experimental apparatus, however, seldom provides the measurands directly but instead produces data related to them. From the data, the experimenter calculates estimates of the measurands, using some evaluation scheme. Because of the inevitable random variability in the data, the estimated values would show some random variation if the experiment were carried out several times or by different experimenters. This variability in the estimates implies an uncertainty about the true values of the measurands. Moreover, uncertainty can also arise from uncertainties of quantities used in the evaluation, e.g., experimental parameters or physical constants that are known only to a certain degree.
Both uncertain and randomly varying quantities are described mathematically by stochastic variables and so are the results of the evaluation, for which the associated stochastic variables are called estimators. The values that the estimators assume for a particular data set are the estimates. The evaluation scheme defines the estimators by mathematical functions and procedures through which the uncertainties and variations of the involved quantities propagate to the estimators, which determines their statistical properties, such as their distribution functions, variances, and expectations. From these the uncertainty of the estimates can be derived. Thus a characterization of the estimators in such terms is necessary for description of the uncertainty of a measurement.
In addition, the experimenter usually seeks optimal estimators with respect to certain criteria such as unbiasedness, maximum efficiency, consistency, and robustness. [1] [2] [3] Also, for this purpose a characterization of the estimators is required.
For a characterization, the experiment has to be described in a formal way, namely, by a measurement model. This model comprises a physical model that describes the relations between physical quantities, and a statistical model that describes all uncertain or randomly varying quantities. The quantities that appear in the model are the unknown true values of the measurands, known quantities, uncertain quantities, and randomly varying quantities. The two former are modeled by numerical parameters, whereas the two latter are modeled by stochastic variables. Finally, the model contains the data as stochastic variables whose properties depend on the quantities mentioned above.
Of course, the measurement model has to describe the experimental situation as realistically as possible. Only if all experimenters agree on which model fulfills this requirement can the estimators be characterized properly, various estimators be compared, and the optimal one be found. Otherwise, estimators proposed by different experimenters are not mutually comparable, because an estimator that is optimal for one model might not be optimal for another one. So different experimenters will come to different conclusions about the quality of the estimators.
Once an appropriate measurement model is agreed on, estimators for the same measurand can be compared. Moreover, the adequacy of various models can be judged when existing evaluation schemes are applied based on models that are different from the one that describes the actual experiment. The criteria for such a judgment are, of course, the aforementioned properties of the resulting estimators in the light of the agreed model. For the types of experiment treated in this paper, we discuss such an alternative model.
The above considerations imply the following steps for each evaluation, which we follow here: ͑a͒ define the appropriate measurement model, ͑b͒ choose estimators for the measurands, and ͑c͒ characterize the estimators in light of the measurement model.
B. Measurement Model
In this and in Subsection 2.C we derive the covariant WLSQ fitting scheme with bias correction. Note that nothing more is done than the formulation of an appropriate measurement model for the experiment and consequent application of the method of ML with some natural approximations such as the use of the central-limit theorem or a Taylor expansion.
The measurement model used in this research is illustrated in Fig. 1 . The output energy from a pulsed laser source is measured on Detector 1 before being passed into an interaction region. The signal generated in the interaction region is registered by Detector 2. The measurements are affected by additive noise, E ij ͑1͒ and E ij
͑2͒
, for Detectors 1 and 2, respectively ͑The subscripts i and j are explained below.͒ Moreover, laser intensity L ij varies from pulse to pulse even if the experimental setting is not changed. The statistical distribution of these variations as well as that of the noise are assumed to be stationary.
During the experiment we choose a number n of experimental settings with which to study the relationship among several physical quantities. For example, for the power dependence measurements described in Section 3 below, each setting corresponds to a mean intensity of the laser, which one can change, for instance, by placing filters into the laser beam. But even other parameters such as temperature and pressure in a gas cell, or the whole experimental setup, can be changed from one setting to another.
For each setting, several measurements ͑repli-cates͒ are recorded, from which one can estimate statistical properties of the observed quantities, such as means, variances, and covariances. For a specific setting i ʦ ͕1, . . . , n͖ a cluster containing m i data points numbered j ʦ ͕1, . . . , m i ͖ is obtained. ͑For a list of symbols please refer to Appendix A.͒ L ij is the true laser intensity, which corresponds to the jth data point within the ith cluster. Here the laser intensity is assumed to fluctuate normally about an expectation l i with a variance Li 2 :
The observed laser intensity X ij is assumed to contain additive, normally distributed detector noise E ij
͑1͒
with zero mean and variance 1i 2 :
The dependence of the generated signal on the laser intensity is described by function f i , and detected signal Y ij contains additive, normally distributed noise E ij ͑2͒ with variance 2i 2 : Function f i contains known and unknown parameters, the latter of which are the measurands to be estimated. The model presented here is not restricted to laser spectroscopic experiments but applies to a variety of experiments in which the observed input and output signals of a system are subject to statistical fluctuations of the true input signal.
Before proceeding with derivation of the covariant WLSQ fitting scheme we make some remarks about a conceivable alternative measurement model. Such a model is interesting to justify the application of the nonlinear LSQ scheme discussed elsewhere, 6 -10 but we regard our measurement model as more realistic. In Section 3 below, we also discuss the numerical problems allied to applying LSQ and ML fitting to the alternative model. Furthermore, the alternative approach is not expected to provide estimates of higher fidelity than our fitting scheme does.
In this alternative fitting scheme the underlying measurement model assumes data given by some true values of physical quantities plus some random measurement error. The true values fulfill some algebraic relation to the unknowns. This is not the situation described by our model, in which the true laser intensities L ij are stochastic variables characterized by their expectations l i and their variances Li 2 , which are the unknowns. The relation between these unknowns and L ij is not an algebraic one but a statistical one, because l i and Li determine not the values of L ij but only their distribution function.
To apply the general LSQ scheme requires that the true laser intensities be modeled by quantities that are algebraically related to a set of unknowns. Because the laser intensities are random and cannot be obtained from the model parameters in a deterministic way, they have to be represented by unknowns themselves. Thus, for the application of the common LSQ scheme, one has to replace stochastic variables L ij by unknown parameters, say, l ij , such that l i and Li lose their meaning and are removed from the model. The resulting measurement model treats all laser intensities equally and makes no assumptions about their possible values. In reality, their possible values are governed by some probability law and are consequently restricted, in the sense of a mostprobable range of values. Moreover, in the experiment this probable range is the same for all points in a cluster but can be different for different clusters. By contrast, this knowledge is not incorporated in the alternative model. The question remains: Will an evaluation scheme that is optimal for this measurement model also be optimal for the present experimental situation? Inasmuch as our model is an appropriate description of the experiment, there is no reason why such an evaluation scheme would provide more-accurate estimates than an optimal scheme based on our model.
A drawback of this model stems from the large number of unknowns, i.e., l ij , 1i , and 2i , which have to be optimized during fitting. Compared with our method presented in Section 3 below, this approach is numerically highly demanding, and the fitting procedure hence is comparably slow.
C. Application of the Method of Maximum Likelihood
Outline
The most important step of the method of ML is the formulation of the correct likelihood function ᏸ of the experiment. This function contains the unknowns as parameters, for which the method of ML chooses those values that maximize the likelihood function. Often it is instead easier to maximize the loglikelihood function ln ᏸ or to minimize a function 2 , which is closely related to it. For the implementation of its minimization on a computer we use numerical standard algorithms in the MATLAB Optimization Toolbox, which is not explained further here. 11 In the first part of this section linear relationships f i are treated, as this can be done exactly, whereas the nonlinear case is cumbersome or requires some approximations. The resulting fitting scheme is called the covariant WLSQ method. Compared to simple LSQ and WLSQ, an improvement of the precision is already obtained for the linear case, which means that these fitting schemes are inappropriate not only for nonlinear relationships but also for linear ones if the input ͑laser intensity͒ and the output ͑signal͒ are statistically correlated to each other. The linear case is also interesting, because nonlinear relationships can often be approximated linearly within the relatively short range where the sample points of each cluster lie.
The likelihood function is basically the joint probability-density function ͑PDF͒ of all observed quantities in the experimental data set. If the random variations of different data points are independent, ᏸ is simply the product of the PDFs of the data points. However, the coordinates X ij and Y ij of one point are not statistically independent according to the measurement model in Subsection 2.B, and their PDF has to be described by the general, twodimensional normal distribution including the covariance. This is the main difference between covariant WLSQ and WLSQ fitting.
The nonlinear case becomes important when the laser fluctuations within each cluster are large. Then the distribution of the output Y ij is not normal anymore because of the curvature of f i and is cumbersome to describe exactly. Therefore we use another approach in which we average the observed input and output values for each cluster and consider the data points thus obtained, i.e., ͑X i , Y i ͒. According to the central-limit theorem of statistics, the means can approximately be described by a normal distribution, for which, however, the correct parameters must be used. Above all, the expectation of the averaged output, Ᏹ͑Y i ͒, is not simply f i ͓Ᏹ͑X i ͔͒, so the data points from averaging lie systematically beside the real curve that describes the relationship ͑see Fig.  2͒ .
Because an exact expression for Ᏹ͑Y i ͒ is not easy to find, we derive it from a second-order Taylor expansion of f i . This turns out to be satisfactory for the examples discussed in Section 4 below, as bias on the estimates of the unknowns is minimized efficiently in this way. We refer to this treatment of Ᏹ͑Y i ͒ as bias correction.
Linear Relationship
As mentioned above, likelihood function ᏸ is the product of the PDFs of the single, statistically independent data points. This product has to be calculated over all possible pairs of the cluster number ͑i͒ and the number of the data point within a cluster ͑ j͒:
where p ij is the PDF for the data point ͑X ij , Y ij ͒. With this function one can determine the probability of the data point's lying in a specific region of ‫ޒ‬ 2 ͑or the x ij -y ij -plane͒ by integrating p ij over this region.
As follows from the model, i.e., formulas ͑1͒-͑5͒, X ij is normally distributed and so is Y ij , if the function f i is linear. If X ij and Y ij were independent, p ij could be written as the product of two normal distributions:
This would lead to the WLSQ fitting scheme ͑see Appendix B͒. Note that the expectations and variances of X ij and Y ij do not depend on j, as their distributions are the same for all j ͓see formulas ͑1͒, ͑3͒, and ͑5͔͒. To underline this fact we define ͑X i , Y i ͒ as random variables with the same distributions as ͑X ij , Y ij ͒ and use them to express the expectations, variances, etc.
In this study X ij and Y ij are correlated such that the general, two-dimensional normal distribution 6,12,13 must be used instead of Eq. ͑7͒:
i Ϫ1 is the inverse of the covariance matrix of X ij and Y ij , given by
The readers may convince themselves that Eq. ͑8͒ becomes Eq. ͑7͒ if X ij and Y ij are uncorrelated, i.e., for
As f i ͑l ͒ is assumed to be linear in l, expressions for Ᏹ͑X i ͒ and Ᏹ͑Y i ͒ can readily be derived from Eqs. ͑2͒ and ͑4͒:
The elements of i can be expressed by the model quantities Li , 1i , 2i , and l i and the unknown parameters of the model function f i , say, a 1 , a 2 , . . . :
We do not present the mathematical expressions here, as we shall use another way of estimating i ͑see below͒.
We now obtain the likelihood function by inserting Eqs. ͑9͒ and ͑11͒ as well as the expressions that correspond to Eq. ͑12͒ into Eq. ͑8͒, and then Eq. ͑8͒ into Eq. ͑6͒. Moreover, x ij and y ij in Eq. ͑9͒ have to be replaced by the experimental data. Then ᏸ is a function of the model parameters Li , 1i , 2i , and l i and the unknown parameters of f i : Fig. 2 . Schematics of bias from nonlinearity. ͑a͒ When no laser fluctuations occur, the variations of observed laser and signal intensities are caused by detector noise. Here both variations are symmetrical, and a point ͑x , y ͒ obtained from the mean intensities is expected to lie close to the curve that describes the nonlinear dependence. ͑b͒ Laser fluctuations contribute essentially to the variation. Although the laser intensities are distributed symmetrically, the signal intensities are not, because of the nonlinear dependence. Hence bias is introduced, as can be seen from point ͑x , y ͒ lying systematically beside ͑here, above͒ the curve.
All 
To keep the computations simple we minimize only the sum of the negative exponents in Eq. ͑8͒:
which corresponds to the maximization of ᏸ as a result of the relationship ln ᏸ ϭ constant Ϫ 2 ͞2. The constant arises from the coefficient in Eq. ͑8͒ and is not relevant for the optimization here. Note that it is its constancy that enables standard LSQ algorithms to be used for the implementation of our method; see Section 5 below.
Nonlinear Relationship
If function f i ͑l ͒ is nonlinear in l and the laser fluctuations are relatively large, the distributions of f i ͑L ij ͒ and Y ij will be distorted compared with normal distributions. An exact description of the distributions is cumbersome, which is why we use another approach. We consider data points ͑X i , Y i ͒ obtained from averaging the observed input and output in each cluster:
Each X i is normally distributed, and so are Y i if the number m i of points per cluster is sufficiently large, because of the central-limit theorem. 3, 13 Because the number of data points used in the fitting is now reduced to n, the likelihood function is
The PDF p i of data point ͑X i , Y i ͒ can be approximated by a two-dimensional normal distribution similar to Eq. ͑8͒:
As in the linear case, we estimate i from sample covariance matrix û i . The expectation of X i is
For Ᏹ͑Y i ͒, however, an exact expression is not readily found, as such an expression might comprise integrals that cannot be solved exactly. A good approximation is obtained from a second-order Taylor expansion of f i in the vicinity of l i ͓cf. Eq. ͑4͔͒:
From this the expectation of Y i results in
The expectation of the linear term f i Ј͑l i ͒͑L ij Ϫ l i ͒ is zero, because Ᏹ͑L ij ͒ ϭ l i . In expression ͑23͒, Li 2 was replaced according to
and the covariance is estimated by the corresponding element in sample covariance matrix û i . Expression ͑24͒ results from the second-order Taylor expansion and the assumptions of the measurement model. In particular, the detector noise on Detector 1 should not be correlated to that of Detector 2, and the noise of both detectors should not be correlated to the laser fluctuations. Moreover, the assumed symmetry of the laser fluctuations ͑normal distribution͒ makes the third moments of L ij vanish in expression ͑24͒. For unsymmetrical fluctuations a modification of this expression might therefore be necessary.
The additional term in expression ͑23͒ is caused by the curvature ͑ f i Љ͒ of function f i and is proportional to the covariance of laser and signal intensity. It is the approximate amount by which the averaged data points are expected to lie above or under the correct curve f i ; see Fig. 2 . Neglect of this term would result in bias on the estimates for the unknowns, which we demonstrate in Section 4 below. In this paper the term is referred to as bias correction.
For the linear case, it can be shown that minimizing Eq. ͑20͒ is equivalent to minimizing Eq. ͑15͒. Therefore and because of its smaller computational expense, we use Eq. ͑20͒ for both linear and nonlinear relationships, and we refer to the method as covariant WLSQ fitting with bias correction.
Finally we give a criterion that has to be fulfilled if WLSQ fitting instead of covariant WLSQ fitting is used. It is obtained from the expectation value of 2 in Eq. ͑20͒, and it requires that all contributions to this expectation that contain the factors Ꮿ͑X i , Y i ͒ be much less than the remaining ones:
Comparison of the Fitting Methods
We compared the performance of our fitting schemes with those of simple LSQ, WLSQ, and log-log fitting ͑for descriptions of these methods see Appendix B͒. The examples are related to so-called power dependency measurements. Here one records the signal as a function of laser intensity with other experimental parameters held constant. The model functions f that are used in this context are described in Section 4.
The confidence interval of an estimated parameter of f can be obtained analytically. 14 However, for nonlinear model functions this entails systems of nonlinear equations that are difficult to solve. We chose the method of Monte Carlo simulation instead, which is mathematically simple but relies on the high processing speeds of modern computers. With this tool one can study in detail the influence of various quantities, such as detector noise, on the estimated parameters. Readers unfamiliar with this method are referred to Appendix C. The software used for the minimization in the various LSQ fitting approaches is described elsewhere. 11 Fitting methods based on the alternative model mentioned in Subsection 2.B were not considered in this study for several reasons. The general nonlinear LSQ scheme 6 -10 cannot be applied to this model because the scheme requires knowledge about 1i and 2i that is not available here. In contrast, our fitting method uses the covariance matrices i , which can be estimated by their sample counterparts û i . Applying the method of ML to this model circumvents the issue of unknown 1i and 2i , and it provides a scheme that is exact apart from the numerical precision of the iteration algorithm and that does not need to handle covariance matrices. However, it requires much longer computational times than the scheme presented here. For instance, when an implementation that used optimization algorithms of the MAT-LAB Optimization Toolbox was applied to the type of data used in Section 4 below and noise was assumed on both detectors with constant and equal variance, the fitting took more than 100 times longer than with our scheme. The reason for this is the large number of unknown laser intensities l ij , which have to be estimated by the fitting procedure just like the measurands. In the example we had 11 clusters containing 100 data points each, i.e., more than a thousand parameters.
To circumvent the large number of unknowns, one could replace the unknown laser intensities l ij by the measured laser intensities x ij and apply the common LSQ scheme then. This approach reduces the number of fitting parameters substantially, but it results in biased estimates, 16, 17 so this attempt would not overcome the numerical drawbacks.
Furthermore, in a ML scheme based on the alternative model, 1i and 2i appear as unknowns and have to be varied during the iteration just like the other unknowns l ij , a 1 , a 2 , . . . , which would increase the computational expense even more. Besides, 1i and 2i appear in the pre-exponential factors of the likelihood function of the alternative model, and these factors would therefore vary during the iteration. Hence the evaluation scheme would not be of the LSQ type, and standard LSQ algorithms could not be used for the implementation of the fitting as in this research; cf. Section 5 below.
To avoid 1i and 2i as unknowns, they could be obtained from sample covariance matrices by solution of Eq. ͑12͒. However, the resulting expressions depend on the parameters a 1 , a 2 , . . . and have to be recalculated in each iteration step, again increasing the required computational time and leading the scheme's not being of the LSQ type.
Because of the long computational times, Monte Carlo simulations for such a scheme would have taken too long, which is why a ML scheme based on the alternative model was not included in the comparison here.
Results and Discussion
To investigate the accuracy and precision of the different estimators we generated synthetic measurement sets with predefined model parameters ͑see Appendix C͒. Synthetic data sets-as opposed to measured sets-permit the calculation of bias of the various estimators, as the correct model parameters are known. Walewski et al. obtained realistic values for standard deviations Li , 1i , and 2i ͑Subsection 4.B͒, laser intensities l i ͑in the same subsection͒, and the model parameters by mimicking real measurement data. 18 Each cluster contains m i ϭ 100 measurement points ͑replicates͒. Thousand of such synthetic data sets were generated; fitting schemes discussed in Subsection 4.C and Appendix B were applied to each set. Two classes of model function have been studied in this research: power functions and rational functions.
To keep the following discussion easy to grasp, we show only the attained distributions of the estimated parameters. Anyhow, for a thorough characterization of estimators their mutual correlation, i.e., their covariances, also has to be considered, especially when the estimates are applied for prediction of measurement data ͑see the ISO guide 15, 19 ͒. These covariances can easily be estimated from sets of estimated parameters obtained from the Monte Carlo simulation. For a linear dependence on the varying l the covariance matrix of the estimates can also be derived analytically with a formula presented by Celmiņ š. 8 
A. Power Function
Power functions can be found nearly everywhere in the field of physics. Examples in laser spectroscopy are unsaturated multiphoton processes such as multiphoton laser-induced fluorescence and higherharmonic generation. 20 The model function is written as follows:
The parameters to be estimated are a, b, and expected laser intensities l i . For analyzing such data, experimenters previously almost universally fitted a straight line to the logarithms of the mean values of all measurement clusters. We refer to this fitting scheme as log-log fitting and compare it with the other methods. The model parameters chosen were a 0 ϭ 1.36 ϫ 10 Ϫ3 and b 0 ϭ 2. In Fig. 3 an example of such a synthetic measurement set is shown. The distributions of the estimated parameters that we obtained are shown in Figs. 4 and 5 as box-and-whiskers plots ͑for an explanation of this plotting technique see Appendix D͒. The estimated parameters are displayed as the relative deviation from preset values a 0 and b 0 , respectively. Because ML estimators are asymptotically normally distributed when the number of replicates is increased, we choose, for the examples discussed in this paper, to estimate the expectation of the estimated parameters by taking the value of the median, which indeed is an appropriate procedure for symmetrically distributed variables. The vertical length of the box and the whiskers together is a measure for the standard deviation of the estimated parameter. Notice that smaller standard deviation implies higher precision.
An evident result for both model parameters a and b is that the precision increases when one is going from simple LSQ to WLSQ or one of the two covariant WLSQ estimators, WLSQ or covariant WLSQ. Both simple LSQ and these other estimators had been obtained with the method of ML but based on different statistical models. The underlying statistical model for simple LSQ does not properly describe the evaluated data, which resulted in poor precision, in this Fig. 3 . Example of a synthetic data set generated with parameters for the laser intensities and the uncertainties that were obtained from a fit to measurement data by Walewski et al. 18 There are 11 clusters, with m i ϭ 100 data points each. The clusters are distinguished by different gray levels of the symbols. Thousand of such sets were produced by Monte Carlo simulation and evaluated with fitting schemes described in Subsection 2.C and Appendix B. One thousand estimates of the parameter obtained from Monte Carlo simulations were used for each fitting scheme for calculating the distributions. On the ordinate the fitting schemes, log-log, simple LSQ, WLSQ, covariant WLSQ without bias correction ͑cov WLSQ͒ and covariant WLSQ with bias correction ͑bias corr WLSQ͒ are marked. The interpretation of this plot and the meaning of the crosses ͑outliers͒ are explained in Appendix D. Note that the simple LSQ fitting scheme shows a more than three-times-worse precision than the WLSQ scheme.
case more than three times lower than that of the WLSQ fitting scheme. Simple LSQ differs from WLSQ fitting, among other things, in assuming that the standard deviation of Y i is independent of subscript i ͑see Appendix B͒. As one can see from Fig. 3 this is a faulty assumption for the evaluated data sets.
The covariant WLSQ fitting scheme does not provide significantly improved precision for the estimated parameters compared with WLSQ fitting, because the correlation of signal and laser intensity is too small compared with their variances. We evaluated inequality ͑25͒ in Section 3 and obtained 3.9 for the left-hand side and 15 for the right-hand side, which supports our observation.
The widely used log-log fitting scheme yields estimates with higher precision than the simple LSQ scheme, because its statistical model assumes standard deviations of Y i approximately proportional to their expectations Ᏹ͑Y i ͒. This is a somewhat better description of the data sets in this example ͑see Fig.  3͒ . The log-log fitting scheme hence shows a higher precision than simple LSQ. Anyhow, its precision is worse than that for WLSQ estimation because the latter takes the adequate standard deviations for both Y and X into consideration.
For all fitting schemes the precision of estimator B is much larger than that of Â because power function f is more sensitive to changes in b than to changes in a.
The bias of the estimated measurands is small and is readily observed only for simple LSQ. Anyhow, all fitting schemes except bias-corrected covariant WLSQ result in bias on both measurands. The discussion of the bias is taken up in more detail in Subsection 3.B.
B. Rational Function
Rational functions have been shown to describe the dependence on laser intensity of various nonlinear spectroscopic methods such as saturated laserinduced fluorescence, degenerate four-wave mixing, and polarization spectroscopy. 18, 21 For our study we chose the following model function:
This equation describes the laser intensity dependence of polarization spectroscopy signals. 18 Model parameter l sat is the so-called polarization spectroscopy saturation intensity. The model parameters chosen for the Monte Carlo simulations were a 0 ϭ 1.92 ϫ 10 Ϫ4 and l sat,0 ϭ 31.8, ensuring data sets with shapes similar to that of Fig.  3 . The results are shown in Figs. 6 and 7. Here again we notice the increasing precision of the estimators when we go from simple LSQ to covariant WLSQ estimation. In contrast to that of the power function in Subsection 4.A, the fitting of Eq. ͑27͒ is obviously more sensitive to skew signal distributions because of the curvature of the function, which leads to a larger relative bias for the fitting schemes without bias correction. As discussed in Subsection 4.A, exponent b in power function equation ͑26͒ is only weakly dependent on the scatter of the measurement values, and the same is true for its bias. However, in Eq. ͑27͒ the model parameters enter the function not as exponents but as linear scaling parameters for the amplitude of the fraction and as a scaling parameter for the laser intensity ͑in the denominator͒. These parameters possess higher sensitivity to skew signal distributions. The simple LSQ, the WLSQ estimator, and the covariant WLSQ estimator without bias correction yield biased distributions of the estimated model parameters, whereas the bias disappears when the covariant WLSQ estimator with bias correction is used. This is a practical proof that the bias correction is appropriate.
Anyhow, the observed bias in Figs. 6 and 7 is still much smaller than the standard deviation of the estimators, which is due to the large detector noise on the signal, i.e., large quotients 2i ͞ Li ͑ϳ4 in this case͒. To test the sensitivity of 2i ͞ Li we repeated the Monte Carlo simulations with ten-times smaller 2i , i.e., 2i ͞ Li ϳ 0.4, which corresponds to measurements made with detectors of low noise levels. For a discussion of detectors and the noise that they introduce, see Dereniak and Growe. 22 The results of our simulations are shown in Fig. 8 ͑l sat only͒. The bias of the simple LSQ, the WLSQ, and the covariant WLSQ estimator without bias correction are approximately the same as in Fig. 7 , but the precision is now so high that the bias becomes comparable to the standard deviation of the WLSQ and the covariant WLSQ estimator without bias correction. Note that still no bias is revealed for the covariant WLSQ fitting scheme with bias correction.
The reduction of 2i also entails demonstrably better precision when the covariant WLSQ instead of the WLSQ estimator, is used; i.e., the correlation of Y i and X i is now so pronounced that consideration of this correlation in the fitting scheme produces a distinct effect. For condition ͑25͒ ͑Section 3͒ we got 124 for the lefthand side and 136 for the right, i.e., almost similar values, a result that supports our observation.
Note that the bias of the uncorrected fitting schemes becomes even comparable to or larger than the standard deviation for the case of large detector noise if the number of replicates is increased. As the variance of the estimates converges toward zero for m i 3 ϱ, whereas the bias does not depend on m i ͓cf. expression ͑23͔͒, there are always a certain number of replicates for which the bias becomes significant.
The covariant WLSQ fitting scheme with bias correction requires large numbers of replicates according to the central-limit theorem. Anyhow, this need not be a limiting requirement, as we investigated by rerunning the Monte Carlo simulations for this model function with m i ϭ 3 and m i ϭ 10 replicates, respectively. We observed the following: For three replicates the covariant WLSQ fitting scheme with bias correction did not succeed in suppressing the bias, but for ten replicates the bias of the estimates was already barely noticeable.
Summary and Conclusion
We have presented a statistical model for laserspectroscopic experiments that possesses the following features: The dependence of the signal on the laser intensity is described by a well-known model function. The laser intensity is subject to stationary fluctuations, and both variables are measured with additive stationary noise. With aid of this model we derived maximum-likelihood estimators of the model parameters for the case when the signal depends linearly on the input. This method is referred to as covariant weighted least-squares fitting ͑without bias correction͒. We have also presented an approximate ML scheme for nonlinear model functions, and the method is referred to as covariant weighted leastsquares fitting with bias correction.
We also described an alternative measurement model that treats the true laser intensities as unknowns and not as stochastic variables. However, the general, nonlinear LSQ scheme 6 -10 was not applied to this model, as the variances of the detector noise are unknown. ML estimators based on this model were not examined either, because their calculation requires computational times more than 100 times longer than for the above schemes. Additionally, because the alternative model does not give a better description of the experiment, such a scheme is not expected to provide more-precise estimators.
We elucidated the precision and accuracy of our method by applying it to two classes of nonlinear model function. Hereby, the precision of the model parameters could be compared when common methods ͑sim-ple LSQ, WLSQ, and log-log͒ and the method derived here were applied. The precision increased as much as three times for the examples described in this paper when we went from the simple LSQ by way of WLSQ fitting and our methods. The biases of all estimators except the covariant WLSQ fitting with bias correction were found to depend on the class of the model function. It was also found that the bias may approach the same order of magnitude as the uncertainty that is due to random variations if one measures both signal and laser intensity with low-noise detectors. Note that for any magnitude of the statistical variations the bias always becomes significant when the number of replicates is increased over a certain value. When the covariant WLSQ fitting scheme with bias correction was applied to these measurements, the bias was virtually reduced to zero. The applied method of bias correction was shown to be successful for as few replicates as ten for every cluster.
The covariant WLSQ fitting scheme presented here is highly versatile because one can use standard LSQ fitting routines for maximization of the likelihood function when an appropriate coordinate transformation is applied. Another advantageous feature is that the minimized quantity 2 is approximately 2 -distributed and the goodness of an obtained fit can hence be judged.
In conclusion, we showed that the method of ML is a versatile and efficient method for measurement evaluation if it is applied to a statistical model that is adequate for the experiment. The method is simple and offers the opportunity of treating a large variety of similar experiments in the fields of physics, chemistry, and biology and other disciplines. In curve fitting there are several well-established schemes, which provide ML estimators only if certain conditions are fulfilled.
In WLSQ fitting, statistical independence is assumed for different data points but also for the measured quantities X ij and Y ij ͑for denotations see Section 2͒. Furthermore, the statistical variations of X ij and Y ij are assumed to be normally distributed, with variances xi 2 and yi 2 , respectively. For these conditions the method of ML leads to the minimization of
Here x ij and y ij are experimental data, whereas l i and the unknown parameters of f are to be optimized. The xi and yi are assumed to be known. WLSQ fitting is a special case of covariant WLSQ fitting ͓compare Eq. ͑B1͒ and Eq. ͑15͒ for Ꮿ͑X i , Y i ͒ ϭ 0͔. This variant of WLSQ fitting is used in Section 4.
The unweighted LSQ fitting scheme is obtained when all xi and yi are equal; say, x and y , respectively. Then the factor 1͞ x 2 can be removed outside the sums and we obtain ML estimators from minimizing the following expression:
:
Note that only the ratio has to be known, because one only has to minimize the expression in braces.
If the uncertainties of the x values are negligible, the first sums in Eqs. ͑B1͒ and ͑B2͒ disappear, as does the necessity to optimize l i , and 2 becomes simply
for WLSQ or unweighted LSQ fitting, respectively. The latter is the variant of LSQ to which we refer in this paper as simple LSQ. When the relationship between x and y follows a power function such as y ϭ ax b , one frequently fits-in the LSQ sense-a straight line to the logarithms of the data, as ln y ϭ ln a ϩ b ln x. In this paper we call this method the log-log fitting scheme. This way of fitting is much easier to perform, because the optimization problem is linear in ln a and b. For statistical reasons the log-log method can be doubtful, because the logarithms of the data have to fulfill the conditions necessary for LSQ to provide ML estimators, in particular, normally distributed errors and constant standard deviations. These deviations of the logarithms correspond to constant relative errors ͓e.g., yi ͞Ᏹ͑Y i ͒ Ϸ constant͔. The validity of these assumptions has, of course, to be confirmed before one uses the method. Moreover, the logarithms of the observed intensities are biased estimators for the logarithms of the true intensities, which yield bias on the fitting parameters. 23 In general, one should be careful when fitting treated data ͑here, the logarithms of x and y͒, and use of the original data should be preferred.
In Table 1 several fitting schemes and the conditions for which they provide ML estimators are summarized.
Appendix C: Method of Monte Carlo Simulation
The method of Monte Carlo simulation can be summarized as follows: First, one defines a model function f, the parameters of which one derives to be estimated. One proceeds by choosing typical experimental values for the input variables of the statistical model, in our case laser intensities l i as well as the model parameters in f and the standard deviations ͑ Li , 1i , and 2i ͒ in the statistical model. All these values can be estimated by analysis of a measurement sample or by use of typical values from the literature.
With the aid of a random-number generator and formulas ͑1͒-͑5͒, one produces data sets ͑ x ij , y ij ͒. ͑For the simulations in this paper a value of m i ϭ 100 laser shots was chosen for all i.͒ Then one uses the fitting schemes listed in Appendix B to calculate estimated values for the parameters in f from each simulated data set.
The generation and fitting are repeated several times, and the estimated parameters are stored. For the results presented in this paper a number of thousand runs was chosen, which ensures sufficient precision for median and variance of the estimated parameters. The distribution of the estimated parameters provides a measure of their precision and accuracy.
Appendix D: Box-and-Whiskers Plots
The box-and-whiskers plot was invented by Tukey 24 to illustrate the statistical distribution of the values in a sample. Compared to plotting all the single sample values directly, the box-and-whiskers plot shows more clearly the important features of the distribution.
In a box-and-whiskers plot the data are represented by a geometrical figure, as shown, e.g., in Fig.  8 . This figure indicates the following properties of the distribution: The lowest 25% of the sample values lie under the lower edge of the box, and the highest 25% lie above the upper edge. Thus 50% of all values lie within the box. The values that correspond to the edges of the box are called the quartiles; the height of the box, the interquartile range.
The horizontal line that divides the box into two parts indicates the position of the median. Above this line lies 50% of the sample; below it, the other 50%. Thus the upper and the lower parts of the box contain 25% of the sample values each.
The vertical lines above and below the box are the so-called whiskers. Each of them extends to the greatest and least data value whose distance from the box is at the most 1.5 times the height of the box. For a normal distribution the maximum range that can be spanned by the box and the whiskers together is expected to contain 99.3% of the sample values. Data points lying beyond the edges of the whiskers are considered outliers and are plotted directly.
In the experiments reported here the box-andwhiskers plot is used mainly to compare the scattering and the median of estimated parameters from Monte Carlo simulations. In this way the precision Crosses mark the necessary conditions for which a fitting scheme provides ML estimators for the unknown parameters. BC, bias correction.
b
Parentheses mean that the normality assumption is not mandatory if the number of data points per cluster is large. See also Subsection 3.C.
