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1. Introduction 
 
The brain requires information to create the perception of the world. Sensory systems 
provide information about the environment and enable individuals to interact with the 
outside world. The evident response to the stimuli is essential for the survival and 
ensures the successful interaction with the environment. One of the oldest sensory 
systems among phyla detects environmental chemical cues. Chemical senses 
comprise olfaction and gustation, the dominant sensory modalities in the majority of 
animals. Both sensory systems require direct contact with the stimulus for detection. 
The gustatory system developed primarily as a regulator and driver of feeding 
behavior, implementing the detection and evaluation of the food for its potential 
nutritional value or harmfulness (Mombaerts, 2004a; Yarmolinsky et al., 2009). By 
contrast, the olfactory system functions in a much broader behavioral context: It plays 
a crucial role in social communication and is essential for mating by determining a 
conspecific individual’s gender, genetic compatibility and health status (Brennan & 
Kendrick, 2006; Tirindelli et al., 2009). Moreover, olfaction consolidates social 
hierarchy within groups of conspecifics. This process is mediated by pheromones and 
important for territorial behavior (Murphy, 1976a, 1976b). Pheromones were originally 
defined as substances secreted by one individual and received by another from the 
same species, subsequently triggering a stereotypic behavior (Karlson & Lüscher, 
1959). Today, however, the term “pheromone” is widely used for innate chemical 
intraspecific communication. A tremendous number of environmental chemical cues 
with a wide variety in structure exert strong evolutionary pressure on sensory system 
development. Thus, several subsystems have evolved to meet the complexity of 
chemical compounds (Zufall & Munger, 2001; Breer et al., 2006; Ma, 2007; Munger et 
al., 2009). Based on morphological differences, at least four subsystems can be 
Fig.1.1: Subsystems of the olfactory system. 
Olfactory system is divided into several 
subsystems. Main and accessory olfactory system, 
as well as Grueneberg ganglion (GG) and septal 
organ of Masera. Main olfactory system consists of 
main olfactory epithelium (MOE) and main olfactory 
bulb (MOB), accessory olfactory system with 
vomeronasal organ (VNO) and accessory olfactory 
bulb (AOB). (Adapted from Stowers et al., 2006). 
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distinguished: the Grüneberg ganglion (GG) (Grüneberg, 1973), the septal organ of 
Masera (SO) (Rodolfo-Masera 1943), the main olfactory system with the main olfactory 
epithelium (MOE) in the periphery and the accessory olfactory system with the 
vomeronasal organ (VNO) as its peripheral sensory structure (Fig. 1.1). The most 
fundamental division is drawn between the main and the accessory olfactory system 
(Munger et al., 2009). However, the dogma of two strictly separated olfactory systems 
has been challenged by several recent studies (Spehr et al., 2006; Brennan & Zufall, 
2006; Ma, 2007; Baum & Kelliher, 2009). Both main and accessory olfactory system 
(MOS / AOS) are involved in detection of partially overlapping set of chemosignals 
(Meredith, 1998; Baum, 2012). Moreover, both olfactory systems detect volatile as well 
as non-volatile molecules (Meredith, 1991). 
 
1.1. Main olfactory system 
 
In vertebrates, olfactory sensory neurons (OSNs) are the primary sensing cells and 
form a neuroepithelium that lines cartilaginous turbinates in the nasal cavity. 
Apparently, each of these bipolar cells expresses only one of ~1,000 functional odorant 
receptor (OR) genes in a mutually exclusive and monoallelic manner (Serizawa et al., 
2000). OR genes are the largest gene superfamily in vertebrates (Zhang & Firestein, 
2002) and their discovery in 1991 (Buck & Axel, 1991) was honored with the 2004 
Nobel Prize for Physiology or Medicine. However, this “one-receptor, one-neuron” 
hypothesis is still far from being proven (Mombaerts, 2004b). Each OSN carries 20 – 
30 apical cilia covered with thin layer of mucus which are the site of the sensory 
transduction. Axons of OSNs expressing the same OR project through the cribriform 
plate centrally to one or a few glomeruli in the main olfactory bulb (MOB), an 
evagination from the telencephalon (Mombaerts et al., 1996; Feinstein & Mombaerts, 
2004) (Fig. 1.2). Glomeruli are spherical neuropil structures some 50 – 100 µm in 
diameter. They consist of synaptic connections between the axons of the OSNs and 
the dendrites of second-order neurons, MOB mitral and tufted cells (mM/TCs) and 
several interneurons (Mori et al., 1999).  
One of the most impressive examples of convergence in the nervous system occurs in 
approximately 1600 – 1800 glomeruli in the adult olfactory bulb (Taniguchi et al., 2003), 
where several thousand OSN axons converge onto apical dendrites of 5 – 25  MOB 
mitral cells (mMCs). However, there has been controversy regarding direct synaptic 
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connections between OSNs and mMCs. While the prevailing view postulates 
monosynaptic transmission (Najac et al., 2011), recent  findings challenge this aspect 
of odor representation providing some evidence for multistep activation of mMCs via 
MOB tufted cells (mTCs) (Gire et al., 2012). 
Both mMC and mTC activity is precisely sniff-locked and the MOB input-output 
relationship varies with the sniffing frequency. This can cause temporal sharpening of 
sensory input in the postsynaptic network (Carey & Wachowiak, 2011; Shusterman et 
al., 2011; Smear et al., 2011). However, sniffing frequency locking of both second-
order neurons sets the principal rhythm, but to opposing phases of the sniffing cycle 
(Fukunaga et al., 2012). 
mMCs typically have only one primary dendrite projecting to a single glomerulus and 
a few dozen mM/TCs share input from the same parent glomerulus. mM/TCs receiving 
common synaptic input are referred to as “sister cells” and show highly correlated odor 
responses compared to “non-sister” cells (Dhawale et al., 2010). Synchronized activity 
within a single glomerulus is dependent on chemical transmission (Schoppa & 
Westbrook, 2002). However, mMCs are also electrically coupled via connexin36-
mediated gap junctions, which orchestrate rapid and coordinated signaling (Christie et 
al., 2005). Olfactory information conveyed by mM/TCs exhibits a relatively narrow 
tuning profile, similar to OSNs. In contrast, interneurons display comparatively broad 
tuning curve (Tan et al., 2010). 
Although mM/TCs are often referred to together as principal excitatory cells in the 
MOB, they differ in both their morphology and response profile (Haberly & Price, 1977; 
Fig. 1.2: Cellular layers of the main olfactory 
bulb. Axons of the OSNs converge into the 
spherical glomeruli, when they make synaptic 
connections with the primary dendrite of the mMCs 
and different mTCs (external [e], middle [m], deep 
[d]), the main projection neurons. Secondary 
dendrites of both principal neurons extend in the 
external plexiform layer and make dendrodendritic 
reciprocal connections with inhibitory mGCs. 
mMCs and mTCs receive modulatory synaptic 
input from inhibitory and excitatory juxtaglomerular 
cells, such as mPGs and short axon cells. Sister 
mMCs extend their apical dendritic tuft into the 
same glomerulus. Axons of mMCs and mTCs 
convey sensory information into higher brain 
regions via bundled axons named lateral olfactory 
tract (LOT).ONL olfactory nerve layer, GL 
glomerular layer, EPL external plexiform layer, 
MCL mitral cell layer, IPL internal plexiform layer, 
GCL granule cell layer. 
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De Saint Jan et al., 2009). Moreover, their projection patterns into higher brain regions 
reveal significant differences in olfactory cortex targeting (Igarashi et al., 2012). Three 
populations can be distinguished among mTCs based on their position within the 
layered structure of the MOB: external mTCs within the periglomerular region; middle 
mTCs in the outer part of the external plexiform layer (EPL); and deep mTCs in the 
inner part of the EPL (Cajal 1911) (Fig. 1.2). external mTCs have recently drawn 
attention due to their peculiar intrinsic discharge patterns consisting of rhythmical 
bursts and oscillations of the membrane potential (Hayar et al., 2004; Liu & Shipley, 
2008a). These findings suggest that mMCs and mTCs transmit temporally distinct odor 
information. 
The olfactory bulb is rich in microcircuits between principal neurons and interneurons. 
Most synaptic interactions within the bulb occur at dendrodendritic synapses (Rall & 
Shepherd, 1968; Gire & Schoppa, 2009). These networks integrate and modulate 
olfactory information before it is transmitted by mM/T cells to higher brain regions. 
Within a glomerulus, mM/TCs form dendrodendritic synapses with GABAergic 
juxtaglomerular neurons, such as MOB periglomerular cells (mPGCs) and short axon 
cells (Getchell & Shepherd, 1975; Kiyokage et al., 2010). Dendrodendritic synapses 
between mM/TCs and mPGCs mediate intraglomerular feedback inhibition and 
modulate mM/TC activity at the first site of olfactory sensory input (Dong et al., 2007). 
Excitation from one principal cell dendrite activates a large ensemble of mPGCs. 
However, mPGCs also make dendrodendritic synaptic contacts to each other, which 
may influence temporal patterning of odor-evoked activity of mM/TCs (Cang & 
Isaacson, 2003; Murphy et al., 2005). Short axon cells have dendritic branches 
contacting 2 - 4 glomeruli (Haberly & Price, 1977). They send their axons over 
distances of up to 1 mm to form excitatory synapses with inhibitory mPGCs up to 20 - 
30 glomeruli away, which in turn inhibit mM/TCs. This two-stage inhibitory circuit may 
be involved in enhancing spatiotemporal responses to odors (Aungst et al., 2003).  
Dendrodendritic synapses between long lateral dendrites of mM/TCs and a large 
population MOB granule cells (mGCs) provide another modulatory microcircuit. mGCs 
are another class of axonless inhibitory neurons located deep in the MOB below the 
mMC layer (Shepherd, 1963; Rall & Shepherd, 1968; Haberly & Price, 1977; Shepherd 
et al., 2007) (Fig. 1.3). Odor-evoked mMC activation triggers glutamate release onto 
synaptically coupled mGCs, where it binds to ionotropic glutamate receptors (NMDA 
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and AMPA/Kainate). Glutamate binding results in the mGC excitation which, in turn, 
release gamma-aminobutyric acid (GABA) into the synaptic cleft. GABA binds to 
GABAA receptors in the mMC membrane, consequently inhibiting it. This provides a 
recurrent self-inhibition (Isaacson & Strowbridge, 1998; Mori et al., 1999; Shepherd et 
al., 2007) which is thought to be involved in the temporal patterning of mMCs activity 
(Murphy et al., 2005). 
However, the recurrent dendrodendritic synapses between the excitatory mMCs and 
the inhibitory mGCs is also a source of lateral inhibition in the bulbar network (Urban, 
2002; Egger et al., 2003). Anatomical evidence for lateral connectivity has been 
obtained using the pseudorabies virus method for tracing synaptic connections. 
Stained clusters of mGCs were seen distributed widely in the MOB (Willhite et al., 
2006). mM/TCs can activate the mGCs over long distances and mGCs can in turn 
modulate the spread. Activated mGCs mediate lateral inhibition to non-sister mMCs 
which are less activated. This lateral inhibition provides a contrast enhancement 
analogous to that observed in other sensory systems and contributes to odor 
discrimination (Yokoi et al., 1995; Aungst et al., 2003; Arevian et al., 2008; Giridhar et 
al., 2011; Koulakov & Rinberg, 2011). 
 
1.1.1. Centrifugal modulation of the MOB 
 
Neuromodulators, released in specific behavioral contexts, alter the response 
properties and synaptic efficacy of both single neurons and local networks. Thus, they 
modulate sensory signal processing (Hurley et al., 2004). The MOB receives a rich 
afferent innervation from several brain areas. Cholinergic neurons that reside in the 
Fig. 1.3: Recurrent dendrodendritic synapse between 
a mitral and granule cell. Lateral dendrites of mMCs 
(red) form synaptic connections with dendrites of 
axonless mGCs (black). Excitation of mMCs triggers 
glutamate release (green spheres) into the synaptic cleft 
and binding to mGC glutamate receptors, such as 
AMPA/Kainate and NMDA receptors. Neurotransmitter 
binding and subsequent activation of ionotropic 
glutamate receptors results in mGC excitation and, in 
turn, local GABA release (purple spheres). Subsequently, 
GABA binds to GABA receptors on mMC membranes, 
thus recurrently inhibiting odor-evoked mMC activity. 
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horizontal limb of the diagonal band of Broca, located in the basal forebrain, project 
their fibers in diffuse patterns across all MOB layers (Macrides et al., 1981; Durand et 
al., 1998). Centrifugal serotoninergic fibers, originating in the brainstem raphe nuclei, 
preferentially target MOB glomerular layer (McLean & Shipley, 1987) and modulate 
MOB odor input (Petzold et al., 2009). Noradrenergic projections from locus coeruleus 
neurons are abundant in the MOB (Shipley et al., 1985). They are involved in 
integration and survival of newborn interneurons  (Moreno et al., 2012) and play an 
important role in OB network processing (Linster et al., 2011). 
 
1.1.2. Higher brain regions  
 
mMC axons bundles form the lateral olfactory tract (LOT) and convey sensory 
information to higher brain areas (Haberly & Price, 1977). Collateral LOT branches 
reach their target areas in what is collectively known as an olfactory cortex. It mainly 
consists of the anterior olfactory nucleus (AON), olfactory tubercle (OT), piriform cortex 
(PCx), several cortical amygdaloid nuclei (Am) and the entorhinal cortex (ENT) 
(Sosulski et al., 2011; Ghosh et al., 2011; Miyamichi et al., 2011b) (Fig. 1.4). While 
randomly distributed OSN population activity in the periphery is consolidated in a 
stereotyped map of MOB glomerular activity (Rubin & Katz, 1999; Bozza et al., 2004), 
this highly ordered spatial segregation is assumed to be further transformed in higher 
olfactory centers.  
The anterior olfactory nucleus (AON) is the first target structure of mM/TC axons. They 
project topographically to the pars externa of the AON (AONpE) (Yan et al., 2008b). 
The AON is critical for bilateral relay of olfactory signals and provides feedforward 
modification of MOB-to-piriform cortex (PCx) sensory information flow (Yan et al., 
Fig. 1.4: Information pathway in the main 
olfactory system. OSNs are embedded in the main 
olfactory epithelium (MOE) and project their axons 
into the main olfactory bulb (MOB) where they 
establish synaptic connections with mMCs and 
mTCs. Sensory information is then conveyed via the 
lateral olfactory tract (LOT) to higher brain regions. 
Axonal branches of mMCs and mTCs terminate in 
several regions of the olfactory cortex, consisting of 
the anterior olfactory nucleus (AON), olfactory 
tubercle (OT), piriform cortex (PCx), cortical 
amygdaloid nuclei (Am) and entorhinal cortex (Ent). 
(Adapted from Stowers et al. 2006). 
 
7 
 
2008b; Hagiwara et al., 2012). AON neurons display broader response profile relative 
to mM/TCs, which suggests that individual AON cells integrate olfactory input from 
different mM/TC classes (Lei et al., 2006). 
The PCx belongs to the more primitive three layered paleocortex (Luskin & Price, 
1983).  The PCx is the largest cortical area in the olfactory cortex. In contrast to the 
MOB topography, PCx neurons apparently are not spatially organized and display 
discontinuous receptive field (Zou et al., 2005; Poo & Isaacson, 2009; Stettler & Axel, 
2009). PCx neurons require multiglomerular activation and thus are sensitive to 
combinatorial MOB activity (Davison & Ehlers, 2011). This highly distributed 
representation differs from other sensory neocortical areas, where cells with similar 
receptive fields are clustered and smoothly tuned across the cortex (Moore et al., 1999; 
Alonso & Swadlow, 2005; Martinez et al., 2005). 
The olfactory tubercle (OT) also is a trilaminar structure within the basal forebrain and 
it receives monosynaptic input from both the MOB and PCx (Haberly & Price, 1977). 
External mTCs project extensively to the OT (Nagayama et al., 2010). While mMCs 
innervate large OT areas, external mTC axons especially target the anterolateral OT 
(Igarashi et al., 2012). As the OT is part of a dopaminergic reward circuit (Ikemoto, 
2007), recent studies revealed an additional role of the OT in multimodal processing 
(Wesson & Wilson, 2010). 
mMCs send their axons to the anterior and posterolateral amygdala (AM). The 
projections are broad but spatially segregated (Sosulski et al., 2011) with biased input 
from the dorsal olfactory bulb (Miyamichi et al. 2011). The loss of odor-specific spatial 
input patterns in the PCx and their partial maintenance in the AM suggest odor 
processing in along a labeled line. This may contribute to apparent innate hedonic 
responses to some chemical cues (Kobayakawa et al., 2007). 
Finally, the entorhinal cortex (ENT) represents the most caudal region of the olfactory 
cortex. Input from the MOB and PCx converge on ENT neurons by forming the lateral 
perforant path into the hippocampal formation (Haberly & Price, 1977). Surprisingly 
little is known about olfactory sensory physiology in the ENT. However, there are strong 
feedback connections from ENT targeting both the MOB and PCx (Mouly et al., 2001; 
Ferry et al., 2006). 
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1.2. Accessory olfactory system 
 
Odorants emitted from conspecifics (including classical pheromones) dissolve in nasal 
mucus and gain access to the vomeronasal organ (VNO) via an active blood vessel 
pumping mechanism (Meredith et al., 1980). The VNO, for the first time described in 
1813 (Jacobson, 1813) is a bilaterally symmetrical tubular structure in a bony capsule 
at the base of nasal septum (Jacobson et al., 1998). The VNO consists of three 
different cell types: vomeronasal sensory neurons (VSNs), supporting cells and basal 
cells. VSNs form two non-overlapping populations, apical and basal. This classification 
is based on differences in expression of marker proteins as well as distinct transduction 
components (Schwarting & Crandall, 1991; Berghard & Buck, 1996; Jia & Halpern, 
1996). Apical VSNs express the G-protein  subunit Gi2 and project to the anterior 
part of the AOB. Neurons expressing the G-protein  subunit Go are located in the 
basal region of VNO and send their axons to the posterior AOB (Shinohara et al., 1992; 
Jia & Halpern, 1997). Two main families of receptors have been discovered: V1R 
receptors, expressed together with Gi2, and V2R receptors, expressed together with 
Go (Dulac & Axel, 1995; Ryba & Tirindelli, 1997; Herrada & Dulac, 1997; Matsunami 
& Buck, 1997). However, a third novel receptor family, formyl peptide receptors, has 
recently been found in the VNO (Rivière et al., 2009).  
VSN axons project in a topographic manner to the AOB which was visualized using a 
genetic approach (Belluscio et al., 1999; Rodriguez et al., 1999; Del Punta et al., 2002). 
The axons make synaptic contacts with the main projection neurons, AOB mitral cells 
(aMCs) in neuropil structures termed glomeruli. In contrast to MOB glomeruli, AOB 
glomeruli are diffusely organized, variable in size (10 – 30 µm) and surrounded by only 
few periglomerular cells (aPGs) (Meisami & Bhatnagar, 1998a). A subset of aPGs (~ 
Fig. 1.5: Cellular layers of the accessory 
olfactory bulb. VSN axons converge onto 
glomeruli, where they make synaptic connections 
with the primary dendrites of aMCs, the main AOB 
projection neurons. Both primary and secondary 
dendrites of aMCs extend in the external plexiform 
layer and make dendrodendritic reciprocal 
connections with inhibitory aGCs. aMCs receive 
modulatory synaptic input from inhibitory 
juxtaglomerular cells. Axons of aMCs and aTCs 
cells convey sensory information into higher brain 
regions via bundled axons named lateral olfactory 
tract (LOT).ONL olfactory nerve layer, GL 
glomerular layer, EPL external plexiform layer, 
MCL mitral cell layer, IPL internal plexiform layer, 
GCL granule cell layer. 
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40%) respond to GABA and GABAA receptors are involved in the response modulation 
(Goldmakher & Moss, 2000).  
The MC layer in the AOB does not form a distinct monolayer as in the MOB. Moreover, 
compared to mMCs, aMC morphology is strikingly different. aMCs are smaller than 
mMCs (Zibman et al., 2011a) and extend more than one apical dendrite to various 
glomeruli. Up to six glomeruli can receive dendritic input from a single aMC (Meisami 
& Bhatnagar, 1998b; Larriva-Sahd, 2008) (Fig. 1.5). However, there is controversy 
regarding VSNs-to-aMC connectivity in AOB glomeruli. According to a “homotypic” 
model which resembles the typical MOB connectivity, a given aMC projects its 
dendrites to glomeruli that exclusively receive input from a single VSN type with the 
same receptor identity (Del Punta et al., 2002). “Heterotypic” models postulate that 
single aMCs innervate glomeruli of different receptor origin (Belluscio et al., 1999). In 
the “mixed” model, aMCs receive input from multiple glomeruli, some of which receive 
input from mixed VSN types (Keverne, 1999).  
aMCs send their axons to higher brain regions but local downstream processing is 
partly controlled by another class of inhibitory neurons, granule cells (aGCs). aGCs are 
axon lacking spiny interneurons (Larriva-Sahd, 2008) (Fig. 1.5). They form recurrent 
dendrodendritic synaptic connections with aMCs, similar to these found in the MOB 
(Jia et al., 1999a; Taniguchi & Kaba, 2001; Castro et al., 2007) (Fig. 1.3). Briefly, 
activated aMCs release the neurotransmitter glutamate into the synaptic cleft. 
Glutamate binds to the mGluR2 receptors on the aGC site which leads to GABA 
release from aGC synaptic vesicles (Hayashi et al., 1993a). Released GABA, in turn, 
binds to GABAA receptors at the aMC site and inhibits the response (Jia et al., 1999a). 
However, NMDA receptors seem to play a major role in mediating dendrodendritic 
inhibition in the AOB (Taniguchi & Kaba, 2001). This peculiar synapse between aMCs 
and aGCs plays an important role in information processing in the AOB network 
(Hayashi et al., 1993b; Otsuka et al., 2001a; Taniguchi & Kaba, 2001). It may serve as 
an enhancer of stimuli contrast and / or sharpen odor tuning (Urban, 2002; Hendrickson 
et al., 2008). 
 
 
 
 
10 
 
1.2.1. Centrifugal modulation of the AOB 
 
The AOB receives centrifugal innervation that modulates sensory information flow (Fan 
& Luo, 2009a). However, in contrast to the MOB’s centrifugal connections, little is 
known about their specific modulatory influence on AOB circuitry. Noradrenergic 
modulation has been postulated to be a key player in the memory formation (Kaba et 
al., 1994; Brennan & Keverne, 1997; Smith & Araneda, 2010; Leszkowicz et al., 2012). 
Cholinergic innervation has been found to modulate both aMC and aGC excitability 
(Smith & Araneda, 2010). However, Salcedo and colleagues reported inhomogeneous 
distribution of cholinergic fibers in the AOB with strong preference toward the anterior 
part (Salcedo et al., 2011).  
 
1.2.2. Higher brain regions 
 
aMC axons form bundles and project directly into areas of the limbic system: the medial 
amygdala (MeA) and the posteromedial cortical amygdala (PMCo) which are also 
called “vomeronasa amygdala”. The MeA is highly interconnected with the bed nucleus 
of stria terminalis (BNST) and the bed nucleus of the accessory olfactory tract (Scalia 
& Winans, 1975; Salazar & Brennan, 2001). However, the MeA receives input not only 
from the AOS, but also from MOS (Haberly & Price, 1977; Dhungel et al., 2011; Kang 
& Baum, 2012). Although the two VSN classes project to distinct AOB parts, this 
segregation does not seem to be completely maintained in the amygdaloid nuclei and 
hypothalamus (Martínez-Marcos & Halpern, 1999; Salazar & Brennan, 2001; 
Mohedano-Moriano et al., 2008) (Fig. 1.6).  
Both MeA and BNST project to hypothalamic areas such as the ventromedial and 
medial preoptic areas which are involved in endocrine responses essential to evoke 
Fig. 1.6: Information pathway in the accessory 
olfactory system. VSNs are embedded in the tube 
shaped vomeronasal organ (VNO) lying beneath 
the pellet and project their axons into accessory 
AOB where they establish synaptic connections 
with aMCs. Sensory information is then conveyed 
into higher brain regions. Axonal branches of aMCs 
cells terminate in several ventral amygdaloid nuclei 
(VA) and hypothalamus (HT). (Adapted from 
Stowers et al. 2006). 
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reproductive and social behaviors (Moffatt, 2003; Boehm et al., 2005; Keverne, 2005; 
Masini et al., 2010). The effect of pheromones on endocrine status is mediated by a 
group of ~800 hypothalamic neurons secreting gonadotropin-releasing hormone 
(GnRH) (Meredith, 1998). GnRH cells form a tremendous number of synaptic 
connections with neurons in over 50 brain areas (Boehm et al., 2005). However, there 
has been some controversy regarding direct synapses between GnRH neurons and 
AOS pathway (Boehm et al., 2005; Keverne, 2005). GnRH neurons integrate and 
control peripheral and central aspects of reporoduction including puberty onset (Sisk 
& Foster, 2004). GnRH enters the pituitary via blood stream and induces synthesis and 
secretion of both luteinazing hormone (LH) and folicle stmulating hormone (FSH). Both 
pituitary gonadotropins act direct on gonads and stimulate steroide hormone secretion 
(Clayton & Catt, 1981; Sisk & Foster, 2004). 
 
1.3. Oscillations 
 
AOB neurons do not function in isolation. They form a network in which they influence 
each other through excitatory of inhibitory synaptic connections. However, no neuronal 
network is hard-wired. Plasticity and homeostatic intrinsic membrane properties play 
an important role in neuronal integration and output generation (Koch et al., 2011). As 
a result, many neurons in a network are rhytmically activated and inhibited and the 
resulting oscillations are a halmark of neuronal network function (Salinas & Sejnowski, 
2001; Buzsáki, 2006). 
Oscillations are highly conserved among species and emerge from dynamic interplay 
between intrinsic cellular characteristics and network properties (Llinas, 1988; Bartos 
et al., 2007). There is strong evidence supporting the importance and involvement of 
bursting in sensory information transmission (Krahe & Gabbiani, 2004). Bursting can 
facilitate information transmission through an unreliable synaptic connection (Lisman, 
1997). Bursts can also carry stimulus-related information better than a single spike 
because of the higher signal-to-noise ratio (Pena & Konishi, 2002). 
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1.3.1. Network oscillations 
 
Neuronal networks show complex temporal dynamics. The frequency range of network 
oscillations covers more than three orders of magnitude, from slow oscillations in the 
delta (0.5 – 3 Hz) an theta (3 – 8 Hz) ranges to fast oscillations in the gamma (30 – 90 
Hz) and ultrafast (90 – 200 Hz) ranges (Buzsáki & Draguhn, 2004; Buzsáki, 2006) (Fig. 
1.7). Higher frequent oscillations are a characteristic of small networks, whereas very 
large neuronal networks are recruited during slow oscillations (Steriade, 2001; 
Csicsvari et al., 2003). 
Oscillations have been found in various brain regions including the thalamus, 
hippocampus, cortex (Buzsáki & Draguhn, 2004) as well as the olfactory bulb (Hayar 
et al., 2004; Bathellier et al., 2006; Schaefer et al., 2006; Liu & Shipley, 2008b; 
Fukunaga et al., 2012). They play a crucial role in brain development both in several 
sensory areas (Hanganu-Opatz, 2010) and in the neocortex (Dupont et al., 2006). 
Direct interactions between the prefrontal cortex and hippocampus in newborns are 
mediated by coupled oscillations and may serve as a means of network refinement 
(Brockmann et al., 2011; Bitzenhofer & Hanganu-Opatz, 2014). However, oscillatory 
activity is also present in the adult brain. In the hippocampus, both gamma and theta 
oscillations are evoked under specific behavioral conditions, such as exploration 
(Bragin et al., 1995). This suggest a role of oscillations in memory formation as well as 
in recalling stored information (Lisman, 1999).  
Oscillations in the MOB are known as defining characteristics of sensory coding 
(Laurent, 2002a; Neville & Haberly, 2003; Schaefer et al., 2006). In mice, the chemical 
environment is explored with 1 – 12 Hz repetitive sniffing (Welker, 1964) and, as a 
Fig. 1.7: Oscillation range in cortical neurons. 
Several classes of oscillations, with corresponding 
frequency range are shown. Oscillations reveal a linear 
progression of the frequency classes on the ln scale. 
(Adapted from (Buzsáki & Draguhn, 2004)). 
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consequence, electrical activity in different brain areas, including MOB, is 
synchronized to this rhytm (Bathellier et al., 2006; Schroeder et al., 2010). In turn, 
timing relative to sniff rhytm influences efficient odor discrimination (Verhagen et al., 
2007; Shusterman et al., 2011; Smear et al., 2011). mM/TC responses are thus tightly 
locked to the sniff cycle, but to opposing sniff cycle phases (Fukunaga et al., 2012). 
Adrenergic modulation triggers long-term enhancement of oscillations by reducing 
GABAergic transmission toward mMCs (Pandipati et al., 2010).  
 
1.3.2. Intrinsic oscillations 
 
Most oscillations emerge from changes in the dynamic state of network activity. Here, 
regular and synchronized activity is a key requirement (Buzsáki, 2006; Akam & 
Kullmann, 2010). However, various brain regions reveal characteristic oscillations that 
emerge from the activity of only a small neuron population dictating the firing rhythm. 
These rhythm generator cells, termed “pacemakers”, are defined by their intrinsic 
ability to generate rhythmic bursting activity (Llinas, 1988; Arshavsky, 2003). However, 
there is only a small group of mammalian neurons that oscillate in absence of fast 
synaptic transmission (Ramirez et al., 2004). Moreover, termination of synaptic 
inhibiton can lead to entrainment of pacemaker activity by removing incativation of ion 
channels crucial for oscillations (Thoby-Brisson & Ramirez, 2001; Tryba et al., 2003). 
One brain region that recently gained much attention as a central pattern generator is 
the pre-Bötzinger complex in the brainstem’s ventral medulla. It generates the 
respiratory rhythm im mammals (Smith et al., 1991). In the pre-Bötzinger complex, a 
population of neurons acts as a synchronized pacemaker (Koshiya & Smith, 1999). 
These respiratory pacemaker neurons are continuously affected by neuromodulators 
which play an important part in induction, enhancement and supression of bursting 
activity (Steriade, 2004). Hippocampal CA3 pyramidal cells (Hablitz & Johnston, 1981), 
ventral hippocampal dentate granule cells (Jinno et al., 2003) as well as cerebral 
Purkinje cells (Womack & Khodakhah, 2004) oscillate in a similar autonomous 
network-independent manner. 
In the olfactory system, external mTCs also reveal pattern generator characteristics 
(Hayar et al., 2004; Antal et al., 2006). Synaptic transmission via GABAA and glutamate 
receptors tunes these oscillations. External mTCs make synaptic connections with 
mPGs and short axon cells. This suggests that rhytmical discharge propagates through 
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the entire glomerular network (Hayar et al., 2004; De Saint Jan et al., 2009). 
Serotoninergic centrifugal fibers modulate oscillations by depolarizing external mTCs 
and by increasing spontaneous bursting firing (Liu et al., 2012). 
 
1.4. Intrinsic bursting mechanisms 
 
Intrinsic electrophysiological properties of neurons form the basis for any oscillatory 
discharge pattern in a network-independent pacemaker (Llinas, 1988). Oscillations in 
a single neuron consist of subthreshld membrane potential oscillations with 
superimposed trains of action potentials (APs), termed burst (Fig. 1.8 a). A burst is an 
oscillatory unit consisting of two or more high frequency APs (Cattaneo et al., 1981). 
The firing pattern is dependent on neuronal morphology as well as its ion channel 
expression profile (Mainen & Sejnowski, 1996). Intrinsic oscillatory discharge can be 
divided into three different phases (Fig. 1.8 b), with smooth transitions from one to 
another. Several ionic conductances are involved in the initiation, maintainence and 
termination of oscillations (Llinas, 1988). 
 
1.4.1. Initiation phase of oscillations 
 
A neuron beginns to burst either because of inward current activation or cessation of 
outward currents (Harris-Warrick, 2002). Most times, however, two major ionic 
conductances are responsible for initiating oscillations in neurons. The 
hyperpolarization-activated cyclic nucleotide-gated current (Ih), present in both heart 
(DiFrancesco, 1993) and brain (Pape, 1996; Santoro et al., 1998), is known as a classic 
“pacemaker” current. Moreover, intrinisc oscillations can also be driven by a 
“persistent” tetrodotoxin-sensitive (TTX-sensitive) sodium current (INaP) that activates 
at subthreshold voltages (Crill, 1996).  
 
Fig. 1.8: Characteristics of oscillations. a) Main 
characteristics of bursting describing the 
phenomenon. (1) interburst interval as a time 
window between two consecutive bursts; (2) burst 
duration and number of spikes in a single burst; (3) 
membrane potential between two bursts in 
downstate; (4) membrane potential underlying the 
burst in upstate. b) Three different phases of 
bursting: (1) initiation phase; (2) maintenance 
phase; (3) termination phase. 
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1.4.1.1 Hyperpolarization-activated cyclic nucleotide-gated current 
Ih is a main driving force for intrinsic oscillations in thalamocortical neurons (Pape, 
1996; Ying et al., 2011), striatal cholinergic neurons (Wilson, 2005) and cerebral 
Purkinje cells (Womack & Khodakhah, 2004). Ih also functions in the olfactory system, 
since it has been found to regulate OSN axon outgrowth and thus glomerular formation 
in the MOB (Mobley et al., 2010). The hyperpolarization-activated cyclic nucleotide-
gated channel (HCN) family comprises four distinct members. However, only three 
HCN channel isoforms (HCN1 [rat], HCN2 and HCN4) have been found in the MOB 
(Santoro et al., 2000; Holderith et al., 2003). mMCs reveal a prominent Ih with striking 
amplitude diversity and a substantial impact on spike probability. Therefore, Ih appear 
to have an important role in olfactory sensory coding (Angelo & Margrie, 2011; Angelo 
et al., 2012). 
Ih is a slow non-inactivating ionic conductance (Biel, 2009). It is a mixed cation current 
carried by both Na+ and K+ under normal physiological conditions, with the permeability 
ratio (PNa+ : PK+) ranging from 1:3 to 1:5, resulting in reversal potentials (EIh) between 
-20 mV and -40 mV (Pape, 1996; Kaupp & Seifert, 2001; Biel et al., 2009). HCN 
channels are constitutively open near resting membrane potential (VRMP), stabilizing it 
by lowering the membrane resistance (Rm) (Nolan et al., 2003). Any given input current 
will evoke smaller changes in the VRMP in presence of Ih, so HCN channels seems to 
function as a slow “voltage clamp”. Block of Ih thus results in VRMP hyperpolarization 
(Nolan et al., 2007). 
A defining feature of Ih is activation by hyperpolarization. Ih thus sets VRMP at a 
depolarized level. If the number of open HCN channels increases, the depolarizing 
inward current drives the membrane toward EIh. This Ih characteristic is called 
“depolarizing voltage sag” (Pape, 1996; Lüthi & Mccormick, 1998; Robinson & 
Siegelbaum, 2003). Ih activation therefore slowly depolarizes the membrane and brings 
it to AP threshold (pacemaker potential). This unique property makes it particularly 
useful for providing pacemaker depolarization and therefore for generation of rhytmic 
oscillatory activity (Pape, 1996; Fransén et al., 2004). 
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1.4.1.2 Persistent sodium current 
Ih is not the only conductance involved in generation of oscillations. INaP has been found 
in many spontanous bursting neurons without any requirement for Ih such as 
subthalamic neurons (Do & Bean, 2003), turbomammilary cells (Taddese & Bean, 
2002), hippocampal pyramidal neurons (Yue et al., 2005; Yamada-Hanff & Bean, 
2013), mesencephalic trigeminal neurons (Enomoto et al., 2006), spinal cord cells 
(Tazerart et al., 2008), and cells of the neocortex (van Drongelen et al., 2006). In 
external mTCs, INaP is one of the major conductances responsible for intrinsic bursting 
(Hayar et al., 2004). 
INaP is small compared with transient sodium currents (INaT) repsonsible for APs. In 
neocortical neurons, INaP represents only 0.25% of the transient current, but it is 
activated at more negative potentials where the input resistance of the neuron is high 
(Crill, 1996). Bean and colleagues suggested that the same channel protein mediates 
both INaT and INaP (Taddese & Bean, 2002; Carter et al., 2012). However, the 
controversy regarding channel identity for both INaT and INaP still has to be solved. INaP 
slowly inactivates which can drive pacemaking. Additionally, INaP is regulated by a 
negative feedback effect: low-frequent spiking decreases the level of inactivation and 
thus upregulates INaP (Do & Bean, 2003). INaP is typically activated at -60 mV and 
reaches a peak at -40 to -20 mV (Del Negro et al., 2002; van Drongelen et al., 2006). 
Slow gradual depolarization results from steady state INaP without any INaT contribution 
(Carter et al., 2012). 
The extracellular calcium concentration ([Ca2+]e) has a modulatory effect on INaP (Li & 
Hatton, 1996). Decreasing of [Ca2+]e shifts the threshold for INaP activation to more 
negative values and increases INaP amplitude (Yue et al., 2005). The shift in activation 
threshold plays a major role in burst generation since a subtle shift of only -3 mV 
produces a similar effect as a 50% increase in INaP conductance (Brocard et al., 2013). 
High [Ca2+]e (up to 4 mM) abolishes bursting in hippocampal neurons (Su et al., 2001). 
Decreases in [Ca2+]e also increase cell excitability probably due to changes in the local 
membrane electric field (Frankenhaeuser & Hodgkin, 1957). In general, changes in 
extracellular ionic concentrations occur as a consequence of excessive firing of a large 
number of neurons (Nicholson et al., 1978; Boucetta et al., 2013).  
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1.4.2 Maintenance phase of oscillations 
 
Temporal spike patterns within a burst may transmit information on some stimulus 
parameters and determine which of the many postsynaptic targets of a neuron are 
excited by the burst (Izhikevich et al., 2003). A wide range of ionic conductances may 
be involveded in burst shape, especially different types of sodium and calcium currents 
(Krahe & Gabbiani, 2004) 
Transient sodium current 
Nine members of voltage-gated sodium channels has been found (Nav1.1 – Nav1.9) 
based on  subunit (Yu & Catterall, 2003). However, the pore-forming domain is also 
associated with accessory proteins (England & de Groot, 2009). Four  subunits (1 - 
4) have been identified (Tseng et al., 2007). Most neurons express tetrodotoxin-
sensitive voltage-gated sodium channels whose main function is to generate APs. 
They carry a large rapidly activated and as well rapidly inactivated INaT (Hodgkin & 
Huxley, 1952). This current is activated when membrane potential depolarization 
reaches a certain threshold (typically near -55 mV to -50 mV) (Bean, 2007). Explosive 
and regenerative activation of INaT shapes the rising phase of an AP (Hodgkin & Huxley, 
1952).  
1.4.2.1 Resurgent sodium current 
In some central neurons, special INaT kinetics give rise to a current component 
immediately after the spike. Thus, the dynamic current flowing at the end of an AP is 
an almost entirely resurgent current (INaR) (Raman & Bean, 1997). It produces an 
additional inward current that likely contributes to generation of high-frequency 
discharge during the burst (Do & Bean, 2003). Moreover, INaR is associated with 
unusually rapid recovery from inactivation. Accordingly, channels exhibiting INaR 
recover fast, thus, reducing the inter-spike interval (Raman & Bean, 2001). These 
properties promote rapid AP firing, opposite to the refractory period associated with 
conventional Na+ channel recovery from inactivation. Therefore, INaR accelerates both 
spontaneous firing and burst firing during stimulation (Khaliq et al., 2003). The 
resurgent current was originaly identified in Purkinje cells but has also been found in 
several other neurons including bursting mesencephalic cells (Afshari et al., 2004; 
Enomoto et al., 2006).  
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1.4.2.2 Voltage-gated calcium currents 
Voltage-gated calcium (Cav) channels activate upon membrane depolarization and 
thus mediate Ca2+ influx in response to both APs and subthreshold depolarizing 
signals. Cav channels initiate several fundamental processes in neurons, such as 
synaptic transmission, enzyme activity, gene expression and other biochemical actions 
(Catterall, 2000; Catterall & Few, 2008; Neher & Sakaba, 2008; Südhof & Malenka, 
2008). Essentially, three Cav channel families – Cav1; Cav2 and Cav3 channels – are 
distinguished by their voltage-dependence, deactivation and single channel 
conductance (Carbone & Lux, 1984; Nilius et al., 1985). Since they open more slowly 
than Na+ channels, Cav channels typically activate near the AP peak and current 
amplitues becomes larger with falling AP phase. In this phase, Cav channels are open 
and the driving force on Ca2+ increases (Bean, 2007). Interestingly, Cav channel block 
results in AP broadening. This phenomenon reflects the powerful coupling between 
Cav channels and calcium-activated potassium channels which contribute to AP 
repolarization and burst termination (Berkefeld et al., 2010). 
T-type calcium current 
Channels of Cav3 family conduct T-type Ca2+ current (ICaT). They are prominent in the 
soma and dendrites of many neurons (Huguenard, 1996). ICaT activates at 
comparatively negative potentials (low-voltage activated; LVA), in the same range as 
INaT in most neurons. Compared to other Cav channels, ICaT is characterized by fast 
inactivation (“transient”) and a small conductance (“tiny”). It is therefore called T-type 
(Nilius et al., 1985; Perez-Reyes et al., 1998; Perez-Reyes, 2003). ICaT characteristics 
make it suitable for generation of rhythmic AP firing. Indeed, ICaT plays a crucial role in 
burst generation in thalamic and corticothalamic neurons (Kim et al., 2001; Cueni et 
al., 2008; Astori et al., 2011) as well as in inferior olive pacemaker activity (Park et al., 
2010). Therefore, presence of ICaT can promote intrinsic single-cell oscillatory activity 
(Bal & Mccormick, 1993).  
L-type calcium current 
Cav channels of the Cav1 family reveal a long lasting (L-type) current (ICaL) with Ba2+ 
as a preferred charge carrier. Cav1 channels are sensitive to dihydropyridines 
(Nowycky et al., 1985; Mercuri et al., 1994). In neurons, these channels are important 
in regulation of gene expression and synaptic input integration (Bean, 1989). However, 
ICaL reveals a high activation threshold (high-voltage activated; HVA) and low 
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inactivation time course (Koschak et al., 2001). These properties make them a potential 
candidate in oscillation generation. In fact, ICaL is involved in burst generation in several 
neurons. Cav1 channels drive oscillations in nucleus accumbens (Cooper & White, 
2000) as well as pacemaker activity in newborn spinal cord neurons (Li & Baccei, 
2011). ICaL, together with big conductance potassium channels, also acts as a 
pacemaker in adrenal chromaffin cells (Marcantoni et al., 2010; Vandael et al., 2012). 
P/Q-type calcium current 
P/Q-type currents (ICaP/Q) belong to the HVA Cav2.1 family and contribute mainly to 
vesicle release at synaptic terminals (Ishikawa et al., 2005; Thanawala & Regehr, 
2013). ICaP/Q is distinguished by its sensitivity to the spider toxin ω-agatoxin IVA (Wu & 
Narahashi, 1988). In many cells, calcium-activated potassium channels ale selectively 
coupled to ICaP/Q  (Marrion & Tavalin, 1998; Womack et al., 2004). ICaP/Q also plays an 
important role in burst generation in cerebral Purkinje cells (Womack & Khodakhah, 
2004) as well as in inferior olive neurons (Choi et al., 2010). Heterogeneity in 
distribution and function of Cav channel subtypes, including ICaP/Q, and differences in 
recruitment evoke variable firing patterns in striatal neurons, covering the range from 
regular spiking to bursting (Phillips & Stamford, 2000).  
N-type calcium current 
Cav2.2 channels mediate N-type currents (ICaN). ICaN is specifically expressed in 
neurons and has first been described in dorsal root ganglion cells (Nowycky et al., 
1985). ICaN is insensitive to dihydropyridines, but high sensitive to a toxin from the 
predatory marine snails Conus geographus and Conus magus: ω-conotoxin GVIA (Wu 
& Narahashi, 1988). Compared to ICaL, ICaN is distinguished by more negative voltage-
dependence and faster inactivation (Nowycky et al., 1985; Plummer & Hess, 1991). 
ICaN controls fast neurotransmitter release and acts as a neuromodulator at presynaptic 
terminals (Catterall, 2000; Catterall & Few, 2008). However, multiple types of Cav 
channels are recruited for synaptic transmitter release. In hippocampal neurons, ICaN 
together with ICaP/Q contribute to synaptic transmission (Castillo et al., 1994; Pelkey et 
al., 2006; Li et al., 2007). Activation of ICaN, together with ICaL, facilitates intrinsic 
rhythmic bursting in newborn spinal cord neurons (Li & Baccei, 2011). By contrast, 
inhibition of ICaN generates the transition to burst discharge in striatal cholinergic 
neurons due to coupling to calcium-activated potassium currents (Goldberg & Wilson, 
2005). 
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R-type calcium current 
A current component resistant to all aforementioned blockers, R-type (ICaR), has been 
described for the first time in cerebral granule neurons (Randall & Tsien, 1995). ICaR 
belongs to the Cav2.3 channel family and is involved in several physiological processes 
including neurotransmitter release, synaptic plasticity, fear responses and nociception 
(Wu et al., 1998; Saegusa et al., 2000; Lee et al., 2002; Dietrich et al., 2003; Yasuda 
et al., 2003). Although R-type channels are structurally related to HVA channels, they 
reveal electrophysiological characteristics similar to LVA Cav3 channels (ICaT) (Soong 
et al., 1993). However, their activation threshold is relatively high (Randall & Tsien, 
1997). ICaR is sensitive to a specific blocker, SNX 482 (Tottene et al., 2000). ICaR is 
critical for both cellular and network oscillatory burst discharge in reticular thalamus 
neurons and is, thus, linked to absence of seizure (Zaman et al., 2011). In hippocampal 
CA1 pyramidal neurons, ICaR contributes to afterhypolarization and intrinsic bursting 
(Metz et al., 2005). Network oscillations in the hippocamus are also mediated by ICaR 
(Müller et al., 2012). Therefore, the Cav2.3 channel family is an attractive candidate for 
calcium entry during the burst firing. ICaR deactivates faster than oher Cav channels and 
can be potentially reactivated by subsequent rapidly arriving AP (Nowycky et al., 1985). 
 
1.4.3 Termination phase of oscillations 
 
Rises in the cytosolic calcium concentration ([Ca2+]i) via different Cav channels are 
used to signal diverse actions (Ghosh & Greenberg, 1995). Perhaps the most rapid 
response is the activation of Ca2+-dependent ion channels which leads to immediate 
as well as long-term physiological changes (Berkefeld et al., 2010). Activated upon 
increases of [Ca2+]i, calcium-dependent potassium channels (KCa) give rise to K+ efflux 
which leads to re/hyperpolarization (Bean, 2007). Consequently, this hyperpolarization 
feeds back onto [Ca2+]i through Cav channel deactivation and / or increased transport 
activity of the Na+/K+ exchanger (Fakler & Adelman, 2008). KCa are involved in both 
AP and burst termination (Krahe & Gabbiani, 2004; Bean, 2007). 
1.4.3.1 SK-current 
Small conductance (10 – 14  pS) potassium channels (SK) have a topology similar to 
members of voltage-gated K+ (Kv) channel superfamily, sharing the tetrameric six-
transmembrane domain (Blatz & Magleby, 1986) (Köhler et al., 1996). However, the 
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S4 segment responsible for voltage sensing reveals changed features (Hirschberg et 
al., 1998). Consequently, SK gating is voltage-independent. Instead, activation and 
inactivation of SK is solely driven by [Ca2+]i (Xia et al., 1998; Stocker, 2004). SK may 
integrate multiple Ca2+ signals over time to modulate electrical activity and firing pattern 
in neurons by contributing to the prolonged afterhyperpolrization (AHP) (Sah & Faber, 
2002). This feedback mechanism controls pacemaking and is responsible for dendritic 
integration in many neurons (Wolfart et al., 2001; Cai et al., 2004; Vandael et al., 2012). 
SK-dependent AHP has been found in mMCs (Maher & Westbrook, 2005). 
Dopaminergic neurons in the substantia nigra exhibit slow regular pacemaker firing 
which, for the most part, is determined by SK (Wolfart et al., 2001). In Purkinje cells, 
SK modulates both the interspike and interburst interval (Womack & Khodakhah, 
2004). 
1.4.3.2 BK-current 
Big conductance (250 – 300 pS) potassium channels (BK) have the largest single 
channel conductance of all K+ channels (Reinhart et al., 1989; Salkoff et al., 2006b). 
The BK channel core is a functional tetrameric assembly of  subunits (BK)(Yan et 
al., 2008a). However, the vast majority of BK channels are associated with auxillary  
subunits providing yet more functional diversity (Berkefeld et al., 2010; Lee & Cui, 
2010). The signature feature of BK gating is that the channels can be activated by 
membrane depolarization alone, [Ca2+]i alone, or synergistically by depolarization and 
[Ca2+]i (Marty, 1981). Due to these properties, BK activation is resulting in membrane 
repolarization and closing of Cav channels to reduce Ca2+ entry (Cui et al., 2009) (Kang 
et al., 2000). Multi-stimulus activation is an important property of the channel allowing 
it to integrate various cellular signals in modulating membrane excitability and [Ca2+]i 
homeostasis (Latorre & Brauchi, 2006). Therefore, BK primarily serves as a feedback 
regulator of membrane potential and [Ca2+]i in multiple physiological processes. In 
addition to the involvement in transmitter release (Raffaelli et al., 2004; Thanawala & 
Regehr, 2013), BK provides the main negative feedback for burst termination in 
multiple cell types, such as pituitary cells (Tabak et al., 2011), striatal cholinergic 
neurons (Goldberg & Wilson, 2005), cerebral Purkinje neurons (Haghdoost-Yazdi et 
al., 2008), and chromaffine cells (Marcantoni et al., 2010). BK is also involved in 
regulation of circadian rhythms, pacemaker output in suprachiasmatic neurons 
(Meredith et al., 2006) and in intrinsic bursting of mTCs (Liu & Shipley, 2008b). In 
several cells, BK channels are in close proximity to [Ca2+]i sources and form 
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macromolecular complexes with Cav channels to establish calcium nanodomains 
(Augustine et al., 2003; Fakler & Adelman, 2008). Low concentrations of 
tetraethylammonium (TEA) as well as two scorpion derived peptides iberiotoxin and 
charybdotoxin (Galvez et al., 1990) effectively block BK channels (Blatz & Magleby, 
1986). Recently, the mycotoxin paxilline has also been described to act as a BK 
antagonist (Sanchez & McManus, 1996).  
Aims 
Various vertebrates, including mammals, use several olfactory subsystems to interact 
with the environment. The AOS has a predominant role in detecting chemical signals 
that mediate social recognition and communication. Bypassing the thalamo-cortical 
axis, the AOS is a unique sensory system that directly transmits information to the 
amygdala and hypothalamus. Thus, only three synaptic connections link chemical cue 
detection to highly complex behaviors such as mate choice or aggression. Within the 
AOB network, information processing converges on aMCs that form the only AOB 
output neurons. Given this elegant combination of network structure simplicity and 
sophisticated behavioral output, the AOS represents an excellent model to study 
sensory transmission and processing. Taking center stage, aMCs likely play a 
considerably more important role than a simple relay function. However, surprisingly 
few consolidated data on both morphology and physiology of the AOB’s main 
projection neurons exist. The overall aim of my thesis, therefore, is to shed light on the 
physiological role of the AOB in the sensory information processing. Specifically, my 
project aims to gain a deeper understanding of those aMC properties that enable these 
neurons to reliably transform complex chemosensory signals into a precise output to 
the limbic system. One of the information flow hallmark within a neural network is the 
discharge pattern synchrony. Oscillations emerge from neural circuit characteristics 
and / or intrinsic neuron properties. I aim to investigate spontaneous activity patterns 
and potential oscillatory discharge in aMCs. If rhythmic activity exists in AOB projection 
neurons, I will provide an in-depth description of these signals and investigate their 
mechanistic basis. First, I will establish an acute AOB slice preparation and identify 
aMCs by combining electrophysiology and immunocytochemistry. Using the patch-
clamp technique, I aim to characterize both passive and active aMC properties with 
specific focus on potential aMC oscillations. Then, I will combine electrophysiological 
recordings with a pharmacological approach to investigate the potential influence of 
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local network activity on aMC oscillations. Should I detect intrinsic discharge patterns, 
I will next investigate the biophysical properties that underlie these oscillations. 
Together my data will provide new insight into the unique characteristics of aMCs and 
their fundamental role in sensory information coding. 
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2. Materials and Methods 
2.1 Equipment 
Amplifier EPC-10 USB double    HEKA Elektronik 
Stereo Microscope S4E     Leica Microsystems 
Centrifuge mini spin      Eppendorf AG 
Hot plate magnet stirrer     Snijders 
Microforge MF-830 Narishige 
Micromanipulator  Luigs & Neumann 
PC-10 vertical two-step micropipette puller Narishige  
Microscope Leica DM Leica Microsystems 
Objectives       Leica Microsystems 
5x (N PLAN 5x/0.12) 
25x (HCX IRAPOL25x/0.95W 
Oscilloscope TDS 1001B     Tektronik 
Osmometer osmomat 030     Gonotec 
Perfusion system 8-in-1     AutoMate Scientific 
pH electrode InLab routine (for solutions)  Mettler Toledo 
Recording chamber Slice mini chamber   Luigs & Neumann 
Trigger interface TIB-14 S     Heka Elektronik 
Vibratome VT 1000 S     Leica Microsystems 
Water bath       Memmert 
 
2.2 Consumables 
Borosilicate glass capillaries 
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(filament; 1.50 mm OD / 0.86 mm ID)   Science Products 
Cell culture dishes (35 x 10 mm)    Falcon 
Cell culture dishes (145 x 20 mm)    Falcon 
Eppendorf tubes      Sarstedt 
Filter IC Acrodisc 13 mm syringe filter    Life Science 
Filter Filtropur S 0.2      Sarstedt 
Glass microscope slides     VWR 
ground edges frosted 
Gloves       Meditrade 
Disposable graduated transfer Pasteur pipets  VWR 
Syringe BD Plastipak     Becton Dickinson GmbH 
15 ml tubes       Sarstedt 
 
2.3 Chemicals and Inhibitors 
(2-hydroxyethyl)-1-piperazineethanesulfonic   AppliChem 
acid (HEPES) 
Agarose (low melt)      PeqLab 
Alexa Fluor® Hydrazide     Molecular Probes 
4-Aminopyridine (4-AP)     Sigma Aldrich 
Apamin       Abcam 
ATP (Mg-ATP)      Sigma Aldrich 
Biocytin       Sigma Aldrich 
ω-Agatoxin IVA      Tocris 
Cadmium chloride      Sigma Aldrich 
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Calcium chloride      Sigma Aldrich 
Cesium chloride      Sigma Aldrich 
Charybdotoxin      Sigma Aldrich 
D-(-)-2-Amino-5-phosphonopentanoic acid (D-AP5)  Abcam 
Dimethyl sulfoxide (DMSO)    Sigma Aldrich 
Ethanol       VWR / Merck 
Ethylene glycol-bis(2-aminoethylether)-   Sigma Aldrich 
N,N,N´N´,tetraacetic acid (EGTA)  
Glucose       Sigma Aldrich 
GTP (Na-GTP)      Sigma Aldrich 
Iberiotoxin       Abcam 
Magnesium chloride     Sigma Aldrich 
Methanol       AppliChem 
Mibefradil dihydrochloride     Tocris 
NBQX dissodium salt     Abcam 
Nifedipine       Sigma Aldrich 
Paxilline       Enzo 
Potassium chloride      Sigma Aldrich 
Potassium hydroxide     Sigma Aldrich 
ProLong® Gold antifade reagents   Invitrogen 
SNX482       Tocris 
Sodium azide      Sigma Aldrich 
Sodium chloride      Sigma Aldrich 
Sodium hydrogen carbonate    Sigma Aldrich 
Sodium hydroxide      AppliChem 
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SR95531 (Gabazine)     Abcam 
Tetraethylammonium (TEA)    Sigma Aldrich 
Tetrodotoxin (TTX)      Alomone Labs 
Triton-X-100       Sigma Aldrich 
ZD-7288       Abcam 
ω-conotoxin GVIA       Abcam 
 
2.4 Antibodies and Sera 
Streptavidin Alexa Fluor® 488 conjugate  Molecular Probes 
Albumin from bovine plasma    Sigma Aldrich 
Normal bovine serum     Dianova 
 
2.5 Solutions 
Bath solutions 
Regular extracellular solution (non-oxygenated) (SEregular)    
 145 mM NaCl, 5 mM KCl, 1 mM CaCl2, 1 mM MgCl2, 10 mM HEPES, pH 7.3 
(adjusted with NaOH), 300 mOsm (adjusted with glucose) 
 
Regular extracellular solution (oxygenated 95% O2, 5% CO2) (SEoxy)  
  124 mM NaCl, 26 mM NaHCO3, 3 mM KCl, 1.25 mM NaH2PO4, 1.3 mM 
MgSO4, 1.3 mM CaCl2, 10 mM glucose, 300 mOsm (adjusted with glucose) 
 
Sucrose-based extracellular solution (oxygenated 95% O2, 5% CO2) (SEsucrose) 
  220 mM Sucrose, 26 mM NaHCO3, 3 mM KCl, 1.25 NaH2PO4, 2.6 mM 
MgSO4, 10 mM glucose 300 mOsm (adjusted with glucose) 
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‘Barium solution’ (SE1)         
 100 mM NaCl, 25 mM TEA-Cl, 10 mM BaCl2, 1 mM MgCl2, 10 mM HEPES, 10 
mM 4-AP, 1 µM TTX;, pH 7.3 (adjusted with HCl), 300 mOsm (adjusted with glucose) 
 
0.1 mM Calcium solution         
 145.35 mM NaCl, 5 mM KCl, 0.1 mM CaCl2, 1 mM MgCl2, 10 mM HEPES, pH 
7.3 (adjusted with NaOH), 300 mOsm (adjusted with glucose) 
 
0.5 mM Calcium solution         
 145.75 mM NaCl, 5 mM KCl, 0.5 mM CaCl2, 1 mM MgCl2, 10 mM HEPES, pH 
7.3 (adjusted with NaOH), 300 mOsm (adjusted with glucose) 
 
5 mM Calcium solution         
 139 mM NaCl, 5 mM KCl, 5 mM CaCl2, 1 mM MgCl2, 10 mM HEPES, pH 7.3 
(adjusted with NaOH), 300 mOsm (adjusted with glucose) 
 
Ih solution (SE2)          
 110 mM NaCl, 12.5 KCl, 10 mM TEA-Cl, 10 mM HEPES, 5 mM 4-AP, 1 mM 
BaCl2, 1 mM MgCl2, pH 7.3 (adjusted with HCl), 300 mOsm (adjusted with glucose) 
 
Ih blocking solution (SE3)         
 107.5 mM NaCl, 12.5 KCl, 10 mM TEA-Cl, 10 mM HEPES, 5 mM 4-AP, 5 mM 
CsCl2, 1 mM BaCl2, 1 mM MgCl2, pH 7.3 (adjusted with HCl), 300 mOsm (adjusted 
with glucose) 
 
K+ solution (EK+ = -100 mV) (SE4)        
 147.24 mM NaCl, 10 mM HEPES, 2.76 mM KCl, 1 mM CaCl2, 1 mM MgCl2, pH 
7.3 (adjusted with NaOH), 300 mOsm (adjusted with Glucose) 
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Pipette solutions 
Cs+-Gluconate pipette solution (SICs)       
 125 Gluconic acid, 105 mM CsOH, 20 mM NaOH,10.5 CsCl, 10 mM HEPES, 2 
mM MgCl2, 1 mM EGTA, 0.3 mM CaCl2, 2 mM ATP, 1 mM GTP, pH 7.1 (adjusted with 
CsOH), 290 mOsm (adjusted with glucose) 
 
Cl--symmetric pipette solution (SICl)       
 143 KCl, 10 mM HEPES, 2 mM KOH, 1 mM EGTA, 0.3 mM CaCl2, 2 mM ATP, 
1 mM GTP, pH 7.1 (adjusted with KOH), 290 mOsm (adjusted with glucose) 
 
K+-Gluconate pipette solution (SIK)       
 135 K+-gluconate, 10 mM HEPES, 2 mM MgCl2, 10 mM NaCl, 1 mM EGTA, 0.3 
mM CaCl2, 2 mM ATP, 1 mM GTP, pH 7.1 (adjusted with KOH), 290 mOsm (adjusted 
with glucose) 
Others 
Fixative solution          
 4% (w/v) paraformaldehyde (PFA) in PBS-/- buffer (10 mM, pH 7.4) 
 
Blocking solution          
 0.8% Triton-X-100, 5% normal bovine serum, 0.05% sodium azid in 10 mM PBS-
/- 
 
Staining solution          
 3% BSA (IgG-free, protease-free), 0.05% sodium azid, streptavidin Alexa 
Fluor® 488 (1:800) 
 
Agarose (4%)          
   4 g / 100 ml in SEregular 
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2.6 Software 
COREL Draw X6       Corel Corporation 
Excel 2013        Microsoft 
Fitmaster 2.67       Heka Elektronik 
Igor Pro 6.3.4       Wavemetrics 
Imaris 7.6        Bitplane 
JPCalcW        Barry, 1994 
Leica LAS        Leica Microsystems 
Patchmaster 2.67       HEKA Elektronik 
PPT (Patchers Power Tools) 2.19     Dr. F. Mendez  
F. Würrienhausen 
SpAcAn 1.05        Guillaume P. Dugué  
Charly Rousseau 
2.7 Animals 
All animal procedure were in compliance with local and European Union legislation on 
the protection of animals used for experimental purposes (Directive 86/609/EEC) and 
with recommendations put forward by the Federation of European Laboratory Animal 
Science Associations (FELASA). C57BL/6 (Charles River Laboratories, Sulzfeld, 
Germany) were housed in groups of both sexes at room temperature on a 12 h 
light/dark cycle with food and water available ad libitum. If not stated otherwise, 
experimental procedures used young adults of either sex. We did not observe obvious 
gender-dependent differences in electrophysiological recordings 
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Methods 
2.8 Preparation of acute vibratome slices of AOB 
Male and female C57BL/6 mice were sacrifice by brief exposure to CO2 followed by 
cervical dislocation using sharp surgical scissors. The skull cap was removed allowing 
access to the brain. Olfactory bulbs were dissected and embedded in 4% low melting 
agarose and sliced sagittally (250 µM thickness) in ice-cold SEsucrose via vibratome 
(VT1000S; speed 3.5 a.u. = 0.15 mm/s; frequency 5.5 a.u. = 55 Hz; amplitude: 0.6 
mm). Each slice contains all layers of the AOB. Two acute slices per bulb (Fig. 2.1 b) 
were transferred into a submerged, oxygenated chamber and equilibrated in SEoxy for 
1 - 5 hours. 
2.9 Electrophysiology 
The patch-clamp technique is a physiological method developed by Erwin Neher and 
Bert Sakmann between 1973 and 1976 (Neher & Sakmann, 1976; Hamill et al., 1981). 
It allows the measurement of ionic currents flowing across biological membranes and 
recordings of membrane potentials. This technique is widely used to analyze ion 
channels in cellular membranes. It is based on a tight connections between the 
recording electrode and a small patch of the cell membrane. This tiny membrane patch 
under the glass pipet is electrically isolated and exhibits a high electrical resistance, 
which considerably decreases the background noise. Depending on recording 
configuration, this enables measurement of ionic currents flowing across the entire cell 
membrane or through a single channel. Such a tight connection is achieved via a heat-
polished borosilicate glass pipette that is positioned opposed to the cell membrane. 
Slightly positive pressure is applied to prevent pipette clogging. When the pipette is in 
direct proximity to the cell, pressure is released. As a result the pipette resistance 
Fig. 2.1: Preparation of acute AOB slices. a) In situ view on the mouse brain, two symmetric olfactory bulbs 
rostral (r), right and left hemisphere and cerebellum caudal (c). Dashed line represents the section plane. Scale 
bar: 1.5 mm. b) Lateral view on the sagittal acute bulb slice with the accessory olfactory bulb (dashed line). r: 
rostral; c:caudal; d: dorsal; v: ventral. Scale bar: 500 µm. 
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increases and moves the membrane closer to the patch pipette. Subsequently applied 
gentle suction increases the resistance dramatically within a few seconds. This 
promotes development of a tight connection (“seal”) between the membrane and the 
pipette. Electrical resistance in the range of several G (“gigaseal”) allows tight-seal 
“cell-attached” (Fig. 2.2) recordings. In loose-seal cell-attached (or “loose-patch”) 
configuration, the cell membrane is not tightly sealed to the patch pipette allowing 
extracellular recordings of capacitive currents during action potential discharge with 
minimal invasiveness.  
In whole cell configuration, the cell interior is controlled. The plasma membrane under 
the pipette is disrupted using a suction pulse. Upon ‘break-in’, the pipette solution and 
cytoplasm mix and, given the excess of pipette solution volume, the intracellular 
medium is essentially substituted with the pipette solution. This patch-clamp 
configuration is used to measure membrane potential and electrical currents over the 
entire cell membrane (Fig. 2.2). 
To measure electrical events in cells a patch-clamp amplifier is used. It is built of two 
principal component. The first one is the preamplifier (“headstage”), including the 
recording electrode. The headstage is used for measurement of both ionic currents 
and membrane potential changes. The second is the main devise with the central 
processing unit. The main principle of ionic currents recording is to prevent alterations 
in the determined membrane potential. To achieve this, a compensating inverted 
Fig. 2.2: Schematic representation of different 
patch-clamp recording configurations. Pipette tip 
and a part of the cell membrane are shown. Different 
configurations are shown. Cell-attached and whole-cell 
are predominantly use in recordings from entire cell. 
Inside-out and outside-out are better suited for single 
channel recordings. 
Adapted from (Hamill et al., 1981). 
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current is generated by the amplifier. This compensatory current acts as a negative 
feedback mechanism and clamps the potential at set values. This clamping prevents 
underlying receptor currents from leading to membrane depolarization and, in neurons, 
action potential triggering.  
2.9.1 Electrophysiological recordings from mitral cells in acute tissue 
slices. 
For electrophysiological recordings, AOB slices (Fig. 2.1 b) were transferred to a 
recording chamber. The slices were anchored with stainless steel wires with 0.1 mm 
thick human hair. Cells were continuously superfused with fresh SEoxy. An upright 
fixed-stage light microscope with infrared-optimized differential interference contrast 
(DIC) optics (Leica DM6000 FS) was used to visualize mitral cells. Using 5x (N Plan 
5x/0.12) objective, perfusion pencil was placed behind anterior to the lateral olfactory 
tract (LOT). For mitral cell soma visualization, a 25x (HCX IRAPO L25x/0.95W) long 
working distance water immersion objective optimized for infra-red transmission was 
used. A cooled CCD-camera (CCD, Fig.2.4 a) controlled by Leica LAS AF software 
was used for monitoring measured cells. 
Borosilicate glass capillaries patch pipettes (with filament and fire-polished ends, 1.50 
mm OD / 0.86 mm ID) were pulled in two stages with a PC-10 vertical two-step 
micropipette puller (heat 1: 62.3 a.u..; heat 2: 48.2 a.u.; 2 full weights). Pipette tips 
were heat-polished using a MF-830 microforge (heat: 50 a.u.). Resulting pipettes had 
a resistance between 5 and 8 M. Patch pipettes were mounted on an Ag/AgCl wire 
electrode connected to the EPC-10 headstage (Fig. 2.4 a). Slight positive pressure 
was applied before dipping pipettes into bath solution to prevent dirt and debris from 
entering the pipette. For online visualization of recorded aMCs, patch pipettes were 
Fig. 2.3: Patch-clamp recording in acute brain slices of the AOB. a) Low magnification bright-field image of 
AOB layers. Dashed line represents the boundary between the glomerular and mitral cell layer. b) Low magnification 
bright-field image of the AOB slice showing the position of the patch-pipette and application pensil used to deliver 
pharmacological cues. c) High-magnification image of the AOB mitral cell with an attached patch electrode. d) High-
magnification image of the AOB with four aMCs filled with fluorescent dye Alexa Fluor® Hydrazide. GL: glomerular 
layer; MCL: mitral cell layer; GCL: granule cell layer; MC: mitral cell. Scale bar (a-b): 200 µm; c: 10 µm; d: 20 µm. 
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filled with slightly hyperosmolar pipette solution (SICs; SICl or SIK) containing 20 µM 
fluorescent dye Alexa Fluor® Hydrazide (Fig. 2.3 b; d). Cells were targeted under 
optical control using Luigs & Neumann micromanipulators. All electrophysiological data 
were recorded in either cell-attached or whole-cell configuration. 
An EPC-10 double amplifier (Fig. 2.4 b) controlled by Patchmaster software was used 
for data acquisition. Capacitance of both patch pipette (Cfast) and cellular membrane 
(Cslow) were measured and automatically compensated. Recorded serial resistance 
(Rs) was used for evaluation of experimental quality. Cells with unstable Rs and / or Rs 
values > 30 M were discarded. Theoretical liquid junction potentials were calculated 
using JPCalW software and automatically corrected online. 
In voltage-clamp recordings, data were acquired at 10 kHz sampling frequency. Analog 
data were low-pass filtered using two Bessel filter in series. The first filter was adjusted 
to a filter frequency of 10 kHz for all recordings. In accordance to the Nyquist theorem 
(Nyquist, 1928), the second filter cut-off frequency was 1.667 kHz. In current-clamp 
recordings, filter frequency was adjusted to ¼ (2.5 kHz) of the sampling rate (10 kHz). 
To apply different extracellular solutions and drugs, a pressure-driven 8-in-1 perfusion 
system was used (Fig. 2.4 a). AOB slices were continuously superfused with SEregular 
to avoid mechanical stimulation. All measurements were conducted at room 
temperature. 
Fig. 2.4: Patch-clamp set-up for 
recordings in acute brain slices of 
the AOB. a) Image of the upright 
fixed stage light microscope (Leica 
DM6000 FS) with a CCD-camera 
(CCD) and magnification changer 
used for visualization of the mitral 
cells. The microscope is equipped 
with a peripheral experimental 
devices such as amplifier headstage 
(probe). Perfusion system on the 
other site serves as a precisely 
stimulus deliverer. Both probe and 
perfusion are mounted on a Luigs-
Neumann device (LN) for 
micromanipulator-controlled 
movement. b) Devices for 
electrophysiological recordings 
include an EPC-10 double amplifier 
(amp), an oscilloscope (osc) and a 
TIB 14S trigger interface (TIB).  
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2.9.2 Pulse protocols for data acquisition 
 
 
 
 
 
 
 
Current-clamp IV recording protocol (CC1): The cell is 
hyperpolarized with the first step (-20 pA amplitude) and then 
depolarized stepwise (+5 pA intervals; 30 s duration). 
Sag potential recording protocol in current-clamp mode for Ih 
(CC2): The cell is hyperpolarized by stepwise current injection (-50 
pA intervals; 300 s duration). 
Slow ramp recording protocol in voltage-clamp mode for INaP 
(VC1): The cell is slowly and gradually depolarized from -98 mV up 
to -48 mV (6.2 s duration; 10 mV/s slope). 
Slow mirror ramp recording protocol in voltage-clamp mode 
for INaP (VC2): The cell is slowly depolarized from -98 mV to -48 mV 
and subsequently hyperpolarized (-48 mV to -98 mV; 11 s 
duration). 
Activation recording protocol (IV) in voltage-clamp mode for 
INaT (VC3): The cell is depolarized for 100 ms from -100 mV up to 
+70 mV in a stepwise manner (+10 mV interval). 
Inactivation recording protocol (IV) in voltage-clamp mode 
for INaT (VC4): Stepwise depolarization (10 mV intervals) from -
120 mV up to +40 mV; (100 ms) followed by constant, fully 
activating voltage step (0 mV).  
Activation recording protocol (IV) in voltage-clamp mode for 
resurgent INaR (VC5): Transient depolarization to +20 mV was 
followed by stepwise repolarization to values between 0 and -100 
mV (10 mV intervals; 200 ms). 
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2.10 Data analysis 
All electrophysiological data were pooled results from experiments performed with at 
least two animals on at least two different days. Offline analysis used different software 
(Patchmaster, Fitmaster, IGOR Pro, and Excel). If not stated otherwise, results are 
presented as mean ± SEM and statistical analysis were performed using paired or 
unpaired student t-tests or one-way ANOVA tests followed by post-hoc Tukey tests (as 
dictated by data distribution and experimental design). Correlation of two parameters 
was analyzed using a linear correlation procedure implemented in Igor Pro software 
We used adequate equation for fitting and analyzing the data, such as line 
equation: 𝑦 (𝑥) = 𝑎 + 𝑏𝑥; monoexponential equation: 𝑦 (𝑥) = 𝑦0 + 𝐴 exp {
− (𝑥−𝑥0
𝜏
}; 
double exponential equation: 𝑦 (𝑥) = 𝑦0 +  𝐴1𝑒𝑥𝑝 {
−(𝑥−𝑥0
𝜏1
} +  𝐴2𝑒𝑥𝑝 {
−(𝑥−𝑥0
𝜏2
}; sigmoid 
equation: 𝑦 (𝑥) = 𝑏𝑎𝑠𝑒 +  {
𝑚𝑎𝑥
(1+𝑒𝑥𝑝 (
𝑥ℎ𝑎𝑙𝑓−𝑥
(𝑟𝑎𝑡𝑒)
))
}. The time constant  describes the time 
that an exponentially decreasing process takes to decline to 
1
𝑒
 (~ 36.8%) of its initial 
Activation recording protocol (IV) in voltage-clamp mode 
for ICa (VC6): The cell is hyperpolarized up to -100 mV to 
ensure full activation ensured full activation of Cav channels 
and subsequent stepwise depolarized from -100 mV to +50 
mV (10 mV intervals, 100 ms duration). 
Activation recording protocol (IV) in voltage-clamp mode 
for ICa (VC7): The cell is stepwise depolarized from -90 mV to 
+70 mV (10 mV intervals, 150 ms duration). 
Activation recording protocol (IV) in voltage-clamp mode 
for SK (VC8): The cell is briefly depolarized (+10 mV) and 
subsequently clamped at -50 mV for 800 ms. 
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value (calculated using Igor Pro software). Conductance was calculated using Ohm’s 
Law, where R = V / I, and conductance is the inverse of resistance: g = 1 /R. 
 
2.11 Immunocytochemistry 
Biocytin (0.3% (w/v)) was added to the pipette solution and cells were filled by diffusion 
for at least 20 min during and / or after whole-cell recordings. Slices were kept for 
another 15 min in the recording chamber to wash out excess biocytin. AOB slices were 
subsequently fixed in 4% paraformaldehyde (diluted in PBS) (10 mM, pH 7.4) at 4°C 
for at least 12 hours. The fixative was subsequently washed out in 4 x 10 min washing 
steps carried out in 10 mM PBS. For blocking and permeabilization, slices were 
incubated in blocking solution at 4°C for 90 min. Subsequently, the blocking solution 
was carefully removed using a pipette and a staining solution containing streptavidin 
Alexa Fluor® 488 conjugate antibody was applied. Staining was done in the dark at 
room temperature in a humidified chamber to avoid drying artifacts. After staining, 
slices were washed 4 x 10 min. An open rectangle of double-sided seal adhesive was 
prepared and fixed on a slide. AOB slice was placed inside the center of the rectangle 
using a small spade. Excess fluid was carefully removed with a tissue and a drop of a 
mounting medium was put onto the slice. Cover glass was gently lowered onto the 
adhesive tape without introducing air bubbles and gentle pressure was applied to the 
cover slip ensuring adhesive tape contact. Cover slips were sealed permanently using 
nail polish. After visualization, slides were stored at 4°C for several weeks. 
2.12 Confocal imaging of biocytin-streptavidin marked cells 
 
Stained AOB slices were transferred to an upright confocal Leica DM 6000 CFS SP5 
microscope equipped with a 20x (water immersion, HCX Apo, high numeric aperture) 
objective. Streptavidin Alexa Fluor® 488 conjugate was excited using the 488 nm line 
of an argon laser and emitted fluorescence was captured using a band pass filter 500 
– 550 nm filter. High magnification confocal sections of Alexa Fluor® 488 conjugate 
stained aMCs were used for morphological analysis. 
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3. Results 
 
3.1. Characteristics of mitral cells 
The accessory olfactory bulb (AOB) represents the first stage of central information 
processing in the rodent accessory olfactory system. Mitral cells (aMCs), the main 
excitatory projection neurons in the AOB, receive input from vomeronasal sensory 
neurons, and project directly to higher brain regions such as the amygdala and 
hypothalamus, bypassing the primary olfactory cortex (Halpern, 1987). Despite the 
crucial role of aMCs in information processing of olfactory cues, surprisingly little is 
known about their physiological characteristics in the AOB (Zibman et al., 2011a; 
Shpak et al., 2012) . In an attempt to better understand the specific function of aMCs 
within the AOB network architecture, we focus on distinctive aMC features enabling a 
key role in chemosensory coding and gain control. 
3.1.1. AOB mitral cells show two different spontaneous discharge 
patterns 
The brain exhibits a remarkably high level of well-structured neuronal activity that is 
not strictly determined by sensory input (Kenet et al., 2003; Han et al., 2008; Luczak 
et al., 2013). To investigate spontaneous activity discharge in aMCs, we obtained 
whole-cell recordings from optical identified aMCs in acute brain slices (Fig. 2.3). In 
current-clamp mode, using 0 pA current injection and gluconate-based intracellular 
solution, we continuously monitored aMC membrane potential. The vast majority of 
aMCs are spontaneously active (88%, 1099 of 1250 aMCs) displaying an average firing 
frequency of 1.51 ± 0.22 Hz (mean ± SEM; n = 20). We found two distinct discharge 
patterns. In addition to tonic asynchronous activity measured in 763 of 1099 (69.4 %) 
spontaneously active aMCs (Fig. 3.1 a), we identified a population of MCs (336 of 1099 
aMCs; 30.6 %) that exhibits an oscillatory discharge type with periodic membrane 
potential fluctuations and action potential firing bundled into discrete bursts (Fig. 3.1 b, 
c). These oscillations show a high degree of rhythmicity and persist over prolonged 
periods without substantial run-down. 
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Passive and active membrane properties of oscillatory and tonic mitral cells 
Both passive and active membrane properties influence neuronal information 
processing (Fortune & Rose, 1997). First, to comparatively investigate the passive 
membrane properties of mitral cells, we injected negative hyperpolarizing current (-20 
pA) for 400 ms into both oscillatory and tonic cells. Average traces from 3 consecutive 
recordings are plotted and the membrane time constant mem is calculated using a 
mono-exponential equation (see Material and Methods) (Fig. 3.2 a1-2). We compared 
mem values of oscillating aMCs (n = 29;  = 58.889 ± 2.936 ms) and tonic aMCs (n = 
34;  = 54.122 ± 2.22 ms) as well as granule cells (n = 6;  = 38.949 ± 0.174 ms) (mean 
± SEM). We found no significant differences in mem between oscillatory and tonic 
aMCs (p = 0.363). However, mem of granule cells is significantly different from mem of 
both tonic and oscillating aMCs (p < 0.0001) (Fig. 3.2 a3).  
Intrinsic firing characteristics of neurons determine their individual stimulus response 
range. Therefore, we comparatively investigated the dynamic of firing patterns in 
oscillatory and tonic aMCs. We analyzed the input - output relationship (current 
injection - firing frequency (I-F) curve) of aMCs by stepwise depolarizing current 
Fig. 3.1: Two different types of the spontaneous discharge pattern in the mitral cells of the AOB. (a) Type A 
of spontaneous aMCs firing: TONIC pattern, shows irregular spontaneous activity, Ihold = 0 pA. (b) Type B of aMCs 
spontaneous firing behavior: OSCILLATORY pattern, with a high periodicity of the membrane potential oscillations, 
with rhythmical bursts of action potential, Ihold = 0 pA. c) Enlarged view of an ‘oscillatory unit’, with several action 
potentials in a single burst. Dashed lines represent resting membrane potential (RMP) VRMP = -60 mV. 
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injections (5 pA intervals) for 1s each (Fig. 3.2 b). Both oscillatory (Fig. 3.2 b1) and 
tonic (Fig. 3.2 b2) aMCs display similar curve progression with no significant differences 
in firing rate. Our data show that oscillatory and tonic aMCs share similar passive 
membrane properties and intrinsic firing characteristics. Therefore, other intrinsic and 
/ or extracellular parameters have to be responsible for the striking differences in 
discharge pattern between these two aMC populations. 
 
3.1.2 Bursting properties of oscillatory mitral cells 
One characteristic property of oscillatory discharge is periodic fluctuation of the 
membrane potential with alternating active and silent periods. However, individual 
oscillation type and properties can substantially vary among neurons. Here, we provide 
a quantitative description of aMC oscillations analyzing parameters such as interburst 
interval, burst duration, spikes per burst and membrane potential values (Fig. 3.3 a). 
We define the interburst interval (IBI) as the time window between two successive 
bursts. The average IBI of oscillating aMCs is 10.49 ± 0.65 s (mean ± SEM; n = 154), 
but individual values range from approximately 1 s (0.998 s) to 49.3 s (Fig. 3.3 b1).  
Next, we focused on the duration of single bursts. Conventionally, a burst is defined as 
a cluster of two or more high frequent action potentials superimposed on a slow 
depolarizing membrane potential (upstate; Vu) (Cattaneo et al., 1981). Here, we define 
burst duration as the time between the first and the last spike in a burst. In oscillating 
aMCs, average burst duration is 5.28 ± 0.33 s (mean ± SEM; n = 154 (Fig.3.3 b2)). 
Fig. 3.2: Passive and active membrane 
properties of tonic and oscillatory mitral cells. 
a) Representative original traces revealing 
membrane potential hyperpolarization after 
current injection (-20 pA, 400 ms) in (1) an 
oscillatory and (2) a tonic aMC. mem was 
calculated using a mono-exponential fit. (3) 
Comparison between mem of oscillatory: 58.889 
± 2.936 ms (n = 29), tonic: 54.122 ± 2.22 ms (n = 
34) and granule cells: 38.949 ± 0.174 ms (n = 6) 
(mean ±, SEM). There is no significant 
differences between mem of oscillating and tonic 
aMCs (n.s), however mem of granule cells shows 
significant differences to both aMC types. *p < 
0.0001, one-way ANOVA followed by Tukey test. 
b) I-F curve from (1) oscillating (n = 24) and (2) 
tonic aMCs (n = 30). Firing frequency is plotted 
against current step amplitude. Black dots 
represent average frequencies (mean ± SEM); 
red lines are monoexponential fits of the data 
points. 
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However, the shortest bursts last only a few hundred milliseconds, whereas the longest 
bursts last for more than 20 s. 
Next, we investigated the number of action potentials in a single burst (Fig.3.3 b3). The 
majority of oscillating aMCs (99.35%) fire more than 5 spikes in a single burst. The 
average is 18.63 ± 1.07 (mean ± SEM; n = 154). 
Membrane potential oscillations display slow periodic changes, with a membrane 
potential downstate (Vd) between two bursts and a depolarized phase with 
superimposed action potential bursts, defined as the membrane potential upstate (Vu).  
Vd values (n = 154) range from -54.08 mV to -77.5 mV, with an average of -65.84 ± 
0.32 mV (mean ± SEM). Vu values range from -36.33 mV to -67.75 mV, with an average 
of -54.08 ± 0.33 mV (mean ± SEM) (Fig. 3.3 b4). There is a significant difference 
between both membrane potential states. 
We performed correlation analysis to investigate a potential mutual dependence 
between bursting parameters such as IBI or burst duration and Vd or Vu, respectively 
(Fig. 3.3 c, d) as well as burst duration and IBI (Fig. 3.3 e).We find no significant 
correlation between either IBI and Vd (r = -0.036; Fig. 3.3 c), or burst duration and Vu 
Fig. 3.3: Characterization of aMC oscillation parameters. a) Schematic describing the parameters used to 
characterize oscillatory discharge patterns; i.e., interburst interval, burst duration, spikes per burst, membrane 
potential downstate (Vd), and upstate (Vu) b) Analysis of bursting parameters in aMCs (n = 154). (1) IBI:  10.49 ± 
0.65 s. (2) Burst duration: 5.28 ± 0.33 s. (3) Spikes per burst: 18.63 ± 1.07 s. (4) Vd: -65.84± 0.32 mV, and Vu: -
54.08 ± 0.33 mV  (mean ± SEM);  * p < 0.0001 (paired student t-test); black dots represent average data from 
single aMCs, red dots represent the population average, red error bars indicate SEM. c) Correlation analysis of 
downstate and interburst interval in oscillating aMCs (n = 154). Line regression fit (red line) represents correlation 
slope with correlation coefficient r = -0.036. d) Correlation analysis between membrane potential upstate and burst 
duration, correlation coefficient r = -0.256, fitted by a linear regression (red line). e) Correlation analysis of 
interburst interval and burst duration. Line regression fit (red line) represents correlation slope with correlation 
coefficient r = 0.37. 
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(r = -0.256; Fig. 3.3 d). Burst duration and IBI show also a low correlation (r = 0.37; Fig. 
3.3 e). 
Next, we divided aMCs into 8 distinct groups (n = 154) (Table 1). 20.13 % of aMCs 
oscillate with average IBI of 9 – 12 s. Burst duration of the largest aMCs group (33.12%) 
lies between 2 and 4 s (Table 1). Spike count of the largest population group (27.27 
%) display values between 1 – 10 spikes within a single burst. 
We quantitatively describe oscillations using bursting parameters such as IBI, burst 
duration, spikes per burst and two distinct states of the membrane potential, Vd and Vu. 
aMCs display high diversity regarding oscillatory discharge pattern. 
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Table 1: Color coded diagram of aMC burst parameters (n = 154). a) IBI, burst duration, spikes per burst, Vd and 
Vu. Colors represent eight populations of aMCs, categorized by arbitrary parameter value ranges. Maximal and minimal 
values are highlight in black frames. b) Bursting parameter categories (time in (s) for IBI and burst duration, count as 
(n) for spikes per burst, voltage in (mV) for Vd and Vu). c) Population frequency of bursting parameter categories. 
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3.1.3. Membrane potential changes do not switch oscillatory discharge 
into tonic in aMCs 
aMC oscillatory discharge persists over a long period with essentially no attenuation 
and can be easily discriminated from an irregular tonic firing pattern. However, we 
found no significant differences in passive membrane properties and intrinsic firing 
characteristics between tonic and oscillating aMCs (Fig. 3.2). Hence, we asked if 
constitutive membrane potential changes toward more depolarized potentials elicit 
tonic discharge pattern in oscillatory cells. To address this question we manipulated 
the basic aMC membrane potential by injecting positive or negative current over 
Fig. 3.4: Membrane depolarization 
is not sufficient for generation of 
oscillations. Original traces recorded 
from a aMC in current-clamp mode. 
Current is applied stepwise to the cell 
(5 pA intervals, 30 s duration). Current 
injection covers a range from negative, 
hyperpolarizing (first step: -20 pA) to 
positive depolarizing injections (last 
step: +50 pA). Dashed lines represent 
the resting membrane potential at 0 pA 
current injection (VRMP = -60 mV).  
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prolonged period of time (30 s) (PCC1: SIK; SEsyn; see Materials and Methods) (Fig. 3.4). 
Injection of positive current affects oscillations and, consequently, burst parameters. 
With depolarization, IBI decreases. By contrast, burst duration increases and more 
action potentials occur during a single burst. However, while depolarization affects 
bursting phenotype, constitutive positive current injection does not switch oscillatory 
discharge into tonic firing, unless depolarization exceeds Vu. (Fig. 3.4; last sweep).  
 
3.1.4. Mitral cells diversity 
Mitral cells are highly diverse regarding their bursting characteristics. For oscillating 
aMCs, membrane potential up- (Vu) and downstate (Vd) are clearly distinguished as 
two peaks in the amplitude histogram, regardless of individual oscillation frequencies 
(Fig. 3.5, red arrowheads). However, tonic aMCs display only one membrane potential 
peak in their amplitude histograms (Fig. 3.5 a), excluding any recurrent membrane 
potential fluctuations. By contrast, the two histogram peaks derived from an aMC 
oscillating at high frequencies (IBI = 1.5 s) are similarly distributed. This indicates 
comparable duration of Vd and Vu in high frequency oscillatory discharge. (Fig. 3.5 b1; 
right).  Two distinct membrane potential states can be also be discerned in aMCs with 
intermediate average IBIs (Fig. 3.5 b2) and in low frequency oscillating aMCs. In the 
latter, however, most sample points correspond to the downstate (Fig. 3.5 b3).  
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Fig. 3.5: Heterogeneity of oscillatory aMCs. a) Representative original recording showing an example of tonic 
discharge pattern (0 pA current injection; dashed line: VRMP = -60 mV). Right: corresponding ‘all-points’ amplitude 
histogram with one prominent peak indicating one dominant membrane potential state. b) Original traces showing 
three different oscillatory aMCs with their corresponding amplitude histograms (right). (1) Original traces depicting 
a high frequency oscillation with an average IBI of 1.5 s. Lower trace: enlarged view of oscillations, with red 
arrowhead indicating downstate (Vd) and upstate (Vu) of the membrane potential. Right: corresponding amplitude 
histogram with two peaks indicating Vd and Vu (red arrowheads). (2) Original trace showing intermediate frequency 
oscillations; IBI = 10.8 s. Lower trace: enlarged view with corresponding amplitude histogram (right). Two peaks 
indicating Vd and Vu of the membrane potential (red arrowheads). (3) Original trace representative for a low 
frequency oscillation; IBI = 49.4 s. Lower trace: enlarged view of two consecutive bursts. Right: corresponding 
amplitude histogram.  
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3.2. Oscillations in extracellular recordings 
So far, recordings were performed in ‘whole-cell’ patch-clamp configuration. To 
exclude that aMC oscillations represent a purely artificial result of cytosol dialysis and 
corresponding dilution of any physiologically relevant factors, we switched to a less 
invasive recording mode. We monitored spontaneous activity without the rupture of the 
cell membrane in ‘loose-seal’ cell-attached extracellular recordings (SEregular; see 
Materials and Methods) (Nunemaker et al., 2003; Perkins, 2006). We obtained stable 
low-resistance (4 – 26 MΩ) recordings from oscillating aMCs (Fig. 3.6) and analyzed 
IBI (8.64 ± 1.46 s), burst duration (9.26 ± 1.51s) and spikes per burst (34.15 ± 8.37) 
(mean ± SEM; n = 12). 
Together, our data demonstrate that oscillatory discharge is not an artificial ‘byproduct’ 
of membrane rupture and cell dialysis. Consequently, our results strongly suggest a 
physiological origin of the phenomenon 
3.3. Local network independent oscillations 
 
Oscillations are highly conserved among species and emerge from a dynamic interplay 
between intrinsic cellular characteristics and network properties (Llinas, 1988; Bartos 
et al., 2007) In several brain regions, oscillations result from network activity (Buzsáki 
& Draguhn, 2004). Therefore, we ask if aMC oscillations also arise from synaptic 
‘within-network’ interactions, e.g. with axonless inhibitory interneurons (aGCs) that 
dominate the local bulbar network (Goldmakher & Moss, 2000).  
Fig.3.6: Oscillations persist in extracellular recordings. (1) Original trace of oscillatory aMC recorded in on-
cell mode. Lower trace: enlarged view of two consecutive bursts. (2) Original trace of bursting aMC. Lower trace: 
enlarged view of two consecutive bursts  
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First, we investigated the role of local inhibitory connections in oscillation generation 
and maintenance. Therefore, we applied synaptic antagonists via an application pencil 
(Fig. 2.3) directly to the aMC layer in AOB slices to inhibit synaptic transmission and 
recorded from aMC in on-cell mode (Fig. 3.7). In the first set of experiments we applied 
the GABAA receptor antagonist SR95531 (gabazine; gbz) to oscillating aMCs. (Fig. 3.7 
a). Overall, gbz increases IBI by ~4 s and thus decreases oscillation frequency (Fig. 
3.7 b1). Although the average burst duration (ctr = 9.53 ± 1.87 s) remains essentially 
unaffected by gbz (8.87 ± 1.87 s) (mean ± SEM) (Fig. 3.7 b2), the spike count in a 
single burst increases dramatically (ctr = 24.83 ± 3.13; gbz = 39.61 ± 7.2; mean ± SEM) 
(Fig. 3.7 b3). While the discharge pattern shape is slightly different in the presence of 
gbz, inhibition of GABAA receptors does not abolish oscillations. 
Next, we examined the role of glutamatergic synaptic transmission in generation of 
oscillations. Therefore, we inhibited both NMDA and AMPA / Kainate receptors using 
AP5 and NBQX. We recorded extracellularly from oscillating aMCs and applied both 
glutamate receptor antagonists in conjunction (SIK; SEregular; see Materials and 
Methods) (Fig. 3.7 c). There is no significant differences in bursting parameters 
between control condition and in presence of AP5 and NBQX (n = 4) (Fig. 3.7 d1-3). 
Fig. 3.7: Oscillations in extracellular recordings in presence of synaptic activity antagonists. a)  Original 
trace of bursting aMCs recorded in on – cell mode under control conditions and in presence of 10 µM gabazine 
(gbz, pink bar). Lower trace: enlarged view of two consecutive bursts. b) Bursting parameter analysis under control 
conditions (ctr) and in presence of gbz, respectively (1) IBI: 8.53 ± 1.67 s; 12.25 ± 2.72 s (2) Burst duration: 9.53 
± 1.87 s and 8.87 ± 1.87 s. (3) Spikes per burst: 24.83 ± 3.13 and 39.61 ± 7.2, (mean ± SEM); black bars represent 
control, pink bars represent gbz, (n = 8); *p < 0.05 (paired student t-test). c) Original trace of oscillating aMCs 
recorded in on – cell mode under control conditions and in the presence of AP5 (100 µM) and NBQX (10 µM) 
(green bar). Lower trace: enlarged view of two consecutive bursts. d) Bursting parameter analysis under control 
conditions and AP5 + NBQX conditions, respectively (1) IBI: 8.85 ± 3.2 s and 10.16 ± 2.75 s. (2) Burst duration: 
8.74 ± 2.9 s and 8.93 ± 2.87 s. (3) Spikes per burst: 52.8 ± 23.48 and 58.89 ± 26.69, (mean ± SEM); black bars 
represent control, green bars represent glutamatergic inhibition, (n = 4); p > 0.05 (paired student t-test). 
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Thus, inhibition of glutamatergic synaptic transmission has no effects on oscillations. 
Although inhibition of the GABAergic transmission modulates oscillatory discharge, 
ionotropic synaptic transmission within the local network appears not to be a critical 
driving force for oscillations. 
Next, we investigate the role of synaptic transmission in whole-cell mode.  First, we 
applied gbz to oscillating aMCs (Fig. 3.8 a). We monitored spontaneous activity in 
current-clamp mode (0 pA) under control conditions and in presence of gbz and 
analyzed bursting parameters. IBI increases significantly in presence of gbz (ctr = 
15.25 ± 3.55 s; gbz = 27.43 ± 5.43 s) (mean ± SEM) (Fig. 3.8 b1). Other bursting 
parameters including burst duration and spikes per burst are not significantly different 
(Fig. 3.8 b2-3). Vu remains also unaffected by gbz. However, Vd becomes more 
hyperpolarized (ctr = -62.17 ± 0.97 mV; gbz = -64.85 ± 0.75 mV) (mean ± SEM) (Fig. 
3.8 b4). Thus, inhibition of GABAergic synaptic transmission in both extra- and 
intracellular recordings affects bursting parameters, but does not abolish oscillations. 
Next, we concurrently inhibited both glutamatergic and GABAergic synaptic 
transmission within the local AOB network. Therefore, we co-applied AP5, NBQX and 
gbz and recorded membrane potential changes in whole-cell current-clamp mode from 
oscillating aMCs (Fig. 3.8 c; green bar). We found no significant differences in bursting 
Fig. 3.8: Oscillations are local network-independent. a) Original trace from a single cell recorded in current 
clamp mode under control conditions and in presence of 10 µM gbz (pink line). Dashed line represents VRMP = -
60 mV, 0 pA current injection. (1) IBI normalized gbz : 2.37 ± 0.63  (2) Burst duration normalized gbz: 1.24 ± 0.31. 
Both IBI and burst duration were normalized to control (3) Spikes per burst: 22.95 ± 4.93 and 33.64 ± 7.82. (4) Vd 
(d) -62.17 ± 0.97 mV and -64.85 ± 0.75 mV; Vu: 52.38 ± 0.75 mV and -52.15 ± 1.23 mV (mean ± SEM); *p < 0.05, 
paired student t-test Black bars represent control, pink bars represent gbz  (n = 11). c) Original trace from a single 
cell recorded in current clamp mode under control conditions and in presence of GABAA and glutamate receptor 
antagonists (gbz, AP5, NBQX, green line), dashed line represents VRMP = -60 mV, 0 pA current injection. d) 
Bursting parameter analysis under control (ctr) and under synaptic antagonists conditions (gbz, AP5, NBQX), 
respectively: (1) IBI normalized to ctr: 1.33 ± 0.24. (2) Burst duration normalized to ctr: 1.08 ± 0.14. (3) Spikes per 
burst: 13.53 ± 3.85 and 11.9 ± 2.09. (4) Vd:  -63. 34 ± 1.1 mV and = -63.68 ± 1.33 mV; Vu: -53.07 ± 0.83 mV and 
-52.65 ± 0.97 mV. Black bars represent control, green bars represent synaptic inhibition. No significant differences 
has been found between control conditions and in presence of synaptic blockers (gbz, AP5, NBQX): p < 0.05 
(paired student t-test) (n = 12). 
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parameter analysis between control conditions and in presence of synaptic receptor 
antagonists (Fig. 3.8 d1-4). Thus, while synaptic inhibition appears to enhance the 
regularity / periodicity of oscillations, pharmacological block of synaptic transmission 
does not abolish aMC bursting. This indicates local bulbar network independence of 
oscillations.  
As glutamate and GABA receptor antagonists have little (Fig. 3.8 b) or no effect on 
oscillations (Fig. 3.8 d), we aimed to verify the compounds’ pharmacological efficacy. 
Therefore, we investigated aMC synaptic input – EPSCs and IPSCs - under control 
conditions and in presence of synaptic blockers (Fig. 3.9).  
We performed experiments in voltage-clamp mode (Vhold = -65 mV) using SICl and 
SEregular (see Matierial and Methods) (ECl =2.3 mV; ENa = 127.8 mV; EK = -77 mV) and 
recorded synaptic activity under control conditions (Fig. 3.91) and in presence of 
synaptic inhibitors (gbz; AP5 + NBQX; gbz + AP5 + NBQX).  In presence of gbz, the 
number of synaptic events strongly decreases. However, sporadic synaptic events are 
still present (red arrowheads, Bottom) (Fig. 3.92). Presence of glutamatergic 
antagonists also decreases synaptic activity compared to control. However, we find 
increased synaptic activity compared to gbz (red arrowheads, Bottom) (Fig. 3.93). The 
combination of glutamatergic and GABAergic antagonists inhibits synaptic events 
almost completely (Fig. 3.94). Thus, gbz, AP5 and NBQX show high inhibitory efficacy. 
Next, we record membrane potential fluctuations with superimposed bursts from an 
aMC in current-clamp mode and in presence of synaptic antagonists (Ihold = 0 pA; n = 
2) (Fig. 3.101).  Voltage-clamp measurements from the same neuron under the same 
conditions (Vhold = -60 mV) reveal oscillatory flow of ionic currents (red arrowheads) 
Fig. 3.9: Network activity in aMCs can be blocked by GABAA and glutamate receptor antagonists. (1) Original 
trace under control condition exhibit a high degree of synaptic activity. Tops represent recordings in steady state 
(15 s after synaptic inhibitors application) Bottoms: enlarged view of the synaptic activity with red arrowheads 
pointing at synaptic events. (2) Synaptic activity in presence of 10 µM gbz. Lower trace: enlarged view of the 
synaptic activity. (3) Presence of 100 µM AP5 and 10 µM NBQX increases synaptic activity compared to gbz. Lower 
trace: an enlarged view of synaptic activity. (4) Original recording in presence of GABAAergic and glutamatergic 
synaptic antagonists (10 µM gbz, 100 µM AP5 and 10 µM NBQX). Lower trace: the enlarged view on synaptic 
activity where no synaptic events can be detected. All antagonists were applied for 10 s and synaptic activity was 
subsequent recorded for 5 s. (1) – (4) recordings from a single aMC. Red arrowheads indicate synaptic events. 
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(Fig. 3.102). Thus, subthreshold currents that are independent of ionotropic synaptic 
activity drive periodic membrane potential oscillations in AOB MCs. 
 
3.4. Ionic conductances responsible for the initiation phase of 
the oscillations 
aMC oscillations persist after inhibition of synaptic transmission in the local AOB 
network and even become more regular. Compared to network-driven bursting, similar 
autonomous intrinsic oscillatory discharge has been found in fewer brain regions.  
Neurons in the hippocampus  (Hablitz & Johnston, 1981; Traub et al., 1989) and pre-
Bötzinger complex (Pena et al., 2004), cerebellar Purkinje cells (Womack & 
Khodakhah, 2004), and tufted cells in the main olfactory bulb (Hayar et al., 2004) 
display such intrinsic characteristics. At the single-cell level, these neurons have 
intrinsic membrane properties that drive spontaneous bursting. Multiple conductances 
cooperatively regulate intrinsic bursting  and are responsible for burst initiation, 
maintenance and termination (Llinas, 1988). Here, we investigate several ionic 
conductances potentially involved in generation of oscillations. First, we focus on the 
burst initiation phase and examine candidate mediators of the underlying slowly 
depolarizing current(s) such as HCN channels (Biel et al., 2009) and the channel(s) 
mediating persistent TTX-sensitive sodium currents (Crill, 1996; Kiss, 2008). 
Fig. 3.10: Oscillations in current clamp and voltage clamp mode. (1) Original trace recorded in current clamp 
mode (0 pA) from an oscillating aMC in presence of synaptic antagonists (10 µM gbz; 100 µM AP5; 10 µM NBQX). 
Dashed line represents VRMP = -60 mV. (2) Original trace recorded in voltage clamp mode in presence of synaptic 
antagonists (10 µM gbz, 100 µM AP5 and 10 µM NBQX); red arrowheads indicate currents flowing through the 
membrane in oscillatory manner. Traces in (1) and (2) are recorded from the same oscillatory aMC.  
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3.4.1. Hyperpolarization-activated cyclic nucleotide-gated current 
The hyperpolarization-activated cyclic nucleotide-gated current (Ih), known as 
“pacemaker” current (Brown et al., 1979), is a slow, non-inactivating ionic conductance. 
Ih current is among the main driving forces for intrinsic oscillations in thalamocortical 
neurons (Pape, 1996). Ih causes membrane repolarization from a hyperpolarized state, 
e.g. following a burst. Since two isoforms of HCN channels (HCN2 and HCN4) have 
been found in the olfactory bulb (Santoro et al., 2000), we investigate Ih characteristics 
and its potential role in the initiation of aMC oscillations.  
First, we examined the effect of an HCN channel antagonist, ZD7288, on aMC 
oscillations. We monitored spontaneous activity in current-clamp mode both under 
control conditions and in presence of 40 µM ZD7288 (Fig. 3.11 a), and we 
subsequently analyzed the bursting parameters (n = 13) (Fig. 3.11 b). Inhibition of Ih 
current does not abolish oscillations (Fig. 3.11 a), but has a significant effect on IBI and 
Vd. IBI increases in presence of ZD7288 (7.42 ± 1.54 s) compared to control (5.52 ± 
1.4 s) (Fig. 3.11 b1). Inhibition of Ih shifts Vd (ctr = -64.47 ± 0.89 mV) to more 
hyperpolarized values (ZD7288 = -65.83 ± 1 mV) (Fig. 3.11 b4). Burst duration, spikes 
per burst and Vu remain unaffected by ZD7288 (Fig. 3.11 b2-4).  
In cardiac sinoatrial pacemaker cells as well as in many CNS neurons, Ih channels are 
constitutively open at voltages near VRMP. Dynamic voltage-dependent gating of Ih 
stabilize VRMP by developing a slowly depolarizing inward current that partially 
counteracts hyperpolarization. The characteristic “depolarizing voltage sag” represents 
the activation of Ih during current-clamp recordings (Pape, 1996; Robinson & 
Siegelbaum, 2003; Biel et al., 2009) 
First, we investigate Ih current properties in oscillating aMCs by analyzing the 
occurrence and properties of a depolarizing voltage sag. Hyperpolarizing current 
injections (PCC2; SE2 see Material and Methods) revealed voltage sags that became 
more pronounced with increasing current amplitudes. Our data thus indicate the 
presence of Ih in oscillating aMCs (Fig. 3.11 c).  
We applied ZD7288 to analyze isolated Ih current properties. The amplitude of voltage 
sag under control conditions increases with current injection amplitude (black quads) 
(Fig. 3.11 d). Further, we analyze sag potential for threshold activation of Ih. Therefore 
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we analyzed parameter regarding electrogenic characteristics (fig. 3.11 e).  However, 
no significant differences were observed between control and ZD7288. 
 Together, our data suggest that Ih does not function as a ‘pacemaker current’ in 
oscillating aMCs. Nonetheless, Ih seems to contribute to Vd during oscillations. In 
presence of ZD7288, Vd shifts to more hyperpolarized voltages. On the other hand, 
however, clear Ih activation – derived from voltage sag recordings – is only observed 
at voltages < Vd. 
3.4.2. Persistent sodium current 
Ih current measurement reveals activation beyond the physiological range of 
membrane potential oscillations in aMCs. Hence, HCN channels do not directly 
contribute to burst initiation. However, other central neurons also spontaneously 
oscillate without any requirement for Ih, (Taddese & Bean, 2002; Do & Bean, 2003; 
Enomoto et al., 2006; Tazerart et al., 2008; Carter et al., 2012; Yamada-Hanff & Bean, 
Fig. 3.11: Hyperpolarization-activated cyclic nucleotide-gated current in oscillatory aMCs. a) Representative 
original trace recorded in current-clamp mode under control conditions (upper trace) and in presence of 40 µM 
ZD7288 (ZD); lower trace). Dashed line represents VRMP = -60 mV. b) Analysis of bursting parameters under control 
conditions and in presence of ZD7288, respectively. (1) IBI: 5.52 ± 1.4 s and 7.42 ± 1.54 s. (2) Burst duration: 3.72 
± 1.04 s and 5.44 ± 1.86 s. (3) Spikes per burst: 15.36 ± 2.67 and 19.37 ± 3.7. (4) Vd -64.47 ± 0.89 mV and -65.83 
± 1 mV; Vu-52.98 ± 0.89 mV and -53.6 ± 0.67 mV (mean ± SEM), black bars represent control, blue bars represent 
ZD. *p < 0.01 (paired student t-test); (n = 13). c) Representative original traces recorded in current-clamp mode. 
Sag potential was observed after hyperpolarizing current injection (stepwise; -50 pA intervals; 300 s duration). d) 
Analysis of current – voltage relationship of voltage sag in oscillatory aMCs. Two concentrations of ZD7288 was 
used (10 µM and 40 µM) and the data were pooled (no significant differences in sag potential were observed 
between these two concentration of ZD7288). Amplitude of sag potential (mV) is plotted against injected current. 
In presence of ZD7288 depolarizing sag potential reaches its maximum at -300 pA current injection step. Black 
quads represent control, fitted with monoexponential equation. Blue triangles represent ZD7288, fitted with 
sigmoidal equation. (n = 13) e) Schematic figure representing analysis parameter of ZD7288-sensitive current: 
peak Vm (amplitude between the baseline and peak of the current); Vm late (difference between steady-state and 
peak amplitude); ΔVm (peak amplitude; peak Vm minus Vm late). f) Parameter analysis of ZD7288-sensitive 
current revealing activation threshold for HCN current in oscillatory MCs. Black dots represent control, blue dots 
represent ZD7288; (n = 13). 
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2013). In these neurons, intrinsic oscillations appear driven by a “persistent” 
tetrodotoxin (TTX)-sensitive sodium current (INaP) that flows at subthreshold voltages 
(Crill, 1996). To investigate the potential role of INaP as a driving force in aMCs 
oscillations, we performed a range of electrophysiological approaches to isolate and 
characterize this current (Fig. 3.12).  
First, we monitored spontaneous activity under control conditions and in presence of 
300 nM TTX in current-clamp mode (0 pA). As expected, TTX completely abolishes 
burst firing since TTX is a potent antagonist of the fast transient sodium current (INaT) 
Fig. 3.12: INaP characteristics in oscillatory aMCs. a) Representative original trace recorded in current clamp 
mode (0 pA) under control conditions and in presence of 300 nM TTX (red bar). Dashed line represents VRMP = -60 
mV. b) Top: original trace recorded in current clamp mode and used as a stimulus template in voltage-clamp 
configuration. Bottom: TTX-sensitive currents obtained by AP clamp recordings (Hagendorf et al. 2009). Traces 
recorded under control conditions and in presence of 300 nM TTX (3 min application time) are digitally subtracted. 
Inset: enlarged view of the area delimited by a red rectangle reveals a small amplitude TTX-sensitive persistent 
sodium current that develops during gradual subthreshold depolarization (red arrow). c) Average Vm under control 
conditions (black bars) - distinguishing two stable states: Vd (-66.9 ± 0.85 mV) and Vu (-55.5 ± 0.78 mV) - and after 
TTX treatment (red bar; -62.17 ± 0.78; mean ± SEM; n = 13; *p < 0.0001, one-way ANOVA followed by Tukey test). 
d) Slowly depolarizing ramp recordings from -98 mV up to -48 mV under control conditions (black) and in presence 
of 300 nM TTX (grey; 6.2 s duration; 10 mV/s slope). Average traces from 3 consecutive recordings were digitally 
subtracted revealing a voltage-dependent TTX-sensitive inward current (red). e) Digitally subtracted TTX-sensitive 
current (red). Original recordings before (black) and after TTX treatment (grey) during slow de- and 
hyperpolarization repolarizing (from -98 mV to -48 mV and back; 11 s duration). 
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responsible for action potential initiation (Narahashi et al., 1966; Wu & Narahashi, 
1988) (Fig. 3.12 a). Surprisingly, subthreshold membrane potential oscillations are also 
completely abolished by TTX. In presence of TTX, an intermediate steady-state 
membrane potential between Vd and Vu develops that is significantly different from both 
Vd and Vu (Fig. 3.12 b).  
Next, we investigate a potential contribution of INaP to aMC oscillations. We used the 
current-clamp recording of a single oscillatory burst as a stimulus template to mimic 
physiological conditions during such a burst. We recorded currents evoked under 
control conditions and in presence of 300 nM TTX. TTX-sensitive currents were 
obtained by digital subtraction (Fig. 3.12 c). INaP provides subthreshold depolarization 
in a voltage range below the INaT activation threshold. Therefore, we focused on TTX-
sensitive currents flowing before INaT activation (3.12 c, inset). A small amplitude 
current (red arrow) with an exponential activation kinetic appears before the action 
potential reaches its threshold and elicits an overshoot. This suggests a role of INaP in 
burst generation. 
The transition between INaP and INaT activation is fluent. To isolate INaP, we performed 
a ramp measurement by depolarizing aMCs very slowly (Carter et al., 2012) (PVC1; 
SEsyn; see Materials and Methods) under control conditions and in presence of 300 nM 
TTX. Digital subtraction reveals INaP TTX-sensitive currents (Fig. 3.12 d). 
In aMCs, INaP activates at more negative potentials than INaT and its activation is voltage 
dependent. When depolarization is followed by a ‘mirror image’ hyperpolarization, INaP 
activation and inactivation is essentially symmetric (PVC2; SEsyn; see Materials and 
Methods) (Fig. 3.12 e) whereas INaT is known to display asymmetrical activation and 
inactivation (Fig. 3.15 e) (Carter et al., 2012).  
3.4.3. Extracellular calcium modulates persistent sodium current 
INaP is modulated by the extracellular calcium concentration ([Ca2+]e) (Su et al., 2001; 
Brocard et al., 2013). To investigate modulatory properties of [Ca2+]e on INaP in 
oscillating aMCs, we performed slow depolarizing ramp recordings as described (PVC1; 
see Materials and Methods) (Fig 3.12) using four different [Ca2+]e: 0.1 mM, 0.5 mM, 1 
mM, and 5 mM, without and in presence of TTX. We obtained TTX-sensitive currents 
by digital subtraction. Traces from a representative cell in presence of ascending 
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[Ca2+]e are shown in Fig. 3.13 a. INaP amplitude decreases with increasing [Ca2+]e and 
the activation threshold shifts to more depolarized potentials. 
Next, we analyzed the [Ca2+]e-dependent shift in activation threshold. According to 
Ohm’s law (see Material and Methods), we calculated the sodium conductance’s 
voltage dependence from mono-exponential and Boltzmann fits of the original traces 
(Fig. 3.13 b). For quantification, we calculated the voltage corresponding to 5% INaP 
conductance at increasing [Ca2+]e in oscillating aMCs (n = 7) (Fig. 3.13 c). Increasing 
[Ca2+]e shifts this 5% activation threshold toward more depolarized potentials. While 
we observe 5% activation at approximately -70 mV when [Ca2+]e is low (0.1 mM), 
control conditions (1mM [Ca2+]e) result in 5% activation at -60 mV. Increased [Ca2+]e (5 
mM) induces a conductance threshold shift to even more depolarized potentials 
(approx. -55 mV). Similar modulation of INaP by increasing [Ca2+]e is observed in several 
types of neurons (Shuai et al., 2003; Tazerart et al., 2008; Brocard et al., 2013). Our 
data thus show the presence of INaP in oscillating aMCs and indicate a crucial role of 
INaP in driving oscillations. 
3.4.4. Extracellular calcium modulates oscillations 
Changes in extracellular ion concentrations are the consequence of firing activity of a 
large population of neurons and can profoundly affect neuronal activity (Nicholson et 
Fig. 3.13: Extracellular calcium concentration modulates INaP. a) Original traces of TTX-sensitive currents in 
presence of different extracellular calcium concentrations: 0.1 mM [Ca2+]e (orange), 1 mM [Ca2+]e (black; control), 
and 5 mM [Ca2+]e (grey). Slow depolarizing voltage ramps (-100 mV up to -48 mV; 6.2 s; 10 mV/s slope) are 
performing in particular [Ca2+]e in absence and presence of 300 nM TTX. Digital subtracted TTX-sensitive currents 
measured under ascending [Ca2+]e are plotted together revealing different activation kinetic. b) Representative 5% 
conductance of a single aMC plotted against voltage and fitted with monoexponential or sigmoid (0.1 mM [Ca2+]) 
equation. Conductance is calculating using Ohm’s Law (see Material and Methods). c)  5% conductance threshold 
of INaP in presence of varying [Ca2+]e, such as 0.1 mM [Ca2+]e (-69.86 ± 0.37 mV; orange ); 0.5 mM [Ca2+]e (-63.09 
± 2.36 mV; green); 1 mM [Ca2+]e (-60.02 ± 2.21 mV; black); and 5 mM [Ca2+]e (-54.94 ± 2.17 mV; grey) (mean ± 
SEM). * p < 0.05, one-way ANOVA followed by Tukey test (n = 7).  
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al., 1978; Brocard et al., 2013; Boucetta et al., 2013). A decrease in [Ca2+]e increases 
membrane excitability due to changes in local membrane electric field (Nicholson et 
al., 1978). In particular, [Ca2+]e modulates the activation threshold of INaP (Fig. 3.13) 
and this shift may affect aMC oscillations. To investigate a potential effect of variable 
[Ca2+]e on aMC oscillatory discharge, we performed current-clamp recordings (Vhold = -
60 mV) at different [Ca2+]e: 0.1 mM, 0.5 mM, 1 mM, and 5 mM. Solutions were applied 
consecutively with increasing [Ca2+]e for 3 min and subsequently recorded for another 
2 min. Changes in [Ca2+]e considerably affect bursting (Fig. 3.14 a). Excitability and, 
consequently, oscillation frequency decreases with increasing [Ca2+]e, until the cell 
becomes silent in presence of high [Ca2+]e (5 mM). Spontaneous activity can be 
restored, however, by perfusing aMCs with control solution (1 mM [Ca2+]e).  
Next, we quantified bursting parameters under different [Ca2+]e conditions (0.1 mM; 0.5 
mM; 1 mM) and normalized all values to control conditions (1 mM) (Fig. 3.14 b). As 5 
Fig. 3.14: [Ca2+]e affects oscillations in aMCs. a) Representative traces recorded in current clamp mode from a 
single oscillating aMCs in presence of different [Ca2+]e. 3 min application was followed by 2 min recordings. 
Oscillations are modulated by [Ca2+]e, Oscillation frequency decreases with increasing [Ca2+]e. In presence of 5 mM 
[Ca2+]e (next to last trace) oscillations are completely abolished, but can be restored during the wash out. b) Bursting 
parameters in oscillatory aMCs (1) Normalized IBI: 0.1 mM [Ca2+]e = 0.46 ± 0.13; 0.5 mM [Ca2+]e = 0.86 ± 0.12; 1 
mM [Ca2+]e = 1. (2) Normalized burst duration: 0.1 mM [Ca2+]e = 0.31 ± 0.06; 0.5 mM [Ca2+]e = 0.59 ± 0.1; 1 mM 
[Ca2+]e = 1. (3) Spikes per burst 0.1 mM [Ca2+]e:  6.83 ± 0.55; 0.5 mM [Ca2+]e: 7.77 ± 1.09; 1 mM [Ca2+]e: 10.06 ± 
2.35. (4) Membrane potential: 0.1 mM [Ca2+]e (Vd): -66.09 ± 3.1 mV, (Vu): -53.26 ± 1.81 mV; 0.5 mM [Ca2+]e (Vd): -
64.04 ± 1.37 mV, (Vu): -52.38 ± 1.36 mV; 1 mM [Ca2+]e (Vd): -61.3 ± 1.02 mV, (Vu): -51.87 ± 0.89 mV (mean ± SEM). 
* p < 0.05, one-way ANOVA, followed by Tukey test; (n = 5). 
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mM [Ca2+]e completely abolished oscillations (n = 5), no further analysis followed. 
Increasing [Ca2+]e significantly prolongs IBI (Fig. 3.14 b1) with the most dramatic effects 
observed between 0.1 and 0.5 mM [Ca2+]e. Furthermore, increasing [Ca2+]e 
significantly increases burst duration (Fig. 3.14 b2). By contrast, we find no significant 
differences in the number of spikes per burst or in Vd and Vu values (Fig 3.14 b3-4). 
Thus, our data reveal substantial effects of [Ca2+]e on oscillation characteristics, likely 
by INaP modulation which plays a crucial role during the oscillation initiation phase. 
 
3.5. Ionic conductances underlying the membrane potential 
upstate and action potential firing during a burst 
Multiple conductances regulate intrinsic bursting (Llinas, 1988). Our data suggest INaP 
as a driving force for initiation and maintenance of oscillations. We next focused on the 
burst itself and investigated conductances potentially contributing to this particular 
oscillation phase.  
3.5.1. Transient sodium current 
Oscillations are rhythmic changes in membrane potential with suprathreshold 
depolarizing currents resulting in firing of rapid trains of action potentials (APs). APs 
encode information in their frequency and pattern and propagate rapidly over distance 
via axons (reviewed in Bean 2007). The main contribution of voltage-dependent 
sodium channels to AP generation is mediating an explosive, regenerative and 
transient inward current (INaT) during the AP’s rising phase (Hodgkin & Huxley, 1952).  
We investigated the physiological properties of INaT in oscillating aMCs using an 
electrophysiological and pharmacological approach. First, we analyzed current-voltage 
relationship (IV) (PVC3; SEsyn; see Materials and Methods) (Fig. 3.15 a). We performed 
recordings in voltage-clamp mode under control conditions and in presence of 300 nM 
TTX. TTX-sensitive currents were subsequently subtracted (3.15 a; Bottom; b). aMC 
depolarization reveals a prominent INaT that is completely blocked by TTX (Fig. 3.15 a, 
d). Plotting current amplitude against membrane voltage reveals maximum INaT at -30 
mV (Fig. 3.15 c). Next, we focused on INaT inactivation (PVC4; SEsyn; see Materials and 
Methods) (Fig. 3.15 b). To obtain the steady-state inactivation curve, we plotted INaT 
amplitude at 0 mV as a function of pre-pulse depolarization (Fig. 3.15 c). 
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Normalized current densities recorded from oscillating aMCs were plotted as activation 
and inactivation and fitted with sigmoid equation (Fig. 3.15 e). Our results were then 
compared with INaT kinetics recorded from tonic aMCs (Fig. 3.15 f). Both histograms 
reveal a distinctive window current. The activation curve of oscillating aMCs exhibits a 
steeper slope as compared to tonic aMCs, indicating that less depolarization is 
required for maximum INaT activation in oscillating aMCs. At -40 mV, INaT activation is 
almost complete (94%) in oscillating aMCs, whereas 71% activation is observed in 
tonic aMCs. Half-maximal activation is slightly shifted in oscillating aMCs (xhalf = -47.74 
mV) as compared to tonic aMCs (xhalf = -44.75 mV). However, we found no differences 
in inactivation slope and xhalf between oscillatory and tonic aMCs. The colored 
rectangular frames in Fig. 3.15 e and f denote the voltage range between Vd and Vu in 
oscillating aMCs. Thus, these data further substantiate a small but significant window 
current within the physiological range of subthreshold and suprathreshold oscillations. 
Fig. 3.15: Characteristics of INaT in aMCs. a) Representative original traces recorded in voltage clamp mode from 
oscillatory aMC. Cell is stepwise (10 mV intervals) depolarized from-100 mV up to +70 mV for 100 ms under control 
conditions (left trace) and in presence of 300 nM TTX (right trace). TTX-sensitive trace was subsequent digital 
subtracted (lower trace). b) Representative trace of INaT inactivation. Stepwise depolarization (10 mV intervals) 
from -120 mV up to +40 mV; (100 ms) followed by constant voltage step (0 mV). c) Current-voltage relationship of 
TTX-sensitive current, current density amplitude plotted against voltage steps reaches its maximum (-263.55 
pA/pF) at -40 mV (ENa+ = +128 mV) (n = 9). d) INaT maximum (normalized) before (ctr; black bar) and after TTX 
treatment at-40 mV. * p < 0.0001 (paired student t-test) (n = 27) e) Analysis of activation and inactivation of INaT in 
oscillating aMCs. Both curves are fitted with Boltzmann sigmoid equation (see Material and Methods). Activation 
curve displays xhalf at -47.74 mV and a slope of 2.05. Inactivation curve: xhalf at -41.96 mV with the slope of 6.9. (n 
= 9). f) Activation and inactivation curve of tonic aMCs with half activation of xhalf at -44.75 mV and the slope of 4.7; 
and inactivation curve with xhalf at -41.22 mV and the slope of 6.6. (n = 30)  (e) – (f) Frame indicates voltage range 
between Vd and Vu off oscillatory aMCs (n = 154): 65.84 mV up to -54.08 mV (mean values). 
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3.5.2. Resurgent sodium current 
Resurgent sodium current (INaR) was originally identified in Purkinje cells (Raman & 
Bean, 1997) and, ever since, INaR has been found in several other neuron types (Do & 
Bean, 2003; Afshari et al., 2004; Enomoto et al., 2006). INaR contributes to generation 
of burst discharge in some CSN neurons and  plays an important role in spike 
frequency control (Enomoto et al., 2006). Together with INaP (and without Ih 
contribution), INaR promotes burst firing in subthalamic neurons (Do & Bean, 2003). 
Therefore, we asked if INaR also plays a role in burst firing of oscillating aMCs. We 
performed voltage-clamp recordings (PVC5; SEsyn; see Materials and Methods) (Fig. 
3.16). The TTX-sensitive currents were isolated by digital subtraction. In summary, we 
find no evidence for INaR in oscillating aMCs (n = 11). This suggests essentially no 
contribution of INaR in burst firing. 
3.5.3. Voltage-activated calcium currents 
Calcium currents (ICa) in different cell types activate upon membrane depolarization 
and mediate Ca2+ influx in response to action potentials and subthreshold depolarizing 
signals through voltage-activated Ca2+ (Cav) channels (Catterall, 2000, 2012). There 
are three families of Cav: Cav1, Cav2, and Cav3, each playing different roles in neuronal 
signaling (Catterall et al., 2005). Moreover, Cav channels provide the cytosolic Ca2+ 
required for activation of calcium-dependent potassium channels, which in many 
neurons are responsible for burst termination (Meech, 1978; Berkefeld et al., 2010). 
Here, we investigate the contribution of Cav channels in aMC oscillations.  
3.5.3.1. Low voltage activated mibefradil-sensitive calcium current T-
Type 
Forming the Cav3 family, low voltage-activated (LVA) Cav channels are involved in 
pacemaker activity, low-threshold calcium spikes, neuronal oscillations and resonance 
(Huguenard, 1996; Cueni et al., 2008; Astori et al., 2011; Bayazitov et al., 2013). We 
Fig. 3.16: No INaR present in 
oscillating aMCs. Original traces 
recorded in voltage clamp mode 
from oscillatory aMCs. Constant 
positive voltage step (+20 mV) was 
followed by depolarizing steps (10 
mV intervals; 200 ms). Recordings 
are made under control conditions 
and in presence of 300 nM TTX. 
TTX-sensitive current was digital 
subtracted (lower trace) revealing 
essentially no presence of INaR. 
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asked if this “pacemaker” current also generates oscillations in AOB MCs. To address 
this question, we first analyzed general T-type kinetics of pharmacologically isolated 
ICa.  Using SICs pipette solution and SE1 solution (see Materials and Methods), we 
performed patch-clamp recordings in voltage-clamp mode (PVC6; SICs; see Materials 
and Methods) (Fig. 3.17 a). We isolated T-type ICa  using a specific T-type antagonist 
(mibefradil; 10 µM) (Randall & Tsien, 1997). Surprisingly, mibefradil-sensitive ICa is 
negligible (n = 4) (Fig. 3.17 b). Our data thus suggest that aMCs in the AOB lack 
mibefradil-sensitive T-type Cav channels. 
Fig. 3.17: No 
mibefradil-sensitive 
LVA T-type ICa 
present in aMCs. a) 
Representative 
original traces 
recorded in voltage-
clamp mode before 
(left trace; control) 
and after treatment 
with 10 µM mibefradil 
(right trace). Cell was 
stepwise (10 mV 
intervals, 100 ms) 
depolarized for 100 ms. Bottom represents digital subtracted mibefradil-sensitive current revealing essentially no 
mibefradil-sensitive ICa. b) Analysis of ICa (calculated as current density in percent) before (100 % pA/pF; ctr; black 
bar) and after mibefradil treatment (1.55 ± 2.94 % pA/pF; white bar) (mean ± SEM) (n = 4). 
3.5.3.2. High voltage activated nifedipine-sensitive L-type calcium 
current  
Since we found no evidence of mibefradil-sensitive T-type ICa, we focused on Cav1 (L-
type) high voltage activated (HVA) channels. L-type ICa generates oscillations in 
several neurons (Liu & Shipley, 2008b; Putzier et al., 2009; Vandael et al., 2012). First, 
we analyzed L-type ICa kinetics in aMC whole-cell recordings using the specific L-type 
ICa antagonist nifedipine, a dihydropyridine derivate. Using SICs pipette solution and 
SE1 solution (see Materials and Methods), we performed patch-clamp recordings in 
voltage-clamp mode under control conditions and in presence of nifedipine (PVC7; SICs; 
see Materials and Methods). Digitally subtracted nifedipine-sensitive ICa (Fig. 3.18 a) 
shows an initial transient peak followed by a large “steady-state” current that hardly 
inactivates. When plotting maximal current amplitude against membrane voltage (Fig. 
3.18 b), we observe ICa threshold activation between -50 mV and -40 mV and maximum 
current at -30 mV (-54.39 ± 3.12 pA/pF; mean ± SEM). Next, we analyzed the kinetics 
of nifedipine-sensitive ICa2+ at -30 mV, including the time to peak, the peak plateau 
ratio, the fast inactivation time constant (inact) and the time constant(s) of channel 
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closing (i.e., current termination; cl) which followed a double-exponential time course 
(Fig. 3.18 c1). The slow rise (time to peak = ~28 ms) and large steady-state current are 
characteristic for L-type ICa (Catterall et al., 2005). The inset represents original traces 
recorded at -30 mV under control conditions and in presence of nifedipine. 
Fig. 3.18: Characteristics of nifedipine-
sensitive L-type ICa. a) Representative 
trace recorded in voltage-clamp mode. 
aMC is depolarized stepwise (10 mV 
intervals) from -90 mV up to +70 mV (150 
ms) under control conditions (1 µM TTX; 20 
mM TEA; 5 mM 4-AP) and in presence of 
10 µM nifedipine. Nifedipine-sensitive ICa 
was obtained by digital subtraction. b) 
Current-voltage relationship of nifedipine-
sensitive ICa. Maximum current density is 
plotted against voltage. ICa reaches its 
maximum (-54.39 ± 3.12 pA/pF; mean ± 
SEM) at -30 mV. c) Left: Schematic figure 
illustrating the analyzed parameters, i.e. 
time to peak (27.51 ± 1.51 ms), peak 
plateau ratio (1.58 ± 0.12), current 
inactivation (inact = 4.95 ± 0.37 ms), steady state amplitude (640.86 ± 104.27 mV) and both fast (fast = 1.25 ± 0.22 
ms) and slow (slow = 12.55 ± 2.55 ms) current termination / channel closing. Right: Original recording during 
depolarization (-30 mV). Data are mean ± SEM; n = 7; mono-exponential (initial inactivation) and double-exponential 
(current termination) fits were used (see Material and Methods). The inset represents original traces recorded before 
(control) and after application of nifedipine. 
As aMCs display large nifedipine-sensitive L-type ICa currents, we investigated this 
current’s contribution to generation of oscillations. We performed current-clamp 
recordings in oscillating aMCs under control conditions (SIK and SEsyn; see Materials 
and Methods) and in presence of nifedipine. Surprisingly, oscillations persist without 
substantial alteration (Fig. 3.19 a). Thus, regardless of the large amplitude of 
nifedipine-sensitive ICa, inhibition of this current has no effect on oscillations. 
Cav channels play an important role in determining AP shape and firing pattern (Bean, 
2007). In rat dopaminergic neurons, nifedipine shortens APs (Mercuri et al., 1994) and, 
in mouse chromaffin cells, nifedipine influences AP shape and discharge frequency 
(Pérez-Alvarez et al., 2011). Although the L-type ICa antagonist nifedipine seems to 
have no significant effect on aMC oscillations, we investigated a potential role of L-type 
ICa in shaping the AP waveform. We superimposed successive APs during 3 min 
recordings before and after nifedipine application and analyzed AP parameters such 
as amplitude, maximum amplitude (AP max), half width, rise time and integral (Fig. 
3.19 c). Nifedipine does not change AP shape dramatically, although we found 
significant differences in AP maximum between control (32.82 ± 2.56 mV) and 
nifedipine treated neurons (Fig. 3.19 d2). Slight AP broadening in the late repolarization 
phase results in a significant increase in integral compared to control conditions. In 
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summary, although nifedipine-sensitive ICa contributes to AP shape in oscillating aMCs, 
L-type Cav channels play no significant role in generating oscillations 
  
3.5.3.3. High voltage activated agatoxin-sensitive P/Q-type calcium 
current 
Another Cav channel potentially involved in generation of oscillatory discharge is 
denoted as P/Q-type. As a member of the Cav channel family, P/Q-type channels 
mediate a current required to sustain spontaneous bursting in cerebellar Purkinje cells 
(Womack & Khodakhah, 2004). First, we analyzed P/Q-type ICa using ω-agatoxin IVA 
(agtx), a specific P/Q-type antagonist derived from the funnel web spider, Agelenopsis 
aperta. Using SICs pipette solution and SE1 solution (see Materials and Methods), we 
performed patch-clamp recordings in voltage-clamp mode under control conditions and 
in presence of agtx (PVC7; see Materials and Methods). P/Q-type ICa are isolated by 
offline subtraction (Fig. 3.20 a). When maximal current amplitude is plotted against 
voltage (Fig. 3.20 b), voltage-dependence of P/Q-type ICa becomes apparent. 
Fig. 3.19: Role of nifedipine-sensitive L-type ICa on oscillations in aMCs. a) Representative traces recorded in 
current clamp mode from a single aMC under control conditions (top) and in presence of 10 µM nifedipine (bottom). 
Dashed lines represent VRMP = -60 mV. b) Bursting parameters under control conditions (ctr) and in presence of 
nifedipine (nif), respectively; IBI: 8.91 ± 1.88 s; 7.06 ± 1.68 s; burst duration: 6.96 ± 1.71 s; 7.78 ± 2.65 s; spikes 
per burst: 18.62 ± 2.21; 25.72 ± 6.93; Vd: -67.83 ± 0.76 mV and -68.14 ± 0.51 mV; Vu: -57.9 ± 1.08 mV and -57.1 ± 
0.88 mV (mean ± SEM) (n = 5). c).Effect of nif on AP characteristics. Schematic figure represents AP parameters 
used for analysis. Bottom: average traces superimposed AP traces under control conditions (ctr; left) and in 
presence of nifedipine (right). Black traces represent individual AP’s (ctr = 227; nif = 277; 180 s), red traces 
represent the average AP. d) AP parameters under control conditions and in presence of nifedipine, respectively. 
(1) AP amplitude: 84. 97 ± 2.87 mV and 81.61 ± 2.29 mV, (2) AP maximum: 32.82 ± 2.56 mV and 28.61 ± 1.66 mV; 
(3) AP half width: 2.48 ± 0.25 ms and 2.48 ± 0.15 ms; (4) AP rise time: 1.12 ± 0.1 ms and 1.28 ± 0.1 ms; (5) AP 
integral: 137 E-06 ± 15.4 E-06 Vs and 206.23 E-06 ± 20.6 E-06 Vs (mean ± SEM) (n = 5). * p = 0.03, (paired student t-
test). 
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Fig. 3.20: Characteristics of HVA 
agatoxin-sensitive voltage-gated P/Q-
type ICa. a) Representative original trace 
of agatoxin-sensitive ICa recorded in 
voltage-clamp mode. Cell was stepwise 
depolarized (10 mV intervals) from -90 mV 
up to +70 mV (150 ms) under control 
conditions (1 µM TTX; 20 mM TEA; 5 mM 
4-AP) and in presence of 200 nM agatoxin 
(agtx). Agtx-sensitive trace was obtained 
by digital subtraction. b) Current-voltage 
relationship of agtx-sensitive ICa. Current 
density is plotted against membrane 
voltage and reaches maximum at -30 mV 
(-83.42 ± 15.17 pA/pF; mean ± SEM). c) 
Left trace: schematic figure represents 
kinetic parameters Right trace: original trace recorded in voltage-clamp mode during -30 mV step and digital 
subtracted. Kinetic parameters are used to characterize agtx-sensitive ICa: time to peak (21.09 ± 2.38 ms); peak 
plateau ratio (1.56 ± 0.2); steady state amplitude (1096.25 ± 275.83 mV) inactivation (inact = 6.79 ± 1.75 ms); closing 
( = 3.46 ± 0.85 ms). Data are mean ± SEM; n = 4; mono-exponential fits were used for current inactivation and 
termination analysis (see Material and Methods). The inset represents original traces recorded before (control) and 
after application of agtx. 
The current activation threshold is between -50 and -40 mV, with the maximum 
amplitude at -30 mV. Next, we analyzed kinetic parameters of the digital subtracted 
agtx-sensitive ICa, such as time to peak, peak plateau ratio, in and cl (Fig. 3.20 c1). 
Our data reveal slow activation and a large amplitude steady-state. Current termination 
upon repolarization follows a mono-exponential time course (Fig. 3.20 c2). As P/Q-type 
currents are prominent in aMCs, we investigated their potential role in oscillations. 
Therefore, we performed current-clamp recordings (Ihold = 0 pA) in oscillating aMCs 
under control conditions (ctr) (SIK and SEsyn; see Materials and Methods) and in 
presence of 200 nM agtx. Similar to data obtained in presence of nifidipine, oscillations 
persist in presence of agtx without substantial changes (Fig. 3.21 a). Inhibition of P/Q-
type ICa does not significantly change burst parameters (n = 5) (Fig. 3.21 b1-4) 
suggesting no critical contribution of P/Q-type Cav channels in generation of aMC 
oscillations. 
Next, we investigated a potential involvement of P/Q-type ICa in AP shaping. We 
analyzed amplitude, maximum, half width, rise time and integral (Fig. 3.21 c). 
Superimposed consecutive APs, recorded 3 min before (ctr) and after agtx application, 
revealed no significant agtx influence on AP waveform (Fig. 3.21 d1-5). Thus, P/Q-type 
ICa, although present in aMCs, appears to play no essential role in either oscillation 
generation or AP shaping. 
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3.5.3.4. High voltage activated conotoxin-sensitive N-type calcium 
current 
We next investigated another member of the Cav2 channel family, N-type, which was 
first described in dissociated dorsal root ganglion neurons (Nowycky et al., 1985).  N-
type ICa currents, along with P/Q-type, act as negative regulators of burst firing in deep 
cerebral nuclei neurons (Alviña & Khodakhah, 2008). Therefore, we asked if N-type ICa 
currents also contribute to aMC oscillations. Using SICs pipette solution and SE1 
solution (see Materials and Methods), we performed patch-clamp recordings in 
voltage-clamp mode under control conditions and in presence of N-type ICa antagonist, 
ω-conotoxin GVIA (cntx) (PVC7; see Materials and Methods). Cntx is a peptide from a 
predatory marine snail Conus geographus (Wu & Narahashi, 1988). N-type ICa was 
isolated by digital subtraction.  
Fig. 3.21: No essential role of HVA agtx-sensitive P/Q-type ICa in aMC oscillations. a) Representative traces 
from a single aMC under control conditions (top) and in presence of 200 nM agtx (bottom). Dashed lines represent 
VRMP = -60 mV. b) Burst analysis under control conditions (ctr) and in presence of agtx, respectively; IBI: 5.95 ± 
1.61 s; 6.93 ± 2.9 s; burst duration: 3.01 ± 1.04 s; 3.24 ± 1.61 s; spikes per burst: 13.34 ± 4.7; 16.47 ± 6.1; Vd: -
62.08 ± 2.75 mV and -62.62 ± 2.59 mV; Vu: -50.82 ± 3.43 mV and -50.64 ± 3.41 mV (mean ± SEM).  c) Effect of 
agtx AP characteristics. Top: schematic illustrating analyzed AP parameters. Bottom: averaged superimposed AP 
traces under control conditions (left) and in presence of agtx (right). Black traces represent SEM from >500 
individual APs (ctr = 505; agtx = 560; 180 s), red traces represent the average. d) AP parameters under control 
conditions and in presence of agtx, respectively. (1) AP amplitude: 81.48 ± 1.93 mV; 84. 21 ± 4.63 mV, (2) AP 
maximum: 35.63 ± 4.06 mV; 37.14 ± 1.07 mV; (3) AP half width: 2.17 ± 0.28 ms; 2.07 ± 0.28 ms; (4) AP rise time: 
1.2 ± 0.2 ms; 1.13 ± 0.24 ms; (5) AP integral: 158.73 E-06 ± 12.42 E-06 Vs; 194.23 E-06 ± 19.49 E-06 Vs; mean ± SEM; 
n = 5; p > 0.05 (paired student t-test). 
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Fig. 3.22: Characteristics of HVA 
conotoxin-sensitive voltage-gated N-
type ICa. a) Representative original trace of 
cntx–sensitive ICa recorded in voltage-
clamp mode. Cell is stepwise depolarized 
(10 mV intervals) from -90 mV up to +70 
mV (150 ms) under control conditions (1 
µM TTX; 20 mM TEA; 5 mM 4-AP) and in 
presence of 2 µM cntx. Cntx-sensitive ICa 
was obtained by digital subtraction. b) 
Current-voltage relationship of cntx-
sensitive ICa with current density amplitude 
is plotted against voltage steps and 
reaches its maximum (-55.73 ± 4.08 pA/pF) 
(mean ± SEM) at -30 mV. c) Left trace: 
schematic figure represents kinetic 
parameters. Right trace: original trace recorded in voltage-clamp mode during -30 mV step. Kinetic parameters are 
used to characterize cntx-sensitive ICa; time to peak (25.81 ± 0.94 ms); peak plateau ratio: (1.51 ± 0.16); steady 
state amplitude (610.25 ± 86.61 mV) inactivation ( = 7.12 ± 1.69 ms); closing fast ( = 1.47 ± 0.37 ms); closing slow 
( = 15.93 ± 1.98 ms) (mean ± SEM) (n = 4). Inactivation was fitted with mono-exponential equation, closing was 
fitted using double-exponential equation (see Material and Methods). The inset represents original traces recorded 
before (control) and after application of cntx. 
In aMCs, N-type ICa shows a prominent transient and a relatively small steady state 
component (Fig. 3.22 a). When maximal current amplitude is plotted against voltage, 
N-type ICa displays a voltage-dependence distinct from other Cav channels. Cntx-
sensitive ICa activates at more negative potentials (63.1 % of Imax at -40 mV) compared 
with L-type (8.7 % of Imax at -40 mV) and P/Q-type (49.8 % of Imax at -40 mV).  
Next, we analyzed kinetic parameters of cntx-sensitive ICa at -30 mV, such as time to 
peak, peak plateau ratio, in and cl (Fig. 3.22 c1). N-type ICa shows similarly slow 
activation as recorded for L-type currents. Its biphasic closing behavior is also very 
characteristic (Fig. 3.22 c2). 
Next, we investigate potential role of cntx-sensitive N-type ICa in modulating aMC 
oscillations. We recorded from bursting aMCs in current-clamp mode (Ihold = 0 pA) 
under control conditions (SIK and SEsyn; see Materials and Methods) and in presence 
of cntx. As observed for T-, L- and P/Q-type inhibitors, oscillations persist in presence 
of cntx (Fig. 3.23 a). Analysis of bursting parameters in oscillating aMCs reveals no 
significant influence of cntx (Fig. 3.23 b1-4). 
These data reveal no role of N-type ICa in generation of rhythmical aMC discharge. 
However, it does not rule out the possibility of N-type ICa involvement in shaping the 
AP waveform. Therefore, we analyzed AP characteristics under control conditions and 
in presence of cntx. We analyzed amplitude, maximal amplitude (AP max), half width, 
rise time and integral (Fig. 3.23 c, Top). We superimposed consecutive APs recorded 
for 3 min under control conditions (ctr) and in presence of cntx. Black traces represents 
individual AP, red line represents average AP (Fig. 3.23 c, Bottoms). Despite 
67 
 
differences in AP integral, no other AP parameters differed significantly. Thus, the cntx-
sensitive ICa observed in aMCs plays no significant role in generation or modulation of 
oscillations. 
 
3.5.3.5. High voltage activated SNX482-sensitive R-type calcium 
current 
Finally, we investigated the remaining member of the Cav2 channel family and its 
involvement in oscillatory discharge generation. R-type ICa are resistant to subtype-
specific organic and peptide ICa channel blockers (Randall & Tsien, 1995). Previously 
reported functions of R-type Cav channels include a role at synaptic connections (Wu 
et al., 1998; Dietrich et al., 2003; Yasuda et al., 2003; Li et al., 2007). However, in 
hippocampal CA1 pyramidal neurons (Metz et al., 2005) and in neostriatum neurons 
(Phillips & Stamford, 2000), R-type currents are recruited during burst firing. 
Fig. 3.23: Role of HVA cntx-sensitive voltage-gated N-type ICa in oscillations. a) Representative traces 
recorded in current clamp mode from a single aMC under control conditions (top) and in presence of 2 µM cntx 
(bottom). Dashed lines represent VRMP = -60 mV b) Bursting parameter analysis; control (ctr) and cntx, respectively; 
(1) IBI: 10.03 ± 1.53 s, 9.71 ± 1.41 s;  (2) burst duration: 5.54 ± 1.1 s; 5.33 ± 1.05 s; (3) spikes per burst: 14.04 ± 
1.14; 12.43 ± 1.19; Vd: -67.41 ± 0.73 mV; -67.34 ± 0.44 mV; Vu: -56.64 ± 0.54 mV; -57.07 ± 0.56 mV  (mean ± SEM); 
* p < 0.05 (paired student t-test) (n = 9),. c) Effect of cntx on action potential (AP) characteristics. Upper trace: 
schematic figure represents AP characteristics used for analysis. Lower traces: average traces superimposed AP 
traces under control conditions (ctr; left) and in presence of cntx (right). Black traces represent individual AP’s (ctr 
= 175; cntx = 149; 180 s), red traces represent the average AP. d) AP parameters under control conditions and in 
presence of cntx, respectively. (1) AP amplitude: 87.33 ± 1.34 mV; 87.36 ± 1.39 mV, (2) AP maximum: 37.41 ± 1.11 
mV; 35.77 ± 1.07 mV; (3) AP half width: 1.837± 0.15 ms: 1.83 ± 0.09 ms; (4) AP rise time: 1.2 ± 0.09 ms; 1.13 ± 
0.09 ms; (5) AP integral: 169.77 E-06 ± 12.81 E-06 Vs;198.29 E-06 ± 11.39 E-06 Vs, (mean ± SEM) (n = 9);* p = 0.03 
(paired student t-test). 
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First, we characterized R-type currents in voltage-clamp mode using a specific 
antagonist, derived from the venom of the spider Hysterocrates gigas, SNX482 (SNX) 
(Wu & Narahashi, 1988). Using SICs pipette solution and SE1 solution (see Materials 
and Methods), we performed patch-clamp recordings in voltage-clamp mode under 
control conditions and in presence of SNX (PVC7 protocol; see Materials and Methods). 
We obtained SNX-sensitive ICa by digital subtraction. In AOB aMCs, R-type ICa shows 
a relatively broad transient component followed by a prominent steady-state current 
(Fig. 3.24 a). When peak current amplitude is plotted against voltage, maximum 
currents flow at -30 mV (-45.57 ± 4.65 pA/pF). Maximal R-type current amplitude, 
however, is smaller compared to other HVA (nif: -54.39 ± 3.12 mV; agtx: -83.42 ± 15.17 
pA/pF; cntx: -55.73 ± 4.08 pA/pF; mean ± SEM) (Fig. 3.24 b).  
Fig. 3.24: Characteristics of SNX482-
sensitive R-type ICa. a) Representative 
original trace of SNX482-sensitive ICa 
recorded in voltage-clamp mode. Cell is 
stepwise depolarized (10 mV intervals) 
from -90 mV up to +70 mV (150 ms) under 
control conditions (1 µM TTX; 20 mM TEA; 
5 mM 4-AP) and in presence of 100 nM 
SNX482. SNX-sensitive ICa was obtained 
by digital subtraction. b) Current-voltage 
relationship of SNX-sensitive ICa. Current 
density is plotted against voltage and 
reaches its maximum (-45.57 ± 4.65 
pA/pF; mean ± SEM) at -30 mV. c) Left (1): 
schematic represents kinetic parameters. 
Right (2): original trace recorded in 
voltage-clamp mode during depolarization to -30 mV. Kinetic parameters: time to peak (31.07 ± 4.38 ms); peak 
plateau ratio (1.44 ± 0.11); steady state amplitude (479.33 ± 109.08 mV) inactivation ( = 8.13 ± 1.74 ms); closing 
( = 7.01 ± 0.99 ms); n = 4; Inactivation was fitted with a mono-exponential equation (see Material and Methods). 
The inset represents original traces recorded before (control) and after application of SNX. 
Next, we analyzed SNX-sensitive ICa kinetics at -30 mV, such as time to peak, peak 
plateau ratio, in and cl (Fig. 3.24 c1). R-type currents show the slowest activation and 
inactivation among HVA channels. 
To investigate the involvement of R-type ICa in generation of oscillations, we performed 
recordings in current-clamp mode (Ihold = 0 pA) under control conditions (SIK and SEsyn; 
see Materials and Methods) and in presence of SNX. R-type ICa antagonist changes 
oscillatory discharge dramatically. IBI decreases, duration of the burst increases and 
we observe more spikes in a single burst (Fig. 3.25 a). We analyzed bursting 
parameters in oscillating aMCs and found significant differences in all parameters. 
Blocking R-type ICa decreases IBI by 58 % (Fig. 3.25 b1). By contrast, burst duration 
increases (Fig. 3.25 b2). SNX also increases the number of spikes in a single burst 
(Fig. 3.25 b3) and influences subthreshold membrane potential states. Vd becomes 
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less negative and Vu shifts to more depolarized potentials (Fig. 3.25 b4). Next, we 
examine the role of R-type ICa in AP shaping. Therefore, we analyze AP characteristics 
such as amplitude, maximal amplitude (AP max), half width, rise time and integral (Fig. 
3.25 c Top). We superimposed consecutive APs recorded during 3 min under control 
conditions (ctr) and in presence of SNX. (Fig. 3.24 c, bottom). SNX decreases AP 
amplitude and maximum by ~4 mV (Fig. 3.25 d1-2). Furthermore, SNX broadens the 
AP (Fig. 3.25 d3) and increases AP integral (Fig. 3.25 d5). Rise time remains the only 
AP characteristic unaffected by SNX. 
Together, our experiments show that SNX-sensitive R-type ICa plays a significant role 
in generation of oscillatory discharge in MSc. We hypothesize that R-type Cav channels 
are coupled to calcium-dependent potassium currents which are responsible for burst 
termination in many neurons (Meredith et al., 2006; Moenter, 2010; Jones & Stuart, 
2013). 
 
Fig. 3.25: Role of SNX482-sensitive R-type ICa in oscillations. a) Representative traces recorded in current 
clamp mode (0 pA) from a single MC under control conditions (top) and in presence of 100 nM SNX (bottom). b) 
Bursting parameter analysis under control (ctr) and in presence of SNX, respectively; (1) IBI: 20.47 ± 3.72 s; 11.88 
± 2.01 s; (2) burst duration: 4.16 ± 0.66 s; 6.37 ± 1.1 s; (3) spikes per burst: 14.89 ± 1.56; 22.11 ± 2.12; (4) Vd: -
68.58 ± 0.72 mV and -66.91 ± 0.97 mV; Vu: -55.03 ± 1.26 mV and -53.78 ± 1.56 mV (mean ± SEM) (n = 9); * p < 
0.01 (paired student t-test).c) Effect of SNX on AP characteristics. Top: schematic figure represents AP 
characteristics used for analysis. Bottom: superimposed AP traces under control conditions (ctr; left) and in 
presence of SNX (right). Black traces represent individual AP’s (ctr = 131; SNX = 493; 180 s), red traces represent 
the average AP. d) AP parameters under control conditions and in presence of SNX, respectively. (1) AP amplitude: 
79.97 ± 1.49 mV; 76.04 ± 1.38 mV, (2) AP maximum: 32.32 ± 0.64 mV; 28.77 ± 1.4 mV; (3) AP half width: 2.12 ± 
0.16 ms; 2.39 ± 0.1 ms; (4) AP rise time: 1.38 ± 0.08 ms; 1.42 ± 0.1 ms; (5) AP integral: 211.63 E-06 ± 15.71 E-06 
Vs; 240.6 E-06 ± 14.41 E-06 Vs (mean ± SEM) (n = 9); * p < 0.01 (paired student t-test). 
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3.6. Ionic conductances responsible for the termination phase 
of the oscillations 
In many neurons, a rise in cytosolic [Ca2+] activates potassium channels (KCa) which 
participate in various electrophysiological activities, e.g. regulation of the firing 
frequency (Berkefeld et al., 2010) and generation of oscillations in pacemaker neurons 
of the suprachiasmatic nucleus (Pitts et al., 2006). In general, KCa channels contribute 
to burst termination (Onimaru et al., 2003; Berkefeld et al., 2010; Vandael et al., 2010, 
2012). As R-type ICa modulates oscillations, this effect could result from KCa activation. 
Here, we investigate a potential role of KCa in terminating aMC oscillations. 
3.6.1. Small conductance apamin-sensitive current 
Small conductance KCa (SK) channels regulate intrinsic firing properties, dendritic 
excitability and pacemaker activity in several neurons (Shepard & Stump, 1999; 
Wolfart et al., 2001; Vandael et al., 2012). SK current has also been found in mitral 
cells of the main olfactory bulb (Maher & Westbrook, 2005). It is activated solely by 
transient [Ca2+]i elevation, without voltage dependence. Here, we asked if SK is a 
driving force for bursttermination in oscillating aMCs. First, we investigated SK channel 
function during aMC oscillations. In whole-cell current-clamp (Ihold = 0 pA) recordings, 
we tested apamin, a specific SK channel blocker derived from honey bee venom. The 
Fig. 3.26: Small conductance KCa current. a) Representative original trace recorded in current clamp mode under 
control conditions and in presence of 300 nM apamin (ap). Dashed lines represent VRMP = -60 mV. b) Bursting 
parameter analysis under control conditions (black bars / dots) and in presence of ap (green bars / dots), 
respectively. (1) IBI: 10.81 ± 0.88 s; 9.93 ± 1.11 s;  (2) burst duration: 7.03 ± 1.34 s; 6.55 ± 1.44 s; (3) spikes per 
burst: 24.29 ± 4.85; 22.51 ± 4.21; (4) Vd: -70.75 ± 1.07 mV; -69.73 ± 0.94 mV; Vu:-58.36 ± 0.64 mV; -57.49 ± 0.85 
mV,  (mean ± SEM) (n = 10). c) Representative original trace recorded in voltage clamp mode. Cell was depolarized 
up to +10 mV and subsequent hyperpolarized for 800 ms down to -50 mV under control conditions (black) and in 
presence of ap (grey). Ap-sensitive current was digital subtracted (green). We observe no ap-sensitive SK in 
oscillatory aMCs; p > 0.05 (paired student t-test). 
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SK antagonist shows to substantial effect on aMC oscillations (Fig. 3.26 a). Next, we 
analyzed bursting properties in oscillating aMCs. We find no significant differences 
between control (str) and apamin (ap) conditions (Fig. 3.26 b1-4). Our results prompted 
us to investigate whether MCs in the AOB express SK channels. To address this 
question, we performed voltage-clamp recordings in oscillating aMCs (PVC8; SIK; SEsyn; 
see Materials and Methods). Brief depolarization and subsequent sustained 
repolarization allows for isolation of SK channel-dependent K+ current in MOB MCs 
and other neurons (Maher & Westbrook, 2005; Vandael et al., 2012). However, we 
found no apamin-sensitive current in oscillating aMCs (Fig. 3.26 c). Thus, other KCa 
isoforms are presumably involved in burst termination phase. 
 
3.6.2. Calcium- and voltage-dependent potassium current 
Since aMCs in the AOB lack SK current, we investigated another member of the KCa 
family, the big conductance K+ (BK) channel. BK channels are activated synergistically 
by both depolarization and [Ca2+]i (Marty, 1981). The two activators provide a negative 
feedback system to restore negative membrane potential which, in turn, closes voltage 
activated Ca2+ channels. BK channels are blocked by low TEA concentrations and 
several toxins (Salkoff et al., 2006b). 
Fig. 3.27: Role of TEA-sensitive K+ in oscillations. (1) Representative original trace recorded in current clamp 
mode under control conditions and in presence of 1 mM TEA. Dashed lines represent VRMP = -60 mV. (2) Enlarged 
view on oscillations with corresponding amplitude histogram with two peaks revealing subthreshold membrane 
potential states (Vd; Vu).  (3) Enlarged view on the recording in presence of 1 mM TEA. Corresponding amplitude 
histogram with only one peak, revealing only one state of the membrane potential. 
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First, we performed current-clamp recordings (0 pA) under control conditions (SIK and 
SEsyn; see Materials and Methods) and in presence of tetraethylammonium (TEA). Low 
extracellular TEA concentrations block KCa (Blatz & Magleby, 1984; Yellen, 1984; 
Salkoff et al., 2006a) (Fig. 3.271). In aMCs, TEA abolishes subthreshold membrane 
potential oscillations and changes the neurons’ firing mode from oscillatory to tonic 
(Fig. 3.271) as shown in the corresponding amplitude histograms (Fig. 3.272; Fig. 
3.273). TEA blocks KCa in a reversible manner (Fig. 3.271). 
We next switched the recording mode (voltage-clamp) to characterize TEA-sensitive 
currents during a single burst. We used a pre-recorded burst as a stimulus template to 
mimic physiological burst conditions. (Fig. 3.28 a). Two spikes (1st and 29th; asterisks) 
were randomly chosen for current analysis. TEA-sensitive currents were isolated by 
digital subtraction (Fig. 3.28 a). Because KCa requires Ca2+ for full activation, we also 
examined the role of ICa during a single burst, using cadmium (Cd2+) as an unspecific 
Cav channel blocker. Subsequent isolation of Cd2+-sensitive currents reveals the ICa 
fraction during the single burst (Fig. 3.28 a; bottom). Both TEA- and Cd2+-sensitive 
currents are present during every spike in the burst. Moreover, the amplitude of these 
particular currents increases during the burst while burst template spikes amplitude 
decreases. The amplitude of TEA-sensitive K+ current during the 1st spike is smaller as 
compared to 29th spike (Fig. 3.28 b). Cd2+-sensitive ICa reveal similar characteristics - 
ICa amplitude also increases during the burst (Fig. 3.28 b). 
Next, we analyze the development of TEA-sensitive KCa currents over the time course 
of a burst. We calculated the current integral and plotted normalized values against 
event number. Average values were fitted using a mono-exponential equation (Fig. 
3.28 c). TEA-sensitive currents increase with event number and reach saturation 
approximately at the 15th event. 
We performed the same spike count-dependent analysis for Cd2+-sensitive ICa. 
Normalized integral values are plotted against event number and average values are 
fitted by a mono-exponential function. Analogue to TEA-sensitive K+ currents, Cd2+-
sensitive ICa increases during the burst. To analyze whether both current amplitudes 
correlate, we performed a correlation analysis. Both currents show a high degree of 
positive correlation (r = 0.977) (Fig. 3.28 e). 
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The strong correlation between both TEA-sensitive and Cd2+-sensitive currents 
indicate a substantial effect of KCa on oscillation characteristics and its crucial role in 
generation of oscillations.  
 
Fig. 3.28. Calcium-dependent KCa currents during a single burst. a) Top trace: original trace recorded in current 
clamp and used as a template mimicking physiological burst conditions. Middle trace: TEA-sensitive current obtained 
by digital subtraction of original traces recorded in voltage clamp under control conditions (1 µm TTX) and in presence 
of 1 mM TEA. Bottom trace: Cd2+-sensitive current, obtained by digital subtraction of original traces recorded under 
control conditions (1 µM TTX; 1 mM TEA). Burst template was used to evoke both TEA- and Cd2+-sensitive currents 
during the burst. b) Enlarged view of cadmium-sensitive (grey and black traces) and TEA-sensitive (brown and orange 
traces) currents flowing during 1th and 29th spike during the burst template (see asterisks in burst template). Both 
currents are plotted on a graph revealing increasing current amplitude with increasing spike (event) number .c) Integral 
of normalized TEA-sensitive current of individual events (black dots) and average integrals (red squares) of 30 
consecutive spikes were plotted against spike number. Average values are fitted with monoexponential equation (red 
curve) (n = 7). d) Integral of normalized Cd2+-sensitive current of individual spikes (black dots) and average (red 
squares) of 30 consecutive spikes plotted against event number. Average values are fitted with monoexponential 
equation (red curve) (n = 6). e) Correlation analysis of TEA- and Cd2+-sensitive currents. Absolute integrals of Cd2+-
sensitive currents are plotted against TEA-sensitive current integrals and fitted with line regression fit (red line) and 
reveal a strong positive correlation (r = 0.977) (n = 6). 
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3.6.2.1. Big conductance Ca2+-activated potassium current 
In addition to TEA, BK channels are also blocked at nanomolar concentrations by 
iberiotoxin (ibtx), a scorpion (Buthus tamulus) venom peptide (Galvez et al., 1990). We 
investigated the role of ibtx-sensitive BK in oscillatory aMC discharge. We performed 
current-clamp recordings (0 pA) under control conditions (SIK and SEsyn; see Materials 
and Methods) and in presence of ibtx. Surprisingly, ibtx shows no substantial influence 
on oscillations. Moreover, and in contrast to TEA (Fig. 3.28), ibtx does not abolish 
oscillations (Fig. 3.29 a). Next, we analyzed bursting parameters in oscillating aMCs 
under control conditions (ctr) and in presence of ibtx (Fig. 3.29 b). While we find no 
significant differences in IBI and burst duration (Fig. 3.29 b1-2), spike count per burst 
decreases in presence of ibtx (Fig. 3.29 b3). However, Vd and Vu remain unaffected by 
ibtx (Fig. 3.29 b4).  
Next, we used another high affinity BK channel antagonist purified from scorpion 
venom Leiurus quinquestriatus, charybdotoxin (chtx). This agent shows a high degree 
of sequence homology with ibtx (Galvez et al., 1990). Although chtx does not abolish 
oscillations, it does affect aMC discharge (Fig. 3.30 a) by altering spike count per burst 
as well as Vd and Vu (Fig. 3.30 b3-4). However, IBI and burst duration remain unaffected 
(Fig. 3.30 b1-2). 
Fig. 3.29: Iberiotoxin – sensitive KCa current. a) Representative original traces recorded in current clamp mode 
from a single aMC under control conditions (top) and in presence of 100 nM iberiotoxin (ibtx) (bottom). Dashed lines 
represent VRMP = -60 mV. b) Bursting parameter under control conditions (ctr) and in presence of ibtx, respectively. 
(1) IBI: 6.12 ± 1.17 s; 6.73 ± 1.3 s; (2) Burst duration: 3.07 ± 0.66 s; 2.67 ± 0.51 s; (3) Spikes per burst: 18.51 ± 
3.52;15.26 ± 3.12; (4) Vd: -65.35 ± 1.1 mV; -65.35 ± 1.11 mV; Vu: -54.51 ± 0.86 mV; -54.09 ± 0.94 mV (mean ± 
SEM). Ibtx significantly decreases number of spikes in the burst; *p < 0.05 (paired student t-test) (n = 10). 
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Given the contrary and somewhat puzzling results obtained using 1 mM TEA as 
opposed to ibtx and chtx, we asked whether ibtx- / chtx-insensitive type II BK channels 
(Reinhart et al., 1989, 1991) might mediate TEA-sensitive KCa currents in aMCs. These 
channels are highly expressed in the brain (Meera et al., 2000) and are blocked by 
micromolar concentration of paxilline, an indole alkaloid isolated from Penicillium paxilli  
(Sanchez & McManus, 1996).To address this question, we monitored spontaneous 
activity under control conditions (SIK and SEsyn; see Materials and Methods) and in 
presence of paxilline (pax). While pax does not completely abolish subthreshold 
oscillations, it dramatically changes aMC oscillatory discharge (Fig. 3.31 a). IBI 
decreases significantly in presence of pax (Fig. 3.31 b1), whereas burst duration 
substantially increases (Fig. 3.31 b2). Accordingly, the number of spikes in a single 
burst increases approx. fourfold (Fig. 3.31 b3). Blocking of BK by pax also shifts Vu to 
more depolarized potentials. By contrast, Vd remains unaffected (Fig. 3.31 b4). The 
Fig. 3.30: Charybdotoxin – sensitive KCacurrent. a) Representative original traces recorded in current clamp 
mode from a single aMC under control conditions (top) and in presence of 100 nM charybdotoxin (chtx) (bottom). 
Dashed line represents VRMP = -60 mV b) Bursting parameter analysis under control conditions (ctr) and in presence 
of chtx, respectively. (1) IBI: 13.21 ± 1.45 s; 10.53 ± 1.32 s;  (2) Burst duration: 5.7 ± 1.62 s; 6.82 ± 2.31 s; (3) 
Spikes per burst: 10.83 ± 2.49; 27.83 ± 6.97; (4) Vd: -63.78 ± 1.68 mV; -65.23 ± 1.65 mV; Vu: -55.09 ± 1.12 mV; -
51.33 ± 1.74 mV (mean ± SEM). Chtx significantly increases number of spikes per burst. It also shifts Vd into more 
hyperpolarized potentials and Vu into more depolarized potentials *p < 0.05 (paired student t-test) (n = 5). 
Fig. 3.31: Paxilline-sensitive KCa current. a) Representative original traces recorded in current clamp mode from 
a single aMC under control conditions (top) and in presence of 5 µM pax (bottom). Dashed lines represent VRMP = 
-60 mV. b) Bursting analysis (n = 8) under control conditions (ctr) and in presence of pax, respectively. (1) IBI: 13.24 
± 2.18 s; 8.39 ± 0.87 s;  (2) Burst duration: 5.12 ± 1.12 s; 12.86 ± 2.88 s; (3) Spikes per burst: 16.53 ± 3.33; 60.2 ± 
21.28; (4) Vd: -65.88 ± 0.8 mV; -64.79 ± 1.41 mV; Vu: -54.74 ± 1.13 mV; -51.72 ± 1.14 mV; mean ± SEM; *p < 0.05, 
(paired student t-test). 
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distinct effect of the BK channel antagonist pax indicates the involvement of type II BK 
channels in generating MC oscillations in the AOB. 
Action potential characteristics 
BK currents shape AP waveform in many neurons (Johnston et al., 2000; Haghdoost-
Yazdi et al., 2008) We superimposed consecutive APs recorded for 3 min under control 
conditions (ctr) and in presence of BK antagonists: ibtx, chtx, TEA and pax. However, 
only TEA has a strong effect on AP shape (Fig. 3.32 b). We analyzed influence of BK 
antagonists on AP characteristics, such as amplitude, AP max, half width, rise time 
and integral (Fig. 3.32 a).  (Fig 3.32 b). With the exception of TEA, AP analysis reveals 
no significant effect of BK antagonists. TEA, however, affects both AP half-width and 
integral (Fig. 3.32 c3).  
 
  
Fig. 3.32: Influence of KCa channels blockers on AP characteristics. a) Schematic figure represents AP 
characteristics used for analysis. b) Superimposed AP traces under control conditions (left) and in presence of 1 
mM TEA (right). Black traces represent individual APs (ctr = 274; TEA = 180; 180 s), red traces represent the 
average AP. c) Effect of BK, antagonists on AP shape: ibtx ( n = 9), chtx (n = 5), TEA (n = 7) and pax (n = 6), 
respectively). All values are normalized. (1) AP amplitude: 0.99 ± 0.029; 0.94 ± 0.04; 1 ± 0.04; 0.92 ± 0.03; (2) AP 
maximum: 0.99 ± 0.05; 0.92 ± 0.08; 1.02 ± 0.07; 0.87 ± 0.1; (3) AP half width: 0.97 ± 0.04; 1.06 ± 0.13; 2.42 ± 
0.27; 1.16 ± 0.1; (4) AP rise time: 1.07 ± 0.06; 1.27 ± 0.15; 1.03 ± 0.07; 1.07 ± 0.13; (5) AP integral: 0.93 ± 0.06; 
1.15 ± 0.14; 2.96 ± 0.38; 1.22 ± 0.08; (mean ± SEM). Only TEA has a significant effect on AP characteristics. *p < 
0.001, one-way ANOVA, followed by Tukey test. 
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4. Discussion 
 
The AOS appears to have evolved in tetrapods during the transition from water to a 
terrestrial environment (Halpern, 1987). It is present in various vertebrates including 
mammals (Meisami & Bhatnagar, 1998b; Tirindelli et al., 2009; Ubeda-Banon et al., 
2011). The paradigmatic model for chemical cue and pheromone detection are 
rodents, especially mice. Rodents rely heavily on chemical communication and are 
equipped with dual yet interconnected sensory system, MOS and AOS (Meredith, 
1991; Baum & Kelliher, 2009). Although the primary sensory AOS organ, the VNO, has 
been identified in the 19th century (1813) (Jacobson et al., 1998), we still lack a 
complete concept of the AOS in olfactory information coding. Early investigators had 
noted the location of AOB in the brain. However, they thought of it as a cortical variation 
of the MOB and therefore not the superior olfactory center (Cajal 1901). Following 
investigations revised this prediction (Meredith et al., 1980; Halpern, 1987) (Halpern, 
1987). Although there is no doubt about the importance of the AOS today, the 
complexity of this intriguing sensory system remains enigmatic.  
4.1. Oscillations in AOB mitral cells 
The mammalian AOB is an anatomical and physiological separate entity within the 
MOB. With respect to the MOB, the AOB is usually located at dorso-caudal coordinates 
(Meisami & Bhatnagar, 1998b; Larriva-Sahd, 2008) (Fig. 2.1). Both AOB and MOB 
reveal a layered structure (Halpern, 1987) (Fig. 1.2; Fig. 1.4). Particular AOB cell types 
are named after their MOB counterpart, despite striking morphological differences. The 
main projection neurons in the AOB extend several apical dendrites and target up to 
six glomeruli (Larriva-Sahd, 2008). By contrast, mMCs extend only one apical dendrite 
and their somata form a boundary line between EPL and IPL (Meisami & Bhatnagar, 
1998b). In the AOB, aMCs seem randomly distributed throughout the EPL, thereby 
contradicting the ‘classical’ layer nomenclature (Fig. 2.3d). Additionally, both aMCs and 
mMCs target different, yet to a small extend overlapping brain areas (Scalia & Winans, 
1975; Spehr et al., 2006; Kang et al., 2009; Dhungel et al., 2011) (Fig. 1.1; Fig. 1.3). 
These conspicuous morphological differences insinuate reconsideration of the 
common notion of the AOB as a ‘small brother’ of the MOB (Winans & Scalia, 1970; 
Scalia & Winans, 1975).  
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Less than a handful of studies compared cellular physiological properties in AOB 
versus MOB. Among the few Zibman and colleagues (Zibman et al., 2011b) compared 
some physiological features of aMCs and mMCs while their main focus were passive 
membrane properties and firing responses to current injection. Initially, we investigated 
firing aMCs properties as a first step to better understand the role of these excitatory 
principal neurons in chemosensory coding. Therefore, we recorded their spontaneous 
activity (Ihold = 0 pA). Surprisingly, aMCs reveal two distinct types of spontaneous 
discharge: tonic and oscillatory activity (Fig. 3.1). Tonic aMCs continuously fire 
‘random’ APs at an average frequency of 1.51 ± 0.22 Hz. The oscillating aMC 
population (30.6 %) shows a unique discharge pattern characterized by rhythmic 
membrane potential fluctuations and superimposed regular AP trains (Fig. 3.1; Fig. 
3.5). This intriguing periodicity is maintained for long periods (up to 60 min) without 
substantial alterations. 
We recorded from bursting aMCs distributed over the whole AOB. Regarding the 
occurrence and frequency of oscillating aMCs, we find essentially no differences 
between anterior and posterior regions as well as lateral and medial AOB parts. This 
somehow contradicts the anatomical AOB division (Jia & Halpern, 1997). Accordingly, 
as a group, oscillating aMCs likely receive synaptic input from both V1R- and V2R-
expressing sensory neurons. Thus, scattered distribution may suggest different role of 
bursting aMCs in the information processing. Potential combinatorial input from both 
VR families could provide synergic input-output enhancement and / or signal 
sharpening.  
Both passive and active membrane properties affect information processing and 
temporal filtering in neurons (Fortune & Rose, 1997; Yamashita et al., 2013). 
Therefore, we hypothesized differences between oscillatory and tonic aMCs in terms 
of these parameters. However, we find no significant differences regarding mem and 
the inherent firing responses (Fig. 3.2). Both bursting and tonic aMCs reveal similar 
mem values (54 and 59 ms) and a maximum firing rate at 24.5 HZ, which are largely in 
accordance to values found by Zibman (mem = 45.3 ± 23.5 ms; firing rate at 32.3 ± 9.2 
Hz) (Zibman et al., 2011b). Therefore, other intrinsic and /or extracellular factors likely 
underlie the remarkably different discharge patterns of both aMC populations. . Both 
the repertoire and distribution of voltage-activated channels determine firing patterns 
(Stemmler & Koch, 1999; Steriade, 2004; Schulz et al., 2006; Yamashita et al., 2013). 
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Therefore, oscillating aMCs could be equipped with distinct voltage-gated channels 
and / or might reveal a distinct channel distribution. 
Many cortical neurons alter spontaneous firing patterns in response to membrane 
potential changes and reveal multiple forms of evoked spike timing (Steriade, 2004). 
With slight changes in membrane potential, fast bursting cortical neurons shift their 
firing mode to irregular and regular spiking (Steriade et al., 1998). However, bursting 
aMCs do not change their general firing profile after either hyperpolarizing or 
depolarizing current injections. Oscillating aMCs do not shift into tonic discharge, 
unless depolarization exceeds Vu (Fig. 3.4). This suggest that aMC oscillations are not 
restricted to a narrow membrane potential range. However, as expected, strong 
depolarization affects the bursting phenotype. Several voltage-gated conductances 
contribute to resting VRMP as well as to the oscillation generation and changes in 
membrane potential values modulate their gating properties. Less negative membrane 
potential values stronger activate INaP and thus accelerate burst initiation. As a 
consequence, IBIs become shorter. 
Stereotypic oscillatory discharge can be quantitatively characterized. We use different 
parameters to describe the recorded patterns, such as IBI, burst duration, spikes per 
burst and the dual state of the membrane potential (Fig. 3.3). To our surprise, 
oscillating aMCs show an astonishingly high diversity regarding these parameters (Fig. 
3.3; Fig. 3.5; Table 1). We find relatively high-frequency oscillations with IBIs about 1 
s (Fig. 3.5 b1). By contrast, the maximum IBI reveals low-frequency oscillating aMCs 
with IBIs at ~50 s (Fig. 3.5 b3). What is the origin of these highly variable patterns? The 
observed heterogeneity can result from multiple, probably to some extent synergistic, 
underlying mechanisms. Oscillation variability can be, in part, genetically determined, 
for example by differences in voltage-gated channel expression (Steriade, 2004). 
Additionally, both activity-dependent homeostatic mechanisms and activity-
independent processes can dynamically regulate the strength of ionic conductances, 
for example by phosphorylation (Desai et al., 1999; MacLean et al., 2003; Zhang & 
Linden, 2003). However, a circuit’s net output may be more tightly regulated than the 
molecular processes on the single cell level. Computational models suggest that 
similar electrical activity can be achieved with various ion channel combinations 
(Foster et al., 1993; Goldman et al., 2001; Prinz et al., 2003). Therefore, the diversity 
in oscillation patterns among aMCs could depend on a fine and highly flexible balance 
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between voltage-dependent and voltage-independent factors. Prinz and colleagues 
used a computational approach to model eight ion channels in a single model neuron 
and yield 1.8 million single model neurons with different discharge properties. This 
tremendously wide activity range included irregular spiking, non-periodic bursting, one-
spike bursting and regular bursting (Prinz et al., 2003, 2004).  
 
4.2. Local network-independent oscillations 
 
Oscillations emerge from a dynamic interplay between intrinsic characteristics and 
network properties and are highly conserved among species (Llinas, 1988; Buzsáki, 
2006). Neuronal networks show complex spatio-temporal dynamics and synchrony is 
one form of relationship between neurons (Salinas & Sejnowski, 2001). In the MOB, 
odors induce oscillations between 3 Hz and 65 Hz, which enhance stimulus 
discrimination (Schaefer et al., 2006). These oscillations are evoked by MOB circuit 
properties (Laurent, 2002b; Neville & Haberly, 2003; Bathellier et al., 2006). However, 
most oscillatory discharge patterns emerge from efferents and fast excitatory and 
inhibitory synaptic input (Mainen & Sejnowski, 1996; Krahe & Gabbiani, 2004). Is the 
local AOB network responsible for rhythmic burst discharge in aMCs? Inhibition of 
GABAergic synaptic transmission in both on-cell and whole-cell mode does not abolish 
oscillations (Fig. 3.7 a; Fig. 3.8 a). Moreover, oscillations become more regular in their 
rhythmicity and IBI becomes significantly larger (Fig. 3.7 b1; Fig. 3.8 b1). Consequently, 
burst frequency decreases. Neither inhibition of fast excitatory synaptic transmission 
(Fig. 3.7 c,d), nor combined inhibition of GABAergic and glutamatergic synaptic input 
(Fig. 3.8 c,d) abolish oscillations. An increase in regularity after pharmacological 
elimination of fast synaptic events has also been shown in mTCe neurons (Liu & 
Shipley, 2008b). These cells respond to rhythmic sniffing-related input (Hayar et al., 
2004). They act as autonomous pacemakers that require no synaptic transmission. 
Therefore, it is tempting to speculate about local network-independent aMCs 
oscillations. However, such autonomous, network-independent bursting has been 
reported for only few neurons. Oscillating cells in the pre-Bötzinger complex in the 
brain stem were identified as central for breathing generation (Smith et al., 1991; 
Ramirez et al., 2011). Hippocampal pyramidal CA3 neurons and dentate gyrus mossy 
cells reveal endogenous bursts, resulting from interplay of intrinsic ionic currents 
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(Hablitz & Johnston, 1981; Jinno et al., 2003; Fischer, 2004). Cerebral Purkinje cells 
and some cells in the neocortex also display characteristics of pacemaker activity 
(Womack & Khodakhah, 2004; Le Bon-Jego & Yuste, 2007).  
Oscillating aMCs could also influence the local bulbar network. All information 
processing systems must have some way to adjust the relationship between input and 
output. This important feature is called gain control (Salinas & Thier, 2000). Although 
the input can vary dramatically, dependent on environmental changes, the output is 
mostly required to remain within a limited range of amplitude (Priebe & Ferster, 2002). 
Therefore, neurons have to perform ‘mathematical’ operations as they transform 
synaptic and modulatory input into output firing rate (Koch & Segev, 2000). aMCs are 
embedded in a local network where they form synaptic connections with inhibitory 
interneurons, especially aGCs, via dendrodendritic synapse (Jia et al., 1999b; 
Goldmakher & Moss, 2000; Taniguchi & Kaba, 2001; Castro et al., 2007). This 
recurrent network plays an important role in information processing (Hayashi et al., 
1993b; Otsuka et al., 2001b) It may also serve as an enhancer of stimulus contrast and 
/ or sharpen odor tuning (Urban, 2002; Hendrickson et al., 2008). However, gain 
modulation within recurrent circuits can dramatically affect both the activity of 
downstream neurons and the selectivity of the network itself (Zhang & Abbott, 2000). 
Hence, oscillating aMCs could act as potential gain modulators. This would equip 
bursting aMCs with a powerful tool to modify network behavior via effective control of 
recurrent connection strength. Moreover, downstream neurons in higher brain areas 
could switch between unresponsive and selectively responsive states. Thus, network 
selectivity could be significantly modified. 
aMCs oscillations persists even in the absence of fast synaptic feedback / feedforward 
modulation (Fig. 3.7; Fig. 3.8). However, in addition to intra- and extracellular 
environmental determinants, a neuron’s firing mode is also affected by multiple 
neuromodulators. Neuromodulation, in contrast to fast synaptic transmission, provides 
slower changes in cellular and synaptic properties mediated by metabotropic receptors 
(Katz, 1998). Neuromodulators are not only required for proper network function, but 
are also fundament in adapting neuronal activity to changes in metabolic and 
environmental conditions (Dickinson, 2006). Thus, neuromodulators play an important 
role in the induction, enhancement and suppression of pacemaker properties (van den 
Top et al., 2004; Peña & Ramirez, 2004; Zhao et al., 2010, 2011). Although several 
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centrifugal fibers innervate the AOB, little is known about top-down modulation within 
the AOB circuitry and, in particular, on aMCs (Fan & Luo, 2009b). Noradrenergic and 
cholinergic innervation has been described to modulate aMCs (Kaba et al., 1994; Smith 
et al., 2009; Smith & Araneda, 2010). In our acute slice preparation, the olfactory bulb 
is dissected from the rest of the brain, and hence, centrifugal connections are severed. 
However, we cannot rule out modulation of oscillations by centrifugal input. Indeed, 
release of neuromodulators from stored vesicles could affect aMC activity even after 
centrifugal fiber transection. Future investigation of modulatory connections will shed 
light on their potential role in generation and / or maintenance of oscillations in aMCs.  
Both the AOS and MOS are involved in pheromone detection. Activity in either system 
can stimulate sexual behavior in both sexes and influence the level of reproductive 
hormones (Meredith, 1998; Baum & Kelliher, 2009). Neuroendocrine effects are 
mediated by GnRH neurons, a small subset of cells scattered within the hypothalamus 
(Clayton & Catt, 1981; Meredith, 1998). These master regulators of reproductive 
endocrine status receive pheromone signals from cells located in both olfactory 
systems (Simerly, 2002; Yoon et al., 2005; Blake & Meredith, 2011). Removal of the 
VNO eliminates neuroendocrine responses to some pheromones and reduces 
responses to others. This suggest involvement of the AOS in neuroendocrine 
modulation (Meredith, 1998). Although there is still controversy regarding the presence 
of GnRH fibers and / or neurons in the AOB, several relay neurons presynaptic to 
GnRH and GnRH fibers have been found in aMCs’ higher brain target areas (Phillips 
et al., 1982; Jennes, 1986; Boehm et al., 2005). Both regions of the “vomeronasal 
amygdala” (MEA and PMCo) were found to be particularly rich in both GnRH fibers 
and GnRH presynaptic neurons (Boehm et al., 2005; Yoon et al., 2005). GnRH release 
itself enhances olfactory input to the amygdaloid nuclei, which strongly indicates a 
modulatory role in pheromone processing and transmission (Blake & Meredith, 2011).  
Interestingly, GnRH neurons fire spontaneous bursts of APs and are divided into two 
distinct populations with respect to their discharge pattern: irregular (type I) and regular 
(type II) (Chu et al., 2012). Intriguingly, the latter type displays similar bursting 
characteristics to aMCs. Type II discharge is independent of fast synaptic transmission 
with slow membrane potential oscillations (~ 0.05 Hz) (Chu et al., 2012). It is tempting 
to speculate about possible mono- and / or disynaptic connections as well as mutual 
modulation between GnRH neurons / fibers and oscillating aMCs. Multiple GnRH fibers 
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and presynaptic cells have been found in the MEA and PMCo, the first target areas of 
aMCs axon arborizations (Martínez-Marcos & Halpern, 1999; Been & Petrulis, 2011). 
aMC axons also directly project into hypothalamic areas where the main fraction of 
GnRH neurons are located (Mohedano-Moriano et al., 2008). It is possible that bursting 
aMCs send their axons to a specific population of neurons that, in turn, directly projects 
to GnRH neurons. Moreover, oscillating aMCs could directly target hypothalamic 
GnRH neurons. This could modulate GnRH firing properties and, consequently, affect 
hormone release. On the other hand, bursting aMCs could be modulated by GnRH 
neuron fibers or through cells postsynaptic to GnRH neurons. However, our AOB slice 
preparation dissects afferent GnRH fibers and thus lowers the direct GnRH modulation 
probability. Advances in mouse genetics and selective synaptic tracing will solve some 
of the above-mentioned puzzling questions. 
4.3. Ionic conductances responsible for oscillation 
generation in aMCs. 
 
Some central neurons have ionic conductances equipped them with electrical 
autorhythmicity (Llinas, 1988).  These intrinsic electrophysiological properties form a 
basis for oscillations in pacemaker neurons (Llinas, 1988). We divide aMC oscillations 
into three distinct phases with smooth transitions: the initiation, maintenance and 
termination phase.  
Initiation phase 
There are two main conductances responsible for initiation of neuronal oscillations: Ih 
and INaP. Ih, known as “pacemaker” current, is activated by hyperpolarization (Brown et 
al., 1979), for example after termination of a burst. Of the four HCN genes (HCN 1-4), 
two (HCN2; HCN4) are highly expressed in the mouse olfactory bulb (Santoro et al., 
1998, 2000). mMCs reveal a prominent Ih, diverse in the amplitude, which strongly 
influences firing properties (Angelo & Margrie, 2011). Moreover, Ih plays a key role in 
generating oscillations in mTCe neurons. Here, Ih generates a steady-state inward 
current and lowers the input resistance. In consequence, it depolarizes the cell 
membrane to activation voltages of other ionic conductances required for bursting (Liu 
& Shipley, 2008b). Unique current properties make Ih particular useful for generation 
of oscillations in several central neurons (Pape, 1996; Fransén et al., 2004; Wilson, 
2005; Ying et al., 2011). Surprisingly, our data suggest that Ih does not act as a driving 
84 
 
force in aMC burst generation (Fig. 3.11). In mTCe neurons, the HCN channel 
antagonist ZD7288 eliminates spontaneous bursting. However, bursting was restored 
by current sufficient to depolarize the cell membrane (Liu & Shipley, 2008b). In general, 
when Ih is the main driving force of neuronal oscillations, HCN block abolishes bursting 
(Wilson, 2005). By contrast, ZD7288 does not affect aMC oscillations (Fig. 3.11 a). In 
fact, the drug merely shifts Vd to slightly negative values (Fig. 3.11 b4). This 
hyperpolarization results in a prolonged IBI (Fig. 3.11 b1). Overall, our results indicate 
that Ih is not a pattern generator in oscillating aMCs. Thus, we investigate the Ih 
properties and focus at its activation, manifests as characteristic “depolarizing sag 
potential” (Pape, 1996; Robinson & Siegelbaum, 2003). Voltage sag analysis reveals 
Ih activation threshold at voltages far beyond values of the membrane potential during 
oscillatory discharge (Vd and Vu) (Fig. 3.11 c-f). However, one possible explanation for 
this apparent contradiction is a small HCN channel fraction that slowly activates at 
voltages near VRMP. Such slowly activation could contribute to depolarization during 
IBIs. Blocking of this small HCN fraction would lead to a Vd shift and, consequently, to 
a prolonged IBI, without abolishing oscillations in general (Fig. 3.11 b). Altogether, our 
data suggest Ih presence in aMCs and its potential contribution to Vd and VRMP 
regulation during oscillation. Nonetheless, Ih is neither necessary, nor sufficient to drive 
aMC oscillations. 
Ih is not the only conductance involved in oscillation generation. Many central neurons 
spontaneously oscillate without Ih requirement (Taddese & Bean, 2002; Do & Bean, 
2003; Hayar et al., 2004; Enomoto et al., 2006; van Drongelen et al., 2006; Yamada-
Hanff & Bean, 2013). In these neurons, TTX-persistent INaP acts as the oscillation 
driving force. We investigated a potential role of INaP in aMC oscillations (Fig. 3.13). As 
expected, burst firing ceases in presence of TTX (Narahashi et al., 1966; Wu & 
Narahashi, 1988). Surprisingly, membrane potential fluctuations at subthreshold 
values are also abolished (Fig. 3.13 a) and an intermediate steady-state membrane 
potential between Vd and Vu emerges (Fig. 3.13 b). This indicates a TTX-sensitive 
conductance responsible for subthreshold membrane oscillations. Mimicking 
physiological burst conditions reveals a slowly developing small inward current 
preceding the first AP in a burst (Fig. 3.13 c). Slow gradual depolarization represents 
characteristic properties of INaP without INaT contribution (Carter et al., 2012) as 
observed in oscillating aMCs (Fig. 3.13 d). Moreover, a double “mirrored” ramp shows 
essentially symmetric INaP activation and inactivation, which differs from asymmetrical 
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INaT kinetics. INaP in CA1 neurons is partly from Nav1.6 channels which are prominently 
expressed in several neuronal types with large INaP (Enomoto et al., 2007; Royeck et 
al., 2008). However, recent studies suggest the common channel origin for both INaP 
and INaT, where the subthreshold INaP may simple reflect gating behavior of ‘standard’ 
sodium channels at subthreshold voltages (Carter et al., 2012). 
INaP can be modulated by [Ca2+]e. Decreasing [Ca2+]e shifts the INaP activation threshold 
in oscillating aMCs into more negative potentials and increases its amplitude (Fig. 
3.14). This is in accordance with modulatory effect of [Ca2+]e on INaP (Li & Hatton, 1996; 
Yue et al., 2005) and therefore strongly suggest the presence of INaP and its crucial 
role in aMC oscillation generation. 
Since decreasing [Ca2+]e shifts the conductance threshold of the TTX-sensitive INaP into 
more negative potentials (Fig. 3.14 c), we hypothesized that [Ca2+]e affects 
characteristic oscillation parameters. Indeed, varying [Ca2+]e alters oscillatory 
discharge in aMCs (Fig. 3.15). With decreasing [Ca2+]e, IBI and burst duration 
significantly decrease and oscillations become more frequent (Fig. 3.15 b1-2). This is in 
agreement with the modulatory effect of [Ca2+]e on INaP (Shuai et al., 2003; Tazerart et 
al., 2008; Brocard et al., 2013). With decreasing [Ca2+]e, INaP amplitude increases and 
its activation threshold shifts to more hyperpolarized values. Consequently, membrane 
potential rapidly reaches Vu. Burst duration decreases without any change in spike 
count within a single burst.  (Fig. 3.15 b2-3). Alternatively, high frequent spikes in a 
single burst could provide enough Ca2+ for earlier BK activation and therefore 
accelerate burst termination. However, as INaP threshold is shifted to negative 
potentials, INaP rapidly activates after burst termination. Accordingly, oscillation 
frequency increases (Fig. 3.15 a). High [Ca2+]e (5 mM) shifts INaP activation threshold 
to voltages exceeding Vu and thus completely abolishes aMC oscillations (Fig. 3.15 a). 
Together, our data provide compelling evidence for INaP as a driving force for aMC 
oscillations.  
Maintaining phase 
Our data suggest a crucial role of INaP in triggering oscillations. INaP drives the 
membrane potential from subthreshold to suprathreshold potentials and initiate the 
burst. However, which conductances contribute to the burst itself? Rapid trains of APs 
are superimposed on Vu during each burst. INaT mediates an explosive, regenerative 
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and transient inward current during an AP’s rising phase (Hodgkin & Huxley, 1952). As 
expected, oscillating aMCs show a prominent INaT that is TTX-sensitive (Fig. 3.16). 
Additionally, a resurgent sodium conductance, INaR, contributes to oscillation 
generation in several CNS neurons (Raman & Bean, 1997; Do & Bean, 2003; Afshari 
et al., 2004; Enomoto et al., 2006). Both INaT and INaR have been found to cooperatively 
promote oscillatory discharge in subthalamic neurons (Do & Bean, 2003). INaR flows at 
the end of an AP and produces an additional inward current that likely contributes to 
AP generation during a single burst (Raman & Bean, 1997). However, oscillating aMCs 
show essentially no INaR (Fig. 3.12) suggesting no substantial contribution of INaR to 
burst firing in aMCs.  
Cav  channels activate upon membrane depolarization and mediate Ca2+ influx both 
during APs and, depending on subunit composition, at subthreshold depolarized 
potentials. Typically, Cav  channels activate fully near the AP peak and ICa amplitude 
increases with falling AP phase, when the driving force for Ca2+ increases (Bean, 
2007). Cav  channels are divided into three families based on their kinetic parameters 
and molecular diversity (Carbone & Lux, 1984; Nilius et al., 1985). We investigated 
presence and a potential role during aMC oscillations for essentially all family 
members. T-type channels typically contribute to rhythmic discharge and pacemaker 
activity in multiple CNS neurons (Bal & Mccormick, 1993; Perez-Reyes et al., 1998; 
Kim et al., 2001; Perez-Reyes, 2003; Cueni et al., 2008; Park et al., 2010; Astori et al., 
2011). To our surprise, mibefradil-sensitive T-type ICa is negligible in aMCs, suggesting 
that aMCs lack this LVA activated Cav channel (Fig. 3.18). HVA activated Cav channels 
consist of two large families, Cav1 and Cav2. The L-type Cav channel is a member of 
Cav1 family with a low activation and inactivation threshold (Koschak et al., 2001), 
Although these properties make ICaL a potential candidate in oscillation generation, a 
specific antagonist (nifedipine) had no effect on aMC bursting (Fig. 3.20 a, b). These 
results are unexpected since aMCs reveal a quite prominent nifedipine-sensitive ICaL 
(Fig. 3.19). However, ICaL could play an important role in regulation of gene expression 
or in synaptic input integration as described in many other CSN neurons (Bean, 1989). 
In contrast to nucleus accumbens neurons (Cooper & White, 2000) and newborn spinal 
cord neurons (Li & Baccei, 2011), we found no evidence for ICaL as an important factor 
in aMC oscillation generation. 
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The Cav2 channel family consists of thee subfamilies, P/Q-type, N-type and R-type. 
ICaP/Q (Cav2.1) is selectively coupled to KCa channels in several neurons (Marrion & 
Tavalin, 1998; Womack et al., 2004). It is important in burst generation in cerebral 
Purkinje cells (Womack & Khodakhah, 2004) as well as in inferior olive neurons (Choi 
et al., 2010). While we detect ICaP/Q in aMCs (Fig. 3.21), a specific antagonist (agtx) 
has essentially no effect on oscillations (Fig. 3.22). ICaP/Q contributes mainly to vesicle 
release at synaptic terminals (Ishikawa et al., 2005; Thanawala & Regehr, 2013). 
Therefore, we propose a similar function in oscillating aMCs, without substantial 
influence on bursting. 
ICaN (Cav2.2) is widely expressed in neurons and facilitates rhythmic intrinsic bursting 
in newborn spinal cord cells (Li & Baccei, 2011). ICaN shows distinct kinetic 
characteristics, such as a voltage-dependence different from aforementioned Cav 
channels (Fig. 3.23). However, a specific ICaN antagonist (cntx) had no effect on aMC 
oscillations (Fig.2.34 a, b). In many neurons, ICaN controls fast synaptic transmission at 
presynaptic terminals (Catterall, 2000; Catterall & Few, 2008). ICaN, together with other 
Cav channels present in aMCs, could thus be involved in transmitter release, without a 
substantial function in generating oscillations.  
ICaR, the last member of the Cav2 family (Cav2.3), has been described for the first time 
in cerebral granule neurons (Randall & Tsien, 1995). In aMCs, maximum ICaR 
amplitude, however, is small compared to other Cav channels (Fig. 3.25). Block of ICaR 
by the specific antagonist SNX482 reveals a dramatic effect on aMC oscillations (Fig. 
3.26 a). All bursting parameters were strongly affected by SNX (Fig. 3.26 b). Both 
subthreshold membrane potential values (Vd and Vu) shift to more depolarized 
potentials (Fig. 3.26 b4). Consequently, IBI becomes shorter since the more positive 
Vd accelerates INaP activation and, hence, burst initiation (Fig. 3.26 b1). Under 
physiological conditions, rises in cytosolic calcium via Cav  channels activate KCa 
(Berkefeld et al., 2010). This activation leads to a K+ efflux and re/hyperpolarization of 
the cell membrane (Bean, 2007). As a consequence, burst terminates and membrane 
potential returns to Vd state (Krahe & Gabbiani, 2004). If we consider potential coupling 
of ICaR with IKCa, formation of macromolecular complexes and calcium nanodomains in 
aMCs (Augustine et al., 2003; Fakler & Adelman, 2008), changes in burst duration by 
SNX treatment would be expected. Blocking a potential Ca2+ source for KCa channels 
restrains proper burst termination and consequently results in prolonged burst duration 
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in oscillating aMCs (Fig. 3.26 b2). Although ICaR influences AP shape in oscillating 
aMCs (Fig. 3.26 c, d), AP generation itself remains unaffected. Oscillating aMC 
continuously fire APs superimposed on Vu. However, prolonged burst duration 
increases AP count compared to control conditions (Fig. 3.26 b3). 
Termination phase 
Potential coupling between ICaR and KCa channels could be responsible for burst 
termination. Based on their biophysical properties, KCa channels have been classified 
into two subtypes: SK and BK (Meech, 1978). SK is activated solely by [Ca2+]i elevation 
and displays small single channel conductance (Xia et al., 1998). In contrast, BK 
channels exhibit a large unitary conductance and cooperative gating by membrane 
depolarization and [Ca2+]i (Marty, 1981). 
SK has been found to control pacemaking in several CNS neurons (Wolfart et al., 2001; 
Cai et al., 2004; Vandael et al., 2012). Since multiple Cav channels are present in 
aMCs, providing sufficient [Ca2+]i for SK activation, we investigate SK characteristics 
and its potential involvement in aMCs oscillation generation. The specific SK 
antagonist apamin has no substantial effect on oscillations (Fig.3.29 a, b). Moreover, 
voltage-clamp experiments reveal essentially no SK in oscillating aMSc (Fig. 3.29 
c).These results are surprising since SK is present in mMCs (Maher & Westbrook, 
2005) However, our data provide further evidence for fundamental physiological and 
functional differences between aMCs and mMCs. 
BK provides a negative feedback mechanism to restore negative membrane potential 
which, in turn, closes Cav channels. BK is involved in pacemaker output in mTCs, 
where it is coupled with both ICaT and ICaL to promote intrinsic bursting (Liu & Shipley, 
2008b). In aMCs, ICaR appears to be involved in oscillation generation. Low TEA 
concentrations effectively block BK channels (Blatz & Magleby, 1984; Yellen, 1984). 
Indeed, 1 mM TEA has a dramatic effect on oscillations (Fig. 3.28) changing the 
discharge pattern from oscillatory to tonic. Moreover, subthreshold membrane potential 
oscillations are completely abolished, as emphasized by the amplitude histogram with 
only one prominent membrane potential state (Fig. 2.283; Fig. 3.5 a). Oscillatory 
discharge can be easily restored, however, by perfusing aMCs with SEsyn. We 
characterize TEA-sensitive BK in oscillating aMCs by mimicking physiological burst 
conditions (Fig. 3.30 a). Moreover, we were also interested in a potential relationship 
89 
 
between BK and ICa, which can be blocked by Cd2+. The amplitude of both TEA- and 
Cd2+-sensitive currents increases with every subsequent AP within a single burst (Fig. 
3.30 a). This becomes evident after direct comparison of the 1st and a randomly chosen 
(29th) AP (Fig. 3.30 b). Moreover, the current kinetics change during the course of a 
burst. Particularly the current half-width strongly increases. Therefore, we analyzed 
current integrals to take the entire charge translocation during the burst into account 
(Fig. 3.30 c, d). Absolute integrals of both TEA- and Cd2+-sensitive currents show a 
high degree of correlation (r = 0.977). This strongly suggest the presence and 
importance of BK in aMCs oscillations. Moreover, ICaR could potentially be associated 
with BK and hence form calcium micordomains in oscillating aMCs.  
Since TEA also acts as an antagonist for other potassium channels (Al-Sabi et al., 
2010; Pedroarena, 2011) we used a specific BK antagonist (ibtx) to substantiate our 
hypothesis. In contrast to TEA, ibtx has no substantial effect on oscillatory aMC 
discharge, apart from a decrease in spike count (Fig. 3.31). These surprising 
differences lead us to examine a potential role of different BK channel subtypes in 
oscillations. Therefore, we used two other BK antagonists, chtx and pax. Chtx influence 
both membrane potential states and spike count (Fig. 3.32). However, pax has a strong 
effect on all bursting parameters (Fig. 3.33). Although the oscillatory discharge is still 
present, its rhythmicity is extenuated (Fig. 3.33 a). Particularly Vu and IBI are strongly 
affected by pax. Vu becomes more depolarized and IBI decreases. Assuming the effect 
of BK on burst termination, inhibiting its re/hyperpolarizing properties dramatically 
increases burst duration and, consequently, spike count (Fig. 3.33 b2-3). The rather 
puzzling lack of effects of ibtx and chtx on oscillations can be attributed to potential 
diversity of KCa in oscillating aMCs. Such a wide KCa diversity has been found in multiple 
CNS neurons (Marty, 1981; Farley & Rudy, 1988; Reinhart et al., 1989; Meera et al., 
2000; Tang et al., 2010). Differences among several KCa subtypes are based on 
distinctions regarding both antagonists and  [Ca2+]i sensitivity (Salkoff et al., 2006a). 
Moreover, some neurons express more than one KCa channel type, each apparently 
playing a different role in regulation of the membrane potential (Romey & Lazdunski, 
1984; Blatz & Magleby, 1984). Numerous mechanisms contribute to BK channel 
functional diversity, including alternative splicing (Tian et al., 2001; Johnson et al., 
2011), channel phosphorylation (Reinhart et al., 1991; Chung et al., 1991) and 
assembly with a family of four accessory subunits 1 - 4 (King et al., 2006; Torres et 
al., 2007; Contreras et al., 2012). The accessory 4 subunit is a component of neuronal 
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BK channel and confers properties mediating so called type II BK (Reinhart et al., 1989; 
Wang et al., 2006). One particular characteristic of type II BK channels is their 
insensitivity to ibtx and, to some extent, to chtx. These channels can be blocked, 
however, by pax (Meera et al., 2000; Brenner et al., 2005). Although the 4 subunit 
reduces BK channel opening at low [Ca2+]i, it increases it at high [Ca2+]i (Ha et al., 
2004). Moreover, type II BK plays no role in AP shaping, due to slow gating at a time 
scale incompatible with AP generation (Brenner et al., 2000). These characteristics are 
consistent with our pharmacological observations. None of the AP characteristics are 
modulate by ibtx, chtax or pax (Fig. 3.34 c). Only TEA has an effect on AP profile. It 
increases AP half width and consequently AP integral (Fig. 3.34). However, low TEA 
concentration also act as an antagonist of the Kv3 potassium channel family, 
responsible for AP shaping in several neurons (Lien & Jonas, 2003; Bean, 2007). 
Moreover, in cerebral Purkinje cells, BK channels influence spontaneous firing rate but 
have no effect on AP waveform, while Kv3 dominate the spike repolarization 
(Pedroarena, 2011). Therefore, low TEA concentration could act on both type II BK 
and potential Kv3 in oscillating aMCs. Together, our data strongly indicate II type BK 
channels as a main driving force for burst termination and hence a fundamental 
conductance in generation oscillatory discharge in aMCs. 
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5. Summary 
Most vertebrates, including mammals, use several olfactory subsystems to interact 
with their environment. Bypassing the thalamo-cortical axis, the AOS plays a 
predominant role in controlling social communication and endocrine output. Along the 
accessory olfactory route of information processing, only three synapses link 
semiochemical detection to complex behavioral outputs. Within the AOB network, 
aMCs are the only projection neurons and, thus, form a critical processing unit. In 
various central circuits, synchronized discharge patterns, such as oscillations, are 
instrumental to information flow. However, aMC discharge properties and potential 
oscillations in the AOB network are unknown.  
During my thesis, I investigated aMC spontaneous firing patterns in acute AOB slices. 
Using electrophysiological recordings, I first identified a unique discharge pattern in a 
population of aMCs (~30 %). These neurons show slow subthreshold oscillations with 
superimposed AP trains. Despite the rostro-caudal AOB division, I found no preferred 
anatomical localization of oscillating aMCs. Analysis of both passive and active 
membrane properties revealed no differences between oscillating and tonic aMCs. 
Moreover, while quantitative analysis of aMC oscillations revealed considerable 
diversity between neurons, de- or hyperpolarization did not ‘switch’ between an 
oscillatory and tonic discharge profile. Second, I investigated the origin of aMC 
oscillations. Pharmacological block of glutamatergic and GABAergic transmission did 
not abolish oscillations. Instead, oscillation periodicity became more regular, revealing 
their mechanistic independence from the local network. Third, I analyzed the 
biophysical properties underlying aMC oscillations. I investigated multiple ionic 
conductances potentially involved in generating intrinsic oscillatory discharge. My 
recordings reveal INaP as a potent driving force for oscillations. Moreover, I show a 
strong modulatory effect of [Ca2+]e on INaP and, accordingly, on bursting behavior. 
Surprisingly, the classical ‘pacemaker’ current Ih is not involved in driving oscillations. 
Furthermore, while aMCs lack LVA channel isoforms, they express multiple HVA Cav 
channels. Despite this rich repertoire of HVA Cav channels, only ICaR is critically 
involved in aMC oscillations by coupling of Ca2+ influx to type II BK KCa channel 
activation and, accordingly, burst termination.  
Together, I show a novel population of aMCs that display distinctly slow oscillatory 
discharge, which is local network-independent. A complex interplay of multiple ionic 
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conductances generates these oscillations. The observed rhythmic discharge patterns 
could play an important role in gain control and thus shape sensory information. As 
aMC axons project into hypothalamic areas, aMC oscillations may be involved in 
endocrine homeostasis and response regulation. Therefore, my data contribute to a 
mechanistic understanding of information coding in the AOS. 
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6. Abbreviations 
 
[Ca2+]e  extracellular calcium 
[Ca2+]i   cytosolic calcium 
aGC   AOB granule cell  
agtx   ω-agatoxin IVA 
AHP   afterhyperpolarization 
AM   cortical amygdaloid nuclei 
aMC   AOB mitral cell 
AOB   accessory olfactory bulb 
AON   anterior olfactory nucleus 
AONpE  pars externa part of the AON 
AOS   accessory olfactory system 
AP   action potential 
ap   apamin 
aPG   AOB periglomerular cell 
aTC   AOB tufted cells 
BK   big conductance potassium current 
BNST   bed nucleus of stria terminalis 
Cav   voltage-gated calcium channels 
chtx   charybdotoxin 
cntx   ω-conotoxin GVIA 
EPL   external plexiform layer 
FSH   folicle stmulating hormone 
GABA   gamma-aminobutyric acid 
GCL   granule cell layer 
GG   Grüneberg ganglion 
GL   glomerular layer 
GnRH   gonadotropin-releasing hormone 
HCN   hyperpolarization-activated cyclic nucleotide-gated channel 
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HT   hypothalamus 
HVA   high-voltage activated 
ibtx   iberiotoxin 
ICaL   L-type Ca2+ current 
ICaN   N-type current 
ICaP/Q   P/Q-type current 
ICaR   R-type current 
ICaT   T-type Ca2+ current 
Ih   hyperpolarization-activated cyclic nucleotide-gated current 
INaP   persistent sodium current 
INaR   resurgent sodium current 
INaT   transient sodium current 
IPL   internal plexiform layer 
KCa   calcium-dependent potassium channels 
LH   luteinazing hormone 
LOT   lateral olfactory tract 
LVA   low-voltage activated 
MCL   mitral cell layer 
MeA   medial amygdala 
mGC   MOB granule cell 
mM/Ts  MOB mitral and tufted cells 
mMC   MOB mitral cell 
MOB   main olfactory bulb 
MOE   main olfactory epithelium 
MOS   main olfactory system 
mPG   MOB periglomerular cell 
mTC   MOB tufted cell 
nif   nifedipine 
ONL   olfactory nerve layer 
OR   odorant receptor 
OSN   olfactory sensory neuron 
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OT   olfactory tubercle 
pax   paxilline 
PCx   piriform cortex 
PMCo   posteromedial cortical amygdala 
Rm   membrane resistance 
SK   small conductance potassium channels 
SNX   SNX482 
SO   septal organ of Masera 
TEA   tetraethylammonium 
VNO   vomeronasal organ 
VRMP   resting membrane potential 
VSN   vomeronasal sensory neuron 
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