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NOTATION. Throughout this paper we shall use the following 
notation: x denotes the space-time point with space coordinates xi, x2, xa 
and time component x4; p represents similarly the four momentum. When 
p, is actually the energy corresponding to pi, pa, pa we write it also as E,. 
p . x denotes the Feynman scalar product p,x, - p . x where p * x is the 
scalar product of the vectors p and x with components pi, pa, pa and xi, 
x2, x3 respectively. 9 implies pay4 - p y. In space-time integration (k) 
denotes a typical space-time vertex. We assume c = fi = 1. We also 
neglect numerical factors when they are not relevant for the discussion. 
I. INTRODUCTION 
The development of any physical theory is usually marked by alternate 
stages of mathematical formulation and physical interpretation. A theory 
starts in an attempt to explain a series of connected physical phenomena or 
at least to systematize the factual knowledge relating to such phenomena. 
A mathematical formulation is made which embraces all these facts within its 
scope; once such a formulation is available it is developed to its logical 
conclusions some of which may not have been originally anticipated. We are 
then compelled to interpret physically the newly derived conclusions. 
Such indeed has been the character of the development of physics particul- 
arly in the twentieth century, from wave mechanics to the quantum theory 
of fields and, more recently, to the theory of weak interactions and strange- 
particle physics, on the one hand, and the nonperturbative approaches, on 
the other. The physical facts relating to the dual nature of light and matter 
demanded the creation of a new mathematical scheme-wave mechanics. 
To include the physical concepts of spin and invariance with respect to 
uniformly moving frames of reference the formalism was enlarged by Dirac [1] 
into the relativistic wave mechanics of single particles. The logical conse- 
quence of a relativistic formulation was the admission of negative energy 
* Atomic Energy Commission (India) Junior Research Fellows. 
494 
PHYSICAL BASIS OF QUANTUM FIELD THEORY 495 
states which demanded a physical interpretation through the postulate of 
an unobservable sea of negative energy electrons and the observable “holes” 
in it. This meant that when we are studying the changes in the state of a 
system of particles, we are indeed studying the temporal evolution of the 
system in the presence of the sea. Wave mechanics was therefore found 
inadequate even in the study of “single” particles since their behavior is 
inherently a multiparticle phenomenon. Thus was born the quantum theory 
of fields capable of dealing with the temporal evolution of systems of a 
changing number of particles and this achieved almost complete success in 
explaining all phenomena in the field of quantum electrodynamics. It did 
something more, it placed in the hands of theoretical physicists an operator 
formalism-the q-number theory-more flexible and effective than the 
wave function formalism-the c-number theory. It was possible to define 
transformations and symmetry operations like charge conjugation, time and 
space inversions on these operators with logical completeness-a procedure 
rather obscure in a wave-function description. The imposition of invariance 
and symmetry principles led to new prescriptions and selection rules which 
were physically significant and verified by experiment in many cases, particul- 
arly in the theory of weak interactions. 
Similar considerations apply to the growth of the nonperturbative 
approaches to quantum mechanics, for example, the theory of dispersion 
relations. The physical requirement as expressed by the Wightman conditions 
were found quite sufficient to construct the mathematical structure of dis- 
persion theory [3]. It has now reached a stage when we are encouraged to 
interpret physically some of the logical results that follow from it. 
In this essay we shall confine ourselves to the development of quantum 
field theory from wave mechanics. There is a tendency today to study 
quantum field theory from an axiomatic point of view as is customary with 
various branches of mathematics. While such a procedure is rigorous and 
elegant, it ignores the historical fact that there was a period of groping and 
searching for a suitable formalism to enlarge the scope of wave mechanics. 
We shall attempt to recapture the spirit of this search and show that the 
axioms and postulates of the quantum theory of Jields were in fact suggested by 
physical considerations. In this task we have been stimulated by the language 
and contents of Professor Fermi’s delectable monograph [2]. While it is 
sheer impertinence even to attempt the style and tenor of his book, we shall 
do so impelled by the conviction that facility with the methods of quantum 
field theory could be gained even by those untrained in the mathematical 
discipline of the axiomatic approach. This belief is based on the fact that 
Feynman was able to create a single particle formalism capable of giving all the 
answers that field theory is able to provide. 
This essay has an additional objective, besides emphasizing the physical 
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basis of quantum field theory-to discuss the ways in which the Pauli prin- 
ciple has been imbedded in the field theoretic and Feynman formalisms. It 
is well recognized that the Feynman and field theoretic formalisms are equi- 
valent. Then why should the Pauli principle be completely expressible by the 
commutation relations in one case while it is to be invoked ad hoc in the 
other [4] ?l 
II. STATE-VECTOR OF FREE PARTICLES IN QUANTUM FIELD THEORY 
In wave mechanics a free particle in the absence of interaction is repre- 
sented by a wave function +(x, t) in configuration space or +(p, t) in momen- 
tum space, the two being connected by the relation 
$(x, t) = (27r-312 J” gJ(p, t) eip.x #p 
$(p, t) = (2~r-~/~ 
s 
#(x, t) e-ipa= d% (1) 
When a particle is free and has a momentum p its energy is given by the 
relativistic formula 
E;=p2+m2 (2) 
In such a case it would be possible to choose a wave function #, which is an 
eigenfunction of momentum corresponding to the eigenvalue p. Due to 
the quadratic relation, E, can take two values corresponding to a given 
momentum, ED = f 2/p2 + m2 and the eigenfunctions corresponding to 
these are called the positive and negative energy eigenfunctions. Any free 
particle wave function can then be expressed as a linear combination of 
t), - s, i.e., 
VYX, t) = j ‘G(P) &4x, t) d3p (3) 
where C,(p) is a complex number. 
We know that the wave function /I, for every elementary particle is postu- 
lated, the postulate sometimes being derived (the Dirac equation) or sug- 
gested (the Klein-Gordon equation) from first principles. Quite generally 
1 This question has demanded the attention of Feynman himself and he attempted 
to derive the Pauli principle. This problem became “stale” and was ignored till very 
recently when it was raised by Sakurai (Boulder lectures). This derivation, in the 
opinion of the authors, is not possible. Both the form of the single particle kernel and 
the antisymmetrization of many particle kernel follows from the anticommutation 
relations of field theory. If this view is takeri the paradox does not exist. 
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&, can be written as u,e- ~PYE where u, is an entity with more than one com- 
ponent-either a vector or a spinor (depending on its transformation pro- 
perties). We shall for convenience call uP the structural part of the wave 
function. We recognize from (1) and (3) 
--iE t +(p, t) = (~TT)~/~ CIu,e p = csu, 
and if uD = 1 then +(p, t) degenerates to Cs itself. In any case we may 
represent a state by C, or Cs itself since we know how # and $ are related to it. 
If the eigenvalues of p are discrete, the state can be represented as a row 
vector C with as many components C(p) as we have p values. 
From wave-mechanical considerations it is known that particles fall into 
two classes-fumions, the total wave function for such a system being anti- 
symmetric product of the individual wave functions and bosons with a total 
wave function which is symmetric. Such antisymmetrized or symmetrized 
functions can be expressed in both configuration and momentum representa- 
tions. In either case the analogue of C,(p) for the many particle system is 
obviously C (n,, n2, ..a, n,) representing n, particles of momentum p,; n2 
of momentum p, etc. and n, of momentum p,. or, more generally, C({K}) 
where (k} is some typical aggregate characterized by the occupation numbers 
of the various types of free particles in different momentum states. If the state 
vector in configuration space for a typical aggregate {K) is #({K}; t) then any 
state can be represented by cl,, C({K}) #({K} ; t) and as in the case of single 
particle theory the momentum transform of #({k}) would involve C({k}) and 
the structural part of the wave function of the individual particles. The descrip- 
tion of the state by the amplitudes C is adequate though they do not involve 
the structural part. For such a free particle system the energy is given by 
E(k) = nIED1 + n2EP, + *.. 4 nrEDr (5) 
where pi are the momenta of the components of {k} and the EPi’s are given 
by the relativistic formula (2). E can also be treated as an eigenvalue of an 
operator HO corresponding to {k}, the representation of HO depending on 
whether we are working with C, # or 4. 
Corresponding to the same eigenvalue of energy E there may be many 
aggregates possible and in such a case any linear combination 
or 
x C(W) NV); t)= 2 Cl@)) IL(P)) .eEt 
x C(P)) +(@I; 9 =2 C(P)) $(@I) e-iEt 
is also an eigenstate of H,, corresponding to the eigenvalue E provided the 
summation is made only over aggregates with energy E. We can describe 
IO 
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the above state by C,({K}) which we shall call the interaction representation 
of the occupation number state or by 
C,( {h}) = C,( {k}) eciEW t (7) 
which may be called the Schriidinger representation of the occupation number 
state. 
In the absence of interaction the two differ only by the factor ePsEt and 
the distinction is trivial. This is not so in the presence of interaction in a 
collision process and we shall denote the amplitude for the Schrodinger and 
Interaction representations by Cs( {K} ; t) and C,({k}; t) respectively. Our 
task will be to find explicitly expressions for these in a collision process. 
III. TEMPORAL EVOLUTION OF THE STATE VECTOR 
IN A COLLISION PROCESS~ 
The concept of interaction can be best introduced in a negative manner 
by stating that if we have an aggregate {i} of free particles it continues to 
exist as such for all time in the absence of interaction. The amplitude that it 
continues so, for a duration t is eeiEit the modulus of which, of course, is 
unity. We now assume an interaction to be operative in the time interval 
T, to T, the result of the interaction being that if we have an aggregate {i} 
at T, we obtain an aggregate {f} at T with an amplitude Cs( ft i; T, T,) 
characteristic of this interaction. The condition imposed, for C to be non- 
zero, is that the total energy and the total momentum of (f} should be the 
same as those of {i} even though the number of particles and their individual 
energy and momenta may be d$erent. The interaction itself is physically not 
an observable phenomenon during the time interval (T, TO) but the states {i> 
and {f} are; i.e., we cannot observe the physical evolution of the state 
throughout the duration of the interaction from TO to T though we are 
interested in the amplitude for obtaining {f} at T as T -+ + 03 given an 
aggregate (i} at TO as T,, -+ - ~0. This is known as the matrix element of 
transition from i + f. We can compute this by picturing the interaction to 
take place between TO and T as follows. 
At TO we have an aggregate {i} the amplitude for its existence being ediEiTo. 
Till some time point 71 it remains the same with an amplitude e-iEi(‘l-To) 
and in the infinitesimal interval A between or and 7i + A, it changes to 
{ml} (the momentum being conserved) with an amplitude Rs(m, t i) A. 
2 From this section since we will be dealing only with aggregates we shall denote 
an aggregate {k} by k itself within a function. By state i is meant the state of an aggre- 
gate {i}. 
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The energy of {mi} when computed by using (2a) and (5) need not necess- 
arily be the same as that of {i} which implies that {mi} is not physically 
realizable. {m,} survives upto 7s with an amplitude eViEm,(‘z-‘r) and changes 
to {ma} in the interval between 72 and ~a + A and so on. Thus the amplitude 
for realizing {k) at T through interactions occurring at n time points 7, **. 7i 
with 7, > 7,-i > *** > pi is given by 
VS(T,, ..a, ~1; T) 
= exp [ - i&( T - T,)] &(A c m,) exp [ - iE,,-,(T, - T,+~)] 
... exp [- ~E,,(T, - TJ] Rs(m, + i) ediEirl dTm *** drr (8) 
We can call this the amplitude in Schrodinger representation for a typical 
temporal realization or for a typical temporal “complexion” to occur, a 
“complexion” being characterized by the aggregates attributed to the various 
time points. On summing over all “complexions,” i.e., performing the ordered 
integration over the variables 7i, ..e, 7, from To to T and summing over all 
possible intermediate aggregates, we obtain the amplitude for {A} in the 
Schrodinger representation as 
where c+, implies summation over all possible intermediate aggregates 
{ml} *.* {m,} and Er==, d eno es t summation over the number of temporal 
vertices. In writing this expression it is assumed that on performing the 
integration over the range To to T, the term corresponding to the lower 
limit in the indefinite integral vanishes if To - - 00. This is equivalent to 
multiplying the interaction amplitude by a factor e+rT with E chosen as small 
as we please so that ers = 1 for finite 7 and zero for 7 + - 03, i.e., the inter- 
action is “switched on” only at T,,. In a strict sense therefore we should write 
any term in the energy denominator as (Ei - E, + k). In the above expres- 
sion for C, none of the energies E,, EmnM1, e.0, E,m need be equal to Ei. 
The study of the contribution to the integral due tb any of them becoming 
equal to E,, i.e., due to real intermediate states raises difficult mathematical 
problems due to the singularities. For the purposes of our discussion we 
may assume that these energies may be equal to or different from Ei, i.e., 
they are “on or off the energy shell.” 
The interaction representation C,(k; t) is obtained by just omitting the 
factor eeiEkT in (8) and therefore is related to Cs as 
qk; t) = C,(k; t) efiEkt (10) 
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We note now the remarkable features of the two representations. In 
spite of the interaction the state vector in Schrodinger representation has only 
an exponential time dependence for the amplitude for any state K character- 
istic only of the initial energy through the factor e?dt. The energy of the 
aggregate {k} is given by (2) and obtained by operating Ha on ${A} or #{k} 
and these E,‘s need not be equal to Ei. 
It is this feature that distinguishes a system under interaction from a free system. 
Turning now to the interaction representation we note that while in the 
absence of interaction the state is independent of time, in the presence it is 
not since C1(t) contains the factor e--i(Ei-Ek)T which is nonzero if Ei # E2. 
Since the amplitude for (k} is C,(k, t), the “energy” of the system 
2 Gik t) C;(k, t) E, # -7-G 
is independent (as it should be) of the representation. 
It is clear that just by letting T ---f + 03 in the expression for C we will not 
obtain the matrix element for a transition to {f}, or, what is the same, we 
cannot replace {k} by (f} since to perform the integration we have assumed 
EI, # Ei. Since we know that 
& 1 exp [- i(E, - EJ T] d7 = S(E, - EJ 
we note that if we replace E, by Ef we must omit the factor E, - Ei in the 
denominator and introduce the a-function in the numerator. Since we are 
letting T -+ + ~0 it is obvious we would like to drop the factor eUiEfT in the 
matrix element, i.e., we use the interaction representation of the matrix 
element. 
We note that the replacement of E, by Ef = Ei and the omission of E,; - Ei 
in the denominator is equivalent to setting T = O3 and writing 
C,(f+-i) =x R(f+--k) C(k;O) 
{“I 
In writing this it is also assumed that to R( f  c m,) we attach the factor 
eMcT, i.e., the interaction is “switched off” at T as T---f + 03. Thus we see 
that C( f  +- i) may be computed if Rs(mn + m,-i), the fundamental transition 
amplitudes in the Schrodinger representation, are known.4 
a The solution for finite t or t = 0 is usually referred to as $(+’ or the outgoing wave 
solution in the theory of scattering. 
* The matrix element CI( f t i) which connects initial and final state is usually 
known as the S matrix. Defining S = 1 - 2?ri8(Ei - E,) T, the T matrix involves 
transitions through real intermediate states. The matrix element omitting all the 
intermediate states on the energy shell is called the K or reaction matrix element. 
The hermiticity of IS guarantees the unitarity of S. 
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It is also customary to write the interaction representation of the matrix 
element for the transition i-f as 
and may be computed if the fundamental transition aplitudes 
R,(m, c m,-, ; 7,) = exp [i(&, - -k,,-,> Tsl &drnfi + m~-l) (15) 
in the interaction representation are known. It is not only cumbersome but 
also an impossible task to enumerate R(K t i) for all {K} and {i}. It is 
obviously a reasonable assumption that when an aggregate {i} changes to the 
aggregate {K} only a few particles are involved, i.e., only a few say {CX} in {i} 
cease to exist and a few others say (8) are created which together with those 
remaining, i.e., {i} - {a} form the aggregate (K}. Thus the R’s will involve 
only 01 + j? particles and Ei - E, = E, - Eb where EIc is the sum of the 
energies of all the particles of an aggregate {k}. This is precisely the assumption 
that is made in quantum theory. In electrodynamics (II + /3(= 3) consists of 
two fermions and a boson (photon), in the Yukawa interaction two fermions 
and a massive boson, and in some “catastrophic” interactions more than 
two fermions and bosons. Confining ourselves to the subaggregate {LX} in {i} 
and {/?} in {k} it is enough if the momentum of the subaggregate {/3} is equal 
to the momentum of {LX}. Since we know from elementary mathematical 
analysis that 
and 
I exp [i(h + 4,) xl d3x 1 Vl + 4) (16) 
and since free particle wave functions have the coefficient emia*’ it is a 
reasonable postulate in quantum mechanics to assume that 
rZ(B t CL) = 
s 
H(/3 t at) d3x (18) 
H(p +- CL) 3 (wave function of (/3})t 
X (wave function of {a}) (19) 
where d3x implies integration over space point x and all the wave functions 
have the same spatial argument x and r) denotes that the left hand side contains 
all the terms to the right of 3. The total momentum of {a} need not be equal 
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to that of {/3) in the definition of H(/3 +- LX) since the space integration ensures 
momentum conservation. In the expression for H in terms of the free particle 
wave functions we omit the exponential time dependence. If we include it we 
get 
H@ c @) = H(jj c a) e-i(Ea-EB) t = eiH~ t H(/j c a) e-iHo t cw 
We can use HI@ c a) instead of R&3 t LX) in the expression for the 
matrix element provided we make spatial integration over all intermediate 
spatial vertices. Thus we can write 
C,(fc i) = $ {& j H,(f+ m,-1) *.. H~(ml+ i) d(n) “’ d(l) 
and 
C,(k, T) = 2 2 j R,(k c m,-,) *.* R,(m, t i) drn .-- dT1 
n=1 {mj} 
(22) 
the time integration in both cases being done such that the vertices 
are in increasing order of time. 
(1) *** (4 
From the point of view of elegance it would be desirable that the 3 concept 
(21) 
of interaction should be introduced in a manner so as to be independent of 
the particular states i and f  under consideration, i.e., only through R,, or 
Ham, provided we know that we can enumerate its value for all 01 and fi 
and take care that R,, when operating on the amplitude for an aggregate {i> 
to exist yields a nonzero value only if it satisfies two fundamental requirements: 
(1) that {CL} is a subaggregate of {i}, and, (2) that {j} could be added to 
{i} - {CY} without contradicting the Pauli principle, i.e., the fermions in 
aggregate {/I} should not be contained in {i> - {a>. 
This is achieved in elementary wave mechanics, when we are dealing with 
only single particle systems, in a very simple way since {CX} and (/I} contain 
only one particle and {i} 3 {a}. A ssuming that only discrete momentum 
values pi, pa, a*+, p, are possible, if a particle is known to exist with momen- 
tum p,, the state Ia) can be represented by a column vector with its oath 
element equal to unity and the rest zero. Then if (/3] is a row vector then 
R,, = (B I R I a> (23) 
provided R is a matrix with components R,,. Thus the representation of 
states by such column vectors and interactions by matrices R ensures that the 
transition occurs from state Ia) to j/3) at t only if 01 exists at time t. 
In this single particle picture we should, of course, ask the question-how 
can a state a change to j3 since rearrangement with conservation is possible 
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only if we have more than one type of particle? In such a case we are con- 
strained to treat the perturbation as “external” and define R,, as5 
(24) 
where H is an external perturbation which is a function of space and time. 
If it has an exponential dependence of the form e+qae then an absorption of 
momentum 4 occurs and 
Ps =p,+q 
The perturbation may be due to a particle like a photon but is not included in 
the description of the state which envisages only electrons (i.e., a single type 
of particle) though the nomenclature that E,. + E,, is the energy of the 
photon-electron system is used in wave mechanics. T&k is anomalous but has 
come to stay for historical reasons. This is dispensed with in the single particle 
formalism of Feynman to be discussed presently. 
Turning now to the multiparticle systems we emphasize that a column 
vector and matrix representations of 01 and R respectively are not suitable 
and we also have the additional difficulty of choosing {/I> in R,, consistent 
with the Pauli principle. This is done by the following formalism. 
Let us define a vacuum state )a as follows: it is the sequence of amplitudes 
C(i) with C(i) = 0 f or all except the null aggregate (0) and C(0) = 1. Though 
we will not represent any general state by a column vector we can define )0 by 
the above prescription and ,,( as its hermitian conjugate such that 
II< >o = 1 (244 
We then define a state representing an aggregate {i} with particles of momen- 
tum pi, a**, p, as 
which is the analogue of the column vector in the single particle case. at is 
called, for obvious reasons, the creation operator. We shall for the moment 
concern ourselves with a system of fermions. ,An a$ operating on a state 
Ii) will represent a aggregate {i} plus one particle of momentum p. If however 
Ii) contains a particle of momentum p then ai ( i) = 0. In such a case we 
can define an annihilation operator ap such that a, 1 i) represents the system 
without the particle of momentum p and then 
aLap 1 i) = 1 i) (25) 
’ For notational convenience we will also be using R,.J, and Hpa for R@ +- CX) and 
H(B +- a) respectively. 
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Since a: 1;) = 0 we can also write 
a a+ Ii) =0 P 9 (26) 
On the other hand if 1;) does not contain a particle of momentum p then 
a3, ( i) = 0 and “$1 ‘) a represents the system Ii) plus a particle of momentum p 
and a,ai 1 i) is identical with state Ii). Thus 
and 
aPajj / i) = j i} (27) 
aJa, 1 i) = 0 (28) 
Therefore if we impose the condition that aa: + aia = 1 the Pauli principle 
is ensured in the representation of states, i.e., (a,a,’ + ajaP) 1 i) = Ii) 
irrespective of whether 1;) contains a particle of momentum p or not. It is 
therefore clear that if by a’(i} we imply a state containing an aggregate {i} 
then at{;} indicates a series of creation operators and at(i)), = (i). (We 
know s( )a = 1 and we would also like the hermitian conjugate of Ii) to be 
so defined that (i 1 i) = 1 and therefore we note that (iI can be represented 
as daW.) 
For bosons we can represent states and their conjugates by the operation 
of the creation and annihilation operators on the vacuum but we will define 
their commutation relations only after invoking the concept of interaction. 
We are now in a position to find a suitable representation for zap R,, 
so that the two fundamental requirements are satisfied. Extending these 
postulates of ordinary wave mechanics we require that N(,6 c a) 3 (products 
of the wave functions of CX) x (product of conjugates of wave functions of /3). 
If we attach to each wave function the annihilation operator and to its 
complex conjugate the creation operator we will satisfy both the fundamental 
conditions. Thus defining # = c, a&, as a field operator corresponding 
to the particle represented by the wave function ~,4 and $ its complex 
conjugate as 
xaa H&3 c a) contains a product of the field variables and their conjugates. 
(29) 
In the case of bosons we are guided by one important rule that the pro- 
bability of the absorption of a boson when there are n bosons is proportional 
to n while for creation, it is proportional to (n + 1). The amplitudes should 
PHYSICAL BASIS OF QUANTUM FIELD THEORY 505 
therefore be proportional to fi and 2/nl respectively. If In) represents 
a state with n bosons, we would require that 
(30) 
and 
a,/n)=~1n-1) 
This implies the commutation relation that 
(31) 
(aat - da) = 1 
Till now we have envisaged only positive energy states and the field 
operator obtained is & a,&. If we now allow for negative energy states as 
well and postulate that the annihilation of a negative energy particle is 
equivalent to the creation of a positive energy antiparticle we can write 
a-k = bl and U-k = Vk (32) 
Then the field operator expression reads6 
zj = 2 ukuke-ik’” + -+ bfiv,$“‘” 
k 
(33) 
This expansion is also valid for bosons except that the U’S and v’s do not 
occur. In this case we have 
p = 2 uke-ik’s + 2 b&?“‘” 
k k 
(34) 
where a and bt refer to the annihilation and creation operators of the particle 
and antiparticle respectively. 
It is interesting at this stage to discuss whether the interpretation that the 
annihilation and creation of a negative energy particle is equivalent to creation 
and annihilation of a positive energy antiparticle also implies the existence of 
an unobservable sea of negative energy particles. Postulating the sea it is 
clear that the destruction of a negative energy particle in the sea would imply 
the creation of a hole-that is the creation of a positive energy antiparticle. 
But is not this interpretation valid even when there is no sea, as in the case of 
6 Marshak and Sudarshan have attempted to describe the motivation for the use of 
field operators but in effect they have merely postulated it since they do not give any 
physical argument why the annihilation operators of particles should go with the wave 
function. 
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bosons? The answer is found in recognizing that the postulate of the sea 
implies something more-that when a particle of negative energy is destroyed 
in the sea of negative energy, it implies that it has made a “transition” 
(expressed by the bilinearity) either to a positive energy state or another 
negative energy state if there is a vacancy. Thus the total number of particles 
in the world if we include the sea remains the same. This is equivalent to stating 
that the total number of positive energy particles minus the number of holes 
remains invariant, i.e., the conservation of the number of particles minus 
antiparticles. That is why in nature this conservation applies only to baryons 
and leptons which are fermions though the concept of particles and anti- 
particles needs only the interpretation that the annihilation of one implies 
the creation of the other and vice versa. The additional postulate of conserva- 
tion of fermions is therefore equivalent to that of the sea and is expressed by the 
bilinear&y in the interaction. 
IV. EVALUATION OF THE MATRIX ELEMENT IN FIELD THEORY 
We shall now discuss various ways of evaluating the matrix element 
defined as the integral over space and time in (21). 
1. The Old Fashioned Approach 
This consists in performing the space integration first at each vertex so 
that we obtain the formula given by (13) and (9). The evaluation is complete 
only if we are able to specify all the intermediate states and this is feasible 
only if we consider approximations which involve only the first few terms in a 
perturbation expansion. In such cases, the intermediate states can be enume- 
rated from elementary considerations and the corresponding energies ascribed 
to them. If we use the field theoretic representation for R,, we have the 
annihilation and creation operators corresponding to each vertex and their 
rearrangement results in a numerical factor f  1. This factor can also be 
obtained from general arguments based on the Pauli principle when we omit 
the annihilation and creation operators in R,,. 
The perturbation theory in this form is felt to be “awkward” and theoretical 
physicists “have been at great lengths to set up a relativistically invariant 
theory.” 
2. The Covariant Approach 
In this method we refrain from performing the space-time integration 
and reorder the vertices in the Feynman sequence. The space-time integration 
is subsequently performed. The rearrangement can be done in two ways. 
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Method I 
We know that the interaction term contains annihilation and creation 
operators with the corresponding wave functions attached to them. It is 
obvious that once the expression for a “typical realization”’ is written it is a 
mathematically valid operation to rearrange the operators without reference to 
the wave functions. The result of such a rearrangement of the annihilation 
and creation operators is ultimately to yield the numerical factor + 1 or - 1 
in view of the commutation relations. The wave functions are suitably 
grouped so that we have a product of scalar quantities; and because of their 
scalar nature they can then be rearranged so that we get what is known as a 
Feynman sequence of wave functions. This, with the appropriate sign factor 
& 1 obtained from the rearrangement of the operators, yields the exact 
Feynman matrix element. We shall describe this process of rearrangement 
in detail for an nth order scattering of a single electron by considering 
typical realization, the amplitude of which makes a nonvanishing contribution 
to the matrix element. 
The nth order term of the matrix element is an integral over n space-time 
points, the time points alone being ordered. The integrand is therefore 
<f I K(n) ... H,(k) ... I i) (35) 
If the initial state consists of an electron of momentum pr, i.e., ii) = a: )0, 
and the final state, an electron of momentum pa, then 1 f) = aJ,)O and eviry 
f&(i) ‘$6) W 4(i). A s mentioned before the symbol 3 means that the 
factors on the right-hand side are contained in H,(i) and is used to indicate 
that we ignore constants and matrices which are not relevant to the present 
discussion. We shall also, for the present, ignore the photon or meson 
operator v(i) and concern ourselves with the bilinear fermion operators 
$(i) gL(i) only. Thus 
= L@,,(n) + Q:,(n) + gpbJ(n) + ~&,(n)l (36) 
where the symbol * denotes that the operators are accompanied by their 
corresponding wave functions. We shall now separate the operators from their 
wave functions and, first, order the operators as follows: 
’ We conceive of the scattering as though it were a stochastic process but remember 
that we are dealing with complex amplitudes and not positive definite probabilities. 
There seems to be a prejudice against the use of stochastic methods, a prejudice 
which is as deep rooted as it is unreasonable. As long as we are remembering the 
principle of superposition of amplitudes for “typical complexions” in quantum 
mechanics there is no reason why we cannot view a collision as a stochastic process. 
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Consider a typical “realization” or “complexion” 
(f I Cnl *.* [il ... PI *.- PI I i> (37) 
Since the initial electron of momentum pr has to be annihilated there should 
be an a,r in some bracket [k]. Let this bracket be the “nearest” with an u,r 
to occur to the left of a: )s. This bracket would contain in addition an 
a:, or b,, to the left of aPl. We now move as1 to the left of a:, through all the 
intervening brackets [k - l] *-a [l] and this results in no change of sign 
since each bracket contains two fermion operators none of which can be an 
apl or an a:* ( h f t e 
Thus we haves 
ormer by assumption and the latter since aL1aP1),, = 0). 
or 
[n] ... [k + I] a:,(k) [k - l] ... [I] a,&$, (38) 
[n] ... [k + l] b,/(k) [k - I] ... [l] a,/~;~)~. (39) 
We recognize u,,u,’ )s = ),,. If the realization is as in (38) we next move 
u:,(k) to the right of uDl. There should now be another bracket, say [j], 
with tj > t, containing an a,, which is shifted through all the intervening 
brackets to the left, which again leads to a numerical factor + 1 and we have 
bl ... [j + 11 .;,,[j - 11 .*. [k + 11 [k - 11 ‘0. up,(i) a,t,@)>, (40) 
or 
14 ... [j + 11 Q(j) [i -. 11 ... [k + 11 [k - 11 ... apXi> ~;,W, (41) 
Thus we have given a complete prescription for the rearrangement of the 
operators a and at. Turning to the wave functions corresponding to the above 
typical realization, we can arrange them as 
and uD( j) z&,(k) can be identified to be a single element of the positive energy 
part of what is called the Feynman kernel. The sum of all such terms for all 
possible realisations will give the positive part of the Feynman kernel K+( j, k) 
with ti > t,. 
* Though the annihilation and creation operators do not have spatial dependence 
we deliberately attach the space-time points to them to indicate the space-time point 
of the wave function with which they are associated. 
PHYSICAL BASIS OF QUANTUM FIELD THEORY 509 
If on the other hand [k] had a b,, to the left of aDl then there should be a bi, 
in a bracket [m] with t, < tk since the positron should be created before 
it can be annihilated. Thus, if we have 
[nl *** [A + 11 [~,,(4&0)1 [A - 11 ... [&(4 $,($I *** Q. (43) 
we move aPl to the left of ail so that 
with a numerical factor (+ 1). We now move b,,(K) to the left of b:,(m), i.e., 
or 
If we now shift b,,(K) to the left of b:,(m) we obtain a negative sign, i.e., 
or 
- b,,W ~#) $44 ..’ yQl (48) 
We now shift the pair (-) b,,(K) b:,(m) to the extreme right without any 
change in sign and identify b,JL,)s = ),,. This completes the prescription 
for all the operators. 
As regards the wave functions, we have 
which may be rewritten as 
bl ... [~ph> y&41 [$A4 q41 ... PI (50) 
It is to be noted that the positron operators occur in the order b,,(K) b:,(m) 
so that if they carried their wave functions with them we would have had 
E,,(k) v,,(m) f?ip’.(zm-zk) which cannot be identified with an element of the 
Feynman kernel for negative energies. However by shifting the product of 
wave functions in such a manner as to arrange them on the Feynman sequence, 
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and taking over the negative sign obtained from the shifting of the operators, 
we can recognize 
- up,fip, exp [+ ip’ . (x, - x,)1 = - u-&P, exp I.+ $’ * (x, - xJ1 
with &n < tk 
to be an element of the Feynman kernel9 for negative energies, the sum of 
all such terms for all possible realizations giving the negative energy part of 
K+. In this case we have detached the operators from the wave functions 
though the derivation of the field operators was based on the concept that 
the wave function was attached to the operator. This procedure while mathe- 
matically valid is not in consonance with the spirit of our “derivation” of 
field operators which requires the operators to be attached to their wave 
functions. Also the sequence in which the operators are arranged is not the 
Feynman sequence. If we wish to satisfy this requirement of elegance we 
would insist that we move the operators and wave functions together. In such 
a case we will have to prescribe a different method as was done by one of the 
authors (A.R.) in an earlier contribution. 
Method II 
The essential feature of this method is that we move the wave functions 
along with the operators and redefine the interaction Hamiltonian as 
where the creation operator bt always occurs to the left of either at or b, 
unlike the ordering obtained from $#. At any vertex one of the four funda- 
mental processes can occur and the operators should occur in pairs but not 
necessarily in the order prescribed by &!J. A unique prescription can be given 
for the choice of the correct order based on the following arguments [7, 81. 
The process of pair annihilation at t represents the transition of a positive 
energy electron at t to a negative energy state at t + d, the perturbation acting 
in the interval d and hence the electron destruction operators should be 
placed to the right of the positron destruction operator. In the case of pair 
creation in the interval between t - A and t, we view the process as though 
we trace the negative energy state of the electron at t + A back to a positive 
energy state at t so that in this case bz,, should be placed to the left of oz. 
0 Here ti is the hermitian conjugate of u. The kernel has been actually defined by 
Feynman with S = @3 instead of li where /I is the usual Dirac matrix y4. 
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For electron and positron scattering the creation operators will be to the 
left of the annihilation operators. Thus the interaction Hamiltonian reads 
as (52). 
Having postulated the interaction Hamiltonian in the above form we now 
proceed to derive the matrix element for the nth order scattering of a single 
electron. The integrand as before will be given by 
(f I [n] [n - I] ... [i] ... [l] 1 2.) (53) 
where [n] is now given by (52). 
If we use the new interaction term at each vertex, we can ignore the commu- 
tation relations of operators corresponding to diferent time points. We know 
that this commutation relation was used to obtain the negative sign when we 
were moving the positron operators in the previous method. Ignoring the 
commutation relations corresponding to different times amounts to viewing 
the process, ab initio, in the Feynman sequence. Thus, for a typical realization, 
we move the entire bracket [K] containing an aD1 to the left of ad,)@, i.e., 
(f I M a.. [k + 11 [k - 11 ... PI PI I a$ (54) 
The rearrangement is identical to that in Method I in the case when the 
operator attached to aDI in [k] is an af,. If on the other hand it is a b,,, we 
place the bracket [m] with t, < t, containing b,‘, to the left of [k] (i.e.) 
[n] ... [k + l] [k - I] ... [m + I] [m - I] ... [l] [m] [k] (55) 
so that we have either 
or 
[~,‘A4 L;,‘,XmN l!&(k) ~pI(k)l aL,>o (57) 
Thus in shifting the operator b:,(m) to the left of b,,(k) we acquire a negative 
sign, i.e., 
- ~Jm) 8:,(m) &(k)), (58) 
or 
- h;,(m) hp,(k) = bL,,$, ~Jm) CJk) = - u~,ZZ_~, exp I+ ip’ . (x, - .Ql 
(59) 
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and we can straightaway identify 
-u J.Z-,, exp L-t- iP’ . (x, - $11 WY 
with the negative energy part of the Feynman kernel, 
It is to be noted that the negative sign in Method I comes from the switching 
of adjacent operators in two successive brackets while in the present method 
we obtain the negative sign by commuting the operators within a single 
bracket. 
The choice between the two procedures is therefore a matter of taste. It is 
claimed that the above contributes a rigorous proof of the Feynman and field 
theoretic formalisms as complete as those given in previous treatments [5, 61. 
The simplicity of our approach is essentially due to two factors: (1) we have 
taken the “elements” of the field operator, and (2) we have moved the terms 
within a bracket together. 
If we move the operators separately their partners in the brackets get “lost” 
and their “recovery” demands complicated algebraic operations. 
The integrand of the matrix element can be written down directly using 
only a wave function formalism and dispensing with the annihilation and 
creation operators if we adopt the Feynman point of view that the interaction 
takes place at n space-time vertices which connect the initial and final states 
in a sequence prescribed by the following rule: 
If a particle makes a transition to a positive energy state it is followed to 
the next vertex at a later time when it makes a further transition. If on the 
other hand it makes a transition from a positive energy state at t to a negative 
energy state at t + d this state is considered to be the result of another 
transition made earlier in time in the interval between t’ and t’ - d and we 
trace the negative energy particle back to that time point. In the language of 
the hole theory this is easily understandable. A particle can make a transition 
to a negative energy state only if there is a hole in the negative energy “sea” 
and we then ask “when was the hole created ?” Since the equation of the hole 
is the same as that of the negative energy particle, tracing the hole back to its 
origin is the same as tracing the negative energy electron. As long as we use 
the prescription that negative energy states are to be traced back we need not 
postulate the existence of the sea. The integrand in the case of electron scat- 
tering from momentum p to p’ is written as 
where 4, = upe&‘.x. In the case of positron scattering from momentum p 
to p’, we must treat the initial state, in the Feynman point of view, as repre- 
sented by the negative energy electron corresponding to the positron of 
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momentum p’, and the final state as a negative energy electron state corres- 
ponding to momentum p. In terms of the positron spinors v, and vP’ the 
integrand can be written as 
$p(4 J-w K+(% n - 1) ... K+(Z 1) B(1) &,(l) 
where 
#,, = vp,e+ipr.z. 
The interactions in space and time may be diagramatically represented in a 
two-dimensional diagram. We can connect the vertices in a Feynman 
sequence by lines, the arrows being directed from one point to the “next” 
in the sequence, one of the axes referring to space and the other to time and 
the arrows indicating the path to be followed in a Feynman sequence. This 
leads to the very familiar Feynman rules: 
(1) An electron in a virtual state of momentum p contributes the amplitude 
i/p - m to the matrix element. 
(2) A potential containing the momentum contributes the amplitude 
- %W. 
(3) All indeterminate momenta q1 are summed over. Taking II such 
interactions the matrix element is obtained by an integration over all space 
and time from - m to + 03. This diagram with the same sense of the arrows 
can be used even after integration provided we do not attach any space time 
coordinates to the vertices but merely ordinal numbers to indicate the Feyn- 
man sequence in which they are connected. It is this which is usually termed 
the Feynman diagram. By external line is meant a line which terminates 
only at one vertex and represents a particle either in the initial or final state 
with energy and momentum corresponding to a real particle. A line which 
connects two vertices is called an internal line or a propagator 
characterized by a four momentum p such that pi f p2 + m2. It is 
customary to call states with such four momenta, virtual intermediate 
states, though more accurately they should be called the transform of a 
propagator with parametric values corresponding to virtual momenta. 
The intermediate states here are therefore not attributed to any particular 
time but to the intermediate position in the Feynman sequence. However for 
the external lines we should retain a time sense and interpret those with 
arrows ponted upwards as electrons and downwards as the positrons. If 
however we wish to retain the temporal sense for adjacent intermediate states, 
we have to do the space integration first and time integration subsequently. 
In this case, only the time axis has a definite meaning while the other axis is 
II 
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necessary only for diagramatic representation and has no significance as a 
space axis. If we further split the time integration into parts corresponding to 
the intervals 0 to 03 and - ~0 to 0 respectively we obtain two parts (A(+) and 
A(-) of the propagator corresponding to + ive and - ive energy virtual 
intermediate states 
1 
A’+’ = 2Ep [ 
1+ + m __-- 
E,, + E,, - E, 1 
A(-) = - i!- 
[ 
P- + m _ 
2EP -%I + E,, f E, 1 (63) 
Thus the vertex (say) at the nth time point 7, can be above or below the 
(n - 1)th vertex, i.e., rn > T,+~ corresponding to the part A(+) or 7, < r+i 
corresponding to the part A(-). Hence for an nth order process there are 
(rz - 1) Feynman propagators and since each propator splits into two parts 
corresponding to + ive and - ive energy intermediate states, we have 
2n-1 “patterns.” A pattern is characterized by the position of a vertex ri 
relative to the previous one riPi in tfie Feynman sequence. 
The picture of intermediate states in field theory is different. In this case 
we have real states only at t = - 00 and t = + 03 and at any finite time t 
we have a system the momentum of which is identical with that of the initial 
or final states while the energy corresponding to this momentum is not the 
same as the initial or final energy. The sequence of events of an interaction 
diagram is obtained by performing the integration in a time ordered way so 
that only the position of each vertex relative to all others is significant. Thus 
for an nth order process we have on the whole n! diagrams corresponding to 
all possible ways of time ordering. The energy of these intermediate states 
does not correspond to those of the intermediate states of the 2”-l “patterns” 
or the Feynman diagrams. 
We know that if we want a matrix element we should be able to express 
it with a sequence of propagators l/(8 - m) or as a sum of n! terms in- 
volving energy denominators representing the deviation of the energy 
of the intermediate states from that of the initial state. This equivalence 
though true, is not easy to establish explicitly in the general case n. In 
any one of the 2+1 “patterns” the order of 7, with respect to ~+i only 
should be preserved, while in field theory the order of the entire sequence 
should be preserved. It is interesting that the over-all sign and the numerators 
of the field theoretic diagrams corresponding to a single “pattern” are the 
same. 
We shall now make some remarks about the meaning of the kernel. 
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It is a sum over the three momenta of real particle wave functions or an 
integral with a weight factor 1/2E,, i.e., 
K+Gc 1) = j & u,ii, exp [- ip . (xZ - x1)] d3p t2 > t1 
= -~&u&,exp[+ip~(x,-x,)]d3p t2 < t1 (6% 
2, 
Equally well it can be treated as a sum over all particles with four momenta 
p,, p with the weight factor l/(p2 - m2) (energy momentum relation does 
not hold for p). Thus we can say that the amplitude for the creation and 
annihilation of a particle of four momentum p is 
1 
___ exp [- ip . (x2 - x1)]. p2 - m2 
This interpretation is not possible ;f we are not summing over all the momenta. 
We have now completely established correspondence between the Feynman 
and field theoretic formalisms in the case when we have only one electron 
in the initial state, Bosons can exist in the initial and final states, emitted or 
absorbed at intermediate vertices; these particles while they form part of the 
state in field theory do not, in the Feynman formalism. If we have more than 
one electron in the initial state in field theory we will have more than one 
creation operator operating on the vacuum. But in the Feynman formalism 
since we are following the track of an electron, what should we do if we have 
more than one? Feynman postulated we should use an antisymmetrized 
kernel for two particles, the antisymmetrization being necessitated by the 
Pauli principle. Actually if we used two particle initial states and rearranged 
the terms in the integrand of the field theoretic matrix element, we should 
have obtained the antisymmetric kernel in the place of K+. The particular 
form of K+ with the negative sign attached to the negative energy kernel 
and the form for the antisymmetrized kernel for two particles both result 
from the anticommutation relations which expresses the Pauli principle in 
field theory. Thus it is not possible to derive the Pauli principle just by the 
use of K+ for a single electron as was attempted by Feynman. 
V. SYMMETRY OPERATIONS ON FIELD VARIABLES 
We have till now attempted to give the motivation for a field theoretic 
formalism. From what has been hitherto described, its advantages are 
twofold: 
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(1) The description of initial and final states is simplified by representing 
them through a series of creation and annihilation operators operating on the 
vacuum respectively. 
(2) The interaction term is characteristic only of the process and not of the 
initial and final states. 
Were these the only advantages, field theory would just be regarded as a 
convenient formalism and we can dispense with it especially of we are working 
only up to a few orders in the perturbation expansion and the possible states 
can be enumerated. In fact, many of the fundamental formulae in quantum 
electrodynamics like the Bethe-Heitler and Klein-Nishina cross sections were 
derived in wave mechanics long before the formalism formulated by Feynman 
in 1949. In short, it may look as if we have not traveled far since the initial 
formulation of wave and matrix mechanics by Schrodinger and Heisenberg 
and the relativistic wave equation by Dirac and we have only devised a 
more elegant and perhaps a more sophisticated formalism, than the c-number 
theory. 
This seems so if the only operations we perform with field operators 
are integrations over space and time and proper Lorentz transformations. 
With the discovery of new particles, the presence or absence of inter- 
action between various particles had to be explained. The interaction that 
has been postulated merely gives the amplitude for the annihilation and 
creation of particles and is therefore proportional to their wave functions. 
But this does not explain why the particles should interact at all, i.e., we have 
not given any prescription which determines the types of particles that should 
interact beyond the well known conservation laws. 
With the discovery of the new particles three new operations assumed 
particular significance. (1) space-inversion or the parity operation (P), 
(2) time reversal (T), (3) particle-antiparticle conjugation (C). 
The simplest interpretation that we can given to P is that the position 
vector x in the wave function should be replaced by - x. An interesting 
feature of the probabilistic interpretation of a wave function is that the inter- 
pretation is unaltered if we attach a phase factor of modulus unity to the 
wave function. We may therefore postulate that the wave function in the 
“inverted” world is not obtained just by replacing x by - x but by attaching 
an arbitrary phase factor Q. But this does not seem logical in the case of 
ordinary wave functions since the only freedom we have is in changing x to 
- x, unless we postulate a generalized wave function $(x) = 4(x) in one 
“world” and = Q,#( x’ w ) h ere x’ = - x in the inverted “world.” This dif- 
ficulty will not arise when we work with operators. It has become customary 
to define the parity operation on a one particle state as 
t t -1 
Pa,& = PUk P 
t 
P>o = ‘79a-k)o 
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by describing the rlP as arising through 
This freedom we have in obtaining phase factors in operators is a great 
advantage over the wave function formalism. 
The introduction of these phase factors is of trivial consequence in the 
absence of interaction. This is not so if interaction exists since the phase 
factors may be different for the various particles created or destroyed in an 
interaction and the superposition of these phases, becomes consequential 
and leads to “selection” rules of fundamental importance. Similar considera- 
tions apply to operators like C and T. 
VI. INTERACTIONSINVOLVING BOUNDSTATES 
It is to be noted that in collision processes described till now, at any time t 
we have only a system of free particles and the interaction changes the aggre- 
gate when particles are destroyed and created at any particular vertex. If we 
are not interested in a particular type, say il, of particles and assume that it 
does not exist in the initial or final state but is only created and annihilated 
in the collision process defined by the amplitude Ii,, it is obvious that we can 
define prs as an integral over more than one space-time vertex involving Ii,, 
where aggregates y and 6 do not contain particles of type A. We may then 
regard the process as a “nonlocal” interaction (i.e. both in space and time) 
defined in terms of pys or as a “local” interaction in terms of Rap In fact 
from this point of view, any collision process can be treated as a nonlocal 
space-time interaction between initial and final states. 
As an example of pys we can have a nonlocal interaction between two 
fermions composed of two local interactions each involving two fermions and 
an intermediate boson. In some cases, assuming that some of the particles 
have infinite mass, the nonlocality becomes purely spatial and in such a case 
we speak of “form factors” and “potentials.” If we do not wish to include 
the particles of infinite mass in the description, then we have a system inter- 
acting with an “external” potential “due to these particles of infinite mass.” 
If we are only envisaging interaction through creation or annihilation of 
particles, as already stated, by the energy of the system is meant the energy 
of the free particles comprising it, but the moment we exclude parts of infinite 
mass and suppress one type of particle by introducing an external potential, 
energy and momentum will be conserved only if the potential is included and 
not conserved when the potential is excluded since the system can impart or 
draw energy from the potential. In the case of an external potential, there is 
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an extra freedom in that the wave functions need not be those of free particles, 
i.e., they may be “bound” such that only for the system of particles plus the 
potential, the total energy is conserved. This amounts to saying that the 
system of particles can exist as an eigenstate of HO + HI (where H, includes 
the external potential) from t = - 03 to t = + 03. Thus with an external 
potential the concept of interaction enters in two ways. 
1. A system of free particles at t = - 00 going over to another system 
of free particles at t = + 00 and 
2. A system of particles bound to the external potential such that for all t 
this system exists in an eigenstae of H,, + H,. 
We can conceive of a situation when the potential is not external but 
mutual, i.e., we are suppressing one type of particle without assuming that 
some particles have infinite mass. We can still have a bound system under this 
potential but since the origins of these potentials are subject to annihilation 
and creation due to the change of momenta, the situation becomes very compli- 
cated. No one has ever dared to eliminate potentials in every case and apply 
local field theory by introducing suitable quanta in the place of the potentials. 
The situation is perhaps simpler in collision processes since the initial 
system, from physical considerations, can never consist of more than two 
particles. As long as we assume (Y and p to be small in Rap we can use pertur- 
bation approaches in regard to the creation and annihilation of some particles 
and phenomenological potentials if we wish to suppress particles for which 
perturbation concepts fail. Calculations using Chew’s theory is one example 
of this approach. 
Thus a complete theory of collisions of elementary particles based on 
perturbation expansions presupposes (1) the knowledge of the wave functions 
of all the elementary particles and therefore their quantized fields, and (2) the 
postulate that the interaction at any vertex involves just a product of the field 
variables of their derivatives consistent with conservation laws and selection 
rules based on symmetry principles. But the question remains, how many 
of these particles are “elementary” in the sense their wave functions can be 
postulated without reference to the others ? What is the criterion for replacing 
some of them by potentials and for ascribing form factors to the other par- 
ticles ? It is more convenient to replace the bosons by potentials and call them 
“carriers” of the forces corresponding to these potentials and the fermions 
as particles subject to these “forces” for the simple reason that it is logical to 
require that particles subject to forces must “exist” and therefore must 
survive on exchanging the boson when we replace the potential by particles. 
The “carriers” can be absorbed and emitted and this is meaningful only for 
bosons but there is nothing to prevent them from being subject to forces 
through other bosons as in the case of electromagnetic forces between 
charged bosons due to exchange of photons. 
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There is of course the possibility that some of the particles are not “element- 
ary” and that they may be bound (by what potential ?) states of other element- 
ary particles. In such a case, they cannot be considered as “point” particles 
with free particle wave functions and it is illogical to include them in the 
“local” interaction terms. There is of course the larger question whether the 
concept of elementary particle itself is meaningful, that is, whether we have 
the freedom to consider every particle to be a bound state of the others in a 
self-consistent way. Theoretical physicists are divided between these two 
extreme views and only future high energy experiments can throw light on 
this question which is the most exciting in fundamental physics. 
In any case one concept remains unaffected; the collision process amounts 
to a mere rearrangement of momenta and energy among the various types of 
particles consistent only with the over-all conservation of momentum and 
energy and other conservation laws. This led many theoretical physicists to 
believe that it is possible to study the matrix elements without any reference 
to the details of interactions as envisaged by the “happenings” at the vertices. 
This approach which is the only reliable one to problems where strongly 
interacting particles are involved is through the dispersion relations. The 
single variable dispersion relations with either the energy or momentum 
transfer as the variable serve as a check on the validity of local field theory 
since they are based on the following very general premises, some of which are 
characteristic of local fields: 
1. Lorentz invariance of the theory. 
2. The spectral condition which states that all the physical states of a system 
form a complete set of basic vectors in the quantum mechanical sense, each 
state being associated with a total energy-momentum vector which is positive 
timelike. This also implies the existence of the energy-momentum operator, 
the lowest eigenstate of which is the physical vacuum. 
3. The asymptotic condition which states that the Heisenberg operator 
A(x) shall go over for x4 + - 00 and x4 -+ + ~0 into the free field operators 
A,“(~) and A,,,(x), respectively,lO which obey the free field equations. Using 
this condition the scattering matrix element can be expressed in terms of the 
vacuum expectation value of products of Heisenberg operators which is 
necessary to impose the next condition viz. 
lo The Heisenberg A(x) is connected to the Schriidinger operator by the relation 
4s) = exp [V& + HI) tl AA4 exp [- iWO + HI) tl, t = x4. 
The suffixes “in” and “out” refer to in and outgoing fields. In this paper we have 
given the meaning of the outgoing solution of a Schriidinger equation. This concept 
can be carried over to operators. Incoming solutions can be defined in a corresponding 
manner, but we have not bothered about these here. 
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4. The principle of microscopic causality (also called local commutativity) 
which expresses the fact that events at different space-time points cannot 
affect each other unless a signal of light passes between them. Since in quan- 
tum mechanics the noninterference between the simultaneous measurements 
of two dynamical variables is expressed by the vanishing of the commutator 
between them, the principle can also be stated thus: The commutator (anti- 
commutator in the case of fermions) of two Heisenberg operators taken at 
two space-time points should vanish for spacelike separations of the two 
points. 
The above conditions are sometimes referred to as the Wightman con- 
ditions. The principle of causality ensures that the matrix element as a func- 
tion of energy or the momentum transfer can be analytically continued into 
the upper-half of the complex energy or momentum transfer planes. Then an 
application of Cauchy’s theorem immediately gives the dispersion relations 
which relate the dispersive (real) part of the amplitude to an integral over 
the absorptive (imaginary) part and vice versa. 
In the double variable dispersion relation or the Mandelstam representa- 
tion, we consider the matrix element as an analytic function of both the energy 
and momentum transfer variables at the same time. This representation is not 
based on general principles as in the case of the single variable dispersion 
relation but has been demonstrated to hold in perturbation theory. The 
domain of its applicability is restricted to processes involving only two 
particles in the initial and final states. 
VII. THE PROPAGATOR FOR MORE THAN ONE PARTICLE 
One of the main features of the discussion has been the derivation of the 
concept of the free particle propagator from perturbation theory. Since the 
propagator refers to a free particle we should be able to derive it when there 
is no interaction. We shall give here a method of derivation not only for 
KF but for the antisymmetric kernel for more than one particle. According 
to the spirit of our discussion this can be done in two ways. We shall do it 
only for the first. The second follows by the equivalence of these methods 
as elaborated before. 
We define the density correlation operator Fa corresponding to 11 space- 
time points as 
972 = P(4 PC” - 1) .** P(l) = +*w $44 1cI*tn - 1) 1cIh - 1) *** #*(I) W) 
where #(K) are the field operators corresponding to time point k and p’s the 
density operators. To obtain the density function for a system in a given 
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state we have to take the expectation value of this operator which will lead 
to the antisymmetrized (fermions) or symmetrized (bosons) wave function. 
We now demonstrate this for densities Pn at different times is directly con- 
nected to the free particle propagators of one or more electrons. 
The definition of the field operator (Ir in the case of fermions can take two 
equivalent forms, one which involves the creation operator of the positron 
and the annihilation operator of the electron and the other with the annihila- 
tion operator of a negative energy electron instead of the creation operator 
of the positron. 
We shall extend the method used by Weisskopf for the study of equal time 
densities, to different times. The field variable is defined as 
where the sum over q is over both positive and negative energies. The density 
function is defined as [9] 
dr,) = 1CI*(r,) $w - CT 
where Q is the density of the unperturbed electrons in the negative energy 
“sea” and has to be subtracted in the “hole” theory. We define the sequent 
density operators as 
where K represents a space-time point xk. We consider first the density cor- 
relation function 9: of a particle q,, corresponding to two space time points. 
The fact that m can be less than n is a feature of sequent product densities. 
We have 
In the one electron theory, i.e., (no sea) u = 0, we have No0 = 1 and N, = 0 
for q f q. 
xq +q(2) @(l) can be easily identified as the unmodified Feynman kernel 
Ko(2, 1). In the Dirac hole theory for the vacuum N-, = 1 and all N+, = 0. 
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Hence the product density function reduces to 
prc = L: 2 cA2) 4+*(2) #al) d-a(l) +q --P 
This is interpreted as the vacuum fluctuation effect due to the electrons 
in the “sea.” For vacuum plus one positive energy electron p0 we have 
N-, = 1, NC, = 1, N+, = 0 for q # q,,. Then we have 
vac+i Ftz -%y = A,(2) [z: CL&9 L(l)] 9a,(l) +q 
- #J:,Jl) [I: d-,(l) K,(2)] (bqp(2) 
--Q 
= K&) K+(Z 1) d,(l) + #i,(l) K+(l, 2) #&. 
Thus the density function consists of two parts, (i) starting with C,, at (1) 
and going to space-time point (2), and (ii) starting with c$,, at (2) and going 
to (1). Since t, > t, represents electron going forward in time and the kernel 
to be used turns out to be x+q ++,(2) #Tq( 1) for t, > t,, while (ii) represents 
the electron going backward in time and the kernel for this is - x.+ 4-,(l) 
@,(2) for t, < t,. It is very interesting to note that the definition of this 
kernel for t, > t, and t, < t, coincides with that of Feynman and thus the 
Feynman kernel comes out as a natural consequence of the product density 
definitions. 
s: = P(4) P(3) P(2) P(l) with t, > t, > t, > t,. 
This is merely an extension of the previous results. We shall however take 
the terms which lead to the antisymmetric Feynman kernel for a two particle 
state, i.e., 
&,(4) A,(3) K+(3,2) K+(4,1) A,(2) Al,(l) 
- (- GIP) K,(4) K+(4,2) K+(3,1) dqJ2) 4,(l)) 
If we require the final state to be antisymmetric, we find that the kernel 
K+(4, 3; 2, 1) is antisymmetric 
K+(4,3; 2, 1) = K+(4,1> K+(3,2) - K+(4,2) K+(3, 1) 
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The extension to more than two particles follows immediately and the n 
particle kernel can be expressed in the form of a Slater determinant of the 
single particle kernels. 
It is relevant to draw attention to some observations made by Feynman 
is this connection. In the fundamental paper in which he introduced the 
kernel function formalism he made a special reference to the connection 
between the minus sign occurring before the sum over the negative energy 
states in the definition of K+(2, 1) (when t, < tr) and the Pauli principle. 
Later in introducing the kernel corresponding to two particles, the anti- 
symmetrical form was used by calling into aid the Pauli principle. Therefore 
it was clear that the existence of the minus sign in the negative energy part of 
K+ while consistent with the Pauli principle, is not coequal with it. In 
spite of this Feynman seems to have attempted to deduce the Pauli principle 
from the single particle kernel itself by studying the probability for an 
electron to go from (1) to (2) with any number of virtual pairs occurring and 
proving that an inconsistency occurs unless the Pauli principle is invoked. 
The considerations of our paper however lead to the conclusion that the 
kernels of single particles, two particles and for n can be deduced by once 
assuming the Pauli principle and therefore it is not possible to speak of the 
single particle kernel itself as implying the principle in its entirety. Or in 
other words, the Pauli principle implies at once that the kernel for the single 
particle is K+ and for two particles is antisymmetric. 
VIII. DENSITY CORRELATIONS IN THE PRESENCE OF INTERACTION 
Till now we have been considering the case when there was no interaction, 
i.e. the state of the system was the same from t = - m to t = + ~0 and to 
obtain the density function we had to take the expectation value of the density 
operator between the same state Ii). However if we “switch on” the inter- 
action, the final state is not the same as the initial state and therefore the 
transition matrix element from a definite 1;) to 1 f) is given by (f 1 S 1 i). The 
S-matrix is an integral over space and time given by 
S = P exp [( - ;) 1 Zrnt(,) d4x] 
where P is the Dyson operator and 2 is the interaction Hamiltonian density. 
Since density operators are functions of space and time we have to take the 
expectation value when the interaction is on, i.e., of T(F$), where T is 
Wick’s time operator with the understanding that we have to write the set 
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of operators in F,, then feed in the S matrix and time order the product. Then 
we have 
W2) PUN = 7+*(2) 5v(2) W*(l)1 VW)) 
= W*(2) W, 1) 4(l)) 
where G(2, 1) is recognized to be the propagator in the interaction repre- 
sentation defined as 
G(2, 1) = $ n$O 9 irn ... Irn dax,, #x,,-~ ... 8x,,,, 
--m -cl2 
where N is the normalization constant. 
Taking the simplest case of an electron being scattered from an initial 
state 1;) to a final state If) in a potential field which is treated as classical 
and not quantized, we find that 
,,(a,,, F2Sa;), = ix, J‘, 4, E@“‘“~ G(2, 1) z&~“~ d(2) d(1) 
where ,(a,,, F’,Sa,), is the expectation value of F’,S obtained by integrating 
over x1 and x2. 
It is hoped that these considerations when applied to scattering will be 
useful in understanding the structure of the phenomenon. 
IX. COMMENTS ON NONPERTURBATIVE THEORIES 
We have here emphasized the evolutionary nature of the scattering process 
as it unfolds from the infinite past to the infinite future. This is precisely 
the reason why the temporal ordering of events in time and thereby the 
concept of causality are considered fundamental in a scattering process. 
Recently this tendency is being viewed with disfavor by those who wish to 
consider the matrix element as merely a function of the dynamical variables 
characterizing the incoming and outgoing particles with well-defined 
analytical properties depending on the nature of the “intermediate” states. 
If these properties are characterised by poles and branch points it is important 
to examine how their location and strength are to be determined without 
reference to their evolutionary nature. At present the only method available 
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seems to be the technique of Feynman graphs though it is asserted that such 
a technique is by no means equivalent to perturbation theory. Probably by 
this is meant that we are not making a perturbation approximation but 
taking into account graphs to all orders. 
In the scattering of a single fermion, according to the Feynman formalism 
all intermediate states refer only to the fermion. If there is more than one 
fermion, this simple picture breaks down and it is convenient to define an 
intermediate state by the following prescription. If by the omission of a set 
of internal lines any connected graph separates into disconnected parts 
containing the ends of the initial and final particles respectively, this set of 
internal lines comprises an intermediate state. 
In the definition of initial and final states we have considered particles and 
antiparticles with positive energy only. This was done by always interpreting 
the annihilation of a negative energy particle as the creation of a positive 
energy antiparticle. The igteresting question arises whether we can interpret quite 
generally the creation and annihilation of particles as the annihilation and 
creation of antiparticles of opposite energy. This would imply for example that 
instead of considering an initial positive energy particle being annihilated 
at some space-time point X, we have an antiparticle with opposite dynamical 
characteristics being created in the final state. This “transfer” is of nontrivial 
consequence since the quantum numbers conserved in any process are 
characteristic of the particles comprising the initial state. Thus, for example, 
in the case of pion-nucleon scattering if we make a “transfer” of the final r 
to the initial state and the initial N to the final state as an m, we shall arrive 
at the process n + ST = N + m in an unphysical region with the quantum 
numbers evidently different. The matrix element for n-N scattering in 
isospin states l/2 or 3/2 will be connected to the matrix element of ~QT 
scattering corresponding to the isospin states 0 and 1. These simple 
considerations, while bringing out the necessity of looking at a process and 
its crossed ones in a unified way, do not deal with the actual unphysical 
region of energy between m and - m. The study of the analytic properties 
of the matrix element when the dynamical variables are treated as complex 
is therefore the major problem of scattering theory. 
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