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In vivo range verification is desirable to understand the range uncertainties, minimising
beam delivery errors during proton therapy. This thesis discusses the development and in-
beam tests of a novel prompt gamma-ray imaging prototype system that combines multiple
detectors for the absolute and relative range verification of proton therapy, which can be used
in clinical tests. The detection system consists of different types of scintillator detectors.
First, a high-resolution CLLB (Cs2LiLaBr6:Ce) detector was used to study the prompt
gamma-ray spectroscopy from various target materials. A water phantom with a removable
calcium hydroxide cell, simulating bone tissue, was employed to evaluate the sensitivity of
the detector for the heterogeneity of the target. In the meantime, eight array type of LYSO
(Lu1.8Y2SiO5:Ce) detectors placed behind the multi-slit collimator was used to obtain the
prompt gamma-ray intensity profile. Furthermore, the energy deposition of protons was
studied using a microprobe made by scintillating fibre that was inserted into the phantom and
the timing of protons was studied using a time-of-flight relative to a plastic start counter. The
combined measurements from both LYSO and fibre detectors are used for the determination
of the relationship between ‘Bragg peak’ and prompt gamma peak.
Results from in-beam measurements at University of Birmingham (Birmingham, UK)
and the KVI-CART facility (Groningen, the Netherlands) are presented. It is found that
the CLLB detector is sensitive to evaluate the emission of prominent gamma rays from
different target compositions and a new method for distinguishing between different tissues
is proposed based on ratios of course regions in the energy spectra. The absolute prompt
gamma ranges retrieved by the LYSO detectors show acceptable uncertainties for the 66.5
and 150 MeV proton beam. The results are in good agreement with the energy deposition of
incident protons measured in the fibre probe. The scintillating fibre probe is water-equivalent
and has good sensitivity for the range measurements in proton therapy and it also has the
potential to be used for relative range verification with the proton timing measurements.
The measurements are compared with Geant4 simulations of the setup and overall good
agreement is found with the experimental data.
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Radiotherapy is one of the major modalities in cancer treatment that delivers penetrating
radiations into a conformal target volume. Traditionally, X-rays produced by a linear
accelerator that provides precise doses are widely used in treating malignant tumours. In
the past decade, with the development of accelerator physics and active beam delivery
techniques, some charged particles, such as protons and carbon ions are increasingly applied
in radiotherapy. So far, around 100 new proton therapy (PT) centres have been commissioned
worldwide with many more under construction or planned. In the UK, two NHS founded
PT facilities were constructed in Manchester and London, providing high-quality cancer
treatment to the general public. It is believed that more patients will benefit from the advanced
ion therapy in the future with further reduction of treatment cost.
In this thesis, I will firstly introduce the advantages of PT over traditional photon therapy
and the current novel beam delivery techniques that have been applied in PT. The proton-
matter interaction mechanisms lead to a localised ‘Bragg Peak’ (BP) in the target volume,
which also creates challenges in the quality control of range uncertainties during the treatment.
Some widely studied range verification methods are reviewed, including the detection of
beta emitters and prompt gamma-rays (PGs) via current or proposed detectors. Regarding
the properties of those generated PGs during the treatment, there is no commercial detector
that can monitor the beam range in a real-time fashion. The development of a dedicated
and cost-effective detector for this application is highly demanded in clinical practice, and
the aim of this thesis project is to present the construction and characterisation of a simple
multi-detector prototype system for the real-time range verification in PT.
2 Introduction
1.1 Proton therapy: Overview
1.1.1 Proton therapy and X-ray therapy
Proton therapy is one of the advanced radiotherapy modalities that utilise high energy proton
beams (typically 75 - 250 MeV) for cancer treatment, corresponding to the tumour depth at
around 4.6 - 37.9 cm in human body. The majority of the energy deposition of proton beams
is localised in the tumour region (i.e. BP), reducing the side effects to normal tissues. The
form of BP relies on the interaction mechanisms between protons and matter. Specifically,
the high speed protons lose energy traversing matter and the mean energy loss per distance
increases with the slowing down of protons (described in Chapter 2 by the Bethe-Bloch
formula 2.2). In contrast, X-ray or photon beams deposit most energy in the entrance part
of the beam path and deliver decreasing dose with depth in the human body (see Fig. 1.1).
The dose-depth curves in the figure show the advantage of proton therapy over conventional
photon therapy schematically. Thus, proton therapy might lead to better patient outcomes
than traditional X-ray therapy for some types of cancer (e.g. paediatric cancer).
Figure. 1.1 Depth-dose profiles for a mono-energetic proton and photon beam [1]. The proton
beam deposits increased energy with depth, resulting in a Bragg peak at the end. The photon
beam delivers decreased energy with depth and there is a dose buildup region to the entrance.
The choice of PT or X-ray therapy depends on patient-specific cases. Both the patient
benefits and the cost should be considered in clinical practice. Nowadays, the conventional
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photon therapy remains the primary radiotherapy modality due to its low cost and availability.
To reduce the cost and improve the beam delivery accuracy in PT, the collaboration between
physicists, engineers and radiologists is of great importance.
1.1.2 Spot scanning and IMPT
The aim of PT is to ensure that every tissue element in the target volume receives the
same dose [5]. The intensity-modulated proton therapy (IMPT) that delivers depth-shifted,
arbitrarily complex proton fluency maps from each incident field direction has been realised
using the spot-scanning approach [15]. The total prescribed dose is assigned in multi-
fractions (i.e. divide the total doses in around 20 to 30 fractions and deliver one fraction
per day) based on biological models. For each fraction of the treatment, proton beams are
delivered in several courses, leading to a homogeneous dose distribution in the target volume.
As displayed in Fig. 1.1, there is a BP in the depth-dose profile of a mono-energetic proton
pencil beam, which rises sharply at the end of its penetrating range. In order to obtain a
homogeneous dose distribution in the target volume, one must build a superposition of many
BPs with the proper intensities and locations. As shown in Fig. 1.2, proton beams with
various incident energies are delivered in the same direction leading to multiple BPs (dashed
lines) in different locations, which spreads out in depth, known as spread-out Bragg peaks
(SOBP). The SOBP are delivered through a physical device (i.e. ridge filter or modulation
wheel) or by energy section system from the accelerator in conjunction with the variable
weighting of each individual BP [16].
The beam delivery using passive scattering (i.e. physical devices) has been gradually
replaced by modern active beam scanning technique in recent years. The development
of the active beam scanning (also known as ‘pencil’ beam scanning) technique improves
the precision and flexibility of beam delivery in PT, realising the real conformal dose
distribution in the treatment plans [17, 18] (see Fig. 1.3). Moreover, the active beam scanning
technique replaced the heavy collimators in passive beam scanning with four scanning
magnets, minimising the secondary radiations in the beam line. The spot-scanning beam
intensity and location can be accurately controlled through the energy selection system, which
ensures the dose sculpting in any shape of tumour volumes and excellent dose distribution
uniformity.
1.1.3 Range uncertainties in proton therapy
As explained in section 1.1.2, the spot scanning technique has been applied via energy
selection system in modern accelerators, realising the ‘dose sculpture’ in irregular target
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Figure. 1.2 The total SOBP dose distribution (black line) and the individual BP components
(coloured lines) [2].
Figure. 1.3 Active beam scanning technique from IBA accelerator [3]. The beam nozzle
includes a pair of quadrupoles, two scanning magnets and a vacuum chamber to ensure the
precision of beam delivery during the irradiation.
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tumours. Thus, any ‘undershoot’ or ‘overshoot’ of the beams causes more damage to the
patients due to the localised energy deposition in BP region. In order to fully utilise the
advantage of PT, the prediction of range needs to be as accurate as possible during the
treatment planning and delivery process, minimising the unnecessary dose to normal tissues.
However, in a clinical environment, uncertainties arise from many sources: organ motion,
patient setup and anatomical variations, dose calculation approximations and biological
considerations [19]. The acceptable range uncertainty in treatment planning at Massachusetts
General Hospital (MGH, Boston, US) is 3.5 % of the beam range plus an additional 1 mm [19],
while other institutes have different but similar margin standards. In this project, we follow
the recipe suggested by MGH.
Hence, it is required to measure the range of the proton beams as a part of the quality
assurance (QA) process using an ion chamber (IC) [20], which is a direct method for pre-
treatment range verification. However, there are further uncertainties during the treatment
(e.g. patient setup and organ motion) that cannot be identified in the QA process. Considering
these sources of range uncertainties during the treatment, the real-time monitoring of the
beam delivery is of great significance not only for maximising the therapeutic effect but
also the safety of the patients. An indirect range verification method was proposed [21] via
detecting the secondary emissions from the patients for the online range verification. As the
high-energy proton beam slows down in the human body, protons interact with tissues via
both electromagnetic (EM) and nuclear interactions, leading to the emission of penetrating
secondary radiation along the proton path. Those nuclear-induced secondaries contain the
information of the location of distal dose gradient, where the beam stops.
1.2 Range verification methods: review
In the past two decades, many research groups have focused on the study of in vivo range
verification methods and achieved promising results via the detection of nuclear-induced
secondaries during PT. In this section, we review the widely studied methods of range
verification, including the detection of beta emitters by position emission tomography (PET)
and PGs by other proposed detector prototypes.
1.2.1 Positron emission tomography
The PET/CT scanning system provides a practical approach for the in vivo treatment verifica-
tion in PT, which has been applied clinically in some institutes (e.g. MGH). It measures the
3-Dimensional (3D) imaging of the beta decay activity after proton irradiation. There are
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Table 1.1 Proton-induced reaction channels and the corresponding beta decay isotopes in
human tissues [10].
Target Reaction channels Beta isotopes Half-life









14O, 15O 70.61 s, 122.24 s
31P 31P(p,pn)30P 30P 2.50 m
40Ca 40Ca(p,2pn)38K 38K 7.64 m
three operational modalities for PET verification: in-beam PET, which uses the PET detection
panels integrated with the beam delivery system; off-line PET, the patient needs to be moved
to a nearby PET facility; in-room, which uses a PET scanner installed independently in the
same treatment room (i.e. patients can be scanned directly after the beam irradiation on the
same couch) [22].
The major nuclear creation channels for proton induced position emitter productions can
be seen in Table. 1.1. The half-life of those isotopes range typically from around 2 mins (15O)
to 20 mins (11C). In the case of off-line PET/CT (post-treatment) imaging, the short half-life
isotopes are rarely detected due to the time needed for the patients to be transferred to the
other scanning room (typically, 10 mins). The most sensitive activity is from 11C with a
half-life of around 20 mins, which introduces the biological washout in this modality [23–25].
Apart from the washout challenge, A. Knopf et al [26] also mentioned that the in vivo PET
measurements are challenged due to patient motion, image co-registration uncertainties and
variations of tissue compositions (heterogeneous tissues).
To reduce the washout effect, in-room PET imaging has been trialed to reduce PET scan
times [27, 28]. Firstly, the short half-life isotope 15O can be detected so that a short-length
PET scan of 5 minutes can yield similar results to a 20 minute scan performed offline. In the
meantime, patients do not need to be re-positioned, which reduces the setup uncertainties.
Real-time monitoring requires the in-beam PET method that was studied by many research
groups [29–33] with a dedicated PET camera. The major technical challenge of in-beam
monitoring lies on the geometric constraints in a treatment environment, which makes it
difficult to integrate a full-ring PET scanner in the beam delivery system. Moreover, the
dedicated PET scanner studied were dual-head configuration that limits the Field-of-View
(FoV) in image reconstruction. Finally, the cost of such a dedicated PET scanner is high,
restricting its application in hospital-based PT facilities.
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Overall, treatment verification using PET imaging has been studied clinically with patient-
specific cases, which shows favourable results in some cases, depending on the tumour sites.
As mentioned above in the off-line PET part, the research group at MGH pointed out many
challenges ongoing with this method, such as biological washout that cannot be solved easily
without in-beam PET scanning. They have not yet worked out the co-registration between
beta activity distribution and the treatment planning dose distribution for the post-treatment
verification. This requires the improvement of the cross section database for the main reaction
channels in Monte Carlo (MC) simulation and precise modeling of washout effects.
1.2.2 Prompt gamma-ray prototype: Imaging system
The other leading method for non-invasive range/dose verification is measuring PGs during
PT. As opposed to the PET/CT method which uses commercially produced PET instruments,
the PG method requires a bespoke camera for the detection of high-energy gamma-rays (4 -
6 MeV). One of the merits of this method over PET scanning is that it monitors the beam
delivery in a real-time fashion. The PG detector is expected to be compact and movable,
so that it can be placed in room during inter-fraction treatment for online verification, as
the PGs are generated instantly. This method requires the detection of high energy gamma-
rays and calls for novel detector systems such as those commonly developed for use in
fundamental nuclear physics. The multi-discipline cooperation offers nuclear physicists a
great opportunity to be a part of innovative particle therapy research.
The non-elastic nuclear interactions between target nuclei (e.g. 16O, 12C) and protons
release high energy gamma-rays at certain energies. The relevant reaction channels have been
illustrated in Table. 1.2, including 16O(p,p′ γ 6.13 MeV)16O∗, 12C(p,p′ γ 4.44 MeV)12C∗
and 16O(p,x γ 4.44 MeV)12C∗. We notice that those reactions occur immediately during the
irradiation and continue to be generated along the beam path, yielding most of the PGs near
the end of the beam path (i.e. BP region) where there are often the highest cross sections.
Based on the observation above, we can monitor the proton range by examining the
1-Dimensional (1D) PG intensity distribution along the beam depth in a phantom using
a mechanical collimation detection system [34–38]. C.H. Min et al [21] were first to
compare the measured dose-depth profile and PG profile experimentally and suggested there
is promising future for the real-time in vivo range verification via PG detection. J. Smeets el
at [39] improved the collimation by using a knife-edge slit gamma camera for the 1D PG
distribution and their device has been tested clinically [40] with a brain cancer patient and
showed excellent accuracy in range verification.
Other groups have obtained the 3D PG imaging using a dedicated Compton gamma
camera [41–46]. A. Koide et al [47] have managed to reconstruct the image from 12C(p,p′ γ
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Table 1.2 Proton-induced reaction channels and the corresponding Prompt gamma-ray iso-
topes in human tissues.








14N 14N(p,p′)14N∗ 1.64, 2.13
40Ca 40Ca(p,p′)40Ca∗ 3.73
4.44 MeV)12C∗ with a 70 MeV proton beam at low beam current and an acquisition time of
5 hours.
We introduced two collimated PG detection systems, one with a mechanical collimator
and the other contains a multi-stage detector as an electronic collimation for the collection of
PGs at a certain angle from Compton scattering. The technique for mechanical collimated
PGI is mature and has been tested clinically in terms of the 1D range verification, while there
is space to improve the Compton scattering collimation for 3D range/dose verification in
clinical environment, such as count rate limitation, image reconstruction and high cost.
1.2.3 Prompt gamma-ray prototype: Non-Imaging system
From section 1.2.1 and 1.2.2, we notice the in-beam PET imaging and PGI are promising to
be applied clinically for the 3D dose/range verification or 1D range verification. However,
the cost to build such a detector system is high and the image reconstruction in PET and
Compton scattering is complicated. A key point of image reconstruction is that we cannot do
effective and highly precise online image reconstruction yet, which makes PET and Compton
imaging less appealing for the real-time beam monitoring.
In the recent years, radiation detection technology from nuclear and particle physics is
studied intensively for the beam delivery safety in ion beam therapy. Some novel scintillator
materials, such as LaBr3, CeBr3 and BaF2 have been studied in PG energy and timing
measurements. Those novel scintillators have either fast decay time or excellent energy
resolution that can provide the energy and/or timing information of the PGs. On the other
hand, solid-state detectors, such as HPGe (high purity Geranium detector), usually applied in
nuclear or particle physics for gamma-ray spectroscopy, has also been employed in the PG
energy detection.
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To reduce the cost and complexity of image reconstruction, some non-imaging systems
have been proposed and tested by many groups based on the detection of energy and/or timing
of the interested gamma lines for the relative range verification in PT. Those non-imaging
methods include prompt gamma-ray timing (PGT), Prompt gamma-ray spectroscopy (PGS)
and other methods extending from those two primary methods.
The authors in references [48–50] have studied the range verification in particle therapy
based on the PGT measurements. The incident proton time can be recorded as the starting
time of the system while the produced PGs are detected in the fast scintillators as the end
time. The Full-Width Half Maximum (FWHM) of the PGT spectrum increases with the
initial proton energy and the centroid position of the PGT shifts with the proton range in the
phantom. These observations can be applied for inter-fraction relative range verification [51].
Furthermore, the PGT peak integration technique provides the information for a cost-effective
beam monitoring by removing the collimation system [52]. The beam structure of accelerators
restricts this method to be applied widely, as different PT institutes might install different
cyclotrons or synchrotrons.
The PGS is independent from the accelerator, which is an indirect method based on
the measurements of characteristic gamma lines (i.e. 4.44 MeV, 6.13 MeV) and their
relative emission for the range verification. J.C. Polf et al [53] have shown the quantitative
measurements of prominent gamma lines from 12C(p,p′)12C∗ and 16O(p,p′)16O∗ at 4.44 MeV
and 6.13 MeV allow the quantification of the target composition. J.M. Verburg et al [54] have
intensively studied the magnitudes of discrete gamma lines and their correlations with the
proton energy. Moreover, the quantitative gamma lines from specific nuclear transitions can
be directly related to the nuclear reaction cross section, which enables the elemental analysis
of the tissue. To enable the PGS, a detector with good energy resolution is essential. HPGe
detector is considered as the optimal choice in nuclear physics for gamma-ray spectroscopy
for its superior energy resolution. However, this type of detector requires a cooling system
that is less practical for hospital based PT facilities. Some novel scintillators mentioned
above, such as LaBr3 or CeBr3 also have excellent energy resolution (3 - 4% at 662 keV), and
have been studied for use in PGS [55]. They also have relatively short decay time (around
25 ns) so that the timing information of PGs can be used to reject the neutron induced noise
at high energy range, improving the Signal-to-Noise ratio (SNR) of the PG energy spectrum.
In this section, we reviewed the range verification methods, such as PGT and PGS and
comapred them to the PET and Compton camera methods. The timing and energy information
of PGs can realise the range/dose verification in real-time fashion. Furthermore, the cost
can be reduced without building a multi-stage detector or a full-ring PET scanner. On the
other hand, PET scanning and Compton camera can provide post-treatment 3D gamma-ray
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Table 1.3 The comparison of range verification methods in PT.
Methods 3D imaging 1D range Relative range Real time Additional
cost
Off-line PET Y Y Y N None
In-room PET Y Y Y N high
In-beam PET Y Y Y Y high
PGI N Y Y Y medium
Compton camera Y Y Y N 1 medium
PGS, PGT, PGPI N N Y Y low
intensity mapping to compare with calculated dose mapping in treatment planning system
(TPS) and avoid the use of heavy collimators.
1.3 Motivation
1.3.1 Challenges
So far, we have introduced the advantages and challenges in PT, the necessity for real-time
range verification and reviewed some methods dealing with range monitoring, including the
detection of positron annihilated photons or PGs via current or proposed detector prototypes.
Even though the range verification using off-line PET was applied clinically, the real-time
PET-based monitoring of the proton range is still challenging due to the lack of a dedicated
detection system. Moreover, while many research groups have made good progressions in
developing an in-beam PET or Compton camera for the 3D dose verification in PT, these
remain very costly and require complicated detection systems and image reconstruction
algorithms. The simple method via mechanical slit collimation detector has been clinically
proved to be effective in head and neck cancer, providing a promising future for online
beam monitoring via the detection of PGs produced instantly in the target media. To further
reduce the cost, the collimation was removed by other research groups to measure the energy
and timing of the PGs only, which has been proved to be effective for the relative range
verification in PT.
Overall, the biggest challenge is the lack of a cost-effective detector supporting the online
beam monitoring in clinical scenarios. To achieve the range uncertainty (3.5 %, 1 mm)
proposed at MGH, the detector is also expected to be highly sensitive under limited incident
protons for one beam shot (around 109 to 1010). As we have seen there are advantages and
drawbacks for each of the monitoring methods (see Table. 1.3) and a commercial product for
this application is not available yet. In the next section, we illustrate the aim of this project
and propose our designed prototype to tackle this challenge.
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1.3.2 Aim and objectives
In this research work, we focus on the detection of PGs rather than delayed photons fol-
lowing positron annihilation, since the biological washout in off-line PET cannot meet the
requirement of real-time verification and the cost for an in-beam PET system is far more
expensive. At the same time, the PET technique is mature and has been commonly applied
in hospital for functional imaging, while the dedicated detection system for PGs is still on
the research stage. To develop such a detector, the cost, simplicity and sensitivity should all
be considered in a hospital based PT facility.
We have developed, tested and characterised a novel detector prototype consisted of a
combination of scintillating detectors, providing a fast detecting method for the real-time
range/dose verification in PT. In particular, the scintillator detectors include a monolithic
CLLB (i.e. Cs2LiLaBr6:Ce) crystal, LYSO (i.e. Lu1.8Y2SiO5:Ce) arrays and a plastic fibre
probe to study the PGS, PG profile (i.e. statistics along depth) and the energy and timing
of proton beams. The configuration of those detectors will be introduced in Chapter 3. As
discussed in subsections 1.2.2 and 1.2.3, the PGI was proved to be promising for the absolute
range measurements, while some novel methods, such as the PGS and PGT were also studied
intensively due to their high-efficiency and cost-effectiveness in the relative range verification.
Combing those methods realise our final aim: developing a simple, low-cost and sensitive
prototype for the real time beam monitoring in hospital based PT facilities, which provides





In this chapter, we introduce the fundamental physics background in PT and radiation
detection. First of all, the charged particle interaction mechanisms are presented, including the
electromagnetic (EM) and nuclear interactions. The EM interactions govern the continuous
energy loss mechanism and are the main contribution to the BP, while the proton-nucleon
interactions are responsible for the production of secondary gamma-ray and neutron radiation.
The relation between the cross section of nuclear reactions and the dose-depth curve is
also discussed to cover the essential physics background that governs in range verification
using PGs. The definitions of absorbed dose and relative biological effectiveness (RBE) are
also introduced to highlight some basic concepts in radiotherapy. Moreover, the gamma-ray
interactions in matter are discussed to cover the most important three types of interactions and
the neutron interactions are introduced briefly. Finally, the principles of radiation detection
using scintillation detectors are discussed.
2.1 Particle interaction with matter
The energy of therapeutic proton beams can typically reach values of 250 MeV. These
high-speed particles interact with matter mainly through the Coulomb-force (i.e. EM) and
nuclear interactions. In the meantime, secondary gamma rays and neutrons are produced
during the proton irradiation. So, it is essential to cover the radiation interaction mechanisms
of not only the primary protons but also the secondaries in PT.
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Figure. 2.1 Schematic view of proton interaction mechanisms [4]. (a) Energy loss via inelastic
Coulomb interactions with electrons, (b) deflection of proton by Coulomb elastic scattering
with the electric field of the nucleus, (c) nuclear reactions and the production of secondary
particles.
2.1.1 Charged-particle interactions in matter
EM interaction
EM interactions dominate the energy loss in PT: the incident protons lose kinetic energy
continually via exciting and ionising atomic electrons of the medium. As the velocity of
protons decreases along the beam path in the medium, the scattering of protons via elastic
Coulomb interactions is enhanced. The above stopping and scattering interactions are
illustrated in Fig. 2.1 (a) and (b) respectively.
To describe the stopping process, we firstly introduce the definition of Stopping Power
(S) that is the expectation value of the rate of energy loss (dE) per unit of path length x, (i.e.
<dE/dx>) [56]. It is more convenient to define the energy loss rate with independent mass
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The expression of the energy loss rate accounting for both the relativistic and quantum




















where, NA is Avogadro’s number, re is the classical Bohr radius, Z is the atomic number of
the target, z is the charge of the projectile, me is the mass of an electron, A is the atomic
weight of the target material, C is the shell correction item, δ is the density correction, β
equals to v/c, v is the particle speed and c is the speed of light and I represents the average
excitation energy of material. Eq. 2.2 implies the mass stopping power is approximately
proportional to the inverse square of the velocity (i.e. 1/β 2) of the projectile. It also states
that the absorbing material strongly influences the energy loss rate which is proportional to
the density of electrons in the absorber, as the inelastic Coulomb interactions occur between
the protons and atomic electrons.
From the mass stopping power, one can already estimate the range of the charged particles
in a medium. The Range (R) is defined as the average path length traveled by a charged
particle up until it is considered to be at rest. This value can be approximated by the







For practical purposes, the CSDA range can be taken as identical to the actual range R
which is slightly higher (by 0.2 % or less for protons) than the calculated RCSDA due to the
occurrence of discrete and discontinuous energy loss [56]. To simplify the calculation of
Eq. 2.3, there is a more practical method for the estimation of the CSDA range, which is
given by the Bragg-Kleemann rule:
R(E) = αE p, (2.4)
here α is a material-dependent constant, E (in MeV) is the initial energy of the proton
beam, and the exponent p depends on the proton energy. By interpolating range-energy
tables, we can fit Eq. 2.4 to the range in water at 100 and 200 MeV to find the two constant
parameters [5]:
R(E) = 0.000244E1.75 g/cm2. (2.5)
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These two parameters (α and p) can be slightly different depending on the energy range
used for the power-law fit. Another commonly used definition of range is the Projected
Range that is the expectation value of the furthest depth of penetration of a charged particle
in a medium measured along its initial direction [5]. Generally, the path of most protons
is nearly straight, so the projected range is nearly equal to the actual path length. More
precisely, the projected range is always slightly smaller than the CSDA range. Due to the
Figure. 2.2 The relative fraction of the fluence in a broad beam of protons remaining as a
function of depth z in water [5].
nearly equal projected and CSDA ranges, in PT, the range definition typically refers to the
Mean Projected Range R0. It is the depth at which half of the protons have stopped in the
medium, excluding the effect of nuclear interactions (illustrated in Fig. 2.2).
In PT range experiments, the mean projected range can be measured using a “Faraday
Cup” (FC), which records the charge of the proton beam after it has traversed an adjustable
thickness of the material. One can then estimate the range of the proton beams by determining
the required thickness of a material in order to stop half of the incident protons when the
nuclear interactions are not considered. Simply, one can measure the range in terms of
dose/energy deposition via scanning a dosimeter along the depth z in a water phantom. The
R0 measured by dose can be defined as [5]:
R0 = d80, (2.6)
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where d80 refers to the depth of water (corrected for the water phantom entrance window and
the dosimeter wall thickness) at the distal 80 % point of the peak. The 80 % value used in
this definition is an approximation value that was first suggested by A. M. Koehler et al [57],
and has since been confirmed theoretically and experimentally.
So far, only the beam stopping in the longitudinal direction has been discussed, neglecting
the scattering of beam on the transverse plane. ‘Multiple Coulomb Scattering’ (MCS)
describes the beam spreading in the medium as shown in Fig. 2.1 (b). When a proton passes
near the centre of the atom where the nucleus is located, it gets repelled from the target
nucleus, so that its trajectory is changed and it loses energy. The MCS angular distribution
for thick targets (such as in PT) is typically considered to be Gaussian. Furthermore, there
are many ways to describe the scattering angle [5, 4] and we do not cover those equations
here, as the scattering angle does not affect the range. One thing we should notice is that the
broadening of the beam width coming from the MCS interactions increases with the incident
proton energy.
Nuclear interaction
Nuclear interactions in PT are much harder to model than the EM interactions, but their
biological effect is small. In this section, we focus on the inelastic nuclear interactions in
PT, revealing their effect to the BP curve. Inelastic interaction occurs when the energy is not
conserved, for example:
16O(p,p′α)12C∗. (2.7)
In this case, the incident proton lost energy (equal to the binding energy) to knock out one α
particle in the target nucleus, so that the 16O becomes 12C. Another typical interaction of
proton - 16O is given by:
16O(p,p′)16O∗, (2.8)
during which process the final nucleus remains the same as the target nucleus, while the
energy is not conserved either. The above nuclear interaction (Eq. 2.8) indicates the incident
proton loses some energy to excite the target nucleus 16O to a higher quantum state 16O∗. The
inelastic interaction is the primary process in proton-tissue interactions for the generation of
secondaries (i.e. protons, neutrons, gammas, heavy fragments such as alphas, and the recoil
residual nucleus). The probability of a nuclear interaction to occur can be characterised by
the Cross Section, denoted as σ with units of barn (1 barn = 10−28 m2). The cross section
for all interaction processes is the total cross section. Fig. 2.3 shows the cross-section of
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Figure. 2.3 Cross section of 4.44, 6.13, 6.92 and 7.12 MeV gamma-ray emission from proton
- 16O nuclear reactions [6].
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several proton-induced reactions on 16O. This cross section of 16O(p,x γ 4.44 MeV)12C∗
shows the highest interaction probability when the incident proton energy is around 22 MeV,
while the cross section for 16O(p,p′ γ 6.13 MeV)16O∗ peaks at around 12 MeV. These two
gamma-ray emission from proton - oxygen irradiation dominate in clinical PT.
Figure. 2.4 Bragg peak curves of 160 MeV proton beam in water when the nuclear interaction
is considered (solid line) and excluded (dashed line) [5].
In contrast to EM interactions, the nuclear interactions scatter the proton to a large angle,
so the total fluence reduces gradually from 0 to 15 cm as illustrated in Fig. 2.2. Moreover, the
dose on the entrance part is enhanced, while that in the BP region is reduced (see Fig. 2.4)
during the nonelastic interactions, since protons have been removed from the EM peak and
secondary radiations deposit their energy further upstream. However, their effect to the
calculation of range can be neglected.
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2.1.2 Uncharged-particle interactions in matter
Gamma-ray interaction
Gamma rays consist of short EM waves and so possess high photon energy. Photons have
zero mass, no charge and their energy can be characterised with the Planck-Einstein relation:




where h represents the Planck constant, f represents the frequency of the photon, c represents
the speed of light and λ represents the wavelength of the photon. Since these particles are
neutral, they do not lose energy continually via Coulomb interactions with atomic electrons,
as the charged particles do. In contrast, they interact with matter stochastically via three
primary interactions: photoelectric effect, Compton scattering and pair production. The
probability of these interactions to occur per unit path length in the absorber material is
reflected in the linear attenuation coefficient (µ , cm−1), when we consider that a narrow
photon beam penetrates a medium. The attenuation of the photon beam intensity (I) is given
by the following relation:
I = I0e−µt , (2.10)
where I0 is the initial photon intensity, I is the number of the transmitted intensity and t is
the thickness of the absorber (in units of cm). Alternatively, the mass attenuation coefficient
can be expressed as µ/ρ in units of cm2/g, compensating for the density dependence of the
coefficients on the material being traversed. The total linear attenuation coefficient is the sum
of the probability of the three primary interactions[7]:
µ = τphotoelectric +σcompton +κpair. (2.11)
The photoelectric effect represents the emission of an energetic photoelectron when a photon
hits an absorber atom, during which process the photon has been completely absorbed. The
initial photon energy should meet the threshold:
Ee = h f −Eb, (2.12)
where Eb represents the binding energy of the photoelectron in its original shell. The
photoelectric process dominates when the material has a high atomic number Z and the initial
photon energy is relatively low (see Fig. 2.5).
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Figure. 2.5 The photon interaction mechanisms [7].
Compton scattering becomes the dominant process for photon interaction when the
photon energy is on the range from 100 keV to 10 MeV (for Z ≈ 20) and is only weakly






where θ is the scattering angle, Ep is the produced gamma-ray energy (before scattering),
E ′p is the detected gamma-ray energy (after scattering), me is the electron mass and c is the
speed of light. This formula can be applied for the Compton gamma camera in detecting the
PGs to retrieve the vertex of the gamma-ray interaction.
The probability of Compton scattering decreases with increasing photon energy and pair
production, which starts to occur for photon energies higher than 1.022 MeV, slowly takes
over and becomes the most prominent process as the photon energies increase further. When
the photon passes near the nucleus of an atom, it is subject to the strong EM field from
the nucleus and may produce a positron-electron pair if its energy exceeds the rest mass
(2×0.511 MeV) for those particles. Thus, the kinetic energy of the produced electron and
positron can be calculated by:
Ee+ +Ee− = h f −1.022 (MeV). (2.14)
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As shown in Fig. 2.5, the probability of this process increases with the atomic number Z and
photon energy.
Neutron interaction
Neutrons can interact easily with the nucleus and penetrate deeply into matter, since they are
electrically neutral. Unlike photons, which interact mostly with the orbital electrons of an
atom, neutrons primarily interact with the nucleus and neutron interactions can take place at
any energy. For dosimetry purposes, it is convenient to divide the neutron fields into three
energy categories: thermal neutrons (less than 0.5 eV), intermediate-energy neutrons (0.5 eV
- 10 keV) and fast neutrons (10 keV upward) [56]. The typical energy range of neutrons
generated in PT covers all the three categories (i.e. from thermal to fast neutrons) and the
maximum neutron energy depends on the incident proton energy.
The cross section of neutron interactions depends on the target nucleus and the neutron
energy. In general, the cross section decreases with increasing energy. When the neutron
energy is below 1 MeV, the elastic cross section is nearly constant, while the inelastic cross
section and absorption cross section are proportional to the reciprocal of the neutron’s speed.
At high energies, the cross section may have large peaks (called resonances) that occur
where reactions with nuclei are enhanced [58]. The attenuation law discussed above for
photons is also valid for neutron transmission. The detailed neutron interactions in human
tissues (i.e. four-element composition: C, H, O, N) are not discussed here, since the neutron
dosimetry is irrelevant to the main topic of this work. Thus, we only consider the fast
neutrons that can penetrate human tissues to the environment. These fast neutrons induce
substantial background noises for the detection of interested PG signals, and the noise level
increases with the incident proton energy. Finally, it is required to include dedicated shielding
techniques for neutron absorption or data acquisition strategies to reject neutron-induced
noises (e.g. timing selection), improving the Signal-to-Noise Ratio (SNR) of our PGs.
2.2 Absorbed dose and relative biological effectiveness
One of the most commonly used terms in radiotherapy is absorbed dose, D, which indicates
the energy absorbed per unit target mass at some point in a radiation field. We usually
use the unit Gy for D in radiotherapy: 1 Gy = 1 J/kg. For a typical case in PT, a total of
70 Gy dose can be prescribed to a tumour volume of around 1000 cm3, given in 35 fractions
(2 Gy/fraction). The absorbed dose can be related to the mass stopping power (as described
with Eq. 2.1) and proton fluence. Considering dN protons pass though an infinitesimal
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giving that dose equals fluence times mass stopping power. The above equation can also be





with φ in Gp/cm2, 1 Gp = 109 protons, and S/ρ in MeV/(g/cm2), 1 MeV = 0.1602×10−12 J.
Those equations are useful for estimating the dose rate from a proposed machine and beam
line, however they cannot be used for the determination of therapy dose delivered to a
patient (i.e. only with a carefully calibrated dosimeter). During the EM interactions, the
protons deliver most of their energy/dose to the medium via ionisation of the atomic electrons.
Nuclear interactions plays a small part (i.e. around 10 %) in the absorbed dose due to the
removal of protons, see Fig. 2.4. Some heavy fragments like α particles generated during
non-elastic interaction can affect the absorbed dose as well, but those effects are negligible
since the production of those ions is less than 1 % and they have a very short range, depositing
their energy locally [5]. Another concept in proton therapy is related to the biological effect
of protons compared to photons, given by Relative Biological Effectiveness (RBE). For
different types of radiation, the dose-response relationships are different. Protons are light
charged particles that are more biologically effective than photons, which means a lower dose
is prescribed in PT to cause the same biological effect than photon therapy. The reason that
protons have a slightly better biological effectiveness is related to radiobiology, which is not
covered here. Thus, the RBE value of protons is just an estimation from clinical experience.
The RBE is defined as the dose of reference photons, Dx, divided by the proton dose, Dp, in





The prescription of dose in PT based on clinical experience, corresponds to an RBEproton of
around 1.1.
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2.3 Gamma-ray detection with scintilltor detectors
2.3.1 Scintillating material
The use of scintillating materials to detect ionising radiation constitutes a commonly used
detection method. It has been applied in many areas that require the detection and spec-
troscopy of a wide assortment of radiations with medical applications being no exemption.
Scintillating materials can be classified into two main categories, inorganic crystals (such
as alkali halide crystals, e.g. sodium iodide) and organic based liquids and solids (such as
scintillating plastics). The scintillation mechanism is different in these two types of material.
For inorganic crystals, the scintillating process depends on the structure of the crystal lattice.
In pure crystals, the electrons can only occupy the valence band and there is a band gap
between the valence and conduction band. The absorption of radiation energy elevates
electrons from the valence band to the conduction band leaving a gap in the valence, and
the return of an electron to the valence band generates a photon. This scintillating process
is inefficient in pure crystals, so small amount of impurities are added to the crystal, called
activators, creating special energy states within the original band gap of the pure crystal such
that the excited electrons can de-excite through these states back to the valence band. Fig. 2.6
illustrates the energy band structure of activated scintillating crystals, which shows a much
narrower energy gap between activator states than the band gap. As a result, the emitted
photon spectrum is shifted to longer wavelengths (visible range) and is also not absorbed by
the bulk material of the crystal.
Figure. 2.6 Energy band structure of activated crystalline scintillators [7].
The organic scintillating mechanism is different than that in inorganic crystals, and arises
from transitions in the energy levels of a single molecule rather than between band gaps in
a crystal structure. The energy levels in a molecule can be presented with the pi-electron
structure, as shown in Fig. 2.7. The singlet energy levels (spin = 0) are labelled as S0 (ground
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state), S1, S2 and S3. The spacing between S0 and S1 is around 3 - 4 eV while the spacing
between excited states is smaller. We can also see the fine structure in each of the S states
and the spacing for these subdivided levels is around 0.15 eV. Radiations transfer energy to
the molecule when they pass through the material, exciting the molecule to higher energy
levels. The excited states in an S band quickly de-excite to S10 state via internal conversion
(in ps) and then decay to the ground state, emitting scintillation light via a process known as
prompt fluorescence. Thus, most of the organic scintillators are fast (compared to scintillation
produced by inorganic crystal) as the decay time of fluorescence is in the order of few ns.
Another process that can occur if the molecule is excited in one of the triplet levels and
then decays to the S0 single state (ground state), is known as phosphorescence and this
process generates longer wavelength emission light and is typically much slower than the
fluorescence as it connects two different quantum configurations.
Figure. 2.7 Energy levels of an organic molecule with pi-electron structure [7].
organic scintillator materials have been applied widely for medical applications regarding
radiotherapy dosimetry due to their water equivalence and minimal perturbation of the
radiation field. However, the non-proportional between the scintillating signal and the energy
deposition was observed for high energy electrons and for heavy charged particles, which
process is known as the quenching effect. The ionization quenching can be modeled by
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the Birk’s law by two parameters, known as Birks parameter, which quantifies the relation
between light production and stopping power [59]. Here, we briefly introduce the formula








where dL is the light yield for a single primary electron per unit of path length dx in the
scintillating material with the ionization density, and A is the scintillator efficiency and kB
is a quenching parameter [59]. In this project, we have not yet corrected the scintillating
quenching effect by Birk’s law, since our topic is related to range verification rather than
proton dosimetry.
The fluorescence emission is the most important process in scintillating material, so the
radiation detection using scintillator detectors is indirect in the sense that the energy lost by
the radiation is first converted into scintillation light before being detected by photosensors.
The inorganic crystals are usually dense (high atomic number Z) to increase the interaction
probability and the light yield in these crystals is much higher than that in the scintillating
plastics. Thus, scintillating crystals are mostly used for the measurements of gamma-ray
energy spectroscopy, while the plastics have very short decay time that can be used for fast
timing pick up in charged particle detection.
2.3.2 Photosensors for scintillator detectors
Radiation detection using scintillating materials is an indirect measurement of ionising
radiation, and relies on effective detection of the scintillation light emitted by the material. In
a scintillator detector, the relatively weak scintillation light emission needs to be converted
to an electric signal for further signal processing using a photosensor. One of the best
known photosensors is the photomultiplier tube (PMT), which remains the most widely
used photosensor for converting weak light signals into a usable current pulse. The weak
scintillation light (no more than a few thousand photons) interacts with the photocathode
material where is and converted to low energy electrons (known as photo-electrons) inside
the vacuum tube. These photo-electrons are first amplified internally through a series of
dynodes that are at different voltages. The electrons accelerate considerably between the
dynodes and once they reach the next dynode each of them can cause multiple other electrons
to be emitted. The final amplified electron signal has typical gains in the order of 107 to 109,
which is sufficiently large to be monitored with instruments [7].
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There are many advantages of PMT for scintillator light readout. Firstly, the amplified
charge signal is almost proportional to the original light yield, providing a good linear
response. Additionally, the random noise from the amplification is low so that the detected
signal is still distinguishable when the initial photon number is low. The quantum efficiency
(QE) of PMT is usually 20 to 30 %, which defines the sensitivity of photocathode [7]:
QE =
number of photoelectrons emitted
number of incident photons
. (2.19)
The QE of any photocathode is strongly dependent on the wavelength of incident light, and
the current upper limit of QE is around 30 %. On the other hand, the Silicon photomultipliers
(SiPMs) are becoming more appealing in medical application with their superb performances
in terms of high QE, compact design and fast timing response. SiPMs are insensitive to
magnetic fields, enabling solutions for hybrid medical imaging systems that involve magnetic
fields, such as PET/MRI and SPECT/MRI. The small size of SiPMs offers also flexibility
in the design of modern imaging systems achieving much more compact instruments and
a higher spatial resolution compared to e.g. traditional PET/CT scans. SiPMs consist of
an array of photosensitive microcells, called single-photon avalanche photodiodes (SPAD)
operating in Geiger mode. A typical SiPM has microcell densities of between 100 and
several 1000 per mm2, depending on the size of the microcell [8]. When a single photon
hits one of the microcells, it generates electron-hole pairs which are then accelerated under
the influence of a strong electric field. The fast moving electrons produce an avalanche of
secondary electrons, causing a photocurrent to flow through the microcell. During this time
the microcell is no longer responsive for approximately hundred of ns before it recovers. In
the meantime, other microcells on the same SiPM are not affected and are ready to detect
photons. The sum of all photocurrent produced from the microcells of a single SiPM provides
a measure of the energy of the gamma ray absorbed in the scintillator. In an analog SiPM,
signals from microcells are firstly summed up and then digitised to provide the timing and
energy information.
Overall, the SiPMs have a comparable gain ( around 106) with PMT, but with all the
advantages of a solid-state sensor. SiPMs are sensitive to single photon and its photon
detection efficiency (PDE) can be as high as 40 % at a certain light wavelength [8]. One
of the disadvantages of SiPM is its relatively small dynamic range which causes saturation
and introduces a non-linear response for high energy gamma rays, leading to the incident
scintillation photon flux to be comparable to the total number of microcells in the active area,
as shown in Fig. 2.8, due to the intrinsic dead time of each microcell that has been triggered
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Figure. 2.8 The SiPM photon-current as a function of incident power on a log-scale [8].
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by a photon. The details of non-linearity in SiPM will be discussed further in Chapter 3,
subsection 3.3.1 for the LYSO detector.
2.4 Summary
As proton beams penetrating human body, protons primary interact with the orbital electrons
via Coulomb interactions, depositing energy/dose along the beam path. The energy loss
rate per unit path length is characterised by the Beth-Bloch formula considering both the
relativistic and quantum effects. The range of the proton beams in the tissue can be calculated
analytically from the formula. In the meantime, a relatively large quantity of protons are also
scattered by the target nucleus via the elastic Coulomb interactions (i.e. MCS), causing the
beam profile to spread along the beam path. We did not describe the scattering angle from
MCS, since the angle is not related to the range.
A relatively small number of protons interact directly with the nucleus via proton-nuclear
interactions, producing secondary particles and recoiled ions. These interactions do not affect
the range. The cross section for nuclear reactions peaks as the beam slows down reaching
a maximum at around 20 MeV, which is close proximity to the BP region. Thus, the PGs
that are emitted along the depth can be used in order to deduce the location of the BP, and
provide an indirect real-time method for range verification.
On the other hand, gamma-rays interact with matter mainly though photoelectric effect,
Compton scattering and pair production. The probability of those interactions depends
on to the atomic number of the target material and the gamma ray energy. The fluores-
cence processes in organic and inorganic scintillation materials were also explained. The
scintillating plastics have short decay time and can be applied for the timing measurement
of charged-particles, while the crystalline scintillators are dense and have high light yield
so that they are commonly used for gamma-ray spectroscopy. Moreover, the photosensor
is an essential component in radiation detection using scintillators, which converts weak
scintillating photons to detectable electron signals for other instruments.

Chapter 3
The configuration of a new Prompt
Gamma-ray Imaging detection system
In this chapter, we present the configuration of the PGI detector prototype that was developed
as part of this thesis project and consists of three types of scintillator detectors and mechanical
collimators. The data acquisition (DAQ) systems are also introduced, from the analog signal
processing system to the latest digital signal processing system. Finally, the results regarding
the characteristics of the detectors are presented.
3.1 Experimental setup
In this section, we discuss the experimental setup that was developed as part of this thesis
project. The setup comprises of two bespoke inorganic scintillator detectors for gamma-ray
detection and two plastic scintillators for charged-particle measurements. The setup also
includes a purpose-built multi-slit collimator and a computer controlled linear stage. Finally,
the setup includes different phantoms based on water, PMMA, Calcium hydroxide etc.
In particular, a dual gamma-neutron scintillator detector based on CLLB ( Cs2LiLaBr6:Ce)
was used for high energy resolution measurements of PGs. The detector was placed behind a
single-slit collimator created by two lead blocks. The second gamma-ray detector was based
on multi-arrays of LYSO detectors placed behind a multi-slit collimator based on tungsten
sheets. The purpose of this latter detector was to provide the 1D PG intensity profile along
the depth of the proton trajectory in the phantoms. Moreover, a scintillating fibre detector was
designed to measure the energy deposition of proton beams in a water phantom. To obtain
the timing of the primary proton beams, we also designed a dedicated plastic scintillator as
the start counter placed in the beam line. In the following sections, the detection systems are
32 The configuration of a new Prompt Gamma-ray Imaging detection system
presented in detail together with their performance obtained using radioactive sources in the
laboratory.
3.1.1 Targets
Fig. 3.1 shows the targets used in this project, including three solid targets and two water
phantoms. Unlike the solid targets, the liquid water was enclosed in the plastic containers
with an open slit on the top. Two sizes of water container (5×5×5 cm3 and 4×8×27 cm3)
were made in-house to stop different proton beam energies. The solid targets were made from
graphite (5×5×5 cm3, density ≈ 1.7 g/cm3), PMMA (3×3×3 cm3, density ≈ 1.19 g/cm3)
and calcium hydroxide (4 cm-length and 7 cm-diameter, density ≈ 1.32 g/cm3) respectively.
The calcium hydroxide (Ca(OH)2) cell, which was originally in powder form had been
pressed in-house into a solid disk. It could be positioned at different depths inside the water
phantom 2 to reproduce different therapy scenarios.
Figure. 3.1 A photograph of targets used in this project. There are two water phantoms with
different volumes and three solid targets made from graphite, PMMA and calcium hydroxide
respectively.
Each phantom can be placed on the top of a linear stage that can move in the beam
direction with a sub-millimetre resolution. The movement of the stage was controlled by a
laptop to ensure the scanning of the 1D PG emission along the depth of the phantom during
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the in-beam experiment. The laptop run an in-house developed software to control the linear
stage and can also be remotely controlled from e.g. the control room. As described above, the
PG yield along the depth can be recorded in the detector with the movement of the phantom
via the linear stage.
3.1.2 Single-slit collimated CLLB detection system
As discussed in section 2.1.2, the photoelectric effect and pair production probabilities
increase with the atomic number Z of the medium. To increase the gamma-ray detection
efficiency, a scintillator with relatively high density and atomic number is desired. Its
peak emission spectrum should also match the region of maximum QE of the SiPMs. For
spectroscopic studies, the detector should also provide excellent energy resolution, high light
output and fast timing response. Considering of the above factors we have chosen the CLLB
for the energy spectroscopy of the PGs.
The CLLB is a dual gamma-neutron sensitive scintillator detector that has been utilised
in homeland security (see Appendix A for the CLLB data sheet). The 6Li enriched crystal
allows for thermal-neutron detection which can be separated from a gamma-ray source via
pulse-shape discrimination (PSD) and has an excellent energy resolution of around 4 % at
662 keV for gamma-ray detection. This detector has a decay time constant of 180 ns which is
not as fast as other scintillators such as LaBr3 (16 ns) or LYSO (40 ns), but is still relatively
fast. The density of this material is around 4.2 g/cm3, which is comparable with that of the
traditional NaI(Tl) crystal with 3.67 g/cm3, see Appendix A for the properties of different
scintillators. In this project, two CLLB detectors with similar properties but different sizes
(1 inch and 1.5 inch) were prepared for the PGS study.
Fig. 3.2 is a schematic drawing of the CLLB detection system placed behind the single-slit
collimator created by two lead blocks. We introduce the definition of FoV of the collimation
system in detecting PGs that are emitted from the water phantom. The distances indicated
in Fig. 3.2 are: D stands for the diameter of the phantom, d1 represents the distance from
the front face of the collimator to the surface of the phantom, d2 represents the depth of
the collimator and w stands for the width of the open slit. The FoV of the detector can be
calculated by:






The open slit width is around 3 mm, the collimator depth d2 is around 100 mm and the
beam-to-collimator (i.e. D/2 + d1) distance is around 110 mm, defining the FoV to be around
9.6 mm. The CLLB has a volume of 1-inch in diameter and length, which was coupled
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directly to SiPMs for signal readout. A larger CLLB detector with 1.5-inch in diameter and
length was also prepared as an alternative for the PG measurements.
Figure. 3.2 Schematic drawing (top view) of a CLLB detector collimated by two lead blocks.
3.1.3 Multi-slit collimated LYSO detection system
In the meantime, we also prepared a detection system based on arrays of LYSO detectors
that align with a purposely built multi-slit tungsten collimator for absolute 1D range mea-
surements. Each of the 8 LYSO detector arrays consist of 16 crystals (4×4 array) and each
individual crystal has a size of 3.2×3.2×50 mm3, as shown schematically in Fig. 3.3. The
LYSO crystal is a dense material (7.1 g/cm3) with high atomic number and hence has high
stopping power for high energy gamma-rays compared to other scintillating materials. It also
has a rather fast decay time (42 ns), relatively high scintillating light output and a modest
energy resolution of around 10 % at 662 keV. This type of scintillating crystal has been
commercially used in medical imaging systems, such as ToF PET/CT [60–62], albeit with
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smaller lengths compared to the ones chosen here. The excellent performance of timing
resolution and high cost-effectiveness make this material an optimal choice to build the PGI
prototype. The size of each crystal channel was custom made to match the SiPMs (Hamamstu
MPPC, [63]) with 100 % fill factor for optimum light collection. The length of the crystal
was also custom made to be 50 mm, i.e. a factor of two longer than the crystals used for
PET imaging, increasing the high energy PG detection efficiency compared with traditional
PET/CT (20 mm, for 511 keV photons). We also prepared another 8 LFS (Lutetium Fine
Silicate) detectors (same configuration with the LYSO detectors) in this project. The LFS
crystal has similar properties compared to the LYSO crystal [64].
Figure. 3.3 Schematic drawing of a LYSO detector array with 16 crystals.
A total of 8 LYSO detectors were aligned with the multi-slit tungsten collimator, as shown
in Fig. 3.5 and 3.4. The pitch of the collimator is 3.2 mm, with a width (w1) of the tungsten
slabs of 1 mm and a slit gap (w2) to be 2.2 mm to match the LYSO pixel size. The height of
the collimator opening is 13 mm matching the height of LYSO detector and the depth of the
collimator d3 is 70 mm. The beam-to-collimator distance (i.e. D/2 + d4) is around 112 mm.
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All the tungsten slits were supported by four pieces of lead sheets to cover the top, bottom,
left and right sides of the tungsten collimator with the front and end surfaces open for PG
detection. The entire collimation system (lead + tungsten) was machined in-house and held
together with an Aluminium case for safety, rigidity and compactness, see Fig. 3.4.
Figure. 3.4 A photography of the multi-slit collimator with eight LYSO detector arrays
arranged behind its slits, leaving one every five slits without being seen by the detectors..
These LYSO detector arrays were placed in a row behind the tungsten collimator, and
one every five gaps of the collimator were not covered by LYSO crystals. In other words,
between each two LYSO arrays, for example LYSO0 and LYSO1 in Fig. 3.4, there was a gap
left to compensate for the thickness of external case of each LYSO detector array.
Similar to section 3.1.2, the FoV1 and FoV2 defined by the dimensions of the multi-slit
collimator can also be calculated using Eq. 3.2, and is found here to be around 9.2 mm.
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Figure. 3.5 A schematic drawing (top view) of the LYSO detector arrays that aligned behind
the multi-slit tungsten collimator and with a view of the phantom through the collimator’s
slits.
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However, there is an overlapping area between two continuous FoV s of the multi-slit colli-
mation and the projected overlapping area in the beam direction can be calculated by Eq. 3.3,
giving around 2.6 mm.




The total FoV of multi-slit collimated LYSO detector is around 130 mm, together with
the 7 gaps, one between each detector array. The proton range can be retrieved with the
statistics of PG events recorded in these 128 LYSO crystals. For this purpose, a multi-channel
readout data acquisition system (DAQ) is necessary to record the energy and timing of the
detected gamma-rays. More details regarding the multi-channel DAQ system are discussed
in section 3.2.3.
3.1.4 Fibre probe and plastic counter
As discussed earlier, the organic scintillating material, such as plastic scintillator, has a very
short decay time of fluorescence (i.e. a few nanoseconds) in a molecule, making this material
an optimum choice for fast timing measurements. Moreover, the plastic scintillator has a
similar density (around 1.05 g/cm3) with water, and can be considered as a water-equivalent
material for dosimetry purposes. In this project, we designed two detector prototypes based
on scintillating plastics for the measurements of energy and timing of incident protons.
In a parallel project, we developed a beta microprobe with thin scintillating fibres for
small animal PET activity monitoring [65]. The fibre probe consists of 5 scintillating fibres
(Saint-Gobain Model BCF-10, [66]) with a size of 250 µm each in diameter. A layer of
white paint was added as a light reflector, then another layer of black paint outside the white
layer to ensure light tightness, so the diameter of the fibre probe is around 1.45 mm. The
small amount of scintillating light was collected and amplified by a SiPM with an active
area of 1×1 mm2, as shown in Fig. 3.6. This fibre probe shows accurate timing and activity
measurements for positron emitters in small animal PET experiments. In this project work,
the fibre probe was repurposed to measure the energy deposition of proton beams along the
depth of a water phantom, as the protons interact with water via electromagnetic interactions
generating secondary electrons. The fibre-based dosimeter is water-equivalent and has a
small size, compared with traditional ion chamber that is a gas detector ( i.e. correction factor
needed for dose measurements) and has a detecting area of a few centimeters.
As mentioned in the beginning of this section, the organic scintillating material has a fast
timing response which suits the timing monitoring of the proton beam. The clinical proton
beams are usually pulsed with a radio-frequency in the tens of MHz region, corresponding to
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Figure. 3.6 A schematic drawing of the scintillating fibre probe.
a period between beam bunches that are in the tens of ns region, so we developed a plastic
scintillator counter, referred to plastic counter in this thesis, to record the incoming timing of
incident protons. The configuration of the plastic counter is shown in Fig. 3.7. A thin plastic
Figure. 3.7 A Schematic drawing of the plastic counter.
scintillator (1 mm thickness) was cut in the shape of trapezoid and coupled to a Micro-PMT
(Hamamatsu Model H12403 , [67]) for signal readout. The trapezoid shape increases the
cross section of the proton beam monitoring when the wider part of the plastic counter
was placed in the beam line, while the other side of the scintillaor matches the entrance
window of the Micro-PMT and in this way we avoid the use of light guides which may
compromise the performance. We have applied a Micro-PMT rather than a SiPM for this
counter, due to the low dark current and fast response of the Micro-PMT. It is also compact
(i.e. 30×38×15 mm3) compared with a traditional PMT and the active window for accepting
light is 1×3mm2.
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3.2 Electronics readout system, data acquisition and pulse
processing
In this section, the different DAQ systems that were used in this project are introduced
separately. In particular, the description starts with the more traditional analog signal
processing system to the digital signal processing system, and finally the compact ASICs (i.e.
application-specific integrated circuits) that were adopted for the multi-channel readout of
the LYSO arrays.
3.2.1 Analog signal processing
The first setup is based on "standard" nuclear instrumentation modules (NIM) which are
widely used for radiation measurements in nuclear physics experiments. It is shown in
Fig. 3.8, the schematic drawing of the signal processing chain regarding the measurements
of energy and count rate of the coming events. A charge sensitive module is required, known
as preamplifier to convert the current pulse to a voltage step that is proportional to the total
charge Q. This voltage pulse has a long tail in the time domain and is then converted to a
semi-Gaussian-shape pule via a shaping amplifier. After the shaping amplifier, the height of
the semi-Gaussian pulse Vpeak is proportional to the total charge deposited in the detector
and can be digitised by the analog-to-digital converter (ADC) of a multi-channel analyser
(MCA) that histograms the pulse height distribution corresponding to the energy distribution
of the incident particles. In the meantime, the pulse is also sent to a timing discriminator that
generates a fast trigger that sets a threshold for the event pick-up, which enables only events
with a pulse height larger than the threshold to be recorded in the MCA.
Figure. 3.8 A schematic drawing of the electronics readout chain in radiation measure-
ments [7].
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3.2.2 Digital signal processing
Modern electronics combine many parts of the signal processing chain listed in Fig. 3.8
to a compact digitiser module that samples and digitises the analogue input signal with
high frequency in the hundreds of MHz region (i.e. every few ns). The digitised pulse
is then processed in software rather than in hardware, which reduces the complexity and
often the cost of the readout system. Fig. 3.9 shows the block diagram of a digitiser based
signal processing chain for the radiation spectroscopy. The input analogue signal from the
SiPMs are sent to the ADC that digitise the analog pulse into discrete samples at fixed time
intervals. The samples are sent to an FPGA (field-programmable gate array) that has been
programmed with DPP (digital pulse processing) algorithms (see Appendix B for details)
to perform the energy and time measurements and pulse shape analysis of the digitised
pulses. The coincidence algorithms are also programmed in the FPGA to enable conditional
measurements between two or more channels.
Figure. 3.9 A schematic drawing of the signal processing chain with a digitiser [9].
The digitiser (DT5730 CAEN, [9]) that was used in this project can support two types
of DPP based algorithms, including DPP-PSD (pulse shape discrimination) and DPP-PHA
(pulse height analysis). The DPP-PHA offers the trapezoid method to calculate the total
energy of the input pulse with a resolution of about 16k channels (i.e. 14 bit ADC resolu-
tion). This algorithm is optimised for the gamma-ray energy spectroscopy using long-tail
pulses that are following a charge sensitive preamplifier stage in semiconductor detectors.
However, in this project, the signals from the dual-mode (neutron/gamma-ray sensitive)
scintillator detector (CLLB) were processed using the DPP-PSD algorithm that allows for
neutron/gamma-ray discrimination. As illustrated in Appendix A, the CLLB crystal has two
different decay times, fast decay(180 ns) and slow decay (1080 ns). The fractions of fast
decay and slow decay are different for gamma-rays (i.e. 61 % fast decay and 39 % slow
decay) and neutrons (i.e. 50 % fast decay and 50 % slow decay), resulting in different pulse
shapes, as shown in Fig. 3.10. This results in the decay tail of neutrons being longer than
that of gamma-rays.
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Figure. 3.10 The pulse shape discrimination of a neutron (blue solid line) and a gamma-ray
(red dash line) signal [9].
In contrast to the DPP-PHA algorithm, the DPP-PSD is based on the charge accumulation
on different time regions of the input pulses, rather than trapezoid method in PHA which
is optimised for the total energy spectroscopy using preamplified signals. In the following,
we briefly introduce the principle of DPP-PSD firmware as it is implemented in the digitiser
module DT5730. As shown in Fig. 3.11, the input signal (digitised) is split into two branches
for time pick up and charge accumulation respectively. A discriminator is applied for the
time pick-up method, including a leading edge discrimination (LED) or a constant fraction
discrimination (CFD) that can be selected. To avoid the time jitters presented in the LED
method for pulses with different amplitudes, we chose the CFD method as our time pick up
method. A threshold is applied to the discriminator to select events with amplitude higher
than the applied threshold. In parallel, in the energy branch, we can set a short and a long
gate on the time scale for charge integration of pulses as shown in Fig. 3.10. These different
integration regions enable PSD. Finally, the charge integration value and the time stamp of
an event is output for data storage and further processing in a PC. The DPP-PSD can provide
both online and offline data analysis and the data can be saved in different formats, such as
ROOT [68] that was chosen in our measurements.
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Figure. 3.11 The functional block diagram of DPP-PSD in DT5730 [9].
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3.2.3 ASICs for multi-channel readout
The digitiser module can provide digitised signal of pulses and all functionalities needed
in radiation detection. It compresses all analog electronics modules into one single device
and can support multi-channel readout (e.g. 8 channels for DT5730), a high count rate and
PSD. However, as the number of signal channels increases to several hundreds, it is not
possible to provide the energy and timing information of multi-channel detectors (e.g. 128
LYSO crystals in this project) with the DT5730 module. For this high-density multi-channel
readout, we used the PETsys TOFPET2 ASIC evaluation kit [69]. This readout product
is commercially available and was developed for time-of-flight (ToF) PET for diagnostic
medical imaging, which supports the coincidence timing measurements of positron emitters
in PET scanning. It is designed in standard CMOS technology and has an extendable number
of input channels. The fast timing pick-up and flexible input channels met our requirements
for the electronics readout of the PGI prototype.
In this subsection, we are going to introduce the hardware of the ASIC evaluation kit and
how it works for multi-channel readout in PGI application, while the electronics design of
ASICs circuit is beyond the scope of this thesis (see Appendix B for more details about the
system diagram). Fig. 3.12 shows a photograph of the ASIC evaluation kit with an experiment
setup for coincidence measurements. Specifically, the detectors connected to the ASICs were
placed in a cooling box to ensure the stability of temperature, as shown in Fig. 3.13. Then,
the signal from ASICs were transmitted to the Mother Board which corresponds to the board
on the bottom in Fig. 3.12. The middle board is named as Mezzanine and its function is
to supply the voltage of the SiPMs. The digitized data were extracted and recorded in the
laptop via the interface board (i.e. top one) which is a Gigabit Ethernet mezzanine providing
the access and control of the evaluation kit over the Ethernet port. There also is a cooling
system (i.e. a black box with two fans installed inside and outside the box) includes the
ASICs and LYSO detectors to keep the SiPMs and ASICs in a stable temperature for data
reproducibility.
The ASICs evaluation kit needs to be calibrated before the first measurement, which
includes the calibration of discrimination, TDC and QDC using the recommended ASIC
threshold settings. The data acquisition and processing were controlled by a graphical
user-interface. The results of LYSO detector tests using the ASICs tool kit is illustrated in
section 3.3.1.
So far, we have introduced the PG detector prototype, which includes a collimated
CLLB detector for the high-resolution spectroscopy, a number of LYSO detector arrays
for the 1D PG intensity profile, a scintillating fibre-based probe for the energy and timing
measurements of proton beams and a plastic counter to monitor the beam structure of the
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Figure. 3.12 The ASICs setup connected with the SiPMs of two small LYSO detectors for
coincidence measurements.
Figure. 3.13 A schematic drawing of the ASICs tool kit for radiation detection.
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incoming protons. We have also covered the electronics DAQ system for the signal processing
of those scintillator based detectors. All the detectors have been tested initially in our nuclear
application laboratory using the presented DAQ systems. In the following section, we show
some of the important results that characterised those detectors regarding their energy and/or
timing resolution.
3.3 Characterisation of scintillating detectors
3.3.1 Energy resolution of CLLB and LYSO detection systems
Firstly, we calibrated the CLLB with two commonly used radioactive sources, 137Cs with a
gamma-ray line at 662 keV and 152Eu using the 344, 779, 964, 1117 and 1408 keV gamma-
ray lines. The experimental setup is shown in Fig. 3.14 and includes a digitiser and laptop
for data acquisition. The collected pulses were processed offline rather than using the online
DPP algorithms.
Figure. 3.14 The experimental setup for the energy spectroscopy of two gamma-ray sources
(137Cs and 152Eu) detected by the CLLB detector.
The uncalibrated energy spectrum of 137Cs and 152Eu is illustrated in Fig. 3.15 of which
the highest intensity peak is the 662 keV from 137Cs. The peak follows a Gaussian distribution
and is fitted with a Gaussian function, as shown in Fig. 3.15. Similarly, gamma-ray peaks
from 152Eu were also fitted using the same algorithm to obtain the corresponding centroids,
plotting centroid channel versus energy as the calibration function. In Fig. 3.16, we fitted
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Figure. 3.15 The uncalibrated energy spectrum of 137Cs and 152Eu in the CLLB detector.
The energy peak at 662 keV was fitted with a Gaussian function.
the six calibration points with a linear function giving the relationship between energy and
channel by Eq. 3.4:
Channel = 5.25×Energy+58.92 (3.4)
Energy [keV]















Figure. 3.16 The fitted linear function of channel energy for the calibration of the CLLB
detector.
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The above function (Eq. 3.4) was used to calibrate the histogram displayed in Fig. 3.15,
resulting in the calibrated gamma-ray energy spectrum shown in Fig. 3.17. Thus, the energy
resolution of the CLLB at 662 keV can be calculated by Eq. 3.5, where FWHM equals to
σ×2.355, which is around (5.12 ± 0.03) %. The results is slightly worse than the previous




















Figure. 3.17 The calibrated energy spectrum measured by the CLLB detector.
The LYSO detector arrays were also tested with the ASICs for gamma-ray spectroscopy
of 137Cs and 22Na (22Na was not used for the calibration of CLLB detector), see Fig. 3.18.
Data from a total of 128 channels were recorded in the QDC mode and then processed via
the DAQ software that converts the binary data to ROOT file. In the QDC mode, the total
charge of a pulse was integrated in timescale, which was recorded as energy in the ROOT
file. The plotted energy (charge) spectrum is shown in Fig. 3.19 with three distinct peaks at
511, 662 and 1275 keV. It is important to point out that the LYSO crystal is a Lutetium based
scintillator with a naturally occurring radioisotope 176Lu that decays into three gamma lines
at 88, 202 and 307 keV. The gamma-ray events at low charge range in Fig. 3.19 are from
176Lu decays (i.e. the first tiny peak is the 202 keV gamma line and the 307 keV peak is
mixed with the Compton edge of the 511 keV peak).
Similarly, the calibrated function of LYSO can be extracted from the histogram displayed
in Fig. 3.19 with only three gamma lines, from 22Na and 137Cs, as labelled in the figure. The
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Figure. 3.18 The experimental setup for the energy measurement of a point gamma-ray
source 22Na and 137Cs detected by the LYSO detectors.
Charge [a.u.]
















Figure. 3.19 The uncalibrated energy spectrum of 22Na and 137Cs measured by the LYSO
detector arrays at channel 122 (arbitrary channel).
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energy calibration curve plotted is non-linear at 1275 keV, assuming it is linear at low energy
range. In contrast to the CLLB which has a large surface covered with many SiPMs for
light collection, a single LYSO crystal has a light-readout area of 3.2×3.2 mm2 (front face)
coupled with an SiPM of the same size. The microcell size in each SiPM is 25 µm2, resulting
in a total of 14336 microcells in the SiPM’s active area. As mentioned in section 2.3.2, each
Energy [keV]
















Figure. 3.20 The calibration curve of energy versus charge for the LYSO detector at channel
122. The effect of non-linearity is already evident at 1275 KeV.
microcell can only be fired by a single photon and remains inactive (dead) for a time period
of about 100 ns. The light output of LYSO crystal is 29000 photons per MeV gamma-ray.
Thus, the total light output is around 36975 photons at 1275 keV. Considering the QE (40 %)
of the SiPM, the number of photons that can be detected by the SiPM (around 14790) is
comparable the total microcells in the active area (14336), so the probability to hit a "dead"
microcell is high and the SiPM gets saturated significantly at 1275 keV, causing non-linearity
at high energy gamma-ray range (>1000 keV).
It is also possible to calibrate the LYSO detector roughly with a linear function, while the
energy resolution was reduced (i.e. around 12.7 % at 662 keV), as displayed in Fig. 3.21).
The non-linearity of the SiPM saturation at high energy region is not a problem in our
experiment, since we do not expect high-resolution energy spectroscopy from the LYSO
detector.
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Figure. 3.21 The calibrated energy spectrum of 22Na and 137Cs measured in the LYSO
detector arrays at channel 122 (arbitrary channel).
3.3.2 The coincidence timing resolution between the CLLB and LYSO
detector
The timing response is also one of the most significant properties of scintillator detector
for the PGI application. The organic scintilllators usually have a much shorter decay time
than the inorganic scintillators due to the different fluorescence processes in the material.
However, some inorganic crystals also possess fast decay time, such as LYSO (42 ns) , LaBr3
(25 ns) and BaF2 (0.87 ns for fast decay),while the CLLB crystal has a decay time of 180 ns
for gamma-rays. Not only the crystal itself but also the electronics affect the timing response
of a detector system.
We tested the coincidence timing resolution of the CLLB and LYSO detectors, as shown
in Fig. 3.22. A 22Na radioisotope source was placed in the middle of the CLLB and LYSO
detector (i.e. signal from one crystal was extracted), generating two coincidence 511 keV
photons emitted back to back detected by the two detectors that were placed head to head.
Then, signals from those two detectors were connected to channel 0 and 1 in the digitiser
operating in DPP mode and with a coincidence timing window of 90 ns between the channels.
Fig. 3.23 shows the energy spectra from those two detectors for coincidence gamma-rays
detected within the 90 ns timing window. There are two peaks in the graph, representing
the coincidence 511 keV photons detected in the CLLB and LYSO detector. To obtain the
coincidence timing distribution, the timing differences of each pair of correlated hits are
considered, which gives the left histogram in Fig. 3.24. The random events can be further
rejected by applying an energy window around the 511 keV peaks to select only full energy
events in Fig. 3.23. Finally, the improved timing distribution with only true coincidence
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Figure. 3.22 The coincidence timing resolution measurements of the CLLB and LYSO
detector.
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Figure. 3.23 The energy spectra from LYSO (left) and CLLB (right) detector, recorded in a
coincidence timing window of 90 ns for 511 keV photons (i.e. peaks in the graph).
events that is displayed on the right histogram of Fig. 3.24. The coincidence resolving time
was estimated with a Gaussian fitted peak, giving a FWHM time resolution of (4.9±0.1) ns.
The statistics are low due to the small cross section of the LYSO crystal (3.2×3.2 mm2).
3.3.3 Energy measurements of fibre and plastic counter
The organic scintillators were also tested using the digitiser operating in DPP-PSD mode
for the energy measurement of an electron source (90Sr) and a gamma-ray source (22Na), as
illustrated in Fig. 3.25 for the experimental setup. This material is usually applied in nuclear
physics experiments for charged particle detection.
The small SiPM (1×1 mm2) coupled to the fibre probe generates a discrete output when
illuminated with low-level light (i.e. low number of photons), such as scintillating light
generated from the fibre. The photoelectron spectrum from the SiPM itself is shown in
Fig. 3.26, recorded from the dark counts of the SiPM and background radiation. These peaks
indicate the single-photon detection, i.e. the first peak corresponds to the detection of a single
photon. The 90Sr energy spectrum was also plotted in the same graph (Fig. 3.26, top). The
real energy spectrum was obtained from the subtraction of those two histograms, plotting
on the bottom graph in Fig. 3.26. Similarly, the spectra of 22Na is illustrated in Fig. 3.27, in
which case the statistics are low due to the small size of the probe and the small cross section
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Figure. 3.24 The time difference distribution of the CLLB and LYSO detector (left). The
improved distribution after applying an energy cut on the 511 keV peak for both detectors
(right).
Figure. 3.25 The experimental setup for the energy response of a fibre probe and plastic
counter.
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of gamma interaction in the probe. The gamma-ray spectrum is a reference for us, since we
would like to use the probe for proton energy deposition in a water phantom.
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Figure. 3.26 The energy spectra of 90Sr with SiPM dark count (noise) in the fibre probe (top).
The real energy histogram corresponding to 90Sr once the background spectrum is subtracted
(bottom).
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Figure. 3.27 The energy spectra of 22Na with SiPM dark count (noise) in the fibre probe
(top). The real energy histogram corresponding to 22Na once the background spectrum is
subtracted (bottom). The thresholds for both cases were slightly different.
The micro-PMT coupled to the plastic counter will not generate discrete output down
to single photon level and the background noise form the PMT is negligible. Fig. 3.28
56 The configuration of a new Prompt Gamma-ray Imaging detection system
represents the energy spectra form a 90Sr and 22Na source that were plotted in the same graph
for comparison. The plastic counter has a larger size allowing a higher detection efficiency,
so the statistics in the spectra are much higher than that in the fibre probe. The statistics of the
electron spectrum in Fig. 3.28 are also much higher than that of the gamma sources, which is
consistent with the results we observed in the fibre probe. As mentioned in section 3.1.4, the
plastic counter was designed to record the arrival time of the proton beam in the experiment.
This simple test using an electron source indicates the plastic counter reacts well for charged
particles in terms of energy and timing information.
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Figure. 3.28 The energy spectra of 22Na (in black) and 90Sr (in blue) in the plastic counter.
3.4 Summary
The configuration of the PGI detector developed and used in this project was described in
detail. Namely, a monolithic CLLB detector for the PG energy spectroscopy, an array of
LYSO crystals for the 1D PG intensity distribution along with the target and a fibre probe
for the energy and timing of proton beams hitting a water phantom. Also, we assembled a
dedicated plastic counter for the timing measurements of incident protons. The different
electronic readout chains and DAQ systems were also presented.
Finally, the results of detector response to low-energy gamma-rays and electrons were
presented. The energy resolution of the CLLB is around 5.1 % and that for one of the LYSO
pixels is around 12.7 % at 662 keV. The linearity of energy response in the CLLB is much
better than that in the LYSO, due to the smaller saturation of the SiPMs. The non-linearity
in LYSO becomes obvious at 1275 keV. The coincidence timing resolution between the
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CLLB and a pixel of LYSO is around 4.9 ns (FWHM). Finally, the energy spectra of 22Na
(i.e. gamma-ray source) and 90Sr (i.e. electron source) measured in both the fibre probe and
plastic counter show similar properties, apart from the background noise recorded in the fibre




Monte Carlo Geant4 simulation
MC simulation is a critical toolkit in particle and nuclear-related physics, which is powerful,
flexible and has also been applied widely in medical physics [70]. In this project, the MC
Geant4 simulation [71] (version 10.5.p00) was applied to study the properties of secondaries
generated in a proton-irradiated phantom regarding the particle energy, timing, angular
momentum and statistics etc. Dedicated simulation codes were used to study the range
uncertainties estimated from novel PG methods, such as PGI, PGS and PGT via a perfect
‘ring’ detector in the simulation so that the minimum range error can be deduced for each of
those methods. Finally, the realistic detector responses of our PGI prototype were examined,
including the PG energy in the CLLB, the 1D PG intensity profile in the LYSO arrays and the
energy and timing of proton beams in the fibre probe. In this chapter, we present the results
that were obtained from the Geant4 simulations for the different detector configurations.
4.1 Secondaries produced in a proton-irradiated phantom
Understanding the secondaries produced in a proton-irradiated phantom is essential to design
the PG detector prototype. In this section, the results from a simple cylindrical phantom
irradiated with proton beams at different energies to rigorously study the properties of emitted
secondaries (i.e. PGs, neutrons and secondary protons) are presented.
4.1.1 Methods
As shown in Fig. 4.1, a cylindrical water phantom with a size of 5 cm in diameter and 30 cm
in length, was implemented as the sensitive volume. The properties of proton beams are
chosen to be comparable with those applied in clinical PT, with a beam energy spread of
0.2 % (Eσ /E = 0.2 %, sigma of Gaussian distribution). The starting position of the beam is
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considered at 6 cm upstream from the front face of the phantom. The physics lists included
in the simulation were QGSP-BIC-HP [72], Emstandard-opt4 [73] and Radioactive Decay,
as suggested by other authors [74–76].
Figure. 4.1 The cylindrical phantom implemented in Geant4 simulation to study the effect of
secondary radiation.
The package QGSP-BIC-HP involves the binary light-ion cascade model which was
applied for the hadronic processes in the simulation. In the meantime, the radioactive decay
model was activated to model the de-excitation of produced excited nuclei and the standard
electromagnetic model Emstandard-opt4 was applied for the EM interactions of related
particles and in particular to account for the precise treatment of gamma-ray interactions
with matter (i.e. include the Doppler broadening due to Compton scattering from atomic
electrons). For simplicity, the scintillator detectors incorporated into the Geant4 simulation
was considered as perfect in terms of energy and timing resolution (optical processes were
not considered).
4.1.2 Range and secondary radiation
The pristine BPs based on the Geant4 simulation are plotted in Fig. 4.2, displaying the
dose-depth curves for various proton beam energies ranging from 38 to 200 MeV in a water
phantom. The number of incident protons for each run is the same, 106. With the increase
of incident proton energy, both the surface and BP dose decrease. Moreover, BP is sharper
when the incident beam energy is lower, and it gets broader for higher energies due to the
increase of energy straggling.
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Figure. 4.2 A GEANT4 simulation of the Bragg curves for different proton beams at various
energies ranging from 38 to 200 MeV in a water phantom as calculated by the simulation.
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Figure. 4.3 A GEANT4 simulation of the statistics of secondary particles (i.e. neutrons,
secondary protons and PGs) along the depth in a water phantom irradiated with a proton
beam at 150 MeV (the dash line indicates the BP).
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As the incident proton beams slow down in the phantom, secondary radiations were
generated along the beam path instantly. Those secondary radiations consist of neutrons,
PGs, scattered protons, electrons, positions and other ions, among which we are particularly
interested in neutrons and PGs since they are highly penetrating. Fig. 4.3 shows the statistics
of secondaries along the depth in a water phantom. The dash line represents the BP (scaled)
and those three solid lines indicate the profile of secondary protons, neutrons and PGs
respectively. The production of neutrons decreases with the slowing down of incident beams
and it drops considerably near the BP region. In contrast, the yield of secondary protons
and PGs follow the trend of the Bragg curve that has a boost near the BP, then suddenly
goes down where the incident protons stop. This can be explained by the increase of cross
section of nuclear-induced reactions as the incident beam slows down, giving the maximum
value at around 20 MeV which is approaching the fall-off region. It is also noted that the
emission of neutrons is higher than that of the PGs for most of the range besides the BP
region. These fast neutrons penetrate the phantoms and introduce substantial background
noise in the detection of useful signals (i.e. PGs).
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Figure. 4.4 A GEANT4 simulation of the statistics of PGs generated along the depth in a
water phantom irradiated with proton beams at various energies raging from 38 to 200 MeV.
In particular, the emission of PGs and neutrons emitted at different depths along the proton
trajectory for various beam energies is summarised in Fig. 4.4 and Fig. 4.5, respectively.
First, the PG yield at the surface region of the phantom has a maximum at 38 MeV, which is
about 35 % higher than that from high energy proton beams such as at 150 and 200 MeV. The
higher PG production at low beam energy is related to the nuclear cross section. In contrary,
the production of neutrons is lowest at 38 MeV, and it increases with the incident beam
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Figure. 4.5 A GEANT4 simulation of the statistics of neutrons generated along the depth in a
water phantom irradiated with proton beams at various energies raging from 38 to 200 MeV.
energy across the water phantom. Thus, the production of PGs and neutrons is correlated to
the cross section of nuclear interactions.
4.1.3 Properties of secondary radiation
The properties of secondary radiation are studied in this section, including the particle
energy, time and angular momentum. First, the energy distributions of those secondaries are
presented in Fig. 4.6, where there are prominent gamma lines ranging from 0 to 10 MeV.
However, the distribution of neutrons and secondary protons are ranging from 0 to the energy
of incident beams without specific peaks.
In addition, the angular distributions versus energy of secondary radiations are plotted
in Fig. 4.7 with PGs shown on the left, neutrons in the middle and secondary protons on
the right. The negative and positive values of cos(θ ) refer to the emitted direction of the
secondaries with respect to the incident beam direction, giving positive values as forward
and negative values as backward direction. It is evident that there are more neutrons and
secondary protons produced in the phantom travelling in the forward direction (i.e. incident
beam direction), especially for high energy particles, since these emitters carry a part of
the momentum from the incident protons when they were just created inside the phantom.
Furthermore, the 1D angular distribution of PGs is displayed in Fig. 4.8, indicating more
PGs are travelling in the forward direction. Verburg et al [6] point out that PGs emission
generally is not isotropic and various angular dependence are possible depending on the
quantum properties of excited nuclear level. They also suggest that each gamma line has
a different double differential cross section, which also depends on the proton energy and
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Figure. 4.6 A GEANT4 simulation of the energy spectra of various secondaries produced in
a water phantom irradiated with proton beams at 150 MeV.
the Doppler broadening due to nuclear reaction kinematics is a factor that is specific to each
nuclear reaction. Here, we have plotted the angular distribution of PG emission with energy
higher than 1 MeV and we only notice more PGs travel in the forward direction.
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Figure. 4.7 A GEANT4 simulation of the angular distribution versus energy for various
secondaries (PG on the left, neutron in the centre and secondary protons on the right)
produced in a water phantom irradiated with a proton beam energy of 150 MeV.
The starting point of the timing distributions of PGs depends on the initial beam energy
(i.e. the velocity of the beam), requiring longer time to reach the surface of the phantom at
lower beam energy (see Fig. 4.9). The width of the timing distributions is also related to the
beam energy, which means it takes longer for the high energy protons to stop. Fig. 4.9 shows
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Figure. 4.8 A GEANT4 simulation of the angular distribution of PGs produced in a water
phantom irradiated with a proton beam energy of 150 MeV. There is a slight preference for
gamma-ray emission in the forward direction (y-axis is zoomed in).
timing spectra of PGs from various energies ranging from 38 to 200 MeV when the starting
time t = 0 is considered 6 cm before the beginning of the phantom entrance window. When
examining the timing spectrum of the 65 MeV proton beam in detail, one can notice a small
peak near the end of the distribution in Fig. 4.10 (see dashed line).
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Figure. 4.9 A GEANT4 simulation of the timing spectra of PGs produced in a water phantom
irradiated with proton beams at various proton beam energies ranging from 38 to 200 MeV.
To examine the origin of this peak, the timing distribution for specific gamma-ray energy
peaks are illustrated in Fig. 4.10. The energy-gated timing spectra are much sharper than
the total timing spectrum, indicating there is a higher probability for the emission of specific
gamma lines (i.e. 4.44 and 6.13 MeV) at different depth regions. Thus, the small peak seen
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Figure. 4.10 A GEANT4 simulation of the timing spectra of PGs gated for specific energy
peaks (i.e. 4.44, 5.24 and 6.13 MeV) produced in a water phantom irradiated with a proton
beam energy of 65 MeV.
in the total PG timing distribution (dashed line) arises from the sum of PGs originating from
specific reactions. In other words, the peak in the timing spectra reflects a maximum in the
energy differential cross section for given reaction channels, e.g. for 6.13 MeV gamma-ray
production intensity is maximum near the end of the proton trajectory when their energy is
low while the 4.4 MeV that corresponds to an alpha knockout from 16O shows a maximum
much earlier when the protons still have substantial energy. Finally, for completeness, the
timing spectra of secondary neutrons for various proton beam energies are displayed in
Fig. 4.11, showing an increased emission probability for a higher incident beam energy and a
decreasing emission probability as the different energy beams slow down.
4.2 The statistics of prompt gamma-rays
After the discussion of the properties of secondary radiations produced in the phantom, we
concentrated on the statistics of PGs with regards to depth, medium and timing. The statistics
are normalised to the total number of incident protons and the geometry of the simulation
is the same as the one described in section 4.1.1 with a cylindrical water phantom as the
scoring volume.
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Figure. 4.11 A GEANT4 simulation of the timing spectra of neutrons produced in a water
phantom irradiated with proton beams at various energies ranging from 38 to 200 MeV.
Table 4.1 The nuclear reactions of interest in water (H2O) and the generated gamma-rays.





4.2.1 Statistics of specific gamma lines in the PGS
The three gamma lines of interest are the 4.44 , 5.24 and 6.13 MeV seen in Fig. 4.12, which
shows the PG spectra obtained for various incident proton beam energies ranging from 38 to
200 MeV. Those gamma lines are produced from the de-excitation of nuclear-induced excited
states in different isotopes as summarised in Tab. 4.1. From Fig. 4.12 the total emission of
PGs is proportional to the incident energy of proton beams when the phantom was irradiated
with the same number of incident protons (106, number was chosen by considering both
statistics and computing time), and the statistics of those three prominent gamma lines are
summarised in Table. 4.2. It is noticeable that the peaks at 4.44 and 5.24 MeV are wider than
that at 6.13 MeV, reflecting the production mechanism and lifetime of the populated states;
the statistics at 4.44 MeV is the highest, while that at 6.13 MeV is the lowest for all proton
beam energies, besides the 38 MeV. From those results, the expected gamma-ray yield at
different beam energies can be estimated in experiments.
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Figure. 4.12 A GEANT4 simulation of the energy spectra of PGs produced in a water
phantom irradiated with proton beams at various energies ranging from 38 to 200 MeV.
Table 4.2 The statistics of generated gamma-rays in water for proton beam at various energies.
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4.2.2 The retrieved PG intensity profile
The PG energy versus depth distribution is plotted in Fig. 4.13 for all PGs produced in the
water phantom with incident beam energy of 150 MeV. As discussed earlier, the statistics
of prominent gamma lines at 4.44 and 6.13 MeV increase as a function of depth, reaching
the highest near the fall-off region (i.e. BP) Thus, it is desirable to retrieve the PG emission
along the depth using those specific gamma lines for the range verification in PT. Fig. 4.14
shows the comparison of BP (dash line, scaled) and the PG profiles retrieved for selected PG
peaks. It is obvious that the PG intensity profile retrieved from the 6.13 MeV is the most
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Figure. 4.13 A GEANT4 simulation of the energy versus depth distribution of PGs produced
in a water phantom irradiated with a proton beam at 150 MeV. It is clear that the intensity
of the 5.24 MeV gamma-ray spreads at a wide range of depth, while that of the 6.13 MeV
peaks at depths near the BP (indicated with the horizontal line).
proximate to the BP while that from 5.24 MeV is far away from the BP. However, the total
PG emission probability from 6.13 MeV (0.45 %) is the smallest compared with that from
4.44 MeV (1.40 %) or 5.24 MeV (0.98 %), as listed in Table. 4.2, so most often the total
emission from all those three peaks is used to obtain the PG profile experimentally (i.e. the 3
- 7 MeV region is most often used).
4.2.3 PGS and PGT in various media
In this section, we focus on the statistics of PGS and PGT in different target media under
the same beam conditions, since the heterogeneity of the target is commonly seen in clinical
practice. Three target media were studied in Geant4 simulation for proton beams at 150 MeV,
including water, PMMA and graphite. Water (H2O) is the most common composition in
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Figure. 4.14 A GEANT4 simulation of the statistics of PGs gated at specific energy peaks
(4.44, 5.24, and 6.13 MeV) versus depth in a water phantom irradiated with proton beams at
150 MeV (the dash line was scaled).
Table 4.3 The interested nuclear reactions and the statistics of the corresponding PGs in
various target media.
Material nuclear reaction gamma ray energy statistics per proton
Water (H2O) 16O(p,x)12C∗ 4.44 1.4×10−2
16O(p,x)15N∗ 5.24 9.8×10−3
16O(p,p′)16O∗ 6.13 4.5×10−3




Graphite (C) 12C(p,p′)12C∗ 4.44 9.9×10−3
human tissues; PMMA (C5H2O8) has a density of 1.18 g/cm3 that is nearly water-equivalent
and has the advantage that it is solid and it includes 12C, and graphite is the simplest material
which only consists of naturally occurring Carbon, i.e. mostly 12C. Fig. 4.15 shows the
energy spectra of PGs from these three media when irradiated with proton beams at 150 MeV.
The PG yield from water is higher than that from the PMMA regarding all those three
prominent peaks (4.44, 5.24 and 6.13 MeV), while there is only one strong peak at 4.44 MeV
from the graphite medium. The summarised PG emission is illustrated in Table. 4.3, from
which we can conclude that the PGS is closely related to the constitutions of the target media.
In other words, it is possible to estimate the media via measuring the PG emission at certain
gamma-ray energy peaks.
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Figure. 4.15 A GEANT4 simulation of the energy spectra of PGs produced in various
phantom (water, PMMA and Graphite) irradiated with a proton beam energy of 150 MeV.
Table 4.4 The simulated PGT and the corresponding statistics from various target media for a
proton beams energy of 150 MeV.
Material Timng cut [ns] Statistics per proton
Water (H2O) 0.2-2 8.9×10−2
PMMA (C5O2H8) 0.2-2 6.7×10−2
Graphite (C) 0.2-2 7.0×10−2
Similarly, the PGT spectra for these three targets are plotted in Fig. 4.16, generated for a
number of 106 incident protons at 150 MeV. The width of the PGT distribution is related to
the composition of the material, giving a longest range (longest time) for water (i.e. lowest
density). Moreover, the shape of the spectra is different, with an obvious fall-off peak for
the graphite target generated by the large cross sections of specific nuclear reactions (e.g.
12C(p,p′ γ 4.44 MeV)12C∗) near the BP region. The statistics of those spectra is listed in
Table. 4.4, which gives the total emission of PGs integrated along the x-axis (i.e. timing).
Thus, it is also possible to quickly detect the heterogeneity of the target in the experiments
via the measurement of PGT.
From this section, it is becoming evident that the heterogeneity of targets can be monitored
quickly via both PGS and PGT, while it is also possible to deduce the composition of
the target materials by the PG emission of specific gamma lines that were produced in
characteristic nuclear reactions such as the ones shown in Table. 4.3. It is required that the
detector has an excellent energy resolution for the spectroscopy analysis in PGS. On the
other hand, a fast timing response of the detector is a necessity in PGT, which can be used to
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Figure. 4.16 A GEANT4 simulation of the timing spectra of PGs produced in water, PMMA
and Graphite phantoms when irradiated with a proton beam of 150 MeV incident energy.
The starting position of the proton beam is 6 cm upstream the phantom entrance window.
monitor the heterogeneity efficiently rather than retrieving the detailed material composition
quantitatively.
4.3 Range errors using PG methods
In this section, we discuss the relative range uncertainties using different PG methods,
including PGI, PGS and PGT that have been studied widely in PT. A cylindrical surface
surrounds the water phantom, as seen in Fig. 4.17, which is placed 22 cm away from the
centre of the beam line. The scoring surface acts like a perfect scoring “ring” detector that
records the energy and timing of the coming PGs. In addition, the PGs were filtered by an
energy cut at 1 MeV and an angular selection from 88.3 to 91.7 degree with respect to the
beam direction to compare the sensitivity of those range verification methods. This is not a
direct comparison of the range uncertainties for those three PG methods, as different analysis
methods were applied for each of them.
4.3.1 PGI
The most straightforward method of range verification is PGI that monitors the emission of
PGs along the depth of a phantom (i.e. 1D PG intensity profile). This method is validated for
both the absolute and relative range verification and requires minimal data manipulation. The
simulated 1D PG intensity profiles are plotted in Fig. 4.18 with various lengths of phantom
shift (the movement of phantom upstream) ranging from 0 to 4 mm. A sigmoid function
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Figure. 4.17 A perfect ‘ring’ detector defined in Geant4 simulation.
Table 4.5 The simulated PG range with various lengths of phantom shift. A total of 108
protons (number was chosen when the statistical error is small and computing time is
acceptable) were applied for each case.





was applied to fit the fall-off region of the profile, as illustrated in the figure. The function is
basically an error function with four parameters:
Sigmoid = c× erfc[a× (z−b)]+d (4.1)
where z is the target depth, erfc is the complementary error function with four parameters a,
b, c and d; b corresponds to inflection point of the error function which was confirmed to
be close to the proton beam range [77], referred to ‘PG range’ in this thesis. The PG range
(i.e. evaluated parameter b) and its uncertainty given by the fit is summarised in Table. 4.5. It
is noticeable that the difference of PG ranges among those four cases is consistent with the
corresponding length of phantom shift and even a 1 mm-shift is detectable with the given
incident proton statistics (i.e. 108).
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Figure. 4.18 A GEANT4 simulation of the PG profiles (i.e. selected gamma-ray energy more
than 1 MeV) recorded in a perfect ‘ring’ surrounded a water phantom. The water phantom
was shifted in the beam direction up to 4 mm and the applied incident beam energy was at
150 MeV.
Table 4.6 The simulated PG range errors and the corresponding statistics of incident protons
for the no phantom shift case.
Proton numbers Square root of proton
numbers
PG range [mm] Error [mm]
106 1000 154.86 1.56
5×106 2236 155.77 0.43
107 3162 157.23 0.30
5×107 7071 157.23 0.13
108 10000 157.20 0.09
To study the range uncertainty for various incident proton statistics, the PG intensity
profiles were simulated for proton numbers ranging form 106 to 108 with no phantom shift.
Table. 4.6 displays the PG range and the corresponding error for proton statistics. The range
error is inversely proportional to the square root of the proton statistics, and is found to be
around 1.56 mm when the simulated number of protons was 106 and 0.09 mm when that was
108. The relationship between range errors and proton statistics is critical in experiment for
the estimation of beam current and the configuration of detector prototype.
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4.3.2 PGS
The energy spectra of PGs obtained by the simulation are plotted in Fig. 4.19 for various
lengths of phantom shift, increasing from 0 to 4 mm. The prominent gamma lines at 4.44,
5.24 and 6.13 MeV are clearly identified and the statistics of those peaks shows small
fluctuations in those four cases. To estimate the statistics of those spectra, we divided
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Figure. 4.19 A GEANT4 simulation of the PGS (i.e. selected gamma-ray energy higher than
1 MeV) scored in a perfect ‘ring’ surrounding the water phantom at various positions. The
water phantom was shifted in the beam direction up to 4 mm and the applied incident beam
energy was 150 MeV.
each of the histograms with phantom shift at 1, 2 and 4 mm to the histogram without a shift
respectively. The ratios obtained from the division of the above three cases are displayed in
Fig. 4.20, which gives the ratio distribution regarding energy with coarse binning. Those ratio
distributions were fitted via a constant function (i.e. the mean) from 4 to 6 MeV, extracting
the average value of the ratio within the energy window.
The average ratio and sigma were summarised in Table. 4.7. The mean of ratio increases
with the length of phantom shift, giving the highest ratio at 4 mm (1.10) and is 0.08 higher
than that with 1 mm shift. However, the 3 σ of the ratio is around 0.13, making it challenging
to detect a phantom shift less than 3 mm.
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Figure. 4.20 A GEANT4 simulation of the ratio distribution of PGS detected in a perfect
‘ring’ surrounded a water phantom at various positions. The water phantom was shifted in
the beam direction up to 4 mm and the applied incident beams was 150 MeV.
Table 4.7 The PGS ratios for each phantom shift. A total of 108 protons were applied for
each case.
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Table 4.8 The PGT with various lengths of phantom shift. A total of 108 incident protons
were applied for each case.
Phantom shift [mm] Mean [ns] Sigma [ns] Mean error [ns]
0 2.340 0.100 0.004
1 2.346 0.100 0.003
2 2.353 0.097 0.004
4 2.380 0.094 0.003
4.3.3 PGT
Apart from the energy, the timing of the PGs can also be utilised for the relative range
verification. Fig. 4.21 shows the timing spectra of PGs for various phantom shifts. There
are peaks at the end of the range that were fitted with gaussian functions, displayed with
solid lines. Those fitted parameters are summarised in Table. 4.8, including the mean, σ
and the error of the mean. As noticed in Fig. 4.21, the mean value of those timing spectra
shifts to the right side with increasing phantom shift. The timing difference (i.e. mean value)
for a 1 mm-shift is less than 10 ps, and that for a 4 mm-shift is around 40 ps. However, the
σ of the Gaussian fitted peak is around 100 ps due to the geometry of the detector (i.e. a
5 cm-length ‘ring’).
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Figure. 4.21 A GEANT4 simulation of the PGT (i.e. selected gamma-ray energy higher than
1 MeV) scored in a perfect ‘ring’ detector surrounding a water phantom placed at various
positions (shifts from 0 to 4 mm). The incident proton beam energy was 150 MeV.
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4.4 Detector response for PGs
After the introduction of some methods for range verification via detecting PGs, the detector
response of our detection prototypes are also simulated, including that in the CLLB detector,
the LYSO arrays and the fibre probe. For simplicity and computational efficiency, the optical
processes in the scintillators and the electronics readout components were not applied in the
simulation. Moreover, the results presented here were extracted form the sensitive volumes
(i.e. scintillating detectors) assuming perfect energy and timing resolution. The simulated
geometry is presented in Fig. 4.22. For details on detector dimension and configuration see
Chapter 3, section 3.1.
Figure. 4.22 The experimental setup defined in Geant4 simulation.
4.4.1 CLLB detector response
Fig. 4.23 gives the histograms of the total energy deposited in the CLLB, for a proton beam
energy of 150 MeV impinging on a water phantom. The spectrum in blue was generated
with a timing cut at less than 2.6 ns. The background noise reduces by nearly 10 times when
the timing cut is applied, rejecting most of the neutron-induced signal from the phantom and
collimators. Hence, the peak-to-noise ratio has been improved after the timing cut, showing
the prominent peak at 4.44 MeV together with its double (d.e.) and single (s.e.) escape peaks,
as labelled in Fig. 4.23. The s.e. and d.e. peaks are strong due to the small size of the detector
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crystal (1.5 inch). Other interesting gamma lines at 5.24 and 6.13 MeV were not obvious
due to the statistics of incident protons (1010, a high number to have enough statistics in the
detector) simulated in each run. As discussed in section 4.1.2, the yield of neutrons increases
significantly with the incident proton beam energy, so that a timing cut is required for a clear
PGS in PT when the incident proton energy is relatively high (i.e. more than 100 MeV).
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Figure. 4.23 A GEANT4 simulation of the simulated energy spectra of secondary radiation
detected in the CLLB with and without a timing cut. The water phantom was irradiated with
a proton beam energy of 150 MeV.
The timing spectra scored in the CLLB is shown in Fig. 4.24, presenting a sharp Gaussian
peak at 2.4 ns and a broad peak and long tail after 2.6 ns. The Gaussian peak is the real
timing spectrum of the PGs, while the broad peak and long tail are from the neutron-induced
signal. Thus, the timing cut applied for the energy histogram was selected as 2.6 ns, which
rejects most of the neutron-induced background noise. Even though the CLLB is simulated
with perfect timing resolution, the FWHM for the timing peak is still around 235 ps due to
the range straggling of the proton beam near the end of the BP and the gamma-ray interaction
position in the CLLB crystal (i.e. 3 cm length corresponds to about 100 ps in time, depending
on if the gamma-ray interacted at the front or the back of the crystal).
4.4.2 LYSO detector response
The 2D distribution of secondary radiation yield as scored in the LYSO arrays (i.e. 128
crystals) is shown in Fig. 4.25. An energy selection window from 1.3 to 6 MeV has been
applied for each pixel to reject the gamma-rays at both low and high energy region which
are not related to the range information. To visualise the statistics in beam direction (i.e.
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Figure. 4.24 A GEANT4 simulation of the timing spectrum of secondary radiation scored in
the CLLB, for a proton beam energy of 150 MeV.
depth), we plotted the 1D projection of the 2D mapping on the x-axis (see Fig. 4.26). The PG
intensity profile is displayed with 8 LYSO detectors behind the multi-slit tungsten collimator,
in which case the statistics on each column (i.e. 4 crystals) of the detector has been summed
up and presented in the y-axis. It is noticed that there are more statistics on the entrance
part of the detecting window, due to the design of the collimation system (two pieces of
lead sheet on the two sides), producing more neutron-induced background. Besides, some
radiations were detected even after the fall-off region, which is also from the neutron-induced
background inside the detecting window. A sigmoid function was fitted on the fall-off region
in the PG intensity profile, giving the value of PG range to be around 157.4 mm which is
consistent with that obtained in section 4.3.1 with a perfect ‘ring’ (see Tab. 4.5, i.e around
157.2 mm).
4.4 Detector response for PGs 81
Depth [mm]























Figure. 4.25 A GEANT4 simulation of the spatial distribution of secondaries scored in the
LYSO arrays for a proton beam energy of 150 MeV (1010 incident protons). The y-axis is
just arbitrary unit representing the geometry of the crystal arrays.
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Figure. 4.26 A GEANT4 simulation of the PG intensity profile in the LYSO arrays along the
depth of a water phantom irradiated with a proton beam energy of 150 MeV.
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4.4.3 Fibre probe response
Last but not least, the fibre probe was inserted in the water phantom to record the energy
and timing of proton beams. In Fig. 4.27 the results are shown when the fibre was placed at
150 mm-depth (i.e. approaching the BP) inside the water phantom. The energy spectrum
has a peak at around 2.5 MeV, then it falls dramatically at around 4 MeV. On the other hand,
the timing spectrum follows a Gaussian distribution, giving the mean at around 1.63 ns and
FWHM at around 13 ps. The FWHM of the timing spectrum also arises from the energy
straggling of protons approaching the BP.
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Figure. 4.27 A GEANT4 simulation of the energy (left) and timing (right) spectrum scored
in the fibre probe inserted at 150 mm in a water phantom that is irradiated with a proton
beam energy of 150 MeV. The starting position of the proton beam is 6 cm upstream to the
entrance window of the phantom.
The fibre probe was also simulated at various depths inside the water phantom, sampling
the whole range of the proton energies. Fig. 4.28 shows the normalised total energy deposited
in the fibre (i.e. the area integral of energy spectrum divided by the number of incident
protons). The normalised total energy deposited in the fibre was scaled by a factor of 8.2 to
the first point of BP, giving a good agreement from 0 to around 100 mm, while showing an
underestimation for the energy deposition approaching the BP to the end of range (from 100
to 166 mm). The small size of the fibre probe (1 mm in diameter) leads to 10 times lower
energy deposition compared with the BP region. The range (R0 ∼= d80) estimated from the
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energy-depth curve recorded in the fibre probe is around (156.6 ± 1.0) mm, which agrees
with the that estimated from the BP curve (157.7 ± 1.0) mm.
Depth in water [mm]





















Energy deposition in fibre
Figure. 4.28 A GEANT4 simulation of the comparison of BP and the integrated total energy
deposited (scaled) in the fibre probe inserted at various positions in a water phantom that
irradiated with a proton beam energy of 150 MeV. The error bar in the Bragg curve is too
small to show, as 105 protons were used or each position.
The significant reduction of the proton statistics at the end of the range is due to the
energy straggling of the protons as they slow down near the BP. This method still shows
acceptable uncertainty to retrieve the range on the BP region, even the statistics recorded in
the fibre dropped dramatically (i.e. beam divergence) causing critical energy straggling to
dominate in this region.
Finally, the timing distribution of the proton beam, as measured by the fibre for various
depths in the phantom is plotted in Fig. 4.29. The mean value of a Gaussian fit to the timing
spectra is plotted as a function of depth. The time difference of proton beams recorded by
moving the fibre for 2 mm inside the phantom near the BP region is around 25 ps.
4.5 Summary
In this chapter, we studied range verification in PT based on the detection of nuclear-induced
secondaries using MC Geant4 toolkit. We firstly simulated the properties of three types of
secondaries (protons, neutron and PGs) produced in a water phantom irradiated with various
beam energies. Then, the energy, timing and statistics of PGs were scored in three target
media (water, PMMA and graphite) to study the heterogeneity of tissues in PT. Those basic
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Figure. 4.29 A GEANT4 simulation of the timing scored in the fibre probe inserted at various
positions in a water phantom irradiated with a 150 MeV proton beam.
results scored in a simple phantom demonstrated the corelation between the PG profile and
the BP. We found that the PG profile retrieved from a specific gamma line (6.13 MeV) is the
most proximate to the BP, since the cross section of 16O(p,p′ γ 6.13 MeV)16O∗ peaks in the
BP region.
In the next part, we added a perfect ‘ring’ surrounding the water phantom to estimate
the range errors using different methods based on the detection of PGs, including PGI, PGS
and PGT. We found that the PGI detected a 1 mm phantom shift; PGT worked slightly less
well (2 mm phantom shift), while PGS failed to detect a phantom shift up to 3 mm under
the same detector geometry and statistics. Those range errors from different methods cannot
be compared directly since different analysis methods were applied in each case, and the
detector geometry were not optimised specifically (e.g. large detector "ring" is appealing for
PGS and PGI but not for PGT). We demonstrated the possible analysis methods to estimate
range errors here.
Finally, our detector prototypes were simulated to assess the detector response under
clinical beam conditions (i.e. 150 MeV). Some interested information were scored in our
sensitive volumes, specifically, the PGS and PGT in the CLLB, the PG intensity profile in
LYSO arrays and the energy and timing of proton beams in the fibre probe, demonstrating
the feasibility of using different types of scintillator for the range verification in PT. It was
found that the neutron-induced background noise was rejected mostly as we applied a timing
cut in the CLLB, improving the peak-to-noise ratio in the energy spectrum. Additionally, the
PG range retrieved from the statistics recorded in LYSO pixels was around 157.4 mm via
fitting a sigmoid function, which is consistent with that calculated inside the water phantom
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by the fibre probe (around 156.6 mm). The energy and timing of proton beams were also
scored in the fibre probe at various depths inside the phantom, from which the energy-depth
curve were compared to the BP. The energy extracted from the integral of the energy spectra
agrees with the BP in x-axis (depth), even though the normalised energy deposition (scaled)
is lower than the BP in the fall-off region due to the severe beam divergence.

Chapter 5
In-beam experiment with the
Birmingham MC40 cyclotron
In this chapter, we introduce first the specific experimental setup and methods that were used
for the in-beam experiment at the MC40 cyclotron facility at the University of Birmingham,
then the results using a proton beam of 38 MeV are presented. Even though this low energy
beam is rarely applied in clinical practice, it is favourable to study the characteristics of PGs
emitted from the proton-induced nuclear reactions, as most cross sections of interest peak at
around 10 to 20 MeV and the neutron-induced background is lower than that for high energy
proton beams. The experiment aims to understand and characterise the detector performance
in detecting high energy PGs (4 - 6 MeV), and therefore prepare for the next experiment with
high energy proton beams.
5.1 Methods
The proton beam was pulsed at a radio frequency (RF) of 26 MHz, corresponding to a period
of around 38.5 ns, and the beam spot size was comparable with that applied in clinical
treatment (σ ≈ 2 mm). The beam intensity was limited by the count rate on the detectors to
about 108 to 109 Protons/sec.
As shown in Fig. 5.1, three 5×5×5 cm3 targets (water, PMMA and graphite) were
irradiated with incident protons, emitting PGs that can be detected by both the single-slit
collimated CLLB detector or the multi-slit collimated LFS arrays. Moreover, the photograph
of the experimental setup is shown in Fig. 5.2. On one side of the water phantom there was
a single-slit collimation system consisting of two lead blocks placed at 12.0 cm from the
beam line (i.e. the distance from beam to the front surface of lead blocks) and the open slit
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Figure. 5.1 The schematic drawing (top view) of the experimental setup in Birmingham. The
fibre probe can only be used in the water phantom and not the solid PMMA and graphite.
width was (3.0 ± 0.5) mm. The CLLB was placed just behind the lead blocks to measure the
PGs emitted in the direction perpendicular to the beam line. On the other side of the water
phantom the array of LFS detectors was placed behind tungsten slits. The distance between
the beam line and the front surface of slits was around 12.7 cm. The LFS array used in this
experiment had a total of 16 crystals (i.e. 4 by 4 array) instead of the full 128-crystal array.
Only 4 crystals in a row along the beam direction were connected to the digitiser due to the
limited number of digitiser channels. The details of the configuration of these detectors and
collimations were discussed in Chapter 3, Section 3.1.
The CLLB detector (1 inch and 1.5 inch) was firstly calibrated with two radioactive
sources: 22Na (γ decay at 0.511, 1.275 MeV) and 24Na (γ decay at 1.368, 2.754 MeV).
We then studied the prominent nuclear-induced gamma lines from different target media
(water, PMMA and graphite) in the monolithic CLLB (1.5 inch). A smaller CLLB (1 inch)
was coupled with the plastic counter in coincidence mode to measure the PGs from a water
phantom, rejecting the neutron-induced noise. Furthermore, the water phantom was moved
by the linear stage to scan the rate of PGs detection as a function of the position of the
water phantom with both sizes of detectors. In the meantime, the emission of PGs from
the water phantom were recorded in the 4 pixels of the LFS array. Finally, the energy and
timing of protons were recorded in the fibre probe that was coupled with the plastic counter
in coincidence mode to obtain the timing structure of the proton beams.
The DT5730 digitiser discussed in Chapter 3, section 3.2.2 was the only DAQ system
used in this experiment, since the ASICs were not prepared at that time. A Geant4 simulation
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Figure. 5.2 The photograph of the experimental setup in Birmingham. The water phantom
was placed on the top of the linear stage. Two PG detection systems were placed on the two
sides of the phantom and there was a plastic start counter placed on the beam line
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code was also developed for this experimental setup, tracking and scoring the produced
secondaries in sensitive volumes and the physics lists applied were same as we discussed in
Chapter 4, Section 4.1.1.
5.2 PGS in the CLLB
The calibrated energy histogram of the two radioactive sources measured in the CLLB
(1.5 inch) is presented in Fig. 5.3 with peaks of interest labelled. A high threshold was
applied to exclude the noise in the low energy region, giving a reduced peak at 0.511 MeV,
which sat exactly on the threshold. The double escape (d.e.) and single escape (s.e) peaks are
observed for the high energy gamma-ray from 24Na (2.754 MeV. The energy resolution of
the CLLB at 1.275 and 2.754 MeV was around (5.4 ± 0.3) % and (3.5 ± 0.1) % respectively,
in the current setup.
























Na at 0.511 and 1.275 MeV
Figure. 5.3 The calibrated energy spectrum from 22Na and 24Na detected in the CLLB
(1.5 inch).
As discussed previously, the CLLB is a dual gamma-neutron detector and the emitted
thermal neutrons from the irradiated phantom were also detected. The signal pulse of a
gamma ray differs from that of a thermal neutron regarding the decay time (illustrated in
Chapter 3, section 3.2.2) so PSD was applied to distinguish those two types of radiation. The
measured energy histograms of secondaries from a water phantom are shown in Fig. 5.4
with and without the PSD applied. The background noise was reduced considerably and
the thermal neutron-induced peak at 3.2 MeV was removed once PSD analysis was applied.
The gamma lines of interest from 16O(p,x)12C and 16O(p,p′)16O at 4.44 and 6.13 MeV,
respectively, are labelled in the figure together with their corresponding d.e. and s.e. peaks.
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Figure. 5.4 The energy spectrum obtained from a water phantom run analysed with (red)
and without PSD (blue), as detected in the CLLB (1.5 inch). A total of 7.6×1011 protons
impinged on the water phantom in this run. The characteristic neutron absorption peak of
the dual-mode CLLB scintillator is evident at 3.2 MeV when it is not excluded by the PSD
analysis. The energy threshold is not the same as the that stated in Figure. 5.3 due to the
increase of room temperate (SiPM noises increase with temperate).
The experimental and simulated energy spectra at relatively lower protons statistics (1010
protons) are also presented in Fig. 5.5 for comparison, which shows that the Geant4 simulation
underestimates considerably the emission of d.e. and s.e peaks from the 6.13 MeV gamma
line.

















O at 4.44 MeV
O at 6.13 MeV
Figure. 5.5 The comparison of energy spectra from a water phantom in experiment and
simulation detected in the CLLB (1.5 inch). A total of 1010 protons were applied for both
cases. The simulation underestimates the production of d.e. and s.e. peaks from the 6.13 MeV
gamma line.
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Table 5.1 The nuclear reactions of interest in target media and the yield of generated gamma-
rays.
Material Nuclear channel γ-ray energy [MeV] Yield per proton
Water (H2O) 16O(p,x)12C∗ 4.44 2.2×10−7
16O(p,p′)16O∗ 6.13 1.3×10−7
PMMA (C5O2H8) 16O(p,x)12C∗ 4.44
12C(p,p′)12C∗ 4.44 2.3×10−7
16O(p,p′)16O∗ 6.13 7.6×10−8
Graphite (C) 12C(p,p′)12C∗ 4.44 2.6×10−7
The energy histograms of PGs from various target media are plotted in Fig. 5.6, illustrating
the specific gamma lines from the reactions of interest. These nuclear reactions and the yield
of generated PGs from different target media are summarised in Table. 5.1. It is obvious that
the PG emission at 4.44 MeV is the highest in the graphite, while that at 6.13 MeV is the
highest in water, as expected. The specific energy response form various target compositions
indicate that the PGS detected in the CLLB quantitatively shows the BP position regarding
the target materials.
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Figure. 5.6 The energy spectra from various target media (water, PMMA and graphite) in the
CLLB (1.5 inch) placed near the BP position. A total of 7.6×1011 protons were applied for
each of the three cases.
On the next part of the experiment, we combined the smaller CLLB (1 inch) with the
plastic counter to select coincidence signals from both detectors arriving within a time
window of 496 ns, which rejects most of the neutron-induced background. The incident beam
current was reduced by a factor of 10 due to the restriction of count rate in the plastic counter.
The energy spectrum detected in the CLLB (1 inch) is displayed in Fig. 5.7, giving a clearer
histogram compared with that plotted in Fig. 5.4, since more gamma lines are resolved
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(i.e. the 5.24 MeV from 15O) and the peak-to-noise ratio for the d.e. of the 6.13 MeV
gamma-ray is improved by around 12 %. There are primary two reasons leading to a clearer
spectrum here: the coincidence mode rejects most of the neutron-induced noises and the
energy resolution of the smaller CLLB is better 1.
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Figure. 5.7 The energy histogram of PGs from a water phantom detected in the CLLB (1 inch)
that coupled with the plastic counter. A coincidence window of 496 ns was applied for the
CLLB and the plastic counter. A total of 7.6×1010 protons were used at a relatively low
beam current 108 p/s.
The coincidence timing distribution of those two detectors is shown in Fig. 5.8, where
there are many Gaussian peaks ranging from -496 to 496 ns. The highest peak was fitted
with a Gaussian function (σ ≈ 1.8 ns), representing the coincidence prompt peak between
the secondary gamma-rays and the incident proton brunches. The period of those peaks is
around 38.4 ns that is consistent with the period of the MC40 cyclotron (i.e. around 38.5 ns).
We also simulated the timing spectrum in the CLLB for comparison shown in Fig. 5.9,
considering an excellent timing response and with time spread only due to energy straggling
(σ ≈ 75 ps). The timing resolution of 2.1 ns during the experiment has contributions from
the range straggling, the beam bunch distribution and the detection resolution, while the
resolution from energy straggling is only about 75 ps as shown in the simulation. Thus, the
coincidence timing resolution between the CLLB and plastic counter is mainly from the
detection system and the beam bunch spread.
Finally, the PG profiles measured in the CLLB detectors with and without coincidence
mode were retrieved from the energy histograms at various depths in the water phantom
(see Fig. 5.10). The PG profile acquired with the coincidence mode shows a better signal-
to-noise ratio (SNR) compared with the that acquired without coincidence mode even with
12.4 % in CLLB (1 inch) VS 3.5 % in CLLB (1.5 inch) at 2.75 MeV.
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Figure. 5.8 The experimental timing spectrum (left) and that with x-axis zoomed in (right)
detected in the CLLB. A coincidence window of 496 ns was used for the CLLB and plastic
counter.
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Figure. 5.9 The simulated timing spectrum scored in the CLLB.
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10 times lower incident protons. In other words, the coincidence mode applied between the
gamma-ray detector (CLLB) and the proton beam detector (plastic counter) rejects most of
the neutron-induced noise in the energy spectra, improving the SNR for the 1D PG profile.
The fall-off position for both cases locates at around 11 cm (dash line) and the statistics
detected after the BP are neutron-induced background.
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Figure. 5.10 The retrieved PG distributions along the depth in a water phantom detected in
the CLLB with and without coincidence mode (PG intensity profile from coincidence mode
was scaled by a factor of 15). The counts shown are selected from 3.2 to 4.5 MeV in the
corresponding energy spectrum for each position. The error bar is too small to show.
5.3 PGS in the LFS array
The utilised 4 pixels in the LFS array were firstly calibrated with a 24Na radioactive source:
the energy spectra are shown in Fig. 5.11. The full energy peak at 2.75 MeV are the smallest,
while that of the d.e. peak are the largest due to the small size of the crystal (3 × 3 × 50 mm3).
The calibration parameters were then applied for the PGs from the water phantom and the
energy spectra are presented in Fig. 5.12, where only d.e. peaks from 4.44 and 6.13 MeV
were observed. It should be highlighted here that the calibration parameters obtained from
the 24Na source up to 2.75 MeV are not very accurate when extrapolated to the high-energy
region required in the experiment (i.e. 4 - 6 MeV) due to the non-linearity of SiPMs coupled
with the LFS as they become increasingly saturated for higher gamma-ray energies. The
photosensor (3×3 mm2, 14336 microcells) is saturated when a large number of photons are
produced in the high energy range (i.e. approximately 120000 photons produced at 4 MeV).
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Figure. 5.11 The calibrated energy spectra from the 24Na radioactive source detected in the
LFS arrays. The gamma-rays from the 24Na are expected at energies of 1.37 and 2.75 MeV;
the peak structure at 1.73 MeV corresponds to the d.e. peak of 2.75 MeV.
The simulated energy histogram from two ‘hot’ pixels on the 5th LFS detector are displayed
in Fig. 5.13 (bottom), which is consistent with corresponding experimental spectra (top)
under the same proton statistics.
The simulated 2D spatial distribution (intensity profile) of the expected statistics of
detected PGs from a water phantom in the LFS detectors behind the multi-slit collimator is
shown in Fig. 5.14. There are around 600 events in the hot pixels on the 5th LFS detector
when an energy cut of larger than 1.3 MeV was applied. The 1D PG profile is shown in
Fig. 5.15 with a sigmoid function fitted to the fall-off region, giving the PG range of (14.5 ±
1.2) mm. The sigmoid fitted parameter b is (76.9 ± 1.2) mm and the phantom was aligned
with the middle of the LFS detectors (pixel position at 62.4 mm), so the corrected PG range
in water is 14.5 mm. The proton range estimated in the phantom is around (11.9 ± 0.3) mm
(i.e. derived with the dose-depth curve scored in the phantom with R0 = d80). Since the range
of 38 MeV beams is short and the pitch of each LFS pixel is 3.2 mm, it is still acceptable
that the PG range derived from the LFS is 2.6 mm higher than the range of the beam in the
phantom.
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Figure. 5.12 The energy spectra of secondaries detected in the LFS arrays. A total of 3×1011
protons were applied.
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Figure. 5.13 The comparison of experimental (top) and simulated (bottom) energy spectra of
secondaries from a water phantom detected in the LFS arrays. A total of 1010 protons were
applied in both cases.
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Figure. 5.14 The simulated spatial spectra of secondaries from a water phantom detected in
the LFS pixels. A total of 1010 protons were applied in the simulation.
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Figure. 5.15 The simulated statistics of secondaries scored in the LFS pixels along the depth
in the water phantom (energy cut: higher than 1.3 MeV). The corresponding experimental
results are not shown since only 4 pixels (totally 128 pixels) were extracted with the digitiser.
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5.4 Fibre responses to proton beams
The fibre probe inserted in the water phantom was coupled with the plastic counter to acquire
the coincidence events arriving within a timing window of 496 ns. It was kept at a fixed
position and inserted in the phantom which could move along the beam direction to sample
the proton energy deposition at various depths in water. Fig. 5.16 shows the comparison of
experimental and simulated energy spectra measured in the fibre probe. The fibre probe was
not calibrated, hence the x-axis is in channels rather than energy. Apart from the lack of
absolute calibration, the shape of the spectrum is also different from that of the simulation,
as the dark noise from the SiPM is high, while the true signal generated in the fibre is small.
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Figure. 5.16 The simulated (left) and experimental (right) energy spectra recorded in the
fibre probe that was inserted at a depth of around 10.5 mm in the water phantom. A total of
3×109 protons were applied in both cases.
The energy-depth distributions in the fibre probe are plotted in Fig. 5.17, which shows an
underestimation of measured energy deposition in the BP region, which can be attributed
due to the quenching effect in the plastic scintillator. Since the fibre probe was not energy
calibrated, the y-axis in the experiment curve of Fig. 5.17 does not represent the absolute
normalised energy or dose. However, the range retrieved in the experiment is consistent with
that calculated in the simulation, giving R0 as (12.0 ± 0.3) mm in the experiment and (11.9
± 0.3) mm in simulation.
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Figure. 5.17 The comparison of experimental and simulated curves of the normalised energy
deposition at various depth in the water phantom.
The timing of protons were recorded in the fibre probe both in experiment and simulation.
Fig. 5.18 indicates the coincidence timing differences between the fibre and the plastic
counter obtained in the experiment. The coincidence timing spectrum ranges from -496 to
496 ns, and the highest peak in the middle of the spectrum represents the prompt timing peak
(σ ≈ 1.9 ns). The absolute proton timing shows a fairly sharp peak in Fig. 5.21 with a tail at
larger times due to energy straggling (σ ≈ 9 ps). It is also found that the detection system
and the proton spread inside a beam bunch are the major contributions to the coincident
timing resolution in the experiment.
In detail, the prompt timing peaks recorded in the fibre inserted at three different depths
are shown in Fig. 5.20, where no obvious peak shift was observed due to the limitation of
timing response in the experiment. The peak integral of those spectra increases with the
depth, which does not agree with our expectation, i.e. the integral of timing peaks should
decrease with the depth due to the beam divergence in water. The crude experimental setup
for the fibre probe might explain the unexpected results (e.g. fibre might be aligned tilt
regarding the iso-centre). On the other hand, the distribution of proton timing with depth in
simulation is shown in Fig. 5.21. As noticed, the timing difference between the depth of 1 to
3 mm is only 1.8 ps and that between 8 to 10 mm is around 13 ps as the beam slowing down
in the water. The small timing difference cannot be detected since the coincidence timing
resolution between the fibre and plastic counter is around 4.5 ns (i.e. FWHM).
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Figure. 5.18 The experimental timing spectrum (left) and that with x-axis zoomed in (right)
detected in the fibre probe that was inserted at the depth of around 10.5 mm upstream of the
water phantom.
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Figure. 5.19 The simulated timing spectrum scored in the fibre probe that was inserted at a
depth of 10.5 mm upstream of the water phantom.
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Figure. 5.20 The comparison of coincidence timing spectra recorded in the fibre probe
inserted at various depth in the water phantom.
Depth in water [mm]













Figure. 5.21 The simulated timing of protons scored in the fibre at various depths inside the
water phantom. A total of 105 incident protons were simulated at each depth.
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5.5 Summary
We illustrated the experimental setup, methods and results for the in-beam experiment in
Birmingham using proton beams at 38 MeV. Even though such low energy proton beams are
not typically applied in clinical PT, it has been very suitable for testing the detector response
of our detection system. The total production of nuclear-induced gamma-rays for various
target media, among which water, PMMA and graphite were studied through the PG yield
using a monolithic CLLB (1.5 inch). The emission of prominent gamma lines, such as 4.44
and 6.13 MeV can be used to identify the target compositions as well as the range of the
protons. The timing coincidence mode applied between the CLLB (1 inch) and the plastic
counter rejects most of the neutron-induced background, improving the peak-to-noise ratio
by around 12 % for the d.e. peak of the 6.13 MeV gamma-ray.
The LFS arrays were firstly calibrated with gamma-rays up to 2.75 MeV produced by a
24Na source, showing higher statistics for the d.e. peak than the full energy peak at 2.75 MeV
due to the small size of the crystal. Similarly, only the d.e. peaks of 4.44 and 6.13 MeV
were observed in the experimental energy spectra obtained in the beam. The non-linearity of
the LFS crystals becomes critical when the gamma-ray energy is higher than 3 MeV, which
hinders a reliable calibration of these crystals at high energies. However, the LFS detector
was not chosen for its spectroscopy performance but for obtaining the 1D PG intensity profile.
The PG range extracted from the simulation of the PG intensity profile is found to be about
2.2 mm higher than the actual R0 in the phantom obtained directly from the energy deposition.
This small discrepancy is, however, still acceptable given the crystal size and the short overall
beam range.
The energy and timing of incident protons were recorded in the fibre probe that coupled
with the plastic counter in coincidence mode. The energy histograms obtained were compared
with that scored in the simulation. The range deduced in the experiment using the energy
deposition in the fibre (12.0 mm) agrees very well with that calculated in the simulation
(11.9 mm), even though the scaled ‘normalised energy deposition’ (i.e. not calibrated) in
BP region is lower than that in the simulation due to the quenching effect. Furthermore, the
simulation shows a timing difference up to 13 ps when the phantom was moved by 2 mm,
while the measured coincidence timing spectra do not show the peak shift at various depths,
as the timing performance of the fibre (σ ≈ 1.9 ns) is not fast enough in the current setup to
resolve such subtle time differences.

Chapter 6
In-beam experiment at the KVI centre
In this chapter, we discuss the experimental results from the KVI centre (Groningen, Nether-
lands) using a high energy proton beam up to 150 MeV. This experiment aims to explore the
precision of range uncertainty in PT using different types of detector configurations. The
concept is to detect the intensity profile of nuclear-induced PGs during the proton irradiation
and compare it to the beam range deduced by the signals in the fibre probe. Besides the
absolute range, the relative range verification was also studied via the PGS from various
target media.
6.1 Methods
Proton beams of 66.5 and 150 MeV were utilised in the experiment. The beam current
applied was similar to that applied in Birmingham (around 108 to 109 protons per second),
and the beam was pulsed at radio-frequencies of 25 and 64 MHz depending on the beam
energy. The beam spot profile has an FWHM of approximately 5 mm for the 150 MeV beam.
The schematic drawing of the setup is shown in Fig. 6.1 and the corresponding photograph is
displayed in Fig. 6.2.
The experiment setup is similar to that used in Birmingham, apart from the phantom
configuration and the upgraded DAQ system (i.e. ASICs for multi-channel LYSO detector).
Additionally, an in-house made calcium hydroxide (Ca(OH)2) cell that can be inserted into the
water phantom was utilised to study the target heterogeneity in PT, as the cell approximates
the dominant chemical composition of bone. The CLLB (1.5 inch) was used to perform PGS
on different phantom configurations, covering BP locations in both the soft tissue (i.e. water)
and bone (i.e. Ca(OH)2) equivalent regions of the phantom. The different beam energies and
phantom configurations employed in the experiment are summarised in Table. 6.1.
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Figure. 6.1 A schematic drawing of the experimental setup at KVI (top view, not to scale).
Eight LYSO detectors were placed behind the multi-slit tungsten collimator on the left side
of the phantom, and the CLLB detection system was placed on the right side of the phantom.
A calcium hydroxide cell was inserted inside the phantom.
Table 6.1 The different configurations of the CLLB detector position and the phantom setup
used during the irradiation with the 66.5 MeV proton beam. The estimated range of a







1 66.5 20 30 (near BP)
2 66.5 20 5 (near entrance)
3 66.5 Not inserted 30 (near BP)
4 66.5 Not inserted 5 (near entrance)
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Figure. 6.2 A photograph of the experimental setup at KVI (looking upstream). On the left,
there is a black box housing the LYSO arrays, ASICs and multi-slit collimator, and on the
right, there is the CLLB detector behind the single-slit collimator.
The detection system consists of three types of scintillating detectors placed either on
the two sides or inside the phantom for the measurements of PGs and incident protons. The
detectors and their corresponding functionalities are summarised in Table. 6.2. A monolithic
scintillator detector CLLB (1.5 inch) was used for the PGS, detecting the energy of the
nuclear-induced particles from a water-only phantom and a Ca(OH)2 cell inserted inside the
same phantom for the study of target heterogeneity in PT. This is a simple method using
a cost-effective detector for the relative range verification regarding the location of the BP
in different target compositions. Furthermore, the CLLB (1 inch) and plastic counter were
coupled to obtained the coincidence events from the water phantom, which gives not only
the energy but also timing information of the PGs. In parallel, the absolute range is retrieved
from the LYSO arrays standing behind the multi-slit collimator made by the tungsten slabs.
The fibre probe and plastic counter were used for the same measurements as we did in
Birmingham (i.e. energy loss and timing of incident protons).
The electronics DAQ system has been discussed in Chapter 3, section 3.2. The measured
data were also compared to a Geant4 simulation: the details of the geometry defined and the
physics lists used were discussed in Chapter 4, sections 4.1 and 4.4.
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Table 6.2 The functionality of the different types of detector configurations that were em-
ployed in the KVI experiment.
Detector name PGS PGI PGT Proton energy
loss and tim-
ing
CLLB (1.5 inch) Y N N N
CLLB (1 inch) & Plastic counter Y Y N N
LYSO arrays N Y N N
Fibre probe & Plastic counter N N N Y
6.2 PGS and PGI in the CLLB
6.2.1 PGS in CLLB (1.5 inch) with proton beams at 66.5 MeV
The experimental results that were obtained with different experimental configurations are
shown in Table. 6.1 and compared with results from the Geant4 simulation. The CLLB was
firstly calibrated with two radioactive sources (i.e. 137Cs and 22Na) and the energy resolution
is around (4.8 ± 0.1) % at 662 keV in the setup. The thermal neutrons were filtered via PSD
to present the energy distribution of gamma-rays only.
Fig. 6.3 (upper) shows the measured PG spectra from regions near to the BP position.
The red line shows the measured PG spectra for the case of the pure water (BP-Soft tissue),
while the blue line represents spectra when the BP is within the Ca(OH)2 cell (BP-Bone)
(i.e. corresponding to Confi. 1 and 3 respectively in Table. 6.1). For both data sets a total
of 1.2×1011 protons irradiated the targets in 120 seconds. The main PG expected from the
various isotopes present in both phantom configurations are summarised in Table. 6.3. For
BP-Soft, the expected gamma-rays from the strongly populated states in 16O are visible (and
labelled) in the spectra together with their corresponding s.e. and d.e. peaks. These gamma-
rays originate from the 16O(p,p′)16O∗ reaction at 6.13 MeV and 16O(p,x)12C∗reaction at
4.44 MeV. For BP-Bone, the additional characteristic gamma-ray and escape peaks expected
from the 40Ca(p,p′)40Ca∗ reaction at 3.74 MeV are visible (also labelled in Fig. 6.3). There
is, therefore, some differentiation accessible from identifying unique decay gamma-ray peaks
for the 40Ca.
Fig. 6.3 (lower) shows the simulated nuclear radiation spectra from the Geant4 simulation
of the experimental setup. A total of 1010 protons have been simulated for each run of
irradiating a water phantom with or without a Ca(OH)2 cell inserted at the BP region of the
phantom. The simulation reproduces the general features of the experimental data, and it
is clear that the modelling of the inelastic reactions of the protons with the 16O and 40Ca
nuclei is reproduced by the simulation. The prominent peak at 3.74 MeV from the Ca(OH)2
cell is observed in the simulation predictions, together with its s.e. and d.e. peaks (labelled
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Figure. 6.3 The experimental PG transitions emitted from water and Ca(OH)2) when irra-
diated with 1011 protons at 66.5 MeV (upper). The simulated PG transitions emitted from
water and Ca(OH)2) running with 1010 protons at 66.5 MeV (lower). The CLLB detector
was placed near the BP position, corresponding to Confi. 1 and 3 listed in Table. 6.1.
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Table 6.3 Nuclear reactions of interests and the corresponding prominent gamma-rays for the
different isotopes in the composite phantom.
Material Nuclear interactions Gamma-ray energy [MeV]





in Fig. 6.3). The main contrast is in the prediction of the contribution from the 16O(p,p′ γ
6.13 MeV)16O∗. This transition is exhibited clearly in the experimental data, while simulation
underestimates the 6.13 MeV emission.
The simulation results show the same general features exhibited in the experiment; the
PG emission at low energy below 3 MeV is enhanced when the BP is in bone rather than
soft tissue. To explore this feature in more detail we present in Fig. 6.4 (left) the ratio of
the PG energy spectra from a water-only phantom and when the Ca(OH)2 cell was inserted
in the same phantom. In detail, we applied the coarse division of the energy histograms
(water/Ca(OH)2) when the single-slit collimated CLLB detector was set to monitor the BP
region (red points) and when it was set to monitor the entrance region of the phantom (black
points).
The detected ratio at the entrance region of the phantom has been recorded as a reference
data set since we do not expect any ratio fluctuation at this region for the two phantom
configurations. Indeed, the ratio at the phantom-entrance region shows a stable value of
around 1.0 across the entire energy region. This indicates that the gamma-ray intensity
detected from both phantom configurations is the same at the entrance region, as expected
since the Ca(OH)2 cell was inserted 20 mm away from the front surface (entrance) of the
phantom container and its gamma-rays should not be seen when we monitor the entrance
region with the single-slit collimator.
It can be seen from the intensity ratio obtained near the BP region that at low gamma-ray
energy (below 3 MeV), the ratio stays at around 0.88. Then, there is an obvious increase
of the ratio between 3 to 4 MeV, reaching a value of about 1.2 at around 4.44 MeV and
1.4 in the region of 5 to 6 MeV. Since these gamma-ray spectra were obtained with high
proton statistics (1011, left), we also examine the sensitivity using only a subset (10 %) of the
data set. We find that these features can still be identified with high statistical significance
even with a 10 times lower dose, i.e. with 1010 protons impinging on the phantoms (see
Fig. 6.4 (right)). We also note here that the solid angle coverage and detection efficiency of
our detection system can be greatly improved when larger and multiple detectors surround
the phantom area. The mean values of the ratio at different PGs energy regions for high and
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Table 6.4 The mean values of ratio at different energy regions for PG detected near the
entrance and BP position of the phantom.
Incident protons PG energy [MeV] Detector position Ratio








low statistics were summarised in Table. 6.4. In the case of high statistics, the mean ratio
of the two energy histograms at BP position is (0.88 ± 0.01) in the low energy region and
(1.25 ± 0.03) in the high energy region, distinguishing from the homogeneous medium at
the entrance part of the water phantom (i.e. ratio equals to around 1).
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Figure. 6.4 The experimental PGs intensity ratio of two histograms (i.e. water divided by
Ca(OH)2) presented with coarse energy binning at BP position (Confi. 1 and 3) and entrance
part of the phantom (Confi. 2 and 4) when irradiated with 1011 (left) and 1010 (right) incident
protons at 66.5 MeV.
Furthermore, the comparison of experimental and simulated PGs emission ratio for the
water phantom divided by Ca(OH)2 cell in water can be seen in Fig. 6.5. The ratio at low
energy region is roughly 0.62 which is lower than that from experimental data (around
0.83). The simulated ratio is also increased from 3 to 4 MeV, reaching a maximum value of
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around 1.15 at around 4.5 MeV. The simulated ratio does not agree with the experimental
results from 4.5 to 6 MeV due to the underestimation of the cross section for the 16O(p,p′ γ
6.13 MeV)16O∗ reaction in our simulated results. The statistics of PG lines is low (around
100 per bin) when the energy is above 5 MeV, which also adds uncertainties to the ratio
at the high energy region. Overall, there is a good agreement between the experimental
water/Ca(OH)2 ratio curve and the prediction of the Geant4 simulation for both the BP-Soft
tissue and BP-Bone scenarios.
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Figure. 6.5 The PGs intensity ratio of two histograms water/Ca(OH)2 near BP position
(Confi. 1 and 3) presented with coarse energy binning from experiment and simulation, when
irradiated with proton beams at 66.5 MeV.
Based on the current findings, we suggest that this method can be used for range verifi-
cation in PT in the sense that different tissues quickly result in significant coarse variations
in actual energy histograms. This is feasible for the real-time beam monitoring during the
treatment, stopping the proton beams automatically when the PG emission from 16O at 4.44
and 6.13 MeV is lower or higher than that expected from a target tumour, indicating that the
BP is located in critical organs (i.e. determining over-shoot of the proton beams when the
critical organ is different from the target organ). Besides, the PGs yield at low energy region
(0.5 - 3 MeV) can also be used to detect the heterogeneity of media in the phantom, giving
a ratio much less than 1 when there is a dense medium in the beam line, such as bone. To
qualitatively determine the dose in bone, we need to focus on the PG emission from 4 to
6 MeV generated via the nuclear interactions between 16O and protons.
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Table 6.5 The simulated mean values of ratio for PG detected near the BP of the phantom
irradiated with 1010 protons for each run at 150 MeV.
Beam energy [MeV] PG energy [MeV] Detector position ratio
150 0.5-3 <3.2 0.59±0.02
3.9-4.5 < 3.2 1.10±0.06
0.5-3 No 0.89±0.01
3.9-4.5 No 1.02±0.04
6.2.2 PGS in CLLB (1.5 inch) with proton beams at 150 MeV
We have also simulated 150 MeV proton beams with setup illustrated in Table. 6.1. Only
simulation results are presented and discussed here, since there were some technical problems
during the experiment. It is interesting to note that there is substantial neutron-induced
background detected with 150 MeV proton beams when there is no timing cut, causing
almost 10 times higher background noise, and consequently, the peak to background ratio at
prominent PG peaks is also much poorer compared with those detected with a timing cut
(see Fig. 6.6 (upper)). The timing cut has been applied in the simulation to reject neutron-
induced noise, as the PG signals are detected immediately after nuclear interactions, while
the neutron-induced background will come later. We chose the timing cut window to be
3.2 ns based on the simulated timing spectra acquired in the detector, as illustrated in Fig. 6.6
(lower). We notice a tail after 3.2 ns, which represents the neutron-induced background when
the beam energy is at 150 MeV, however, the background for beams at 66.5 MeV is fairly
low. The selection of the timing window should be based on the specific detector timing
resolution, beam-to-target distance and the accelerator timing structure in the experiment.
We also plotted the simulated ratio of PGs intensity versus energy for BP-Soft tissue
divided by BP-Bone at 150 MeV with timing cut and without timing cut in Fig. 6.7. The
simulated ratios at different PGs energy region were summarised in Table. 6.5, which excludes
the high energy region from 5 to 6 MeV due to the underestimation of the cross section of
16O(p,p′)16O∗ in Geant4. The ratio detected with timing cut gives (0.59 ± 0.02) at the low
energy region and (1.10 ± 0.06) from 3.9 to 4.5 MeV for proton beams at 150 MeV, which
is compatible with the ratio (1.10 ± 0.06) detected with proton beam at 66.5 MeV (i.e. no
timing cut applied at 66.5 MeV).
It can be summarised here that high energy proton beams, such as 150 MeV (i.e. com-
monly used in PT treatment), lead to substantial neutron-induced noise along the beam path
in a phantom so that the peak-to-noise ratio for prominent gamma lines at 4.44 and 6.13 MeV
is not as good as that from low energy proton beams. However, the timing selection technique
provides a promising future by applying this ratio method for relative range verification
in clinical energy range (75 to 250 MeV). The PG yield from specific nuclear interactions
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Figure. 6.6 The simulated PG energy spectra near the BP position of a water-only phantom
irradiated with proton beams at 150 MeV, with and without the timing cut (< 3.2 ns) spplied
(upper). The simulated PG timing spectra near the BP position of a water-only phantom
irradiated with proton beams at 66.5 and 150 MeV (lower).
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Figure. 6.7 The simulated PGs intensity ratio from two histograms water/Ca(OH)2 near BP
position of the phantom irradiated with proton beams at 150 MeV, when applied with and
without timing cut (< 3.2 ns).
at 4.44 and 6.13 MeV can also be calibrated for the relative dose verification in clinical
scenarios.
6.2.3 PGI in the CLLB (1 inch) with proton beams at 150 MeV
The 1D PG intensity profile from the water phantom was retrieved with the energy spectra
recorded in the CLLB (1 inch) that was coupled with the plastic start counter in coincidence
with a time window of 496 ns. A total of 21 energy spectra were collected with the single-slit
collimated CLLB at a fixed position and the phantom was moving with the linear stage. The
total number of protons irradiated at each position was around 3 × 109.
The coincidence timing structure of the CLLB and plastic counter is shown in Fig. 6.8
(upper), where the prompt peak was fitted with a Gaussian function (σ ≈ 4.6 ns) and the time
difference between the two Gaussian peaks next to each other is around 17.6 ns (i.e. about
4 sigma separation). Fig. 6.8 (lower, blue line) gives an example of the energy spectrum
measured when the corresponding depth in water was at around 147 mm (i.e. the range
of 150 MeV proton beam is around 157 mm in water). Gamma-ray peaks from 16O were
observed even with 100 times lower proton statistics when the coincidence mode was applied.
Even though the timing resolution of the CLLB detector is insufficient for PGT analysis, the
background noise can be further reduced when the events gated by each of the narrow peaks
are summed up, giving the comparison of energy spectra with and without gating in Fig. 6.8
(lower, red line). It is noticed that the events in the low energy region (less than 3 MeV) were
reduced after the timing gating for all peaks. The neutron-induced gamma-ray background
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Figure. 6.8 The coincidence timing spectrum of the CLLB (1 inch) and plastic counter, which
was recorded only when the two signals from both detectors arrived within the time window
of 496 ns (upper). The three energy spectra measured in the CLLB (1 inch) before timing
peak cut (blue), after timing peak cut (red, i.e. cut on the individual Gaussian peak in the
above timing spectrum) and background of timing peak cut (black) for further background
suppression (lower). A total of 3 × 109 protons were incident on the water phantom.
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(plotted in Fig. 6.8 (lower, black line)) is much stronger at lower energies, and thus the energy
spectrum gets reduced significantly below 3 MeV after the time gate is applied.
Depth in water [mm]












Figure. 6.9 The sigmoid fitted PG intensity profile detected in the CLLB (1 inch) along the
beamline for 21 positions. The statistics were selected for an energy range of 3.2 to 6.2 MeV
in the PG energy spectra for each of the position.
Finally, the retrieved PG profile from the water phantom is shown in Fig. 6.9 and a
sigmoid function was applied to the fall-off region of the 1D profile. Each of the points
represents the number of events in the energy spectrum within an energy selection of 3.2
to 6.2 MeV. The estimated range of the PG profile was given by the inflection point of the
sigmoid function at (152.9 ± 0.6 (stats error) ± 4.0 (sys error)) mm, which agrees well with
the proton range calculated in the Geant4 simulation (156.3 mm).
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Figure. 6.10 A schematic drawing of the water phantom and LYSO detectors showing the
relative position (D) of the phantom with respect to the start of the collimator with an incident
proton beam energy of 150 MeV (left) and 66.5 MeV (right). The position D can be adjusted
by moving the phantom on the linear stage.
6.3 The PGI in the LYSO arrays
The LYSO detector was firstly calibrated with two radioactive sources (i.e. 22Na and 137Cs)
and the energy resolution at 662 keV is approximately 8.1 % (not corrected for non-linearity)
for a single crystal in the current setup. The water phantom was moved via the linear
stage during the experiment, while the detectors were placed in fixed positions. The LYSO
detectors have a detecting window of around 130 mm, while the phantom has a length of
around 300 mm. Thus, the distance between the phantom entrance and starting position of
the detecting window (labelled in the Figs. 6.10 as D) was varied for different beam energies
to cover the fall-off region of the BP in each case (i.e.range ≈ 40 mm for 66.5 MeV case and
≈ 157 mm for the 150 MeV case). During the experiment, the phantom was moved upstream
to scan the BP position when the incident beam energy was 150 MeV.
6.3.1 The PGI for proton beams at 66.5 MeV
Fig. 6.11 (upper) presents the energy spectrum from two radioactive sources detected in one
of the LYSO crystals. The calibrated function was then applied to obtain the PGs from a
proton-irradiated water phantom measured in the same pixel, as shown in Fig. 6.11 (lower).
The non-linearity of the SiPM in the LYSO crystal becomes significant in the high energy
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region (> 1.3 MeV) so it is necessary to apply a high-energy gate. The 2D PG distribution
regarding the pixel position on the x-axis is shown Fig. 6.12. Only events with energy higher
than 1.3 MeV were selected to reject neutron-induced background and rejects the region
where the internal activity is the strongest. As noticed, even though some pixels on the last
























Figure. 6.11 The calibrated energy spectrum for a 22Na and 137Cs sources detected in one of
the LYSO pixels (channel 120) (upper). The energy spectrum of PGs from the water phantom
detected in the pixel (lower). A total of 3×1011 protons were used.
row are not displayed properly due to an electronics problem, most of the pixels (more than
90 %) were working properly during the experiment. The statistics of PGs in the 2D map
were summed up for each column excluding the last row of pixels with problematic channels,
retrieving the 1D PG intensity profile in Fig. 6.13. The experimental PG range in water is
estimated using the sigmoid function and found to be (33.3 ± 2.3 (stats error) ± 2.0 (sys
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Figure. 6.12 The experimental 2D spatial distribution of PGs detected in the LYSO pixels
(i.e. energy cut at 1.3 MeV). A total of 3×1011 protons were applied.
error)) mm 1. The estimated PG range in the experiment was around 2 mm lower than that
calculated in simulation. However, the systematical error in the experimental value could
be around 2 mm due to the rough setup using a laser pen. The experimental results are still
acceptable considering the systematic error.
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Figure. 6.13 The experimental PG intensity profile detected in the LYSO detectors along the
depth in a water phantom.
1The sigmoid fitted parameter b is (58.1 ± 2.3) mm and the phantom entrance was aligned with the LYSO
detecting window at (24.8 ± 2.0) mm, so the corrected PG range is (33.3 ± 2.3) mm adding 2 mm as the
systematic error.
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Similarly, the simulated 2D map of secondary gamma-ray radiation and the corresponding
1D intensity profile are displayed in Figs. 6.14 and 6.15, respectively. The same analysis
method was applied and the PG range is estimated to be (35.7 ± 0.9) mm 2 in reasonable
agreement with the experimental results. It is noted, however, that the total proton number
applied in the experiment was 30 times higher than that applied in the simulation, due to the
computing time required to simulate a large number of protons (i.e. more than 12 hours for
1010 protons on the Viking clusters, a supercomputer).
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Figure. 6.14 The simulated 2D spatial distribution of PGs detected in the LYSO detectors
along the depth in a water phantom with an energy selection of larger than 1.3 MeV). A total
of 1010 protons were used.
2The sigmoid fitted parameter b is (68.1 ± 0.9) mm and the phantom entrance was aligned with the LYSO
detecting window at 32.4 mm, so the corrected PG range in water is (35.7 ± 0.9) mm.
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Figure. 6.15 The simulated PG intensity profile scored in the LYSO detectors along the depth
in a water phantom.
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6.3.2 PGI for proton beams at 150 MeV
For high energy proton beams, the background is much higher than that detected with proton
beams at 66.5 MeV, as shown in Fig. 6.16. Similar to the energy spectra measured in the
Birmingham experiment, only three d.e. peaks from gamma lines of interest are visible.
Fig. 6.17 shows the spatial mapping of PGs along the beam direction measured in the LYSO
detector for the 150 MeV proton energy case. It is hard to recognise the ‘hot’ pixels (i.e.
pixels with more statistics) due to the high background noise, compared with that measured
in Fig. 6.12 with low energy beams. Thus, the 1D intensity profile histogram was retrieved
by the subtraction of a second data set (shown in Fig. 6.18), which was obtained when the
water phantom was moved upstream by 1 cm. The 1D histogram following the substation of
the histograms of Fig. 6.18 is shown in Fig. 6.19. In this way, the common background in the
two data sets was cancelled out. The ‘hot’ pixels are clearly identified in the 6th LYSO array.
A sigmoid function was then fitted to obtain the PG range at (157.2 ± 1.4 ± 2) mm 3.
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Figure. 6.16 The comparison of energy spectra measured in one of the LYSO pixels (channel
120) under different proton beam energies. The number of incident protons was around
2×1011 for both cases.
The simulated 2D distribution of PGs and the corresponding 1D PG intensity histogram
are shown in Figs. 6.20 and 6.21, respectively. A sigmoid fitting function was applied directly
for the simulated 1D histogram without any further subtraction. The PG range extracted in
3The sigmoid fitted parameter b is (88.8 ± 1.4) mm and the phantom surface was moved upstream aligning
with the LYSO detecting window at 68.4 mm in run 08, so the corrected PG range is (157.2 ± 1.4) mm adding
2 mm as the systematic error during setup.
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Figure. 6.17 The experimental 2D spatial distribution of PGs detected in the LYSO pixels
(i.e. energy cut at 1.3 MeV). A total of 2×1011 protons were applied in this beam run.
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Figure. 6.18 The experimental intensity profile of PGs detected in the LYSO pixels in the
first data set (upper). The experimental spatial distribution of secondaries detected in the
LYSO pixels in the second data set obtained 1 cm upstream (lower).
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Figure. 6.19 The subtraction of the two histograms showing in Fig. 6.18 of PGs detected in
the LYSO pixels along the depth of the water phantom.
simulation is (158.1 ± 1.7) mm 4. The simulated 2D spatial distribution is much clearer than
that detected in the experiment since the background noise is lower and the energy resolution
of LYSO pixels are perfect in the simulation.
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Figure. 6.20 The simulated 2D spatial distribution of secondaries detected in the LYSO arrays
from a water phantom (i.e. energy cut at 1.3 MeV). A total of 1010 protons were applied.
4The sigmoid fitted parameter b is (70.5 ± 1.7) mm and the phantom surface was moved upstream aligning
with the LYSO detecting window at 87.6 mm, so the corrected PG range is (158.1 ± 1.7) mm.
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Figure. 6.21 The simulated 1D intensity profile of PGs of secondaries detected in the LYSO
pixels along the depth in a water phantom.
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6.4 In-beam measurements with the fibre probe
6.4.1 Fibre response for proton beam at 66.5 MeV
The fibre probe was coupled with the plastic counter in coincidence mode to record the
energy and timing of protons for the two proton beam energies. The measured and simulated
energy-depth curves in the fibre probe are presented in Fig. 6.22. It is noted that the measured
energy curve on the entrance part of the phantom is much flatter than that in the simulation
since the sensitivity of the fibre in the experiment was restricted by the detector and the
electronics readout system. As discussed previously, the normalised energy deposition on
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Figure. 6.22 The comparison of experimental (scaled) and simulated results of the normalised
energy deposition in the fibre probe with proton beams at 66.5 MeV. The error bar in the
experimental data set is too small to show. A total of 2 × 109 and 105 protons were used in
experiment and simulation, respectively, for each position.
the y-axis does not represent the actual energy or dose. Thus, only the range on the x-axis is
deduced from the curve, giving the R0 in the experiment by (31.0 ± 0.5 (stats error)±4 (sys
error)) mm 5 and that in simulation by (35.2 ± 0.5) mm. There is a few millimetres deviation
between the fall-off position determined in the experimental and the simulation, which might
arise from the setup of the fibre during the measurements. The fibre was visually aligned
with the iso-centre of the phantom and an inevitable systematic error was introduced by this
method.
5(31.5 ± 0.5) mm was deduced from d80 of the curve, adding 4 mm as the systematic error during the setup.
The fibre was inserted in the water phantom without any support, giving a larger systematic error than that in
the Birmingham experiment (i.e. there is an open-slit lid on the top of water phantom 1 used in Birmingham).
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Figure. 6.23 The coincidence timing spectrum of the fibre and plastic counter, which is
recorded only when the two signals from both detectors arrive within the time window of
80 ns. The fibre was placed at a depth of 21 mm inside the water phantom.
Fig. 6.23 shows the coincidence timing spectrum between the fibre and the plastic start
counter of events where both signals arrived within a time window of 80 ns. A much smaller
coincidence window was applied compared to the 496 ns that was applied in the previous
measurements in order to reduce the total count rate accepted by the digitiser. The highest
peak in Fig. 6.23 represents the real coincidence peak (σ ≈ 1.8 ns), and the period of those
peaks is around 25.8 ns, corresponding to the cyclotron frequency for this beam energy.
Furthermore, the coincidence timing spectra from three depths are displayed in Fig. 6.24,
which shows a decline of the count rate with the increase of depth due to the proton beam
divergence in water. It is also noticed that the centroid of those timing spectra is shifted to the
right with the increase of depth. However, the centroid of timing spectra cannot be obtained
when the fibre was approaching the BP due to the significant beam broadening in the fall-off
region (i.e. the statistics recorded in the BP region were too low).
The timing centroids against the depth is summarised in Table. 6.6 and the corresponding
time-depth curves are presented in Fig. 6.25 for both the experimental and simulated data
sets. The trend of those two curves is similar, showing an increase of the timing differences
with depth as one expects due to the slowing down of protons, however, it is interesting that
the timing differences between two subsequent points in simulation are significantly smaller
than that observed in the corresponding experimental curve. For example, the time difference
∆t is found to be around 22 ps when moving from 23.6 mm to 28.6 mm in the simulation,
while it is around 509 ps in the experiment. The coincidence timing resolution (FWHM)
between the fibre probe and plastic counter is around 4.2 ns in our current setup. Even though
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Figure. 6.24 The comparison of coincidence timing spectra at various depth in the water
phantom. The centroid of the timing peak is shifted to the right side with the increase of
depth in the water phantom.












we are looking at centroid shifts here, this resolution is not sufficiently accurate to determine
timing differences corresponding to a 5-mm phantom shift which is of the order of 10 ps.
Here, we just show that it is feasible to do the relative range verification using proton timing
method.
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Figure. 6.25 The comparison of experimental (upper) and simulated (lower) proton timing in
the fibre probe with proton beams at 66.5 MeV as a function of depth in the phantom. Both
the experiment and the simulation show the same trend but the experimental points suggest a
larger time difference compared to the simulation. The experimental timing curve is not as
smoothing as the simulated one, since the timing resolution of the two coincidence detectors
is less satisfactory.
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6.4.2 Fibre response for proton beams at 150 MeV
For the measurements of the 150 MeV proton beam, we used the same fibre probe that
had already been heavily used in Birmingham with 38 MeV proton beams and hence the
efficiency of the probe was reduced (i.e. noise increased due to radiation damage). As
discussed previously, we do not focus on the detailed energy deposition measurements but
mainly on the determination of the fall-off position. The fall-off position in the experiment
(155.5 ± 1.0 (stats) ± 4(sys)) mm agrees well with the simulation (156.3 ± 0.5) mm as
shown in Fig. 6.26.
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Figure. 6.26 The comparison of experimental (scaled) and simulated results of the normalised
energy deposition in the fibre probe for the proton beam at 150 MeV. Good agreement is
found in the location of the BP, while the absolute energy deposition comparison is less
accurate due to the response of the fibre (threshold and quenching effects) and the lack of a
reliable energy calibration. The error bar in the experimental data set is too small to show. A
total of 4 × 109 and 105 protons were used in experiment and simulation, respectively, for
each position.
Also, the coincidence timing spectra for signals extracted from fibre probe and plastic
counter within 496 ns is displayed in Fig. 6.27. A Gaussian fitting function was applied
for the prompt peak (σ ∼= 1.7 ns) and the period of those timing peaks is around 18.1 ns,
consistent with the cyclotron frequency for this beam energy. Similarly, the comparison of
experimental and simulated timing-depth distributions in the water phantom are presented in
Fig. 6.28. The error bar in the experimental data is largely due to the low statistics recorded
in the coincidence timing spectrum, while the trend of the dots does agree with the simulated
data. The timing difference between two subsequent positions (e.g. from 133.8 to 143.8 mm)
is around 47 ps in simulation while in the experiment is around 56 ps with an error of around
132 In-beam experiment at the KVI centre
20 ps, as summarised in Table. 6.7. Thus, the timing response of the protons is sensitive to
determine the phantom shift in the current setup but a higher sensitivity should be reached to
serve as a reliable range verification method.
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Figure. 6.27 The coincidence timing spectrum between the fibre and plastic counter recorded
when signals from both detectors arriving within the time window of 496 ns.
6.4 In-beam measurements with the fibre probe 133
Depth in water [mm]
















Depth in water [mm]













Figure. 6.28 The comparison of experimental (upper) and simulated (lower) proton timing in
the fibre probe with proton beams at 150 MeV. The centroid of the time difference distribution
is plotted on the y-axis versus the depth in the water phantom on the x-axis.
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Table 6.7 The centroid position of the prompt-peak proton timing (150 MeV) at various
depths in the water phantom as determined experimentally and by Geant4 simulation. The
experimental timing values are negative since they are the coincident timing differences
between two detectors, however, the simulated timing values represent the absolute time.
Here, we have added an offset (2519 ps) to correct the experimental values to be comparable














Both experimental and simulated results for different types of detectors were discussed in
this chapter and show a promising future for real-time beam monitoring in PT. Our current
detector system allows the estimation of proton range via the PGI recorded in the LYSO
detector and the relative range verification via the PGS in the monolithic CLLB detector.
The PGT measured using the CLLB proves challenging due to the modest timing resolution
of the detector. Moreover, a fibre probe has been utilised for the direct energy and timing
measurements of incident protons, from which the absolute range was estimated and can be
compared with that retrieved with PGI.
The comparison of range in a water phantom estimated via the fibre probe and LYSO
detector is presented in Table. 6.8. It is noted from this table that the experimentally
determined ranges suffer from a somewhat large systematic error due to experimental setup
(4 mm for the fibre and 2 mm for the LYSO detectors), while it is also noted that the
experimental results are in very good agreement with the simulated results for both the
fibre and LYSO detectors. The ranges extracted via PGI with the LYSO detectors are
also consistent with that measured directly with protons in the fibre probe, within their
experimental errors. In summary, the absolute range can be retrieved by the LYSO detector
reliably with statistical errors of 2.3 and 1.4 mm for beam energies at 66.5 and 150 MeV,
respectively, given the total incident protons of 3 × 1011.
On the other hand, we developed a new, complementary-method to realise relative range
verification based on PGS in PT; in particular, to determine whether the BP position lies in
soft tissue or bone. The high energy resolution CLLB detector was used to detect the PGS
from a water-only phantom and a Ca(OH)2 cell inserted in the same water phantom near
the BP region, showing quantitative evidence regarding the target compositions. The other
key feature form the BP-Bone and BP-Soft tissue data relies on the irradiated total mass of
oxygen in the media. The production of PG from 16O-proton nuclear interactions at 4.44
and 6.13 MeV increases with the total irradiated mass of oxygen in the material. Moreover,
in the low energy region of the PG emission (below 3 MeV), the yield increases with the
density/atomic number of the medium. This method could show quickly what medium the
BP resides in, and is promising for a hospital-based facility for the relative range verification
between inter-fraction treatment.
As for the fibre probe, the relative range verification regarding the phantom shift can
also be retrieved from the coincidence timing spectra in the phantom, which detects the
phantom shift up to 5 mm for low energy proton beams and 10 mm for high energy proton
beams with our current setup. A fast detector and electronics readout system are required for
the quantitative range verification, while our current setup cannot meet an accurate timing
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Table 6.8 Comparison of retrieved absolute range via fibre and LYSO detectors in experiment
and simulation.
Energy [MeV], Range [mm] Fibre [mm] LYSO array [mm]exp sim exp sim
66.5, (35.2±0.5) 31.0±0.5±4.0 35.2±0.5 33.3±2.3±2.0 35.7±0.9
150, (156.3±0.5) 155.5±1.0±4.0 156.3±0.5 157.2±1.4±2.0 158.1±1.7
analysis due to the limitation of timing resolution (i.e. FWHM = 4.2 ns). Even though
the absolute dose measurements using fibre still require further energy calibration, this
tissue-equivalent micro-probe has the potential to be an alternative dosimeter for the Marcus
chamber for the range measurements.
Chapter 7
Discussion and conclusions
PT provides localised dose peaks (i.e. BP) in the target volume, which spares doses to normal
tissues compared with the conventional X-ray therapy. Specifically, the IMPT using active
beam scanning techniques has been applied clinically and shown excellent dose distribution
uniformity in the irregular shaped tumour volumes. It is believed more patients would benefit
from the ion irradiation if the cost of PT could be reduced to be comparable with X-ray
therapy. However, there are many sources of range uncertainties in clinical practice. The
real-time range monitoring during the treatment is highly demanded to fully exploit the
advantages of PT.
We have discussed some widely studied range verification methods via detecting beta
emitters or PGs. Each of those methods has its merits and drawbacks considering the
detection sensitivity and the cost-effectiveness. In this research project, a dedicated detection
system was developed and tested at different proton beam energies up to 150 MeV in two
different institutes, to evaluate its performance in different conditions and with different
targets. The detection system consists of different types of scintillating detectors: a single-slit
collimated CLLB detector for PGS, multi-slit collimated LYSO arrays for the 1D PG intensity
profile, a fibre probe for measuring directly the energy deposition and timing of incident
protons in a water phantom and a plastic start counter for time-of-flight measurements. This
multi-modality in the detection approach, the heterogeneous phantoms, the wide range of
beam energies used as well as the different laboratory environments are some of the aspects
that distinguish this project. In parallel, a bespoke Geant4 simulation code was developed for
this project that included all detection systems and collimator materials and the results were
compared to the experimental measurements. The Geant4 simulation was also used to study
and compare the different methods (PGS, PGI and PGT) assuming an ideal perfect-detector
ring for gamma-ray detection.
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The Geant4 simulation results confirmed that the yield of certain PGs is maximum near
the BP validating the PGI as one of the most promising methods, while that of neutrons
monotonically declines with the slowing down of incident beams and approaches zero
before the BP is reached. The emission of some prominent gamma lines (i.e. 12C(p,p′ γ
4.44 MeV)12C∗ and 16O(p,p′ γ 6.13 MeV)16O∗) is particularly correlated with the range,
since the cross section of those interactions peaks when protons slow down to around
20 MeV. For different target media, the yield of those prominent gamma lines is sensitive
to the target composition. From the simulation results its was confirmed that it is possible
to qualitatively determine the range or dose in heterogeneous targets via detecting PGS,
but it is also highlighted that the neutron-induced background becomes significant as the
energy of the beam increases, something that was shown to be mitigated through a time-of-
flight measurement to suppress the off prompt background. Moreover, with the help of the
developed simulation the PGT spectra are related to the incident beam energy and the target
media, were examined as a method for the relative range verification at a low cost. From
the comparative simulation study with the specific perfect-detector ring and 108 simulated
protons of 150 MeV energy, it is found that:
• The PGI method enables the detection of a 1 mm phantom shift via applying a sigmoid
function to the 1D PG profile; the range error is found to be inversely proportional to
the square root of proton statistics.
• The PGS method and the suggested spectra division was used to obtain the ratio-energy
distribution of the PG emission, and the mean value of ratio increases with the length
of phantom shift. However, it is challenging to detect a phantom shift of less than
3 mm using this method alone.
• A Gaussian distribution was applied to the PGT spectra as the centroid was shifted
with the phantom shift so that a 2 mm phantom shift was detectable.
In-beam experiments were conducted at two different institutes. Initially, the detection
system was tested in the Birmingham MC40 cyclotron with low energy proton beams
(38 MeV), so that the performance of the detectors regarding high energy PGs was assessed
with lower neutron-induced background compared to the higher beam energies. Then, the
range uncertainties and more complete characterisation of our detection system were deduced
with the higher energy proton beams that were available at KVI-centre (66.5 and 150 MeV).
We discuss the results and findings by different range verification methods in the following.
First of all, a monolithic CLLB detector was used in the measurements of PGS from
different phantom configurations. The emission of prominent gamma lines (i.e. 4.44 and
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6.13 MeV) from some interesting nuclear interactions is sensitive to various target media,
depending on the target composition. It is found that the energy resolution of about 5 %
at 662 keV is sufficient to perform tissue-composition sensitive measurements since we
propose to use the coarse binning method which is more robust and depends less on detector
resolutions. In particular, we conclude that for the ratio-energy plots even a two times worse
energy resolution would still be sufficient which opens up the way for a much wider range of
scintillators and with significant reduced cost. Specifically, the PG spectra from a water-only
phantom and calcium hydroxide cell that inserted in the same phantom were measured, and
the division of those two histograms was analysed to determine the position of BP in terms
of materials.
While writing these conclusions a recent work [78] was published which reported consis-
tent results. The authors studied the PGS for in vivo measurements of oxygen, carbon and
calcium concentrations in the human body and they found that element contraction change of
1 % for calcium and 2 % for oxygen in various tissues were clearly identified by a monolithic
CeBr3 detector. This paper suggested this technique should have an impact on the assessment
of tumour hypoxia and the tracking of calcifications in brain metastases. However, the beam
energies they conducted in this paper is relatively low (e.g. 90.7 MeV proton beam), so that
effect of the neutron-induced background at higher energies is not obvious. In this thesis,
experimental and simulation results at three different energies have nicely demonstrated how
the overall background level changes as a function of beam energy. Both our experimental
and Geant4 simulated results show that the neutron-induced background could hinder these
measurements at higher beam energies (e.g. at 150 MeV studied in this project). Our simula-
tion results show that up to 80 % neutron-induced background was rejected when a timing
selection window was applied for a 150 MeV proton beam.
It is also found that the cross section data set of 16O(p,p′ γ 6.13 MeV)16O∗ utilised in
Geant4 simulation is lower than we obtained in the experiment. There is previous work at
higher energies by J. M. Verburg et al [6] showing similar underestimation of the strength of
this 6.13 MeV gamma-ray emission with Geant4. These comparisons suggest that further
work is necessary for the modelling of the detailed contributing transitions produced by
proton inelastic scattering.
As for the PGI method using the LYSO arrays, MC simulations and experimental results
support that the specific design of the multi-slit collimator (parameters and properties) are
well suited for mm accuracy measurement and the choice of the scintillating material and
dimension are suited for this purpose. The total incident number of protons used in the
experiment was on the order of 1011. In a typical PT treatment with high beam current at 2 nA,
the information would, therefore, be available within 10s of the scan starting with the present
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setup. However, for a typical pencil beam spot, totally around 1010 protons are delivered per
fraction (i.e. 2 Gy) [35]. Our simulation results also show that an acceptable range uncertainty
was achieved when the data were processed with 10 times lower statistics (1010), meeting
the statistics requirements in the clinical scenario. For contrast-to-noise ratios, the precision
is proportional to the inverse of the square root of the number of incident protons [34].
Thus, in the situation of a distal spot, typically around 108 protons per fraction [39], the
precision would be improved by enlarging the detecting window, employing time-of-flight
(ToF) technique or reducing the distance between the detectors and the phantom. J. H. Park
et al [79] have studied a similar PGI detection system based on 36 CsI(Tl) detectors (size: 3
× 30 × 100 mm3) and a multi-slit collimator. Their experimental results for the absolute PG
range is excellent (2 - 3 mm error) for the spots which are composed 3.8 × 108 protons under
high energy proton beam conditions (up to 186.3 MeV). Thus, it is possible to improve the
detection efficiency of our PGI system by just enlarging the detection window to be sensitive
for a realistic number of protons.
The fibre probe is also interesting as it is water-equivalent and its diameter is small
enough that could be used in a laparoscopic type of real-time monitoring during irradiation.
In this project, MC simulations and experimental results support that a thin scintillating
fibre probe is a suitable instrument for determining the range, while for dose estimation a
more quantitative analysis is required. L. Archambault et al [80] characterise the response
of a scintillator fibre detector with proton beams by MC simulation. They have found that
the quenching effect results in dose underestimation by 15 % around at the BP for beams
of 150 MeV or more, which is consistent with the experimental results obtained in the
Birmingham experiment. More research work is needed to characterise the energy response
in the fibre detector, especially experimental database should be built for the calibration
of dose measurement in PT. Moreover, in the current project the timing of the incident
protons is also explored in terms of in-beam detection (time between plastic start detector and
scintillating fibre). Experimental results are compared to the simulation. It is found that even
though the general trend is reproduced by the simulation the absolute slowing down time of
the protons in the phantom may be somewhat underestimated in the simulation. This may
have implications on PGT methods based on simulations. The timing resolution of the fibre
probe is also expected that it can be improved in the future for relative range verification.
In general, the experimental results agree with our expectations. First of all, it is suggested
that a fast scintillating detector with adequate energy resolution can replace the HPGe detector
in the measurements of PGS at a hospital-based PT institute as ratio of coarse energy regions
are found to be sensitive to the tissue composition. This method is simple, efficient and
low-cost for the relative range and dose verification during the treatment, which is also
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feasible to monitor the heterogeneity of targets in the clinical environment. Furthermore, the
PG profile measured in the LYSO detector provides a straightforward method to retrieve the
absolute PG range by applying a sigmoid fitting function to the PG intensity profile. Even
though the incident proton statistics are quite high to obtain the acceptable range error in this
project, it is possible to improve the detector efficiency by extending the size of the detecting
window. To reduce the neutron-induced background and improve the SNR, the timing and
energy selection can be applied in those scintillating detectors. Last but not least, the fibre
probe has the potential to be an alternative to the ion chamber for the range measurements,
which is also promising to measure the exact dose in a small target volume in PT with proper
energy calibration and quenching correction. Overall, It is suggested that a combination of
different complementary methods and detection systems may be the best way forward to
achieve reliable PG range and dose verification during PT.
Even though the readiness of the current system is far from a clinical device, it is
suggested that it has reached the readiness level of serving as a complementary instrument in
PT research rooms, where it can be used to correlate measurements performed in different
ways and provide, for example, an absolute PG intensity profile, a good spectroscopic tool
and an independent range measurement with the fibre probe. In the future, a larger detection
efficiency would be beneficial for both the PGS and PGI system. The data analysis of the
PGI system can be extended to add the spectrum of individual crystal to reconstruct higher
energy peaks but for this, a photosensor and ADC with better linearity would be needed.
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Data sheet of Scintillating materials






















































































































































































Functional description of electronics
readout systems
B.1 Digital pule processing in DT5730
Figure. B.1 DPP firmware functional description in the normal acquisition mode.
B.2 System diagram of ASIC evaluation kit
154 Functional description of electronics readout systems
Figure. B.2 System Diagram - SiPM Readout System.
Figure. B.3 Functional block diagram of ASIC and channel.
