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Convergence Behavior Analysis of Directed Signed
Networks Subject to Nonidentical Topologies
Deyuan Meng, Senior Member, IEEE, Mingjun Du, and Jianqiang Liang
Abstract—This paper addresses the behavior analysis problems
for directed signed networks that involve cooperative-antagonistic
interactions among agents. Of particular interest is to explore the
convergence behaviors of directed signed networks with agents of
mixed first-order and second-order dynamics. Further, the agents
are subject to nonidentical topologies represented by two different
signed digraphs that have a strongly connected union. It is shown
that when considering signed networks subject to sign-consistent
nonidentical topologies, polarization (respectively, neutralization)
can be achieved if and only if the union of two signed digraphs is
structurally balanced (respectively, unbalanced). By comparison,
signed networks can always be guaranteed to become neutralized
in the presence of sign-inconsistent nonidentical topologies.
Index Terms—Signed network, nonidentical topology, polariza-
tion, sign-consistency, structural balance.
I. INTRODUCTION
Networks with multiple agents (vertices or nodes) that may
interact cooperatively or antagonistically with each other have
attracted considerable research interests recently, especially in
the two areas of multi-agent systems and of complex systems.
They also have potential values in many applications, such as
social sciences, natural sciences, economics, and robotics (e.g.,
see [1, Section 6] for more discussions). This class of networks
subject to cooperative-antagonistic interactions is called signed
networks for convenience since, to describe the communication
topologies of them, signed graphs are generally employed such
that the positive and negative weights of their arcs can be used
to represent cooperative and antagonistic interactions between
agents, respectively. Particularly, signed networks can include
as a trivial case traditional networks, which are called unsigned
networks for distinction, with the communication topologies of
agents represented by the traditional unsigned (or nonnegative)
graphs (see, e.g., [2]–[11]).
In general, unsigned networks enable the agents to achieve
agreement (or consensus) since they only have the cooperative
interactions among agents (see [2]–[11]). In comparison with
unsigned networks, signed networks behave differently owing
to the simultaneous existence of cooperations and antagonisms
among agents. Various classes of dynamic behaviors emerge
in signed networks, such as polarization or bipartite consensus
[12]–[19], sign consensus [20], modulus consensus [21]–[23],
interval bipartite consensus [24]–[27], bipartite flocking [28]
and bipartite containment tracking [29]. It is worth noticing
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that polarization, instead of agreement, plays a fundamentally
important role in analyzing the behaviors of signed networks.
Moreover, neutralization and polarization are counterparts for
signed networks, which correspond to the structural unbalance
and balance of them, respectively. In particular, agreement can
be viewed as a trivial case of polarization, in accordance with
that the unsigned networks are included as a special case of the
structurally balanced signed networks. Regardless of the great
development on the behavior analysis of signed networks, most
existing results make contributions to signed networks with the
identical topologies that can be described with a single graph.
Different from identical topologies, nonidentical topologies
generally need two different graphs to identify the communica-
tions among agents. In unsigned networks, it has already been
realized that the agreement results of agents with nonidentical
topologies are not simply an extension of those in the presence
of an identical topology, but subject to challenging difficulties
in both protocol design and agreement analysis (see, e.g., [6]–
[11]). New design and analysis approaches are usually required
to be explored for unsigned networks owing to the presence of
nonidentical topologies. Take, for instance, [6]–[9] that resort
to new Lyapunov analysis approaches because they generally
need to treat two different classes of convergence problems on
second-order unsigned networks with nonidentical topologies
[6]–[9]. In [10], [11], a new dynamic graph approach based on
the quadratic matrix polynomials has been introduced to cope
with the ill effects of nonidentical topologies on the agreement
analysis of unsigned networks. How to implement the behavior
analysis of directed signed networks with mixed first-order and
second-order dynamics, and what are the challenging problems
of them caused by nonidentical topologies? In addition, what
are the main differences between the convergence analyses of
signed and unsigned networks against nonidentical topologies,
and further are they fundamental? Even though some attempts
have been made to answer these questions in, e.g., [18], [30],
the frequency-domain analysis approaches have been utilized,
with which either the effects of nonidentical topologies have
not been considered [18], or the strict symmetry of information
communications among agents has been imposed [30]. Also,
a new class of sign-consistency problems due to nonidentical
topologies has been discovered for signed networks in [30],
which however is only discussed for undirected networks, and
it is also left to develop the behaviors of signed networks when
the sign-consistency condition is violated.
In this paper, we aim at directed signed networks subject to
nonidentical topologies and analyze the convergence behaviors
of them though the agents have mixed first-order and second-
order dynamics. It is shown that a sign-consistency problem is
caused for sign patterns of nonidentical topologies and found
2to play a dominant role in investigating convergence behaviors
of signed networks. The sign-consistency is a distinct problem
resulting from the nonidentical topologies of signed networks,
which naturally disappears for the cases of identical topologies
or of unsigned networks. When two signed digraphs (short for
directed graphs) representing the nonidentical communication
topologies of signed networks are sign-consistent, polarization
emerges for the agents if and only if the union of two signed
digraphs is structurally balanced; and otherwise, neutralization
arises. In the presence of sign-inconsistent nonidentical topolo-
gies, these results do not work any longer, and correspondingly
the Lyapunov analysis is not sufficient to address convergence
problems for signed networks. To overcome challenges arising
from the sign-inconsistency, anM -matrix method is proposed,
which reveals that signed networks always become neutralized.
Notations: Throughout this paper, let 1n = [1, 1, · · · , 1]T ∈
R
n, and I and 0 be the identity and null matrices with com-
patible dimensions, respectively. Denote In = {1, 2, · · · , n},
and two sets of matrices as
Dn = {D = diag {d1, d2, · · · , dn} : di ∈ {±1}, ∀i ∈ In}
Zn =
{
Z = [zij ] ∈ R
n×n : zij ≤ 0, ∀i 6= j, ∀i, j ∈ In
}
where diag{d1, d2, · · · , dn} is a diagonal matrix with diagonal
entries given in order as d1, d2, · · · , dn. For any A ∈ Rn×m,
we call it a nonnegative matrix, denoted by A ≥ 0, if all
entries of A are nonnegative. When m = n (i.e., A is square),
det(A) is the determinant of A, and λi(A), ∀i ∈ In is an
eigenvalue of A. If all eigenvalues of A are real, then λmax(A)
and λmin(A) are the largest and smallest eigenvalues of A,
respectively. Besides, for A = [aij ] ∈ Rn×m, we denote
∆A = diag

m∑
j=1
a1j ,
m∑
j=1
a2j , · · · ,
m∑
j=1
anj
 , |A| = [|aij |]
A+ =
[
a+ij
]
, A− =
[
a−ij
]
where |aij | = sgn (aij) aij , together with sgn (aij) taking the
sign value of aij ; a
+
ij = aij if aij > 0 and a
+
ij = 0, otherwise;
and a−ij = aij if aij < 0 and a
−
ij = 0, otherwise. Any square
matrix A ∈ Rn×n is said to be Hurwitz stable (respectively,
positive stable) if, for every i ∈ In, λi(A) has a negative
(respectively, positive) real part. By [31, Definition 2.5.2], we
say that A ∈ Zn is an M -matrix if A is positive stable.
II. SIGNED DIGRAPHS AND ASSOCIATED NETWORKS
A. Signed Digraphs
A digraph is a pair G = (V , E) that consists of a vertex set
V = {vi : ∀i ∈ In} and an arc set E ⊆ {(vj , vi) : ∀j 6= i}. If
there exists an arc (vj , vi) ∈ E , ∀j 6= i, then vi has a “neighbor
vj ,” with which the index set Ni = {j : (vj , vi) ∈ E} denotes
all the neighbors of vi. If there exist sequential arcs (vi, vl1),
(vl1 , vl2), · · · , (vlm−1 , vj) formed by distinct vertices vi, vl1 ,
· · · , vlm−1 , vj , then G admits a path from vi to vj . We say that
G is strongly connected if, for each pair of distinct vertices,
there exists a path between them. For the digraph G , let two
other digraphs G c = (V , Ec) and G d = (V , Ed) possess the
same vertex set V as G . If E = Ec∪Ed holds, then G is called
the union of G c and G d, which is denoted by G = G c ∪ G d.
A digraph G is called a signed digraph if it is associated
with a real adjacency matrix B = [bij ] ∈ Rn×n, where bij 6=
0 ⇔ (vj , vi) ∈ E (and in particular, bii = 0, ∀i ∈ In due to
(vi, vi) 6∈ E). Let the signed digraph G associated with B be
denoted as G (B) = (V , E , B). The Laplacian matrix of G (B)
is defined as LB =
[
lBij
]
∈ Rn×n whose elements satisfy lBij =∑
k∈Ni
|bik| if j = i and lBij = −bij , otherwise. By following
[12], G (B) is said to be structurally balanced if V admits a
bipartition {V(1),V(2) : V(1) ∪ V(2) = V ,V(1) ∩ V(2) = Ø}
such that bij ≥ 0, ∀vi, vj ∈ V(l) for l ∈ {1, 2} and bij ≤ 0,
∀vi ∈ V(l), ∀vj ∈ V(q) for l 6= q, ∀l, q ∈ {1, 2}; and it is
said to be structurally unbalanced, otherwise. Correspondingly,
G (B) is structurally balanced (respectively, unbalanced) if and
only if there exists some (respectively, does not exist any)D ∈
Dn such that DBD = |B| (see also [12]). In particular, when
B ≥ 0, G (B) collapses into a traditional unsigned digraph
that is a trivial case of structurally balanced signed digraphs.
For how to reasonably represent the union G (Bc)∪G
(
Bd
)
of two signed digraphs G (Bc) = (V , Ec, Bc) and G
(
Bd
)
=(
V , Ed, Bd
)
, we generally only have its vertex set V and arc set
Ec∪Ed, but how to associate it with an appropriate adjacency
matrix is an open problem. To handle this problem, we present
a sign-consistency property for any two signed digraphs in the
following notion.
Definition 1: For any two matrices Bc =
[
bcij
]
∈ Rn×n and
Bd =
[
bdij
]
∈ Rn×n, if bcijb
d
ij ≥ 0, ∀i, j ∈ In, then G (B
c)
and G
(
Bd
)
are called sign-consistent signed digraphs; and
otherwise, they are called sign-inconsistent signed digraphs.
As a benefit of Definition 1, we provide a definition for the
adjacency matrix of the union of any two signed digraphs.
Definition 2: For any two sign-consistent signed digraphs
G (Bc) and G
(
Bd
)
, their union G (Bc) ∪ G
(
Bd
)
can be
defined by G (B) if the adjacency matrix B is given by
B = αBc + βBd
where α ∈ R and β ∈ R are any scalars such that αβ > 0.
Remark 1: If G (Bc) and G
(
Bd
)
are sign-consistent, then
bcijb
d
ij ≥ 0 holds for all i, j ∈ In by Definition 1. Hence, we
apply αβ > 0 and can verify
αbcij + βb
d
ij = 0 ⇔ b
c
ij = 0 and b
d
ij = 0, ∀i, j ∈ In.
Conversely, αbcij + βb
d
ij 6= 0 if and only if b
c
ij 6= 0 or b
d
ij 6= 0.
This yields G (B) = G
(
αBc + βBd
)
= G (Bc) ∪ G
(
Bd
)
,
as adopted in Definition 2. By contrast, when G (Bc) and
G
(
Bd
)
are sign-inconsistent, bcijb
d
ij ≥ 0 may not hold for any
i, j ∈ In, and then
αbcij + βb
d
ij 6= 0 ⇒ b
c
ij 6= 0 or b
d
ij 6= 0, ∀i, j ∈ In
but the opposite may not be true. Namely, G
(
αBc + βBd
)
⊆
G (Bc) ∪ G
(
Bd
)
can only be derived. However, if we select
suitable α and β such that
bcij 6= 0 or b
d
ij 6= 0 ⇒ αb
c
ij + βb
d
ij 6= 0, ∀i, j ∈ In (1)
then we also have G (Bc) ∪ G
(
Bd
)
⊆ G
(
αBc + βBd
)
. As
a consequence, only suitable selections of α and β satisfying
(1) can ensure that G
(
αBc + βBd
)
is qualified as the union
of any sign-inconsistent G (Bc) and G
(
Bd
)
.
3As revealed by Definition 2 and Remark 1, the sign patterns
have great effect on properties of nonidentical signed digraphs.
It is distinct for nonidentical signed digraphs, which disappears
for identical signed digraphs or unsigned digraph pairs. The
sign-consistency property of Definition 1 can also be extended
to arbitrarily finite number of signed digraphs.
B. Signed Networks
Consider two signed digraphs G (Bc) and G
(
Bd
)
for Bc =[
bcij
]
∈ Rn×n and Bd =
[
bdij
]
∈ Rn×n, respectively. For
the sake of distinguishing the neighbor index sets of agent vi
in G (Bc) and G
(
Bd
)
, we represent them as N ci and N
d
i ,
respectively. Let xi(t) ∈ R and yi(t) ∈ R denote the states of
vi, and then for each i ∈ In, the dynamics of vi fulfill
x˙i(t) =
∑
j∈N c
i
bcij
[
xj(t)− sgn
(
bcij
)
xi(t)
]
+ yi(t)
y˙i(t) = −k
yi(t) + ∑
j∈Nd
i
bdij
[
xj(t)− sgn
(
bdij
)
xi(t)
]
(2)
where k > 0 is a damping rate. It is worth highlighting that (2)
is subject to nonidentical topologies represented by two signed
digraphs G (Bc) and G
(
Bd
)
. The nonidentical topologies lead
to that (2) can represent signed networks of agents with mixed
first-order and second-order dynamics. Two extreme cases of
this mixed-order representation are given below.
i) Let I1n =
{
i : bdij = 0, ∀j ∈ In
}
, and then for each i ∈
I1n, (2) collapses into describing that vi has the single-
integrator dynamics.
ii) Let I2n =
{
i : bcij = 0, ∀j ∈ In
}
, and then for each i ∈
I2n, (2) becomes the description of vi with the double-
integrator dynamics.
When I1n∪I
2
n = In, (2) represents a signed network subject to
mixed first-order and second-order dynamics, which only has
been studied for the trivial case without involving antagonistic
interactions among agents (see, e.g., [32]–[34]).
Remark 2: In particular, when I1n = In holds, (2) es-
sentially describes a signed network with single-integrator
dynamics associated with G (Bc) (see, e.g., [12], [24], [25],
[27], [29]). If I2n = In holds, then (2) collapses into a double-
integrator signed network associated with G
(
Bd
)
(see, e.g.,
[18], [28]). Hence, we may build a relationship between single-
integrator and double-integrator signed networks through the
study on (2), where the effects of nonidentical topologies on
behaviors of directed signed networks may emerge as a crucial
issue.
For arbitrary initial states xi(0) and yi(0), ∀i ∈ In, we say
that the system (2) associated with the nonidentical topologies
G (Bc) and G
(
Bd
)
achieves
1) polarization (or bipartite consensus) if
lim
t→∞
|xi(t)| = θ and lim
t→∞
yi(t) = 0, ∀i ∈ In
2) neutralization (or asymptotic stability) if
lim
t→∞
xi(t) = 0 and lim
t→∞
yi(t) = 0, ∀i ∈ In
where θ ≥ 0 denotes some constant depending on xi(0) and
yi(0), ∀i ∈ In.
III. BEHAVIOR ANALYSIS RESULTS
To characterize the dynamic behaviors of the directed signed
network represented by (2), let us denote x(t) = [x1(t), x2(t),
· · · , xn(t)]T and y(t) = [y1(t), y2(t), · · · , yn(t)]T. Then we
can express (2) in a compact vector form of[
x˙(t)
y˙(t)
]
=
[
−LBc I
−kLBd −kI
] [
x(t)
y(t)
]
. (3)
For the trivial case when Bc = 0, the convergence properties
of (3) are exploited in [18, Theorem 4], where the selection
of k depends heavily on the topology of signed networks
described by G
(
Bd
)
. It is, however, obvious that the behavior
analysis and result of [18, Theorem 4] do not work for signed
networks described by (3) subject to nonidentical G (Bc) and
G
(
Bd
)
. Further, how to select the rate k to overcome the
effects of nonidentical topologies on the behavior analysis of
signed networks may become much more challenging.
To proceed to address the aforementioned issues, we denote
G (Bc) ∪ G
(
Bd
)
= G (B) and X(t) =
[
xT(t), yT(t)
]T
, and
present a nonsingular linear transformation on the system (3).
Lemma 1: If a nonsingular linear transformation is used as
Y (t) = ΘX(t) with Θ =
[
kI I
I 0
]
then the system (3) can be equivalently transformed into
Y˙ (t) =
[
0 −k (LBc + LBd)
I − (kI + LBc)
]
︸ ︷︷ ︸
, Γ
Y (t). (4)
Proof: With Y (t) = ΘX(t), (4) is direct from (3).
For the system (4), there are two classes of nontrivial block
matrices in its system matrix, for which we have properties in
the lemma below.
Lemma 2: For any positive scalars k > 0, α > 0 and β > 0
and any n-by-n real matrices Bc and Bd, the following hold:
1) kI + LBc is positive stable;
2) αLBc + βLBd = LαBc+βBd if and only if two signed
digraphs G (Bc) and G
(
Bd
)
are sign-consistent.
Proof: This lemma is immediate by leveraging definitions
of Laplacian matrices and sign-consistency in Definition 1.
Remark 3: From Lemma 1, it is clear that the union G (B)
of signed digraphs G (Bc) and G
(
Bd
)
may play an important
role in the dynamic behaviors of signed networks described by
(3). As a benefit of Lemma 2, a candidate of G (B) is given
by B = αBc+βBd for any α > 0 and β > 0 in the presence
of any sign-consistent signed digraphs G (Bc) and G
(
Bd
)
. In
particular, it follows that LBc + δLBd = LBc+δBd , ∀δ > 0 is
the Laplacian matrix of G (B) for B = Bc + δBd. However,
these properties do not work any longer for sign-inconsistent
signed digraphs G (Bc) and G
(
Bd
)
by noting Remark 1.
A. Sign-Consistent Nonidentical Topologies
When considering sign-consistent nonidentical topologies of
signed networks described by (3), their convergence behaviors
are tied closely with the structural balance of signed digraphs.
To reveal this property, we give a helpful lemma related to the
structural balance property.
4Lemma 3: Let the union G (B) of any two sign-consistent
signed digraphs G (Bc) and G
(
Bd
)
be strongly connected.
Then for B = Bc +Bd, the following two results hold.
1) If G (B) is structurally balanced, there exists a unique
positive definite matrix W ∈ R(n−1)×(n−1) such that
[ED (LBc + LBd)DF ]
T
W
+W [ED (LBc + LBd)DF ] = I
(5)
where D ∈ Dn is such that DLBD = L|B|, and E and
F are matrices given by
E =
[
−1n−1 I
]
∈ R(n−1)×n, F =
[
0
I
]
∈ Rn×(n−1).
2) If G (B) is structurally unbalanced, there exists a unique
positive definite matrix H ∈ Rn×n such that
(LBc + LBd)
T
H +H (LBc + LBd) = I. (6)
Proof: With Lemma 2 and [27, Theorems 4.1 and 4.2],
this lemma follows from the Lyapunov stability theory.
As a consequence of Lemma 2, we can accomplish a further
result of Lemma 3 under the same connectivity and structural
balance conditions.
Corollary 1: If the union G (B) of any two sign-consistent
signed digraphs G (Bc) and G
(
Bd
)
is strongly connected,
then given any α > 0 and β > 0, ED (αLBc + βLBd)DF
(respectively, αLBc + βLBd ) is positive stable provided that
G (B) is structurally balanced (respectively, structurally un-
balanced) for B = αBc + βBd.
By Lemma 3 and Corollary 1, we consider B = Bc + Bd
and introduce an index with respect to any δ > 1 as
µ =
λmax (Φ)λmax
(
ΨΨT
)
2(δ − 1)
(7)
where Φ and Ψ, respectively, satisfy
Φ =
{
W, if G (B) is structurally balanced;
H, if G (B) is structurally unbalanced;
and
Ψ =

ED (LBc + δLBd)DF,
if G (B) is structurally balanced;
LBc + δLBd ,
if G (B) is structurally unbalanced.
Note that G (B) with B = Bc+δBd has the same connectivity
and structural balance properties for any δ > 0. This, together
with Corollary 1, ensures that in (7), λmax
(
ΨΨT
)
> 0 under
the strong connectivity of G (B). Consequently, µ > 0 can be
guaranteed from the definition (7).
With the abovementioned discussions, a convergence result
tied to the structural balance of signed digraphs is established
for directed signed networks in the presence of sign-consistent
nonidentical topologies.
Theorem 1: Consider the system (3) described by any sign-
consistent signed digraphs G (Bc) and G
(
Bd
)
, and let k > µ
be selected for any δ > 1. If the union G (B) of G (Bc) and
G
(
Bd
)
is strongly connected, then under any initial conditions
of x(0) ∈ Rn and of y(0) ∈ Rn, the following results hold.
1) Polarization can be achieved for the system (3) if and
only if G (B) is structurally balanced for B = Bc+Bd.
Moreover, the converged solution of (3) is given by
lim
t→∞
x(t) =
{
νTD
[
x(0) + k−1y(0)
]}
D1n
lim
t→∞
y(t) = 0
for some D ∈ Dn satisfying DLBD = L|B| and some
ν ∈ Rn satisfying νT (DLBD) = 0 and νT1n = 1.
2) Neutralization can be achieved for the system (3) such
that limt→∞ x(t) = 0 and limt→∞ y(t) = 0 if and only
if G (B) is structurally unbalanced for B = Bc +Bd.
Proof: We develop a Lyapunov-based analysis method to
prove this theorem. For the details, see the Appendix A.
Remark 4: In Theorem 1, the convergence behaviors are an-
alyzed essentially for signed networks subject to nonidentical
directed topologies. Like the conventional behavior results for
first-order signed networks exploited in, e.g., [12], [15], [25],
[27], polarization and neutralization are developed in Theorem
1 and closely tied to the structural balance and unbalance of
signed digraphs, respectively. However, Theorem 1 encounters
dealing with the effect of nonidentical topologies on behaviors
of signed networks, which is addressed by exploring the sign-
consistence property of signed digraphs. This actually is a new
challenging problem that has not been considered for directed
signed networks in the literature.
B. Sign-Inconsistent Nonidentical Topologies
When considering any sign-inconsistent signed digraphs, the
union of them is always rendered with the structural unbalance.
Another effect resulting from sign-inconsistence is that a linear
combination of the Laplacian matrices of signed digraphs may
not be employed as the Laplacian matrix of their union. Hence,
the Lyapunov-based convergence analysis method in Theorem
1 may not be directly implemented for signed networks subject
to sign-inconsistent nonidentical topologies. To overcome this
issue, we develop helpful properties of sign-inconsistency by
exploring the properties ofM -matrices based on the separation
of cooperative and antagonistic interactions.
Let us revisit the algebraic equivalent transformation (4) of
the system (3). However, it follows immediately from Lemma
2 that LBc +LBd = LBc+Bd may not hold any longer owing
to the sign-inconsistence of any signed digraphs G (Bc) and
G
(
Bd
)
. This results in that we can not establish the stability
properties of LBc + LBd by directly resorting to the signed
digraph G
(
Bc +Bd
)
. With such an observation, we consider
Bc = Bc+ + Bc− and Bd = Bd+ + Bd− for Bc+ ≥ 0,
Bd+ ≥ 0, Bc− ≤ 0 and Bd− ≤ 0, and can obtain
LBc + LBd = (LBc+ + LBd+) +
(
∆|Bc−| +∆|Bd−|
)
−
(
Bc− +Bd−
)
=
(
LBc++Bd+ +∆|Bc−+Bd−|
)
−
(
Bc− +Bd−
)
(8)
for which we can verify
LBc++Bd+ +∆|Bc−+Bd−| ∈ Zn (9)
and
−
(
Bc− +Bd−
)
≥ 0. (10)
5Further, anM -matrix property of LBc++Bd++∆|Bc−+Bd−| ∈
Zn in (9) can be established in the following lemma.
Lemma 4: Consider any sign-inconsistent signed digraphs
G (Bc) and G
(
Bd
)
. If the union of G (Bc) and G
(
Bd
)
is
strongly connected, then LBc++Bd+ +∆|Bc−+Bd−| is ensured
to be an M -matrix.
Proof: See the Appendix B.
Based on Lemma 4 and by taking advantage of the equiv-
alence between the Statements 2.5.3.1 and 2.5.3.17 in [31,
Theorem 2.5.3], we can derive that theM -matrix LBc++Bd++
∆|Bc−+Bd−| is nonsingular and has a nonnegative inverse
matrix
(
LBc++Bd+ +∆|Bc−+Bd−|
)−1
≥ 0. If we insert these
facts into (8), then we can deduce
LBc + LBd =
(
LBc++Bd+ +∆|Bc−+Bd−|
)
×
[
I −
(
LBc++Bd+ +∆|Bc−+Bd−|
)−1 (
Bc− +Bd−
)]
(11)
which is the product of anM -matrix and a nonnegative matrix.
To proceed further with exploring this fact, we present a matrix
stability property with respect to the sign-inconsistency.
Lemma 5: Consider any sign-inconsistent signed digraphs
G (Bc) and G
(
Bd
)
. If the union of G (Bc) and G
(
Bd
)
is
strongly connected, then LBc+LBd is positive stable. Further,
there exists a unique positive definite matrix H ∈ Rn×n such
that (6) holds.
Proof: See the Appendix B.
By following the same steps as adopted in the derivation of
Lemma 5, we can present a more general result based on the
sign-inconsistency property of signed digraphs.
Corollary 2: For any α > 0 and β > 0, if the union of any
two sign-inconsistent signed digraphs G (Bc) and G
(
Bd
)
is
strongly connected, then αLBc + βLBd is positive stable.
Based on Lemma 5 and Corollary 2, we consider any δ > 1
to define an index with respect to any sign-inconsistent signed
digraphs G (Bc) and G
(
Bd
)
as
ζ =
λmax (H)λmax
(
(LBc + δLBd) (LBc + δLBd)
T
)
2(δ − 1)
(12)
where H is determined with (6). By Corollary 2, LBc + δLBd
is positive stable for any δ > 0 when the union of G (Bc) and
G
(
Bd
)
is strongly connected. We can hence obtain a positive
definite matrix: (LBc + δLBd) (LBc + δLBd)
T
. This, together
with the positive definiteness of H , guarantees ζ > 0 for any
δ > 1 under the topology conditions of Lemma 5. In particular,
we may choose specific values of δ to determine ζ with (12).
With the above development, we can establish the following
theorem to achieve the convergence analysis of directed signed
networks subject to sign-inconsistent nonidentical topologies.
Theorem 2: Consider the system (3) described by any sign-
inconsistent signed digraphs G (Bc) and G
(
Bd
)
, and let k >
ζ be chosen for any δ > 1. If the union of G (Bc) and G
(
Bd
)
is strongly connected, then neutralization can be achieved such
that for any x(0) ∈ Rn and y(0) ∈ Rn, limt→∞ x(t) = 0 and
limt→∞ y(t) = 0 hold.
Proof: This theorem can be developed by resorting to the
Lypunov-based analysis method in a similar way as Theorem
1, of which the proof details are given in the Appendix B.
Remark 5: In Theorem 2, we see that the sign-inconsistency
of nonidentical topologies enables signed networks always to
be neutralized. The neutralization analysis of Theorem 2 also
implies that the sign-inconsistency of nonidentical topologies
may cause difficulties in implementing the behavior analysis of
signed networks. It is mainly because for any union signed di-
graph G (Bc)∪G
(
Bd
)
, the sign-inconsistency of G (Bc) and
G
(
Bd
)
generally yields G (Bc)∪G
(
Bd
)
6= G
(
kBc + δBd
)
,
∀k > 0, ∀δ > 0. In fact, G
(
kBc + δBd
)
is generally only a
subgraph of G (Bc)∪G
(
Bd
)
. As a consequence, the stability
property (or eigenvalue distribution) of kLBc+δLBd , ∀k > 0,
∀δ > 0 can not be easily established in spite of the connectivity
property of G (Bc)∪G
(
Bd
)
. Fortunately, we can address this
issue by anM -matrix-based analysis approach, which however
has not been discussed in the literature of signed networks with
nonidentical topologies (see, e.g., [10], [11], [30]).
With Theorems 1 and 2, we successfully obtain convergence
results and analysis approaches for signed networks subject to
nonidentical topologies, regardless of any sign pattern between
signed digraphs representing the communication topologies of
agents. We simultaneously explore a Lyapunov-based analysis
approach to exploiting dynamic behaviors for signed networks
in spite of the general directed topologies of agents, for which
we also leverage an M -matrix approach.
IV. CONCLUSIONS
In this paper, convergence behaviors have been discussed for
directed signed networks, on which the effects of nonidentical
topologies have been investigated. A class of sign-consistency
properties for any pairs of signed digraphs has been developed.
It has been disclosed that the convergence behaviors of signed
networks in presence of nonidentical topologies are associated
closely with the sign-consistency property. More specifically, if
the two signed digraphs describing the nonidentical topologies
of signed networks are sign-consistent, then the states of all the
agents polarize if and only if the union of two signed digraphs
is structurally balanced; and neutralization emerges, otherwise.
However, for signed networks with sign-inconsistent noniden-
tical topologies, they always become neutralized. Furthermore,
a Lyapunov approach together with anM -matrix approach has
been established for the behavior analysis of signed networks,
which may be of independent interest in handling cooperative-
antagonistic interactions over directed nonidentical topologies.
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APPENDIX A: PROOF OF THEOREM 1
Proof of Theorem 1: Since G (Bc) and G
(
Bd
)
are sign-
consistent, we use Lemma 2 to denote the union G (B) of them
with B = Bc+Bd. Thus, the necessity results of this theorem
follow directly by the mutually exclusive relationship between
the structural balance and unbalance of G (B). To establish the
sufficiency results, we also resort to the structural balance and
unbalance of G (B), and consider two cases separately.
Case i): G (B) is structurally balanced.We have DLBD =
L|B| (or equivalently, DBD = |B|) for some D ∈ Dn. Based
on the sign-consistency of G (Bc) and G
(
Bd
)
, we can deduce
DLBcD = L|Bc| and DLBdD = L|Bd|. Denote Q = [1n F ],
and then Q is invertible such that
Q−1 =
[
C
E
]
with C =
[
1 0 · · · 0
]
∈ R1×n.
Let x˜(t) = Q−1Dx(t) and y˜(t) = Q−1Dy(t), with which we
denote x˜(t) =
[
x˜1(t), x˜
T
2 (t)
]T
and y˜(t) =
[
y˜1(t), y˜
T
2 (t)
]T
for
x˜1(t) ∈ R, x˜2(t) ∈ Rn−1, y˜1(t) ∈ R and y˜2(t) ∈ Rn−1. From
(3) and with L|Bc|1n = 0 and L|Bd|1n = 0, we can validate[
˙˜x(t)
˙˜y(t)
]
=
[
−Q−1DLBcDQ I
−kQ−1DLBdDQ −kI
] [
x˜(t)
y˜(t)
]
=
[
−Q−1L|Bc|Q I
−kQ−1L|Bd|Q −kI
] [
x˜(t)
y˜(t)
]
=
 −
[
0 CL|Bc|F
0 EL|Bc|F
]
I
−k
[
0 CL|Bd|F
0 EL|Bd|F
]
−kI
[x˜(t)y˜(t)
] (13)
We can further explore (13) to obtain two subsystems as[
˙˜x1(t)
˙˜y1(t)
]
=
[
0 1
0 −k
] [
x˜1(t)
y˜1(t)
]
+
[
−CL|Bc|F 0
−kCL|Bd|F 0
] [
x˜2(t)
y˜2(t)
]
(14)
7and [
˙˜x2(t)
˙˜y2(t)
]
=
[
−EL|Bc|F I
−kEL|Bd|F −kI
] [
x˜2(t)
y˜2(t)
]
. (15)
Clearly, the system performance of (14) relies on that of (15).
Next, we develop the convergence of the system (15). Since
G (B) is strongly connected and structurally balanced, we use
Lemma 3 to give a Lyapunov function candidate for (15) as
V1(t) =
[
x˜2(t)
y˜2(t)
]T [
W k−1W
k−1W k−2δW
] [
x˜2(t)
y˜2(t)
]
. (16)
Due to k > 0 and δ > 1, V1(t) is positive definite based on the
positive definiteness of W . Moreover, when we consider (16)
for (15), we employ L|Bc| = DLBcD and L|Bd| = DLBdD,
utilize (5), and can arrive at a symmetric matrix given by
W˜ =
[
I k−1
[
E
(
L|Bc| + δL|Bd|
)
F
]T
W
(⋆) 2k−1(δ − 1)W
]
where (⋆) represents the term induced by symmetry, such that
V˙1(t) = −
[
x˜2(t)
y˜2(t)
]T
W˜
[
x˜2(t)
y˜2(t)
]
. (17)
With the Schur complement lemma (see, e.g., [35, Theorem
7.7.6]), we can validate for (17) that the positive definiteness
of W˜ is equivalent to that of Ŵ , where
Ŵ =
(
k−1W
){
2(δ − 1)kW−1 −
[
E
(
L|Bc| + δL|Bd|
)
F
]
×
[
E
(
L|Bc| + δL|Bd|
)
F
]T }(
k−1W
)
.
(18)
Since both
[
E
(
L|Bc| + δL|Bd|
)
F
] [
E
(
L|Bc| + δL|Bd|
)
F
]T
andW−1 are positive definite from Lemma 3 and Corollary 1,
they are simultaneously diagonalizable based on [35, Theorem
7.6.4]. By noting this fact and k > µ, we can derive from (18)
that Ŵ is positive definite. Equivalently, W˜ is positive definite.
Thus, the use of (17) leads to the negative definiteness of V˙1(t).
From the standard Lyapunov stability theory, the system (15) is
exponentially (or asymptotically) stable. Moreover, we employ
the exponential stability of (15) and can use (14) to deduce
[
˙˜x1(t)
˙˜y1(t)
]
=

 x˜1(0)− k−1e−kty˜1(0) +
∫ t
0
[
− CL|Bc|F
+ CL|Bd|Fe
−k(t−τ)
]
x˜2(τ)dτ

e−kty˜1(0)− kCL|Bd|F
∫ t
0
e−k(t−τ)x˜2(τ)dτ

→
[
x˜1∗
0
]
exponentially fast as t→∞
(19)
where x˜1∗ is a finite scalar given by
x˜1∗ = x˜1(0)− CL|Bc|F
∫ ∞
0
x˜2(τ)dτ.
From the convergence result in (19) and the exponential
stability of the system (15), we can directly derive the con-
vergence of the state of the system (13). This also ensures the
convergence of X(t) for (3) and Y (t) for (4) owing to the
nonsingular linear transformation relationships as
X(t) =
[
DQ 0
0 DQ
] [
x˜(t)
y˜(t)
]
, Y (t) = Θ
[
DQ 0
0 DQ
] [
x˜(t)
y˜(t)
]
.
To proceed, we calculate the converged value ofX(t). From
two subsystems (14) and (15) separated from the system (13),
it follows that there exists exactly one zero eigenvalue for the
state matrix of (13), and the other eigenvalues have the positive
real parts. With the algebraic equivalence between (4) and (13),
the same eigenvalue distribution applies to the state matrix Γ
of (4). In the same way as [25, eq. (15)], we can deduce
lim
t→∞
eΓt = wrw
T
l ∈ R
2n×2n (20)
where wl ∈ R2n and wr ∈ R2n are eigenvectors for the zero
eigenvalue of Γ such that Γwr = 0, w
T
l Γ = 0 and w
T
l wr = 1.
By the strong connectivity and structural balance of G (B) and
the structure of Γ, we have the candidates of wl and wr as
wl =
[
Dν
0
]
, wr =
[
D1n
k−1D1n
]
. (21)
The substitution of (20) and (21) into (4) yields
lim
t→∞
Y (t) =
[
D1n
k−1D1n
] [
Dν
0
]T
Y (0)
which, together with X(t) = Θ−1Y (t), leads to
lim
t→∞
X(t) =
[
0 I
I −kI
]
lim
t→∞
Y (t)
=
[{
νTD
[
x(0) + k−1y(0)
]}
D1n
0
]
.
(22)
The converged value of (3) in 1) of Theorem 1 holds by (22).
Case ii): G (B) is structurally unbalanced. In this case, we
apply Lemma 3 to define a Lyapunov function candidate as
V2(t) = X
T(t)
[
H k−1H
k−1H k−2δH
]
X(t). (23)
We can deduce from (23) that V2(t) is positive definite because
k > µ > 0, δ > 1 and H is positive definite. Furthermore, by
considering (23) for (3), we can validate
V˙2(t) = −X
T(t)H˜X(t) (24)
where, due to (6), H˜ is given by
H˜ =
[
I k−1 (LBc + δLBd)
T
H
(⋆) 2k−1(δ − 1)H
]
. (25)
In the same way as used in proving the positive definiteness of
W˜ in (17), we can verify from (25) that H˜ is positive definite,
and as a consequence of (24), V˙2(t) is negative definite. Based
on the standard Lyapunov stability theory, we can deduce that
the system (3) is exponentially stable such that limt→∞ x(t) =
0 and limt→∞ y(t) = 0.
With the analyses in Cases i) and ii), we gain the sufficiency
proofs for the results 1) and 2) of Theorem 1, respectively.
APPENDIX B: PROOF OF THEOREM 2
To prove Theorem 2, we need to first present the proofs of
Lemmas 4 and 5.
Proof of Lemma 4: Because G (Bc) and G
(
Bd
)
are sign-
inconsistent, there exist some pairs of {i, j} such that bcijb
d
ij <
80. It thus yields bc−ij +b
d−
ij < 0. This ensures B
c−+Bd− 6= 0,
based on which we can construct a nonnegative matrix as
A =
[
0 0
∆|Bc−+Bd−|1n B
c+ +Bd+
]
≥ 0. (26)
Denote A , [aij ] ∈ R(n+1)×(n+1). We can define an unsigned
digraph G
(
A
)
=
(
V, E , A
)
, in which we set V = {v0}∪V ,
{vi : 0 ≤ i ≤ n}, and then let E ⊆
{
(vj , vi) : ∀vi, vj ∈ V
}
be
such that (vj , vi) ∈ E ⇔ ai+1,j+1 > 0 and (vj , vi) 6∈ E ⇔
ai+1,j+1 = 0. From (26), we can derive that G
(
A
)
has a path
from v0 to vi, ∀i ∈ In if and only if
∑n
j=1
(∣∣bc−ij ∣∣+ ∣∣bd−ij ∣∣) >
0. With this property, we first prove that the unsigned digraph
G
(
A
)
contains a spanning tree, and then that LBc++Bd+ +
∆|Bc−+Bd−| is an M -matrix to complete this proof.
We know from (26) that G
(
A
)
is composed of the unsigned
digraph G
(
Bc+ +Bd+
)
and the vertex v0 with related arcs of{
(v0, vi) :
∑n
j=1
(∣∣bc−ij ∣∣+ ∣∣bd−ij ∣∣) > 0, i ∈ In}. By the sign-
inconsistency of G (Bc) and G
(
Bd
)
, we consider bcl0j0b
d
l0j0
<
0 for some l0 ∈ In and j0 ∈ In, with which it hence leads to
bc−l0j0 + b
d−
l0j0
< 0, and consequently,
n∑
j=1
(∣∣∣bc−l0j∣∣∣+ ∣∣∣bd−l0j ∣∣∣) ≥ ∣∣∣bc−l0j0 ∣∣∣+ ∣∣∣bd−l0j0 ∣∣∣
= −
(
bc−l0j0 + b
d−
l0j0
)
> 0.
Namely, there exists a directed path from v0 to vl0 in G
(
A
)
.
From the strong connectivity of G (Bc)∪G
(
Bd
)
, it follows
that for any vi, i ∈ In, this union has a path from vl0 to vi, i.e.,
it has sequential arcs (vl0 , vl1), (vl1 , vl2), · · · ,
(
vlm−1 , vlm
)
for
distinct agents vl0 , vl1 , · · · , vlm (with lm = i). Further, either
bclj lj−1 6= 0 or b
d
lj lj−1
6= 0, ∀1 ≤ j ≤ m holds. Equivalently,
we can obtain either bc−ljlj−1 +b
d−
ljlj−1
< 0 or bc+ljlj−1 +b
d+
ljlj−1
>
0, ∀1 ≤ j ≤ m. If bc−lmlm−1 + b
d−
lmlm−1
< 0, i.e., bc−ilm−1 +
bd−ilm−1 < 0, then we have
n∑
j=1
(∣∣bc−ij ∣∣+ ∣∣bd−ij ∣∣) ≥ ∣∣∣bc−ilm−1∣∣∣+ ∣∣∣bd−ilm−1 ∣∣∣
= −
(
bc−ilm−1 + b
d−
ilm−1
)
> 0
which means that a directed path from v0 to vi exists in G
(
A
)
.
Otherwise, if bc−lmlm−1 + b
d−
lmlm−1
< 0 does not hold, we know
bc+lmlm−1+b
d+
lmlm−1
> 0. By this fact, let m˜ (1 ≤ m˜ ≤ m) be the
greatest integer that satisfies bc+lj lj−1 + b
d+
lj lj−1
> 0, ∀m˜ ≤ j ≤
m and bc−lm˜−1lm˜−2 +b
d−
lm˜−1lm˜−2
< 0, where in particular if m˜ =
1, we denote lm˜−2 as the integer j0 fulfilling b
c−
l0j0
+bd−l0j0 < 0.
Thus, the use of bc−lm˜−1lm˜−2 + b
d−
lm˜−1lm˜−2
< 0 leads to
n∑
j=1
(∣∣∣bc−lm˜−1j∣∣∣+ ∣∣∣bd−lm˜−1j∣∣∣) ≥ ∣∣∣bc−lm˜−1lm˜−2 ∣∣∣+ ∣∣∣bd−lm˜−1lm˜−2∣∣∣
= −
(
bc−lm˜−1lm˜−2 + b
d−
lm˜−1lm˜−2
)
> 0
i.e., G
(
A
)
has a directed path from v0 to vlm˜−1 . By resorting
to bc+ljlj−1 + b
d+
lj lj−1
> 0, ∀m˜ ≤ j ≤ m, we can obtain that
(
vlj−1 , vlj
)
, ∀m˜ ≤ j ≤ m is an arc in G
(
Bc+ +Bd+
)
, and
consequently,
(
vlj−1 , vlj
)
∈ E , ∀m˜ ≤ j ≤ m holds. Based
on these two facts, we can conclude that a path from v0 to
vi in G
(
A
)
is represented by the sequential arcs
(
v0, vlm˜−1
)
,(
vlm˜−1 , vlm˜
)
, · · · ,
(
vlm−1 , vlm
)
.
Summarising, we can deduce that G
(
A
)
admits paths from
v0 to every other vertex vi, ∀i ∈ In. In other words, G
(
A
)
has a spanning tree.
From (26), the Laplacian matrix of G
(
A
)
is given by
LA =
[
0 0
−∆|Bc−+Bd−|1n LBc++Bd+ +∆|Bc−+Bd−|
]
.
(27)
Since G
(
A
)
has a spanning tree, we can develop that for LA,
there exists only one zero eigenvalue and the other eigenvalues
of it are all with positive real parts (see, e.g., [2, Lemma 3.3]).
This together with (27) yields that LBc++Bd+ +∆|Bc−+Bd−|
is positive stable. Due to also LBc++Bd+ +∆|Bc−+Bd−| ∈ Zn
based on (9), it is immediately an M -matrix according to [31,
Definition 2.5.2].
Proof of Lemma 5: By Lemma 4, we know LBc++Bd++
∆|Bc−+Bd−| is anM -matrix. As a consequence, we can derive(
LBc++Bd+ +∆|Bc−+Bd−|
)−1
≥ 0. Thus, if we denote
Ξ = I −
(
LBc++Bd+ +∆|Bc−+Bd−|
)−1 (
Bc− +Bd−
)
then with (10), Ξ ≥ 0 holds according to [35, eqs. (8.1.5) and
(8.1.11)]. From the sign-inconsistency of G (Bc) and G
(
Bd
)
,
it follows that Bc− +Bd− 6= 0, and that G (Bc) and G
(
Bd
)
can not be simultaneously structurally balanced (namely, there
does not exist any D ∈ Dn to ensure both DB
cD = |Bc| and
DBdD =
∣∣Bd∣∣). Moreover, by following the same lines as the
proofs of [27, Lemma 4.2 and Corollary 4.2], we can develop
that Ξ is positive stable.
By leveraging the strong connectivity of G (Bc)∪ G
(
Bd
)
,
we can deduce that LBc + LBd is diagonally dominant and
its diagonal entries are all positive. Based on the Gersˇhgorin
circle theorem (see, e.g., [35, Theorem 6.1.1]), we can validate
that the eigenvalues of LBc + LBd either have positive real
parts or are zero. In addition, we can employ (11) to derive
det (LBc + LBd) = det
(
LBc++Bd+ +∆|Bc−+Bd−|
)
det (Ξ)
> 0
(28)
where the positive stability of both LBc++Bd+ +∆|Bc−+Bd−|
and Ξ is used. By det (LBc + LBd) =
∏n
i=1 λi (LBc + LBd)
(see, e.g., [35, Theorem 1.2.12]), we can employ (28) to obtain
that LBc + LBd is positive stable.
Now, we can present the proof of Theorem 2 below.
Proof of Theorem 2: In view of Lemma 5 and Corollary
2, this proof can be developed based on the Lyapunov func-
tion candidate V2(t) in (23) by following the same steps as
employed in the Case ii) of the proof of Theorem 1 and, thus,
is not detailed here.
