Abstract. This paper presents an overview and comparison of iterative solvers for linear stochastic partial differential equations (PDEs). A stochastic Galerkin finite element discretization is applied to transform the PDE into a coupled set of deterministic PDEs. Specialized solvers are required to solve the very high-dimensional systems that result after a finite element discretization of the resulting set. This paper discusses one-level iterative methods, based on matrix splitting techniques; multigrid methods, which apply a coarsening in the spatial dimension; and multilevel methods, which make use of the hierarchical structure of the stochastic discretization. Also Krylov solvers with suitable preconditioning are addressed. A local Fourier analysis provides quantitative convergence properties. The efficiency and robustness of the methods are illustrated on two nontrivial numerical problems. The multigrid solver with block smoother yields the most robust convergence properties, though a cheaper point smoother performs as well in most cases. Multilevel methods based on coarsening the stochastic dimension perform in general poorly due to a large computational cost per iteration. Moderate size problems can be solved very quickly by a Krylov method with a mean-based preconditioner. For larger spatial and stochastic discretizations, however, this approach suffers from its nonoptimal convergence properties. 1. Introduction. Mathematical models of real life engineering and scientific processes typically depend on parameters which are known only approximately or which are inherently variable and stochastic. These models often take the form of a stochastic partial differential equation (PDE) with coefficients that are random variables, fields, or processes. Monte Carlo techniques [24] are a standard approach to solving stochastic PDEs. During the last decades, however, various alternatives have been proposed, for example, perturbation methods [1] and Neumann expansion methods [26] . Among these, the stochastic finite element method (SFEM) [14] has received particular attention. This method retains the advantages of Monte Carlo simulations; i.e., it enables one to compute the full statistical characteristics of the solution, while reducing the simulation time.
1.
Introduction. Mathematical models of real life engineering and scientific processes typically depend on parameters which are known only approximately or which are inherently variable and stochastic. These models often take the form of a stochastic partial differential equation (PDE) with coefficients that are random variables, fields, or processes. Monte Carlo techniques [24] are a standard approach to solving stochastic PDEs. During the last decades, however, various alternatives have been proposed, for example, perturbation methods [1] and Neumann expansion methods [26] . Among these, the stochastic finite element method (SFEM) [14] has received particular attention. This method retains the advantages of Monte Carlo simulations; i.e., it enables one to compute the full statistical characteristics of the solution, while reducing the simulation time.
Two prominent variants of the SFEM are the stochastic collocation technique [2, 16] and the stochastic Galerkin method [14, 3] . Both approaches transform the stochastic PDE into a set of deterministic PDEs. The former samples the stochastic PDE in a set of collocation points and yields a separate deterministic PDE for each collocation point. One of its main advantages is that existing software for deterministic PDEs can readily be reused. The number of collocation points may, however, grow prohibitively quickly when a high accuracy is required or when the problem is described by a large number of random variables. The stochastic Galerkin method applies spectral finite element theory to transform a stochastic PDE into a coupled set of deterministic PDEs. This set is in general smaller than for the stochastic collocation method, but is more complicated to solve. As a consequence, specialized solution methods are required, and solvers for the original deterministic problem cannot be straightforwardly reused.
Various iterative solvers have been proposed for stochastic Galerkin finite element discretizations, e.g., [13, 18, 25, 23, 7, 8, 22] . However, no general study of iterative solvers has been performed. In this work, multigrid methods and Krylov preconditioners previously discussed in the literature are generalized, and new iterative methods that exploit the special Kronecker product structure of the discretized Galerkin systems are explored. We categorize the methods into one-level methods, based on matrix splitting approaches; multigrid methods, which perform a coarsening in the spatial dimension; and multilevel methods, which make use of the hierarchical structure of the stochastic discretization. The use of Krylov methods is also addressed. The different methods are compared according to their computational cost, difficulty of implementation, and convergence properties. Convergence is studied by local Fourier analysis. Numerical experiments based on two nontrivial problems confirm the analysis.
We will show that for moderate spatial domains and variances, one-level block splitting approaches and mean-based preconditioning [22] methods are most appropriate. They require only a limited implementation effort and result in low computing times. In case of larger problems, however, these methods suffer from their nonoptimal convergence properties. Optimal methods, based on multigrid techniques, are then required.
The paper is organized as follows. Section 2 gives an overview of the stochastic Galerkin finite element discretization and derives some properties of the stochastic discretization matrices. Section 3 discusses iterative solvers. First, one-level methods based on matrix splitting approaches are considered. Next, a multigrid method is presented, with spatial coarsening and the previously discussed one-level methods as smoother. Next, a multilevel method based on a coarsening in the stochastic dimension is proposed. The section ends with a discussion on preconditioned Krylov subspace methods. In section 4, the convergence properties of the methods presented in section 3 are analyzed. A local Fourier analysis is applied to obtain quantitative results. Based on the results of this section, a number of iterative methods are selected, which we test on two nontrivial numerical problems in section 5. In section 6, the conclusions of the paper are formulated.
The stochastic Galerkin finite element method.

Stochastic finite element discretization. Consider a stochastic PDE, defined by a linear stochastic differential operator
The PDE (2.1) is completed with suitable boundary conditions. In order to simplify notation, we shall assume that the boundary conditions and the forcing term, f (x), are deterministic. The operator L may, for example, correspond to a diffusion operator with a random diffusion coefficient. The stochastic nature of the problem is expressed by the variable ω. This variable represents an element of a sample space Ω which defines, together with a σ-algebra F and a probability measure E, a complete probability space (Ω, F , E). A random variable ξ i (ω) is a function which maps elements from a sample space to real values, ξ i : Ω → R. Further on, we shall write ξ i instead of ξ i (ω). The integral of a random variable with respect to the probability measure E, Ω ξ i dE, defines its expected value, denoted as ξ i . Let p i (y i ) denote the probability density function of ξ i , with y i ∈ Γ i and Γ i the support of ξ i ; then we have ξ i = Γi y i p i (y i )dy i . The expected value with respect to a vector of L independent random variables, ξ = [ξ 1 , . . . , ξ L ] T , denoted by ξ , is defined as ξ = Γ yp(y)dy, with p(y) = L i=1 p i (y i ) the joint probability density function and
The stochastic Galerkin finite element discretization of (2.1) follows the methodology described in [14, 3] . Below, we summarize the discretization of the stochastic part of the problem. We start with the discretization of the random input, followed by a discussion on the discretization of the random solution. Next, the stochastic PDE is converted into a set of deterministic PDEs by applying the Galerkin condition. Standard spatial discretization techniques can then be applied.
First, the stochastic part of L(x, ω) is represented by a finite number of random variables. Most commonly, Karhunen-Loève (KL)-expansions [19] and generalized polynomial chaos (gPC)-expansions [36] are applied to stochastic coefficients α(x, ω) appearing in L(x, ω). In general, a stochastic coefficient α(x, ω) can be discretized as
with ξ a vector of L random variables and ϕ i (ξ) a function of ξ. The truncation error of the expansion is determined by S. For example, in case of a KL-expansion, ϕ i (ξ) = ξ i−1 and S = L+1 with ξ 0 = 1; in case of a gPC-expansion, ϕ i (ξ) corresponds to an orthogonal polynomial in ξ, and S equals the total number of orthogonal, Ldimensional polynomials of a certain order P α . Applying this procedure to random coefficients in L(x, ω), we can approximate the stochastic PDE (2.1) by
The solution u(x, ω) is approximated by a gPC-expansion,
T a set of orthogonal polynomials defined in the L random variables appearing in (2.3). Note that we shall assume that these random variables are independent. The number of polynomials Q in the expansion depends on the number of random variables and on the order P of the multivariate polynomials Ψ q as follows: Q = (L + P )!/(L!P !) [18] . According to the probability distribution of the random variables, different sets of orthogonal polynomials can be selected for optimal convergence of expansion (2.4) [37, 27] . For example, Legendre polynomials are the appropriate choice for uniformly distributed random variables. Hermite polynomials are optimal in the case of Gaussian random variables.
Next, the stochastic PDE is converted into a set of deterministic PDEs. The stochastic Galerkin condition is applied to (2.3), with u(x, ω) replaced by (2.4) . That is, orthogonality of the residual with respect to the polynomial chaos is imposed:
with p(y) the joint probability density function of ξ. We can rewrite (2.5) as (2.6)
. . .
In (2.6), the dependence of Ψ q and ϕ i on ξ is dropped. Equation (2.6) corresponds to a coupled set of Q deterministic PDEs.
The spatial part of (2.6) is discretized by the standard FEM. Denote by K i ∈ R N ×N the discretization matrix corresponding to operatorL i (x), with N the number of spatial degrees of freedom. A system of algebraic equations of the following form results:
Vectors x and b are the discretized solution and right-hand side, respectively.
2.2.
Properties of the discretization matrices C i . The matrices C i in (2.6) fully characterize the discretization of the stochastic part of (2.1). For example, in the case of L random variables and the use of a truncated KL-expansion, we have (2.8)
When the stochastic input parameters (2.2) are discretized by a gPC-expansion of order P α , defined on L random variables, the matrices C i correspond to (2.9)
Remark 2.1. The matrices C i are generally not diagonal. However, when they are defined by (2.8), a special set of biorthogonal polynomials can be constructed so that C i , for i = 1, . . . , L + 1, is a diagonal matrix [25, 3] . These polynomials require Q = 2 P +1 terms to represent the solution by expansion (2.4). As pointed out in [25] , the number of deterministic PDEs in (2.6) then grows prohibitively quickly, and therefore we do not consider this approach further. Also note that a stochastic Galerkin discretization with biorthogonal polynomials coincides with a stochastic collocation method [2] , so a discussion in the context of the collocation approach is more appropriate.
Matrix elements.
Explicit formulas for the matrix elements of (2.8) can be constructed based on properties of the polynomials Ψ q . Consider a gPC of order P , defined by L random variables ξ and composed of Q polynomials Ψ q . The polynomials Ψ q are orthonormal with respect to the probability measure of ξ, i.e., (2.10) Ψ q Ψ k = δ q,k , with δ q,k the Kronecker delta. Each multivariate polynomial Ψ q corresponds to a product of one-dimensional orthogonal polynomials ψ j ,
The multi-index η q = [η q,1 . . . η q,L ] collects the degrees of the one-dimensional factors and satisfies
The polynomials ψ j (z) are characterized by a three-term recurrence relation [30] ,
with a j , b j , and c j constants and a j , c j > 0. For completeness, we shall also define a 0 and b 0 such that ψ 1 (z) = (a 0 z + b 0 )ψ 0 , and c 0 = 0. 
The off-diagonal elements,
Proof. The (j, k)th element of C i is defined as ξ i−1 Ψ j Ψ k . For notational convenience, we replace index "i − 1" by "r" in the remainder of the proof. Based on (2.10)-(2.12), we find 
with ψ 0 (z) = 1 and ψ 1 (z) = √ 3. Evaluating (2.14), we find
Normalized Hermite polynomials satisfy √ n + 1ψ n+1 (z) = zψ n (z)− √ nψ n−1 (z), with ψ 0 (z) = 1 and ψ 1 (z) = z. Theorem 2.2 produces the same result for ξ i−1 ΨΨ T in the case of a Hermite chaos as reported in [29, 22] 
Hierarchical structure.
The matrices C i possess a hierarchical structure [13, 21] . Given a P th-order chaos, each C i ∈ R Q×Q can be written in block form as
SubmatrixĈ i is defined similarly as C i , and corresponds to a chaos of order P − 1. By recursion,Ĉ i has a structure similar to that of (2.16). The recursion terminates withĈ i ∈ R 1×1 , corresponding to a zeroth-order polynomial chaos. This hierarchical structure can be exploited in the construction of iterative solvers; see sections 3. 
Consider the product term
. This term is either zero or one. The latter case implies that η j,m = η k,m , for all m = 1, . . . , L, with m = i − 1. From (2.17) it then follows that η j,i−1 = η k,i−1 . However, this corresponds to η j = η k and thus j = k, which is not possible for an off-diagonal element. Thus, the product term must equal zero. 
A classification of iterative
The convergence rate of iteration (3.1) is given by − log 10 (ρ), with ρ the convergence factor defined as the spectral radius of the iteration operator −(
The system matrix (2.7) can be split globally or according to its block structure. Global splitting methods are presented in section 3.1.1. Based on the block structure of (2.7), we consider a splitting of the stiffness matrices
, and is dealt with in section 3.1.3.
Remark 3.1. Note that the tensor product system matrix (2.7) does not need to be stored in memory explicitly when an iterative solver is used. It suffices to store the matrices C i and K i separately, as explained in [23] . The storage is proportional to N for each K i -matrix, and to Q for each C i -matrix. The latter holds for C i defined by (2.8), as follows from Theorem 2.2.
3.1.1. Basic splitting methods. By decomposing matrix A into its strictly lower triangular part A L , strictly upper triangular part A U , and diagonal A D , a variety of basic iterative methods can be constructed. We shall consider the lexicographic Gauss-Seidel (GSLEX) splitting in more detail. Applied to (2.7) and using the notation of (3.1), this corresponds to
and K i decomposed analogously. Taking Remark 3.1 into account, one can see that a GSLEX-iteration requires a number of multiplications and additions that is proportional to N QS.
Splitting of the K i -matrices.
When only the K i -matrices in (2.7) are decomposed, the following iteration results:
Different K i -splittings are discussed in [25] . When K + i corresponds to the lower triangular part of K i , iteration (3.3) is a collective Gauss-Seidel method. In that case, one iteration requires the solution of N systems of size Q × Q. In [23] , it is shown that the system matrices,
Hence a limited number of conjugate gradient (CG) steps suffices to solve each block system. The cost of one collective Gauss-Seidel iteration is then proportional to N QSnb CG , with nb CG the required number of CG iterations.
Splitting of the C i -matrices.
A C i -splitting leads to the iteration 
The block Jacobi and block Gauss-Seidel splittings, illustrated in is constructed as the circulant matrix that minimizes the Frobenius norm [6, 33] .
The Gauss-Seidel C i -splitting ( Figure 3 .1(b)) requires in every iteration the solution of Q systems of size N × N . In case of a diffusion operator L(x, ω), these systems can be solved by CG, preconditioned with a standard multigrid cycle [32] . The block Gauss-Seidel C i -splitting ( Figure 3 .1(d)) requires the solution of P + 1 smaller tensor product systems, with P the chaos order. In case of a diffusion problem, these systems can be solved by CG, preconditioned with the multigrid method discussed in section 3.2. The circulant splitting approach can be implemented efficiently by using FFT techniques [5] . Applying an FFT transformation decouples (3.4) into Q independent systems of size N × N . Hence the total cost becomes similar to the cost of a Gauss-Seidel C i -splitting iteration. The construction of the circulant matrices can be done during a set-up phase, at a negligible cost.
Some remarks on splitting methods.
The implementation of GaussSeidel-type splitting methods is almost trivial once all matrix elements of C i and K i are known. Also block splitting methods do not pose problems as the blocks are based on the Kronecker product structure of (2.7). When simulation code is available for similar deterministic PDEs, block splitting methods based on C i -splittings, for example, method (3.5), can reuse this code and the K i -matrices need not be stored explicitly, given a matrix-vector product routine. As in the case of the stochastic collocation method, nonintrusive code could be developed for the stochastic Galerkin method by using a C i -splitting solution method. The other splitting approaches do not possess this property.
A block splitting iteration results in a larger computational cost than a basic splitting method because of the repeated solving of smaller systems. The cost of a K isplitting, however, becomes proportional to the cost of a basic splitting iteration when only a limited number of CG steps are required for solving the C i -blocks, as mentioned in section 3.1.2. With respect to C i -splitting methods, Q deterministic simulations are required for one Gauss-Seidel C i -splitting iteration. Thus when many iterations are required, this approach will rapidly lead to a larger number of simulations, than, for example, a stochastic collocation approach. However, by solving the N × Nblocks inexactly, as is done in some of the following methods, this computational cost problem is no longer present.
Multigrid methods in the spatial dimension.
Multigrid algorithms lead to very efficient and robust solvers for many deterministic problems [32] and can be extended to the system (2.7). By using the iterative methods discussed in section 3.1 as smoothers in a standard multigrid framework, a very robust solver can be built; see [18, 8, 25, 23] . The multigrid coarsening is performed on the spatial discretization; that is, prolongation operators are constructed as I Q ⊗ P K1 , with P K1 a prolongation operator based on K 1 (2.7).
To quantify the computational cost, we shall consider geometric multigrid. We assume that the number of grid points on level l corresponds to 1/2 d times the number of points on level l − 1, with l = 0 the finest level and d the number of spatial dimensions. The total cost of a V (1, 1)-cycle is then well approximated by 
Multilevel methods in the stochastic dimension.
In case a high-order polynomial chaos is used, the random dimension Q may become very large. A coarsening in random space may then be appropriate. Based on the hierarchical structure of the matrices C i (2.16), the random dimension can be coarsened [17] . A set of P + 1 levels can be constructed, where P is the chaos order. At the coarsest level, corresponding to P = 0, the system matrix reduces to K 1 . To transfer a vector at level p to the next coarse level p − 1, injection can be used. This corresponds to the following restriction and prolongation operators:
The multilevel method is summarized in Algorithm 1. The parameter γ determines the recursion scheme; for example, the case γ = 1 is called a V -cycle, and the case γ = 2 a W -cycle. In Algorithm 1, we apply at every level a few steps of C i -splitting iteration (3.4). When ν 1 = ν 2 = 1 and γ = 1, i.e., in case of a V(1,1)-cycle, each iteration requires solving 2 Q − 1 (N × N )-systems, with Q = (L+1+P )! (L+1)!P ! . Other iterative methods can also be applied instead of the C i -splitting smoother. Various approaches will be compared in section 4.3. A combined coarsening in the spatial and stochastic dimensions can be achieved by using one multigrid cycle as smoothing step in Algorithm 1. This will be demonstrated by the numerical experiments in section 5.
Remark 3.2. Algorithm 1 is related to p-multigrid methods for p-finite element problems. These, however, would use a K i -splitting iteration at the first and last steps of Algorithm 1 [9] .
Krylov subspace methods.
In practice, the methods presented above will typically be used as preconditioners for a Krylov method. When the system (2.7) is symmetric and positive definite, CG can be used. This is the case, for example, for the discretization of a diffusion operator with a random diffusion coefficient that is bounded and uniformly coercive [3] .
The basic splitting method (3.2) and the K i -splitting iteration (3.3) perform poorly as preconditioners. Their spectrum does not approximate the spectrum of (2.7) well, as will be verified by the local Fourier analysis in section 4.
The C i -splitting methods are appropriate as preconditioners, as long as the Hermite polynomial chaos order remains low. These preconditioners can be approximated by solving the Q (N × N )-block systems inexactly. In the numerical experiments in section 5, we shall use a standard V (1, 1)-multigrid cycle to approximately solve these systems. A mean-based preconditioner is constructed as I Q ×K 1 and occurs as a special case of Jacobi C i -splittings (3.5). In [22] the spectrum of this preconditioner is analyzed.
Krylov acceleration is also required when multigrid is used in combination with an unstructured finite element spatial discretization. The multigrid method of section 3.2 is then of algebraic multigrid type [28, 23] .
Convergence analysis.
To analyze the convergence properties of the iterative methods presented in section 3, we conduct a local Fourier analysis (LFA) [32] . LFA considers linear discrete operators with constant coefficients defined on an infinite grid. A general discrete operator with nonconstant coefficients can be analyzed through local linearization and replacement by an operator with constant coefficients.
We shall apply our analysis to the following two-dimensional model problem:
The effect of boundary conditions is neglected due to the infinite grid assumption. We shall apply the SFEM described in section 2 to (4.1). The spatial discretization uses a standard five-point finite difference scheme on a rectangular grid G h = {(jh, kh)} j,k∈Z with grid spacing h in x-and y-directions. This results in a set of discretized equations,
where u j,k denotes the Q-vector of unknown gPC coefficients (2.4) at grid point (jh, kh) and M j,k is the Q × Q matrix defined as
Equation (4.2) can be represented by a linear discrete operator L h . This operator is invariant to Fourier grid mode components of the form
, and ı the imaginary unit. This
To numerically verify the accuracy of our analysis, we shall consider three configurations for α: α g (x, ω), α u (x, ω), and α log (x, ω). The random field α g (x, ω) models a Gaussian field that is discretized by a KL-expansion based on an exponential covariance function (5.5) with variance σ 2 and correlation length L c . The random field α u (x, ω) is constructed by a similar KL-expansion, but with uniformly distributed random variables. The solution u(x, ω) is then discretized by a Legendre chaos, while α g (x, ω) leads to a Hermite chaos expansion of the solution. The lognormal random field α log (x, ω), defined as exp(α g (x, ω)), is discretized by a Hermite chaos expansion as described in [12] . For the problem to be well-defined [20] , the chaos expansion order must equal twice the order of the Hermite chaos expansion for the solution.
The numerical results will report the chaos order P of the solution and the statistics, i.e., variance and correlation length, of the underlying Gaussian field α g (x, ω). The corresponding mean μ l and variance σ 2 l of the lognormal field α log (x, ω) can be calculated, respectively, as exp(μ g + σ Remark 4.1. When using the Gaussian field α g in the LFA and the numerical experiments of section 5, the positive definiteness of the linear systems (2.7) and (4.2) is no longer guaranteed since α(x, ω) may become unbounded. We shall, however, make the generally used assumption [10, 14, 37] that by using a sufficiently small variance, sensible solutions can be obtained. In practice we indeed observe positive definiteness of the systems (2.7) and (4.2) when the variance is small enough. For large variances, problems can occur; see Tables 4.1 
The smoothing factor is another important measure that can obtained by LFA. It is used in a multigrid context to assess the quality of a smoothing method and quantifies the reduction rate of the high frequency Fourier modes [32] . It is defined as 
with corresponding symbols
GS,h (θ). The largest eigenvalue in modulus is obtained at (θ x , θ y ) = (πh, πh).
A similar convergence analysis can be applied for other splittings. For example, in case of a damped Jacobi-splitting with damping factor ω JAC , the operator S j,k
The largest eigenvalue in modulus of S j,k JAC,h (θ) is again obtained at (πh, πh). The GSLEX convergence properties are illustrated in Table 4 .1. The table shows the theoretical and numerically observed convergence factors when solving (4.1) with (3.2) in case of a Gaussian field and a lognormal field.
Remark 4.2. The results for the lognormal field, shown between brackets, behave similarly to those for the Gaussian field. Hence, the convergence of GSLEX is not influenced by the definition of C i , (2.8), or (2.9). Note that in case of a lognormal field, there is no problem when the variance increases, as the positivity of α(x, ω) is guaranteed.
Remark 4.3. From M j,k appearing in (4.7) and (4.8), a dependency of the convergence on the stochastic discretization is expected. Remark 4.4. The convergence of GSLEX is strongly dependent on h: this prevents a direct use of GSLEX in practical computations. Table 4 .2 displays convergence and smoothing factors for GSLEX and damped Jacobi applied to an isotropic and an anisotropic problem. The damping factor ω JAC was chosen equal to 2/3. The convergence of both methods slightly improves for the anisotropic problem.
4.1.2.
Splitting of the K i -matrices. The convergence of K i -splitting iterations (3.3) applied to problem (4.1) has been analyzed in [25] . In the collective GaussSeidel case, the analysis shows that the asymptotic convergence factor is independent of the stochastic discretization,
This method is not useful as a stand-alone method due to the strong dependence of the convergence factor on the grid spacing h. In [25] , it was also shown that the smoothing factor of (3.3) is independent of h. It does, however, depend on the eigenvalues of M j,k (4.3). Table 4 . 
Theoretical convergence factors (ρ theo ), numerically observed convergence factors (ρnum), and smoothing factors (s theo ) for ω-Jacobi and lexicographic Gauss-Seidel (3.2) applied to (4.1), with α(x, ω) a Gaussian or lognormal random field (ω
= 2/3, h = 2 −5 , L = 4, Lc = 1, P = 2). Isotropic Anisotropic 1 − ρ theo 1 − ρnum s theo 1 − ρ theo 1 − ρnum s theo Gaussian field α 1 (x) = 1, σ = 0.25 α 1 (x) = 0.2, σ = 0
This corresponds to an iteration operator S Ci with symbol S j,k
Ci,h (θ) given by (4.9)
The largest eigenvalue in modulus of S j,k
Ci,h (θ) occurs at (θ x , θ y ) = (πh, π(1 − h)). Using a Taylor expansion around h = 0, this yields
Thus, the convergence is asymptotically independent of h but depends on the stochastic discretization via M j,k . Note that in this case, the smoothing and convergence factors coincide. The spectral radius (4.6), with S
j,k h
given by (4.9), can be simplified in case of a Jacobi C i -splitting (3.5). Consider M
Together with (4.9) and (4.6), this yields
The spectral radius ρ(C i ) can be bounded in terms of the roots of the univariate orthogonal polynomials ψ j in (2.11), as explained in [25, 23] . This shows that the bounds on ρ(C i ) and ρ JAC−Ci depend asymptotically only on the polynomial chaos order P , and not on the number of random variables L. The latter follows from the monotone decay of KL-coefficients α Table 4 .3, the effect of the type of polynomial chaos on the convergence is demonstrated: Legendre polynomials result in lower convergence factors overall than Hermite polynomials.
Remark 4.5. Table 4 .3 shows the independence of the convergence on the grid spacing h and the dependence on the number of random variables, the chaos order, and the variance. The dependence on the chaos order is worse in case of a Hermite chaos than in case of a Legendre chaos. This property is related to the infinite range of Hermite polynomials, compared to the boundedness of Legendre polynomials to the interval [−1, 1], as explained in [23] . Table 4 .4 shows convergence factors for Gauss-Seidel and block Gauss-Seidel C isplitting iterations. Numerical convergence factors are given to illustrate the accuracy of the analysis.
Remark 4.6. The more expensive block Gauss-Seidel C i -splittings do not improve the convergence rate in comparison to Gauss-Seidel C i -splitting iterations. The same result holds when comparing Jacobi C i -splittings to block Jacobi C i -splittings. Table 4 .5 shows that the circulant C i -approximation leads to worse convergence factors than the Gauss-Seidel C i -splitting. Table 4 . 
Effect of using the circulant C i -splitting iteration (3.4) on the theoretical (ρ theo ) convergence factors for problem (4.2). The random field α(x, ω) corresponds to a lognormal field α log (x, ω) and is discretized by a Hermite chaos expansion. The discretization uses by default
h = 2 −5 , L = 4, P = 2, σ = 0.2,
Multigrid methods in the spatial dimension.
The convergence properties of multigrid with a basic splitting (3.2) or a K i -splitting smoother (3.3) have been analyzed in [8, 25] . The multigrid method has very favorable convergence properties: h-and L-independent convergence and, depending on the differential operator [23] , also P -independent convergence. In [25] quantitative convergence results were given for the case of a K i -splitting smoother. Below, we provide results for the basic splitting (3.2) and the C i -splitting (3.4) smoother.
LFA considers the action of the two-grid operator on the Fourier grid modes (4.4). To this end, the Fourier space is divided into subspaces spanned by four harmonics,
These spaces are invariant under the fine and coarse grid discrete differential operators, and under certain smoothing operators. The action of a smoothing operator on an element of such a space can be described by regrouping S
With L j,k h (θ) defined by (4.5), we can represent the action of the differential operator
On the coarse grid, L 2h is constructed by discretizing (4.1) with a standard five-point finite difference scheme on a rectangular grid with grid spacing 2h. Its action can be represented by
The prolongation operator maps the mode φ(2θ, z) onto H(θ, z) [32] . It is character-
with, in the case of bilinear interpolation, I
h 2h (θ) given by
Using standard coarsening, the restriction operator maps the space H(θ, z) onto the single mode φ(θ 1 , z). The corresponding Fourier representation satisfies
T . To conclude, the action of the two-grid operator is characterized by
with ν 1 and ν 2 the number of presmoothing and postsmoothing steps, respectively, and I 4Q ∈ R 4Q×4Q an identity matrix. Under the assumption that the variation of the coefficients α i is sufficiently smooth [15, section 8.2.2], the asymptotic convergence factor of the two-grid scheme is defined as Table 4 .6 illustrates the multigrid convergence in case of a standard (3.2) and collective (3.3) Gauss-Seidel smoother. The numerical results demonstrate the accuracy of the analysis in the former case. Numerical results for the K i -splitting smoother can be found in [25] .
Remark 4.7. The theoretical convergence factors for both smoothers are very similar. The more expensive K i -splitting smoother does not yield significant faster convergence. Moreover, the convergence factors are even higher in case of a lognormal field.
Remark 4.8. In contrast to Table 4 .1, the results for a Gaussian and a lognormal field differ significantly. The convergence in the latter case is about twice as slow as in the former case. Remark 4.9. The convergence results are independent of the spatial and stochastic discretization parameters. There is a small dependency on the chaos order, because of the asymmetry of the differential operator (4.1), as explained in [23] . The multigrid methods have an optimal convergence behavior for the basic and the collective Gauss-Seidel smoother. Table 4 .7 presents convergence factors for the two-grid iteration (4.11) with a Gauss-Seidel C i -splitting iteration as smoother (3.4). The C i -splitting smoother can result in very low convergence factors, but becomes very expensive in practice for large values of N and Q; see also section 3.1.4.
Remark 4.10. Despite the fast convergence of multigrid with a C i -splitting smoother, the convergence rate decreases substantially for a large chaos order or variance. The robustness of multigrid is lost with the C i -splitting smoother. The multigrid convergence is similar to the convergence of the smoother; see Table 4 .3.
Multilevel methods in the stochastic dimension.
For the LFA, we shall consider the two-level variant of Algorithm 1, using a polynomial chaos of order
The symbols L 
is given by (4.9). The asymptotic convergence factor is then determined by the spectral radius of (4.12), Remark 4.11. Algorithm 1 combined with a C i -splitting iteration has the same convergence properties as a C i -splitting iteration (3.4) stand-alone: the convergence is independent of h, but depends on L, P , and σ. Comparing Table 4 .8 to Table 4 .3 shows the similar convergence behavior.
Remark 4.12. The convergence results for the multilevel variant of Algorithm 1 are well predicted by the analysis for the two-level case, as illustrated by the numerical convergence factors in Table 4 .8. Table 4 .9 shows the theoretical convergence factors of the two-level algorithm for various choices of the iterative solver in steps 1 and 5.
Remark 4.13. As the convergence behavior of Algorithm 1 strongly depends on the method used in its first and last steps, we observe in Table 4.9 that only C i -splitting iterations lead to satisfying convergence results. Note that these results deteriorate for large polynomial chaos orders.
Numerical experiments.
In this section, we consider two nontrivial examples. The experiments use unstructured finite element meshes for the spatial discretization. The multigrid method is therefore of the algebraic multigrid (AMG) type. The AMG prolongators are built with classical Ruge-Stüben AMG [28] . In all numerical experiments, we iterate until the Euclidean norm of the relative residual, r / b , is smaller than 10 −10 . The basic iterative methods (3.2) and K i -splitting iterations (3.3) are used as smoothers for the multigrid method. The C i -splitting iterations (3.4) can be used as stand-alones, as preconditioners for CG, or in combination with the multilevel approach of Algorithm 1. The various methods used in our tests are summarized in Table 5 
Dirichlet boundary conditions are imposed on the upper and lower right boundaries, and zero Neumann conditions are imposed elsewhere. We shall model a(x, ω) as a piecewise random field, consisting of three parts, a 1 (x, ω), a 2 (x, ω), and a 3 (x, ω), defined, respectively, on the domains D 1 , D 2 , and D 3 . First, we discretize each part of a(x, ω) by a KL-expansion,
We assume that all random variables ξ j,i , with i = 1, . . . , L j and j ∈ {1, 2, 3}, are independent and uniformly distributed on [−1, 1]. The solution is expanded with Legendre polynomials. The KL-expansions are based on an exponential covariance function C aa with variance σ 2 and correlation length L c ,
From (5.4), it follows that the conditions of Corollaries 2.4 and 2.6 are satisfied. As default configuration, we shall use the following parameters: a 1,1 (x) = 30, a 2,1 (x) = 5, Figure 5 .2 (top) shows the number of iterations required to solve the discretized system by the methods given in Table 5. 1. The left column shows the iteration counts for one particular choice of the discretization parameters, denoted by "default." In the other columns, one of these parameters is changed in order to illustrate the effect of, respectively, the number of spatial nodes, the chaos order, the number of random variables, and the coefficient of variation on the convergence. Only the coefficient of variation and the number of spatial nodes slightly influence the iteration counts. This relatively stable convergence behavior is typical for the use of Legendre polynomials, as already reported in the context of Tables 4.3 and 4.8. By inexactly solving the block systems in CG-Mean, CG-GSA, CG-CircA, the theoretical independence, which was reported in section 4.1.3, of the convergence on the size of the spatial discretization is lost. In Figure 5 .2 (bottom) relative solution times are given, where "relative" is with respect to the time required by the fastest solver for the particular problem. This shows that the mean-based preconditioning approach (CG-Mean) results in the lowest solution times, despite its larger iteration counts.
In section 3.3, we mentioned that Algorithm 1 can be combined with multigrid. Steps 1 and 5 then consist of one multigrid cycle. This combination does not, however, improve the multigrid convergence significantly, as illustrated by Table 5 .2. We consider multigrid V (1, 1)-and W (1, 1)-cycles with a Gauss-Seidel smoother (3.2). The multigrid iterations are used stand-alone, as preconditioners for CG (corresponding to "MG-Point"), or in combination with V(1,1)-cycles of Algorithm 1. The latter case can also be accelerated by CG. The combination of multigrid with Algorithm 1 leads to a high convergence rate, but suffers from a very large time-per-iteration cost. Multigrid W(1,1)-cycles accelerated by CG generally result in the lowest solution times.
Second, we model each part of a(x, ω) as a lognormal random field. That is, a i (x, ω) = exp(a g,i (x, ω)), with a g,i (x, ω) a Gaussian field, given by expansion (5.4) with normally distributed random variables and a is now discretized by a Hermite chaos expansion [12] . The chaos order used for a(x, ω) equals twice the polynomial chaos order used for the solution. Figure 5 .3 illustrates the convergence rates and the relative solution times of the different solvers, analogously presented as in Figure 5 .2. Only multigrid with a block smoother shows robust convergence. This robustness is also confirmed by LFA in Table 4 .6 and in [23] . The convergence of the other methods suffers from a high polynomial chaos order and a large coefficient of variation. These dependencies also appeared in the LFA results and were illustrated in Tables 4.3 and 4.5 for the C i -splitting methods and in Table 4 .8 for Algorithm 1. Despite the good LFA results for multigrid with GS smoother in Table 4 .6, in this case, it fails to converge to the required tolerance within acceptable time. As a consequence, no results are shown in Figure 5 .3 for the method "MG-Point" since its convergence rate deteriorates after only a few iteration steps.
Problem 2: Random domain.
As the second problem, we consider a deterministic problem defined on a stochastic domain, Table 5 .1 applied to the discretization of the stochastic PDE (5.8). Method CG-p-GSA is not shown, as it does not reach convergence within 100 iterations for the test problems. The use of Legendre polynomials results in a fast convergence of Algorithm 1, as predicted by LFA in Table 4 .8. The multigrid methods maintain their robust convergence, but result in higher computational times than C i -splitting based methods.
6. Conclusion. This paper discusses iterative solvers for stochastic finite element discretizations. One-level methods, based on matrix splitting techniques, multigrid methods, and a multilevel algorithm based on a hierarchy in the stochastic discretization are addressed. A local Fourier analysis is presented to provide quantitative convergence results. Of the one-level methods only C i -splitting methods yield good convergence rates. The other one-level methods should be used in multigrid context. In that case, both basic smoothers and K i -splitting smoothers result in comparable convergence properties. The convergence of multilevel methods that apply a coarsening in the stochastic dimension is very similar to the convergence of the C i -splitting methods on which the multilevel algorithm is based. The convergence properties were illustrated on two test problems. The experiments compared the efficiency and robustness of the solvers. Multigrid with K i -splitting smoother is the most robust method, but for low-dimensional problems its computational time is substantially higher than, for example, that of a simple mean-based preconditioning approach.
