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Abstract
Capacitated Domination generalizes the classic Dominating Set problem by specifying for each
vertex a required demand and an available capacity for covering demand in its closed neighborhood. The
objective is to find a minimum-sized set of vertices that can cover all of the graph’s demand without
exceeding any of the capacities. In this paper we look specifically at domination with hard-capacities,
where the capacity and cost of a vertex can contribute to the solution at most once. Previous complexity
results suggest that this problem cannot be solved (or even closely approximated) efficiently in general.
In this paper we present a polynomial-time approximation scheme for Capacitated Domination in
unweighted planar graphs when the maximum capacity and maximum demand are bounded. We also
show how this result can be extended to the closely-related Capacitated Vertex Cover problem.
1 Introduction
The Dominating Set problem is a classic NP-complete optimization problem defined as follows. For an
undirected graph G with vertex set V , a dominating set S is a subset of V such that every vertex v ∈ V is
either in S or adjacent to a vertex in S. The problem seeks a dominating set such that |S| is minimized. The
Dominating Set problem has several applications in resource allocation [7] and social network theory [18].
An α-approximation for a minimization problem (α ≥ 1) is a polynomial-time algorithm that returns a
solution whose cost is within an α factor of the optimum value. A polynomial-time approximation scheme
(PTAS) exists for a problem if for any ǫ > 0 there is a (1 + ǫ)-approximation. An efficient polynomial-time
approximation scheme (EPTAS) is a PTAS in which for any ǫ > 0 the (1+ǫ)-approximation has an O(f(ǫ)nc)
runtime in which c is a constant that does not depend on ǫ. Assuming P 6= NP, a PTAS is in some sense
the best solution we can hope to achieve for NP-hard problems in polynomial time.
For the Dominating Set problem in general graphs, an O(lnn)-approximation is known [10]. It has
also been shown that unless NP ⊂ TIME(nlog logn) the Dominating Set problem cannot be approximated
within a factor of (1 − ǫ) lnn [6], thus a PTAS is unlikely to exist. For restricted graph classes such as unit
disk graphs [16], bounded-degree graphs [3], and planar graphs [14], improvements on this bound have been
found. In particular, the planar case is known to admit a PTAS by extending the framework established by
Baker [1] and described below.
For many optimization problems that have applications in resource allocation, a natural generalization
is to consider capacity restrictions on the resources. For covering-type problems, for example, we may
impose capacity limits on the number of times an edge or vertex can be included in the solution or on how
much of a commodity can be stored at or move through a location. Capacitated versions of many common
optimization problems have been studied, including Facility Location [15], Vertex Cover [9], and
Vehicle Routing [17]. For the Dominating Set problem, the capacitated version restricts the capacity
of vertices (i.e. the number of vertices that can claim a given vertex as their representative in the dominating
set).
The capacitatedDominating Set problem, often referred to as the Capacitated Domination problem
(CDP) assigns to each vertex a demand value, a capacity value, and a weight value and seeks a dominating
set S of minimum weight such that every vertex in V has its demand covered by vertices in S, the total
amount of demand covered by any vertex in S does not exceed its capacity, and any vertex can only cover
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itself or its neighbors (i.e. the closed neighborhood)1. We use CDP (G, d, c) to denote the instance of the
Capacitated Domination problem on a graph G with demand function d and capacity function c.
CDP was shown to be W[1]-hard for general graphs when parameterized by treewidth [4]. Moreover, this
hardness result extends to planar graphs, and even the bidimensionality framework does not apply to this
problem [2].
Kao et al. characterize CDP along several axes [13]. The weighted version has real, non-negative vertex
weights whereas the unweighted version has uniform vertex weights of weight one. The unsplittable-demand
version requires that the entire demand of any vertex is covered by a single vertex in the dominating set, while
the splittable-demand version allows demand to be covered by multiple vertices in the dominating set. The
soft -capacity version allows multiple copies of vertices to be included in the dominating set (effectively scaling
both the capacity and the weight of vertex by any integral amount) whereas the hard -capacity version limits
the number of copies of each vertex (usually to one). Lastly, we can specify whether or not the capacities
and demands are required to be (non-negative) integral.
For the soft-capacity version, many results are known. For general graphs, Kao et al. present a (lnn)-
approximation for the weighted unsplittable-demand case, a (4 lnn + 2)-approximation for the weighted
splittable-demand case, a (2 lnn+ 1)-approximation for the unweighted splittable-demand case, and a (∆)-
approximation for the weighted splittable-demand case, where ∆ is the maximum degree in the graph [13, 11].
As these are generalizations of the classic Dominating Set problem, there is little room for improvement
for these approximations on general graphs.
For the soft-capacity problem in planar graphs, Kao et al. developed a constant-factor approximation
algorithm [12]. Additionally, they present a pseudo polynomial-time approximation scheme for the weighted
splittable-demand case by first showing how to solve the problem on graphs of bounded treewidth and then
applying Baker’s framework [11].
Substantially fewer results have been published on CDP with hard-capacities. In this paper we consider
the unweighted, splittable-demand, hard-capacity version of CDP with integral capacities and demands. Our
main result is stated in Theorem 1.
Theorem 1. For any positive integers d∗ and c∗ there exists a PTAS for the Capacitated Domination
problem, CDP (G, d, c) where G is a planar graph, d is a demand function with maximum value d∗, and c is
a capacity function with maximum value c∗.
This result for hard-capacities mirrors the PTAS presented by Kao et al. for soft-capacities [11]. The
challenge in extending the Baker framework to the hard-capacitated version is that the technique is agnostic
to vertices being duplicated in the solution and does not necessarily return a feasible solution when we
disallow duplicates (or higher multiplicities). Our main contributions are twofold. First we show how to
smooth a capacity-exceeding solution into a capacity-respecting solution. Second we modify the traditional
Baker framework to bound the cost of this smoothing process.
In Section 2 we introduce the problem and give an overview of Baker’s framework. Section 3 presents the
PTAS and gives a proof of our main theorem and several corollaries including an extension to Capacitated
Vertex Cover. In Section 4 we give the dynamic programming algorithm for solving CDP exactly for
graphs of bounded branchwidth. Finally, in Section 5 we discuss possible extensions of the techniques
presented.
2 Preliminaries
Let G = (V,E) be an undirected graph with vertex set V and edge set E. For a subset of edges, F ⊆ E, we
define ∂G(F ) to be the set of vertices in V incident both to edges in F and E \ F . For a subset of vertices,
S ⊆ V , we define δG(S) to be the set of edges in E incident both to vertices in S and V \ S and ∂G(S)
to be the set of vertices in S incident to edges in δG(S). When G in unambiguous, we exclude it from the
subscript.
1In one common variant of the problem, a vertex can cover its own demand ‘for free’ and the capacity only limits coverage
of neighbors.
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We consider a demand function d : V → Z∗ and a capacity function c : V → Z∗. The capacity (resp.
demand) of a set of vertices is the sum of the constituent vertex capacities (resp. demands). Namely, for
R ⊆ V , c(R) =
∑
v∈R c(v) and d(R) =
∑
v∈R d(v).
An assignment A is a multiset of ordered pairs (u, v) with u, v ∈ V such that either (u, v) ∈ E or u = v,
and ∀v ∈ V, |{(x, v) ∈ A : x ∈ V }| ≤ d(v). An assignment is proper if ∀u ∈ V, |{(u, x) ∈ A : x ∈ V }| ≤
c(u). An assignment is covering if ∀v ∈ V, |{(x, v) ∈ A : x ∈ V }| = d(v). The total unmet demand for an
assignment is t(A) =
∑
v∈V (d(v) − |{(x, v) ∈ A : x ∈ V }|). Observe that if A is covering then t(A) = 0.
A given assignment A has dominating set S(A) = {u ∈ V : (u, v) ∈ A} and size q(A) = |S(A)|.
The objective of the Capacitated Domination problem (CDP) is to find a proper, covering assignment
A such that q(A) is minimized.
Conceptually, in a solution to CDP, A describes an assignment of vertices to neighbors such that the
demand of every vertex is met and the capacity of every vertex is not exceeded. This generalizes the classic
Dominating Set problem in which every vertex v has d(v) = 1 and c(v) =∞. We can think of the ordered
pairs in the assignment as representing (facility, client) pairs.
We use superscripts to denote the multiplicity of an ordered pair in an assignment. For example
{(u,v)4, (w,w)} assigns four units of demand from the vertex v to the vertex u and one unit of demand
from w to itself.
We use A1 ⊎A2 to denote the multiset union operation in which multiplicities are additive. For example
{(u,v)2, (u,w)} ⊎ {(u,v)3, (w,v)} = {(u,v)5, (u,w), (w,v)}.
A planar graph is one that can be embedded on a sphere without any edge-crossings.
A branch-decomposition of G is a rooted binary tree T and a bijective mapping of edges of E to leaves
of T . The nodes of T map to the subsets of E (called clusters) consisting of the corresponding edges of all
descendant leaves. The root cluster therefore contains all edges in E, and leaf clusters are singleton edge
sets. The width of a branch-decomposition is maxC |∂(C)| over all clusters C. The branchwidth of G is the
minimum width over all branch-decompositions of G. For planar graphs, an optimal branch decomposition
can be computed in polynomial time [8]. The hierarchical structure of branch-decompositions lends itself well
to dynamic-programming techniques. For many graph optimization problems, given a branch-decomposition
with width w for the input graph, an optimal solution can be found in 2O(w)n time [5]. We present such a
dynamic program in Section 4.
The PTAS presented in Section 3 is based on Baker’s framework for designing PTASs in planar graphs
[1]. The framework decomposes the input graph into subgraphs of bounded branchwidth, each of which can
be solved efficiently, then forms an overall solution by combining the subgraph solutions. The error incurred
can be charged to the interface between these subgraphs, and a shifting argument can be used to bound this
error.
Specifically, Baker’s approach has been applied to Dominating Set (and soft-Capacitated Domina-
tion) on planar graphs as follows [14, 11]. The input graph is partitioned into levels (vertex subsets) defined
by minimum hop-distance (breadth-first search) from an arbitrary root r. The resulting subgraph induced
by k consecutive levels has O(k) branchwidth. We decompose the graph into subgraphs of k consecutive
levels such that every two adjacent subgraphs overlap in two boundary levels. There are at most k different
shifts that can divide the graph into k-level subgraphs in this way. For each shift, we solve the (capacitated)
Dominating Set problem on each (bounded-branchwidth) subgraph with the slight modification that the
vertices of the topmost and bottommost levels of each subgraph require zero demand (but can still be part
of the dominating set). This can be done in 2O(w)n time. The overall solution is then the union of the
solutions for the subgraphs.
Ignoring the demand of the outermost levels prevents a doubling-up of the demand requirements of
the vertices in the boundary levels (adjacent subgraph overlaps) while still allowing these vertices to satisfy
demand from inner levels in the subgraph. Taking the union ensures that any ignored demand is met by some
subgraph (no vertex’s demand is ignored by multiple subgraphs). Since each subgraph is solved optimally
and an optimum solution, X , for the entire graph induces solutions on each subgraph, the sum of the costs
of the subgraph solutions is bounded by the cost of X plus some amount of error that can be bounded by
the weight of X that intersects the boundary levels. For some shift this weight is a small fraction (O(1/k))
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of the total weight of the optimum solution.
The problem with extending this approach to hard-capacities emerges when a vertex in a boundary level
is included in the solutions for two different subgraphs. For the classic Dominating Set problem, these
vertices have unbounded capacities so taking the union of solutions is not an issue. Similarly, for the soft-
Capacitated Domination problem, we are allowed to include multiple copies of these vertices, and since
the weight is small we can afford to do so. However, for the hard-Capacitated Domination problem these
vertices pose a problem since we may have overloaded them (exceeded their capacities) and are not allowed
to simply pay the extra cost to use these vertices multiple times.
In this paper, we address this issue by redirecting the assignment of overloaded vertices to underloaded
vertices elsewhere in the graph. We may have to do this for every solution vertex that appears on the
boundary levels. Unfortunately the above bound on the error arises from the sum of subgraph solution costs
and does not bound the weight of the solution vertices that appear on boundary levels. We address this
problem by modifying the way that the graph is decomposed into subgraphs: instead of every subgraph
being constructed and used identically (as is typical in the Baker framework), we alternate between two
different types of subgraphs. This facilitates accounting for the reassignment of overloaded vertices.
3 PTAS
The PTAS for Capacitated Domination uses the approach introduced by Baker [1] and described in
Section 2. Breadth-first search from an arbitrary root vertex, r, partitions the graph into m levels (defined
by hop-distance from r) such that the subgraph induced by any k consecutive levels has branchwidth at
most 2k.
For a given i, j, k, l such that 0 ≤ i < k, 0 ≤ j ≤ ⌊m
k
⌋, and 0 ≤ l ≤ ⌊m
k
⌋ − 1, let Gij denote the subgraph
induced by levels jk+ i through (j+1)k+ i−1 and Hil denote the subgraph induced by levels (l+1)k+ i−2
through (l+1)k+ i+1. For a fixed k and i we call Gij the jth slab and H
i
l the lth patch. We call k the slab
height and i the slab shift.
Consecutive slabs do not overlap each other and each slab has branchwidth at most 2k. Each patch occurs
at the interface between two consecutive slabs, overlapping with two levels from each, and has constant
branchwidth (at most 8).
The algorithm proceeds as follows (see pseudocode). Independently solve (a slightly modified version of)
CDP restricted to each slab and each patch. Then take the union of solutions over all slabs and patches.
Note that since patches overlap the slabs, if a dominating vertex from a proper patch solution is also a
dominating vertex from a proper slab solution, the union of solutions may no longer be proper. In fact the
capacities for patch vertices have been effectively doubled. The algorithm alleviates this excess strain on
patch vertices by reassigning the demand to underfull vertices elsewhere in the graph.
Specifically, for each slab Gij and each patch H
i
l modify the problem so that the vertices of the topmost
and bottommost levels have no demand (exclude the top level of the first slab and the bottom level of the
last slab). Since patches overlap the two bottommost and two topmost levels of slabs, any demand removed
from a slab will be covered by a patch and vice versa. The branchwidth of the slab is at most 2k, so we
can use the dynamic programming algorithm Cdp dp described in Section 4 to generate a solution to the
modified problem on the slab in polynomial time.
Let AGi
j
denote the optimal assignment for the modified CDP for slab Gij and AHil denote the optimal
assignment for patch Hil . Combining slab and patch assignments gives A˜i =
(⊎
j AGij
)
⊎
(⊎
lAHil
)
. Since
A˜i may no longer be a proper assignment, we use a smoothing procedure, Smooth, to generate a final
solution A′i. Smooth first removes ordered pairs from an assignment A until it is proper by repeatedly
finding an overloaded vertex v and removing a pair (v, u) from A until no overloaded vertex can be found.
Smooth then reassigns any remaining unmet demand to underfull vertices in the graph with excess capacity
by repeatedly finding alternating paths in the induced assignment graph (described in Lemma 2). We use the
following lemmas to show that such a reassignment is feasible. Finally, the algorithm returns the assignment
A′i with the minimum cost among all choices of shift i.
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Algorithm 1 Capacitated Domination Problem PTAS
1: function CDP PTAS(G0, c, d, k)
Input: Graph G0, capacity function c, demand function d, positive integer k
Output: Minimum proper, covering assignment A
2: for i in 0...k − 1 do
3: A˜i ← ∅
4: for j in 0...⌊m/k⌋ do
5: A˜i ← A˜i ⊎CDP DP(G
i
j , c, d)
6: for l in 0...⌊m/k⌋-1 do
7: A˜i ← A˜i ⊎CDP DP(Hil , c, d)
8: A′i ← Smooth(G0, A˜i, c, d)
9: return miniA′i
Lemma 1. Given a graph G with demand and capacity functions d and c and a set of vertices R ⊆ V , if a
proper, covering assignment exists for the Capacitated Domination problem then c(R)+d(∂(R)) ≥ d(R).
Proof. Assume that a proper, covering assignment A exists. For any subset of vertices R ⊆ V the total
demand, d(R), of vertices in R must be met by vertices in the dominating set S(A). The vertices in
R ∩ S(A) can contribute at most c(R ∩ S(A)) ≤ c(R) toward meeting demand from R. Vertices in V \ R
can only cover demand from R via adjacent vertices, namely those in ∂(R), so vertices in (V \ R) ∩ S(A)
can meet at most d(∂(R)) of the total demand from R. But S(A) = (R∩S(A))∪ ((V \R)∩S(A)) can meet
the entire demand from R. This gives c(R) + d(∂(R)) ≥ c(R ∩ S(A)) + d(∂(R)) ≥ d(R).
Lemma 2. Given a graph G = (V,E) with demand and capacity functions d and c and a proper assignment
A′ with unmet demand t(A′) > 0, if a proper, covering assignment exists then a new proper assignment A′′
can be found in polynomial time such that q(A′′) ≤ q(A′) + 1 and t(A′′) < t(A′).
Proof. Let U be the set of vertices with unmet demand. We assume that these vertices are at full capacity,
otherwise simply assign such an underfull vertex, v, to itself and satisfy the lemma by letting A′′ = A′ ⊎
{(v, v)}. We further assume that a vertex v ∈ U spends its entire capacity toward meeting its own demand,
so (v, v) occurs c(v) times in A′. We can always reassign v’s capacity in this way without increasing overall
unmet demand or the size of A′.
Use assignment A′ to define an arc set on V such that (u, v) ∈ A′ indicates an arc from u to v, and for
every vertex u, the outdegree ∆−(u) is at most c(u). The dominating set S(A′) is {v : ∆−(v) > 0}, and a
covering assignment is one in which, for every vertex u, the indegree ∆+(u) equals d(u).
Consider the directed assignment graph A defined by this arc set. We can assume that A has no
directed cycles (except for self-loops), otherwise every arc in such a cycle can be changed to a self-loop
without changing the total unmet demand or the size of A′.
If a proper, covering assignment exists then there must be a setW of vertices that are not at full capacity.
Let G′ = (V ′, E′) denote G = (V,E) augmented with self-loops at every vertex. Formally, V ′ = V and
E′ = E ∪ {vv : v ∈ V }. We define a semi-alternating directed path P = p0, p1, ..., pl to be a path in G′
such that ∀i pipi+1 ∈ E′ and (pi, pi+1) /∈ A′ ⇔ (pi+1, pi+2) ∈ A′. That is, P is a path through G′ in which
exactly every other edge is a forward arc in the assignment graph A . We show that there exists such a
semi-alternating directed path P = p0, p1, ..., pl from a vertex p0 ∈ U to a vertex pl ∈W .
Assume to the contrary that no such path exists. Let U+ be the set of all vertices v ∈ V such that there
exists a semi-alternating directed path from u to v for some u ∈ U . Clearly U ⊆ U+, and by assumption
U+ ∩W = ∅, so all vertices of U+ are at full capacity. Observe that U ∩ ∂G′(U+) = ∅ and there are no
self-loops in A at vertices in ∂G′(U
+) otherwise U+ could be extended to include neighbors of such vertices.
For the same reason, any arcs of A into vertices in ∂G′(U
+) must start in V ′ \U+. Since all of the demand
of every vertex in ∂G′(U
+) is met and all arcs of A into ∂G′(U
+) start in V ′ \ U+, we infer that V ′ \ U+
contributes a total of d(∂G′(U
+)) toward meeting the demand of U+. Furthermore all vertices in U+ are
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at full capacity and there are no outgoing arcs of A in δG′(U
+) so U+ contributes a total of c(U+) toward
meeting its own total demand. Yet U ⊆ U+ so U+ contains unmet demand. So c(U+)+d(∂G′(U+)) < d(U+)
which by Lemma 1 contradicts our feasibility assumption.
Such a path can be found in linear time using breadth-first search from vertices with insufficient demand
met.
Given a semi-alternating directed path P = p0, p1, ..., pl from a vertex p0 ∈ U to a vertex pl ∈ W ,
we know that (p0, p1) is not in A′ since p0 is in U and does not contribute to meeting the demand of its
neighbors. We can also assume that (pl−1, pl) is not in A′ since if the path ends in an assignment arc we can
append a self-loop. Reassign the arcs along this path as follows:
A′′ = (A′ \ {(p1, p2), (p3, p4), ..., (pl−2, pl−1)}) ⊎ {(p1, p0), (p3, p2), ..., (pl−2, pl−3), (pl, pl−1)}
This gives q(A′′) ≤ q(A′) + 1. All of the demand previously met along path P is still met although
potentially by a different source, but A′′ also meets one additional unit of previously unmet demand at
vertex p0. Therefore the resulting proper assignment A′′ satisfies t(A′′) < t(A′).
We restate the main theorem here for convenience.
Theorem 1. For any positive integers d∗ and c∗ there exists a PTAS for the Capacitated Domination
problem CDP (G, d, c) where G is a planar graph, d is a demand function with maximum value d∗, and c is
a capacity function with maximum value c∗.
Proof. Let A∗ denote an optimal assignment for CDP and let OPT = q(A∗). For a fixed shift i let A∗
Gi
j
=
A∗ ∩ Gij be the intersection of the optimal assignment with the j
th slab and OPTGi
j
denote the size of the
optimal assignment for the modified problem on the jth slab. Similarly, let A∗
Hi
l
= A∗∩Hil be the intersection
of the optimal assignment with the lth patch and OPTHi
l
denote the size of the optimal assignment for the
modified problem on the lth patch.
Because we modify the problem to ignore demand from the outermost levels of a slab (resp. patch)
A∗
Gi
j
(resp. A∗
Hi
l
) is a covering assignment for the modified problem on Gij (resp. H
i
l ) since all of the
demand on the non-outermost levels will be covered by A∗
Gi
j
(resp. A∗
Hi
l
). Therefore OPTGi
j
≤ q(A∗
Gi
j
) and
OPTHi
l
≤ q(A∗
Hi
l
).
Our algorithm first determines the union, A˜, of assignments on slabs and patches. The size of this union
is at most the sum of the sizes of the assignments for each slab and each patch. We then remove and
reassign at most c∗ assignment pairs for each duplicated vertex in the union (where c∗ is the value of the
maximum capacity). Duplicated vertices can only occur within the levels of the patches. By Lemma 2 each
reassignment adds at most one vertex to the dominating set. Let A′ be the final assignment output by the
algorithm. Therefore
q(A′) ≤
∑
j
OPTGi
j
+ c∗
∑
l
OPTHi
l
≤
∑
j
q(A∗
Gi
j
) + c∗
∑
l
q(A∗
Hi
l
) ≤ OPT + c∗
∑
l
q(A∗
Hi
l
)
The final inequality comes from the slabs (and therefore their intersections with A∗) being disjoint. Let i∗
be the shift that minimizes the sum,
∑
l q(A
∗
Hi
l
), of the intersection of patches with the optimal dominating
set S(A∗).
If
∑
l q(A
∗
Hi
∗
l
) exceeds (4/k)OPT then the sum of patch intersections over all shifts,
∑
i
∑
l q(A
∗
Hi
l
)
exceeds 4OPT since i∗ was chosen from k possible shifts to give the minimum such sum. But each vertex
in A∗ appears in a patch for at most four different shifts so can contribute at most 4 to the sum, giving∑
i
∑
l q(A
∗
Hi
l
) ≤ 4OPT . Therefore,
∑
l q(A
∗
Hi
∗
l
) ≤ (4/k)OPT . This gives
q(A′) ≤ OPT + (4c∗/k)OPT
Setting k to 4c∗/ǫ gives a (1 + ǫ)-approximation.
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The slabs can be solved in O(2kc∗6kd∗4kn) time and patches can be solved in O(8c∗24d∗16n) time using
the dynamic program algorithm described in Section 4. The algorithm then performs at most ǫn reassign-
ments, each of which can be computed in linear time. This process is repeated k times, giving an overall
O(k2(c∗d∗)6kn+ c∗n2) runtime. The algorithm is therefore an EPTAS when we take k to be constant.
In fact, the capacity of a vertex never need exceed the sum of the demands in its closed neighborhood.
If it does, we can remove the excess capacity without affecting the solution. Conversely, the demand of a
vertex can never exceed the sum of the capacities in its closed neighborhood. If it does, there is no feasible
solution. Therefore, we can assume c∗ ≤ d∗(∆∗ + 1) and d∗ ≤ c∗(∆∗ + 1), where ∆∗ is the largest degree.
Our PTAS can thus be expressed in terms of any two of the three parameters c∗, d∗,∆∗, giving the following
two corollaries.
Corollary 1. For any positive integers d∗ and ∆∗ there exists a PTAS for the Capacitated Domination
problem, CDP (G, d, c) where G is a planar graph with maximum degree ∆∗, d is a demand function with
maximum value d∗, and c is a capacity function.
Corollary 2. For any positive integers c∗ and ∆∗ there exists a PTAS for the Capacitated Domination
problem, CDP (G, d, c) where G is a planar graph with maximum degree ∆∗, d is a demand function, and c
is a capacity function with maximum value c∗.
Another corollary of the theorem is a PTAS for the Capacitated Vertex Cover problem (CVCP),
defined as follows. Let G be an undirected graph with edge set E and vertex set V . We define a capacity
function c : V → Z∗ on the vertices of G and a demand function d : E → Z∗ on the edges of G. Under the
constraint that edge-demand can only be met by its own endpoints, the objective is to find a set of vertices S
of minimum size such that every edge has its demand met by vertices in S and each vertex in S meets a total
amount of demand that does not exceed its capacity. We use CV CP (G, d, c) to denote the Capacitated
Vertex Cover problem on a graph G with demand function d and capacity function c.
We can see that CVCP generalizes the traditional Vertex Cover problem in which each vertex has
unlimited capacity and each edge has a demand of one. Furthermore, the Capacitated Vertex Cover
problem is identical to the Capacitated Domination problem with the demand on edges instead of on
vertices. In the following corollary, we show that we can reduce CVCP to CDP to achieve a PTAS for the
former.
Corollary 3. For any positive integers d∗ and c∗ there exists a PTAS for the Capacitated Vertex Cover
problem CV CP (G, d, c) where G is a planar graph, d is a demand function with maximum value d∗, and c
is a capacity function with maximum value c∗.
Proof. Consider the following reduction from Capacitated Vertex Cover to CDP. Let G′ be the graph
formed by bisecting every edge of G. Specifically, we define a new graph G′ with edge set E′, vertex set V ′,
demand function d : V ′ → Z∗, and capacity function c : V ′ → Z∗, as follows:
For every edge e = uv ∈ E, add edges uw and wv to E′ and add vertices u, v, w to V ′. Additionally, set
capacities to c′(u) = c(u), c′(v) = c(v), and c(w) = 0, and set demands to d′(w) = d(e) and d′(u) = d′(v) = 0.
This provides the necessary conditions to solve CDP on G′.
It is easy to see that a dominating set of G′ exactly corresponds to a vertex cover of G. Setting the
bisecting vertex to have zero capacity guarantees that these vertices will not be chosen in the minimum
dominating set. Moreover, maximum capacity c∗ and maximum demand d∗ are preserved. Therefore the
PTAS for CDP finds an appropriate vertex cover.
4 Dynamic Program
In this section we describe a dynamic programming algorithm for solving the Capacitated Domination
problem for graphs with bounded branchwidth.
For an input graph G0 with branchwidth w, capacity function c, and demand function d, we use the
branch decomposition of G0 to guide the dynamic program. Consider a cluster, C, in the decomposition.
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We define functions f, g : ∂(C) → Z such that ∀v ∈ ∂(C), 0 ≤ f(v) ≤ c(v) and 0 ≤ g(v) ≤ d(v). We use f∅
and g∅ to denote the special trivial functions for empty cluster boundaries. We let CG denote the cluster
containing all edges of G.
Our dynamic programming table, DP , is indexed by triplets (C, f, g) for all such functions for each cluster.
The entry at index (C, f, g) is an optimal assignment A for a modified version of CDP for cluster C such that
for vertices at the boundary ∂(C), f and g describe the exact amount of capacity used and demand covered
by the assignment. We call this a restricted assignment. The algorithm proceeds level-by-level through the
decomposition, starting at the leaves and continuing root-ward (see pseudocode).
We first address the leaves of the decomposition, which correspond to single edges in the graph. For the
leaf cluster of edge uv, we consider the following four cases.
• If f(v) + f(u) 6= g(u) + g(v) there is no solution which we indicate by returning {(u, v)∞}.
• Otherwise if f(v) + f(u) = g(u) + g(v) = 0 then we return ∅.
• Otherwise if f(v) ≥ g(v) (v has sufficient capacity to cover its own demand) then return
{(v, v)g(v), (v, u)f(v)−g(v), (u, u)f(u)}.
• Otherwise if f(v) < g(v) (v has insufficient capacity to cover its own demand) then return
{(u, u)g(u), (u, v)f(u)−g(u), (v, v)f(v)}.
Moving root-ward, we show how to compute the restricted assignment for CDP for a parent cluster given
the table entries for the child clusters. Consider a cluster C0 with child clusters C1 and C2. We say that
indices (C1, f1, g1) and (C2, f2, g2) are compatible with (C0, f0, g0) if the following hold:
• ∀v ∈ (∂(C1) ∩ ∂(C2)) \ ∂(C0), f1(v) + f2(v) ≤ c(v) and g1(v) + g2(v) = d(v)
• ∀v ∈ (∂(C0) ∩ ∂(C1)) \ ∂(C2), f0(v) = f1(v) and g0(v) = g1(v)
• ∀v ∈ (∂(C0) ∩ ∂(C2)) \ ∂(C1), f0(v) = f2(v) and g0(v) = g2(v)
• ∀v ∈ ∂(C0) ∩ ∂(C1) ∩ ∂(C2), f1(v) + f2(v) = f0(v) and g1(v) + g2(v) = g0(v)
To determine the entry in the table for index (C0, f0, g0) we search over all compatible pairs (C1, f1, g1)
and (C2, f2, g2) with respective entries A1 and A2, and find the A1 ⊎A2 such that q(A1 ⊎A2) is minimized.
Finally we return the assignment stored in DP (CG, f∅, g∅).
Theorem 2. For any positive integers w, d∗, and c∗ there exists an exact polynomial time algorithm for the
Capacitated Domination problem, CDP (G, d, c) where G is a planar graph with branch decomposition of
width w, d is a demand function with maximum value d∗, and c is a capacity function with maximum value
d∗.
Proof. We claim that the dynamic program described above is such an algorithm. We prove correctness
using induction on the branch decomposition.
Our base cases are the leaves of the decomposition. Let edge uv be such a leaf. We consider the same
four cases addressed in the algorithm description.
• If f(v) + f(u) 6= g(u) + g(v) the algorithm returns {(u, v)∞} because the cluster contains a single
edge so the total capacity used must equal the total demand covered for the cluster to have a feasible
solution.
• Otherwise if f(v)+f(u) = g(u)+g(v) = 0 the algorithm returns ∅ since there is no demand that needs
to be met and no capacity available.
• Otherwise if f(v) ≥ g(v) the algorithm returns {(v, v)g(v), (v, u)f(v)−g(v), (u, u)f(u)}. Since f(v) +
f(u) = g(u) + g(v), the demand from v and u is covered and the exact capacity is used. Note that if
f(v) = 0 or f(u) = 0 the size of the dominating set for the returned assignment is one, otherwise the
size is two. Such an assignment is therefore a minimum.
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Algorithm 2 Capacitated Domination Problem Dynamic Program
1: function CDP DP(G0, c, d)
Input: Graph G0 with branchwidth w, capacity function c, and demand function d
Output: Minimum covering, proper assignment A
2: DP ← array initialized to ∞
3: for level in 0...height of branch decomposition do
4: for cluster C in level do
5: for f : ∂(C)→ Z, g : ∂(C)→ Z with 0 ≤ f(v) ≤ c(v) and 0 ≤ g(v) ≤ d(v), ∀v do
6: if C is a leaf containing edge uv then
7: if f(v) + f(u) 6= g(u) + g(v) then
8: DP (C, f, g)← {(u, v)∞}
9: else if f(v) + f(u) = g(u) + g(v) = 0 then
10: DP (C, f, g)← ∅
11: else if f(v) ≥ g(v) then
12: DP (C, f, g)← {(v, v)g(v), (v, u)f(v)−g(v), (u, u)f(u)}
13: else
14: DP (C, f, g)← {(u, u)g(u), (u, v)f(u)−g(u), (v, v)f(v)}
15: else
16: for pairs (C1, f1, g1) and (C2, f2, g2) compatible with (C, f, g) do
17: if q(DP (C1, f1, g1) ⊎DP (C2, f2, g2)) < DP (C, f, g) then
18: DP (C, f, g)← DP (C1, f1, g1) ⊎DP (C2, f2, g2)
19: return DP (CG, f∅, g∅)
• Otherwise f(v) < g(v), and the algorithm returns {(u, u)g(u), (u, v)f(u)−g(u), (v, v)f(v)}. This case is
symmetric to the previous one.
To show the inductive step, we consider a cluster C0 and assume that the restricted assignment for CDP
has been solved optimally by the dynamic program for its child clusters C1 and C2. For index (C0, f0, g0)
the algorithm searches over all compatible pairs (C1, f1, g1) and (C2, f2, g2) with respective entries A1 and
A2 and returns the A1 ⊎A2 such that q(A1 ⊎A2) is minimized. Let A∗1 ⊎A
∗
2 be such a minimum where A
∗
1
is the entry for (C∗1 , f
∗
1 , g
∗
1) and A
∗
2 is the entry for (C
∗
2 , f
∗
2 , g
∗
2).
To show that A∗1 ⊎ A
∗
2 is an optimal restricted assignment for (C0, f0, g0), we must show that boundary
restrictions are met and that it is proper, covering, and minimum.
By definition of compatible, boundary restrictions are automatically satisfied because every vertex on
the boundary of C0 must appear on the boundary of at least one of its children and compatibility forces
agreement between the child (or sum of children for vertices on all three boundaries) and the parent.
Since A∗1 and A
∗
2 are each proper, and compatibility requires that f
∗
1 (v) + f
∗
2 (v) is at most c(v) for each
vertex v on the shared boundary, A∗1 ⊎ A
∗
2 must be proper. Similarly, since A
∗
1 and A
∗
2 are each covering,
and compatibility requires that g∗1(v) + g
∗
2(v) equals d(v) for each vertex v on the shared boundary, A
∗
1 ⊎A
∗
2
must be covering as well.
Let A∗0 be a minimum restricted assignment for (C0, f0, g0). Partition A
∗
0 into X and Y as follows:
• For (v, v) ∈ A∗0, with v ∈ ∂(C1) ∩ ∂(C2), put (v, v) into either X or Y arbitrarily.
• Otherwise for (v, v) ∈ A∗0, put (v, v) in X if v is the endpoint of an edge in C1 and in Y if v is the
endpoint of an edge in C2.
• Otherwise for (u, v) ∈ A∗0, put (u, v) in X if edge uv is in C1 and in Y if edge uv is in C2.
Clearly, every pair in assignment A∗0 must be in exactly one of X and Y so A
∗
0 = X ⊎ Y .
Let fx : ∂(C1) → Z be the function that maps boundary vertices of C1 to the capacity utilized by
these vertices in X , and gx : ∂(C1)→ Z be the function that maps boundary vertices of C1 to the demand
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from these vertices covered in X . By construction, X is now a restricted assignment for (C1, fx, gx). Our
inductive hypothesis gives q(DP (C1, fx, gx)) ≤ q(X). Symmetrically, defining fy and gy similarly for ∂(C2)
gives q(DP (C2, fy, gy)) ≤ q(Y ).
DP (C1, fx, gx) and X agree on the dominating vertices on the boundaries, as do DP (C2, fy, gy) and Y ,
so the above inequalities ensure
q(DP (C1, fx, gx) ⊎DP (C2, fy, gy)) ≤ q(X ⊎ Y ) = q(A
∗
0)
. Since (C1, fx, gx) and (C2, fy, gy) are compatible with (C0, f0, g0), DP (C1, fx, gx) ⊎DP (C2, fy, gy) will be
considered by the algorithmwhen finding the minimum such union. Therefore q(A∗1⊎A
∗
2) ≤ q(DP (C1, fx, gx)⊎
DP (C2, fy, gy)) ≤ q(A∗0) and is thus minimum.
Since the branch decomposition gives a binary tree with O(n) leaves, there are O(n) clusters. For each
cluster, C, the boundary ∂(C) has at most w vertices. For each vertex v ∈ ∂(C) there are c(v) options for
the value of f and d(v) options for the value of g. There are thus at most c∗w functions f and d∗w functions
g for each cluster boundary. This gives O((c∗d∗)wn) indices of the DP table. Each entry requires comparing
unions of entries from all compatible pairs. There are O(c∗2wd∗w) such pairs since knowing f for one child
and the parent completely determines f for the other child. Checking for compatibility requires O(w) time.
This gives the algorithm a total runtime of O(wc∗3wd∗2wn)
5 Conclusion
Naturally we wonder whether the techniques developed in this paper can be extended. Most immediately,
can we accommodate arbitrary integral or bounded real-valued demands and capacities? Alternatively, can
we extend the solution to the weighted case? The main challenge to these extensions is that our technique
barters capacity for weight in unit quantities. While we can guarantee that there is some underfull vertex in
the graph, we cannot guarantee a bound on the weight of this vertex. One idea to address this is to design
a smarter smoothing process that considers the weights of the vertices chosen in the search. Alternatively
a careful rounding strategy may lead to a bicriteria result in which either the capacities can be exceeded or
the demands can be under-covered by a small (bounded) amount.
Additionally, we consider whether we can extend these techniques to similar problems. One such problem
is capacitated r-hop domination, in which a vertex can cover any vertex within a distance of r. This
generalizes CDP (in which r = 1). The PTAS presented in Section 3 seems to extend to r-hop domination
by widening the size of our patches to 2(r + 1) and where G′ of Lemma 2 has an edge (u, v) for every pair
of vertices u, v within a hop-distance of r in G. However, the dynamic program given in Section 4 does
not readily extend to r-hop domination: demand of a non-boundary vertex in a cluster may be covered
by a vertex outside of the cluster and encoding all possible ways in which demand can traverse the cluster
boundary seems to generate too many configurations.
We hope to generalize the techniques introduced here to apply to a broader range of (hard)-capacitated
problems and other problems that forbid multiplicities.
Acknowledgements
Research supported by NSF Grant CCF-1409520.
References
[1] Brenda S Baker. Approximation Algorithms for NP-Complete Problems on Planar Graphs. Journal of
the ACM, 41(1):153–180, 1994.
[2] Hans L Bodlaender, Daniel Lokshtanov, and Eelko Penninkx. Planar Capacitated Dominating Set is
W[1]-Hard. In Parameterized and Exact Computation, pages 50–60. Springer, 2009.
10
[3] Miroslav Chleb´ık and Janka Chleb´ıkova´. Approximation Hardness of Dominating Set Problems in
Bounded Degree Graphs. Information and Computation, 206(11):1264–1275, 2008.
[4] Michael Dom, Daniel Lokshtanov, Saket Saurabh, and Yngve Villanger. Capacitated Domination
and Covering: A Parameterized Perspective. In Parameterized and Exact Computation, pages 78–90.
Springer, 2008.
[5] Frederic Dorn. Dynamic Programming and Planarity: Improved Tree-Decomposition Based Algorithms.
Discrete Applied Mathematics, 158(7):800–808, 2010.
[6] Uriel Feige. A Threshold of lnn for Approximating Set Cover. Journal of the ACM, 45(4):634–652,
1998.
[7] Satoshi Fujita. Vertex Domination in Dynamic Networks. In WALCOM: Algorithms and Computation,
pages 1–12. Springer, 2008.
[8] Qian-Ping Gu and Hisao Tamaki. Optimal Branch-Decomposition of Planar Graphs in O(n3) Time.
ACM Transactions on Algorithms, 4(3):30, 2008.
[9] Sudipto Guha, Refael Hassin, Samir Khuller, and Einat Or. Capacitated Vertex Covering. Journal of
Algorithms, 48(1):257–270, 2003.
[10] David S Johnson. Approximation Algorithms for Combinatorial Problems. Journal of Computer and
System Sciences, 9(3):256–278, 1974.
[11] Mong-Jen Kao and Han-Lin Chen. Approximation Algorithms for the Capacitated Domination Problem.
In Frontiers in Algorithmics, pages 185–196. Springer, 2010.
[12] Mong-Jen Kao and DT Lee. Capacitated Domination: Constant Factor Approximations for Planar
Graphs. In Algorithms and Computation, pages 494–503. Springer, 2011.
[13] Mong-Jen Kao, Chung-Shou Liao, and DT Lee. Capacitated Domination Problem. Algorithmica,
60(2):274–300, 2011.
[14] Marjan Marzban and Qian-Ping Gu. Computational Study on a PTAS for Planar Dominating Set
Problem. Algorithms, 6(1):43–59, 2013.
[15] Sanjay Melkote and Mark S Daskin. Capacitated Facility Location/Network Design Problems. European
Journal of Operational Research, 129(3):481–495, 2001.
[16] Tim Nieberg and Johann Hurink. A PTAS for the Minimum Dominating Set Problem in Unit Disk
Graphs. In Approximation and Online Algorithms, pages 296–306. Springer, 2005.
[17] Ted K Ralphs, Leonid Kopman, William R Pulleyblank, and Leslie E Trotter. On the Capacitated
Vehicle Routing Problem. Mathematical Programming, 94(2-3):343–359, 2003.
[18] Feng Wang, Erika Camacho, and Kuai Xu. Positive Influence Dominating Set in Online Social Networks.
In Combinatorial Optimization and Applications, pages 313–321. Springer, 2009.
11
