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Résumé
Le choix d’un modèle fait partie intégrante de tout problème d’inférence statistique.
Plusieurs méthodes de sélection de modèle ont été développées afin de déterminer le
meilleur modèle parmi une liste de candidats potentiels.
Une manière différente d’aborder la question est le compromis de modèles, et plus par-
ticulièrement son approche fréquentiste. Une estimation des paramètres d’intérêt est
obtenue en construisant une moyenne pondérée des estimations de ces quantités sous
chaque modèle candidat. Dans ce travail, nous développons des stratégies de compromis
de type fréquentiste pour l’estimation des paramètres de régression, ainsi que pour la
classification floue.
Dans le cas de la régression, nous construisons des compromis entre les estimateurs de
Pitman associés à diverses distributions sous-jacentes pour les erreurs. Le poids associé
à chaque modèle est égal à la vraisemblance de ce dernier, qui donne une mesure de la
qualité de l’ajustement. Les propriétés asymptotiques des estimateurs de Pitman et de
la vraisemblance nous permettent de définir une stratégie minimax pour le choix des
distributions de compromis, faisant appel à une notion de distance entre distributions.
Les performances de tels estimateurs sont par la suite comparées à celles d’autres esti-
mateurs usuels et robustes.
Dans la seconde partie du travail, nous développons des stratégies de compromis pour
la classification floue. Bien que cette méthode de classification se base sur des mélanges
de distributions, nos stratégies de compromis ne sont pas faites directement sur les
estimations des paramètres, mais sur les probabilités a posteriori d’appartenance aux
classes. Deux types de compromis sont présentés, et les performances des règles de clas-
sification en résultant sont étudiées.
Mots-clé : compromis de modèles ; estimateurs de Pitman ; distance entre distributions ;
classification floue.

Abstract
Model specification is an integral part of any statistical inference problem. Several mo-
del selection techniques have been developed in order to determine which model is the
best one among a list of possible candidates.
Another way to deal with this question is the so-called model averaging, and in parti-
cular the frequentist approach. An estimation of the parameters of interest is obtained
by constructing a weighted average of the estimates of these quantities under each
candidate model. We develop compromise frequentist strategies for the estimation of
regression parameters, as well as for the probabilistic clustering problem.
In the regression context, we construct compromise strategies based on the Pitman
estimators associated with various underlying errors distributions. The weight given to
each model is equal to its profile likelihood, which gives a measure of the goodness-of-
fit. Asymptotic properties of both Pitman estimators and profile likelihood allow us to
define a minimax strategy for choosing the distributions of the compromise, involving
a notion of distance between distributions. Performances of such estimators are then
compared to other usual and robust procedures.
In the second part of the thesis, we develop compromise strategies in the probabilistic
clustering context. Although this clustering method is based on mixtures of distribu-
tions, our compromise strategies are not applied directly to the estimates of the para-
meters, but on the posterior probabilities of membership. Two types of compromise are
presented, and the performances of resulting classification rules are investigated.
Keywords : model averaging ; Pitman estimators ; distance between distributions ; pro-
babilistic clustering.
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Chapitre1
Introduction
Les statistiques sont la science mathématique de la collecte, de l’analyse et de l’interpré-
tation des données. Les statistiques sont utilisées dans un grand nombre de domaines
aussi variés que la médecine, la psychologie, la finance, la physique ou encore l’écologie.
De manière générale, Fisher considérait que tout problème d’inférence statistique, c’est-
à-dire la déduction de caractéristiques inconnues d’une population en se basant sur un
échantillon limité issu de cette dernière, pouvait être décomposé en trois parties : le
choix d’un modèle, l’ajustement de ce dernier, et l’évaluation de la qualité de l’ajuste-
ment. Durant la majorité du siècle passé, l’attention s’est énormément portée sur les
deux derniers aspects. La théorie du maximum de vraisemblance notamment a permis
l’application des statistiques aux nombreux domaines cités précédemment, et donne
une méthode générale pour l’ajustement de modèles et l’analyse critique de la qualité
de ce dernier.
En ce qui concerne le choix d’un modèle, on n’a montré que peu d’intérêt pour la ques-
tion jusqu’au début des années 1970. En effet, les moyens techniques limités à l’époque
suffisaient seulement à l’étude d’un seul modèle, et en prendre en considération plu-
sieurs à la fois était dès lors difficile. C’est à la suite d’une série de papiers d’Akaike
que des méthodes de sélection de modèle ont été développées et utilisées de manière
croissante.
Le critère AIC, introduit par Akaike, est certainement une des méthodes de sélection
de modèle les plus connues. Ce critère, intimement lié à la théorie de l’information
introduite par Shannon au milieu du XXe siècle, est basé sur l’estimation de la perte
d’information qui se produit lorsque l’on utilise un modèle en particulier en lieu et place
du modèle sous-jacent réel. Cette méthode fait de plus un compromis entre simplicité
du modèle et qualité de l’ajustement, en pénalisant un grand nombre de paramètres.
Plusieurs autres critères de sélection de modèles ont été développés par la suite, et
plusieurs d’entre eux ne sont que des modifications légères du critère AIC afin d’appli-
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quer ce dernier à un problème particulier, chacun de ces critères possédant avantages et
désavantages. Ces méthodes procèdent d’une manière similaire, en attribuant un score à
chaque modèle candidat, et en sélectionnant le meilleur d’entre eux. Néanmoins, lorsque
l’on choisit un modèle en particulier, et que l’on conduit l’inférence sur ce dernier uni-
quement, on ne tient pas compte d’une certaine incertitude quant à la sélection du
modèle, et il s’ensuit souvent des intervalles de confiance trop reserrés ou des variances
estimées trop faibles.
Une approche différente est alors le compromis de modèles, qui consiste à combiner
plusieurs modèles candidats, en donnant à chacun un certain poids. Leamer introduit
par exemple les compromis de modèles bayesiens, en construisant une distribution a
posteriori pour le paramètre d’intérêt comme un mélange de distributions induites par
chaque modèle candidat. Une approche fréquentiste est également possible, bien que
nettement moins connue que le compromis bayesien. Dans ce cas, l’estimateur com-
promis est alors construit comme une moyenne pondérée des estimateurs résultant de
chaque modèle candidat.
Dans ce travail, nous nous intéresserons à la construction de stratégies de compromis
fréquentistes, dans le cas de l’estimation des paramètres du modèle simple de lieu et
d’échelle, dans le cas de la régression linéaire simple et multiple, ainsi que dans le cas
de la classification floue. Nous mettrons l’accent sur la partie probabiliste des modèles
candidats en proposant un ensemble de modèles possibles possédant les mêmes para-
mètres, mais dont la distribution de probabilité sera différente. En construisant des
compromis de la sorte, nous nous attendons à ce que les estimateurs en résultant se
comportent de manière satisfaisante dans plusieurs situations. Cette idée correspond à
une notion de robustesse.
Dans le chapitre 2, nous donnerons un aperçu plus détaillé de la notion de modèle sta-
tistique, ainsi que des méthodes d’estimation des paramètres, et de sélection de modèle,
telles que les critères AIC et BIC. Nous présenterons également l’idée de compromis de
modèles bayesiens et fréquentistes.
Dans le chapitre 3, nous construirons dans un premier temps des estimateurs compromis
pour les paramètres du modèle de lieu et d’échelle, basés sur les estimateurs de Pitman.
Nous commencerons par présenter en détail les estimateurs de Pitman. Puis nous dé-
finirons les estimateurs compromis, et nous nous baserons sur leurs comportements
asymptotiques afin de sélectionner les modèles sur lesquels s’effectue le compromis, en
utilisant une approche minimax.
Par la suite, nous évaluerons les performances de tels estimateurs au travers de simula-
tions de Monte-Carlo, et ce pour plusieurs situations différentes. Nous comparerons les
résultats avec des estimateurs bien connus des paramètres de lieu et d’échelles, y com-
pris des estimateurs robustes comme le M-estimateur de Huber ou le Bisquare de Tukey.
Nous utiliserons la généralisation des estimateurs de Pitman au cas de la régression li-
néaire simple et multiple afin d’y appliquer la construction d’estimateurs compromis.
8
Des simulations de Monte-Carlo seront également présentées, et nous comparerons les
estimateurs compromis à d’autres estimateurs des paramètres de régression, dans le cas
de designs fixes ou aléatoires.
Dans le chapitre 4, nous commencerons par présenter diverses méthodes de classification
statistique, et plus particulièrement la méthode de classification floue, à laquelle nous
appliquerons ensuite les stratégies de compromis. Nous donnerons ensuite les résultats
de simulations de Monte-Carlo pour diverses situations et divers types de compromis.
9

Chapitre2
Sélection et compromis de modèles
Un modèle statistique est une formalisation mathématique de relations entre différentes
variables, habituellement présentée sous la forme d’équations mathématiques. Un mo-
dèle décrit comment une ou plusieurs variables aléatoires se comportent en fonction
d’une ou plusieurs autres variables. Le modèle est dit statistique, car ces relations entre
les différentes variables ne sont pas déterministes, mais stochastiques.
Plus précisément, à l’intérieur d’un modèle, les relations entre les variables sont ex-
primées à l’aide de paramètres. Ces derniers possèdent une interprétation utile, même
lorsqu’ils sont associés à des quantités qui ne sont pas directement observables.
2.1 Modèle statistique et estimation
De manière générale, nous notons un modèle de la façon suivante :
Y = f(X1, . . . , Xp | θ) + ε,
où Y est la variable dépendante, appelée également variable réponse, oùX1, . . . , Xp sont
les variables indépendantes (ou encore explicatives), où θ représente les paramètres à
déterminer, et où ε est un terme d’erreur aléatoire, que l’on ne peut pas observer.
Exemple 2.1.1. Le modèle statistique certainement le plus connu est le modèle de ré-
gression linéaire simple, donné par
Y = β0 + β1X + ε,
où ε est distribué selon une loi normale centrée et de variance σ2, généralement incon-
nue. Dans ce modèle, on décrit la relation entre Y et X par une relation linéaire. β0, β1,
et σ s’il est inconnu, sont les paramètres à estimer.
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Fig. 2.1: Modèle de régression linéaire simple. On cherche la droite rouge représentant
au mieux la relation entre X et Y.
Fisher (1922) décrit trois aspects successifs d’un problème général d’inférence statis-
tique (voir également Mallows, 1998) :
1. spécification d’un modèle pour le problème en particulier ;
2. estimation des paramètres du modèle ;
3. estimation de la précision (qualité) de l’ajustement.
La deuxième et la troisième partie de cette démarche ont été très largement traitées
durant une grande partie du siècle passé, et continuent de l’être aujourd’hui. Parmi
les principales méthodes d’estimation des paramètres, citons la méthode des moindres
carrés et la méthode du maximum de vraisemblance.
La méthode des moindres carrés, indépendamment développée par Gauss et Legendre
au début du XIXe siècle, est basée sur une notion de distance entre les observations
yi, i = 1, . . . , n, d’un échantillon et les valeurs prédites par le modèle. Les valeurs opti-
males des paramètres θ au sens des moindres carrés sont celles minimisant la quantité
n∑
i=1
(yi − f(xi,1, . . . , xi,p | θ))2 =
n∑
i=1
r2i (θ),
où les ri(θ) sont appelés les résidus du modèle. Ces derniers représentent l’écart entre
les mesures yi et les valeurs prédites par le modèle f(xi,1, . . . , xi,p | θ).
Exemple 2.1.2. Dans le modèle de régression linéaire simple, pour un échantillon (xi, yi),
i = 1, . . . , n, les estimateurs des moindres carrés de β0 et β1 sont donnés par
βˆ0 = y − βˆ1x, βˆ1 =
∑n
i=1 yi(xi − x)∑n
i=1(xi − x)2
,
12
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où x = n−1
∑n
i=1 xi et y = n
−1∑n
i=1 yi. Le paramètre σ
2 est quant à lui estimé par la
quantité
σˆ2 =
SCE(βˆ0, βˆ1)
n− 2 =
1
n− 2
n∑
i=1
(
yi − βˆ0 − βˆ1xi
)2
.
La méthode des moindres carrés est le sujet de centaines d’ouvrages, et est utilisée aussi
bien avec des modèles linéaires que non-linéaires, particulièrement lorsque les observa-
tions sont indépendantes, et lorsque les éléments stochastiques du modèles proviennent
d’une loi normale.
La méthode du maximum de vraisemblance, développée par Fisher, est beaucoup plus
générale que les moindres carrés. L’élément central de cette méthode est le modèle
probabiliste régissant les observations, étant donné les paramètres : si nous avons
Y ∼ G(y | θ),
où G est une distribution de probabilité, alors la vraisemblance pour un échantillon
yi, i = 1, . . . , n, est donnée par
L(θ) =
n∏
i=1
g(yi | θ).
La vraisemblance est fonction uniquement des paramètres θ, car tout le reste est connu
(distribution G, taille de l’échantillon n, et observations yi). La vraisemblance et le
modèle probabiliste sont intimement liés, et chacun possède le rôle inverse de l’autre.
L’idée de Fisher est de choisir θˆ de telle sorte que la vraisemblance soit maximale :
θˆMV = arg max
θ
L(θ).
On choisit de cette manière la valeur des paramètres la plus probable, celle ayant le
plus de chances d’avoir réellement engendré les données à disposition.
Exemple 2.1.3. Soit y1, . . . , yn des réalisations indépendantes d’une loi de Bernoulli de
paramètre inconnu p ∈ [0, 1]. Le modèle probabiliste est donc Y ∼ Bern(p), et
g(y | p) = py(1− p)1−y =
{
p, si y = 1 ;
1− p, si y = 0.
La vraisemblance vaut alors
L(p) =
n∏
i=1
g(yi | p) = p
∑n
i=1 yi(1− p)n−
∑n
i=1 yi ,
et l’estimateur du maximum de vraisemblance de p vaut
13
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pˆMV = y =
1
n
n∑
i=1
yi.
La théorie du maximum de vraisemblance peut s’appliquer à un grand nombre de mo-
dèles et de situations. La méthode des moindres carrés peut être vue comme un cas
particulier du maximum de vraisemblance, lorsque le modèle probabiliste est gaussien,
comme c’est notamment le cas dans l’exemple de la régression linéaire. Les développe-
ments en informatique ont d’ailleurs permis la mise en oeuvre de la vraisemblance dans
des problèmes de plus en plus complexes.
De plus, les méthodes de vraisemblance permettent l’estimation asymptotique optimale
des paramètres. Il est également possible d’obtenir des intervalles de confiance et des
tests d’hypothèses.
Ces méthodes d’estimation des paramètres ont été rejointes dans la seconde moitié du
XXe siècle par des méthodes dites robustes. Box (1953) a été le premier à utiliser le
terme de robustesse en étudiant le comportement de certaines procédures statistiques
usuelles lorsque les hypothèses sous-jacentes utilisées pour leur développement sont vio-
lées. Les statistiques robustes sont ainsi nées d’une critique des méthodes d’estimation
classiques, à savoir leur incapacité à protéger leur utilisateur contre une mauvaise spé-
cification du modèle. Un estimateur est ainsi dit robuste s’il est résistant à des petites
déviations du modèle de base.
Exemple 2.1.4. Considérons un échantillon de n réalisations indépendantes d’une loi
normale de moyenne µ ∈ R et de variance 1 : X1, . . . , Xn ∼ N (µ, 1). Dans ce cas,
l’estimateur optimal de µ est la moyenne arithmétique de l’échantillon :
µˆ = x =
1
n
n∑
i=1
xi.
Imaginons à présent que la loi sous-jacente n’est plus une loi normale, mais une loi
normale contaminée. Pour ε ∈ [0, 1], les Xi sont alors distribués comme
Xi ∼
{ N (µ, 1), avec probabilité 1− ε ;
N (µ, 10), avec probabilité ε.
Quelles sont alors les conséquences d’un tel changement de modèle sur les performances
de l’estimateur x ? En calculant la variance de ce dernier sous le modèle de la loi normale
contaminée, nous obtenons :
Var(x) =
1
n
[(1− ε) + 10ε] .
La variance de x augmente donc linéairement en fonction de la fraction de contamina-
tion ε, et même pour des petites contaminations, l’effet est assez important.
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Fig. 2.2: Comportement de la variance de l’estimateur x en fonction de la fraction de
contamination ε.
Deux articles de Tukey (1960, 1962) vont poser les bases de l’estimation robuste, et
Huber (1964) propose par la suite une généralisation de la méthode des moindres car-
rés et de la méthode du maximum de vraisemblance pour l’estimation du paramètre de
lieu. Il définit ainsi une large classe d’estimateurs, appelés M-estimateurs, qui deviendra
une méthode centrale dans l’estimation robuste de paramètres.
On notera également le développement d’outils permettant de mesurer la robustesse
d’un estimateur, comme le point de rupture (breakdown point en anglais), introduit
par Hampel (1971), ou encore la fonction d’influence, également introduite par Hampel
(1974). Pour une vue d’ensemble des statistiques robustes, on pourra consulter Huber
(1981), Hampel et al. (1986), ou encore Stigler (2010).
2.2 Sélection de modèle
Le problème de l’estimation des paramètres d’un modèle a donc été largement traité, au
contraire peut-être de celui de la sélection du modèle en lui-même. Avant l’avènement
des ordinateurs, il était déjà suffisamment difficile d’ajuster un modèle en particulier,
et il n’était dès lors pas envisageable d’essayer d’appliquer plusieurs modèles différents
au même jeu de données. Le problème du choix de modèle ne se posait alors pas.
La spécification d’un modèle peut être divisée en deux parties : la formulation d’une
liste de modèles possibles, puis la sélection effective d’un (ou plusieurs) modèle pour
l’inférence. Dans leur ouvrage traitant de la sélection de modèle, Burnham et Anderson
(2002) mettent l’accent sur l’importance d’une réflexion poussée lorsqu’il s’agit de dé-
terminer un ensemble de modèles possibles. Trop souvent, on se concentre sur l’analyse
théorique et sur l’analyse des données, en oubliant quelque peu les raisons de l’étude.
Une fois que l’on a choisi un ensemble de candidats se pose la question Quel est le
meilleur modèle ? Cette question doit tout d’abord être clarifiée par l’expérimenta-
teur, dans le sens où ses buts et ses attentes doivent être précisés. Par la suite, on
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essaiera de choisir un modèle proposant un certain équilibre entre adéquation aux don-
nées (goodness-of-fit) et simplicité (principe de parcimonie). Ce n’est qu’à partir des
années 1970, suite à une série de papiers d’Akaike (1973, 1974, 1977), que des critères de
sélection de modèle parmi une liste de candidats potentiels ont été développés et utilisés.
A
B C
D E
Fig. 2.3: Principe de parcimonie : Combien faut-il de paramètres pour ajuster un élé-
phant ? La question a été posée par Wel (1975). L’éléphant A est constitué de 36 points,
et Wel a utilisé des séries de Fourier pour l’approcher. Il est arrivé à la conclusion que
30 termes étaient suffisants (E).
La méthode proposée par Akaike est liée au concept d’entropie. Elle permet d’obte-
nir une mesure de la perte d’information qui survient lorsque l’on utilise un modèle
afin d’approcher la réalité. Cette méthode permet également de faire un compromis
entre le biais (peu de paramètres) et la variance (trop de paramètres) dans la sélection
d’un modèle, c’est-à-dire un compromis entre la précision et la simplicité. La théorie de
l’information couvre de nombreux domaines (voir Cover et Thomas, 2006), et en parti-
culier, la distance de Kullback-Leibler joue un rôle prépondérant dans la détermination
de la méthode proposée par Akaike.
Définition 2.2.1. Soit F et G deux distributions de probabilité, et soit f et g leurs
fonctions de densité respectives. La divergence (ou parfois appelée distance) de Kullback-
Leibler est définie par :
D(G||F ) = D(G(y)||F (y)) =
∫
log
g(y)
f(y)
g(y)dy.
Introduite par Kullback et Leibler (1951) afin de donner une définition rigoureuse de
l’information en rapport avec les statistiques suffisantes de Fisher, la divergence de
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Kullback-Leibler représente la perte d’information lorsque F est utilisée au lieu de G.
Strictement parlant, cette quantité n’est pas une distance, car elle n’est pas symétrique.
En effet, en général nous avons D(G||F ) 6= D(F ||G). C’est pourquoi Kullback préférait
le terme de divergence, ou encore information de discrimination.
Exemple 2.2.2. L’exemple suivant, tiré de Burnham et Anderson (2002), illustre la di-
vergence de Kullback-Leibler entre G, une loi gamma de paramètres α = 4 et β = 4, à
différentes lois F1, . . . , F4 : une distribution de Weibull, lognormale, inverse gaussienne
et une distribution F. Ces distributions sont représentées graphiquement dans la figure
2.4.
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Fig. 2.4: Graphes de G (en noir) et de F1, . . . , F4 (en rouge).
Les paramètres des différentes distributions Fi sont ici connus et non pas estimés. Dans
ce cas, la distribution de Weibull est la plus proche de G, suivie par la loi inverse gaus-
sienne. La distribution F4 est quant à elle très éloignée de G.
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Modèle D(G||Fi)
F1 Weibull (α = 2, β = 20) 0.04620
F2 Lognormale (θ = 2, σ2 = 2) 0.67235
F3 Inverse gaussienne (α = 16, β = 64) 0.06008
F4 Distribution F (α = 4, β = 10) 5.74555
Tab. 2.1: Divergences de Kullback-Leibler entre G, une loi gamma de paramètres α =
4, β = 4, et différentes distributions F1, . . . , F4.
2.2.1 Le critère AIC
Akaike (1973) proposa l’utilisation de la divergence de Kullback-Leibler pour la sé-
lection de modèles, à partir d’un ensemble de candidats potentiels. Néanmoins, cette
distance ne peut être calculée sans connaître exactement le modèle réel sous-jacent ainsi
que les paramètres de chaque modèle que l’on souhaite ajuster. Akaike contourne ce
problème en déterminant une estimation de la divergence de Kullback-Leibler, basée
sur la fonction de vraisemblance évaluée à son maximum.
Selon Akaike, afin de sélectionner un modèle sur la base de la divergence de Kullback-
Leibler, la quantité critique pour un modèle f(y | θ) est la double espérance suivante :
Ex
[
Ey
(
log(f(y | θˆ(x)))
)]
,
où x et y sont des échantillons indépendants provenant de la même distribution, et où
les deux espérances sont à calculer par rapport à la vraie distribution sous-jacente G.
Comme le montre Akaike, il ne suffit pas d’estimer cette double espérance par le lo-
garithme de la vraisemblance évaluée à son maximum. En effet, ce dernier est biaisé
vers le haut, et Akaike a montré que sous certaines conditions techniques (mais impor-
tantes), ce biais est approximativement égal au nombre de paramètres à estimer dans
le modèle F.
Définition 2.2.3. Désignons par F un modèle, contenant les paramètres θ. Soit K le
nombre de tels paramètres. Le critère AIC (pour An Information Criterion, ou encore
Akaike Information Criterion), basé sur un échantillon yi, i = 1, . . . , n, est alors défini
par
AIC(F ) = −2 logL(θˆMV ) + 2K,
où
L(θ) =
n∏
i=1
f(yi | θ)
est la fonction de vraisemblance, et où
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θˆMV = arg max
θ
L(θ)
est l’estimateur du maximum de vraisemblance des paramètres du modèle F.
Le facteur multiplicatif −2 est ajouté « pour des raisons historiques ». Le critère AIC
est donc une estimation de la distance relative entre le modèle ajusté et la réalité. Il est
formé de deux parties distinctes : une partie faisant appel à la vraisemblance observée,
qui représente la qualité de l’ajustement aux données, et une seconde partie pénalisant
le nombre de paramètres à estimer dans le modèle.
A partir d’un ensemble de modèles possibles, on calcule pour chacun la valeur du cri-
tère AIC, et le modèle présentant la valeur la plus petite est désigné comme étant le
meilleur parmi les candidats. La valeur du critère en elle-même n’est pas importante,
seule la valeur relative par rapport aux autres modèles importe.
Exemple 2.2.4. Considérons un ensemble de modèles candidats tel que la partie proba-
biliste de chaque modèle est une loi normale avec variance constante. C’est par exemple
le cas dans les modèles de régression. Alors dans ce cas, le critère AIC peut être facile-
ment calculé, et vaut
AIC(F ) = n log(σˆ2) + 2K,
où
σˆ2 =
SCE(θ)
n
est l’estimateur du maximum de vraisemblance de la variance σ2 des erreurs. Notons
que les termes au dénominateur de σˆ2 est bien n, la taille de l’échantillon à disposition,
car il ne s’agit pas ici de l’estimateur des moindres carrés.
Plusieurs modifications du critère AIC ont été proposées par la suite. Mentionnons par
exemple le critère AICc, où un terme de pénalisation supplémentaire valant 2K(K +
1)/(n − K − 1) est ajouté, afin de corriger le biais pour des petits échantillons (voir
Hurvich et Tsai, 1989). Il a également été souvent reproché à Akaike que, dans les hy-
pothèses de son travail, la vraie distribution sous-jacente G était inclue dans l’ensemble
des modèles candidats. Akaike a pourtant confirmé que son estimation était non-biaisée
asymptotiquement, et que le modèle réel pouvait ne pas faire partie des candidats. Ta-
keuchi (1976) traite de cette question, et introduit le critère TIC (Takeuchi Information
Criterion), où la correction du biais est ajustée dans le cas où le modèle sous-jacent est
très éloigné des modèles candidats.
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2.2.2 Le critère BIC
Très similaire au critère AIC, le critère BIC (Bayesian Information Criterion) a été
introduit par Schwarz (1978) et Akaike (1977, 1978). Comme son nom l’indique, une
composante bayesienne intervient dans son développement, mais ne se retrouve pas
dans son utilisation. Lorsque plusieurs modèles sont possibles, une approche bayesienne
consiste à sélectionner celui possédant la probabilité a posteriori la plus élevée. En po-
sant une probabilité a priori égale pour chaque modèle candidat, et des hypothèses a
priori très vagues sur la distribution des paramètres connaissant le modèle, on arrive
alors au critère BIC, défini ci-dessous.
Définition 2.2.5. Désignons par F un modèle, contenant les paramètres θ. Soit K
le nombre de tels paramètres. Le critère BIC (pour Bayesian Information Criterion),
basé sur un échantillon yi, i = 1, . . . , n, est alors défini par
BIC(F ) = −2 logL(θˆMV ) + log(n)K,
où
L(θ) =
n∏
i=1
f(yi | θ)
est la fonction de vraisemblance, et où
θˆMV = arg max
θ
L(θ)
est l’estimateur du maximum de vraisemblance des paramètres du modèle F.
Le critère BIC impose donc une pénalisation plus grande au nombre de paramètres du
modèle, pour autant que la taille de l’échantillon soit plus grande que n = 8. Notons
que cette quantité n’est pas une estimation de la divergence de Kullback-Leibler, au
contraire du critère AIC.
Bien que très semblables, les critères AIC et BIC possèdent chacun des forces et des
faiblesses. Par exemple, le critère BIC est consistant, dans le sens où la probabilité de
sélectionner le vrai modèle, s’il fait partie des candidats, tend vers 1 lorsque la taille de
l’échantillon tend vers l’infini. Au contraire, ce n’est pas le cas pour le critère AIC. Par
contre, ce dernier est dit efficace, dans le sens où il sélectionnera un modèle tel que le
rapport entre la perte moyenne sous ce modèle et la perte moyenne minimale converge
vers 1 en probabilité, ceci dans le cas de la régression linéaire. Le critère BIC, lui, ne
vérifie pas cette propriété. Pour plus de détails, voir Sin et White (1996) et Hurvich et
Tsai (1995), et pour un ouvrage traitant de sélection de modèles en général, on pourra
consulter McQuarrie et Tsai (1998).
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2.3 Compromis de modèles
Les critères de sélection de modèle sont nombreux, et les critères AIC et BIC ne sont que
les plus connus d’entre eux. Plusieurs modifications de ces méthodes ont été dévelop-
pées, plus particulièrement pour les appliquer à une discipline spécifique. Néanmoins,
chacune de ces méthodes donnent un certain score à chaque modèle candidat, et sé-
lectionne le meilleur d’entre eux. Parfois, un candidat est nettement plus performant
que les autres, mais il se peut que plusieurs modèles donnent des résultats similaires et
très proches. Dans ce cas, il peut être intéressant de tenir compte de tous ces modèles,
et de ne pas les écarter au profit d’un seul candidat. On parle alors de compromis de
modèles, model averaging en anglais.
Considérons un problème pour lequel deux modèles candidats F1 et F2 semblent bien
ajustés aux données, mais donnent des estimations des paramètres très différentes. Un
tel cas n’est pas rare, comme on peut le voir par exemple dans Regal et Hook (1991).
Dès lors, baser l’inférence statistique sur un seul des deux modèles occulte une certaine
incertitude quant à la sélection du modèle, et il en résulte souvent une sous-estimation
de la variabilité et des intervalles de confiance trop étroits. Pour plus de détails concer-
nant l’incertitude du modèle, on pourra consulter Draper (1995) et Chatfield (1995).
Une solution consiste donc à tenir compte des deux modèles en même temps, et deux
approches sont possibles.
Le compromis de modèles bayesien (Bayesian model averaging) est la première d’entre
elles. Introduite par Leamer (1978), cette méthode consiste à construire une distribu-
tion a posteriori pour le paramètre d’intérêt qui serait un mélange entre la distribution
a posteriori induite par chacun des modèles candidats. Le poids associé à chaque mo-
dèle est quant à lui donné par la probabilité a posteriori du candidat.
Soit F = {F1, . . . , Fm} un ensemble de modèles candidats, soit θk les paramètres
associés au modèle Fk, pour k = 1, . . . ,m, et soit ∆ le paramètre d’intérêt du problème
en question. Alors la distribution a posteriori de ∆ sachant les données D est définie
par :
h(∆ | D) =
m∑
k=1
h(∆ | Fk, D)h(Fk | D),
où h(Fk | D) est la probabilité a posteriori du modèle Fk, donnée par
h(Fk | D) = f(D | Fk)pi(Fk)∑m
l=1 f(D | Fl)pi(Fl)
,
avec
f(D | Fk) =
∫
f(D | θk, Fk)f∗(θk | Fk)dθk
21
CHAPITRE 2. Sélection et compromis de modèles
la vraisemblance intégrée du modèle Fk, où pi(Fk) est la probabilité a priori que le mo-
dèle Fk soit le vrai modèle (sachant que ce dernier se trouve dans F), et où f∗(θk | Fk)
est la densité a priori des paramètres θk dans le modèle Fk.
Plusieurs difficultés se posent lorsque l’on cherche à appliquer cette méthode :
• le nombre de modèles candidats peut être très grand, ce qui pose problème pour la
sommation dans le mélange des distributions ;
• les intégrales nécessitent généralement une évaluation numérique ;
• le choix des probabilités a priori pi(Fk), k = 1, . . . ,m, à assigner aux différents
candidats est une question difficile ;
• choisir l’ensemble F devient la question principale de la modélisation.
Hoeting et al. (1999) proposent diverses solutions, discutent de chacune de ces difficul-
tés, et donnent des exemples concrets d’application à des problèmes aussi variés que
la régression linéaire, la régression linéaire généralisée, ou les modèles à risque propor-
tionnel et l’analyse de survie.
La seconde méthode de compromis de modèles est une approche fréquentiste (frequen-
tist model averaging). Ici, le paramètre d’intérêt est estimé à l’aide de plusieurs modèles,
et une moyenne pondérée est finalement formée. Le poids donné à chaque modèle peut
être beaucoup plus général que dans le cas des compromis bayesiens.
La littérature traitant de cette manière de procéder est nettement moins dense que
pour les compromis bayesiens. On trouve dans Rao et Tibshirani (1997) par exemple
la description d’une méthode similaire au bootstrap, dans laquelle une observation est
laissée de côté, et un poids est donné à chaque modèle selon la qualité de l’ajustement
de ce dernier sur cette observation en particulier. Yang (2001) propose une méthode
adaptative pour la régression linéaire, dans laquelle le jeu de données est divisé en deux.
A nouveau, une partie est utilisée pour l’ajustement du modèle, et l’autre pour en juger
la qualité, et ainsi déterminer des poids.
Hjort et Claeskens (2003, 2008) présentent un cadre général pour l’étude d’estimateurs
compromis fréquentistes, et parviennent à déterminer le comportement asymptotique
de tels estimateurs. Soit F = {F1, . . . , Fm} un ensemble de modèles candidats, et soit
θk les paramètres associés au modèle Fk. L’estimateur compromis est alors défini par :
θˆ =
m∑
k=1
w(Fk)θˆk,
où w(·) est une fonction de poids non-négative et sommant à 1. Par exemple, on peut
utiliser le critère AIC pour former des poids, en posant
w(Fk) =
exp
(−12AIC(Fk))∑m
l=1 exp
(−12AIC(Fl)) ,
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où le modèle présentant l’AIC le plus faible reçoit le plus grand poids. On peut égale-
ment former des poids semblables en se basant sur le critère BIC.
Hjort et Claeskens définissent le cadre suivant pour l’étude des estimateurs compromis.
Soit µ = µ(f) le paramètre d’intérêt, dépendant du modèle f. Les modèles candidats
sont des augmentations d’un modèle de base
f(y | θ),
où θ ∈ Rp, et sont de la forme
f(y | θ,γ),
où γ ∈ Rq est un vecteur de paramètres supplémentaires. De plus, il existe une valeur γ0
de γ telle que le modèle de base est équivalent au modèle augmenté avec ces paramètres,
c’est-à-dire :
f(y | θ) = f(y | θ,γ0).
Les modèles candidats peuvent être décrits par S, un sous-ensemble de {1, . . . , q},
puisque certains γj seront égalés aux γj,0, et d’autres seront laissés libres. Il y a donc 2q
modèles possibles. Les estimateurs de la quantité d’intérêt µ peuvent alors être écrits
comme
µˆS = µ(θˆ, γˆS ,γ0,Sc),
où S ⊂ {1, . . . , q}, et où Sc est le complémentaire de S. Finalement, Hjort et Claeskens
étudient le comportement asymptotique des estimateurs compromis du type∑
S⊂{1,...,q}
w(S)µˆS ,
dans le cas où le vrai modèle sous-jacent est du type
g(y) = gn(y) = f(y | θ0,γ0 + δ/
√
n).
Dans cette formulation, δ ∈ Rq représente des directions dans lesquelles le modèle réel
s’éloigne du modèle candidat de base. On suppose donc que les données proviennent de
f(y | θ0,γ), où γ n’est pas trop éloigné de γ0.
Dans ce qui suit, nous développerons des estimateurs compromis en suivant l’approche
fréquentiste. Notre démarche sera néanmoins quelque peu différente de ce qui a été
présenté ci-dessus, dans le sens où nous mettrons l’accent non pas sur les paramètres à
inclure (ou non) dans un modèle, mais plutôt sur la partie probabiliste de ce dernier.
Dans le cas de la régression linéaire par exemple, nous ne nous intéresserons pas à
faire des compromis entre des modèles comportant différentes covariables, mais plutôt
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à combiner les résultats de modèles supposant diverses lois sous-jacentes pour les er-
reurs, la partie aléatoire du modèle. Cette approche va nous permettre d’utiliser les
compromis de modèles dans une optique de robustesse, afin de construire un estima-
teur se comportant bien sous des petites modifications du modèle, et dans un nombre
important de situations différentes.
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Estimateurs de Pitman compromis
Dans un article inspiré par une idée de Fisher (1934), Pitman (1939) construit un es-
timateur équivariant pour le lieu, présentant un carré moyen de l’erreur minimal pour
une distribution continue connue. La construction est basée sur un conditionnement sur
une statistique ancillaire, et l’évaluation de plusieurs intégrales doubles est nécessaire
au calcul de l’estimateur. Une importante bibliographie existe à propos des estimateurs
de Pitman, et Lehmann et Casella (1998) présentent un excellent résumé, comprenant
notamment les propriétés minimax de ces estimateurs, ainsi que leur admissibilité et
leur efficacité asymptotique.
3.1 Estimateurs de Pitman
Considérons le modèle habituel pour le lieu µ ∈ R et l’échelle σ ∈ R+
Y = µ+ σE, E ∼ F,
où F est une distribution continue connue. Dans ce modèle, les données sont distribuées
autour de la valeur µ (le lieu), selon la distribution F. Le paramètre d’échelle σ repré-
sente la dispersion des données autour de µ. Un problème classique de la statistique
est l’estimation du paramètre de lieu sur la base d’un échantillon y = (y1, . . . , yn) de n
réalisations indépendantes de Y.
Parmi les estimateurs existants, la moyenne arithmétique de l’échantillon, donnée par
y = n−1
∑n
i=1 yi, est certainement la plus connue. Nous pouvons également mentionner
les estimateurs du maximum de vraisemblance, la médiane, ainsi que les M-estimateurs
de Huber. Pour plus de détails concernant l’estimation du paramètre de lieu, voir Leh-
mann et Casella (1998).
Définition 3.1.1. Un estimateur, ou une statistique, T (·) est dit(e) équivariant(e)
pour le lieu et l’échelle s’il (elle) vérifie la propriété suivante :
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T (s(y + t1)) = s(T (y) + t), ∀s > 0,∀t ∈ R,
où 1 = (1, . . . , 1) ∈ Rn.
Exemple 3.1.2. La moyenne arithmétique de l’échantillon y = 1n
∑n
i=1 yi est une statis-
tique équivariante pour le lieu et l’échelle.
La propriété d’équivariance pour le lieu et l’échelle semble être une propriété indis-
pensable et naturelle pour tout estimateur de lieu. En effet, si l’on décale chacune des
observations de la même valeur, on peut naturellement s’attendre à ce que l’estimateur
du lieu soit également décalé. De même, si l’on change l’échelle des observations (par
exemple un changement d’unités des mesures), l’estimateur du lieu devrait suivre.
Définition 3.1.3. Un estimateur, ou une statistique, T (·) est dit(e) équivariant(e)
pour l’échelle et invariant(e) pour le lieu s’il (elle) vérifie la propriété suivante :
T (s(y + t1)) = |s|T (y), ∀s > 0, ∀t ∈ R,
où 1 = (1, . . . , 1) ∈ Rn.
Exemple 3.1.4. L’estimateur classique de l’écart-type d’un échantillon
s =
(
1
n− 1
n∑
i=1
(yi − y)2
) 1
2
est un estimateur équivariant pour l’échelle.
3.1.1 Estimateur de Pitman pour le paramètre de lieu
Une idée développée par Pitman (1939) et basée sur un travail de Fisher (1934) permet
l’estimation du paramètre de lieu pour une distribution continue F des erreurs dont
la densité est connue. Cette méthode consiste à conditionner le raisonnement sur un
sous-espace des observations possibles, en cherchant un estimateur équivariant pour le
lieu et l’échelle. L’estimateur de Pitman minimise le carré moyen de l’erreur, et est
déterminé de la façon suivante.
Soit l’ensemble A(y) = {z = b(y + a1) | a ∈ R, b > 0}. C’est sur ce demi-sous-espace
linéaire de Rn, l’ensemble des observations possibles, que le raisonnement de Pitman
est basé.
Définition 3.1.5. Soit a(y) une statistique équivariante pour le lieu et l’échelle, et soit
b(y) une statistique équivariante pour l’échelle. Le vecteur c = c(y) ∈ Rn défini par
c =
1
b(y)
(y − a(y)1)
est appelé la configuration.
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Exemple 3.1.6. Comme statistiques a(y) et b(y) on peut par exemple choisir
a(y) = y et b(y) =
(
1
n− 1
n∑
i=1
(yi − y)2
) 1
2
,
ou encore
a(y) = y1 et b(y) = |y1 − yn|,
si y1 6= yn.
Remarquons que l’on a forcément a(c) = 0 et b(c) = 1. Ainsi, l’espace de toutes les
configurations possibles est seulement de dimension n − 2. Cet élément de A(y) est
choisi comme élément représentatif de cet ensemble. Il est alors possible d’exprimer
tout élément de A(y) à l’aide de c, de la manière suivante :
A(y) = A(c) = {z = s(c+ t1) | t ∈ R, s > 0}.
Le point essentiel du raisonnement de Pitman tient dans la propriété suivante.
Proposition 3.1.7. La statistique c est une statistique ancillaire pour les paramètres µ
et σ du modèle. C’est-à-dire, la distribution de c est indépendante des paramètres µ et σ.
Preuve Soit x = (x1, . . . , xn) un échantillon indépendant provenant de la distribution
F (y), et soit y1 = µ + σx1, . . . , yn = µ + σxn. L’échantillon y = (y1, . . . , yn) provient
donc de la distribution inconnue F ((y − µ)/σ). Néanmoins, grâce à l’équivariance des
statistiques a(y) et b(y) utilisées dans la définition de la configuration c, les deux
échantillons x et y possèdent la même configuration. Ainsi, la distribution de c est bien
indépendante de µ et de σ.

Considérons à présent le critère choisi par Pitman pour déterminer son estimateur op-
timal.
Définition 3.1.8. Pour un estimateur quelconque T (·) de µ, le carré moyen de l’erreur
de T (·), sous la loi F des erreurs, et basé sur l’échantillon y, est donné par
CMEF (T ) = EF ((T (y)− µ)2).
L’idée de Pitman est donc de conditionner sur l’ensemble A(y), représenté par l’élément
particulier c, et ainsi de calculer le carré moyen de l’estimateur de la manière suivante :
CMEF (T ) = EF ∗(EF ((T (y)− µ)2 | c)),
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où F ∗ représente la distribution de la configuration c, induite par la loi F d’échantillo-
nage. Si l’on désire minimiser le carré moyen de l’erreur, il suffit en fait de minimiser
le carré moyen de l’erreur conditionnel
cCMEF (T ) = EF ((T (y)− µ)2 | c).
En effet, (T (y) − µ)2 ≥ 0 et la distribution F ∗ étant indépendante de µ, l’estimateur
minimisant CMEF sera celui minimisant cCMEF pour tout c. Rappelons que l’échan-
tillon y peut être exprimé à l’aide de la configuration c en posant y = s(c+t1), pour un
certain t ∈ R et un certain s > 0, et que nous cherchons un estimateur T (·) équivariant
pour le lieu et l’échelle. Nous avons alors, en supposant sans perte de généralité que
µ = 0 :
cCMEF (T ) = EF ((T (y)− µ)2 | c)
= EF ((T (s(c+ t1))− µ)2 | c)
= EF (s2(T (c) + t)2 | c)
= T (c)2EF (s2 | c) + 2T (c)EF (s2t | c) + EF (s2t2 | c).
En dérivant par rapport à T (c) et en égalant à 0, on obtient immédiatement que
TF (c) = −EF (s
2t | c)
EF (s2 | c) .
L’estimateur de Pitman pour le paramètre de lieu est alors obtenu en utilisant une fois
de plus l’équivariance de TF (·), et est donné par
TF (y) = b(y)TF (c) + a(y).
Notons également que le carré moyen de l’erreur conditionnel de l’estimateur de Pitman
vaut
cCMEF (TF ) = EF (s2t | c)TF (c) + EF (s2t2 | c).
Dans l’expression de TF (c), ainsi que pour le calcul du carré moyen de l’erreur condition-
nel, les espérances sont à calculer par rapport à la distribution conjointe conditionnelle
de s et t connaissant la configuration c. En effet, en réexprimant les éléments de A(y) à
l’aide de c, nous n’avons rien fait d’autre qu’un changement de variables, la distribution
F se rapportant aux variables yi.
Proposition 3.1.9. La distribution conjointe conditionnelle de s et t sachant c est
proportionnelle à
sn−1
n∏
i=1
f(s(t+ ci)),
où f est la densité de la distribution F.
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Preuve Il faut dans un premier temps calculer le déterminant de la matrice jacobienne
de la transformation yi = s(t+ ci), i = 1, . . . , n, donnée par
J =

t+ c1 s s 0 · · · 0
...
... 0 s 0
...
...
...
. . .
t+ cn−2 s 0 0 s
t+ cn−1 s 0 0 · · · 0
t+ cn s 0 0 · · · 0

.
En développant par rapport à la dernière ligne, nous avons
det(J) = (−1)n−1(t+ cn) det(J1) + (−1)ns det(J2)
où
J1 =

s s 0
...
. . .
s 0 s
s 0 · · · 0
 et J2 =

t+ c1 s 0
...
. . .
t+ cn−2 0 s
t+ cn−1 0 · · · 0
 .
En développant à nouveau chacun des déterminants par rapport à la dernière ligne :
det(J1) = (−1)ns det(sIn−2) = (−1)nsn−1,
et
det(J2) = (−1)n(t+ cn−1) det(sIn−2) = (−1)n(t+ cn−1)sn−2,
où In ∈ Rn×n est la matrice identité. Ainsi, det J est bien proportionnel à sn−1, puisque
les termes contenant la variable t s’annulent, du fait de leurs signes opposés. Enfin,
puisque les observations y1, . . . , yn sont indépendantes, leur densité conjointe est le
produit de leur densité. La densité conjointe conditionnelle de s et t sachant c est alors
bien de la forme
f(s, t | c) = 1
KF
sn−1
n∏
i=1
f(s(t+ ci)),
où
KF =
∫ +∞
0
∫ +∞
−∞
sn−1
n∏
i=1
f(s(t+ ci))dtds
est une constante de normalisation.

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Remarque 3.1.10. Pitman a également démontré que f∗, la densité marginale de la
configuration c, était donnée par
f∗(c) = ky
∫ +∞
0
∫ +∞
−∞
sn−1
n∏
i=1
f(s(t+ ci))dtds,
où ky est une constante ne dépendant que de l’échantillon y, et non de f, la densité
sous-jacente des erreurs.
L’évaluation des espérances conditionnelles nécessaires au calcul de l’estimateur n’est
souvent pas possible sans passer par des méthodes d’intégration numériques. Néan-
moins, dans le cas de la loi normale, il est possible de les calculer directement, comme
le montre l’exemple suivant.
Exemple 3.1.11. Soit F = Φ, la distribution normale centrée et réduite dont la den-
sité est donnée par ϕ(y) = (2pi)−
1
2 exp
(−y2/2) . Dans ce cas particulier, nous devons
calculer des espérances du type
EF (g(s, t) | c) ∝
∫ +∞
−∞
∫ +∞
0
g(s, t)sn−1
n∏
i=1
exp(−s2(t+ ci)2/2)dsdt
=
∫ +∞
−∞
∫ +∞
0
g(s, t)sn−1 exp
(
−s2
2
n∑
i=1
(t+ ci)2
)
dsdt.
Soit c = 1n
∑n
i=1 ci. Comme
∑n
i=1(ci − c) = 0, nous avons que
n∑
i=1
(t+ ci)2 =
n∑
i=1
(t+ c+ ci − c)2 =
n∑
i=1
(ci − c)2 + n(t+ c)2.
Le calcul des espérances est alors grandement facilité. Considérons pour commencer la
constante de normalisation de la densité.
KF =
∫ +∞
−∞
∫ +∞
0
sn−1 exp
(
−s2
2
n∑
i=1
(t+ ci)2
)
dsdt
=
∫ +∞
−∞
∫ +∞
0
sn−1 exp
(
−s2
2
[
n∑
i=1
(ci − c)2 + n(t+ c)2
])
dsdt
=
∫ +∞
0
sn−1 exp
(
−s2
2
n∑
i=1
(ci − c)2
)(∫ +∞
−∞
exp
(
−ns
2
2
(t+ c)2
)
dt
)
ds
=
(
2pi
n
) 1
2
∫ +∞
0
sn−2 exp
(
−s2
2
n∑
i=1
(ci − c)2
)
ds,
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puisque l’on peut reconnaître à une constante près l’intégrale de la densité d’une loi
normale de moyenne −c et de variance 1
ns2
. En utilisant le même raisonnement, et une
intégration par parties, nous avons :
KFEF (s2 | c) =
∫ +∞
−∞
∫ +∞
0
s2sn−1 exp
(
−s2
2
[
n∑
i=1
(ci − c)2 + n(t+ c)2
])
dsdt
=
(
2pi
n
) 1
2
∫ +∞
0
sn−1s exp
(
−s
2
n
n∑
i=1
(ci − c)2
)
ds
= −
(
2pi
n
) 1
2
sn−1
1∑n
i=1(ci − c)2
exp
(
−s
2
2
n∑
i=1
(ci − c)2
)∣∣∣∣∣
s=+∞
s=0
+
(n− 1)∑n
i=1(ci − c)2
KF
=
(n− 1)∑n
i=1(ci − c)2
KF ,
et donc EF (s2 | c) = (n−1)/
∑n
i=1(ci−c)2. De même, en faisant cette fois-ci apparaître
le calcul de l’espérance d’une loi normale de moyenne −c et de variance 1
ns2
, nous
obtenons que EF (s2t | c) = (−c)(n− 1)/
∑n
i=1(ci − c)2. Nous avons donc finalement
TF (c) = c,
et donc
TF (y) = b(y)c+ a(y)
= y,
l’estimateur traditionnel du paramètre de lieu. De la même manière que précédemment,
on peut montrer que EF (s2t2 | c) = c2(n− 1)/
∑n
i=1(ci − c)2 + 1n , et donc que le carré
moyen de l’erreur conditionnel de TF (y) vaut 1n .
Dans l’exemple qui suit, nous présentons le calcul théorique de l’estimateur de Pitman
dans le cas d’une loi normale contaminée, qui sera utilisée plus tard dans ce travail.
Exemple 3.1.12. Considérons la distribution normale contaminée. Cette loi représente
la distribution d’une variable possédant une probabilité ε ∈ [0, 0.5] de provenir d’une
loi normale N (0, k2), où k ≥ 1, et une probabilité 1− ε de provenir d’une loi normale
centrée et réduite. La densité de cette loi est donnée par
f(y) = (1− ε)ϕ(y) + εk−1ϕ(y/k),
où ϕ(y) est la densité de la loi normale centrée et réduite. Afin de déterminer l’esti-
mateur de Pitman pour le paramètre de lieu associé à cette distribution, nous allons
31
CHAPITRE 3. Estimateurs de Pitman compromis
dans un premier temps conditionner notre raisonnement sur l’arrangement exact des
erreurs, noté a. C’est-à-dire, nous supposons que nous connaissons exactement si l’ob-
servation i = 1, . . . , n provient de la partie contaminée de la distribution, ou de la
partie standard. Une fois cette supposition faite, les calculs sont très semblables à ceux
de l’exemple précédent. Soit
wa(i) =
{
1, si la i-ème observation provient de N (0, 1);
k−2, sinon.
La densité conjointe de s et t, sachant la configuration c et l’arrangement a est alors
de la forme
f(s, t | c,a) ∝ sn−1k−m exp
(
−1
2
s2
n∑
i=1
wa(i)(t+ ci)2
)
,
où m est le nombre d’observations provenant de la partie contaminée de la loi. Soit
maintenant ca = (
∑
iwa(i)ci)/
∑
iwa(i) = (
∑
iwa(i)ci)/(n−m+ mk2 ), et nous pouvons
alors exprimer
n∑
i=1
wa(i)(t+ ci)2 =
n∑
i=1
wa(i)(ci − ca)2 + (t+ ca)2
(
n−m+ m
k2
)
.
La constante de normalisation de la densité conditionnelle vaut alors
KF =
∫ +∞
0
∫ +∞
−∞
sn−1
1
km
exp
(
−1
2
s2
n∑
i=1
wa(i)(t+ ci)2
)
dtds
=
(
2pi
n−m+ m
k2
) 1
2 1
km
∫ +∞
0
sn−2 exp
(
−1
2
s2
n∑
i=1
wa(i)(ci − ca)2
)
ds,
et donc en intégrant par parties
EF (ts2 | c,a) = 1
KF
∫ +∞
0
∫ +∞
−∞
ts2sn−1
1
km
exp
(
−1
2
s2
n∑
i=1
wa(i)(t+ ci)2
)
dtds
=
1
KF
∫ +∞
0
sn−1s2
1
km
exp
(
−1
2
s2
n∑
i=1
wa(i)(ci − ca)2
)
ds ·[∫ +∞
−∞
t exp
(
−1
2
s2
(
n−m+ m
k2
)
(t+ ca)2
)
dt
]
= − 1
KF
(
2pi
n−m+ m
k2
) 1
2 ca
km
∫ +∞
0
sn exp
(
−1
2
s2
n∑
i=1
wa(i)(ci − ca)2
)
ds
= −ca n− 1∑n
i=1wa(i)(ci − ca)2
.
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De manière tout à fait similaire :
EF (s2 | c,a) = n− 1∑n
i=1wa(i)(ci − ca)2
.
L’estimateur de Pitman sera alors donné par
TF (c) = −
∑
a EF (ts2 | c,a) · ω(a | c)∑
a EF (s2 | c,a) · ω(a | c)
=
∑
a caω(a | c)EF (s2 | c,a)∑
a ω(a | c)EF (s2 | c,a)
,
où ω(a | c) est la probabilité d’observer l’arrangement a, sachant la configuration c, et
où la somme parcourt les 2n arrangements possibles. Nous avons
ω(a | c) =
∫ +∞
−∞
∫ +∞
0
ω(a | c, s, t)dsdt
= εm(1− ε)n−m
∫ +∞
−∞
∫ +∞
0
sn−1
1
km
exp
(
−s
2
2
n∑
i=1
wa(i)(t+ ci)2
)
dsdt
=
(
2pi
n−m+m/k2
) 1
2 εm(1− ε)n−m
km
∫ +∞
0
sn−2 exp
(
−s
2
2
n∑
i=1
wa(i)(c− ca)2
)
ds︸ ︷︷ ︸
C
.
Finalement, on montre par récurrence sur n que
C =
1
[
∑n
i=1wa(i)(ci − ca)2]
n−1
2
·
 2
n−1
2
(
n−1
2
)
!, n impair ;
(2pi)1/2n!
2
n
2 +1(n2 )!
, n pair.
Ainsi, pour une loi normale contaminée, l’estimateur de Pitman pour le paramètre de
lieu est une moyenne pondérée des configurations pondérées ca = (
∑
iwa(i)ci)/
∑
iwa(i).
En pratique, il n’est pas possible de parcourir les 2n arrangements a possibles, et des
méthodes d’intégration numérique sont indispensables à la résolution de ce problème
(voir Annexes A).
3.1.2 Estimateur de Pitman pour le paramètre d’échelle
Il est également possible de déterminer un estimateur du paramètre d’échelle selon la
méthode de Pitman. Dans ce cas, la fonction de perte est souvent modifiée. En effet,
la distribution des estimateurs du paramètre d’échelle est souvent asymétrique, et le
carré moyen de l’erreur n’est dans ce cas pas révélateur de la qualité de l’estimateur.
Ainsi, on cherche plutôt à minimiser E((logS(y)− log σ)2).
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Supposons que l’on cherche l’estimateur optimal parmi les estimateurs équivariants
pour l’échelle, c’est-à-dire satisfaisant la propriété
S(s(y + t1)) = |s|S(y), ∀s > 0, ∀t ∈ R.
En conditionnant comme dans le cas du paramètre de lieu sur la configuration c, nous
pouvons exprimer la perte moyenne comme
EF ((logS(y)− log σ)2) = EF ∗
(
EF ((logS(y)− log σ)2 | c)
)
= EF ∗
(
EF ((logS(c) + log s)2 | c)
)
,
où l’on a supposé sans perte de généralité que σ = 1. Comme auparavant le choix
optimal de S est celui pour lequel l’espérance conditionnelle EF ((logS(c) + log s)2 | c)
est minimale. En dérivant par rapport à S, on trouve immédiatement que
logSF (c) = EF (− log s | c),
où de manière équivalente
SF (c) = exp (EF (− log s | c)) ,
et finalement
SF (y) = b(y)SF (c).
L’estimateur SF (y) est appelé l’estimateur de Pitman pour le paramètre d’échelle. Dans
l’exemple ci-dessous, nous calculons cet estimateur dans le cas de la loi normale.
Exemple 3.1.13. Dans le cas où les erreurs proviennent d’une loi normale centrée et
réduite, nous devons calculer dans un premier temps
EF (log s | c) ∝
∫ +∞
−∞
∫ +∞
0
log s sn−1 exp
(
−s2
2
n∑
i=1
(t+ ci)2
)
dsdt.
En suivant le même raisonnement que dans l’exemple 3.1.11, nous obtenons que
KFEF (log s | c) =
(
2pi
n
) 1
2
∫ +∞
0
log s sn−1 exp
(
−s2
2
n∑
i=1
(ci − c)2
)
ds,
où KF est la constante de normalisation de la densité conjointe conditionnelle de s et
t sachant c, donnée par
KF =
(
2pi
n
) 1
2
∫ +∞
0
sn−2 exp
(
−s2
2
n∑
i=1
(ci − c)2
)
ds.
Afin d’approximer ces intégrales, nous utilisons la fonction Gamma, définie par
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Γ(x) =
∫ +∞
0
ux−1 exp(−u)du,
et sa dérivée
Γ′(x) =
∫ +∞
0
log u ux−1 exp(−u)du.
En posant α =
∑n
i=1(ci − c)2, et en effectuant le changement de variables u = αs
2
2 ,
nous obtenons directement que
KFEF (log s | c) = 14
(
2
α
)n−1
2
[
log
(
2
α
)
Γ
(
n− 3
2
)
+ Γ′
(
n− 3
2
)]
,
et
KF =
1
2
(
2
α
)n−1
2
Γ
(
n− 3
2
)
.
Ainsi, en utilisant le fait que Γ′(n)/Γ(n) ≈ log n pour n suffisamment grand, nous
obtenons finalement
logSF (c) = EF (− log s | c) ≈ −12 log
(
n− 3
α
)
,
ou encore
SF (c) ≈
(
1
n− 3
n∑
i=1
(ci − c)2
) 1
2
,
et
SF (y) ≈
(
1
n− 3
n∑
i=1
(yi − y)2
) 1
2
.
Remarque 3.1.14. Au premier abord, ce résultat peut sembler étonnant, du fait du
facteur (n − 3)−1 en lieu et place du (n − 1)−1 présent dans l’estimateur habituel du
paramètre d’échelle
s =
(
1
n− 1
n∑
i=1
(yi − y)2
) 1
2
.
Rappelons que s est construit de telle sorte que
EF (s2) = σ2,
c’est-à-dire que le facteur (n− 1)−1 est choisi tel que s2 soit non-biaisé. Or dans notre
exemple, nous avons un critère totalement différent pour notre estimateur du paramètre
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d’échelle, qui est de minimiser le carré moyen du logarithme du rapport entre l’estima-
teur et la vraie valeur du paramètre. C’est pourquoi on obtient alors un facteur différent.
3.1.3 Intervalles de confiance pour le paramètre de lieu
Cette idée de conditionnement et d’estimateurs équivariants peut également être ap-
pliquée à la détermination d’un intervalle de confiance pour le paramètre µ de notre
modèle. Ne disposant pas de résultat général concernant la distribution de l’estimateur
de Pitman, ou concernant sa variance, cette approche est donc très utile afin de pouvoir
mener des tests d’hypothèses sur le paramètre de lieu.
Soit L(y) et U(y) deux fonctions équivariantes pour le lieu et l’échelle, c’est-à-dire
telles que
L(a1+ by) = a+ bL(y), ∀a ∈ R, ∀b > 0.
Nous cherchons un intervalle [L(y), U(y)] qui couvre µ avec une probabilité donnée
1− α, connaissant la configuration c. Nous raisonnons donc à nouveau conditionnelle-
ment sur la configuration observée. En utilisant comme précédemment le système de
coordonnées yi = s(t + ci), t ∈ R, s > 0, nous cherchons donc à déterminer L(y) et
U(y) de telle sorte que l’ensemble suivant ait une probabilité conditionnelle de 1− α,
pour α ∈ [0, 1] :
{(s, t) | µ ∈ [L(y), U(y)]} = {(s, t) | s(t+ L(c)) ≤ µ ≤ s(t+ U(c))}
= {(s, t) | − U(c) ≤ t ≤ −L(c)} ,
où l’on a supposé sans perte de généralité que µ = 0 et où l’on a utilisé l’équivariance
des bornes L et U.
La probabilité conditionnelle de se trouver dans cet ensemble est alors donnée par∫ +∞
0
∫ −L(c)
−U(c)
f(s, t | c)dtds.
Soit la fonction
COF (x | c) =
∫ +∞
0
∫ +∞
−x
f(s, t | c)dtds.
Cette fonction peut alors être utilisée afin de déterminer L(c) et U(c). Par exemple,
on peut choisir
L(c) = CO−1F (α/2 | c) et U(c) = CO−1F (1− α/2 | c)
si l’on désire un intervalle bilatéral, ou encore
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L(c) = −∞ et U(c) = CO−1F (1− α | c)
si l’on désire un intervalle unilatéral. Finalement, l’intervalle conditionnel cherché pour
le paramètre µ est obtenu en utilisant une fois de plus l’équivariance de L et U en
posant :
L(y) = b(y)L(c) + a(y), U(y) = b(y)U(c) + a(y).
Comme pour les estimateurs de Pitman, il n’est souvent pas possible de calculer pré-
cisément la fonction COF , et le recours à des techniques d’intégration numériques et à
l’interpolation de points est indispensable dans le cas général.
Exemple 3.1.15. Dans l’exemple 3.1.11, nous avions calculé l’estimateur de Pitman pour
le paramètre de lieu dans le cas où les erreurs proviennent de la distribution normale Φ.
Déterminons dans ce cas la forme de la fonction COF (x | c). Soit d’abord la fonction
coF (x | c) = ddxCOF (x | c)
∝
∫ +∞
0
f(s,−x | c)ds,
qui représente donc la densité conditionnelle marginale de t évaluée en −x.
Pour f(s, t | c) ∝ sn−1 exp
(
−s2
2
[∑n
i=1(ci − c)2 + n(t+ c)2
])
, nous avons que
COF (x | c) ∝
∫ +∞
−x
(
n(t+ c)2 +
n∑
i=1
(ci − c)2
)−n/2
dt,
et donc
coF (x | c) ∝
(
(x− c)2 +
n∑
i=1
(ci − c)2/n
)−n/2
.
Comme coF (x | c) doit être une densité, nous reconnaissons alors la densité d’une loi
tν de Student, où ν = n− 1. En effet,
coF (x | c) ∝ tn−1
(
x− c
(
∑n
i=1(ci − c)2/n(n− 1))1/2
)
·
(
n∑
i=1
(ci − c)2/n(n− 1)
)−1/2
,
puisque la densité d’une loi tn−1 est proportionnelle à (1 + x2/(n − 1))−n/2. Nous
pouvons ainsi conclure que l’intervalle de confiance conditionnel pour le paramètre de
lieu dans le cas d’une loi normale est l’intervalle de Student habituel.
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3.1.4 Remarques historiques
L’idée originale d’un conditionnement sur une statistique ancillaire est due à R. A.
Fisher. Initialement, Fisher (1925) introduit la notion de statistique ancillaire afin de
« récupérer » de l’information lorsqu’une statistique exhaustive n’existe pas. En effet,
lorsque l’on peut déterminer une telle statistique, la variance de l’estimateur du maxi-
mum de vraisemblance est minimale, et atteint la borne de Cramer-Rao. Au contraire,
lorsqu’il n’est pas possible de trouver une statistique exhaustive, la variance de l’esti-
mateur dépasse cette borne. C’est en cherchant un compromis entre ces deux situations
que Fisher eut l’idée d’introduire une statistique ancillaire. La méthode de Pitman pré-
sentée ci-dessus apparaît dans un autre travail de Fisher (1934). Pitman l’a reprise en
la clarifiant et en l’appliquant à divers exemples.
Par cette idée, Fisher estimait avoir trouvé une manière d’obtenir une distribution a
posteriori du paramètre d’intérêt, sans avoir à supposer une distribution a priori, au
contraire des arguments bayesiens. En effet, en raisonnant conditionnellement sur une
statistique ancillaire observée, et en appliquant un argument de probabilité inverse,
Fisher (1930) obtint une distribution pour le paramètre inconnu, à l’aide des observa-
tions disponibles, qu’il nomma distribution fiducielle (fiducial distribution en anglais).
Dans un travail ultérieur, Fisher (1956) insiste lourdement sur le fait que cet argument
peut être utilisé sans aucune supposition a priori sur la distribution du paramètre.
Ci-dessus, nous avons présenté cette distribution fiducielle sous la forme
COF (x | c) =
∫ +∞
0
∫ +∞
−x
f(s, t | c)dtds
dans le cas du modèle Y = µ + σE. Ainsi, cette fonction peut être vue comme la
distribution du paramètre µ, en adéquation avec les données observées, regroupées
dans la statistique ancillaire c. En effet, cette fonction peut par exemple être utilisée
afin de déterminer des intervalles de confiance pour le paramètre. Mais il est également
envisageable de définir un estimateur T de µ en utilisant cette loi, en choisissant par
exemple T de telle sorte que
COF (T | c) = 12 .
T pourrait donc être choisi comme la médiane de la loi.
Néanmoins, cette approche va être très critiquée, notamment suite à la polémique sui-
vante. Fieller (1954) et Creasy (1954) présentent deux solutions différentes pour la
construction d’un intervalle de confiance, basée sur l’argument de la distribution fi-
ducielle, du rapport des moyennes de deux lois normales indépendantes de variances
connues. La solution de Fieller est antérieure et a été approuvée par Fisher comme
étant la solution fiducielle. Mais Creasy présente une autre solution, construite dans le
même cadre que le problème de Behrens-Fisher, à savoir la distribution de la différence
des deux moyennes de deux lois normales indépendantes avec variances inconnues (voir
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Kim et Cohen, 1998). Ce problème montre donc que la distribution fiducielle d’un pa-
ramètre n’est pas unique.
3.1.5 Comportement asymptotique des estimateurs de Pitman
Dans cette section, nous démontrons que les estimateurs de Pitman sont asymptoti-
quement équivalents aux estimateurs du maximum de vraisemblance de µ et σ (voir
Freedman, 1963, Hartigan, 1965 ou Morgenthaler, 1986). Pour ce faire, nous appliquons
l’approximation de Laplace aux intégrales doubles utilisées pour la définition des esti-
mateurs TF (y) et SF (y). Pour d’avantage de détails concernant la méthode de Laplace,
voir de Bruijn (1981).
Définition 3.1.16. Considérons le modèle simple Y = µ + σE, où E ∼ F, et soit
y = (y1, . . . , yn) un échantillon indépendant de Y. La vraisemblance est donnée par
L(v, u | y) =
[
n∏
i=1
1
u
f
(
yi − v
u
)]
,
et la log-vraisemblance est
l(v, u | y) = logL(v, u | y) =
n∑
i=1
log
(
1
u
f
(
yi − v
u
))
.
On note également l(v, u | y) = n−1l(v, u | y).
Soit θ = (µ, σ). On note alors θˆ
n
F (y) = θˆ
n
F = (µˆ
n
F , σˆ
n
F ) l’estimateur du maximum de
vraisemblance de θ pour le modèle de lieu et d’échelle où les erreurs proviennent de la
distribution F, et basé sur l’échantillon y de taille n. Cet estimateur est défini par
θˆ
n
F = arg max
v∈R,u>0
l(v, u | y).
Les deux conditions suivantes sont également nécessaires.
Définition 3.1.17. En reprenant les notations de la définition 3.1.16, notons également
mˆ = l(µˆnF , σˆ
n
F | y)
le maximum de la log-vraisemblance, et
h(v, u | y) = l(v + µˆnF , u+ σˆnF | y)− mˆ.
On dit que la distribution F satisfait la condition 1 si pour n suffisamment grand, la
fonction h est strictement négative en dehors de n’importe quel voisinage de l’origine.
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On dit également que la distribution F satisfait la condition 2 si pour tout voisinage
de l’origine suffisamment petit, il doit être possible, pour n suffisamment grand, d’ap-
proximer h par son développement de Taylor d’ordre deux autour de l’origine, avec une
erreur relative uniforme.
Proposition 3.1.18. Soit TnF (y) et S
n
F (y) les estimateurs de Pitman pour les para-
mètres de lieu et d’échelle associés à un échantillon y de taille n. Soit µˆnF et σˆ
n
F les esti-
mateurs habituels du maximum de vraisemblance de µ et σ dans le modèle Y = µ+σE,
où E ∼ F. Supposons que F satisfait les conditions 1 et 2. Alors, pour n→ +∞,
TnF (y)− µˆnF → 0 et SnF (y)− σˆnF → 0.
Preuve Rappelons que
TnF (y) = b(y)T
n
F (c) + a(y),
où
TnF (c) = −
EF (s2t | c)
EF (s2 | c) ,
et c = b(y)−1(y − a(y)). Notons pour simplifier a = a(y) et b = b(y) et considérons
tout d’abord EF (s2t | c). Nous avons
EF (s2t | c) ∝
∫ +∞
0
∫ +∞
−∞
s2tsn−1
n∏
i=1
f(s(t+ ci))dtds
=
∫ +∞
0
∫ +∞
−∞
s2tsn−1
n∏
i=1
f
(
s
(
t+
yi − a
b
))
dtds.
En effectuant le changement de variables u = b/s et v = a− tb, nous obtenons
EF (s2t | c) ∝ −bn
∫ +∞
0
∫ +∞
−∞
vu−3
n∏
i=1
1
u
f
(
yi − v
u
)
dvdu
+abn
∫ +∞
0
∫ +∞
−∞
u−3
n∏
i=1
1
u
f
(
yi − v
u
)
dvdu.
En appliquant le même raisonnement à EF (s2 | c), nous pouvons alors exprimer TF (c)
comme
TnF (c) =
1
b
∫ +∞
0
∫ +∞
−∞ vu
−3∏n
i=1
1
uf
(yi−v
u
)
dvdu∫ +∞
0
∫ +∞
−∞ u
−3∏n
i=1
1
uf
(yi−v
u
)
dvdu
− a
b
,
et donc
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TnF (y) =
∫ +∞
0
∫ +∞
−∞ vu
−3∏n
i=1
1
uf
(yi−v
u
)
dvdu∫ +∞
0
∫ +∞
−∞ u
−3∏n
i=1
1
uf
(yi−v
u
)
dvdu
.
On reconnaît alors l’expression de la log-vraisemblance définie plus haut, et nous pou-
vons exprimer TnF (y) comme
TnF (y) =
∫ +∞
0
∫ +∞
−∞ vu
−3 exp(nl(v, u | y))dvdu∫ +∞
0
∫ +∞
−∞ u
−3 exp(nl(v, u | y))dvdu .
Afin d’approximer les intégrales du type I(g) =
∫ +∞
0
∫ +∞
−∞ g(v, u) exp(nl(v, u | y))dvdu,
nous appliquons à présent la méthode de Laplace. Grâce à un simple changement de
variables, I(g) peut alors être exprimée comme
I(g) = exp(nmˆ)
∫ +∞
−σˆnF
∫ +∞
−∞
g(v + µˆnF , u+ σˆ
n
F )
1
(u+ σˆnF )3
exp(nh(v, u | y))dvdu,
Le maximum de la fonction h est atteint à l’origine (0, 0), et h est strictement néga-
tive partout ailleurs. La méthode de Laplace va nous permettre d’approximer I(g), en
raisonnant de la manière suivante :
1. Puisque F satisfait la condition 1, la fonction exp(nh(v, u | y)) devient si rapi-
dement concentrée autour de l’origine que sa contribution à l’intégrale en dehors
de n’importe quel voisinage de l’origine devient asymptotiquement négligeable.
Ainsi, le domaine d’intégration peut être restreint à un voisinage infinitésimal de
(0, 0), et seules les propriétés infinitésimales des fonctions g et h sont asymptoti-
quement importantes.
2. Puisque F satisfait également la condition 2, nous pouvons remplacer h par son
développement de Taylor et g par sa valeur prise en (0, 0). Dès lors, le domaine
d’intégration peut à nouveau être étendu à R2 tout entier, pour la même raison
que nous avions pu le tronquer précédemment.
On peut alors exprimer I(g) comme
I(g) = exp(nmˆ)g(µˆnF , σˆ
n
F )
∫ +∞
−∞
∫ +∞
−∞
exp
(
−n
2
(θ − θˆnF )
−∂2h(0, 0)
∂θ∂θT
(θ − θˆnF )T
)
dθ+O
(
n−1
)
.
On reconnaît alors la densité d’une loi normale bivariée, et il en résulte l’approximation
suivante :
I(g) =
2pig(µˆnF , σˆ
n
F ) exp(nmˆ)
n |det(H)| 12
+O
(
n−1
)
,
où
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H =
−∂2h(0, 0)
∂θ∂θT
.
En appliquant ces approximations à l’expression de TnF (y) ci-dessus, on obtient finale-
ment
TnF (y) =
µˆnF (σˆ
n
F )
−3
(σˆnF )−3
+O
(
n−1
)
= µˆnF +O
(
n−1
)
.
Concernant le paramètre d’échelle, la démarche est la même. En effectuant le même
changement de variables dans les intégrales définissant SnF (c), on obtient
logSnF (y) = − log b+
∫ +∞
0
∫ +∞
−∞ log u u
−1∏n
i=1
1
uf
(yi−v
u
)
dvdu∫ +∞
0
∫ +∞
−∞ u
−1∏n
i=1
1
uf
(yi−v
u
)
dvdu
,
et donc
SnF (y) = exp
(∫ +∞
0
∫ +∞
−∞ log u u
−1 exp(nl(v, u))dvdu∫ +∞
0
∫ +∞
−∞ u
−1 exp(nl(v, u))dvdu
)
.
En appliquant l’approximation de Laplace on obtient alors
SnF (y) = σˆ
n
F +O
(
n−1
)
.

Remarque 3.1.19. Easton (1985, 1986) a montré que les conditions 1 et 2 étaient véri-
fiées aussi bien par des distributions F à queues lourdes que par la loi normale, et ce
pour une grande variété de distributions des erreurs.
Remarque 3.1.20. L’ordre de convergence de la méthode de Laplace est de O
(
n−1
)
.
Ainsi, lorsque l’on effectue le rapport des deux intégrales définissant les estimateurs de
Pitman, on obtient également un ordre de convergence de O
(
n−1
)
. Néanmoins, Tierney
et Kadane (1986) ont montré qu’en utilisant un développement de Taylor d’ordre 3, il
était possible d’obtenir un ordre de convergence de O
(
n−2
)
pour un rapport de deux
intégrales.
3.2 Estimateurs de Pitman compromis
Les estimateurs de Pitman ne peuvent être appliqués que lorsque la distribution des
erreurs est connue. Dans le cas contraire, cette méthode n’est pas envisageable. Néan-
moins, il est possible de construire des estimateurs optimaux (selon certains critères)
simultanément pour plusieurs distributions sous-jacentes précisées à l’avance. L’idée
que quelques distributions bien choisies peuvent résumer plusieurs aspects de toutes les
distributions sous-jacentes possibles est au centre de la construction de tels estimateurs.
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Pregibon et Tukey (1981), Tukey (1981, 1987) et Morgenthaler et Tukey (1991) ont
envisagé plusieurs critères d’optimalité que l’on peut utiliser afin de construire des
estimateurs, lorsque cette notion d’optimalité se rapporte à un ensemble de modèles
possibles. Le résultat obtenu est alors un compromis entre les estimateurs de Pitman
correspondant à chaque modèle, c’est-à-dire une moyenne pondérée des différents esti-
mateurs de Pitman.
Easton (1991) a appliqué l’approximation de Laplace aux intégrales définissant les
estimateurs de Pitman compromis, et en a obtenu les estimateurs du maximum de
vraisemblance compromis. Ces estimateurs sont plus aisés à obtenir du point de vue
calculatoire. De plus, les poids associés à chacune des distributions dépendent unique-
ment de la vraisemblance des résidus. Ces estimateurs donnent de meilleurs résultats
que les M-estimateurs usuels, ou que les moyennes tronquées.
3.2.1 Estimateurs bi-optimaux
Définition 3.2.1. Soit T = T (y) un estimateur équivariant du lieu, et soit TF = TF (y)
l’estimateur de Pitman du lieu, associé à la distribution F. L’efficacité de T, lorsque la
vraie distribution sous-jacente est F, est définie par
EFFF (T ) =
VarF (TF )
VarF (T )
.
Par efficacité, nous entendons donc l’efficacité dans les échantillons finis, et uniquement
parmi les estimateurs équariants pour le lieu et l’échelle. Il ne s’agit donc pas de l’ef-
ficacité asymptotique, ou de l’efficacité par rapport à la borne inférieure de Cramer-Rao.
Définition 3.2.2. Soit T = T (y) un estimateur équivariant du lieu, et soit TF = TF (y)
l’estimateur de Pitman du lieu, associé à la distribution F. L’excès relatif de variance
(relative excess variance en anglais) de l’estimateur T, lorsque F est la distribution
sous-jacente, est définie par
REVF (T ) =
VarF (T )−VarF (TF )
VarF (TF )
.
Tant pour l’efficacité que pour l’excès relatif de variance, lorsque la distribution sous-
jacente des erreurs est F , l’estimateur optimal est l’estimateur de Pitman TF . Nous
avons EFFF (TF ) = 1 et REVF (TF ) = 0.
Remarque 3.2.3. L’excès relatif de variance et l’efficacité sont deux mesures d’optimalité
d’un estimateur totalement équivalentes, puisque l’on a
REVF (T ) =
1
EFFF (T )
− 1.
Pour ce qui suit, il est néanmoins plus aisé de travailler avec l’excès relatif de variance.
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Soient F1 et F2 deux distributions de lieu et d’échelle. Nous sommes intéressés par
construire un estimateur T qui se comporte bien dans les deux cas. La figure 3.1 pré-
sente schématiquement les zones atteignables et inatteignables en termes d’excès relatifs
de variance pour un estimateur T. L’intersection entre la limite de ces deux régions et la
droite à 45 degrés représente un estimateur « bi-optimal » pour les deux distributions
F1 et F2 envisagées, car il minimise simultanément les deux excès relatifs de variance.
Fig. 3.1: Région atteignable pour les excès relatifs de variance de l’estimateur T
Formellement, l’estimateur bi-optimal Tbo est obtenu de la manière suivante : pour
θ ∈ [0, 1], Tbo = Tbo(y, θ) est tel que la quantité
θREVF1(T ) + (1− θ)REVF2(T )
est minimale. En développant les variances des estimateurs comme les espérances des
carrés moyens de l’erreur conditionnels, et en faisant apparaître f∗1 et f∗2 , les densités
marginales de la configuration c, on trouve finalement que l’estimateur bi-optimal Tbo
est une combinaison convexe des deux estimateurs de Pitman associés aux distributions
F1 et F2.
Définition 3.2.4. Pour F1 et F2 deux distributions, et θ ∈ [0, 1], l’estimateur bi-
optimal est défini par
Tbo(y, θ) =
θα1(y)TF1(y) + (1− θ)α2(y)TF2(y)
θα1(y) + (1− θ)α2(y) ,
où
αi(y) =
EFi(s2 | c)f∗i (c)
VarFi(TFi(y))
, i = 1, 2.
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Ainsi, l’estimateur bi-optimal est une moyenne pondérée des estimateurs de Pitman
TF1 et TF2 , dans laquelle les poids associés à chacun sont fonction à la fois de θ et de
l’échantillon y.
Deux autres approches sont possibles et donnent également des compromis entre deux
estimateurs de Pitman.
Définition 3.2.5. Pour F1 et F2 deux distributions, l’estimateur bi-efficient minimise
la quantité
max
i=1,2
{
EFi(s2 | c)(T (y)− TFi(y))2f∗i (c)
VarFi(TFi(y))
}
,
et est donné par
Tbe = Tbe(y) =
α1(y)TF1(y) + α2(y)TF2(y)
α1(y) + α2(y)
,
où
αi(y) =
[
EFi(s2 | c)f∗i (c)
VarFi(TFi(y))
] 1
2
, i = 1, 2.
Définition 3.2.6. Pour F1 et F2 deux distributions, l’estimateur co-efficient minimise
la quantité
max
i=1,2
{
EFi(s2 | c)(T (y)− TFi(y))2f∗i (c)
cCMEFi(TFi(y))
}
,
où cCMEFi(T ) est le carré moyen de l’estimateur T conditionnel sur la configuration
c, et est donné par
Tce = Tce(y) =
α1(y)TF1(y) + α2(y)TF2(y)
α1(y) + α2(y)
,
où
αi(y) =
[
EFi(s2 | c)f∗i (c)
cCMEFi(TFi(y))
] 1
2
, i = 1, 2.
L’estimateur co-efficient possède l’avantage que les variances des estimateurs de Pitman
ne sont pas nécessaires pour son calcul, au contraire de l’estimateur bi-efficient. En ef-
fet, dans la plupart des cas, cette variance n’est pas directement calculable et doit être
approximée par des simulations numériques.
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3.2.2 Estimateurs du maximum de vraisemblance compromis
Le défaut principal des estimateurs de Pitman réside certainement dans le fait qu’il
est souvent nécessaire de recourir à des méthodes d’intégration numérique afin de les
déterminer. De même, pour les estimateurs compromis définis ci-dessus, dans lesquels il
faut également approximer la variance des estimateurs de Pitman. Afin de contourner
ce problème, Easton (1991) a appliqué la méthode d’approximation de Laplace aux
intégrales définissant les estimateurs bi-optimaux, aussi bien pour les estimateurs de
Pitman eux-mêmes que pour les différentes composantes des poids. La procédure est
tout à fait similaire à celle présentée dans la preuve de la proposition 3.1.18. Easton
obtient alors ce qu’il nomme les estimateurs du maximum de vraisemblance compromis,
qui approximent les estimateurs bi-optimaux.
Exemple 3.2.7. Considérons l’estimateur bi-optimal Tbo(y, θ). On a montré que TFi
pouvait être approximé par µˆFi , l’estimateur du maximum de vraisemblance de µ sous la
distribution Fi. En reprenant les mêmes notations que dans la preuve de la proposition
3.1.18, les poids αi(y) peuvent être approximés par
αi(y) ≈ 2pi exp(nmˆ)
nσˆ3Fi |det(Hi)|
1
2VarFi(TFi(y))
, i = 1, 2,
où Hi est la matrice des dérivées deuxièmes de la log-vraisemblance associée à la dis-
tribution Fi. En simplifiant les constantes, on obtient alors que
Tbo(y, θ) ≈ θα˜1(y)µˆF1 + (1− θ)α˜2(y)µˆF2
θα˜1(y) + (1− θ)α˜2(y) ,
où
α˜i(y) ≈ exp(nmˆ)
σˆ3Fi |det(Hi)|
1
2VarFi(TFi(y))
, i = 1, 2.
Les mêmes approximations peuvent être faites pour les estimateurs bi-efficient et co-
efficient. Pour les estimateurs du maximum de vraisemblance compromis, l’avantage
réside dans le fait que leur calcul, y compris l’évaluation des poids, dépend uniquement
de la vraisemblance, plus aucune intégration n’étant nécessaire. En effet, nous pouvons
également remplacer le terme VarFi(TFi(y)) par le premier terme de la diagonale de
H−1i , une estimation de la variance de l’estimateur du maximum de vraisemblance µˆFi .
Remarquons pour finir que ces constructions sont généralisables au cas de plus que
deux densités.
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3.2.3 Estimateur de Pitman compromis pour le paramètre de lieu
Lorsque la distribution des erreurs est inconnue, il est impossible d’utiliser immédia-
tement les estimateurs de Pitman. Néanmoins, l’idée d’un estimateur optimal simulta-
nément pour plusieurs distributions est attrayante, et un compromis d’estimateurs est
une solution envisageable.
Dans les constructions présentées ci-dessus, les distributions F1 et F2 sont souvent fixées
dès le départ, comme étant la loi normale pour l’une, et la loi Slash pour la seconde,
par exemple. Le fait de combiner une loi à queues courtes avec une loi à queues très
lourdes doit permettre d’obtenir un comportement raisonnable dans la plupart des cas.
Dans ce qui suit, nous présentons la construction d’un estimateur basé sur le compromis
d’estimateurs de Pitman, tout en simplifiant les poids associés aux distributions, et en
insistant sur le choix des distributions de compromis.
Nous commençons par donner quelques notations et définitions qui seront utilisées pour
le reste du travail.
Notation 3.2.8. Nous notons à présent G la distribution effective des erreurs dans le
modèle Y = µ+σE. C’est-à-dire, dans ce modèle nous avons E ∼ G. Cette distribution
est dès à présent considérée comme inconnue.
Au lieu de supposer une certaine distribution pour G, nous allons plutôt supposer que
cette distribution inconnue appartient à un ensemble de distributions, noté F . Cet
ensemble, choisi arbitrairement grand, reflète tous les modèles plausibles pour l’expé-
rimentateur.
L’idée est alors de sélectionner quelques éléments F1, . . . , Fm ∈ F , et de construire un
estimateur de Pitman compromis sur cette base.
Définition 3.2.9. L’estimateur de Pitman compromis pour le paramètre de lieu µ,
basé sur les distributions F1, . . . Fm ∈ F est défini par
T (y) =
∑m
k=1w(Fk)TFk(y)∑m
k=1w(Fk)
,
où TFk(y) est l’estimateur de Pitman pour le paramètre de lieu associé à la distribution
Fk, et où w(Fk) est une fonction de poids non-négative.
Remarque 3.2.10. Nous avons ici supposé que les distributions de compromis contenues
dans l’ensemble F sont telles que le paramètre de lieu µ a la même signification pour
chacune d’entre elles. Par exemple, nous pouvons supposer que ces distributions sont
symétriques autour de 0.
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Notre estimateur de Pitman compromis est donc une moyenne pondérée d’estimateurs
de Pitman associés aux distributions F1, . . . , Fm. Le choix de ces distributions reste
encore à discuter, tout comme la fonction de poids, w(Fk), qui devra représenter la
qualité du choix de Fk comme modèle. Plus la distribution de compromis Fk sera bien
adaptée aux données à disposition, plus elle recevra un poids élevé.
Définition 3.2.11. Pour Fk une distribution et y un échantillon de taille n, la vrai-
semblance profil du modèle Fk est donnée par
L(Fk) =
n∏
i=1
1
SFk(y)
fk
(
yi − TFk(y)
SFk(y)
)
,
où SFk(y) est l’estimateur de Pitman pour le paramètre d’échelle associé à la distribu-
tion Fk.
La vraisemblance profil du modèle Fk peut être vue comme la vraisemblance des rési-
dus, après ajustement des estimateurs de Pitman associés à Fk pour les paramètres de
lieu et d’échelle. Dès lors, cette vraisemblance est une mesure de crédibilité de Fk, étant
données les observations. Plus la vraisemblance est grande, plus il semble raisonnable
de supposer que Fk est proche de la vraie distribution G des erreurs.
Remarque 3.2.12. Il est également possible de voir L(F ) comme une approximation
de f∗(c), la densité marginale de la configuration c, définie dans la remarque 3.1.10.
En effet, en appliquant la méthode de Laplace à la double intégrale, en développant
la fonction autour des estimateurs de Pitman (qui sont proches des estimateurs du
maximum de vraisemblance), on obtient la vraisemblance profil du modèle F.
Ainsi, il nous semble approprié d’utiliser cette vraisemblance profil dans notre fonction
de poids. Cette dernière pourra ainsi être une fonction croissante de la vraisemblance
profil. Plus simplement, nous posons pour la suite
w(Fk) = L(Fk).
Ce choix très simple s’avèrera être crucial dans le comportement asymptotique de notre
estimateur compromis, comme nous allons le voir par la suite. La question du choix
des distributions de compromis sera également étudiée par le biais de ce comportement
asymptotique.
Définition 3.2.13. Soit D(G||F ) = D(G(y)||F (y)) la distance de Kullback-Leibler
entre G et F. Nous définissons la distance de forme entre G et F par
sD(G||F ) = min
s>0
D(G(y)||F (y/s)).
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Cette distance est donc très similaire à la distance de Kullback-Leibler, mais nous per-
mettons ici une remise à l’échelle de la distribution F, de sorte qu’elle soit le plus proche
possible de G.
Remarque 3.2.14. Si nous ne désirons pas faire l’hypothèse que les distributions de
compromis sont toutes symétriques autour de 0, il est nécessaire d’introduire dans la
définition de la distance en forme une minimisation concernant également le paramètre
de lieu.
A l’aide de cette définition, il nous est dès lors possible de déterminer le comportement
asymptotique de l’estimateur de Pitman compromis pour le paramètre de lieu.
Proposition 3.2.15. Soit T (y) l’estimateur de Pitman compromis pour le paramètre
de lieu, basé sur F1, . . . , Fm, où la fonction de poids est donnée par w(Fk) = L(Fk).
Alors, lorsque n→∞,
T (y)→ TFk(y),
où k ∈ {1, . . . ,m} est tel que sD(G||Fk) est minimale, ou encore
Fk = arg min
F∈{F1,...,Fm}
sD(G||F ).
Preuve Il convient donc d’étudier le comportement asymptotique de la fonction de
poids, et donc plus particulièrement de la vraisemblance profil L(Fk). Soit
l(Fk) = logL(Fk) =
n∑
i=1
log
[
1
SFk(y)
fk
(
yi − TFk(y)
SFk(y)
)]
,
et rappelons que les estimateurs de Pitman TFk(y) et SFk(y) sont proches des esti-
mateurs du maximum de vraisemblance µˆFk et σˆFk , et convergent vers µFk et σFk .
Rappelons encore que G est la vraie distribution sous-jacente des erreurs. Ainsi :
1
n
l(Fk) →
∫
log fk
(
y − µFk
σFk
)
1
σFk
dG
(
y − µ
σ
)
=
∫
log g(v)dG(v)−D
(
G
(
y − µ
σ
)∣∣∣∣ ∣∣∣∣Fk (y − µFkσFk
))
,
lorsque n → ∞. En supposant que le paramètre µ a la même signification pour les
distributions Fk et G (par exemple que les deux distributions sont symétriques autour
de l’origine), nous pouvons alors poser µ = µˆFk = 0 sans perte de généralité. Avec un
changement de variables, et comme l(Fk) atteint son maximum pour σˆFk , nous avons
1
n
l(Fk)→ c(G)−D(G(y)||Fk(y/σ∗(Fk))),
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lorsque n → ∞, où c(G) est une constante ne dépendant que de la distribution sous-
jacente G, et où σ∗(Fk) est un paramètre d’échelle, dépendant de la distribution Fk,
et tel que D(G(y)||F (y/σ∗(Fk))) est minimale. Comme nous n’avons supposé aucune
signification particulière pour le paramètre d’échelle σ dans notre modèle, une telle
remise à l’échelle est nécessaire et introduit donc la notion de distance en forme. Ainsi,
1
n
l(Fk)→ c(G)− sD(G||Fk),
lorsque n→∞. Pour n grand, on a
L(Fk) ∼ exp(nc(G)− nsD(G||Fk)),
où le signe ∼ signifie ici que les deux quantités sont asymptotiquement équivalentes.
Comme c(G) est la même constante pour chaque distribution de compromis Fk, k =
1, . . . ,m, et comme exp(−nsD(G||Fk)) → 0 ∀k = 1, . . . ,m, lorsque n → ∞, il en
découle que
w(Fk)∑m
j=1w(Fj)
→
{
1, si sD(G||Fk) ≤ sD(G||Fj), ∀j = 1, . . . ,m ;
0, sinon,
lorsque n → ∞. Ainsi, l’estimateur de Pitman compromis pour le paramètre de lieu
converge vers l’estimateur de Pitman associé à la distribution de compromis Fk telle
que Fk est la plus proche de G au sens de la distance en forme.

3.2.4 Estimateur de Pitman compromis pour le paramètre d’échelle
Afin d’appliquer la même démarche à la construction d’un estimateur du paramètre
d’échelle σ, basé sur les estimateurs de Pitman, nous devons poser une condition sup-
plémentaire sur les distributions de compromis contenues dans l’ensemble F . En effet,
comme nous l’avons déjà vu dans la preuve de la proposition 3.2.15, le paramètre
d’échelle σ ne possède pas forcément la même signification pour chacune des distri-
butions sous-jacentes prises en considération. Au contraire du paramètre de lieu, qui
représente le centre de symétrie de chaque distribution, la dispersion de ces dernières
est différente. Si l’on ne pose aucune condition supplémentaire sur les distributions de
compromis, une estimation de σ comme nous l’avons construite pour µ n’aura alors
aucun sens.
Afin de résoudre ce problème, il est nécessaire de standardiser les distributions de
l’ensemble F . Par exemple, nous pouvons exiger que chaque distribution de compromis
vérifie la propriété
DIQ(Fj) = 1, ∀Fj ∈ F ,
où DIQ(F ) = qF (0.75)−qF (0.25) représente la distance interquartile de F. En imposant
cette condition, σ possède alors la même signification pour chacune des distributions
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sous-jacentes envisagées. Plus précisément, σ représente la distance interquartile de
l’échantillon observé, puisque
DIQ(F (·/σ)) = σDIQ(F ) = σ.
Nous pouvons alors définir l’estimateur de Pitman compromis pour le paramètre d’échelle
de la même manière que précédemment.
Définition 3.2.16. L’estimateur de Pitman compromis pour le paramètre d’échelle σ,
basé sur les distributions F1, . . . Fm ∈ F telles que DIQ(Fj) = 1, ∀Fj ∈ F , est défini
par
S(y) =
∑m
k=1w(Fk)SFk(y)∑m
k=1w(Fk)
,
où SFk(y) est l’estimateur de Pitman pour le paramètre de lieu associé à la distribution
Fk, et où w(Fk) est une fonction de poids non-négative.
Remarque 3.2.17. Pour le reste de ce chapitre, nous supposerons que les distributions de
compromis sont standardisées de la manière présentée ci-dessus, sauf mention explicite
du contraire.
Cette condition supplémentaire nous permet de formuler immédiatement le corollaire
à la proposition 3.2.15 suivant.
Corollaire 3.2.18. Soit T (y) et S(y) les estimateurs de Pitman compromis pour les
paramètres de lieu et d’échelle, basés sur F1, . . . , Fm, où la fonction de poids est donnée
par w(Fk) = L(Fk). Alors, lorsque n→∞,
T (y)→ TFk(y), S(y)→ SFk(y),
où k ∈ {1, . . . ,m} est tel que D(G||Fk) est minimale, ou encore
Fk = arg min
F∈{F1,...,Fm}
D(G||F ).
Preuve La preuve est similaire à celle de la proposition 3.2.15, mais cette fois-ci, nous
pouvons poser sans perte de généralité que
σ = σˆFk = 1,
puisque le paramètre d’échelle a la même signification pour toutes les distributions.
Ainsi, la log-vraisemblance devient
1
n
l(Fk)→ c(G)−D(G||Fk)
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lorsque n → ∞, où c(G) = ∫ log g(v)dG(v) ne dépend que de la distribution sous-
jacente des erreurs. Ainsi,
w(Fk)∑m
j=1w(Fj)
→
{
1, si D(G||Fk) ≤ D(G||Fj),∀j = 1, . . . ,m ;
0, sinon,
lorsque n → ∞. Ainsi, les estimateurs de Pitman compromis pour les paramètres de
lieu et d’échelle convergent vers les estimateurs de Pitman associés à la distribution de
compromis Fk telle que Fk est la plus proche de G au sens de la distance de Kullback-
Leibler.

Exemple 3.2.19. Dans cet exemple, nous allons étudier le comportement des estima-
teurs de Pitman compromis basés sur deux distributions, afin d’illustrer le corollaire
précédent. Soit F1 = Φ, la loi distribution normale, et soit F2 = t3, la distribution de
Student avec 3 degrés de liberté. Nous générons des erreurs suivant également deux
distributions : soit G1 = t2 et G2 = t8. Nous avons alors que
D(G1||F1) = 0.5229, D(G1||F2) = 0.2592,
D(G2||F1) = 0.1998, D(G2||F2) = 0.3879.
Ainsi, si la vraie distribution des erreurs est G1, la distribution t3 est la plus proche au
sens de la distance de Kullback-Leibler. Au contraire, si G2 est la vraie distribution,
c’est Φ qui s’en approche le plus.
Fig. 3.2: A gauche : G = G1 = t2. A droite : G = G2 = t8.
La figure 3.2 montre l’évolution des poids accordés aux estimateurs de Pitman associés
à F1 et F2 en fonction du nombre d’observations disponibles. Lorsque G = G1 = t2,
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l’estimateur de Pitman compromis devient relativement rapidement l’estimateur de
Pitman associé à la distribution t3, puisque c’est elle qui est la plus proche de t2. Au
contraire, lorsque G = G2 = t8, l’estimateur de Pitman compromis devient celui associé
à la loi normale Φ. Cet exemple illustre que ce type d’estimateurs compromis semble
approprié pour des échantillons de taille relativement petite déjà.
3.2.5 Choix des distributions de compromis
Un aspect qui reste à traiter dans la construction des estimateurs de Pitman compromis
est le choix des distributions de compromis F1, . . . , Fm ∈ F . Nous allons nous baser
sur le comportement asymptotique de ces estimateurs afin de proposer une manière de
faire ce choix.
Nous avons vu que les estimateurs de Pitman compromis convergent vers les estimateurs
de Pitman associés à la distribution de compromis la plus proche de la vraie distribution
des erreurs, au sens de la distance de Kullback-Leibler. Un choix intéressant serait un
nombre raisonnable de distributions qui « couvrent » relativement bien l’ensemble des
distributions possibles F . Nous voudrions donc choisir nos distributions de telle manière
que G n’est « pas trop éloignée » de l’une d’entre elles. Ceci nous amène à une approche
de type minimax, qui peut être résumée comme suit : choisir F1, . . . , Fm ∈ F de telle
sorte que ∨
G∈F
(D(G||F1) ∧ . . . ∧D(G||Fm))
est minimale, où ∧, respectivement ∨, est l’opérateur minimum, respectivement l’opé-
rateur maximum. Ainsi, pour chaque distribution possible G, notre choix contiendra
une distribution qui se trouve relativement proche de cette dernière.
Fig. 3.3: Schématiquement, il s’agit de placer les distributions F1, . . . , F4 de sorte que
G se situe « à proximité » , quelle que soit sa position dans F .
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3.3 Simulations dans le cas de lois normales contaminées
Dans cette section, nous présentons les résultats de simulations de Monte-Carlo pour
des estimateurs de Pitman compromis basés sur des lois normales contaminées. Afin
d’alléger les notations, nous utiliserons dès à présent le terme de stratégie afin de dési-
gner un estimateur compromis. Nous allons nous intéresser tout d’abord au choix des
distributions, puis à la variance asymptotique des stratégies, et enfin à leur performance
sur des petits échantillons.
Choix des distributions
Notation 3.3.1. Nous notons F (y; ε, k) la loi normale contaminée avec proportion
de contamination ε ∈ [0, 0.5] et écart-type de contamination k ≥ 1. Rappelons que la
densité de cette loi est donnée par
f(y; ε, k) = (1− ε)ϕ(y) + εk−1ϕ(y/k),
où ϕ(y) = (2pi)−1/2 exp(−y2/2) est la densité de la loi normale centrée et réduite.
Considérons l’ensemble suivant des distributions sous-jacentes possibles pour les erreurs
du modèle de lieu et d’échelle :
F = {F (y; ε, k) | ε ∈ [0, 0.35], k ∈ [1, 10]}.
Cet ensemble contient des distributions normales contaminées relativement plausibles,
dans le sens qu’il nous semble improbable qu’un jeu de données contienne plus de
35% de données contaminées, et possédant de plus une variance 100 fois supérieure
aux données standard. Notons que l’ensemble F contient également Φ, la loi normale
centrée et réduite. Afin de simplifier quelque peu notre analyse, nous allons travailler
sur une discrétisation F ′ de F , en apposant une grille sur cet ensemble. Il est en effet
nécessaire de limiter les distributions possibles pour résoudre le problème de choix des
distributions de compromis de manière raisonnable. Dès lors, nous prendrons en compte
uniquement les distributions normales contaminées avec
ε ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35}
et
k ∈ {0, 1, 2, . . . , 10}.
Nous présentons maintenant dans la table 3.1 les solutions du problème de minimisation
consistant à choisir F1, . . . , Fm ∈ F ′ de telle sorte que∨
G∈F ′
(D(G||F1) ∧ . . . ∧D(G||Fm))
soit minimale, pour différentes valeurs de m, et la stratégie correspondante est no-
tée Sm. De plus, dans certains cas, nous exigeons que Φ fasse partie de la stratégie de
54
3.3. Simulations dans le cas de lois normales contaminées
compromis. Dans ce cas, la stratégie est notée SmΦ et contient doncm+1 distributions.
Stratégie m Paramètres Dist. max.
S1 1 ε1 = 0.15, k1 = 7 0.1010
S2 2 ε1 = 0.10, k1 = 6 0.0576
ε2 = 0.25, k2 = 7
S3 3 ε1 = 0.05, k1 = 7 0.0367
ε2 = 0.20, k2 = 4
ε3 = 0.25, k3 = 8
S1Φ 2 ε1 = 0.20, k1 = 7 0.0781
S2Φ 3 ε1 = 0.15, k1 = 6 0.0542
ε2 = 0.20, k2 = 8
S3Φ 4 ε1 = 0.05, k1 = 7 0.0367
ε2 = 0.20, k2 = 4
ε3 = 0.25, k3 = 8
Tab. 3.1: Stratégies minimax pour différentes valeurs dem. La dernière colonne contient
la distance maximale d’une distribution G ∈ F ′ possible à une des distributions de la
stratégie.
La stratégie S1 contient une seule distribution, plus précisément celle avec ε = 0.15 et
k = 7. Cette distribution peut être considérée comme étant « au centre » de F ′ au sens
de la distance de Kullback-Leibler. Si nous forçons Φ à faire partie de la stratégie, et
que nous y ajoutons une seconde distribution, la fraction de contamination augmente
légérement (ε = 0.2) mais k reste inchangé (stratégie S1Φ). Les autres stratégies sont
construites de manière relativement naturelle, en combinant une distribution proche de
Φ avec un modèle alternatif possédant des queues plus lourdes, comme par exemple S2.
Nous remarquons que le fait d’ajouter une troisième distribution de compromis est
moins important que d’en ajouter une seconde, en termes de distance maximale à une
distribution G possible. En effet, le passage de S1 à S2 entraîne une diminution de la
distance maximale de près de 50%, tandis que la diminution due au passage de S2 à
S3 est moindre. De même, ajouter la loi normale à deux autres distributions (stratégie
S2Φ) est pratiquement inutile au vu de la distance maximale. Ainsi, pour ce qui suit,
nous ne prendrons en considération que les stratégies comportant au maximum deux
distributions de compromis, c’est-à-dire les stratégies S1, S1Φ et S2.
Variance asymptotique
Soit VarG(S) la variance asymptotique de l’estimateur associé à la stratégie S lorsque G
est la distribution des erreurs. Pour de grands échantillons, nous avons vu que l’estima-
teur de Pitman compromis convergeait vers l’estimateur du maximum de vraisemblance
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associé à la distribution Fj la plus proche de G. Or, la variance asymptotique de l’es-
timateur du maximum de vraisemblance est donnée par
VarG(Fj) =
(∫
ψFj (u)
2dG(u)
)(∫
ψ′Fj (u)dG(u)
)−2
,
où
ψFj (u) = −
d
du
log fj(u), et ψ′Fj (u) =
d
du
ψFj (u).
La quantité
VarG(Si)
VarG(Sj)
représente ainsi l’efficacité asymptotique de la stratégie Sj , en comparaison avec la
stratégie Si, si G est la distribution des erreurs. Cette quantité peut être vue comme
le gain (ou la perte) relatif en variance asymptotique lorsque l’on utilise la stratégie Sj
en lieu et place de Si. Comme G est inconnue, nous comparons alors deux stratégies
de compromis en regardant l’efficacité asymptotique maximale et minimale :
max
G∈F ′
VarG(Si)
VarG(Sj)
et min
G∈F ′
VarG(Si)
VarG(Sj)
.
Comparons à présent les stratégies S1 et S1Φ sur la base des quantités ci-dessus : nous
avons
max
G∈F ′
VarG(S1)
VarG(S1Φ)
= 1.012 et min
G∈F ′
VarG(S1)
VarG(S1Φ)
= 0.81.
Le gain maximal d’efficacité en utilisant S1Φ au lieu de S1 est d’à peine 1% et se produit
lorsque G = Φ. Au contraire, la perte maximale est de l’ordre de 20% et se produit
lorsque G = F (·;  = 0.05, k = 3), c’est-à-dire pour une distribution relativement proche
de Φ. Ceci montre qu’une légère déviation autour de Φ va avoir un grand impact sur
l’estimateur associé à la stratégie S1Φ. En ce sens, nous pouvons dire que la stratégie
S1Φ est nettement moins performante que S1 qui, elle, est moins sensible aux déviations
du modèle.
Comparons les stratégies S1Φ et S2 :
max
G∈F ′
VarG(S1Φ)
VarG(S2)
= 1.223 et min
G∈F ′
VarG(S1Φ)
VarG(S2)
= 0.986.
A nouveau, le pire cas pour la stratégie S2, en comparaison avec S1Φ, se produit lorsque
G = Φ, mais la perte d’efficacité relative est d’à peine plus de 1%. Au contraire, le gain
maximal est de plus de 20% et n’est pas négligeable. Ceci montre que si une stratégie
de compromis à deux distributions doit être utilisée, laisser libre choix pour les deux
distributions donne de meilleurs résultats que de forcer Φ à faire partie de la stratégie.
Le caractère « extrême » de Φ est trop pénalisant.
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Finalement, la comparaison de S1 et S2 montre que les deux estimateurs résultants
sont quasiment asymptotiquement équivalents, puisque la perte ou le gain maximal
d’efficacité ne dépassent pas les 2%.
Echantillons finis
Nous présentons maintenant dans les tableaux suivants les résultats de simulations de
Monte-Carlo pour les estimateurs de Pitman compromis de lieu. Nous avons généré 1000
échantillons de taille 5, 10 et 20, et ce sous différentes distributions G. Pour chaque
échantillon, nous avons déterminé les estimateurs associés aux stratégies S1, S1Φ et S2,
ainsi que des estimateurs usuels du lieu : moyenne arithmétique, médiane, M-estimateur
de Huber (c = 1.345) et Bisquare de Tukey (c = 4.685).
Remarque 3.3.2. Concernant les M-estimateurs de Huber et de Tukey, les constantes
ont été choisies de telle sorte que l’efficacité asymptotique relative des estimateurs (par
rapport à l’estimateur du maximum de vraisemblance) est de 95%. Par ailleurs, l’es-
timation de l’échelle est donnée par le MAD, la médiane des déviations absolues à la
médiane.
Pour chaque situation, nous donnons l’efficacité relative de chaque estimateur, c’est-à-
dire le rapport entre la variance de ce dernier et la variance minimale parmi tous les
estimateurs. Pour chaque distribution sous-jacente G considérée, le meilleur estimateur
parmi ceux pris en considération aura ainsi une efficacité relative de 1 (100%).
Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 69.7 75.1 100 100 100 82.3 97.6 36.1
S1Φ 92.7 96.5 76.6 58.5 61.3 99.8 85.4 20.1
S2 74.1 79.8 98.7 95.5 97.5 86.5 100 31.4
Moyenne 100 100 29.5 26.3 28.2 96.3 25.6 0.0
Médiane 69.5 75.6 95.2 92.5 96.5 80.5 93.1 100
Huber 93.1 97.7 67.8 49.7 52.0 100 77.4 37.8
Bisquare 89.3 92.8 83.1 66.3 77.4 96.5 95.7 75.8
Tab. 3.2: Efficacité relative (en %) des estimateurs de lieu considérés, pour différentes
distributions sous-jacentes. Taille de l’échantillon : n = 5.
La table 3.2 présente les résultats pour des échantillons de taille n = 5. Lorsque G = Φ,
il est clair que la moyenne arithmétique possède la variance la plus faible. De même,
parmi les 3 estimateurs compromis, celui de la stratégie S1Φ est clairement le meilleur,
puisque la stratégie contient la distribution Φ. Néanmoins, son efficacité relative n’est
que de 93%, en raison de la seconde distribution utilisée pour sa construction et de
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la taille relativement petite de l’échantillon. Les estimateurs compromis S1 et S2 sont
similaires, avec un petit avantage pour S2, car ce dernier contient la distribution avec
ε = 0.1 et k = 6, qui est plus proche de Φ que la distribution utilisée dans S1.
Pour des distributions à queues légères, comme la loi normale contaminée avec ε = 0.05
et k = 2, ou la distribution t de Student avec 6 degrés de liberté, S1Φ est à nouveau
le meilleur des trois estimateurs compromis, et présente même de meilleurs résultats
que la moyenne arithmétique dans le dernier cas. Comme auparavant, S2 se comporte
mieux que S1, et ce pour les mêmes raisons que précédemment.
Lorsque la distribution sous-jacente possède des queues modérées, comme c’est le cas
pour F (·; 0.15, 7), F (·; 0.25, 7), F (·; 0.3, 9) ou pour t2, les estimateurs compromis S1
et S2 présentent les meilleures performances parmi tous les autres estimateurs. Ceci
était attendu au moins pour le cas d’une distribution sous-jacente normale contaminée,
puisque les deux estimateurs sont construits sur des compromis de ce type de distri-
bution. Nous nous attendions également à ce que S2 domine S1 dans le cas particulier
de G = F (·; 0.25, 7), puisque cette loi fait partie de S2. Cela ne semble pas être le cas,
vraisemblablement à cause du petit nombre d’observations. Notons également que S1
et S2 présentent de bons résultats même avec une distribution sous-jacente totalement
différente comme la loi t2 de Student. Finalement, nous remarquons que l’efficacité de
S1Φ chute significativement. Cet estimateur semble être très pénalisé par la présence
de Φ dans le compromis, tout du moins pour les échantillons de petite taille.
Lorsque G est la distribution Slash, une loi à queues très lourdes, les trois estimateurs
compromis semblent inefficaces. Ceci peut s’expliquer en étudiant la fonction Ψ asso-
ciée à une distribution normale contaminée. Cette fonction représente l’influence d’une
contamination (infinitésimale) des données, et est une indication de la robustesse de
l’estimateur du maximum de vraisemblance.
Dans le cas d’une loi normale contaminée, la figure 3.4 montre que la fonction Ψ est faite
de deux parties distinctes : une première partie linéaire se rapportant à la distribution
Φ du mélange, puis une seconde partie linéaire, avec une pente plus faible, se rappor-
tant à la contamination. Cette seconde partie est toutefois croissante, au contraire du
M-estimateur de Huber par exemple. Dès lors, l’estimateur n’est pas résistant dans le
cas d’une loi à queues très lourdes, comme la loi Slash. Les estimateurs de Pitman com-
promis basés sur des lois normales contaminées ne peuvent pas nous protéger contre ce
genre de distribution, du fait de leur nature gaussienne sous-jacente.
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Fig. 3.4: Fonction Ψ pour des lois normales contaminées.
Les tables 3.3 et 3.4 présentent les résultats des simulations pour des échantillons de
taille n = 10 et n = 20. Lorsque G = Φ, la performance des estimateurs S1 et S2
augmente légèrement avec n, avec toujours un avantage pour S2, comme discuté pré-
cédemment. S1Φ est toujours le meilleur estimateur compromis en cas de distribution
à queues légères, mais S1 et S2 se comportent très bien. Dans le cas de la distribution
t6, c’est même S2 qui est le meilleur des trois pour des échantillons de taille n = 20.
Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 76.8 80.2 99.7 99.3 94.5 86.5 100 69.3
S1Φ 93.9 97.7 91.4 76.6 52.6 97.5 87.8 60.3
S2 80.6 83.5 100 92.3 81.2 89.3 98.9 69.3
Moyenne 100 100 21.2 21.1 12.6 92.8 20.9 0.4
Médiane 73.1 74.0 86.9 100 100 83.9 94.2 100
Huber 93.9 99.8 78.8 55.2 35.3 100 85.1 57.1
Bisquare 90.5 95.2 92.0 72.8 54.7 94.4 89.4 80.1
Tab. 3.3: Efficacité relative (en %) des estimateurs de lieu considérés, pour différentes
distributions sous-jacentes. Taille de l’échantillon : n = 10.
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Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 88.1 94.2 100 99.2 95.4 95.4 100 30.5
S1Φ 97.9 99.5 95.0 94.7 81.7 96.3 89.5 30.3
S2 90.3 95.8 99.7 100 100 96.6 99.1 27.1
Moyenne 100 98.6 18.1 15.6 10.3 85.5 22.0 0.0
Médiane 70.0 72.6 69.8 82.4 85.0 84.3 93.6 99.5
Huber 95.2 100 75.8 62.9 48.0 100 88.1 67.8
Bisquare 92.8 98.0 91.6 85.5 72.7 97.5 95.0 100
Tab. 3.4: Efficacité relative (en %) des estimateurs de lieu considérés, pour différentes
distributions sous-jacentes. Taille de l’échantillon : n = 20.
Lorsque n = 10, S1 est le meilleur choix en cas de distribution à queues modérées, et
est le plus efficace dans la plupart des cas. Lorsque n = 20, S2 devient meilleur, sauf
si G = F (·; 0.15, 7), car cette distribution est en fait l’unique distribution utilisée dans
S1, qui est alors le meilleur choix. Nous remarquons de plus que lorsque G est l’une des
distributions utilisées dans S2, ce dernier est au moins aussi efficace que S1 pour des
échantillons de taille supérieure à 10.
Finalement, nous observons que les performances de l’estimateur S1Φ augmentent dans
le cas d’une distribution sous-jacente à queues modérées, lorsque la taille de l’échantillon
augmente. Afin d’expliquer ce phénomène, rappelons qu’une seconde distribution est
utilisée dans ce compromis, plus précisément la loi F (·; 0.2, 7), qui possède des queues
relativement lourdes. Les résultats ci-dessus nous indiquent donc que le poids associé
à la distribution Φ dans le compromis S1Φ devient faible relativement rapidement. Par
exemple, l’efficacité relative de S1Φ dans le cas où G = t2 est de 87.2% lorsque n = 10
et de 89.5% lorsque n = 20.
En ce qui concerne le cas de la loi Slash, même si les performances des estimateurs
compromis lorsque la taille de l’échantillon vaut n = 10 sont surprenants, il semble
raisonnable de penser que ces estimateurs possèdent une variance infinie lorsque la loi
des erreurs a également une variance infinie, du fait de la nature gaussienne sous-jacente
de ces estimateurs. En effet, comme nous avons pu le voir sur la figure 3.4, la fonction Ψ
associée à l’estimateur du maximum de vraisemblance pour une loi normale contaminée
est linéaire. De plus la densité de la loi Slash est donnée par
f(y) =
{
y−2
(
((2pi)−1/2 − ϕ(y))) , y 6= 0 ;
1
2
√
2pi
, y = 0.
et donc l’intégrale
∫ +∞
−∞ Ψ
2(y)f(y)dy diverge.
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Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 2.4 2.9 0.6 3.8 5.9 2.4 0.0 6.4
S1Φ 1.5 1.6 2.6 5.4 3.6 1.2 2.9 4.9
S2 2.4 2.8 0.0 5.1 7.2 2.2 0.6 6.0
Moyenne 0.0 0.1 1.3 1.6 0.7 2.3 8.1 0.2
Médiane 2.4 2.7 2.2 3.6 0.0 2.7 2.2 0.0
Huber 1.4 1.6 3.2 3.9 2.2 0.0 3.2 3.3
Bisquare 1.9 2.3 2.8 4.9 4.1 1.3 2.8 4.1
Tab. 3.5: Ecart-type (en %) de l’efficacité relative de chaque estimateur, estimé à l’aide
de la méthode du jackknife. Taille de l’échantillon : n = 10.
La table 3.5 donne pour chaque estimateur une estimation de l’écart-type de son ef-
ficacité relative, obtenue à l’aide de la méthode du jackknife (voir Shao et Tu, 1995).
Le comportement de cet écart-type est comparable pour n = 5 et n = 20, ce qui nous
indique que les variances de chaque estimateur évoluent de manière similaire lorsque la
taille de l’échantillon change.
n = 5 n = 10 n = 20
S1 69.7 76.8 88.1
S1Φ 58.5 52.6 81.7
S2 74.1 80.6 90.3
Moyenne 25.6 12.6 10.3
Médiane 69.5 73.1 69.8
Huber 49.7 35.3 48.0
Bisquare 66.3 54.7 72.7
Tab. 3.6: Efficacité relative minimale (en %) des estimateurs de lieu considérés parmi
toutes les distributions sous-jacentes, exceptée la distribution Slash.
La table 3.6 nous donne une manière d’apprécier la qualité globale de chaque estima-
teur, en présentant l’efficacité relative minimale de chacun, lorsque toutes les distribu-
tions sous-jacentes sont prises en considération, excepté la loi Slash. Cette table nous
donne donc une approche minimax, puisque l’on regarde la perte maximale d’efficacité
de chaque estimateur. S1Φ devrait être évité pour des échantillons relativement petits,
mais est aussi performant que les deux autres estimateurs compromis lorsque n = 20.
S1 et S2 sont pratiquement équivalents. S2 nous protège plus efficacement lorsque la
distribution sous-jacente possède des queues légères, mais S1 possède l’avantage de sa
simplicité, puisqu’il est nécessaire de déterminer les estimateurs de Pitman associés à
une seule distribution.
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En conclusion, nous pouvons dire que l’estimateur compromis dans lequel nous avons
fixé une distribution, en l’occurence Φ, se comporte moins bien que les estimateurs
compromis dans lesquels les distributions sont libres. Lorsque l’on ajoute une distribu-
tion, de S1 à S2, le gain est modéré, et il est raisonnable d’imaginer que l’ajout d’une
troisième distribution soit inutile, ou ne vaille pas le coût calculatoire. S1 représente
en un certain sens l’approche robuste traditionnelle : on recherche un estimateur se
comportant bien dans la plupart des cas, sans faire de compromis.
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Fig. 3.5: Boxplots des résultats des simulations pour différentes loi sous-jacentes. En
jaune, l’estimateur possédant l’efficacité relative maximale. La ligne rouge représente
la vraie valeur du paramètre de lieu µ. Taille de l’échantillon : n = 5.
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Fig. 3.6: Boxplots des résultats des simulations pour différentes loi sous-jacentes. En
jaune, l’estimateur possédant l’efficacité relative maximale. La ligne rouge représente
la vraie valeur du paramètre de lieu µ. Taille de l’échantillon : n = 10.
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Fig. 3.7: Boxplots des résultats des simulations pour différentes loi sous-jacentes. En
jaune, l’estimateur possédant l’efficacité relative maximale. La ligne rouge représente
la vraie valeur du paramètre de lieu µ. Taille de l’échantillon : n = 20.
Les tables 3.7, 3.8 et 3.9 présentent les résultats de simulations de Monte-Carlo pour
le paramètre d’échelle, similaires à celles réalisées pour le paramètre de lieu. Les esti-
mateurs pris en considération sont les trois estimateurs de Pitman compromis S1, S1Φ
et S2, l’estimateur usuel de l’écart-type s =
[
(n− 1)−1∑ni=1(yi − y)2] 12 , la déviation
absolue médiane (median absolute deviation, MAD en anglais ) donnée par la médiane
des écarts absolus à la médiane, et la distance interquartile empirique de l’échantillon
(DIQ).
Notons que s et MAD n’estiment pas la même quantité que les estimateurs de Pitman
compromis ou DIQ, qui eux estiment la distance interquartile, c’est-à-dire le paramètre
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d’échelle σ, puisque les distributions ont été standardisées. Dès lors, nous présentons les
efficacités relatives du log de ces estimateurs, puisqu’ils ne diffèrent que d’une constante
multiplicative. s et MAD seront biaisés, mais nous ne nous intéressons qu’à leur va-
riance.
Les résultats pour le paramètre d’échelle sont très similaires à ceux du paramètre de
lieu. Lorsque la distribution sous-jacente est la loi normale, ou une loi à queues légères,
l’estimateur usuel s est à chaque fois le meilleur choix, et ce également lorsque la taille
de l’échantillon augmente. Les estimateurs compromis présentent tous dans ce cas une
efficacité relativement décevante par rapport aux résultats du paramètre de lieu. S1
et S2 se comportent de manière très similaire, quelle que soit la taille de l’échantillon.
Lorsque n = 10, respectivement n = 20, nous remarquons que l’estimateur compromis
S1Φ présente une efficacité relative de seulement 67.1%, respectivement 78.4%.
Lorsque la distribution sous-jacente possède des queues modérées, les estimateurs com-
promis se comportent tous relativement bien, en particulier S2. On note toutefois une
grande perte d’efficacité pour S1 et S1Φ lorsque G = F (·; 0.3, 9) pour n = 20.
Notons finalement que lorsque G est la loi Slash, comme dans le cas du paramètre de
lieu, les estimateurs compromis voient leur efficacité relative chuter de manière impor-
tante, du fait de leur nature gaussienne sous-jacente.
Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 70.4 71.4 100 100 99.3 80.4 97.6 91.2
S1Φ 81.8 83.1 94.8 93.8 93.9 90.5 100 90.1
S2 72.4 72.4 98.9 100 100 82.1 96.7 88.3
s 100 100 62.3 70.4 81.0 100 75.7 54.3
MAD 34.2 36.3 71.7 72.0 66.8 42.9 55.8 100
DIQ 37.6 35.5 70.2 68.8 60.2 43.2 55.5 97.2
Tab. 3.7: Efficacité relative (en %) du log des estimateurs d’échelle considérés, pour
différentes distributions sous-jacentes. Taille de l’échantillon : n = 5.
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Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 51.9 59.3 100 94.0 91.4 69.9 96.7 54.2
S1Φ 67.1 76.4 95.0 84.8 80.5 85.4 100 54.4
S2 49.5 56.0 97.5 100 100 65.8 93.6 49.9
s 100 100 32.8 54.5 64.3 100 53.9 23.4
MAD 39.2 43.8 73.2 76.0 78.6 54.5 83.6 100
DIQ 40.0 44.1 69.8 66.8 61.7 57.8 86.1 92.8
Tab. 3.8: Efficacité relative (en %) du log des estimateurs d’échelle considérés, pour
différentes distributions sous-jacentes. Taille de l’échantillon : n = 10.
Φ ε = 0.05 ε = 0.15 ε = 0.25 ε = 0.3 t6 t2 Slash
Estimateur k = 2 k = 7 k = 7 k = 9
S1 56.7 73.4 100 89.0 77.0 82.5 87.8 20.5
S1Φ 78.4 91.1 96.6 85.9 74.6 94.2 85.3 20.2
S2 53.9 68.5 96.1 100 100 75.5 80.6 18.8
s 100 100 23.9 37.1 56.0 100 34.6 9.2
MAD 36.7 50.4 63.4 62.1 69.0 61.9 96.9 100
DIQ 37.3 53.1 63.0 54.9 55.4 67.0 100 93.4
Tab. 3.9: Efficacité relative (en %) du log des estimateurs d’échelle considérés, pour
différentes distributions sous-jacentes. Taille de l’échantillon : n = 20.
3.4 Simulations dans le cas de lois t de Student
Dans cette section, nous présentons les résultats de simulations de Monte-Carlo pour des
estimateurs de Pitman compromis basés sur des lois t de Student. Comme précédem-
ment, nous utiliserons le terme de stratégie afin de désigner un estimateur compromis.
Nous allons nous intéresser tout d’abord au choix des distributions, puis à la variance
asymptotique des stratégies, et enfin à leur performance sur des petits échantillons.
Choix des distributions
Considérons l’ensemble des distributions sous-jacentes possibles suivant :
F = {tν | ν = 1, 2, . . . , 20} ∪ {Φ}.
Cet ensemble contient donc les distributions t de Student avec différents degrés de li-
berté, ainsi que la loi normale Φ. Nous avons choisi un degré de liberté maximal de 20,
car la distribution t20 est très semblable à Φ.
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Au contraire du cas des lois normales contaminées présenté ci-dessus, nous n’avons pas
besoin ici de discrétiser l’ensemble F , puisque nous pouvons facilement dénombrer les
distributions qui en font partie.
Les résultats de la minimisation de∨
G∈F
(D(G||F1) ∧ . . . ∧D(G||Fm))
pour différentes valeurs de m sont présentés dans la table 3.10.
Stratégie m Paramètres Distance max.
S1 1 ν1 = 2 0.0804
S2 2 ν1 = 2 0.0287
ν2 = 5
S3 3 ν1 = 1 0.0107
ν2 = 3
ν3 = 8
S1Φ 2 ν1 = 2 0.0373
S2Φ 3 ν1 = 1 0.0193
ν2 = 3
S3Φ 4 ν1 = 1 0.0096
ν2 = 2
ν3 = 5
Tab. 3.10: Stratégies minimax pour différentes valeurs de m. La dernière colonne
contient la distance maximale d’une distribution G ∈ F possible à une des distributions
de la stratégie.
La stratégie S1 ne contient que la distribution t2, qui peut être considérée comme
étant « au centre » de F par rapport à la distance de Kullback-Leibler. En rajoutant
la distribution t5, comme dans S2, nous observons que la distance maximale à toute
distribution G est divisée par un facteur quatre, tandis que l’ajout d’une troisième
distribution divise cette distance par un facteur deux seulement. A nouveau, nous ne
considérerons que des compromis comportant au maximum deux distributions.
Comme Φ peut être vue comme une loi t de Student avec un nombre infini de degrés
de liberté, il n’est pas étonnant de voir des distributions à queues relativement lourdes
associées à Φ dans les stratégies S1Φ, S2Φ et S3Φ, du fait du caractère « extrême » de
la loi normale dans notre ensemble F . Cela indique également qu’une loi t avec 8 ou
10 degrés de liberté n’est pas si éloignée de Φ, au sens de la distance de Kullback-Leibler.
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Variance asymptotique
Nous comparons à présent les stratégies S1, S1Φ et S2 sur la base de leur variance
asymptotique. Si l’on utilise S1Φ en lieu et place de S1,
max
G∈F
VarG(S1)
VarG(S1Φ)
= 1.112 et min
G∈F
VarG(S1)
VarG(S1Φ)
= 0.921.
Le gain maximal d’efficacité est de l’ordre de 11% et se produit lorsque G = Φ, ce qui
n’est pas une surprise, étant donné que cette distribution fait partie du compromis S1Φ.
Au contraire, la perte maximale est de l’ordre de 8% seulement et se produit lorsque
G = t7, une distribution que l’on peut considérer « au milieu » de t2 et Φ.
Comparons à présent S1Φ et S2 :
max
G∈F
VarG(S1Φ)
VarG(S2)
= 1.117 et min
G∈F
VarG(S1Φ)
VarG(S2)
= 0.951.
A nouveau, la perte maximale d’efficacité intervient lorsque G = Φ, mais n’est que
de 5% dans ce cas. De même, le gain maximal est du même ordre que précédemment.
Comme dans le cas des lois normales contaminées, il semble préférable, si l’on désire
un compromis entre deux distributions, de ne pas forcer Φ à faire partie du compromis,
mais plutôt de laisser libre choix pour les deux distributions. A nouveau, le caractère
extrême de Φ est pénalisant.
Finalement, la comparaison de S1 et S2 nous montre que les deux estimateurs sont re-
lativement similaires, avec un léger avantage pour S2 lorsque G = Φ, comme on pouvait
s’y attendre.
Echantillons finis
Nous présentons à présent les résultats de simulations de Monte-Carlo pour le para-
mètre de lieu. Comme dans le cas des lois normales contaminées, nous avons généré
1000 échantillons de taille 5, 10 et 20, et ce sous différentes distributions G. Pour chaque
échantillon, nous avons déterminé les estimateurs associés aux stratégies S1, S1Φ et S2,
ainsi que des estimateurs usuels du lieu : moyenne arithmétique, médiane, M-estimateur
de Huber (c = 1.345) et Bisquare de Tukey (c = 4.685). Nous présentons dans chaque
cas l’efficacité relative de chaque estimateur.
La table 3.11 présente les résultats pour des échantillons de taille n = 5, qui s’avèrent
être très similaires à ceux obtenus dans le cas des lois normales contaminées. Lorsque
G = Φ, S1Φ est à nouveau le meilleur des trois estimateurs compromis, puisqu’il contient
Φ. Néanmoins, la perte d’efficacité relative de S2 n’est que de 17%, contre 26% dans le
cas des lois normales contaminées.
Lorsque la distribution sous-jacente possède des queues légères, comme les lois t10 et
t6, ou F (·; 0.05, 2), les trois estimateurs compromis se comportent bien, avec une légère
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Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 74.2 84.3 90.9 94.2 100 85.0 97.9 93.1
S1Φ 90.5 99.1 100 99.9 85.8 99.0 63.0 61.7
S2 82.9 92.9 97.9 100 95.8 93.5 78.3 78.1
Moyenne 100 100 91.4 69.4 25.8 98.6 27.5 0.2
Médiane 69.1 77.5 80.5 85.0 96.4 74.9 100 100
Huber 90.7 98.7 99.8 99.6 78.8 100 51.6 42.9
Bisquare 85.4 93.9 98.7 98.6 91.9 97.7 68.4 80.3
Tab. 3.11: Efficacité relative (en %) des estimateurs de lieu considérés, pour différentes
distributions sous-jacentes. Taille de l’échantillon : n = 5.
préférence pour S1Φ. On remarque également une perte d’efficacité relative moindre
par rapport aux estimateurs compromis basés sur des lois normales contaminées.
Dans le cas d’une distribution à queues relativement lourdes, comme les lois t3 et t2, les
estimateurs compromis S1 et S2 sont de très bons choix, et S1Φ présente également de
bons résultats. Ce dernier semble moins pénalisé par la présence de la distribution Φ
que dans le cas des lois normales contaminées. Les résultats pour le cas G = F (·; 0.25, 7)
sont quelque peu surprenants en ce qui concerne S1Φ et S2. Dans ce cas, la médiane se
comporte très bien, et S1 est le meilleur des trois estimateurs compromis.
Fig. 3.8: Fonction Ψ pour des lois t de Student.
69
CHAPITRE 3. Estimateurs de Pitman compromis
Finalement, dans le cas où G est la loi Slash, nous remarquons que les estimateurs com-
promis se comportent nettement mieux lorsqu’ils sont construits avec des distributions
t qu’avec des lois normales contaminées. Néanmoins, pour n = 5, la perte d’efficacité
relative est importante pour S1Φ et S2. Comme précédemment, la figure 3.8 montre le
comportement de la fonction Ψ pour une loi t avec différents degrés de liberté. Nous
remarquons que dans ce cas, la fonction Ψ possède une seconde partie décroissante, ce
qui permet aux estimateurs basés sur ces distributions de se comporter relativement
bien en cas de distributions à queues très lourdes comme la loi Slash.
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Fig. 3.9: Boxplots des résultats des simulations pour différentes loi sous-jacentes. En
jaune, l’estimateur possédant l’efficacité relative maximale. La ligne rouge représente
la vraie valeur du paramètre de lieu µ. Taille de l’échantillon : n = 5.
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Les tables 3.12 et 3.13 présentent les résultats pour des échantillons de taille n = 10 et
n = 20. Lorsque G = Φ, S1Φ est le meilleur des trois estimateurs compromis, comme on
pouvait s’y attendre. S2 se comporte relativement bien et présente une perte d’efficacité
relative moins importante que S1, cette dernière stratégie ne comprenant que la loi t2.
Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 74.1 91.1 92.6 98.9 100 81.8 100 50.2
S1Φ 92.7 100 99.7 95.4 85.8 99.6 67.1 45.3
S2 83.9 97.5 98.7 100 94.9 92.0 82.8 47.8
Moyenne 100 95.5 89.0 58.1 18.5 98.1 18.6 0.0
Médiane 68.7 84.5 84.8 93.7 93.4 74.0 91.8 100
Huber 92.6 99.8 100 93.3 75.3 100 50.1 55.9
Bisquare 87.7 94.6 96.9 93.2 83.6 96.0 67.9 83.9
Tab. 3.12: Efficacité relative (en %) des estimateurs de lieu considérés, pour différentes
distributions sous-jacentes. Taille de l’échantillon : n = 10.
Dans le cas d’une distribution sous-jacente à queues modérées, les trois estimateurs
compromis sont très similaires, et S1Φ ne semble pas trop pénalisé par la distribution
Φ. Comme le montre l’efficacité relative de S1, la loi t2, utilisée comme seconde dis-
tribution dans S1Φ, donne de très bons résultats de manière générale. L’ajout d’une
seconde distribution libre, la loi t5 dans S2, semble moins significative que dans le cas
des lois normales contaminées.
Lorsque la distribution sous-jacente est la loi normale contaminée F (·; 0.25, 7), nous
n’observons plus de perte importante d’efficacité pour les estimateurs compromis, sauf
pour S1Φ lorsque n = 10.
Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 72.7 87.8 91.8 98.3 100 85.2 100 78.3
S1Φ 94.0 99.0 99.0 95.9 91.6 98.9 88.3 44.7
S2 84.4 96.8 98.4 100 97.0 95.1 93.5 62.0
Moyenne 100 94.9 89.6 53.2 19.4 96.9 16.8 0.0
Médiane 63.4 76.2 80.9 86.5 88.9 73.2 83.1 100
Huber 92.9 100 100 93.0 81.4 100 64.2 35.9
Bisquare 89.3 97.3 98.3 96.7 86.1 98.4 79.5 77.8
Tab. 3.13: Efficacité relative (en %) des estimateurs de lieu considérés, pour différentes
distributions sous-jacentes. Taille de l’échantillon : n = 20.
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Finalement, lorsque n = 20, les trois estimateurs compromis présentent une meilleure
efficacité relative que l’estimateur de Huber, si la loi sous-jacente est la loi Slash, bien
que la médiane reste de loin le meilleur choix dans ce cas.
Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 2.2 1.8 2.0 1.1 0.0 1.9 0.0 33.1
S1Φ 1.5 0.1 0.9 1.2 2.0 0.8 2.2 25.3
S2 2.0 1.1 1.3 0.0 1.1 1.4 1.4 29.1
Moyenne 0.0 1.8 2.2 3.4 3.5 1.9 1.3 0.1
Médiane 2.4 2.1 2.1 1.9 1.8 2.2 2.4 0.0
Huber 1.4 0.9 0.0 1.7 2.6 0.0 2.6 5.85
Bisquare 2.1 1.2 1.1 1.5 2.1 1.1 2.8 5.18
Tab. 3.14: Ecart-type (en %) de l’efficacité relative de chaque estimateur, estimé à
l’aide de la méthode du jackknife. Taille de l’échantillon : n = 10.
La table 3.14 montre l’écart-type estimé de l’efficacité relative pour chaque estimateur.
Nous remarquons que les écarts-types pour les estimateurs compromis sont légèrement
plus faibles que dans le cas de stratégies basées sur des lois normales contaminées,
comme présenté auparavant. Par contre, lorsque la loi sous-jacente est la loi Slash, ce
n’est pas le cas. A nouveau, lorsque la taille de l’échantillon varie, ces écarts-types se
comportent de manière similaire.
n = 5 n = 10 n = 20
S1 74.2 74.1 72.7
S1Φ 63.0 67.1 88.3
S2 78.3 82.8 84.4
Moyenne 25.8 18.5 16.8
Médiane 69.1 68.7 63.4
Huber 51.6 50.1 64.2
Bisquare 68.4 67.9 79.5
Tab. 3.15: Efficacité relative minimale (en %) des estimateurs de lieu considérés parmi
toutes les distributions sous-jacentes, exceptée la distribution Slash.
La table 3.15 montre la même approche minimax que dans le cas des lois normales
contaminées. De ce point de vue, nous remarquons que S2 est supérieur à S1, tandis
que S1Φ devrait être évité pour des petits échantillons. Pour n = 20 par contre, ce
dernier est même le meilleur estimateur parmi ceux considérés. De manière générale,
nous pouvons dire également que S2 est un excellent choix, quelle que soit la taille de
l’échantillon.
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Fig. 3.10: Boxplots des résultats des simulations pour différentes loi sous-jacentes. En
jaune, l’estimateur possédant l’efficacité relative maximale. La ligne rouge représente
la vraie valeur du paramètre de lieu µ. Taille de l’échantillon : n = 10.
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Fig. 3.11: Boxplots des résultats des simulations pour différentes loi sous-jacentes. En
jaune, l’estimateur possédant l’efficacité relative maximale. La ligne rouge représente
la vraie valeur du paramètre de lieu µ. Taille de l’échantillon : n = 20.
Les tables 3.16, 3.17 et 3.18 présentent les résultats de simulations de Monte-Carlo pour
le paramètre d’échelle, similaires à celles réalisées pour le paramètre de lieu. Les esti-
mateurs pris en considération sont les trois estimateurs de Pitman compromis S1, S1Φ
et S2, l’estimateur usuel de l’écart-type s, la déviation absolue médiane, et la distance
interquartile empirique de l’échantillon.
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Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 82.2 88.2 94.8 98.7 100 88.0 100 100
S1Φ 88.3 94.1 98.7 99.3 98.0 94.7 96.2 97.7
S2 87.3 93.1 98.2 100 98.8 93.6 97.4 97.2
s 100 100 100 92.0 74.5 100 77.8 46.5
MAD 31.6 36.0 38.9 50.6 58.7 32.0 75.9 86.0
DIQ 36.0 36.7 41.6 51.4 58.3 35.0 69.3 81.7
Tab. 3.16: Efficacité relative (en %) du log des estimateurs d’échelle considérés, pour
différentes distributions sous-jacentes. Taille de l’échantillon : n = 5.
Lorsque G = Φ, l’estimateur habituel de l’écart-type présente à chaque fois la variance
la plus faible. C’est également dans ce cas que les trois estimateurs compromis basés
sur des lois t sont le moins performants. Leur efficacité relative chute lorsque la taille de
l’échantillon augmente, et ce également pour S1Φ qui contient pourtant la loi normale
centrée et réduite.
Dans tous les autres cas, et pour toutes les tailles d’échantillon, les estimateurs compro-
mis se comportent très bien. Parmi eux, S2 est souvent le meilleur, notamment lorsque
n = 20. A noter toutefois que c’est S1 qui se comporte le mieux lorsque la distribution
sous-jacente est la loi normale contaminée avec ε = 0.25 et k = 7.
Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 78.0 88.3 95.3 99.0 100 85.1 100 86.5
S1Φ 86.9 93.0 97.9 98.2 98.4 92.1 89.4 86.7
S2 85.2 94.2 100 100 99.5 91.3 93.2 86.2
s 100 100 96.6 67.1.0 44.5 100 68.9 18.0
MAD 38.7 44.5 52.1 65.9 76.6 45.8 99.4 100
DIQ 40.6 47.0 54.9 64.8 75.6 47.3 87.6 90.0
Tab. 3.17: Efficacité relative (en %) du log des estimateurs d’échelle considérés, pour
différentes distributions sous-jacentes. Taille de l’échantillon : n = 10.
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Φ t10 t6 t3 t2 ε = 0.05 ε = 0.25 Slash
Estimateur k = 2 k = 7
S1 68.8 85.9 96.5 98.6 100 91.7 95.5 99.2
S1Φ 77.9 91.4 93.6 91.5 95.7 97.5 89.7 97.7
S2 77.2 94.0 100 100 99.0 99.8 89.6 97.3
s 100 100 88.2 50.2 29.2 100 60.7 48.7
MAD 37.0 45.3 56.8 57.5 75.0 47.6 100 100
DIQ 39.0 47.2 58.9 58.7 76.2 51.1 96.1 86.6
Tab. 3.18: Efficacité relative (en %) du log des estimateurs d’échelle considérés, pour
différentes distributions sous-jacentes. Taille de l’échantillon : n = 20.
3.5 Généralisation à la régression linéaire
Nous présentons dans ce qui suit la généralisation des estimateurs de Pitman au cas de
la régression linéaire simple, ainsi que les résultats de simulations pour des estimateurs
compromis basés sur des lois t de Student.
Considérons le modèle de régression linéaire habituel
y = β0 + β1x1 + . . .+ βpxp + σ ·E
=
 1 x11 · · · xp1... ... ...
1 x1n · · · xpn
 ·
 β0...
βp
+ σ
 E1...
En

= Xβ + σ ·E,
où
• y ∈ Rn est le vecteur des réponses ;
• x1, . . . ,xp ∈ Rn sont les vecteurs des covariables ;
• X ∈ Rn×(p+1) est la matrice du plan d’expériences, ci-après appelée matrice de
design ;
• β = (β0, . . . , βp) ∈ Rp+1 sont les paramètres inconnus de la régression ;
• E1, . . . , En est un échantillon indépendant provenant d’une loi F connue, supposée
symétrique autour de 0.
Définition 3.5.1. Un estimateur, ou une statistique, βˆ = βˆ(y) est dit(e) équivariant(e)
pour la régression et l’échelle s’il (elle) vérifie la propriété suivante :
βˆ(ay +Xb) =
 βˆ0(ay +Xb)...
βˆp(ay +Xb)
 = a
 βˆ0(y)...
βˆp(y)
+ b = aβˆ(y) + b,
pour tout a > 0, et pour tout b ∈ Rp+1.
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Remarque 3.5.2. Soit βˆ un estimateur équivariant pour la régression, et considérons le
cas où p = 1 :
yi = β0 + β1xi + σ · Ei, (i = 1, . . . , n),
où nous avons écrit xi au lieu de x1i.
Si les observations y sont multipliées par une constante a, comme par exemple pour un
changement d’unité de mesure, alors chaque estimateur βˆk, k = 0, 1, est multiplié par
la même constante. Si une constante b0 est ajoutée à toutes les observations, alors βˆ0
est augmenté de cette même constante. Finalement, si l’on ajoute un multiple b1 de xi
à chaque yi, alors l’estimateur βˆ1 est également augmenté de b1.
Définition 3.5.3. Un estimateur, ou une statistique σˆ = σˆ(y) est dit(e) invariant(e)
pour le lieu et équivariant(e) pour l’échelle s’il (elle) vérifie la propriété suivante :
σˆ(ay +Xb) = aσˆ(y),
pour tout a > 0 et pour tout b ∈ Rp+1.
Exemple 3.5.4. L’estimateur habituel des moindres carrés pour les paramètres de ré-
gression, donné par
βˆ(y) = (XTX)−1XTy,
est un estimateur équivariant pour la régression et l’échelle.
De manière similaire à l’estimation du paramètre de lieu, nous introduisons alors la
configuration c, définie par
c = σˆ(y)−1
(
y −Xβˆ(y)
)
,
où βˆ est une statistique équivariante pour la régression et l’échelle, et σˆ est une statis-
tique invariante pour le lieu et équivariante pour l’échelle.
Nous cherchons, parmi les estimateurs T(y) = (T0(y), . . . , Tp(y)) de β équivariants
pour la régression et l’échelle, celui qui minimise une quantité analogue au carré moyen
de l’erreur, qui reste à déterminer. En effet, il convient de définir le carré moyen de
l’erreur pour un vecteur de taille p+ 1. Une possibilité est de considérer la trace de la
matrice suivante :
MF =
[
EF
(
(T(y)− β) (T(y)− β)T
)]
.
Nous posons alors le carré moyen de l’erreur de l’estimateur T comme étant
CMEF (T(y)) = Tr(MF ) = EF
(
(T(y)− β)T (T(y)− β)
)
=
p∑
k=0
EF
(
(Tk(y)− βk)2
)
.
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Remarque 3.5.5. Le choix de ce critère impose de manière implicite que les compo-
santes du vecteur β sont telles que l’importance des erreurs est la même pour chacune.
Autrement dit, un changement d’échelle des covariables X est nécessaire, afin que les
βk soient comparables.
En introduisant le système de coordonnées
y = Xb+ sc,
où b = (b0, . . . , bp) ∈ Rp+1, et s > 0, nous pouvons comme précédemment nous res-
treindre au carré moyen de l’erreur conditionnel
cCMEF (T(y) | c) =
p∑
k=0
EF
(
(Tk(y)− βk)2
∣∣ c) .
En supposant sans perte de généralité que β = 0, et en utilisant l’équivariance de T,
nous obtenons que l’estimateur de Pitman pour les paramètres de régression est donné
par
TF (c) =
 TF,0(c)...
TF,p(c)
 = − 1EF (s2 | c)
 EF (sb0 | c)...
EF (sbp | c)
 .
Les espérances conditionnelles sont à calculer à l’aide de la distribution conditionnelle
conjointe de s, b0, . . . , bp, sachant c, donnée, à une constante près, par
f(s, b0, . . . , bp | c) ∝ sn−p−2
n∏
i=1
f(sci + [Xb]i),
où f est la densité de la loi F, et [Xb]i est la i−ème composante du vecteur Xb.
Remarque 3.5.6. Les espérances conditionnelles sont à évaluer en p+ 2 dimensions, ce
qui augmente grandement la difficulté de calcul lorsqu’une solution directe n’existe pas,
comme c’est le cas pour la plupart des distributions F.
3.5.1 Estimateurs bi-optimaux pour la régression
O’Brien (1984) a généralisé la construction des estimateurs bi-optimaux présentée ci-
dessus au cas de la régression linéaire. Son approche est tout à fait identique, définissant
l’estimateur bi-optimal T comme celui minimisant la quantité
piCMEF1(T) + (1− pi)CMEF2(T), pi ∈ [0, 1].
A nouveau, le résultat d’un tel problème est une combinaison linéaire des estimateurs
de Pitman pour la régression correspondant aux distributions F1 et F2.
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Au lieu d’utiliser un compromis entre la loi normale et la loi Slash, l’estimateur de
Pitman pour la régression associé à cette dernière étant impossible à calculer de ma-
nière directe, O’Brien propose un compromis basé sur une distribution semblable à la
loi normale contaminée : la loi normale k-wild.
Définition 3.5.7. Un échantillon e1, . . . , en provient d’une loi normale k-wild (0 ≤ k <
n) si n− k des ei proviennent d’une loi normale standard, et les k restants proviennent
d’une loi normale d’écart-type 10.
Dans ce cas, les estimateurs de Pitman pour la régression sont directement calculables
(voir aussi Fraser, 1979).
Nous proposons donc d’utiliser également la même approche que précédemment, en
construisant un estimateur de Pitman compromis pour la régression comme suit :
T =
∑m
j=1w(Fj)TFj∑m
j=1w(Fj)
,
pour des distributions de compromis F1, . . . , Fm appartenant à un ensemble de lois pré-
défini F , et pour w(·) une fonction de poids positive. Dans ce qui suit, nous présentons
les résultats pour un estimateur compromis pour la régression basé sur des lois t de
Student, de divers degrés de liberté.
3.5.2 Simulations dans le cas de lois t de Student
Dans cette section, nous présentons les résultats de simulations de Monte-Carlo, pour
des estimateurs de Pitman compromis basés sur des lois t de Student. Comme aupara-
vant, nous utiliserons le terme de stratégie afin de désigner un tel estimateur.
Nous allons comparer les mêmes stratégies que lors du cas du paramètre de lieu simple,
à savoir les stratégies S1, S1Φ et S2, construites de la manière suivante :
Stratégie Lois
S1 t2
S1Φ t2 et Φ
S2 t2 et t5
Les autre estimateurs pour la régression pris en compte sont :
• l’estimateur habituel des moindres carrés, noté LS ;
• l’estimateur L1, minimisant la somme des écarts absolus ;
• le M-estimateur associé à la fonction ψ de Huber ;
• le M-estimateur associé à la fonction du Bisquare de Tukey.
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Remarque 3.5.8. Pour les M-estimateurs, les constantes et la méthode d’estimation de
l’échelle sont les mêmes que dans la remarque 3.3.2.
Dans chacune des situations présentées ci-dessous, la performance de chaque estimateur
βˆ considéré sera donnée par les quantités suivantes : la moyenne de l’erreur L1, et la
variance totale, définies ci-dessous.
Définition 3.5.9. Soit βˆ un estimateur des paramètres de régression β, soit i =
1, . . . , N l’indice d’un échantillon, et notons βˆi = (βˆ0,i, . . . , βˆp,i) la valeur prise par βˆ
dans le cas de l’échantillon i. Nous définissons la moyenne de l’erreur L1 totale de βˆ
par :
MET1(βˆ) =
p∑
k=1
1
N
N∑
i=1
(∣∣∣βˆk,i − βk∣∣∣) .
Pour une collection d’estimateurs Tl, l = 1, . . . , L de β, nous définissons l’excès relatif
de l’erreur L1 totale de Tj par :
ER1(Tj) =
MET1(Tj)
minl=1,...,LMET1(Tl)
− 1.
L’excès relatif de l’erreur L1 totale représente donc une standardisation de la moyenne
de l’erreur L1 totale par rapport à l’estimateur présentant l’erreur L1 totale la plus
faible.
Définition 3.5.10. Soit βˆ un estimateur des paramètres de régression β, soit i =
1, . . . , N l’indice d’un échantillon, et notons βˆi = (βˆ0,i, . . . , βˆp,i) la valeur prise par βˆ
dans le cas de l’échantillon i. La variance totale de βˆ est définie par :
TotVar(βˆ) =
p∑
k=1
1
N − 1
N∑
i=1
(
βˆk,i − βˆk
)2
,
où βˆk = N−1
∑N
i=1 βˆk,i.
Pour une collection d’estimateurs Tl, l = 1, . . . , L de β, nous définissons l’efficacité
relative totale de Tj par :
EFFT(Tj) =
minl=1,...,LTotVar(Tl)
TotVar(Tj)
.
L’efficacité relative totale représente donc une standardisation de la variance totale
d’un estimateur, par rapport à l’estimateur présentant la variance totale la plus faible.
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Designs fixes dans le cas de la régression linéaire simple
La performance des estimateurs de régression dépend de manière significative du design
X. Dès lors, il convient d’étudier le comportement des différents estimateurs considé-
rés pour des designs fixes, choisis à l’avance. Dans ce qui suit, nous nous intéresserons
plus particulièrement au cas de la régression simple, pour des échantillons de taille
n = 20. Les designs que nous utiliserons, également présentés dans Morgenthaler et
Tukey (1991), sont symétriques autour de 0, et dès lors l’estimation d’un βk n’aura
qu’une influence minimale sur l’autre et pourra être négligée. Dans chaque cas, 1000
échantillons seront générés.
Design A Design B Design C
Valeur xi hii Valeur xi hii Valeur xi hii
±2.375 0.1857 ±2.25 0.1129 ±2.00 0.100
±2.125 0.1586 ±2.25 0.1129 ±2.00 0.100
±1.875 0.1346 ±2.00 0.0997 ±2.00 0.100
±1.625 0.1135 ±2.00 0.0997 ±2.00 0.100
±1.375 0.0955 ±2.00 0.0997 ±2.00 0.100
±1.125 0.0805 ±2.00 0.0997 ±2.00 0.100
±0.875 0.0684 ±2.00 0.0997 ±2.00 0.100
±0.625 0.0594 ±2.00 0.0997 ±2.00 0.100
±0.375 0.0534 ±1.75 0.0880 ±2.00 0.100
±0.125 0.0504 ±1.75 0.0880 ±2.00 0.100
Design D Design E Design F
Valeur xi hii Valeur xi hii Valeur xi hii
±2.74084 0.2994 ±7.375 0.4411 ±12.375 0.5050
±1.82455 0.1605 ±2.125 0.0825 ±2.125 0.0634
±1.35455 0.1109 ±1.875 0.0753 ±1.875 0.0604
±1.03609 0.0856 ±1.625 0.0690 ±1.625 0.0578
±0.79493 0.0710 ±1.375 0.0636 ±1.375 0.0556
±0.60077 0.0620 ±1.125 0.0591 ±1.125 0.0538
±0.43825 0.0564 ±0.875 0.0555 ±0.875 0.0523
±0.29849 0.0530 ±0.625 0.0528 ±0.625 0.0512
±0.17589 0.0510 ±0.375 0.0510 ±0.375 0.0504
±0.06669 0.0501 ±0.125 0.0501 ±0.125 0.0500
Design G Design H Design I
Valeur xi hii Valeur xi hii Valeur xi hii
±12.375 0.4069 ±12.375 0.2964 ±1.84174 0.2461
±7.125 0.1683 ±12.125 0.2865 ±1.39220 0.1621
±1.875 0.0582 ±1.875 0.0557 ±1.12105 0.1227
±1.625 0.0562 ±1.625 0.0542 ±0.91401 0.0983
±1.375 0.0544 ±1.375 0.0530 ±0.74022 0.0817
±1.125 0.0529 ±1.125 0.0520 ±0.58638 0.0699
±0.875 0.0518 ±0.875 0.0512 ±0.44537 0.0615
±0.625 0.0509 ±0.625 0.0506 ±0.31280 0.0557
±0.375 0.0503 ±0.375 0.0502 ±0.18563 0.0520
±0.125 0.0500 ±0.125 0.0501 ±0.06152 0.0502
Tab. 3.19: Designs fixes et valeurs diagonales correspondantes de la matrice
X(XTX)−1XT .
Les 9 designs présentés dans la table 3.19 ont été construits afin de couvrir un large
spectre, allant de situations où aucun point de levier n’existe, à des situations à points
de levier multiples. Chaque point xi, i = 1, . . . , 20 du design est accompagné par la
valeur diagonale correspondante de la matrice X(XTX)−1XT , notée hii. La taille de
l’échantillon étant n = 20, la valeur moyenne de la diagonale de cette matrice est
p/n = 0.1. Les points tels que la valeur diagonale est supérieure à 2p/n = 0.2 peuvent
être considérés comme des points de levier. Pour plus de détails concernant les points
de levier, voir Belsley et al. (1980).
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Fig. 3.12: Les différents designs et leur kurtosis respective. Les designs ont été remis
à l’échelle de telle sorte que leur deuxième moment soit 1. Le design C a été dessiné
à −2.5 au lieu de −2, pour des raisons de lisibilité. Les points en noir sont des points
multiples.
Le design A est composé de points répartis de manière régulière. Les designs B et C
sont formés de deux groupes distincts de points. Le design D quant à lui est constitué
des médianes des statistiques d’ordre pour une loi double-exponentielle, de même que
le design I pour une loi normale. Les designs E, F, G et H sont des modifications du
design A, qui contiennent une ou plusieurs paires de points de levier symétriques.
La table 3.20 présente les résultats pour les designs fixes, dans le cas où la loi sous-
jacente des erreurs G est la loi normale standard Φ. Dans cette situation, l’estimateur
des moindres carrés (LS) est le meilleur choix, quel que soit le design. Parmi les es-
timateurs de Pitman compromis pour la régression, S1Φ est celui qui se comporte le
mieux, présentant une erreur L1 relative de l’ordre de 3% au maximum, et une perte
d’efficacité totale relative comprise entre 5 et 7%. Ceci peut s’expliquer par le fait que
la taille de l’échantillon, n = 20, est relativement importante, et ainsi le poids attribué
à Φ dans le compromis S1Φ est relativement important et proche de 1. S2 se comporte
quant à lui mieux que S1, puisqu’il comporte une distribution plus proche de Φ.
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Estim. A B C D E F G H I
S1 ER1 11.5 13.1 11.2 11.1 9.2 5.6 9.3 7.4 11.9
EFFT 82.4 77.2 79.3 82.2 82.9 88.6 83.8 88.5 80.8
S1Φ ER1 2.5 3.3 2.7 2.4 3.2 1.2 2.9 1.6 3.4
EFFT 95.1 93.0 94.0 95.6 95.1 95.1 96.9 95.8 93.8
S2 ER1 6.6 7.7 6.7 6.1 5.6 2.5 5.7 4.1 7.2
EFFT 89.3 84.8 86.9 89.4 89.8 92.9 91.2 92.0 87.5
LS ER1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
EFFT 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Huber ER1 1.5 2.4 2.1 1.0 1.2 0.0 2.1 1.6 2.3
EFFT 97.2 95.1 96.1 97.4 98.0 97.5 96.9 95.8 95.9
Tukey ER1 4.0 5.3 5.2 5.9 2.8 3.1 5.7 4.1 4.7
EFFT 92.9 89.2 90.1 88.8 92.4 90.7 88.6 92.0 91.5
L1 ER1 23.4 27.9 30.0 31.4 19.9 30.2 31.4 28.7 29.2
EFFT 66.4 58.4 58.9 59.3 66.4 57.4 58.5 59.0 61.6
Tab. 3.20: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés et les différents designs. Loi sous-jacente :G = Φ.
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Fig. 3.13: Variance totale et erreur L1 totale en fonction de la kurtosis des designs.
Distribution sous-jacente G = Φ. Le design C a été dessiné à −2.5 au lieu de −2, pour
des raisons de lisibilité.
La figure 3.13 montre le comportement de la variance totale et de l’erreur L1 totale
des estimateurs considérés en fonction de la kurtosis des designs (l’estimateur L1 a été
ignoré pour des raisons de lisibilité). Nous pouvons remarquer que le comportement
est identique pour chaque estimateur. La variance totale de chacun présente une aug-
mentation significative pour les designs A, I et D, et est globalement stable pour les
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autres designs, et la présence de points de levier ne se fait sentir dans ce cas que pour
les designs E et F.
La table 3.21 présente les résultats obtenus dans le cas des designs fixes lorsque la
distribution sous-jacente est la loi t de Student avec 6 degrés de liberté, une distri-
bution possédant des queues modérées. Dans ce cas, nous observons que l’estimateur
des moindres carrés présente une perte d’efficacité totale de l’ordre de 10 à 12% au
maximum, par rapport au M-estimateur de Huber, qui est le meilleur dans la grande
majorité des cas. Les trois estimateurs compromis se comportent relativement bien.
S1Φ et S2 sont très similaires, et ceci peut s’expliquer par le fait que dans la stratégie
S1Φ un poids relativement important semble être donné à la distribution Φ, qui est
relativement proche de la distribution t6, tandis que dans la stratégie S2, c’est vrai-
semblablement la distribution t5 qui a le plus d’importance. La stratégie S1 est quant
à elle légèrement en retrait, puisqu’elle ne contient que la distribution t2, qui possède
des queues lourdes. La perte d’efficacité totale et l’erreur L1 totale sont du même ordre
que l’estimateur des moindres carrés.
Estim. A B C D E F G H I
S1 ER1 3.3 6.0 3.9 2.9 3.3 2.0 2.5 1.5 3.5
EFFT 93.3 89.3 92.0 93.5 92.4 94.1 92.9 97.3 93.1
S1Φ ER1 0.0 1.4 0.6 0.5 0.0 0.0 0.0 0.8 0.3
EFFT 100.0 97.9 99.0 98.7 100.0 100.0 100.0 99.0 99.1
S2 ER1 0.8 2.6 1.4 0.9 1.1 0.6 0.6 0.0 0.7
EFFT 98.2 96.0 97.5 98.2 97.6 98.0 97.5 100.0 98.0
LS ER1 3.3 5.7 5.4 4.3 1.5 2.3 1.9 3.8 5.2
EFFT 90.3 90.1 88.3 90.5 96.0 96.0 95.1 90.7 90.2
Huber ER1 1.0 0.0 0.0 0.0 0.4 0.6 0.0 0.0 0.0
EFFT 98.5 100.0 100.0 100.0 99.2 100.0 100.0 99.6 100.0
Tukey ER1 3.3 2.3 1.1 2.1 2.2 3.5 1.9 0.8 1.7
EFFT 93.1 96.0 97.0 94.9 95.3 87.3 92.9 97.3 95.9
L1 ER1 14.5 23.1 22.0 16.6 17.9 22.2 12.6 23.4 18.2
EFFT 75.1 66.1 66.2 72.8 72.0 63.2 75.0 66.4 72.2
Tab. 3.21: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés et les différents designs. Loi sous-jacente :G = t6.
La figure 3.14 montre le comportement de la variance totale et de l’erreur L1 totale
en fonction de la kurtosis des designs (l’estimateur L1 a été ignoré pour des raisons de
lisibilité). A nouveau, le comportement global est le même pour chaque estimateur.
Finalement, la table 3.22 présente les résultats dans le cas où la loi sous-jacente des
erreurs est la distribution de Student avec 2 degrés de liberté. Dans ce cas, l’estimateur
de Pitman S1 basé sur cette même distribution est le meilleur choix, sauf dans le cas
du design A. L’estimateur compromis S2 est quant à lui relativement proche de S1 en
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termes de performances, ne présentant qu’environ 3% d’erreur L1 supplémentaires, et
une perte d’efficacité relative de l’ordre de 8% au maximum. Comme t2 est utilisée
comme distribution de compromis dans S2, ces résultats sont parfaitement compréhen-
sibles et étaient attendus. Par contre, la performance de l’estimateur compromis S1Φ est
plus étonnante. En effet, la distribution t2 est également utilisée dans ce compromis, et
pourtant l’estimateur présente une efficacité totale relative d’environ 50% seulement,
ainsi que 30% d’erreur L1 supplémentaires. Pourtant, dans chacun des autres cas, il
nous avait semblé que le nombre d’observations était suffisamment important afin de
favoriser significativement la distribution de compromis la plus proche de la distribu-
tion sous-jacente réelle.
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Fig. 3.14: Variance totale et erreur L1 totale en fonction de la kurtosis des designs.
Distribution sous-jacente G = t6. Le design C a été dessiné à −2.5 au lieu de −2, pour
des raisons de lisibilité.
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Estim. A B C D E F G H I
S1 ER1 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
EFFT 99.1 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
S1Φ ER1 22.3 31.3 23.3 24.7 13.5 16.1 24.1 21.5 24.9
EFFT 59.2 42.9 59.8 55.4 70.1 60.2 42.9 61.1 49.4
S2 ER1 0.0 1.3 0.6 1.3 0.6 2.4 3.4 3.5 1.6
EFFT 100.0 96.9 98.7 98.0 97.4 97.3 92.7 94.3 97.5
LS ER1 67.5 88.9 73.9 71.6 42.5 39.6 58.9 54.0 68.6
EFFT 24.8 15.5 25.8 21.1 47.9 27.0 17.9 28.7 19.3
Huber ER1 6.2 11.8 7.3 9.6 7.2 8.3 10.7 9.1 8.8
EFFT 90.5 79.5 86.1 83.6 82.0 83.5 76.1 84.6 84.7
Tukey ER1 4.3 6.7 6.4 4.9 4.7 6.1 5.7 2.5 6.1
EFFT 93.9 87.9 90.2 90.0 86.7 79.8 83.6 97.1 87.7
L1 ER1 15.2 16.6 15.3 10.2 10.9 11.6 11.9 15.8 11.9
EFFT 75.8 72.6 74.1 77.9 81.1 81.6 72.9 71.7 79.3
Tab. 3.22: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés et les différents designs. Loi sous-jacente :G = t2.
La figure 3.15 montre le comportement de la variance totale et de l’erreur L1 totale
de chaque estimateur en fonction de la kurtosis des designs. Comme auparavant, le
comportement global est similaire dans chaque cas. On remarque cette fois-ci que les
estimateurs des moindres carrés et S1Φ sont nettement moins performants.
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Fig. 3.15: Variance totale et erreur L1 totale en fonction de la kurtosis des designs.
Distribution sous-jacente G = t2. Le design C a été dessiné à −2.5 au lieu de −2, pour
des raisons de lisibilité.
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Finalement, la table 3.23 donne les estimations de l’écart-type des quantités présentées
dans la table 3.22, obtenues grâce à la méthode du jackknife. On remarque que l’esti-
mateur de Pitman compromis S1Φ semble extrêmement sensible lorsqu’on le compare
aux deux autres estimateurs compromis.
Estim. A B C D E F G H I
S1 ER1 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
EFFT 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
S1Φ ER1 3.1 4.3 3.0 3.1 2.3 3.1 4.0 2.8 3.6
EFFT 4.9 11.7 3.5 5.2 3.9 10.2 9.3 5.3 7.4
S2 ER1 0.0 0.7 0.6 0.6 0.6 0.7 0.7 0.6 0.5
EFFT 0.0 1.2 1.0 1.3 1.4 1.8 1.6 1.2 1.0
LS ER1 6.4 8.8 6.2 7.2 4.7 6.6 8.3 5.7 7.5
EFFT 3.4 6.8 2.5 3.8 4.1 10.6 6.2 5.0 4.9
Huber ER1 1.1 1.8 1.6 1.7 1.6 1.8 1.7 1.4 1.5
EFFT 1.7 2.5 2.5 2.9 2.9 4.2 3.2 2.4 2.3
Tukey ER1 1.1 1.3 1.2 1.4 1.4 2.1 1.4 1.2 1.2
EFFT 1.8 2.1 2.1 3.3 3.3 7.6 4.7 2.1 2.1
L1 ER1 1.9 2.1 1.7 1.9 2.0 2.2 2.1 2.1 1.8
EFFT 2.4 2.3 2.1 2.8 3.1 3.4 3.7 2.8 2.6
Tab. 3.23: Ecart-type estimé de l’excès relatif de l’erreur L1 totale (ER1) et de l’ef-
ficacité relative totale (EFFT) (en %) pour les estimateurs considérés et les différents
designs. Loi sous-jacente : G = t2.
Designs aléatoires
Dans cette section, nous présentons les résultats de simulations de Monte-Carlo pour
des designs générés aléatoirement, avec des échantillons de tailles différentes et diverses
distributions sous-jacentes. Nous présentons à nouveau le cas de la régression linéaire
simple (p = 1), mais également le cas de la régression linéaire multiple (p = 3). Dans
chaque cas, 1000 échantillons ont été générés. Les points du design ont quant à eux été
générés de manière indépendante suivant une loi normale standard :
xij
iid∼ N (0, 1), ∀i = 1, . . . , p, ∀j = 1, . . . , n.
La table 3.24 présente les résultats dans le cas de la régression linéaire simple (p = 1)
pour des échantillons de taille n = 10. Dans le cas où G = Φ, l’estimateur des moindres
carrés LS présente les meilleures performances, tandis que les estimateurs de Pitman
compromis S1Φ et S2 se comportent relativement bien. La stratégie S1 est nettement
moins performante, puisqu’elle ne contient que la distribution t2, une loi à queues rela-
tivement lourdes. Pour des lois sous-jacentes avec des queues modérées, comme les lois
t10, t6 ou encore la loi normale contaminée avec ε = 0.05 et k = 2, les estimateurs de
Pitman compromis se comportent de manière très satisfaisante, seul S1 étant quelque
peu en difficulté dans le dernier cas. Dans le cas d’une loi à queues lourdes, comme
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les lois t3, t2 ou la loi normale contaminée avec ε = 0.25 et k = 7, c’est alors S1Φ qui
est clairement la moins performante des stratégies de compromis. S1 est la plus per-
formante, tandis que S2 présente tout de même un excès d’erreur L1 de l’ordre de 7%
dans le cas de la loi normale contaminée.
ε = 0.05 ε = 0.25
Estim. Φ t10 t6 t3 t2 k = 2 k = 7
S1 ER1 7.3 4.6 2.6 0.0 0.0 6.2 0.0
EFFT 87.4 90.4 94.0 100.0 100.0 88.7 100.0
S1Φ ER1 2.2 0.4 0.0 2.5 13.4 1.4 25.8
EFFT 96.1 98.1 99.4 90.4 66.0 96.7 69.3
S2 ER1 4.4 2.2 0.8 0.4 2.1 3.4 7.4
EFFT 92.0 94.6 97.9 96.1 93.0 93.5 88.4
LS ER1 0.0 0.9 2.0 12.5 36.9 0.6 63.0
EFFT 100.0 98.7 95.1 70.6 37.3 97.0 42.6
Huber ER1 0.9 0.0 0.1 4.2 10.4 0.0 24.2
EFFT 98.5 100.0 100.0 81.8 74.9 100.0 65.0
Tukey ER1 4.2 3.7 2.9 3.0 5.5 3.6 9.0
EFFT 92.4 91.2 92.1 84.9 85.3 93.1 78.6
L1 ER1 24.5 23.3 18.0 5.0 9.0 25.4 5.9
EFFT 62.7 65.1 69.1 79.3 84.8 63.8 90.0
Tab. 3.24: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés pour différentes lois sous-jacentes des erreurs.
Cas de la régression linéaire simple (p = 1). Taille de l’échantillon n = 10.
La table 3.25 présente les résultats dans le cas de la régression linéaire simple (p = 1)
pour des échantillons de taille n = 20. Globalement, les résultats sont comparables à
ceux obtenus pour des échantillons plus petits. Les estimateurs de Pitman compromis
se comportent bien de manière générale, sauf la stratégie S1Φ dans les cas où G = t2
ou G = F (·; 0.25, 7). Il semble que le fait de doubler la taille de l’échantillon ne résulte
pas en une augmentation significative des performances des stratégies comprenant plu-
sieurs distributions. Dans les cas extrêmes, comme G = Φ ou G = t2, il semble que les
stratégies S1Φ et S2 ne bénéficient pas de l’augmentation de la taille de l’échantillon.
En effet, nous pouvions nous attendre à ce que la distribution la plus proche de G dans
chacun des cas prenne le dessus sur la seconde distribution de compromis, ce qui ne
semble pas être le cas. Cette situation se retrouve également lorsque G = F (·; 0.25, 7).
Finalement, on trouvera dans la table 3.26 les écarts-types des quantités présentées,
estimés à l’aide de la méthode du jackknife. Les écarts-types sont comparables lorsque
la taille de l’échantillon vaut n = 10.
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ε = 0.05 ε = 0.25
Estim. Φ t10 t6 t3 t2 k = 2 k = 7
S1 ER1 7.4 5.2 2.5 0.9 0.0 8.9 0.0
EFFT 85.5 90.8 95.8 97.9 100.0 85.6 100.0
S1Φ ER1 1.4 0.6 0.3 6.3 26.8 1.8 50.4
EFFT 96.9 99.0 99.7 88.8 32.7 97.8 44.6
S2 ER1 3.9 2.4 0.0 0.0 1.2 5.0 11.2
EFFT 91.7 95.9 99.8 100.0 97.8 92.1 77.2
LS ER1 0.0 1.3 5.1 25.8 71.6 0.0 124.8
EFFT 100.0 97.1 90.2 62.1 10.5 99.8 19.3
Huber ER1 0.3 0.0 0.0 4.6 7.9 0.4 31.8
EFFT 99.0 100.0 100.0 92.1 85.1 100.0 49.5
Tukey ER1 1.7 1.8 1.5 2.6 4.5 3.7 9.0
EFFT 92.7 95.9 98.3 95.4 91.8 92.8 71.7
L1 ER1 23.7 15.7 15.0 15.6 10.5 21.4 16.3
EFFT 63.5 74.8 76.6 76.1 80.2 67.2 75.7
Tab. 3.25: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés pour différentes lois sous-jacentes des erreurs.
Cas de la régression linéaire simple (p = 1). Taille de l’échantillon n = 20.
ε = 0.05 ε = 0.25
Estim. Φ t10 t6 t3 t2 k = 2 k = 7
S1 ER1 1.6 1.2 1.0 0.8 0.0 1.8 0.0
EFFT 2.5 1.8 2.1 1.1 0.0 2.0 0.0
S1Φ ER1 0.8 0.5 0.1 1.2 5.3 0.9 3.3
EFFT 1.5 0.9 0.9 1.9 12.7 1.1 2.1
S2 ER1 1.3 0.8 0.6 0.0 0.6 1.5 1.1
EFFT 2.1 1.2 1.5 0.0 1.0 1.5 2.2
LS ER1 0.0 0.8 1.0 2.8 11.2 0.0 6.7
EFFT 0.0 1.6 1.8 2.9 5.9 1.4 1.2
Huber ER1 0.7 0.0 0.5 1.0 1.6 0.9 2.7
EFFT 1.1 0.0 0.1 1.9 2.5 0.3 3.2
Tukey ER1 1.0 0.7 1.0 1.1 1.2 1.4 1.9
EFFT 1.7 1.6 1.5 2.4 2.0 1.8 5.7
L1 ER1 2.7 2.3 2.1 2.0 1.7 2.8 2.3
EFFT 2.6 2.8 2.7 2.9 2.5 2.6 3.9
Tab. 3.26: Ecart-type estimé de l’excès relatif de l’erreur L1 totale (ER1) et de l’effi-
cacité relative totale (EFFT) (en %) pour les estimateurs considérés pour différentes
lois sous-jacentes des erreurs. Cas de la régression linéaire simple (p = 1). Taille de
l’échantillon n = 20.
La table 3.27 présente les résultats des simulations dans le cas de la régression linéaire
multiple (p = 3), pour des échantillons de taille n = 10. Lorsque G = Φ, l’estima-
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teur des moindres carrés présente les meilleures performances. Parmi les estimateurs de
Pitman compromis, S1Φ est celui qui se comporte le mieux dans ce cas, tandis que S1
et S2 présentent un excès relatif d’erreur L1 de l’ordre de 7 et 5% respectivement, ainsi
qu’une perte d’efficacité relative totale de l’ordre de 15 et 10% respectivement. Pour
une loi sous-jacente possédant des queues modérées, les trois estimateurs de Pitman
compromis se comportent de manière similaire, bien que S1 reste le moins bon des
trois. Lorsque la loi sous-jacente possède des queues lourdes, on remarque cette fois-ci
que S1Φ et S2 se comportent nettement mieux que dans le cas de la régression linéaire
simple, et ce même avec n = 10 seulement. En effet, lorsque G = t2, les estimateurs S1Φ
et S2 ne présentent qu’un excès relatif d’erreur L1 de 1% au maximum, ainsi qu’une
perte d’efficacité relative de 2%.
La table 3.28 présente les résultats dans le cas de la régression linéaire multiple (p = 3),
pour des échantillons de taille n = 20. A nouveau, les performances des divers estima-
teurs sont comparables aux autres situations. Néanmoins, nous remarquons à nouveau
que l’augmentation de la taille de l’échantillon n’a pas l’effet escompté sur la perfor-
mance des estimateurs compromis comprenant plusieurs distributions, bien que ces
derniers se comportent bien dans la plupart des situations. La table 3.29 quant à elle
présente les estimations des écarts-types de ces quantités, obtenues grâce à la méthode
du jackknife.
ε = 0.05 ε = 0.25
Estim. Φ t10 t6 t3 t2 k = 2 k = 7
S1 ER1 7.3 4.9 2.3 0.1 0.0 3.8 0.0
EFFT 86.4 91.4 93.9 99.3 99.4 91.1 100.0
S1Φ ER1 3.9 2.3 0.1 0.4 0.8 1.5 4.2
EFFT 92.7 95.8 98.6 99.1 98.8 96.0 94.7
S2 ER1 4.8 3.0 0.5 0.0 0.2 2.0 2.7
EFFT 91.2 94.8 97.8 100.0 100.0 94.9 97.1
LS ER1 0.0 0.2 1.5 10.0 35.6 0.2 39.0
EFFT 100.0 99.7 96.7 78.2 25.8 99.6 61.4
Huber ER1 0.3 0.0 0.0 5.1 17.3 0.0 25.6
EFFT 99.5 100.0 100.0 87.7 33.1 100.0 71.1
Tukey ER1 8.8 7.8 3.7 3.4 11.3 5.1 9.2
EFFT 85.2 85.8 92.8 91.6 35.5 88.8 80.7
L1 ER1 20.2 19.1 13.3 8.8 8.7 15.7 5.5
EFFT 68.4 70.2 76.2 84.6 82.1 74.0 83.5
Tab. 3.27: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés pour différentes lois sous-jacentes des erreurs.
Cas de la régression linéaire multiple (p = 3). Taille de l’échantillon n = 10.
90
3.5. Généralisation à la régression linéaire
ε = 0.05 ε = 0.25
Estim. Φ t10 t6 t3 t2 k = 2 k = 7
S1 ER1 9.1 5.3 1.9 0.5 0.0 7.1 0.0
EFFT 82.8 89.3 96.2 99.0 100.0 85.4 100.0
S1Φ ER1 2.4 1.2 0.2 1.2 2.0 1.3 5.1
EFFT 94.5 97.6 99.4 97.2 95.8 96.9 89.1
S2 ER1 4.8 2.4 0.0 0.0 0.7 3.2 4.0
EFFT 90.0 95.0 100.0 100.0 98.7 92.7 91.5
LS ER1 0.0 0.7 6.1 17.6 60.8 0.1 97.0
EFFT 100.0 98.2 87.0 61.4 26.7 99.8 27.9
Huber ER1 1.2 0.0 0.0 2.9 10.2 0.0 36.1
EFFT 96.8 100.0 99.4 94.0 79.3 100.0 52.3
Tukey ER1 6.8 4.7 2.5 4.4 6.3 5.1 6.0
EFFT 85.3 89.8 93.1 90.5 87.1 87.8 81.2
L1 ER1 22.8 16.1 12.0 14.8 8.2 21.3 7.4
EFFT 66.3 72.7 80.1 75.3 83.7 67.0 86.8
Tab. 3.28: Excès relatif de l’erreur L1 totale (ER1) et efficacité relative totale (EFFT)
(en %) pour les estimateurs considérés pour différentes lois sous-jacentes des erreurs.
Cas de la régression linéaire multiple (p = 3). Taille de l’échantillon n = 20.
ε = 0.05 ε = 0.25
Estim. Φ t10 t6 t3 t2 k = 2 k = 7
S1 ER1 0.9 0.8 0.4 0.3 0.0 0.7 0.0
EFFT 1.4 1.4 0.5 0.5 0.0 1.3 0.0
S1Φ ER1 0.5 0.3 0.3 0.3 0.5 0.3 0.5
EFFT 0.8 0.8 0.5 0.6 0.9 0.7 1.2
S2 ER1 0.7 0.5 0.2 0.0 0.2 0.5 0.3
EFFT 1.1 1.1 0.0 0.0 0.5 1.0 0.8
LS ER1 0.0 0.5 0.9 1.9 4.5 0.5 3.7
EFFT 0.0 1.2 2.2 7.3 3.5 1.0 1.2
Huber ER1 0.3 0.0 0.4 0.7 1.1 0.0 1.9
EFFT 0.6 0.0 1.2 1.3 2.3 0.2 1.8
Tukey ER1 0.8 0.7 0.6 0.8 0.9 0.7 1.3
EFFT 1.5 1.4 1.2 1.7 1.9 1.7 2.7
L1 ER1 1.5 1.4 1.2 1.2 1.1 1.4 1.3
EFFT 1.5 1.7 1.6 1.5 1.7 1.5 2.8
Tab. 3.29: Ecart-type estimé de l’excès relatif de l’erreur L1 totale (ER1) et de l’effi-
cacité relative totale (EFFT) (en %) pour les estimateurs considérés pour différentes
lois sous-jacentes des erreurs. Cas de la régression linéaire multiple (p = 3). Taille de
l’échantillon n = 20.
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Fig. 3.16: Boxplots des résultats des simulations pour différentes loi sous-jacentes, dans
le cas de la régression linéaire simple (p = 1). En jaune, l’estimateur possédant l’effi-
cacité relative totale maximale. La ligne rouge représente la vraie valeur du paramètre
de régression β1. Taille de l’échantillon : n = 10.
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Fig. 3.17: Boxplots des résultats des simulations pour différentes loi sous-jacentes, dans
le cas de la régression linéaire simple (p = 1). En jaune, l’estimateur possédant l’effi-
cacité relative totale maximale. La ligne rouge représente la vraie valeur du paramètre
de régression β1. Taille de l’échantillon : n = 20.
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Fig. 3.18: Boxplots des résultats des simulations pour différentes loi sous-jacentes, dans
le cas de la régression linéaire multiple (p = 3). En jaune, l’estimateur possédant l’effi-
cacité relative totale maximale. La ligne rouge représente la vraie valeur du paramètre
de régression β1. Taille de l’échantillon : n = 10.
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Fig. 3.19: Boxplots des résultats des simulations pour différentes loi sous-jacentes, dans
le cas de la régression linéaire multiple (p = 3). En jaune, l’estimateur possédant l’effi-
cacité relative totale maximale. La ligne rouge représente la vraie valeur du paramètre
de régression β1. Taille de l’échantillon : n = 20.
95

Chapitre4
Stratégies de compromis pour la
classification
Les méthodes de classification statistiques sont utilisées afin d’identifier des groupes
(clusters) dans un jeu de données, et ainsi de regrouper les observations qui sont simi-
laires dans un certain sens. Il est également possible de déterminer une règle statistique
permettant l’assignation de nouvelles données au groupe qui leur correspond le mieux.
Ces méthodes statistiques sont utilisées dans quasiment tous les domaines, et plus par-
ticulièrement la médecine, la génétique ou encore la sociologie, et se basent sur un
certain nombre de covariables présentant les différentes caractéristiques des éléments à
classifier.
Les méthodes de classification peuvent être séparées en deux groupes : les méthodes
supervisées, et celles non supervisées. Si les classes des objets sont connues à l’avance,
on parle d’apprentissage supervisé, ou encore d’analyse discriminante. On se base alors
sur les données à disposition afin de déterminer une règle de classification. En médecine
par exemple, grâce aux résultats d’analyses de patients et à la connaissance de leur état
physique (malade, en bonne santé, ou autre), on peut évaluer le risque de maladie d’un
nouveau patient en fonction des résultats de ses analyses personnelles. Ces méthodes,
notamment l’analyse discriminante linéaire ou quadratique, se basent sur des travaux
de Fisher (1936), et l’on pourra consulter McLachlan (1992) pour une synthèse de ces
méthodes.
Au contraire, lorsque l’on ne connaît pas a priori la classe de chacune des observations,
on parle d’apprentissage non supervisé. Les méthodes développées dans ce cas doivent
donc « découvrir » par elles-mêmes la structure cachée des données. Une notion de
distance est souvent requise, afin de quantifier la différence entre deux observations.
Parmi ces méthodes, on peut citer la classification hiérarchique, consistant à fusionner
des classes à chaque étape, selon une mesure de distance entre deux clusters. On obtient
alors une suite de partitions des données, souvent représentée sous la forme d’un arbre
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hiérarchique, aussi appelé dendrogramme (voir par exemple Hastie et al., 2001).
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Fig. 4.1: Un dendrogramme, résultat d’une classification hiérarchique.
Parmi les méthodes non hiérarchiques, citons la méthode des k−moyennes (k−means),
encore appelée méthode des centres mobiles. Cet algorithme est parmi les plus connus
(voir MacQueen, 1967), et est basé sur des centroïdes, ou centres de gravité. En com-
mençant avec k points de départ arbitraires comme centres, on regroupe les observations
suivant leur distance aux centres, puis ces derniers sont mis à jour. Le processus est
réitéré jusqu’à convergence. Cette méthode nécessite peu de temps de calcul, mais dé-
pend fortement du choix initial des centres.
Finalement, nous allons étendre notre idée de stratégie de compromis à la méthode de
la classification floue, également appelée soft clustering. Dans cette méthode, on sup-
pose que les données ont été générées selon un modèle de mélange de distributions de
probabilité dont les paramètres sont inconnus. Il s’agit alors d’estimer ces paramètres,
ainsi que les paramètres du mélange, puis d’affecter chaque observation à la classe pour
laquelle elle présente la plus grande probabilité d’appartenance.
4.1 Classification floue
Wolfe (1970) reformule le problème de la classification non supervisée en un problème
d’estimation de paramètres d’un mélange de distributions de probabilité multivariées.
Il s’agit d’identifier et de décrire les composantes du mélange, à partir d’un échan-
tillon provenant de ce dernier, sans connaissance de la provenance exacte de chaque
observation. Les distributions sont supposées unimodales et sont généralement des lois
statistiques standards. Wolfe utilise la technique du maximum de vraisemblance afin
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d’estimer les paramètres du mélange, et donne une solution exacte dans le cas d’un
mélange de lois normales multivariées.
Notation 4.1.1. Soit g1(x;θ1), g2(x;θ2), . . . , gr(x;θr) r lois de probabilité définies
pour x ∈ Rp, où θj = (θj,1, . . . , θj,qj ) sont les qj paramètres associés à la distribution
gj , j = 1, . . . , r. Soit également pi1, . . . , pir ∈ [0, 1] et tels que
∑r
j=1 pij = 1, les propor-
tions théoriques des observations dans le mélange.
On note alors le mélange des distributions g1, . . . , gr par
g(x) =
r∑
j=1
pijgj(x;θj).
On note également la probabilité d’appartenance à la classe j d’un vecteur x par
P(j | x) = P(j) Pr(x | j)
P(x)
=
pijgj(x;θj)
g(x)
.
Sur la base d’un échantillon de n vecteurs aléatoires provenant du mélange, notés
xi = (xi,1, . . . , xi,p), i = 1, . . . , n,
il s’agit d’estimer les paramètres du mélange, à savoir les valeurs de pij et de θj , j =
1, . . . , r. Wolfe présente l’approche basée sur le maximum de la (log-)vraisemblance. Il
s’agit de maximiser
logL = logL(pi1, . . . , pij ,θ1, . . . ,θj) =
n∑
i=1
log g(xi),
sous la contrainte
∑r
j=1 pij = 1. En utilisant le multiplicateur de Lagrange λ, on forme
la fonction
log L˜ =
n∑
i=1
log g(xi)− λ
 r∑
j=1
pij − 1
 ,
et en égalant les dérivées de log L˜ à 0, on obtient les équations du maximum de vrai-
semblance suivantes :
∂ log L˜
∂pij
=
n∑
i=1
gj(xi;θj)
g(xi)
− λ = 0, j = 1, . . . , r,
∂ log L˜
∂θj,l
=
n∑
i=1
pij
g(xi)
∂gj(xi;θj)
∂θj,l
= 0, j = 1, . . . , r, l = 1, . . . , qj .
En multipliant la première équation par pij , et en sommant sur j, on trouve finalement
que λ = n, et donc
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pˆij =
1
n
n∑
i=1
Pˆ(j | xi),
où
Pˆ(j | xi) = pˆijgj(xi; θˆj)
gˆ(xi)
et gˆ(xi) =
r∑
j=1
pˆijgj(xi; θˆj).
Ainsi, l’estimateur du maximum de vraisemblance pour les proportions du mélange sont
les moyennes sur l’échantillon des probabilités d’appartenance à chacune des classes.
En utilisant également cette probabilité dans la seconde équation du maximum de
vraisemblance, on obtient :
∂ log L˜
∂θj,l
=
n∑
i=1
P(j | xi)∂gj(xi;θj)
∂θj,l
= 0, j = 1, . . . , r, l = 1, . . . , qj .
Remarque 4.1.2. Si toute la population provenait d’une seule classe j, alors les équations
du maximum de vraisemblance pour θj seraient données par
n∑
i=1
∂ log gj(xi;θj)
∂θj,l
= 0, l = 1, . . . , qj .
Ainsi, dans le cas d’un mélange, les équations du maximum de vraisemblance sont la
moyenne pondérée des expressions utilisées traditionnellement, où les poids sont les
probabilités d’appartenance.
Dans le cas général, les équations du maximum de vraisemblance doivent être résolues
de manière numérique. Néanmoins, lorsque les distributions du mélange sont des lois
normales multivariées, une solution explicite existe.
Exemple 4.1.3. Soit gj(x;θj) = gj(x;µj ,Σj) la densité de la loi normale multivariée,
de moyenne µj ∈ Rp et de matrice de variance-covariance Σj ∈ Rp×p. Cette densité est
donnée par
gj(x;µj ,Σj) = (2pi)
−p/2 det(Σj)−1/2 exp
(
−1
2
(x− µj)TΣ−1j (x− µj)
)
.
En prenant les dérivées de la log-vraisemblance par rapport aux éléments de µj et aux
éléments de l’inverse de Σj , les solutions suivantes apparaissent :
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pˆij =
1
n
n∑
i=1
Pˆ(j | xi), j = 1, . . . , r;
µˆj,l =
1
npˆij
n∑
i=1
Pˆ(j | xi)xi,l, j = 1, . . . , r, l = 1, . . . , p;
(σˆj)st =
1
npˆij
n∑
i=1
Pˆ(j | xi)(xi,s − µˆj,s)(xi,t − µˆi,t), j = 1, . . . , r, s, t = 1, . . . , p,
où (σˆj)st représente l’élément de la s−ème ligne et de la t−ème colonne de l’estimateur
Σˆj de la matrice Σj .
A nouveau, nous remarquons que ces équations sont des versions pondérées des équa-
tions habituelles du maximum de vraisemblance dans le cas de la loi normale multi-
variée, où chaque point est pondéré par sa probabilité d’appartenance à la classe en
question.
Les équations ci-dessus permettent de plus l’utilisation d’une méthode itérative pour
atteindre une solution, dans le sens où si l’on possède les estimateurs des paramètres
µˆj et Σj , j = 1, . . . , r, on peut alors déterminer les probabilités d’appartenance de
chaque observation, puis ensuite mettre à jour les estimateurs, et ainsi de suite. Cette
procédure est formalisée dans l’algorithme EM, très souvent utilisé dans la classification
non supervisée, et détaillé dans ce qui suit.
4.1.1 L’algorithme EM
Proposé par Dempster et al. (1977), l’algorithme EM (pour Espérance-Maximisation)
permet la simplification des problèmes de maximisation de la vraisemblance en in-
troduisant une série de variables latentes que l’on ne peut pas observer. L’algorithme
comporte deux phases :
• une étape Espérance, dans laquelle on détermine l’espérance conditionnelle de la log-
vraisemblance en utilisant les valeurs estimées des variables latentes additionnelles ;
• une étape Maximisation, dans laquelle les estimations des paramètres sont mises à
jour en maximisant la log-vraisemblance espérée trouvée précédemment.
Ces deux étapes sont effectuées en alternance, jusqu’à convergence de l’algorithme.
De manière générale et schématique, si X est un ensemble de données observées, Z
est un ensemble de variables latentes non observables associées à X, θ un vecteur de
paramètres, et L(θ | X,Z) une fonction de vraisemblance, alors l’algorithme EM peut
être décrit comme suit.
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1. Choisir une valeur initiale quelconque pour les paramètres θˆ
(0)
.
2. A la k−ème étape, calculer l’espérance de la log-vraisemblance, par rapport à
la distribution conditionnelle de Z sachant X, avec les valeurs courantes des
estimateurs θˆ
(k)
:
Q
(
θ | θˆ(k)
)
= E
Z|X,θˆ(k) (logL(θ | X,Z)) .
3. Déterminer les nouveaux estimateurs θˆ
(k+1)
en maximisant Q
(
θ | θˆ(k)
)
par rap-
port à θ :
θˆ
(k+1)
= arg max
θ
Q
(
θ | θˆ(k)
)
.
4. Itérer jusqu’à convergence de la log-vraisemblance.
Les propriétés de l’algorithme assurent que
L
(
θˆ
(k+1) | X,Z
)
≥ L
(
θˆ
(k) | X,Z
)
,
et donc que l’algorithme converge vers un maximum local. Afin de s’assurer une conver-
gence globale, il convient de débuter la procédure avec plusieurs valeurs différentes pour
les paramètres.
Exemple 4.1.4. Reprenons le cas d’un mélange de lois normales multivariées, et intro-
duisons les variables latentes définies de la manière suivante :
zi = (zi,1, . . . , zi,r),
avec
zi,j =
{
1, si xi appartient à la classe j ;
0, sinon.
Ainsi, z1, . . . , zn sont indépendantes et identiquement distribuées selon une loi multi-
nomiale avec un lancer et vecteur de probabilité pi = (pi1, . . . , pir), les proportions du
mélange. La densité conditionnelle de xi sachant zi est alors donnée par
g(xi | zi) =
r∏
j=1
gj(xi;µj ,Σj)
zi,j .
En effet, connaissant la classe à laquelle appartient l’observation xi, la densité de mé-
lange devient simplement la densité de la loi normale multivariée de cette classe. En
notant Θ = (pi,µ1, . . . ,µr,Σ1, . . . ,Σr), la vraisemblance totale devient
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L(Θ) =
n∏
i=1
g(xi, zi | Θ)
=
n∏
i=1
g(xi | zi,Θ)g(zi | Θ)
=
n∏
i=1
r∏
j=1
pi
zi,j
j gj(xi;µj ,Σj)
zi,j .
La log-vraisemblance vaut alors
logL(Θ) =
n∑
i=1
r∑
j=1
zi,j [log pij + log gj(xj ;θj)] .
En supposant que nous ayons à disposition une estimation des paramètres Θˆ(k), nous
effectuons l’étape Espérance de l’algorithme :
Q
(
Θ | Θˆ(k)
)
= EZ|X,Θˆ(k) (logL(Θ))
=
n∑
i=1
r∑
j=1
E
(
zi,j |xi, Θˆ(k)
) [
log pˆi(k)j + log gj
(
xi; θˆ
(k)
j
)]
=
n∑
i=1
r∑
j=1
τˆ
(k)
i,j
[
log pˆi(k)j + log gj
(
xi; θˆ
(k)
j
)]
,
où
τˆ
(k)
i,j = P
(
j | xi, Θˆ(k)
)
=
pˆi
(k)
j gj
(
xi; θˆ
(k)
j
)
∑r
s=1 pˆi
(k)
s gs
(
xi; θˆ
(k)
s
) ,
par la formule de Bayes. En effet, connaissant la valeur de xi et des paramètres
Θˆ(k), la variable aléatoire zi suit une loi multinomiale Multr
(
1, τˆ (k)i
)
, où τˆ (k)i =(
τˆ
(k)
i,1 , . . . , τˆ
(k)
i,r
)
.
On peut à présent effectuer l’étape de Maximisation de l’algorithme, afin de mettre
à jour les estimations des paramètres. Comme l’a montré Wolfe dans son article, les
solutions des équations du maximum de vraisemblance sont alors données par :
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pˆi
(k+1)
j =
1
n
n∑
i=1
τˆ
(k)
i,j ;
µˆ
(k+1)
j =
∑n
i=1 τˆ
(k)
i,j xi∑n
i=1 τˆ
(k)
i,j
;
Σˆ(k+1)j =
∑n
i=1 τˆ
(k)
i,j
(
xi − µˆ(k)j
)(
xi − µˆ(k)j
)T
∑n
i=1 τˆ
(k)
i,j
,
et sont les versions pondérées des estimateurs habituels du maximum de vraisemblance.
4.1.2 Classification floue robustifiée
Les mélanges de lois normales ont été très souvent utilisés pour la classification de
données multivariées, surtout grâce au fait de la facilité des calculs. Néanmoins, des
données aberrantes dans les observations peuvent très facilement affecter les estima-
tions des paramètres, et donc influencer la classification finale des données. En effet,
les queues de la loi normale sont trop légères pour de nombreux problèmes pratiques.
McLachlan et Peel (1998) proposent alors d’utiliser un mélange de lois t multivariées,
afin d’obtenir une classification plus robuste.
La loi t multivariée en dimension p, de moyenne µ ∈ Rp, de matrice de variance-
covariance Σ ∈ Rp×p, et avec ν degrés de liberté, peut être définie de plusieurs manières.
Sa densité de probabilité est donnée par
g(x;µ,Σ, ν) =
Γ
(ν+p
2
)
det(Σ)−1/2
(piν)p/2Γ
(
ν
2
)
[1 + δ(x,µ,Σ)/ν]
1
2
(ν+p)
,
où δ(x,µ,Σ) = (x− µ)TΣ−1(x− µ) représente la distance de Mahalanobis entre x et
µ, avec Σ comme matrice de variance-covariance. Néanmoins, cette manière de définir
la loi multivariée t n’est pas très utile lorsqu’il s’agit de l’utiliser dans des problèmes de
maximum de vraisemblance. En effet, il n’est pas possible de déterminer explicitement
les solutions des équations du maximum de vraisemblance en utilisant de manière brute
cette densité de probabilité.
Afin de contourner ce problème, et d’utiliser l’algorithme EM pour l’estimation des
paramètres, il convient de définir la loi t multivariée comme suit. Soit Y un vecteur
aléatoire suivant une loi normale multivariée, de moyenne 0 et de matrice variance-
covariance identité. Soit également U, une variable aléatoire indépendante de Y, et
distribuée selon une loi Γ
(
1
2ν,
1
2ν
)
, où la densité de la loi Γ(α, β) est donnée par
f(u;α, β) =
1
Γ(α)
βαuα−1 exp (−βu) , pour u > 0.
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Alors la variable (Σ
1
2 /
√
U)Y + µ suit une loi multivariée t de moyenne µ, de matrice
variance-covariance Σ, avec ν degrés de liberté. Cette manière de définir cette loi va
nous permettre d’utiliser l’algorithme EM, en considérant la variable U comme une
variable inobservable.
Remarque 4.1.5. Si U ∼ Γ (12ν, 12ν) , alors νU ∼ χ2ν , et l’on a alors l’analogue de la
distribution t de Student univariée dans le cas multidimensionnel.
Considérons à présent un mélange de r distributions t multivariées :
g(x) =
r∑
j=1
pijgj(x;θj),
où pij sont les proportions du mélange, où gj(x;θj) est la densité de la loi multivariée
t dans la classe j, avec θj = (µj ,Σj , νj). Pour chaque classe, nous avons donc une
moyenne, une matrice de variance-covariance, et le nombre de degrés de liberté. Intro-
duisons encore les notations suivantes.
Notation 4.1.6. Nous notons, pour chaque observation xi, i = 1, . . . , n, comme au-
paravant,
zi = (zi,1, . . . , zi,r),
avec
zi,j =
{
1, si xi appartient à la classe j ;
0, sinon.
Ajoutons également les variables indépendantes inobservables ui, i = 1, . . . , n, associées
à xi, telles que
ui | zi,j = 1 ∼ Γ
(
1
2
νj ,
1
2
νj
)
.
Ainsi, si l’on sait que xi appartient à la classe j, alors xi est distribué selon une loi
normale multivariée de moyenne µj et de matrice de variance-covariance Σj/ui. Notons
également comme auparavant
Θ = (pi1, . . . , pir,µ1, . . . ,µr,Σ1, . . . ,Σr)
l’ensemble des paramètres du mélange. Soit enfin
γj(ui) = γj(ui; νj) = u
1
2
νj−1
i
(
1
2
νj
) 1
2
νj 1
Γ
(
1
2νj
) exp(−1
2
νjui
)
, pour u > 0
la densité de la loi Γ
(
1
2νj ,
1
2νj
)
, associée à la classe j, et
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ϕj(xi) = ϕj(xi;µj ,Σj/ui) = (2pi)
− p
2 det(Σj)−
1
2u
p
2
i exp
(
−ui
2
(x− µj)TΣ−1j (x− µj)
)
la densité de la loi normale multivariée de dimension p, associée à la classe j.
Considérons à présent la fonction de vraisemblance pour une seule observation complé-
tée par les variables inobservables (xi, zi, ui), pour un i fixé :
Li(Θ) = f(xi, zi, ui; Θ)
= f(zi | Θ)f(ui | zi,Θ)f(xi | zi, ui,Θ)
=
r∏
j=1
pi
zi,j
j γj(ui)
zi,jϕj(xi)zi,j ,
et la log-vraisemblance, toujours pour une seule observation, vaut
logLi(Θ) =
r∑
j=1
zi,j [log pij + log γj(ui) + logϕj(xi)] .
Avant d’effectuer l’étape Espérance de l’algorithme EM, il convient de déterminer la
loi de ui | xi, zi,Θ. Dans la log-vraisemblance ci-dessus, considérons uniquement les
termes contenant ui :
log γj(ui) + logϕj(xi) =
(
1
2
νj − 1
)
log ui +
1
2
νj log
(
1
2
νj
)
− log Γ
(
1
2
νj
)
− 1
2
νjui
−p
2
log(2pi)− 1
2
log det(Σj) +
p
2
log ui − ui2 δ(xi,µj ,Σj)
= log ui
[
p
2
+
1
2
νj − 1
]
+ ui
[
−1
2
δ(xi,µj ,Σj)−
1
2
νj
]
+ C,
où l’on a regroupé les termes en log ui et les termes en ui, et où C est une constante
indépendante de ui. On reconnaît alors la log-densité d’une loi Γ(m1,m2), avec
m1 =
1
2
(νj + p), m2 =
1
2
(νj + δ(xi,µj ,Σj)),
et ainsi
ui | xi, zi,Θ ∼ Γ(m1,m2).
Nous pouvons à présent effectuer l’étape Espérance de l’algorithme EM, en ne consi-
dérons toujours qu’une seule observation xi :
Qi
(
Θ | Θˆ(k)
)
= EZ,U|X,Θˆ(k)(logLi(Θ))
= EZ|X,Θˆ(k)
[
EU|X,Z,Θˆ(k) (logLi(Θ))
]
.
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Pour le terme EU|X,Z,Θˆ(k) (logLi(Θ)) , nous avons besoin de l’espérance suivante :
E
(
ui | xi, zi, Θˆ(k)
)
,
que nous obtenons immédiatement par
E
(
ui | xi, zi, Θˆ(k)
)
=
m
(k)
1
m
(k)
2
=
νj + p
νj + δ
(
xi, µˆ
(k)
j , Σˆ
(k)
j
) .
Remarquons que l’espérance
E
(
log ui | xi, zi, Θˆ(k)
)
n’est pas nécessaire, puisque dans la log-vraisemblance, seul le terme ui est facteur des
paramètres inconnus Θ, au travers de δ(xi,µj ,Σj). Le terme log ui n’est lui facteur que
de termes constants, plus précisément p et νj .
Ainsi, nous obtenons finalement :
Qi
(
Θ | Θˆ(k)
)
= EZ|X,Θˆ(k)
[
EU|X,Z,Θˆ(k) (logLi(Θ))
]
= EZ|X,Θˆ(k)
 r∑
j=1
zi,j
(
log pi(k)j − u(k)i
1
2
δ(xi,µj ,Σj)−
1
2
log det(Σj) + Cj
)
=
r∑
j=1
P
(
j | xi, Θˆ(k)
)(
log pi(k)j − u(k)i
1
2
δ(xi,µj ,Σj)−
1
2
log det(Σj) + Cj
)
=
r∑
j=1
τˆ
(k)
i,j
(
log pi(k)j − u(k)i
1
2
δ(xi,µj ,Σj)−
1
2
log det(Σj) + Cj
)
,
où
τˆ
(k)
i,j =
pi
(k)
j gj
(
xi; µˆ
(k)
j , Σˆ
(k)
j , νj
)
∑r
s=1 pi
(k)
s gj
(
xi; µˆ(k)s , Σˆ
(k)
s , νs
) ,
où
u
(k)
i =
νj + p
νj + δ
(
xi, µˆ
(k)
j , Σˆ
(k)
j
) ,
et où Cj est une constante indépendante de pij ,µj et Σj . On peut à présent considérer
l’échantillon xi, i = 1, . . . , n dans son ensemble, pour obtenir
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Q
(
Θ | Θˆ(k)
)
=
n∑
i=1
r∑
j=1
τˆ
(k)
i,j
(
log pi(k)j − u(k)i
1
2
δ(xi,µj ,Σj)−
1
2
log det(Σj) + Cj
)
.
Nous pouvons maintenant effectuer l’étape Maximisation de l’algorithme EM. En uti-
lisant l’approche du multiplicateur de Lagrange, on obtient directement la mise à jour
des proportions du mélange :
pi
(k+1)
j =
1
n
n∑
i=1
τˆ
(k)
i,j .
En dérivant directement Q
(
Θ | Θˆ(k)
)
par rapport à µj , on obtient facilement la mise
à jour des moyennes des classes :
µˆ
(k+1)
j =
∑n
i=1 τˆ
(k)
i,j u
(k)
i xi∑n
i=1 τˆ
(k)
i,j u
(k)
i
.
Enfin, en utilisant les relations suivantes, démontrées dans Henderson et Searle (1981),
ou encore Searle (1982), chap. 12,
∂Tr(AB)
∂A
= B +BT − diag(B)
et
∂ log det(A)
∂A
= 2A−1 − diag(A−1),
pour A une matrice symétrique, on obtient la mise à jour des matrices de variance-
covariance des classes :
Σˆ(k+1)j =
∑n
i=1 τˆ
(k)
i,j u
(k)
j (xi − µˆ(k)j )(xi − µˆ(k)j )T∑n
i=1 τˆ
(k)
i,j
.
Remarque 4.1.7. Notons que dans la démarche présentée ci-dessus, les degrés de li-
berté des lois t multivariées associées à chaque classe, νj , j = 1, . . . , r, sont considérés
comme connus et fixés. Les seuls paramètres inconnus sont les moyennes et les matrices
de variance-covariance des distributions, ainsi que les proportions du mélange.
Cette manière de faire nous permet d’obtenir des solutions explicites pour les équa-
tions du maximum de vraisemblance, mais il est également possible de ne faire aucune
supposition sur ces degrés de liberté. Les degrés de liberté νj , j = 1, . . . , r, sont alors
d’autant plus de paramètres du modèle, à estimer dans l’étape maximisation de l’algo-
rithme EM. Dans ce cas, il n’est plus possible d’obtenir des solutions explicites, et une
optimisation numérique est nécessaire à chaque étape.
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4.2 Stratégie de compromis pour la classification floue
Nous désirons à présent développer une stratégie basée sur un compromis de modèles
pour la classification floue. Cette dernière reposant intégralement sur l’approche du
maximum de vraisemblance, notre démarche sera très directe, puisque nous allons sup-
poser plusieurs modèles sous-jacents possibles, déterminer dans chaque cas les proba-
bilités d’appartenance de chaque observation aux différentes classes, puis combiner ces
probabilités en donnant un poids à chaque modèle.
L’idée de combiner des modèles de classification floue a été évoquée par Baudry et al.
(2010), avec cependant une approche différente. Dans cet article, Baudry et Raftery
proposent de combiner les clusters obtenus dans le cas d’un mélange de lois normales
multivariées, en utilisant un critère d’entropie. Dans la plupart des cas, le critère BIC
est utilisé pour déterminer le nombre total de classes voir (voir Fraley et Raftery, 1998).
Néanmoins, en pratique, il se peut qu’une classe présentant une distribution non gaus-
sienne soit mal interprétée. En effet, une telle classe peut alors être considérée comme
étant elle-même un mélange de lois normales. Le critère BIC vise quant à lui à dé-
terminer le nombre de lois présentes dans le mélange plutôt que le nombre de classes
proprement dit, et cela conduit souvent à une surestimation du nombre de clusters.
Baudry et Raftery proposent une méthode consistant à agréger successivement des
classes, en minimisant une mesure d’entropie qui pénalise le critère BIC. Une suite de
classifications est alors formée, en partant du modèle préconisé par le critère BIC, et
à chaque étape deux classes sont fusionnées. Chaque solution combinée approche les
données de manière équivalente à la solution du BIC, car la vraisemblance ne change
pas. Seuls le nombre et la définition des classes sont différents d’étape en étape. La
procédure s’arrête lorsque l’on peut constater que la baisse d’entropie lors de la fusion
de deux classes devient relativement faible.
Cette méthode préserve les avantages de la classification utilisant des mélanges de lois
normales, notamment une bonne adéquation aux données. De plus, elle permet d’éviter
la surestimation du nombre de classes, et ne fait appel qu’aux probabilités d’appar-
tenance aux classes, et peut donc être facilement appliquée sans modification à des
mélanges d’autres distributions de probabilité.
Nous allons à présent appliquer notre idée de compromis de modèles au cas de la clas-
sification floue. Soit g = g(x; Θ) la loi sous-jacente des données. g est donc un mélange
des densités g1(x;θ1), . . . , gr(x;θr), avec pi1, . . . , pir les proportions du mélange.
Au lieu de supposer que g est un certain mélange de lois, par exemple un mélange de
lois normales, ou un mélange de lois t multivariées, nous allons nous donner plusieurs
possibilités pour le mélange, et faire un compromis entre différents modèles. Soit donc
F un ensemble de mélanges. Pour fk ∈ F , nous avons que
fk = fk(x; Θk)
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est un mélange entre les r densités de probabilité
fk,1(x;θk,1), . . . , fk,r(x;θk,r),
avec comme proportions
pik,1, . . . , pik,r,
et où Θk = (pik,1, . . . , pik,r,θk,1, . . . ,θk,r). Notons immédiatement que le nombre de
classes doit être le même dans chaque mélange fk ∈ F . En effet, il serait impossible de
faire un compromis dans le cas où une classe existerait dans un modèle mais pas dans
un autre. Nous ne pourrions utiliser aucune des deux informations, puisque dans un cas
un modèle nous donnerait une probabilité d’appartenance à une classe n’existant pas
dans l’autre, et dans l’autre cas, nous aurions des probabilités d’appartenance ajustées
sans tenir compte d’une classe supplémentaire possible.
Au contraire, il n’est pas nécessaire que les paramètres des distributions de chaque
mélange soit comparables, ou qu’ils possèdent la même signification. En effet, contrai-
rement au cas des estimateurs de Pitman compromis, présentés ci-dessus, nous ne cher-
chons pas au final à obtenir une estimation des paramètres, mais bien une classification
des données. Dès lors, nous construisons notre compromis de modèle non pas comme
un compromis des paramètres, mais plutôt comme un compromis de la règle de classi-
fication de chaque modèle, et plus particulièrement sur les probabilités d’appartenance
aux classes.
Notons Pˆk(j | xi) la probabilité (a posteriori) que l’observation xi appartienne à la
classe j, sous le modèle fk. Plus particulièrement, nous avons que
Pˆk(j | xi) = pˆik,jfk,j(xi; θˆk)
fk(xi; Θˆk)
grâce à la règle de Bayes. Cette probabilité est donc obtenue après l’estimation de tous
les paramètres Θk du mélange fk. La règle de classification associée à ce mélange est
alors de placer l’observation xi dans la classe avec la plus grande probabilité d’appar-
tenance. En se basant seulement sur ces probabilités, nous définissons à présent une
règle de classification compromis.
Définition 4.2.1. Soit f1(x; Θ1), . . . , fm(x; Θm) des mélanges de distributions à r
composantes. La probabilité d’appartenance compromis de l’observation xi à la classe
j, basée sur f1, . . . , fm, est donnée par
P(j | xi, f1, . . . , fm) =
∑m
k=1w(fk)Pˆk(j | xi)∑m
k=1w(fk)
,
où w(·) est une fonction de poids non-négative, et est donc une moyenne pondérée des
probabilités d’appartenance sous chaque modèle du compromis.
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La règle de classification compromis basée sur f1, . . . , fm est alors de classer l’obser-
vation xi dans la classe possédant la plus grande probabilité d’appartenance compromis.
Comme mentionné précédemment, nous voyons que nous ne combinons pas les para-
mètres des différents modèles, mais bien les probabilités d’appartenance a posteriori.
Les paramètres des différents modèles du compromis peuvent donc avoir des signifi-
cations différentes (par exemple la matrice de variance-covariance dans le cas normal
multivarié ou dans le cas t multivarié), voire pas la même dimension, si par exemple on
force les matrices de variance-covariance à être égales à l’identité dans un des modèles
du compromis, ou si l’on désire estimer en plus le nombre de degrés de liberté des lois
t multivariées.
Néanmoins, une autre difficulté apparaît avec ce type de compromis, et apparaît égale-
ment lorsque l’on utilise une approche bayesienne pour la classification floue. En effet,
la vraisemblance se trouve être invariante à un changement des identifiants des groupes.
Autrement dit, pour le cas de deux clusters, en nommant le groupe 1 en « groupe 2 » et
inversement, la valeur de la vraisemblance ne change pas. Le problème d’identifiabilité
des groupes (label switching en anglais) se pose alors.
Une stratégie habituelle consiste à imposer des contraintes d’identifiabilité, comme par
exemple
pi1 < pi2 < . . . < pir,
ou encore
µ1 < µ2 < . . . < µr,
pour des cas univariés. Néanmoins, Stephens (2000) montre que ce genre d’approche
ne résoud pas systématiquement le problème, et introduit une approche basée sur la
minimisation d’une fonction de perte. Une possibilité pourrait être de procéder comme
suit :
1. Classer les observations selon le modèle F1;
2. Pour les autres modèles, classer également les observations dans les groupes. Pour
chaque classe, comparer la somme des probabilités d’appartenance de ses obser-
vations aux groupes définis dans le modèle F1. On choisira alors les identifiants
des classes de telle sorte que cette somme soit maximale.
Dans ce qui suit, nous nous intéresserons qu’à des cas comprenant deux groupes rela-
tivement bien séparés dans R2, et le problème d’identification des classes pourra être
traité relativement simplement. Néanmoins, pour des cas plus complexes, cette ques-
tion est bien présente et nécessite la plus grande attention.
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La procédure de classification compromis peut être résumée comme suit :
1. Pour chaque mélange de compromis fk, k = 1, . . . ,m, estimer les paramètres du
modèle, grâce à l’algorithme EM par exemple :
Θˆk = arg max
Θk
n∏
i=1
fk(xi; Θk);
2. Pour chaque observation xi, i = 1, . . . , n, et pour chaque mélange de compromis,
calculer les probabilités d’appartenance aux classes :
Pˆk(j | xi) = pˆik,jfk,j(xi; θˆk)
fk(xi; Θˆk)
, j = 1, . . . , r;
3. Déterminer le poids à donner à chaque modèle de compromis :
w(f1), . . . , w(fm);
4. Calculer les probabilités d’appartenance compromis :
P(j | xi, f1, . . . , fm) =
∑m
k=1w(fk)Pˆk(j | xi)∑m
k=1w(fk)
, i = 1, . . . , n, j = 1, . . . , r,
et classer les observations en conséquence.
La fonction de poids w(·) se doit de représenter la crédibilité de chaque modèle par
rapport aux autres. Comme dans le cas des estimateurs de Pitman compromis, on peut
par exemple choisir la vraisemblance profil comme mesure d’adéquation des données à
notre modèle :
w(fk) = L(fk) =
n∏
i=1
fk(xi; Θˆk).
On notera également dans certains cas w(Fk) = L(Fk), où Fk est la fonction de répar-
tition du mélange fk.
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Exemple 4.2.2. La figure 4.2 montre un exemple concret de classification compromis.
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Fig. 4.2: Exemple de stratégie de classification compromis.
En haut à gauche, les deux groupes de données réelles, générées selon un mélange de lois
multivariées t. En haut à droite, le résultat de la classification floue en supposant que la
loi sous-jacente est un mélange de lois normales. On remarque que l’algorithme n’a pas
su différencier la majorité des deux groupes, en considérant les données dispersées du
bas de l’image comme étant un groupe à part entière, avec une structure de covariance
nettement différente du reste des observations. Lorsque l’on utilise des lois multivariées
t, on obtient la classification présentée en bas à gauche, qui parvient à gérer les points
mentionnés précédemment. Enfin, en bas à droite, la classification compromis entre les
deux cas précédents donne les meilleurs résultats, avec une bonne séparation des deux
groupes.
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Comme dans le cas des estimateurs de Pitman compromis, si l’on suppose que la fonc-
tion de poids est la vraisemblance profil du modèle, nous pouvons facilement déterminer
le comportement asymptotique de la stratégie de compromis pour la régression. Ce ré-
sultat est présenté dans la proposition suivante.
Proposition 4.2.3. Soit
g = g(x; Θ) =
r∑
j=1
pijgj(x;θj)
la distribution sous-jacente des observations, où Θ = (pi,θ1, . . . ,θr) représente les pa-
ramètres, et notons G = G(x; Θ) sa fonction de répartition. Soit pour k ∈ {1, . . . ,m}
fk = fk(x; Θk) =
r∑
j=1
pik,jfk,j(x | θk,j)
une distribution de compromis, où Θk = (pik,θk,1, . . . ,θk,2), et notons Fk = Fk(x; Θk)
sa fonction de répartition. Soit Θˆnk l’estimateur des paramètres Θk basé sur un échan-
tillon de taille n, et notons
Θˆk = lim
n→∞ Θˆ
n
k .
Alors, lorsque n→∞, la règle de classification floue compromis basée sur les distribu-
tions f1, . . . , fm est la règle de classification utilisant le modèle fk tel que
k = arg min
l∈{1,...,m}
D
(
G(x; Θ)
∣∣∣∣∣∣Fl(x; Θˆl)) ,
où D(·||·) est la divergence de Kullback-Leibler.
Preuve Il convient donc d’étudier le comportement asymptotique de la fonction de
poids, et donc plus particulièrement de la vraisemblance profil L(Fk). Soit
l(Fk) = logL(Fk) =
n∑
i=1
log fk(xi; Θˆnk).
Ainsi :
1
n
l(Fk) →
∫
log fk(x | Θˆk)g(x; Θ)dx
=
∫
log g(x; Θ)g(x | Θ)dx−D
(
G(x; Θ)
∣∣∣∣∣∣Fk(x; Θˆk)) ,
lorsque n→∞. Contrairement au cas des estimateurs de Pitman compromis, présenté
précédemment, il n’est ici pas possible de simplifier l’expression, car nous ne pouvons
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pas affirmer que les paramètres Θ et Θk ont la même signification. Ainsi, en posant par
souci de simplification Fˆk = F (x; Θˆk), nous avons que
1
n
l(Fk)→ c(G)−D(G||Fˆk),
lorsque n → ∞, où c(G) est une constante ne dépendant que de la distribution sous-
jacente G. Pour n grand, on a donc
L(Fk) ∼ exp(nc(G)− nD(G||Fˆk)).
Comme c(G) est la même constante pour chaque distribution de compromis fk, k =
1, . . . ,m, et comme exp(−nD(G||Fˆk))→ 0 ∀k = 1, . . . ,m, (pour autant que Fk ne soit
pas une transformation de G) lorsque n→∞, il en découle que
w(fk)∑m
l=1w(fl)
→
{
1, si D(G||Fˆk) ≤ D(G||Fˆl), ∀l = 1, . . . ,m ;
0, sinon,
lorsque n→∞. Ainsi, la règle de classification compromis converge vers celle associée
à la distribution de compromis fk telle que Fˆk est la plus proche de G au sens de la
distance de Kullback-Leibler.

Dans ce qui suit, nous présentons le résultats de diverses simulations et comparons
les résultats des méthodes de classification suivantes : classification floue utilisant un
mélange de lois normales, classification floue utilisant un mélange de lois multivariée
t, stratégie de classification compromis, et méthode des k− moyennes. Plusieurs situa-
tions sous-jacentes sont étudiées, et dans chaque cas nous comparerons les différentes
méthodes sur le taux d’erreur de classification moyen de chacune.
4.2.1 Simulations dans le cas de mélanges de lois elliptiques
Nous présentons ici les résultats de simulations dans le cas de mélanges de lois ellip-
tiques. Nous considérons 6 situations, dans lesquelles les centres et les structures de
covariance des groupes changent. Dans chaque situation, nous générons les données
soit avec un mélange de lois normales, soit avec un mélange de lois t multivariées avec
3 degrés de liberté. Les figures 4.3 et 4.4 présentent graphiquement ces situations, sous
la forme d’ellipses de confiance. Pour chaque distribution, on a tracé les régions de
confiance aux niveaux 50%, 90% et 95%, afin de représenter l’allure générale de cha-
cune. Dans chacune des situations, nous avons généré 1000 échantillons de taille 30, 50
et 100 observations. Sauf mention explicite du contraire, les proportions du mélange ont
été fixées à pi1 = pi2 = 0.5. Nous avons ensuite appliqué les méthodes de classification
floue suivantes :
• classification floue utilisant des mélanges de lois normales ;
• classification floue utilisant des mélanges de lois t avec 3 degrés de liberté ;
• stratégie de compromis entre les deux méthodes ci-dessus.
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Nous avons également pris en considération la méthode non-hiérarchique 2−moyennes.
Nous comparons enfin les taux moyens de mauvaise classification de chacune des mé-
thodes. Si l’on note par ρi, i = 1, . . . , 1000, le taux de mauvaise classification d’une
certaine méthode pour l’échantillon i, alors le taux moyen de mauvaise classification de
cette dernière est donné simplement par
ρ =
1
1000
1000∑
i=1
ρi.
Les résultats sont présentés dans les tables 4.1 à 4.6 ci-dessous.
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Fig. 4.3: Description des situations 1, 2 et 3.
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n=30 n=50 n=100
G Méthode Moy. ET. Moy. ET. Moy. ET.
N
or
m
al
es Normales 0.47 1.41 0.38 0.98 0.36 0.61
Multiv. t 0.86 2.00 0.46 1.00 0.37 0.62
Compromis 0.56 1.73 0.39 1.00 0.36 0.61
2−moyennes 0.24 0.92 0.25 0.73 0.27 0.52
t
Normales 5.28 6.71 5.33 6.71 5.15 6.16
Multiv. t 5.31 5.47 4.25 3.31 3.62 6.08
Compromis 5.45 6.00 4.39 3.87 3.63 6.16
2−moyennes 3.35 3.46 3.42 2.44 3.38 1.73
Tab. 4.1: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 1.
n=30 n=50 n=100
G Méthode Moy. ET. Moy. ET. Moy. ET.
N
or
m
al
es Normales 2.81 3.61 2.72 3.16 2.11 1.73
Multiv. t 3.91 5.56 2.92 3.31 2.12 1.70
Compromis 3.18 4.69 2.73 3.16 2.11 1.73
2−moyennes 1.81 2.44 1.96 2.00 1.73 1.34
t
Normales 10.05 8.94 9.92 9.05 11.66 11.35
Multiv. t 9.42 7.00 7.91 4.89 6.79 3.00
Compromis 9.89 8.00 8.25 6.08 6.85 3.31
2−moyennes 6.98 5.19 6.77 4.24 6.42 2.64
Tab. 4.2: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 2.
n=30 n=50 n=100
G Méthode Moy. Var. Moy. Var. Moy. Var.
N
or
m
al
es Normales 2.74 3.74 1.97 2.44 1.62 1.41
Multiv. t 3.44 4.69 2.23 2.82 1.69 1.41
Compromis 2.91 4.00 2.00 2.44 1.62 1.41
2−moyennes 2.65 3.31 2.28 2.23 2.28 1.41
t
Normales 8.69 8.12 9.06 8.12 9.43 9.84
Multiv. t 7.48 6.00 6.68 4.89 5.55 2.44
Compromis 8.00 7.14 6.78 5.09 5.56 2.44
2−moyennes 6.76 5.00 7.06 4.79 6.51 2.64
Tab. 4.3: Moyenne et variance (en %) du taux d’erreur de classification pour les diffé-
rentes méthodes prises en considération. Situation 3.
Dans la situation 1 (table 4.1), les deux groupes possèdent une matrice de variance-
covariance égale à la matrice identité. Lorsque la loi sous-jacente est un mélange de
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lois normales, les groupes sont très bien séparés, et la classification floue utilisant des
distributions normales est la mieux adaptée. En utilisant des lois t multivariées, la clas-
sification est légèrement moins bonne dans le cas de petits échantillons, mais lorsque
n augmente, cette méthode devient équivalente à la précédente. La méthode de com-
promis se comporte de la même manière, avec néanmoins de meilleurs résultats que la
méthode basée uniquement sur des lois t lorsque n = 30.
Lorsque la loi sous-jacente est un mélange de lois t, les deux groupes sont moins bien
séparés, et la méthode basée sur les lois normales est mise en difficulté lorsqu’on la
compare aux méthodes utilisant des lois t multivariées. Ceci est surtout visible avec de
grands échantillons, même si les résultats présentent une grande variabilité dans tous
les cas. La méthode de compromis se comporte comme précédemment et présente des
résultats équivalents à une classification utilisant uniquement des lois t lorsque n = 30
déjà.
Dans la situation 2 (table 4.2), les deux groupes sont formés chacun à l’aide d’une ma-
trice de variance-covariance diagonale. Lorsque la loi sous-jacente est un mélange de lois
normales, la stratégie de compromis se comporte mieux que la classification utilisant
uniquement des lois t, et se rapproche rapidement des performances de la classification
utilisant des lois normales lorsque la taille de l’échantillon augmente.
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Fig. 4.4: Description des situations 4, 5 et 6.
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Lorsque la loi sous-jacente présente une plus grande dispersion, la classification utili-
sant des lois normales est à nouveau en difficulté, et l’utilisation de lois t multivariées
ou d’une stratégie de compromis est très efficace. Lorsque n = 100, ces deux méthodes
sont comparables à la méthode des 2−moyennes, alors que la classification utilisant
des lois normales présente un taux d’erreur moyen deux fois supérieur, ainsi qu’une
variabilité nettement plus élevée.
n=30 n=50 n=100
G Méthode Moy. ET. Moy. ET. Moy. ET.
N
or
m
al
es Normales 7.88 8.06 6.93 5.91 5.39 3.61
Multiv. t 9.77 9.32 7.93 7.14 5.48 3.46
Compromis 8.89 8.94 7.10 6.24 5.38 3.61
2−moyennes 4.69 4.12 4.60 3.16 4.45 2.00
t
Normales 16.82 12.72 20.84 14.31 26.69 16.06
Multiv. t 14.89 10.14 13.31 8.18 10.67 4.79
Compromis 16.65 12.04 16.19 11.70 11.86 7.54
2−moyennes 9.99 6.40 9.71 5.00 9.33 3.31
Tab. 4.4: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 4.
Dans les situations 3 et 4 (tables 4.3 et 4.4), les deux groupes présentent des struc-
tures de covariance différentes. A nouveau, la stratégie de compromis présente des
performances comprises entre celles d’une classification basée uniquement sur des lois
normales et celles d’une classification basée uniquement sur des lois t. Lorsque la loi
sous-jacente est un mélange de lois normales, la stratégie de compromis se comporte
rapidement comme la première méthode, tandis que lorsque la loi sous-jacente est plus
dispersée, la stratégie de compromis devient équivalente à la deuxième méthode de clas-
sification. On remarque dans la situation 3 que la méthode des 2−moyennes donne des
résultats moins bons que les méthodes de classification floue, du fait de la dépendance
des variables x1 et x2. Ceci est moins visible dans la situation 4, probablement car ces
deux variables semblent non-corrélées dans le groupe dessiné en bleu.
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n=30 n=50 n=100
G Méthode Moy. ET. Moy. ET. Moy. ET.
N
or
m
al
es Normales 3.73 6.16 2.60 3.61 1.71 1.41
Multiv. t 4.61 7.41 3.01 4.00 1.76 1.41
Compromis 4.16 7.07 2.63 3.61 1.71 1.41
2−moyennes 4.03 4.79 3.78 3.31 3.19 2.00
t
Normales 9.49 9.94 10.78 10.53 12.66 12.76
Multiv. t 10.31 10.00 7.36 5.09 6.18 2.82
Compromis 10.57 10.44 8.23 7.34 6.35 3.31
2−moyennes 7.08 6.71 6.62 4.12 6.48 3.16
Tab. 4.5: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 5.
n=30 n=50 n=100
G Méthode Moy. ET. Moy. ET. Moy. ET.
N
or
m
al
es Normales 24.34 11.09 26.53 10.53 26.91 9.94
Multiv. t 26.58 11.26 26.18 10.24 24.94 9.16
Compromis 26.11 11.57 26.91 10.04 26.8 9.84
2−moyennes 18.33 8.88 17.23 6.08 16.48 3.87
t
Normales 32.77 11.48 38.58 9.43 43.78 5.83
Multiv. t 31.21 11.09 30.76 10.39 29.81 9.84
Compromis 32.73 11.26 35.42 10.34 35.93 10.39
2−moyennes 24.83 10.72 24.02 9.43 22.39 7.14
Tab. 4.6: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 6.
La situation 5 (table 4.5) est une modification de la situation 1 dans laquelle le groupe
dessiné en rouge est plus dispersé que le groupe bleu, et que la proportion des données
dans le mélange est respectivement de 2/3 et 1/3, contrairement aux autres situations.
Lorsque la loi sous-jacente est un mélange de lois normales, les trois méthodes de clas-
sification floue se comportent de manière équivalente. Lorsque G est un mélange de lois
t multivariées, la classification floue utilisant des lois normales est en difficulté, tandis
que les autres méthodes donnent des performances semblables, particulièrement lorsque
l’échantillon est grand.
Dans la situation 6, les centres des deux groupes ont été rapprochés, et ces derniers sont
quasiment confondus lorsque la loi sous-jacente est un mélange de lois t. Les résultats
des méthodes de classification s’en ressentent, même si les méthodes de classification
floues sont comparables dans le cas d’une loi sous-jacente mélangeant des lois normales.
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Lorsque ce n’est plus le cas, une classification floue basée sur des lois t multivariées
est alors préférable, et la stratégie de compromis présente un taux d’erreur plus élevé
d’environ 5%. Il s’agit de la seule situation dans laquelle la stratégie de compromis ne
se rapproche vraisemblablement pas de la meilleure classification.
4.2.2 Simulations dans le cas de mélanges de lois non-elliptiques
Nous présentons ici les résultats de simulations dans le cas de mélanges de lois non-
elliptiques. Plus précisément, nous considérons 3 situations dans lesquelles les observa-
tions sont générées de la manière suivante. Pour chaque cas, deux groupes sont formés
d’un certain nombre de points fixes. Nous sélectionnons aléatoirement des points, la
moitié dans chaque groupe, et y ajoutons un bruit aléatoire. Nous les classifions en-
suite à l’aide des méthodes suivantes :
• classification floue utilisant des mélanges de lois normales ;
• classification floue utilisant des mélanges de lois t avec 3 degrés de liberté ;
• stratégie de compromis entre les deux méthodes ci-dessus ;
• méthode des 2−moyennes.
La figure 4.5 montre la forme générale des groupes dans chacune des situations, avant
l’ajout du bruit.
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Fig. 4.5: Forme générale des groupes avant l’ajout d’un bruit aléatoire, pour les situa-
tions 1, 2 et 3.
Nous comparons enfin les taux de mauvaise classification moyens de chacune des mé-
thodes, et les résultats sont présentés dans les tables 4.7 à 4.9 ci-dessous.
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n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 11.04 8.24 11.46 7.79 12.08 7.05
Multiv. t 12.85 9.34 12.52 8.59 12.01 7.40
Compromis 11.60 8.67 11.56 7.91 12.02 7.05
2−moyennes 9.43 4.92 9.65 3.72 9.63 2.36
Tab. 4.7: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 1.
La situation 1 (table 4.7) correspond à deux groupes en forme de « L » imbriqués.
Après ajout de bruit et sélection aléatoire des points, les méthodes de classification
floues, ainsi que la méthode compromis donnent des résultats équivalents, quelle que
soit la taille de l’échantillon. La méthode des 2−moyennes présente des performances
légèrement meilleures, notamment une variabilité plus faible dans le taux de mauvaise
classification.
n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 4.10 5.64 3.39 4.33 2.30 2.19
Multiv. t 6.30 7.78 4.33 5.45 2.78 2.72
Compromis 4.87 6.94 3.46 4.59 2.30 2.19
2−moyennes 1.55 2.25 1.39 1.51 1.31 1.04
Tab. 4.8: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 2.
Dans la situation 2 (table 4.8), les deux groupes sont relativement bien séparés, et en
forme d’étoiles. Dans ce cas, la stratégie de compromis semble devenir équivalente à la
méthode utilisant des lois normales, tandis que la méthode utilisant des lois t multi-
variées présente des performances légèrement inférieures. A nouveau, la méthode des
2−moyennes est la plus performante, et de loin la moins variable.
n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 19.57 11.90 20.40 10.87 20.13 8.92
Multiv. t 18.17 11.44 17.40 10.52 14.88 8.42
Compromis 18.54 11.56 19.04 10.41 19.04 8.64
2−moyennes 21.60 12.25 23.70 11.68 25.43 10.31
Tab. 4.9: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 3.
Finalement, dans la situation 3 (table 4.9), les deux groupes ont des formes géomé-
triques très particulières qui mettent en difficulté toutes les méthodes de classification
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floue, ainsi que la méthode des 2−moyennes. Néanmoins, pour de grands échantillons
(n = 100), la méthode utilisant des lois t multivariées est de loin la meilleure, mais la
stratégie de compromis ne semble pas la privilégier. Nous pouvons donc remarquer que
le fait de baser les poids sur la vraisemblance totale ne conduit pas forcément à une
meilleure classification des données.
4.2.3 Simulations dans le cas de compromis sur la structure de cova-
riance
Nous présentons ici les résultats de simulations dans le cas de compromis entre diverses
structures de covariance. Nous considérons 6 situations dans lesquelles les centres et les
structures de covariance des groupes changent. Dans chaque situation, nous générons
les données avec un mélange de lois normales. Les figures 4.6 et 4.7 présentent graphi-
quement ces situations, sous la forme d’ellipses de confiance. Pour chaque distribution,
on a tracé les régions de confiance aux niveaux 50%, 90% et 95%, afin de représenter
l’allure générale de chacune.
Dans chacune des situations, nous avons généré 1000 échantillons de taille 30, 50 et
100 observations. Sauf mention explicite du contraire, les proportions du mélange ont
été fixées à pi1 = pi2 = 0.5. Nous avons ensuite appliqué les méthodes de classification
suivantes :
• classification floue utilisant des mélanges de lois normales, sans aucune restriction
concernant la covariance des groupes (notée Normales) ;
• classification floue utilisant des mélanges de lois normales, en ajustant une matrice
de variance diagonale pour chacun des deux groupes (notée Normales diag) ;
• classification floue utilisant des mélanges de lois normales, en exigeant une matrice
de covariance égale à l’identité pour chacun des deux groupes (notée Normales id) ;
• stratégie de compromis entre les trois méthodes ci-dessus ;
• méthode des 2−moyennes.
Nous comparons enfin les taux de mauvaise classification moyens de chacune des mé-
thodes, et les résultats sont présentés dans les tables 4.10 à 4.15 ci-dessous.
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Fig. 4.6: Description des situations 1, 2 et 3.
n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 0.41 1.00 0.37 0.92 0.29 0.55
Normales diag 0.29 0.98 0.31 0.83 0.26 0.51
Normales id 0.23 0.85 0.24 0.71 0.23 0.47
Compromis 0.43 1.00 0.38 0.92 0.29 0.55
2−moyennes 0.23 0.85 0.24 0.71 0.23 0.48
Tab. 4.10: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 1.
Dans la situation 1 (table 4.10), les deux groupes sont bien séparés, et les matrices de
variance-covariance sont toutes les deux égales à la matrice identité. Dans ce cas, la
troisième méthode fournit les meilleurs résultats, quelle que soit la taille de l’échan-
tillon. En forçant les matrices de variance-covariance à être diagonales, les résultats
sont semblables mais légèrement moins bons, de même lorsque l’on ne pose aucune res-
triction, comme dans la première méthode. La stratégie de compromis quant à elle se
comporte comme cette dernière, quelle que soit la taille de l’échantillon, et ne converge
donc apparemment pas vers la classification utilisant des lois normales de matrice de
covariance identité.
n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 1.29 2.50 1.01 1.61 0.75 0.91
Normales diag 1.02 2.00 0.82 1.30 0.68 0.81
Normales id 1.27 2.21 1.11 1.64 1.01 1.04
Compromis 1.25 2.46 0.95 1.51 0.73 0.90
2−moyennes 1.28 2.21 1.07 1.58 0.99 1.03
Tab. 4.11: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 2.
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n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 1.92 2.86 1.65 2.14 1.27 1.26
Normales diag 1.59 2.46 1.43 1.78 1.20 1.14
Normales id 1.47 2.34 1.35 1.70 1.22 1.14
Compromis 1.9 2.84 1.62 2.07 1.24 1.18
2−moyennes 1.49 2.34 1.35 1.67 1.22 1.14
Tab. 4.12: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 3.
Dans la situation 2 (table 4.11), un des groupes présente une matrice de covariance dia-
gonale, et le second une matrice de covariance identité. Dans la situation 3 (table 4.12),
les deux groupes possèdent une matrice de covariance diagonale. Dans le premier cas, la
méthode Normales diag donne les meilleurs résultats, suivie par la stratégie de compro-
mis. La méthode Normales id semble en difficulté, alors que sans aucune restriction, les
résultats sont semblables lorsque l’échantillon est de grande taille. Contrairement à la
situation 1, la stratégie de compromis semble cette fois adopter le même comportement
que la méthode correspondant le plus à la situation sous-jacente.
Nous pouvions nous attendre à des résultats similaires dans la situation 3, mais lorsque
l’échantillon est de taille n = 30 ou n = 50, la méthode Normales id donne les meilleures
performances. Lorsque n = 100, la méthode Normales diag possède un léger avantage,
mais toutes les méthodes sont relativement proches.
De manière générale, on aurait pu penser que dans les situations 1 à 3 la méthode
utilisant des lois normales sans aucune restriction présenterait des meilleurs résultats,
équivalents à ceux de la méthode utilisant des lois normales avec covariances diagonales.
Comme cela ne semble pas être le cas, nous réalisons que l’estimation des paramètres
supplémentaire semble coûteuse en termes de mauvaises classifications des données a
posteriori. Cependant, les différences s’atténuent lorsque l’échantillon est relativement
grand.
De plus, lorsque n = 30, on remarque que les performances de la stratégie de com-
promis sont systématiquement très proches de celles de la méthode utilisant des lois
normales sans restriction. Il semble donc qu’en utilisant cette dernière, nous parve-
nons à une vraisemblance totale plus élevée, puisque nous permettons plus de liberté
dans les paramètres, et cette méthode reçoit un poids important dans la stratégie de
compromis. Cependant, cela ne se traduit pas forcément par une meilleure classification.
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Fig. 4.7: Description des situations 4, 5 et 6.
n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 1.84 3.00 1.46 2.04 1.14 1.09
Normales diag 1.46 2.44 1.31 1.78 1.19 1.18
Normales id 1.63 2.44 1.46 1.76 1.53 1.34
Compromis 1.82 3.00 1.47 2.07 1.14 1.09
2−moyennes 1.63 2.64 1.43 1.78 1.51 1.34
Tab. 4.13: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 4.
Dans la situation 4 (table 4.13), le groupe bleu possède une matrice de variance-
covariance égale à l’identité, tandis que le groupe rouge présente une structure de
corrélation entre les deux variables. La méthode Normal id donne les moins bons résul-
tats, comme on pouvait s’y attendre. Les deux autres méthodes donnent des résultats
comparables, et on remarque que la stratégie de compromis est très proche de la mé-
thode utilisant des lois normales sans restriction. Il semble que dès que l’un des groupes
possède une structure de corrélation, le poids associé à cette méthode dans la stratégie
de compromis est très important, et ce même pour des petits échantillons.
n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 1.75 3.14 1.45 2.16 1.15 1.09
Normales diag 1.97 3.00 1.95 2.32 1.74 1.44
Normales id 1.55 2.42 1.54 1.89 1.46 1.22
Compromis 1.77 3.24 1.45 2.16 1.16 1.09
2−moyennes 1.55 2.42 1.52 1.87 1.45 1.22
Tab. 4.14: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 5.
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n=30 n=50 n=100
Méthode Moy. ET. Moy. ET. Moy. ET.
Normales 4.79 5.91 3.99 4.28 2.99 2.21
Normales diag 3.82 4.28 3.57 2.98 3.17 2.07
Normales id 3.83 3.78 3.73 2.79 3.61 1.97
Compromis 4.79 5.91 3.99 4.28 2.99 2.21
2−moyennes 3.81 3.81 3.74 2.79 3.63 2.00
Tab. 4.15: Moyenne et écart-type (en %) du taux d’erreur de classification pour les
différentes méthodes prises en considération. Situation 6.
Dans les situations 5 et 6 (tables 4.14 et 4.15), les deux groupes présentent une struc-
ture de covariance entre les deux variables. Dans ce cas, la dernière remarque faite pour
la situation 4 ci-dessus est exacerbée, et la stratégie de compromis donne les mêmes
résultats que la méthode utilisant des lois normales sans restriction. On remarque néan-
moins que cela ne se traduit pas forcément par un meilleur taux de classification lorsque
l’échantillon est relativement de petite taille.
4.2.4 Remarques concernant les résultats obtenus
Les résultats des simulations présentés ci-dessus peuvent paraître surprenants, dans le
sens où la méthode 2−moyennes présente parfois de meilleures performances que les
méthodes probabilistes. En effet, on pouvait s’attendre à ce que ces dernières puissent
s’adapter plus facilement à la forme elliptique des jeux de données considérés dans la
section 4.2.1. Les figures 4.8 et 4.9 ci-dessous illustrent les problèmes que peuvent ren-
contrer les méthodes de classification floues.
Dans les deux cas présentés, la présence d’observations très éloignées des groupes prin-
cipaux influence énormément l’estimation des matrices de variance-covariance dans le
cas de la classification utilisant des lois normales. Dès lors, il peut arriver que cette
méthode choisisse de former deux groupes centrés relativement au même point : un
groupe pour la plupart des observations et un second contenant les données éloignées,
en faisant « exploser » le déterminant de la matrice de variance-covariance de ce dernier.
Une telle solution présente malheureusement une vraisemblance plus élevée que la vraie
solution, et même en indiquant les vraies valeurs des paramètres comme point de départ
de l’algorithme EM, ce dernier va converger vers cette solution dégénérée. Remarquons
également que la méthode de classification utilisant des lois t multivariées n’est pas
à l’abri d’un tel problème. Ainsi, les méthodes de classification floue ne semblent pas
compétitives pour des échantillons de taille relativement petite, surtout lorsqu’il est
possible d’avoir des observations très éloignées, comme c’est le cas avec des lois t mul-
tivariées.
127
CHAPITRE 4. Stratégies de compromis pour la classification
−5 0 5
−
5
0
5
Classification lois normales
x1
x2
−5 0 5
−
5
0
5
Classification lois t
x1
x2
−5 0 5
−
5
0
5
Classification compromis
x1
x2
−5 0 5
−
5
0
5
Classification 2−moyennes
x1
x2
Fig. 4.8: Exemple de problème rencontré par les méthodes de classification floue.
128
4.2. Stratégie de compromis pour la classification floue
−5 0 5 10
−
20
−
10
−
5
0
5
10
Classification lois normales
x1
x2
−5 0 5 10
−
20
−
10
−
5
0
5
10
Classification lois t
x1
x2
−5 0 5 10
−
20
−
10
−
5
0
5
10
Classification compromis
x1
x2
−5 0 5 10
−
20
−
10
−
5
0
5
10
Classification 2−moyennes
x1
x2
Fig. 4.9: Exemple de problème rencontré par les méthodes de classification floue.
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Chapitre5
Conclusion
Le but de ce travail était d’étudier une alternative à la sélection de modèles classique,
en développant des stratégies de compromis entre différents modèles, dans une optique
de robustesse.
Dans le chapitre 2, nous avons donné un aperçu des méthodes de sélection de modèles
basées sur des scores, comme le critère AIC ou le critère BIC, ainsi qu’une présenta-
tion d’une approche alternative, les compromis de modèles. Nous avons présenté de
manière générale deux types de compromis, les compromis bayesiens et les compromis
fréquentistes, et c’est cette dernière approche qui a été développée dans la suite du
travail et appliquée à l’estimation des paramètres de lieu et d’échelle, à l’estimation des
paramètres de régression, et à la classification floue.
Dans le chapitre 3, nous avons tout d’abord présenté en détail les estimateurs de Pitman
des paramètres de lieu et d’échelle, en donnant plusieurs exemples, notamment dans
le cas d’une loi normale contaminée. Nous avons également démontré que les estima-
teurs de Pitman étaient asymptotiquement équivalents aux estimateurs du maximum
de vraisemblance classiques, propriété qui aura été utilisée dans la suite du travail.
Nous avons ensuite construit dans un premier temps l’estimateur de Pitman compromis
pour le paramètre de lieu, en utilisant une approche fréquentiste : cet estimateur est
défini comme étant la moyenne pondérée des estimateurs de Pitman associés à plusieurs
distributions sous-jacentes possibles. Le poids donné à chaque distribution est égal à
la vraisemblance profil observée, qui donne une mesure de la qualité de l’ajustement.
Par la suite, nous avons appliqué la même construction pour former un estimateur
compromis du paramètre d’échelle. Pour ce faire, nous avons dû imposer une condition
supplémentaire, à savoir normaliser la dispersion des distributions de compromis, afin
d’assurer que le paramètre d’échelle ait la même signification dans chacun des modèles.
En étudiant le comportement asymptotique de la vraisemblance profil, et donc des
poids attribués à chaque modèle, nous avons démontré que la distance de Kullback-
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Leibler jouait un rôle important dans le comportement asymptotique des estimateurs
compromis que nous avons construits. Cette notion de distance entre distributions nous
a également permis de déterminer une stratégie afin de choisir les distributions de com-
promis, suivant une approche minimax.
Par la suite, nous avons comparé les performances de ces estimateurs avec d’autres esti-
mateurs de lieu et d’échelle classiques et robustes, dans plusieurs situations différentes.
Nous avons construit des estimateurs compromis basés sur des distributions normales
contaminées et sur des lois t de Student. Les estimateurs compromis ont montré de
très bons résultats en général, présentant une perte d’efficacité relative limitée dans la
plupart des cas. Les estimateurs construits sur un compromis de lois normales conta-
minées se révèlent par contre inefficaces pour des lois à queues extrêmement lourdes,
comme la loi Slash par exemple, du fait de leur structure sous-jacente gaussienne.
Nous avons ensuite utilisé la généralisation des estimateurs de Pitman au cas de la
régression linéaire, et nous avons construit des estimateurs compromis similaires pour
les paramètres de la régression. Nous avons également entrepris des simulations de
Monte-Carlo, avec dans un premier temps des designs fixes, mettant en avant la pro-
blématique des points de leviers, et dans un deuxième temps des designs aléatoires. Les
performances des estimateurs compromis étaient similaires au cas des paramètres de
lieu et d’échelle.
Une question intéressante que l’on pourrait étudier à propos des estimateurs compromis
tels que nous les avons construits est leur notion d’optimalité. Comme nous l’avons vu,
les estimateurs compromis convergent vers les estimateurs du maximum de vraisem-
blance associés à la distribution la plus proche de la distribution sous-jacente réelle, au
sens de la distance de Kullback-Leibler. Ainsi, nous pouvons dire que ces estimateurs
compromis sont asymptotiquement optimaux si la distribution sous-jacente réelle fait
partie des distributions de compromis utilisées. Il serait intéressant d’étudier d’autres
types d’optimalité, comme par exemple chercher à construire des estimateurs compro-
mis optimaux pour des petits échantillons plutôt.
Il serait également intéressant de déterminer la relation entre la distance maximale (au
pire cas) entre une distribution de compromis et la vraie distribution des erreurs, et
la variance asymptotique de l’estimateur compromis. En effet, nous avons utilisé cette
distance afin de choisir le nombre de distributions de compromis. Il pourrait être utile
de déterminer une éventuelle relation avec la variance de l’estimateur de Pitman com-
promis.
Dans le chapitre 4, nous avons étendu notre notion de stratégie de compromis au pro-
blème de la classification, et plus particulièrement à la méthode de classification floue.
Nous avons présenté l’algorithme EM, très souvent utilisé pour l’estimation des para-
mètres dans la classification floue. Cette méthode se basant sur des modèles de mélanges
de distributions, nous avons pu supposer divers mélanges sous-jacents, et construire une
probabilité d’appartenance aux classes en réalisant un compromis fréquentiste. Il nous
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était par contre impossible de construire des estimateurs compromis des paramètres
du mélange, car ceux-ci ne possèdent pas la même signification suivant les queues des
distributions sous-jacentes. Il convient également de se préoccuper de l’identifiabilité
des classes sous les différents modèles.
Plusieurs simulations de Monte-Carlo ont été menées, afin de juger les performances de
divers types de stratégies de compromis pour la classification floue. Tout d’abord, nous
avons étudié une stratégie faisant un compromis entre une distribution sous-jacente
étant un mélange de lois normales et une distribution sous-jacente étant un mélange
de lois t multivariées, avec degrés de liberté fixes. Nous avons étudié diverses situations
pour deux groupes dans R2, en générant les observations suivant ces deux types de
mélanges. Dans la plupart des cas, la stratégie de compromis présente des résultats
équivalents à la méthode de classification floue correspondant au type de mélange sous-
jacent : si ce dernier est formé avec des lois normales, alors la stratégie de compromis se
comporte comme la méthode utilisant des lois normales, et si le mélange est formé de
lois t multivariées, alors la stratégie de compromis se comporte comme la classification
utilisant des lois t.
Cette stratégie de compromis a également été étudiée dans le cas de lois sous-jacentes
non-elliptiques. Dans ce cas, ses performances sont comparables aux deux autres mé-
thodes, qui sont rapidement mises en difficulté lorsque la forme des clusters devient
particulière.
Nous avons également étudié une stratégie de compromis totalement différente, basée
sur des lois normales dont la structure de covariance changeait. Nous avons construit
une stratégie de compromis entre un mélange de lois normales sans aucune restriction
sur la matrice de variance-covariance, des lois normales avec matrices de variance-
covariance diagonales, et des lois normales avec matrices de variance-covariance égales
à l’identité. Nous avons alors pu remarquer que cette stratégie ne se comportait pas
forcément comme celle présentant le taux de mauvaise classification le plus faible. Il
semble donc que le fait de baser les poids sur la vraisemblance totale ne garantit pas
une meilleure classification.
L’application de l’idée de compromis à la classification donne donc des résultats mitigés.
Il serait intéressant de poursuivre dans cette voie, car ce domaine des statistiques est ex-
trêmement vaste et d’une importance grandissante. On pourrait par exemple construire
le compromis en utilisant une autre manière de combiner les probabilités d’apparte-
nance, ou encore construire des compromis basés sur des méthodes non-probabilistes,
en déterminant une nouvelle manière d’attribuer un poids à chacune des classifications
considérées.
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AnnexeA
Intégration numérique : méthode de
Gauss-Legendre
Dans ce travail, afin de déterminer les différents estimateurs de Pitman utilisés, il était
impératif d’utiliser une méthode d’intégration numérique pour approximer les diffé-
rentes intégrales nécessaires. La méthode que nous avons choisie est la méthode de
quadrature de Gauss, qui est une méthode d’intégration numérique exacte pour des
polynômes de degré 2N − 1, avec N points pris sur le domaine d’intégration.
De manière générale, cette méthode estime les intégrales du type∫ b
a
f(x)ω(x)dx
par la somme pondérée
N∑
i=1
wif(xi),
où ω(x) est une fonction de poids non-négative, qui peut être introduite pour assurer
l’intégrabilité de f, et où les xi, i = 1, . . . , N, sont des réels distincts appelés nœuds, et
où les wi, i = 1, . . . , N, sont appelés coefficients de quadrature, ou encore poids.
En forçant la règle de quadrature à être exacte pour
f(x) = 1, x, x2, . . . , x2N−1,
et en regardant les xi et les wi, i = 1, . . . , N, comme étant autant de paramètres, on
obtient alors un ensemble de 2N équations non-linéaires, données par
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w1 + w2 + . . .+ wN = c0
w1x1 + w2x2 + . . .+ wNxN = c1
w1x
2
1 + w2x
2
2 + . . .+ wNx
2
N = c2
...
w1x
2N−1
1 + w2x
2N−1
2 + . . .+ wNx
2N−1
N = c2N−1.
Pour le problème le plus classique, où le domaine d’intégration est [−1, 1], et où ω(x) =
1, la règle de quadrature est appelée la méthode de Gauss-Legendre. Les N nœuds sont
alors les racines du N−ième polynôme de Legendre PN (x), et les poids sont obtenus
par l’une ou l’autre des égalités suivantes :
wi =
−2
(N + 1)P ′N (xi)PN+1(xi)
=
4
NPN+2(xi)P ′N (xi+2)
.
Les nœuds et les poids pour un grand nombre d’ordres peuvent être obtenus dans
Abramowitz et Stegun (1964), page 875 et suivantes, mais sont également disponibles
dans plusieurs librairies mathématiques, dans de nombreux langages de programmation.
Dans notre cas, nous devons évaluer des intégrales du type
I(g) =
∫ ∞
0
∫ ∞
−∞
g(s, t)f(s, t | c)dtds,
où f(s, t | c) est la densité conjointe conditionnelle. Afin d’appliquer la quadrature de
Gauss-Legendre, nous devons donc ramener le domaine d’intégration à [−1, 1]× [−1, 1],
en utilisant le changement de variables suivant :
S : [−1, 1]→ [0,∞[
u 7→ a
(
1 + u
1− u
)b
T : [−1, 1]→]−∞,∞[
v 7→ c+ d log
(
1 + v
1− v
)
,
où a, c ∈ R, b, d > 0 sont des constantes telles que les nœuds de la méthode se situent
pour la plupart là où la densité conjointe conditionnelle est « intéressante ». Nous avons
donc
I(g) =
∫ 1
−1
∫ 1
−1
g(S(u), T (v))f(S(u), T (v) | c)S′(u)T ′(v)dudv,
où
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S′(u) = ab
(
1 + u
1− u
)b−1 2
(1− u)2 ,
T ′(v) = d
2
1− v2 ,
sont les dérivées des fonctions S et T. I(g) peut alors être approximée par
I(g) ≈
N∑
j=1
N∑
k=1
wjwkg(S(uj), T (vk))f(S(uj), T (vk) | c)S′(uj)T ′(vk).
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AnnexeB
Fonctions C++ et R
Les diverses intégrales intervenant dans le calcul des estimateurs de Pitman ont été
approximées à l’aide de la quadrature gaussienne présentée précédemment. Cette mé-
thode a été programmée à l’aide des langages C++ et R simultanément. Il est en effet
possible de faire appel à des routines programmées en C++ à partir du logiciel libre R,
afin notamment d’accélérer l’exécution. Pour ce faire, il convient de stocker les fonctions
C++ dans une librairie dynamique et de charger cette dernière dans R.
Dans ce qui suit, nous ne donnerons que les fonctions utilisées pour le calcul des esti-
mateurs de Pitman pour les paramètres de lieu et d’échelle dans le modèle simple. Pour
les estimateurs de Pitman dans le cas de la régression, les fonctions sont semblables.
Fonctions C++ de la librairie dynamique
Les bibliothèques GSL (Gnu Scientific Library) sont libres de droits et contiennent un
grand nombre de routines mathématiques, comme des générateurs de nombres aléa-
toires, des méthodes d’interpolation, et autres fonctions spéciales. Elles peuvent être
obtenues à l’adresse www.gnu.org/software/gsl/.
//Inclusion des bibliothèques, notamment gsl_randist qui contient diverses
lois de probabilité.
#include <stdio.h>
#include <math.h>
#include <gsl/gsl_randist.h>
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La fonction transformation applique les changements de variables
S : [−1, 1]→ [0,∞]
u 7→ a
(
1 + u
1− u
)b
T : [−1, 1]→]−∞,∞[
v 7→ c+ d log
(
1 + v
1− v
)
,
et évalue également les dérivées de ces transformations.
//Résultat sur R: une liste dont le 7e élément est le vecteur S, le 8e le
vecteur T, le 9e le vecteur Sprime, et le 10e le vecteur Tprime
//Arguments: nodes -- les noeuds; Nb -- le nombre de noeuds; a,b,c,d -- les
paramètres des transformations; S, T, Sprime, Tprime -- vecteurs de taille
Nb qui recevront les résultats.
void transformation(double *nodes, int *Nb, double *a, double *b, double *c,
double *d, double *S, double *T, double *Sprime, double *Tprime)
{ int i;
double temp;
for (i=0; i < *Nb; i++) {
temp = nodes[i];
S[i] = (*a)*pow((1+temp)/(1-temp),(*b));
T[i] = (*c) + (*d)*log((1+temp)/(1-temp));
Sprime[i] = (*a)*(*b)*((double)2/pow((double)1-temp,2))*pow(((double)
1+temp)/((double)1-temp),((*b)-1));
Tprime[i] = (*d)*((double)2/((double)1-pow(temp,2)));
}
}
Les fonctions suivantes évaluent la densité conjointe conditionnelle aux nœuds de la
quadrature, qui auront donc été transformés auparavant. Pour chaque type de densité
sous-jacente (normale contaminée, t de Student, Slash), il existe une fonction différente.
Pour le cas de la loi normale, il suffit de fixer la fraction de contamination à 0 et d’uti-
liser la fonction de la loi normale contaminée.
//Résultat sur R: une liste dont le 8e élément doit être considéré comme une
matrice Nb x Nb contenant les évaluations.
//Arguments: S,T -- les vecteurs des noeuds transformés, où l’évaluation sera
faite; Nb -- le nombre de noeuds; -- eps,k -- les paramètres pour la loi
normale contaminée; df -- degrés de liberté pour la loi t de Student; c --
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le vecteur de la configuration; n -- la taille de l’échantillon; res --
vecteur de taille Nb^2 qui recevra les résultats.
//Pour la loi normale contaminée (et la loi normale standard)
void jointdensity_cnorm(double *S, double *T, int *Nb, double *eps, double *k,
double *c, int *n, double *res)
{ int i;
int j;
int l;
double Stemp;
double Ttemp;
double ctemp;
double p=0.39894;
for (i=0; i < *Nb; i++) {
Stemp = S[i];
for (j=0; j < *Nb; j++) {
Ttemp = T[j];
for (l=0; l < *n; l++) {
ctemp = c[l];
res[i*(*Nb) + j] = res[i*(*Nb) + j] * ((1-*eps)*
gsl_ran_gaussian_pdf(Stemp*(Ttemp + ctemp), 1) + *eps*
gsl_ran_gaussian_pdf(Stemp*(Ttemp + ctemp), *k));
}
res[i*(*Nb) +j] = res[i*(*Nb) + j]*pow(Stemp, *n-1);
}
}
}
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//Pour la loi Slash
void jointdensity_slash(double *S, double *T, int *Nb, double *c, int *n,
double *res)
{ int i;
int j;
int l;
double Stemp;
double Ttemp;
double ctemp;
double p=0.39894;
for (i=0; i < *Nb; i++) {
Stemp = S[i];
for (j=0; j < *Nb; j++) {
Ttemp = T[j];
for (l=0; l < *n; l++) {
ctemp = c[l];
if (Stemp*(Ttemp + ctemp) == 0) {
res[i*(*Nb) + j] = res[i*(*Nb) + j] * ((double)1/((double
)2*p));
}
else {
res[i*(*Nb) + j] = res[i*(*Nb) + j] * pow(Stemp*(Ttemp +
ctemp),-2) * (p - gsl_ran_gaussian_pdf(Stemp*(Ttemp +
ctemp),1));
}
}
res[i*(*Nb) +j] = res[i*(*Nb) + j]*pow(Stemp, *n-1);
}
}
}
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//Pour la loi t de Student
void jointdensity_student(double *S, double *T, int *Nb, double *df, double *c
, int *n, double *res)
{ int i;
int j;
int l;
double Stemp;
double Ttemp;
double ctemp;
double p=0.39894;
for (i=0; i < *Nb; i++) {
Stemp = S[i];
for (j=0; j < *Nb; j++) {
Ttemp = T[j];
for (l=0; l < *n; l++) {
ctemp = c[l];
res[i*(*Nb) + j] = res[i*(*Nb) + j] * gsl_ran_tdist_pdf(Stemp
*(Ttemp + ctemp), *df);
}
res[i*(*Nb) +j] = res[i*(*Nb) + j]*pow(Stemp, *n-1);
}
}
}
Finalement, la fonction iterate effectue la quadrature et retourne les approximations
des intégrales désirées.
//Résultats sur R: une liste dont le 8e élément est la constante d’intégration
de la densité conjointe conditionnelle, le 9e est proportionnel à E(s^2|c
), le 10e est proportionnel à E(ts^2|c), le 11e est proportionnel à E(t^2
s^2|c) et le 12e est proportionnel à E(-log s|c).
//Arguments: S, T, Sprime, Tprime -- les vecteurs des noeuds transformés et la
dérivée des transformations; w -- le vecteur des poids pour la quadrature
; Nb -- le nombre de noeuds; eval -- la matrice des évaluations aux noeuds
transformés; cste, int1, int2, int3, int4 -- nombres réels qui vont
recevoir le résultat des 5 intégrales à approximer.
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void iterate(double *S, double *T, double *Sprime, double *Tprime, int *Nb,
double *w, double *eval, double *cste, double *int1, double *int2, double
*int3, double *int4)
{
int i;
int j;
*cste = 0;
*int1 = 0;
*int2 = 0;
*int3 = 0;
*int4 = 0;
double wi;
double wj;
double Stemp;
double Ttemp;
double Sprimetemp;
double Tprimetemp;
double e;
double lStemp;
double ftemp;
for (i=0; i < *Nb; i++) {
wi = w[i];
Stemp = S[i];
Sprimetemp = Sprime[i];
lStemp = -log(Stemp);
for (j=0; j < *Nb; j++) {
wj = w[j];
Ttemp = T[j];
Tprimetemp = Tprime[j];
e = eval[(*Nb)*i + j];
ftemp = wi*wj*Sprimetemp*Tprimetemp*e;
*cste = *cste + ftemp;
*int1 = *int1 + ftemp*pow(Stemp,2);
*int2 = *int2 + ftemp*pow(Stemp,2)*Ttemp;
*int3 = *int3 + ftemp*pow(Stemp*Ttemp, 2);
*int4 = *int4 + ftemp*lStemp;
}
}
}
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La fonction COF effectue les itérations pour le calcul d’un intervalle de confiance pour
le paramètre de lieu.
//Résultats sur R: une liste dont le 8e élément est l’intégrale partielle sur
t de -crit à l’infini
//Arguments: T, Sprime, Tprime -- les vecteurs des noeuds transformés et leur
dérivée; Nb -- le nombre de noeuds; w -- les poids de la quadrature; eval
-- les évaluations de la densité conjointe conditionnelle aux noeuds
transformés; crit -- moins la borne inférieure de l’intégrale sur t; res
-- un nombre réel qui contiendra le résultat de l’intégrale.
void COF(double *T, double *Sprime, double *Tprime, int *Nb, double *w, double
*eval, double *crit, double *res)
{
int i;
int j;
*res = 0;
double wi;
double wj;
double Ttemp;
double Sprimetemp;
double Tprimetemp;
double e;
for (i=0; i < *Nb; i++) {
wi = w[i];
Sprimetemp = Sprime[i];
for (j=0; j < *Nb; j++) {
wj = w[j];
Ttemp = T[j];
Tprimetemp = Tprime[j];
e = eval[(*Nb)*i + j];
if (Ttemp > -*crit) {
*res = *res + wi*wj*Sprimetemp*Tprimetemp*e;
}
}
}
}
145
CHAPITRE B. Fonctions C++ et R
Fonction R
Il s’agit maintenant d’appeler les routines C++ à partir du logiciel R. Pour ce faire, il
s’agit avant tout de charger la librairie dynamique contenant les routines, puis d’y faire
appel en utilisant la fonction .C. Le premier argument de cette fonction est une chaîne
de caractères correspondant au nom de la routine C++ à appeler, et les arguments
suivants sont les arguments de la routine.
La fonction pitman ci-dessous calcule les estimateurs des paramètres de lieu et d’échelle
pour diverses densités sous-jacentes des erreurs, ainsi qu’un intervalle de confiance bi-
latéral à 95% pour le paramètre de lieu. Les arguments sont :
• data : le vecteur des observations yi, i = 1, . . . , n;
• density : une chaîne de caractères donnant le type de la densité sous-jacente, pouvant
être norm (loi normale), cnorm (loi normale contaminée), slash (loi Slash) ou student
(loi t de Student) ;
• confidence : un booléen indiquant si l’intervalle de confiance pour le paramètre de
lieu doit être calculé ;
• N : le nombre de nœuds pour la quadrature gaussienne ;
• ... : les paramètres additionnels pour les densités, par exemple ε et k pour la loi
normale contaminée.
pitman <- function(data, density, confidence = FALSE, N=80, ...) {
#Calcul de la configuration c
#-----------------------------
c_i <- (data - mean(data))/(var(data)^(1/2))
#Choix de la densité sous-jacente
#--------------------------------
if (density == "norm") {
epsilon <- 0
k <- 1
f <- function(x) {return(dnorm(x,0,1))} }
else if (density == "cnorm") {
if (is.null(list(...)$epsilon) | is.null(list(...)$k)) {stop("Missing
arguments: epsilon and/or k.", call.=F)}
epsilon <- list(...)$epsilon
k <- list(...)$k
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f <- function(x) {return((1-epsilon)*dnorm(x,0,1) + epsilon*dnorm(x,0,k))}
}
else if (density == "student") {
if (is.null(list(...)$df)) {stop("Missing argument: df.", call.=F)}
df <- list(...)$df
f <- function(x) {return(dt(x, df))} }
else if (density == "slash") {
f <- function(x) {if (x == 0) {return(((2*pi)^(-1/2))*(1/2))}
else {return((1/(x^2))*(((2*pi)^(-1/2)) - dnorm(x,0,1)))}} }
else {stop("Density not supported", call.=F)}
#Moins le log de la densité conjointe conditionnelle
#---------------------------------------------------
logf <- function(arg) {
if (arg[1] < 0) {return(Inf)}
else {
temp <- (length(c_i) - 1)*log(arg[1])
for (i in 1:length(c_i)) {
temp <- temp + log(f(arg[1]*(arg[2] + c_i[i]))) }
return(-temp) } }
#Optimisation (recherche du mode de la densité)
#----------------------------------------------
best <- c(var(data)^(1/2),0)
val <- Inf
smin = 1/(max(data) - min(data))
smax = max(data) - min(data)
up <- round(smax) + 2
for (l in 1:up) {
stemp <- l*(smax-smin)/up + smin
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if (logf(c(stemp,0)) < Inf) {
m <- optim(c(stemp, 0), logf)
if (m$value < val) {best <- m$par
val <- m$val } }
}
#Paramètres des changements de variables
#---------------------------------------
a <- best[1]
c <- best[2]
b <- 1/(length(c_i)^(1/2))
d <- 1/(length(c_i)^(1/2))
#Noeuds et poids de la quadrature, disponibles dans la librairie statmod
#-----------------------------------------------------------------------
library(statmod)
G <- gauss.quad(N, "legendre")
nodes <- G$nodes
weights <- G$weights
#Chargement de la librairie dynamique
#------------------------------------
dyn.load("pitman.dll")
#Changements de variables
#------------------------
c.transfo <- .C("transformation", as.double(nodes), as.integer(N), as.double
(a), as.double(b), as.double(c), as.double(d), as.double(rep(0,N)),as.
double(rep(0,N)), as.double(rep(0,N)), as.double(rep(0,N)))
S <- c.transfo[[7]]
T <- c.transfo[[8]]
Sprime <- c.transfo[[9]]
Tprime <- c.transfo[[10]]
#Evaluations de la densité conjointe conditionnelle
#--------------------------------------------------
if (density == "norm") {
M <- matrix(.C("jointdensity_cnorm", as.double(S), as.double(T), as.integer(
N), as.double(0), as.double(1), as.double(c_i), as.integer(length(c_i)),
as.double(rep(1,N^2)))[[8]], N, N)
}
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else if (density == "cnorm") {
M <- matrix(.C("jointdensity_cnorm", as.double(S), as.double(T), as.integer(
N), as.double(epsilon), as.double(k), as.double(c_i), as.integer(length(
c_i)), as.double(rep(1,N^2)))[[8]], N, N)
}
else if (density == "student") {
M <- matrix(.C("jointdensity_student", as.double(S), as.double(T), as.
integer(N), as.double(df), as.double(c_i), as.integer(length(c_i)), as.
double(rep(1,N^2)))[[7]], N, N)
}
else if (density == "slash") {
M <- matrix(.C("jointdensity_slash", as.double(S), as.double(T), as.integer(
N), as.double(c_i), as.integer(length(c_i)), as.double(rep(1,N^2)))
[[6]], N, N)
}
else {stop("Density not supported", call.=F)}
#Itérations de la quadrature
#---------------------------
c.iter <- .C("iterate", as.double(S), as.double(T), as.double(Sprime), as.
double(Tprime), as.integer(N), as.double(weights), as.double(M), as.
double(0), as.double(0), as.double(0), as.double(0), as.double(0))
cste <- c.iter[[8]] #Constante d’intégration
s2 <- c.iter[[9]] #Proportionnel à l’intégrale de s^2 f(s,t|c)
ts2 <- c.iter[[10]] #Proportionnel à l’intégrale de s^2 t f(s,t|c)
t2s2 <- c.iter[[11]] #Proportionnel à l’intégrale de s^2 t^2 f(s,t|c)
los <- c.iter[[12]] #Proportionnel à l’intégrale de -log(s) f(s,t|c)
#Résultats renvoyés par la fonction
#----------------------------------
est <- list(T_c = - ts2/s2, T_y = (-ts2/s2)*(var(data)^(1/2)) + mean(data),
logS_c = los/cste, logS_y = (los/cste) + log(var(data)^(1/2)))
#Intervalle de confiance pour le paramètre de lieu
#(basé sur une approximation normale)
#-------------------------------------------------
if (confidence == TRUE) {
t_start <- -ts2/s2
h <- 1/100
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start <- .C("COF", as.double(T), as.double(Sprime), as.double(Tprime), as.
integer(N), as.double(weights), as.double(M), as.double(t_start), as.
double(0))[[8]]/cste
droite <- .C("COF", as.double(T), as.double(Sprime), as.double(Tprime), as.
integer(N), as.double(weights), as.double(M), as.double(t_start + h), as
.double(0))[[8]]/cste
gauche <- .C("COF", as.double(T), as.double(Sprime), as.double(Tprime), as.
integer(N), as.double(weights), as.double(M), as.double(t_start - h), as
.double(0))[[8]]/cste
qtn <- qnorm(c(gauche, start, droite), mean=0, sd=1)
approx <- lm(c(t_start - h, t_start, t_start + h) ~ qtn)
coeffs <- as.vector(approx$coefficients)
bbc <- qnorm(c(0.025, 0.975), mean=0, sd=1)*coeffs[2] + coeffs[1]
bornes <- bbc*(var(data)^(1/2)) + mean(data)
#Déchargement de la librairie dynamique
#--------------------------------------
dyn.unload("pitman.dll")
#Résultats renvoyés par la fonction
#----------------------------------
return(list(Estimators = est, Confidence = list(T_y = bornes))) }
else {dyn.unload("pitman.dll")
return(list(Estimators = est))}
}
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