Abstract. Here we consider a Cahn-Hilliard-Navier-Stokes system characterized by a nonlocal Cahn-Hilliard equation with a singular (e.g., logarithmic)
Introduction
In [14] we have introduced and analyzed an evolution system which consists of the Navier-Stokes equations for the fluid velocity u suitably coupled with a non-local convective Cahn-Hilliard equation for the order parameter ϕ on a given (smooth) bounded domain Ω ⊂ R d , d = 2, 3. This system derives from a diffuse interface model which describes the evolution of an incompressible mixture of two immiscible fluids (see, e.g., [26, 28, 29, 30, 32] and references therein). We suppose that the temperature variations are negligible and the density is constant and equal to one. Thus u represents an average velocity and ϕ the relative concentration of one fluid (or the difference of the two concentrations). Then the nonlocal Cahn-HilliardNavier-Stokes system reads as follows ϕ t + u · ∇ϕ = ∆µ, (1.1) u t − div(2ν(ϕ)Du) + (u · ∇)u + ∇π = µ∇ϕ + h, (1.2) µ = aϕ − J * ϕ + F ′ (ϕ), (1.3) div(u) = 0, (1.4) in Ω × (0, +∞). We endow the system with the boundary and initial conditions ∂µ ∂n = 0, u = 0, on ∂Ω, (1.5) u(0) = u 0 , ϕ(0) = ϕ 0 , in Ω, (1.6) where n is the unit outward normal to ∂Ω. Here ν is the viscosity, π the pressure, h denotes an external force acting on the fluid mixture, J : R d → R is a suitable interaction kernel, a is a coefficient depending on J (see section below for the related assumptions), F is the configuration potential which accounts for the presence of two phases.
Here we prove the existence of a global weak solution when the double-well potential F can be singular in (−1, 1), that is, its derivative is unbounded at the endpoints. A typical situation of physical interest is the following (see [10] )
where θ, θ c are the (absolute) temperature and the critical temperature, respectively. If 0 < θ < θ c then phase separation occurs, otherwise the mixed phase is stable. We recall that the logarithmic terms are related to the entropy of the system.
For the existence of a weak solution, we take advantage of our previous analysis for regular potentials (i.e., defined on the whole R) with polynomially controlled growth of arbitrary order (see [14] ) and we use a suitable approximation procedure inspired by [18] . Then, we extend to potentials like (1.7) the results obtained in [21] for regular potentials. Such results are concerned with the global longtime behavior of (weak) solutions. More precisely, in the spirit of [5] , we can define a generalized semiflow in 2D and prove that it possesses a global (strong) attractor by using the energy identity. Then we analyze the 3D case by means of the trajectory approach introduced in [20] (see also [34] ) and generalized in [11, 12] . In this framework, we show the existence of a trajectory attractor.
We recall that the usual Cahn-Hilliard equation is characterized by the chemical potential µ = −∆ϕ + F ′ (ϕ). However, this equation has a phenomenological nature. On the contrary, the nonlocal one can be rigorously justified, viewing the standard Cahn-Hilliard equation as its approximation (see [24, 25] , cf. also [14] and references therein). The standard (local) system with a singular potential has been analyzed in [1, 2, 9] (for regular potentials see, e.g., [22, 23, 35, 37] and references therein). Most of the results known for the Navier-Stokes equations essentially hold for the (local) Cahn-Hilliard-Navier-Stokes system as well. On the contrary, in the nonlocal case, due to the weaker smoothness of ϕ, proving uniqueness and/or getting higher-order estimates seem a non-trivial task even in dimension two (see [14, 21] ). A further interesting and challenging issue is to analyze the sharp interface limit of the nonlocal system (see [3] for a rigorous result in the local case). It is worth mentioning that a nonlocal system for liquid-vapour phase transition has been proposed and analyzed in [33] (see also [27] ).
We conclude by observing that the technique we use in 2D can be easily adapted to show that the 3D (convective) Cahn-Hilliard equation with a singular potential has a connected global (strong) attractor (for regular potentials see [21] and references therein, cf. also [4, 17] for results on the local case). To our knowledge this is the first result on the existence of a global attractor for a nonlocal Cahn-Hilliard equation with singular potential.
The plan goes as follows. In the next section, we introduce the weak formulation of our problem. Then we state the existence theorem whose proof is given in Section 3. Section 4 is devoted to the global attractor in 2D, while Section 5 is concerned with the existence of the trajectory attractor whose structural and attraction properties are discussed in Section 6.
Weak solutions and existence theorem
Let us set H := L 2 (Ω) and V := H 1 (Ω). For every f ∈ V ′ we denote by f the average of f over Ω, i.e.,
Here |Ω| stands for the Lebesgue measure of Ω. Then we introduce the spaces and N Au = u, ∀u ∈ V 0 .
As is well known, for every f ∈ V ′ 0 , N f is the unique solution with zero mean value of the Neumann problem
Furthermore, the following relations hold
We also consider the standard Hilbert spaces for the Navier-Stokes equations (see, e.g., [36] )
We denote by · and (·, ·) the norm and the scalar product on both H and G div , respectively. We recall that V div is endowed with the scalar product
We shall also use the definition of the Stokes operator S with no-slip boundary condition. More precisely, S :
Notice that we have
with classical spectral theorems, it possesses a sequence {λ j } with 0 < λ 1 ≤ λ 2 ≤ · · · and λ j → ∞, and a family {w j } ⊂ D(S) of eigenfunctions which is orthonormal in G div . It is also convenient to recall that the trilinear form b which appears in the weak formulation of the Navier-Stokes equations is defined as follows
We suppose that the potential F can be written in the following form
where F 1 ∈ C (2+2q) (−1, 1), with q a fixed positive integer, and
We can now list the assumptions on the kernel J, on the viscosity ν, on F 1 , F 2 and on the forcing term h.
The function ν is locally Lipschitz on R and there exist ν 1 , ν 2 > 0 such that
(A3): There exist c 1 > 0 and ǫ 0 > 0 such that
(A4): There exists ǫ 0 > 0 such that, for each k = 0, 1, · · · , 2 + 2q and each
is non-decreasing in [1 − ǫ 0 , 1) and non-increasing in (−1,
Remark 1. Assumptions (A3)-(A7) are satisfied in the case of the physically relevant logarithmic double-well potential (1.7) for any fixed positive integer q. In particular, setting
then (A6) is satisfied if and only if β > θ c − θ. However, note that other reasonable potentials satisfy the above assumptions (e.g., the ones which are unbounded at the endpoints).
Remark 2. The requirement a(x) ≥ β a.e x ∈ Ω is crucial (see [7, Rem.2 .1], cf. also [8] ). For example, in the case of the double-well smooth potential F (s) = (s 2 − 1) 2 , which is usually taken as a fairly good smooth approximation of the singular potential, the existence result in [14] requires the condition a(x) ≥ β with β > 4.
The notion of weak solution to problem (1.1)-(1.6) is given by
• for every ψ ∈ V , every v ∈ V div and for almost any t ∈ (0, T ) we have
, for all T > 0. Therefore, the initial conditions u(0) = u 0 and ϕ(0) = ϕ 0 make sense. Theorem 1. Assume that (A1)-(A8) are satisfied for some fixed positive integer q.
In addition, assume that |ϕ 0 | < 1. Then, for every T > 0 there exists a weak solution z :
the following energy inequality holds
for all t ≥ s and for a.a. s ∈ (0, ∞), including s = 0. If d = 2, the weak solution
i.e., equality holds in (2.13) for every t ≥ 0.
On account of [21, Corollary 1] , the argument used to prove Theorem 1 also yields an existence result for the convective nonlocal Cahn-Hilliard equation with a given velocity field. Note that, in this case, the energy identity holds in 3D as well. In addition, uniqueness goes as in [21, Proposition 5] . Thus we can summarize the results in the following Proposition 1. Assume that (A1) and (A3)-(A7) are satisfied for some fixed
In addition, suppose that |ϕ 0 | < 1. Then, for every In addition, for all t ≥ 0, we have (ϕ(t), 1) = (ϕ 0 , 1) and the following energy identity holds
Remark 4. Note that, thanks to (2.6), (2.8) and (2.13), we have that
Remark 5. Assumptions (A3)-(A6) ensure that, thanks to Lemma 1 and Lemma 2, property (2.12) holds for some fixed q ≥ 1. Indeed, such assumptions allow us to obtain some estimates for the approximating (regular) potential F ǫ which are crucial in the approximation argument of the proof of Theorem 1 (see (3.9) and (3.11) below). Actually, Theorem 1 states that for each q ≥ 1 there exists a solution satisfying (2.12) . Notice that, since the L ∞ (0, T ; L ∞ (Ω))-regularity of ϕ is not guaranteed (since ϕ might not be measurable with values in L ∞ (Ω)), we cannot rely on such a regularity in order to choose some fixed q (e.g., q = 1) for F ǫ (cf. (3.10) below). Furthermore, (2.12) does not follow from (2.9). Indeed, recall that
Proof of Theorem 1
We consider the following approximate problem P ǫ : find a weak solution [u ǫ , ϕ ǫ ] to
Problem P ǫ is obtained from (1.1)-(1.6) by replacing the singular potential F with the smooth potential
where F 1ǫ is defined by
The following elementary lemmas are basic to obtain uniform (w.r.t. ǫ) estimates for a weak solution to the approximate problem. Lemma 1. Suppose that (A3) and (A4) hold. Then, there exist c q , d q > 0, which depend on q but are independent of ǫ, and ǫ 0 > 0 such that
Proof. By integrating (3.7) we get
(3.10)
Due to (A4) we have, for ǫ small enough,
so that, in particular,
and (A3) implies that (for ǫ small enough)
where c q = c 1 /2(2 + 2q)! and d q is another constant depending only on q. Furthermore, we have
Summing up, we deduce that there exists ǫ 0 > 0 such that
for all s ≥ 0 and for all ǫ ∈ (0, ǫ 0 ]. By using (3.8) we also get (3.9) for s ≥ 0. Similarly we obtain (3.9) for s ≤ 0.
Lemma 2. Suppose (A4) and (A6) hold. Then, setting c 0 :
Proof. From (3.10) we have
This estimate together with (3.8) and (A6) imply (3.11).
Due to the existence result proved in [14] , for every T > 0, Problem P ǫ admits a weak solution
Indeed, it is immediate to check that all the assumptions of [14, Theorem 1] and of [14, Corollary 1] are satisfied for Problem P ǫ . In particular, we use Lemma 1, Lemma 2 and the fact that, due to the definition of F 1ǫ and to the polynomial growth assumption on F 2 , assumption (H5) of [14, Theorem 1] is trivially satisfied for each ǫ > 0 (with some constants depending on ǫ).
Furthermore, according to [14, Theorem 1] and using (A2), the approximate solution z ǫ := [u ǫ , ϕ ǫ ] satisfies the following energy inequality
From (A5) it is easy to see (cf. (3.33) and (3.34) below) that there exists ǫ 1 > 0 such that
Therefore, using the assumptions on ϕ 0 , u 0 and Lemma 1, from (3.20) we get the following estimates
Henceforth c will denote a positive constant which depends on the initial data (i.e.,
We then take the gradient of (3.3) and multiply the resulting identity by ∇ϕ ǫ in L 2 (Ω). Arguing as in [14, Proof of Theorem 1] and using (3.11), we get
This last estimate together with (3.23) and (3.24) yield 
In order to obtain an estimate for {µ ǫ } we need to control the sequence of averages {µ ǫ }. To this aim observe that equation (3.1) can be written in abstract form as follows
Recall that u ǫ · ∇ϕ ǫ = 0. On the other hand, we have
Therefore, by means of (3.31) and (3.23), from (3.30) we deduce
Observe now that, due to (A4) and (A5), there holds
for ǫ small enough, where ξ ∈ (1 − ǫ, s) and where we have used the fact that, due to (A5),
and for ǫ small enough. However, due to (A4) and (A7), for ǫ small enough we have that
for every s ∈ (−1, 1) and every s ∈ R, respectively. We have set a ∞ := a L ∞ (Ω) . Observe that, owing to (3.11), H ′ ǫ is monotone and (for ǫ small enough)
, we can apply an argument devised by Kenmochi et al. [31] (see also [15] ) and deduce the following estimate
where δ depends on ϕ 0 and K(ϕ 0 ) depends on ϕ 0 , F , |Ω| and on a ∞ . For the reader's convenience let us recall briefly how (3.36) can be deduced. Fix m 1 , m 2 ∈ (−1, 1) such that m 1 ≤ s 0 ≤ m 2 and m 1 < ϕ 0 < m 2 . Introduce, for a.a. fixed t ∈ (0, T ), the sets
where we have used (3.33). We therefore get (3.36) with K(ϕ 0 ) given by
On account of the definition of H ǫ and recalling (3.32) we obtain
Therefore, by means of (3.36)-(3.37) and using the following bound (cf. 
up to a subsequence, we have
In order to pass to the limit in the variational formulation for Problem P ǫ and hence prove that z = [u, ϕ] is a weak solution to the original problem, we need to show that |ϕ| < 1 a.e. in Q = Ω × (0, T ). To this aim we adapt an argument devised in [17] (cf. also [19] ).
Thus, we introduce the sets
where | · | d+1 is the d + 1-Lebesgue measure in Q, and observe that .23) and (3.38)). Furthermore, as a consequence of the pointwise convergence (3.45) and by using Fatou's lemma, it is easy to see that we have
where
Hence, due to the pointwise convergence H ′ ǫ (s) → H ′ (s), for every s ∈ (−1, 1), we get from (3.48) and (3.49)
Letting η → 0 and using (A7) we obtain |{(x, t) ∈ Q : |ϕ(x, t)| ≥ 1}| = 0 and therefore |ϕ(x, t)| < 1 for a.e. (x, t) ∈ Q.
This bound, the pointwise convergence (3.45) in Q and the fact that
Convergences (3.40)-(3.47) and (3.51) allow us, by a standard argument, to pass to the limit in the variational formulation of Problem P ǫ and hence to prove that z = [u, ϕ] is a weak solution to (1.1)-(1.6).
Let us now establish the energy inequality (2.13). Let us first show that (2.13) holds for s = 0 and t > 0. Indeed, the energy inequality satisfied by the approximate solution z ǫ = [u ǫ , ϕ ǫ ] can be written as follows
We now use the strong convergences (3.41) and (3.45), the weak convergences (3.40) and (3.47), the bound (3.21) for the approximate potential F 1ǫ , the fact that F ǫ (ϕ ǫ (t)) → F (ϕ(t)) a.e. in Ω and for a.e. t ∈ (0, T ) (see (3.51)) and Fatou's lemma. Observe that, as a consequence of the uniform bound
and of the weak convergence (3.40), we have (see, e.g., [14, Lemma1] )
By letting ǫ → 0, from (3.52) we infer that (2.13) holds for almost every t > 0. Furthermore, due to the regularity properties of the solution, there exists a representative z = [u, ϕ] such that u ∈ C w ([0, ∞); G div ) and ϕ ∈ C([0, ∞); H) (henceforth we shall always choose this representative). Therefore, (2.13) holds for all t ≥ 0 since the function E(z(·)) : [0, ∞) → R is lower semicontinuous. The lower semicontinuity of E is a consequence of the fact that F is a quadratic perturbation of a (strictly) convex function in (−1, 1) . Indeeed, by (A6) we have that
Then F can be written in the form
with G convex on (−1, 1) (see [21, Lemma 2] ).
Let us now prove that the energy inequality (2.13) also holds between two arbitrary times s and t. Indeed, setting (3.55) and applying [21, Lemma 3], we deduce (see Remark 6) that the approximate
for every t ≥ s and for a.e. s ∈ (0, ∞), including s = 0.
Define G ǫ in such a way that
with α * as in (3.54). Since, due to (3.13), G ǫ is convex on (−1, 1), then we can write
Hence, for every non-negative ψ ∈ D(0, t), we have
where Q t := Ω × (0, t). Thus, thanks to (3.39) and (3.41), we get
Qt
On the other hand, thanks to Fatou's lemma and to the pointwise convergence
, we also have the liminf inequality. Then, on account of (3.54) and (3.57), we deduce that
Let us multiply (3.56) by a non-negative ψ ∈ D(0, t) and integrate the resulting inequality w.r.t. s from 0 and t, where t > 0 is fixed. We obtain
By using strong and weak convergences for the sequence {z ǫ } and (3.58), passing to the limit as ǫ → 0 in the above inequality, we infer
which can be rewritten as follows
Thus we have
which implies that V z (t) ≤ V z (s) for a.e. s ∈ (0, t). Therefore, (2.13) is proven.
Finally, for d = 2, we can choose µ and u as test functions in (2.10) and (2.11), respectively, due to their regularity properties, and then we can proceed as in [14, Proof of Corollary 2] to deduce (2.14). Indeed, when we consider the duality product ϕ t , µ , we are led to the duality ϕ t , G ′ (ϕ) , with the convex function G given by (3.54). Now, define the functional
where G : R → R ∪ {+∞} is given by G(s) := G(s) for all s ∈ dom(G), and G(s) = +∞ for all s ∈ R − dom(G). The function G is a lower-semicontinuous proper convex function on R and, due to (A7), its subdifferential is given by ∂ G(s) = G ′ (s) for all s ∈ int(dom(G)) = (−1, 1), and ∂ G(s) = ∅ for all s / ∈ (−1, 1). Then, [6, Proposition 2.8, Chap. II] entails that G is lower-semicontinuous and convex on H, and that ξ ∈ ∂G(ϕ) iff ξ(x) ∈ ∂ G(ϕ(x)) for a.a x ∈ Ω. Notice that, if |ϕ| < 1 a.e. in Ω, the last condition is satisfied if and only if ξ(x) = G ′ (ϕ(x)) for a.a. x ∈ Ω.
Let us now apply [16, Proposition 4.2] to the functional G and to the ϕ component of the weak solution z to (1.1)-(1.6). All conditions of this proposition are fulfilled, since, in particular, we have
By exploiting this identity, the energy equation (2.14) can be obtained without difficulties.
Remark 6. In [21, Lemma 3] a growth assumption is made on the regular potential (polynomial growth less then 6 when d = 3). Therefore, the application of [21, Lemma 3 ] to obtain the approximate energy inequality (3.56) would require the condition q = 1 (recall that the approximate potential F ǫ has polynomial growth of order 2 + 2q). Nevertheless, by exploiting an argument of the same kind as above and by suitably approximating regular potentials of arbitrary polynomial growth by a sequence of potentials of polynomial growth of order less then 6, it is not difficult to improve [21, Lemma 3] and remove such growth assumption. Therefore [21, Lemma 3] can be extended to regular potentials of arbitrary polynomial growth and (3.56) also holds for q > 1.
Global attractor in 2D
In this section we first prove that in 2D we can define a generalized semiflow on a suitable metric space X m0 which is point dissipative and eventually bounded. Furthermore, we show that such generalized semiflow possesses a (unique) global attractor, provided that the potential F is bounded in (−1, 1) (like, e.g., (1.7)). The argument is a generalization of the one used in [21] and based on [5] . Henceforth, we refer to [5] for the basic definitions and results on the theory of generalized semiflows.
Consider system (1.1)-(1.4) endowed with (1.5) for d = 2 and assume that the external force h is time-independent, i.e.,
The first step is to define a suitable metric space for the weak solutions and consequently to construct a generalized semiflow. To this aim, fix m 0 ∈ (0, 1) and introduce the metric space
The space X m0 is endowed with the metric . We have to show that there exist a subsequence {z j k } and a weak solution z ∈ G with z(0) = z 0 such that z j k (t) → z(t) for each t ≥ 0. Now, every weak solution z j satisfies the energy identity (2.14) so that
where z j0 := z j (0). From this identity and using the assumptions on F we deduce estimates of the form (3.22)-(3.28). Furthermore, since |ϕ 0j | ≤ m 0 and m 0 ∈ (0, 1) is fixed, we can repeat the argument used in the existence proof to control the sequence of the averages of the approximated chemical potentials (see (3.29)-(3.38)) and get
where L(m 0 ) is a positive constant depending on m 0 . Hence, an estimate of the form (3.39) for µ j holds. From these estimates we deduce the existence of a couple z = [u, ϕ] and of a function µ with u, ϕ and µ having the regularity properties (2.3)-(2.8) and such that (3.40)-(3.47) hold for suitable subsequences of {u j }, {ϕ j } and {µ j }. In order to prove that z = [u, ϕ] is a weak solution by passing to the limit in the variational formulation for z j we need to know that (2.9) is satisfied for ϕ. To this aim we use the same argument we applied to the sequence of approximate solutions {ϕ ǫ } (cf. proof of Theorem 1).
More precisely, for η ∈ (0, 1) fixed we can introduce the sets
and so we have
where H is defined as in (3.35). Therefore, recalling (4.5), by first letting j → ∞ and then η → 0 we can deduce that
On the other hand, since we also have
then z(0) = z 0 . It remains to prove the convergence of the sequence {z j (t)} to z(t) in X m0 for each t ≥ 0. Reasoning as in [21] , we represent the singular potential F as follows
,
Here, due to (A6), the function G(x, ·) is strictly convex in (−1, 1) for a.e. x ∈ Ω. Therefore, the energy E can still be written as
and the same argument used in [21, Proposition 3] applies.
As done for regular potentials (see [21] ), a dissipativity property of the generalized semiflow G can be proven in the case of singular (bounded) potentials. 
which entails that the generalized semiflow G is point dissipative and eventually bounded.
We can now state the main result of this section.
Proposition 4. Let d = 2 and suppose that (A1)-(A7), (A9) hold. Furthermore, assume that F is bounded in (−1, 1) . Then G possesses a global attractor.
Proof. In light of Proposition 3 and by [5, Proposition 3.2] and [5, Theorem 3.3] we only need to show that G is compact. Let {z j } ⊂ G be a sequence with {z j (0)} bounded in X m0 . We claim that there exists a subsequence {z j k } such that z j k (t) converges in X m0 for every t > 0. Indeed, the energy identity (4.4) entails the existence of a subsequence (not relabeled) such that (see the proof of Proposition 2) for almost all t > 0 u j (t) → u(t) strongly in G div , ϕ j (t) → ϕ(t) strongly in H and a.e. in Ω, where z = [u, ϕ] is a weak solution. Since F is bounded in (−1, 1) , by Lebesgue's theorem we therefore have
Hence E(z j (t)) → E(z(t)) for almost all t > 0. Thus, arguing as in [21, Theorem 3, Proposition 3], we deduce that z j (t) → z(t) in X m0 for all t > 0, which yields the compactness of G.
We can also prove the existence of the global attractor for the convective non-
to Proposition 1, we can define a semigroup S(t) on Y m0 (cf. (4.2)) endowed the metricd
Then we have
are satisfied and assume that F is bounded in (−1, 1) . Then the dynamical system (Y m0 , S(t)) possesses a connected global attractor.
The proof goes as in [21, Proof of Theorem 4] . Note that, due to uniqueness, the global attractor is connected.
Existence of a trajectory attractor
In this section, by relying on the theory developed in [11, 12] (see also [34] ), we prove that a trajectory attractor can be constructed for the nonlocal Cahn-HilliardNavier-Stokes system (1.1)-(1.4) subject to (1.5) with F satisfying (A3)-(A7). The construction of the trajectory attractor for problem (1.1)-(1.5) in the case of regular potentials with polynomial growth has been done in [21] . We concentrate on the 3D case.
Let us first resume some basic definitions and results from the theory of trajectory attractors for non-autonomous evolution equations (see [12, Chap. XI and Chap. XIV] and [11] for details).
Consider an abstract nonlinear non-autonomous evolution equation with symbol σ in a set Σ. The symbol σ is a functional parameter which represents all time-dependent terms (like external forces) and coefficients of the equation.
For every M > 0, the solutions are sought in a topological (usually Banach) space We shall need a slightly more general functional setting than the one devised in [11] . Indeed, in order to construct a trajectory attractor without any boundedness assumption on the potential F , we must define a family of bounded sets of trajectories with a suitable attraction property. The idea is to take a subspace F From the definition it follows that, if the trajectory attractor exists, then it is unique.
To prove some properties of the trajectory attractor we need that the set K Remark 7. We shall see that (cf. Proposition 6), although by means of the topological-metric scheme above the boundedness assumption on the potential F can be avoided as far as the construction of the trajectory attractor for system (1.1)-(1.5) with singular potential is concerned, it seems difficult to get rid of such an assumption when one wants to prove the closedness of the trajectory space K + Σ .
We now state the main abstract result which can be established by applying 
We also refer the reader to [11, Theorem 3.1]. 
In addition, if the family {K Suppose that for a given abstract nonlinear non-autonomous evolution equation a dissipative estimate of the following form can be established
for every w ∈ K + Σ , for some fixed w 0 ∈ F + b and for some Λ 0 : [0, ∞) → [0, ∞) locally bounded and some constants Λ 1 ≥ 0, k > 0, where k, Λ 0 and Λ 1 are independent of w. Furthermore, assume that the ball
. By virtue of (5.1) such ball is a uniformly (w.r.t. σ ∈ Σ) attracting set for the family {K is uniformly (w.r.t. σ ∈ Σ) absorbing for the family B + Σ ). Theorem 3 therefore entails that the translation semigroup {T (t)} t≥0 possesses a (unique) uniform (w.r.t.
Let us now turn to (1.1)-(1.5) and apply to this system the scheme described above.
For q ≥ 1, m 0 ∈ (0, 1) and for any given M > 0 we set
where Q M = Ω × (0, M ). We endow F M with the weak topology Θ M which induces the following notion of weak convergence:
Then, we can define the space
endowed with the inductive limit weak topology Θ + loc . In F + loc we consider the following subset
where Q ∞ := Ω × (0, ∞), endowed with the following metric ∞) ; X), i.e. such that (see, e.g., [12] ) 
and every h satisfying (A8) there exists a trajectory z ∈ K
, where [·] X denotes the closure in the space X, is compact in L As symbol space Σ we take the compact metric space given by Σ = H + (h 0 ). Recall that every h ∈ H + (h 0 ) is translation compact in L 
Hence we can state the main result of this section. 
The proof of Theorem 4 is based on two propositions. The first one establishes a dissipative estimate of the form (5.1) for weak solutions to (1.1)-(1.5). Recall that ψ = ψ 0 . It is easily seen that z is a weak solution to the same system where the potential F and the viscosity ν are replaced by, respectively,
Since z satisfies (2.13) for all t ≥ s and for a.a. s ∈ (0, ∞), then an energy inequality of the same form as (2.13) also holds for z, namely,
for all t ≥ s and for a.a. s ∈ (0, ∞), where we have set
The weak solution z fulfills ( ψ, 1) = 0 and therefore (5.6) can be applied to z. Such estimate and (5.7) entail the inequality
By means of the identity
from the previous inequality we get
for all t ≥ s and for a.a. s ∈ (0, ∞), where k = 1/k 1 and l = k 2 /k 1 + F (ψ 0 )|Ω|/k 1 . By applying [21, Lemma 1] from (5.8) we deduce that
for all t ≥ 1, where
Here we have used (5.4). Note that |ψ 0 | ≤ m 0 and therefore K can be estimated by a constant depending on ν 1 , λ 1 , F, J, |Ω| and on h 0 , m 0 . Observe now that we have 
By combining (5.9) with (5.10) and (5.11) we get
which yields
On account of the definition of the metric d F + b , (5.13) allows to estimate three terms on the left hand side of (5.5). The remaining four terms on the left hand side of (5.5) can be handled by performing the same kind of calculations done in the proof of [21, Proposition 7] . In particular, the two terms in the L 2 tb (0, ∞; V div )-norm of T (t)v and in the L 2 tb (0, ∞; V )-norm of T (t)ψ can be estimated by writing the energy inequality between t and t + 1 and by using the estimate
This last estimate has been obtained in [14] for the case of regular potentials, but it still holds for singular potentials satisfying assumption (A6). Finally, the two terms in the L (iii) satisfies the energy inequality Therefore, (5.14) and the convergence assumption on the sequence {h m } imply the control ∇µ m L 2 (0,M;H) ≤ c. On the other hand, by exploiting the argument used in the proof of Theorem 1 it is easy to find the bound
with some constant L(ψ m ) depending on ψ m , and furthermore we also have |ψ m | ≤ m 0 , with m 0 ∈ (0, 1). Therefore, noting that 
Further properties of the trajectory attractor
Let us discuss first some structural properties of the trajectory attractor. Denote by Z(h 0 ) := Z(H + (h 0 )) the set of all complete symbols in ω(H + (h 0 )). Recall that a function ζ : R → V ′ div with ζ ∈ L 2 loc (R; V ′ div ) is a complete symbol in ω(H + (h 0 )) if Π + T (t)ζ ∈ ω(H + (h 0 )) for all t ∈ R, where Π + is the restriction operator on the semiaxis [0, ∞). It can be proved (see [11, Section 4] or [12, Chap. XIV, Section 2]) that, due to the strict invariance of ω(H + (h 0 )), given a symbol h ∈ ω(H + (h 0 )) there exists at least one complete symbol h (not necessarily unique) which is an extension of h on (−∞, 0] and such that Π + T (t) h ∈ ω(H + (h 0 )) for all t ∈ R. Note that we have Π + Z(h 0 ) = ω(H + (h 0 )).
To every complete symbol ζ ∈ Z(h 0 ) there corresponds by [12, Chap. XIV, Definition 2.5] (see also [11, Definition 4.4] ) the kernel K ζ in F b which consists of the union of all complete trajectories which belong to F b , i.e., all weak solutions z = [v, ψ] : R → G div × H with external force ζ ∈ Z(h 0 ) (in the sense of Definition 1 with T ∈ R) satisfying (2.13) on R (i.e., for all t ≥ s and for a.a. s ∈ R) that belong to F b . We recall that the space ( . The above condition is thus fulfilled by choosing R = Λ(z * 0 , h 0 ). As far as the attraction properties are concerned, we observe that, due to compactness results, the trajectory attractor attracts the subsets of the family B + H+(h0) in some strong topologies. Indeed, setting (6.18) where 0 ≤ δ 1 , δ 2 < 1 and using the compact embeddings 
