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ABSTRACT
Tensor networks (TNs) have been gaining interest as multiway data analysis tools owing to their ability to tackle the curse
of dimensionality and to represent tensors as smaller-scale interconnections of their intrinsic features. However, despite the
obvious advantages, the current treatment of TNs as stand-alone entities does not take full benefit of their underlying structure
and the associated feature localization. To this end, embarking upon the analogy with a feature fusion, we propose a rigorous
framework for the combination of TNs, focusing on their summation as the natural way for their combination. This allows for
feature combination for any number of tensors, as long as their TN representation topologies are isomorphic. The benefits of the
proposed framework are demonstrated on the classification of several groups of partially related images, where it outperforms
standard machine learning algorithms.
Index Terms— Sum of tensor networks, Tucker decomposition, classification, feature extraction, graphs
1. INTRODUCTION
Tensors are multidimensional generalizations of matrices and vectors, and their ability to make enhanced use of data structures
to perform dimensionality reduction and component extraction offers a powerful tool in the analysis of Big Data. Owing to
their flexibility and a scalable way to deal with multi-way data, tensors have found application in a wide range of disciplines,
from the most theoretical ones, such as mathematics and numerical analysis [1, 2, 3], to the more practical signal processing
applications [4, 5].
Applying standard numerical methods to tensors may be difficult, as in the raw format the required storage memory and
number of operations grow exponentially with the tensor order (curse of dimensionality) [6]. To overcome this issue, tensor
decompositions (TDs) have been introduced with the aim to represent tensors by a much smaller number of parameters, via
multilinear operations over the latent factors. The most well-known TD approaches are the Canonical Polyadic [7, 8], the
Tucker [9, 10], and the Tensor Train decompositions [6] (CPD, TKD, and TT respectively).
Any TD can be considered as a special case of the more general concept of tensor networks (TNs), which represent a high
order tensor as a set of sparsely interconnected core tensors and factor matrices [5]. In other words, TNs can be viewed as
multi-core interconnections of features of the original tensor. The advantages of representing a tensor as a TN are: (i) TNs
are perfectly suited to deal with the curse of dimensionality, as a high order tensor can be stored on different machines which
deal with only the individual cores, (ii) each core may be representative of specific characteristics of the underlying tensor, thus
implying inherent feature extraction on the original data. Despite these advantages, open problems in practical design of TNs
include: (i) the choice of the TD for a particular application, (ii) minimization of the number of the parameters necessary for
the TN representation [6], and (iii) to the best of our knowledge, a rigorous framework to combine TNs.
In this work, we address the point (iii), by focusing on the issue of TN summation for TNs of the same topology. Summation
is the most natural way to combine any two entities into a new one, and we postulate that a sum of multiple tensors (summands),
in their TN format, preserves the underlying structure in the inherent features of the summands. In this way, the sum of TNs
immediately yields another isomorphic TN, the cores of which are a combination of the corresponding cores of the summand
TNs. The summation operator can hence be interpreted as a process of mixing features of the original tensors, however,
algorithms for tensor network summation are still in their infancy.
To this end, we propose a novel framework for the summation of TNs (and inherently any two or more tensors represented
by TNs). This is achieved by simple block arrangements of the corresponding original cores. Leveraging on the very efficient
way in which TNs represent large tensors in terms of the required storage and computation, and realizing that interconnections
among the cores in a TN describe how data structures of the original tensors are intertwined, we explore the possibility to
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combine corresponding individual cores of two TNs with the same topology in order to obtain a new TN, the cores of which
carry both joint and individual information present in the original cores. Therefore, this is related to the recently introduced
common feature extraction in [11], however, unlike matrices, the proposed framework enables this to be performed on tensors
of any order, with the only condition that the original tensors are represented as TNs with equivalent topologies. Practical
advantages of the proposed framework are demonstrated through an image classification application based on the ETH-80
dataset [12], whereby every dataset entry is represented as a TN, and their individual features are combined via our proposed
framework. This allows for the extraction of the shared information in the original data, which is then fed to a Support Vector
Machine algorithm (SVM), and attains an overall classification rate of 92.3%. The proposed framework therefore opens up new
perspectives on the manipulation of TNs, completely removing the preconception that they have to be treated as stand-alone
entities, and offers a new avenue for their applications.
2. NOTATION AND BACKGROUND
A tensor of order N is denoted by boldface underlined uppercase letters, X ∈ RI1×···×IN , a matrix by boldface uppercase
letters,X ∈ RJ×K , a vector by boldface lowercase letters, x ∈ RN×1, and a scalar by italic lowercase letters, x ∈ R. Subscripts
are generally described by indices n, i, j, k. An element in a N -th order tensor is denoted by xi1,i2,...,iN = X(i1, i2, . . . , iN ).
Given an N -th order tensor X ∈ RI1×···×In×···×IN and an M -th order tensor Y ∈ RJ1×···×Jm×···×JM , with In = Jm, their
(m,n)-contraction product is Z = X×mn Y, where Z is an (N +M − 2)-th order tensor (for more detail we refer to [13]). By
convention ×n is equivalent to ×2n, and is referred to as mode-n contraction. The mode-n unfolding of a tensor X rearranges
its elements into a matrix, and is expressed as X(n) (see [14] for more details). The symbol ⊗ denotes the Kronecker product,
◦ the outer product, and || · || the Frobenius norm. A TN representation of a tensor X is denoted by a calligraphic bold letter,
X . Finally, the operator vec(·) indicates vectorization of a tensor.
2.1. Tucker Decomposition
The TKD is analogous to a higher order form of matrix factorization, and decomposes an original tensor X into a core tensor
contracted by a factor matrix along each corresponding mode [9, 15, 16]. In the case of a 3-rd order tensor X ∈ RI×J×K , the
TKD is expressed as
X = G×1 A×2 B×3 C
=
Q∑
q
R∑
r
P∑
p
gqrpaq ◦ br ◦ cp
(1)
where G ∈ RQ×R×P and A ∈ RI×Q,B ∈ RJ×R, C ∈ RK×P , while a TKD for an N -th order tensor is given by
X =G×1 A(1) ×2 A(2) ×3 · · · ×N A(N) (2)
For convenience, any tensor expressed in the form of (2), will be referred to as “in the TKD format”, even though the factors
A(n) were not necessarily obtained via a TKD. The mode-n unfolding of a tensor in the TKD format is
X(n) = A
(n)G(n)(A
(N) ⊗ · · · ⊗A(n−1) ⊗A(n+1) ⊗ · · · ⊗A(1))T (3)
2.2. Background on Tensor Networks
A decomposition of a tensor into multi-way linked core tensors and matrices leads to equations often involving numerous
contraction products, which can be cumbersome to write and hard to visualize. For this reason it is common to represent
tensors diagrammatically [13], as in Fig. 1. An N -th order tensor can be represented as a node (circle) with as many edges
(modes) as the tensor order. In TNs, contractions are designated by linking two common modes, called contraction modes,
while “dangling” edges are physical modes of the represented tensor.
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Fig. 1: Building blocks of TNs. Anticlockwise from the top-left: scalar, vector, matrix, and 3-rd order tensor. Edges are called
modes, and the associated label I, J,K, indicate their dimensionality.
Two examples of TNs are provided in Fig. 2, whereby any mode which is not a physical mode is a contraction mode. Nodes
linked only to contraction modes are contraction nodes, whereas nodes linked to one or more physical mode are referred to as
physical nodes. The “shape” of a TN is its topology, where the concept of topology is the same to the one adopted in Graph
Theory [17].
Each node in a TN X can either represent a particular feature of the original tensor X (in case of physical nodes), or a
model on how features are combined (in case of contraction nodes). It is clear that, given that TNs represent tensors of any
order, without a framework for combining TNs, the problem of mixing features of individual cores, which subsequently allows
for the extraction of the common features across the individual tensors, becomes difficult to address. This characteristic of
“feature locality” inherent to the nodes of a TN is of fundamental importance. Therefore our main motivation for this work is
to provide the missing link for TN summation via a combination of their corresponding cores, thus simultaneously performing
a mixture of features.
Fig. 2: Examples of TNs (figure adapted from [13]). Left: a TN representing a 16-th order tensor, with contraction nodes shown
in blue, and physical nodes shown in green. Right: a TN representing a 32-th order tensor, with contraction nodes shown in
blue (3-rd order) and orange (4-th order), and physical nodes in green.
3. SUM OF TENSOR NETWORKS
To establish a framework of summation of two or more TNs, assume that the individual TNs: (i) have physical modes with
equal dimensions, (ii) have the same topology. We proceed by providing the definitions, the main conjecture, and specific
propositions arising from the conjecture, followed by an outline of practical applications.
Definition 1. A block tensor is a tensor that is arranged into sub-tensors called blocks, that is, its entries are tensors of the
same order but not necessarily of the same dimensionality.
Definition 2. The superdiagonal of a block tensor X ∈ RI1×···×IN is the collection of entries xi1,i2,...,in , where i1 = i2 =
· · · = in.
Conjecture 1. Consider two tensors X,Y ∈ RI1×···×IN represented as TNs with equivalent topologies, but not necessarily
with equivalent contracting modes, referred to as X and Y . The sum Z = X +Y can then be represented as a new TN, Z ,
with equivalent topology to X and Y . Its contraction nodes are in the form of a block tensor which is obtained by stacking the
corresponding contraction nodes of X and Y along its superdiagonal. The physical nodes of Z are obtained by stacking the
corresponding physical nodes of X and Y in such a way that the dimensionality of all contracting modes is increased but that
of the physical modes is kept fixed.
Proposition 1. Conjecture 1 holds for chains of matrices.
Proof. Consider Fig. 3 as a graphical representation of Conjecture 1, and suppose X = A1A2 · · ·AN , Y = B1B2 · · ·BN ,
where X,Y ∈ RI×J , and An,Bn ∈ RRn×Rn+1 , with R0 = I,RN = J . Define a new chain of matrices Z = C1C2 · · ·CN ,
where each Cn is an arrangement of An,Bn according to Conjecture 1. By a direct inspection of Z, we obtain
Z = C1C2 · · ·CN
=
[
A1 B1
] [A2 0
0 B2
]
· · ·
[
AN−1 0
0 BN−1
] [
AN
BN
]
= A1A2 · · ·An +B1B2 · · ·Bn
= X+Y
(4)
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Fig. 3: Graphical representation of a sum of matrices X and Y, expressed as a matrix chain. The matrices (nodes) Cn are
composed of the matrices An and Bn, which are arranged according to Conjecture 1, either through a concatenation (two
horizontal subnodes) or a block-diagonal arrangement (two diagonal subnodes).
Proposition 2. Conjecture 1 holds for any tensor expressed in the TKD format.
Proof. For simplicity we here prove Proposition 2 for 3-rd order tensors, but without loss of generality the result holds for any
tensor order. Fig. 4 shows the tensors X,Y ∈ RI1×I2×I3 in the TKD format, that is
X = Gx ×1 Ax ×2 Bx ×3 Cx
Y = Gy ×1 Ay ×2 By ×3 Cy
(5)
with respective TN representationsX ,Y . A new TN,Z , is obtained by combiningX andY according to Conjecture 1 (observe
Fig. 4), and the so represented tensor, Z, can be described by
Z = Gz ×1 Az ×2 Bz ×3 Cz (6)
The task is to show that Z = X +Y. We shall consider the mode-1 unfolding, but the same procedure can be applied to any
mode. Define Az =
[
Ax Ay
]
, and Gz as an arrangement of Gx and Gy along the superdiagonal of Gz , and consider
K1 = (Cx ⊗Bx)T
K2 = (Cy ⊗By)T
(7)
Upon performing the mode-1 unfolding of X and Y according to (3), and combining the matrices X(1),Y(1) in their TN form,
then from Proposition 1 the resulting matrix, Z∗, can be described as
Z∗ =
[
Ax Ay
] [Gx(1) 0
0 Gy(1)
] [
K1 K2
]T
(8)
Therefore, in order to prove Proposition 2 it is sufficient to show that Z(1) = Z∗, where Z(1) is the mode-1 unfolding of Z
represented as in (6). To this end, consider
Z(1) = AzGz(1)(Cz ⊗Bz)T
=
[
Ax Ay
]
Gz(1)
( [
Cx Cy
]⊗ [Bx By] )T (9)
For convenience, denote X,Y,Gx,Gy ∈ R2×2×2, and define Gα(:, :, j) = Gˆα(j), where α ∈ {x, y}. Hence
Gz(1) =
[
Gˆx(1) 0 Gˆx(2) 0 0 0 0 0
0 0 0 0 0 Gˆy(1) 0 Gˆy(2)
]
(10)
Without loss of generality assume
Cx =
[
1 2
5 6
]
Cy =
[
3 4
7 8
]
(11)
to give [
Cx Cy
]⊗ [Bx By] =
=
1 [Bx By] 2 [Bx By] 3 [Bx By] 4 [Bx By]
5
[
Bx By
]
6
[
Bx By
]
7
[
Bx By
]
8
[
Bx By
]

= U
(12)
Upon substituting Gz(1) and U into (9) and making use of the sparse nature of (10), we arrive at
Z(1) = AzGz(1)U
T
=
[
Ax Ay
] [Gˆx(1) Gˆx(2) 0 0
0 0 Gˆy(1) Gˆy(2)
]
1BTx 5B
T
x
2BTx 6B
T
x
3BTy 7B
T
y
4BTy 8B
T
y

=
[
Ax Ay
] [Gx(1) 0
0 Gy(1)
] [
KT1
KT2
]
=
[
Ax Ay
] [Gx(1) 0
0 Gy(1)
] [
K1 K2
]T
= Z∗ (13)
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Fig. 4: Graphical sum of tensors X and Y in the TKD format.
4. EXPERIMENTAL RESULTS
Practical implications of the main contribution of this paper, that is, Proposition 2, were investigated in an image classification
task based on the benchmark ETH-80 dataset. It consists of 3280 images, composed of 8 classes, 10 objects per class, 41 images
per object. For our simulations, the images were downsampled to 32 × 32 pixels. Given the RGB format of the considered
images, our dataset consists of 3-rd order tensors Xm ∈ R32×32×3,m = 1, . . . ,M (where M = 3280).
For each image, Xm, in the training set a TKD was performed by setting the size of the core tensors toR1 = R2 = R3 = 3.
The factor matrices {Am,Bm,Cm} were scaled by η 13 , where η = ||Gm||, to regularize the contribution of features. This
is equivalent to normalizing the core tensor of each TKD decomposition to unit norm, without affecting the accuracy of the
approximation. The scaled factor matrices {Am,Bm,Cm} were concatenated into the matrices {Ad,Bd,Cd}. The SVD was
subsequently applied and the first {R1, R2, R3} singular vectors were retained (we refer to this operator as tSVD(·)), which
yielded matrices {Ac,Bc,Cc}. Finally, for each image, Xm, a new core tensor was computed as
◦
Gm = Xm ×1 ATc ×2 BTc ×3 CTc (14)
Equation (14) represents the projection of the data images onto the features common to the full dataset, implying that
◦
Gm can be
used for classification purposes. Their vectorized versions vec(
◦
Gm),m = 1, . . . ,M , were fed to a machine learning classifier
in the form of an SVM (Gaussian kernel), which employed a one-vs-one (OVO) approach. During the testing stage, for each
new element X∗, vec(
◦
G∗) was computed analogously and was classified according to the trained model, as summarized in
Algorithm 1.
Algorithm 1. Sum of TNs for image classification
1: Input: Dataset {Xm}Mm=1, {R1, R2, R3}
2: for each element m in dataset do
3: Xm = Gm ×1 ×Am ×2 Bm ×3 Cm
4: η = ||Gm||
5: Ad =
[
Ad η
1
3Am
]
6: Bd =
[
Bd η
1
3Bm
]
7: Cd =
[
Bd η
1
3Cm
]
8: end for
9: Ac = tSVD(Ad, R1)
10: Bc = tSVD(Bd, R2)
11: Cc = tSVD(Cd, R3)
12: for each element m in dataset do
13:
◦
Gm = Xm ×1 ATc ×2 BTc ×3 CTc
14: end for
15: Train classifier on {vec( ◦Gm)}Mm=1.
The procedure outlined in Algorithm 1 was applied to the ETH-80 dataset, with 80% of the available images serving as
randomly selected training data. The average of 20 realizations yielded an accuracy of 92.3%. Observe in Fig. 5 that all classes
were classified with a hit-rate > 90% except for “Cow”, “Dog”, and “Horse”, which in the dataset indeed look similar (we refer
to [12]).
Fig. 5: Confusion matrix of the classification algorithm, where 80% of the data was used for training.
Performance comparisons were conducted against an SVM (Gaussian kernel) applied directly to the vectorised images, and
a tensor-based classification method which we refer to as “TKD-CONCAT”, which concatenates all members of ETH-80 in a
4-th order tensor, performs a TKD, and retains the first 3 factor matrices, as outlined in [18]. The results are shown in Fig. 6 and
suggest that a direct summation of TNs yields a physically meaningful mixture of features, offering enhanced cross accuracy.
Importantly, our proposed algorithm outperformed the other methods, especially when a small amount of data is available for
training, as shown in the bottom graph.
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Fig. 6: Classification results using the sum of TNs approach. Top: Accuracy rates. Bottom: Difference in accuracy between
classification based on sum of TNs and standard SVM.
5. CONCLUSION
We have introduced a formalism behind the sum of tensor networks, and have validated the approach for chains of matrices
(2-nd order tensors) and, more generally, for tensors in the Tucker format. By employing the analogy between the sum of tensor
network cores and a feature fusion, we have devised a new algorithm for image classification, which rests solely upon the the
sum of tensor networks. Moreover, the proposed algorithm has been shown to exhibit a noticeable advantage when only few
training data are available. Tests on the the ETH-80 dataset have attained an accuracy rate of 92.3%, and the proposed algo-
rithm has been shown to outperform both standard Support Vector Machine and a related tensor-based classification approach.
Generalisations of the proposed framework are the subject of ongoing work.
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