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_______________________________________________________________________________ EXPECTATION MAXIMIZATION ALGORITHM
In a simple implementation of Expectation Maximization (EM) algorithm (1), a sequence of a motif X=(x 1 ,x 2 ,...,x l ) is considered, where l is a motif length. If p i (x j ) is an empiric frequency of a nucleotide x j (A, C, G, G) in position i (computed in previous iteration), then weight of such motif is computed as
_______________________________________________________________________________ COMPUTATION OF FEATURE WEIGHTS (SCORES)
To compute weight for features used to distinguish between promoter and non-promoter sequences, the following approach was used. Assume that a given promoter or non-promoter sequence is Y=(y 1 To compute a score for k-mers (k=2,3,4,5) in a given sequence, to every k-mer, available in the corresponding search region, we assigned the corresponding score from the FH. Total k-mer score was calculated as a sum of these frequencies.
Computing scores for TFBS density. Data on transcription factor binding sites (TFBSs) were obtained from Regsite DB (www.softberry.com; Plant division) that contained 1,976 TFBSs. In both positive and negative learning sets, within [-200 :+1] region of every sequence, we performed two kinds of search for motifs with similarity level 80% or higher: (1) search for motifs only in the sense strand of DNA; (2) search for motifs in both strands. We selected only TFBS motifs found in ≥5% of positive entries. We then, calculated frequencies of occurrence of each TFBS motif, separately in a positive and in a negative set, and as a final frequency for the corresponding TFBS, we took a ratio of corresponding frequencies in positive and negative sets. This way, we obtained two sets of TFBS and two corresponding TFBS score tables.
To compute scores for TFBS density 1 and TFBS density 2 for a given sequence, within [-200 :+1] region we performed search for TFBSs from two sets mentioned above. A total score for TFBS density 1 and 2 was computed as a sum of scores of TFBS found on a sense strand and on both strands, respectively.
Computing scores for CG skew and AC skew. To score the asymmetric nucleotide composition for a given DNA sequence, such as CG skew, sk(CG) and AC skew, sk(AC), we applied the following formulas, while number of nucleotides A (a), C (c), G (g) and T (t) in [-200 :+20] region is given (2):
sk(CG)=(c-g)/(c+g) sk(AC)=(a+c-g-t)/(a+c+g+t)

_______________________________________________________________________________ NEURAL NETWORK TECHNIQUE AND VISAN SOFTWARE
We used Neural Networks (NN) to get a recognition function for distinguishing between promoter and nonpromoter sequences. The implementation used was part of VISAN software package (http://www.softberry.com/berry.phtml?topic=fdp.htm&no_menu=on).
VISAN is a software tool that provides a broad collection of machine learning algorithms. It allows users to quickly try out and compare different machine learning methods on new data sets. The machine learning algorithms include discriminant analysis, SVM, neural networks, random forests, and AdaBoost. The data and results can be visualized; both 2D and 3D visualization is possible. Statistical analysis of data is available as well. The main focus of VISAN is ease of use. It has a graphical user interface that enables easy access to the underlying functionality. Most tasks can be performed with a few clicks. The performance of different algorithms implemented in VISAN can be compared using accuracy histograms. We chose neural networks for our data analysis.
Neural networks are supervised learning algorithms inspired by biological neural networks, which can approximate any non-linear function. Supervised learning is a machine-learning task in which data labels are known. Neural networks consist of interconnected layers of neurons. The first layer is called an input layer. Its number of neurons is equal to the number of features in the data. The last layer is called an output layer and its number of neurons depends on the number of different data labels. The layers between input layer and output layer are called hidden layers. For the task at hand, we chose network architecture with one hidden layer of 15 neurons and two neurons for the output layer, as illustrated in Figure S1 .
The neural network is trained using backpropagation algorithm, which calculates gradient of an error function with respect to weights in the network (for details of neural network based approaches see [2] ). Each connection between neurons has an associated weight !" . Training a neural network involves tuning the weight corresponding to each connection. The weights are used to compute an output ! of each neuron that is called neuron activation:
where is the layer the neuron belongs to, is an input from the previous layer, !!! is a bias, and is called an activation function that is sigmoid in our case. The neural network is trained using backpropagation algorithm, which calculates gradient of an error function with respect to weights in the network [2] . After the model is trained, we can get a score for a new input object as a difference of values for neurons in the output layer:
where ! ! and ! ! are activations of output neuron 1 and 2 respectively for input and is threshold with default value 0.
_______________________________________________________________________________ STATISTICAL ESTIMATION OF PROMOTER PREDICTORS' PERFORMANCE
To estimate performance of promoter predictors, we used the following statistical measures based on observed number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) predictions (5,6): Recall (sensitivity or true positive rate, Sn): Sn = TP/(TP+FN) Figure S2 . General scheme for computation of scores (weights) of promoter features used in a NN algorithm that was implemented into TSSPlant program. 
_______________________________________________________________________________
