ABSTRACT Remote sensing target tracking in the aerial video from unmanned aerial vehicles (UAV) plays a key role in public security. As the UAV aerial video has rapid changes in scale and perspective, few pixels in the target region, and multiple similar disruptors, and the main tracking methods in this research field generally have relatively low tracking performance and timeliness, we propose a remote sensing target tracking method for the UAV aerial video based on a saliency enhanced multi-domain convolutional neural network (SEMD). First, in the pre-training stage, we combine the least squares generative adversarial networks (LSGANs) with a multi-orientation Gaussian Pyramid to augment typical easily confused negative samples for enhancing the capacity to distinguish between targets and the background. Then, a saliency module was integrated into our tracking network architecture to boost the saliency of the feature map, which can improve the representation power of a rapid dynamic change target. Finally, in the stage for generating tracking samples, we implemented a local weight allocation model to screen for hard negative samples. This approach can not only improve the stability in tracking but also boost efficiency. The comprehensive evaluations of public and homemade hard datasets demonstrate that the proposed method can achieve high accuracy and efficiency results compared with state-of-the-art methods.
I. INTRODUCTION
With the popularization of high-resolution imaging technology and the progress of artificial intelligence, target tracking in remote sensing video received much attention. One of the important parts is remote sensing target tracking in UAV aerial video due to its significance in military reconnaissance, land monitoring and criminal tracking. Although many object tracking algorithms [1] , [2] have been proposed, there are still challenges due to the swaying of UAV platforms, which collect videos with high frequency scale and orientation changes, few pixels in target region, and the targets are often easily confused with the background. Furthermore, deep learning algorithms generally cannot meet the real-time requirements for UAV processing platforms. Therefore, designing an effective and robust tracking method for UAV aerial video remains challenging.
In recent years, many researchers have made efforts to facilitate target tracking research. Hare et al. [3] presented a
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoxiang Zhang. structured output support vector machine for object tracking. Kalal et al. [4] proposed a visual tracking algorithm named TLD by improving an online learning mechanism. However, they all need to consume huge calculations, which cannot achieve real-time tracking in the UAV processing platform. Recent techniques based on correlation filters boost efficiency significantly. Bolme et al. [5] propose the minimum output sum of squared errors (MOSSE) filter, which works by finding the maximum cross correlation response between the model and candidate patch. Henriques et al. [6] improved adaptive performance for diverse scenarios using multichannel HOG features. Danelljan et al. [7] handled the scale change of target objects by learning adaptive multiscale correlation filters. However, these methods would generate multiple suspected responses when considering similar objects around the target, which usually occurs from the perspective of UAV platforms.
Recently, it was observed that deep networks have been successful in visual tracking. Wang et al. [8] developed a top layer and lower layer to obtain semantic features and discriminative information separately for visual tracking. Zhang et al. [9] proposed simple two-layer convolutional neural networks to obtain feature maps for the tracker object for online object tracking. Both of these approaches had high tracking accuracy. However, they generally boosted performance through the design of the deep structure of the network, which greatly affects efficiency.
A popular CNN-based tracking algorithm with state-ofthe-art accuracy and speed named MDNet [10] was presented recently. It pretrains a CNN using a large set of videos with tracking ground-truths to obtain a generic target representation that can enhance the adaptability of the network to various targets. However, from the perspective of UAV platforms, the target is generally small, and it can be easily confused with the background as well as become blurry from frequency scale and orientation changes. Meanwhile, MDNet [10] would produce many negative samples for training in every tracking frames, which leads to high computational costs. To address these issues, we propose a robust tracking approach for UAV videos, and the main contributions are summarized as follows.
(1) In the offline pretraining stage, we propose a typical easily confused negative sample augmentation strategy by combining LSGANs [11] with a multi-orientation Gaussian Pyramid to generate enough valid samples.
(2) For the design of tracking network structure, we embed a saliency module between convolutional layers and optimize the arrangement of its functional sub-modules to boost the saliency of the feature map, which improved the network representation power for rapid dynamic changes in the target.
(3) In the negative sample generation of tracking frames, a local weight allocation model is constructed for screening high-weight negative samples. This strategy can not only enhance the stability of tracking process but also effectively reduce the invalid samples network that needs to be learned.
Experimental results demonstrate that the proposed method can significantly improve tracking accuracy and efficiency compared to the state-of-the-art trackers in a UAV aerial video.
II. SALIENCY ENHANCED MULTI-DOMAIN CONVOLUTIONAL NEURAL NETWORK (SEMD) FOR TRACKING A. NETWORK ARCHITECTURE
The proposed network consists of convolutional layers, a saliency module for enhancing the saliency of feature maps, and fully connected layers for binary classification as shown in Fig. 1 . For offline pretraining, our algorithm pretrains a CNN to obtain a generic target representation using a large set of videos with tracking ground-truths. A lot of negative samples are generated by using typical easily confused negative sample augmentation for multi-domain learning. For online tracking, we manually select tracking single target in the first frame, the network computes feature maps of these boxes through a single forward pass. Note that a CNN feature is refined from the saliency module, which can achieve suppression of background information effectively. Finally, the refined feature is fed to three fully connected layers for classification between targets and the background.
B. TYPICAL EASILY CONFUSED NEGATIVE SAMPLE AUGMENTATION
It is well known that the effect of pretraining has a vital influence on the success rate of tracking in a CNN-based algorithm. MDNet [10] constructs the shared layers, from which the model that is obtained has useful generic feature representations and generates positive and negative samples from different distributions. Although it performs excellently in the tracking from the widely applied head-up perspective, it has the opposite effect from the UAV perspective. The explanation for this result is that the sloshing of UAV platform will provide high frequency scale change of a target. If we use these different scale samples as pretraining directly, the tracking accuracy will be greatly compromised. Furthermore, typical easily confused targets in complex scenes are the main factors affecting tracking performance. Therefore, it is necessary to augment easily confused negative samples to enhance the robustness of our network. To deal with this problem, we use LSGANs [11] to produce similar samples with different definitions in the single frame. Compared to MDNet [10] , our algorithm is outstanding at distinguishing a target from a typical ambiguous easily confused object. Fig. 2 shows the flowchart for augmentation.
Given a frame from a video sequence, the hand-crafted negative samples with easily confused frames are denoted by x1, x2 . . . xt, and t is the number of samples that needed to be augmented. For each x, LSGANs generate samples relying on discriminator D and a generator G, and we train D and G through the following function:
where b and a are the labels for fake data and real data, respectively, and c denotes the value that G wants to make D believe fake data, and z is distributed normally. In addition, we also collect samples with different sizes and orientations using a Gaussian Pyramid with the goal of simulating the UAV platform rotation, which generally appears in complex environments.
Then, the generated samples of 0.7k-th, 2.2k-th, 6.5k-th and 10k-th iterations were considered as an octave (first octave is 10k-th iteration), and we use Gaussian filtering to produce another sample in every octave as follows:
where r denotes the row and column numbers of the samples, x and y, respectively, and σ is set to 2.5 empirically. Furthermore, for adjacent octaves, we employ sampling to change the size of the next octave to 1/4 of the previous octave, and we rotate all samples every 90 degrees.
Through this approach, the multi-orientation Gaussian Pyramid is constructed to collect negative samples in different scales and orientations from multiple perspectives. Specially, We mainly select the objects with similar appearance characteristics and sizes to the target for augmentation, such as the roof (red bounding box) shown in Fig. 2 .
C. SALIENCY MODULE IN A NETWORK
As discussed earlier, MDNet uses a shallow network considering the real-time requirements. However, from the VOLUME 7, 2019 perspective of a UAV platform, remote sensing scenes usually have few pixels in target region and have complex backgrounds. Therefore, it is necessary to enhance feature saliency. CBAM [12] is a lightweight and general module that can be integrated into any CNN architectures seamlessly with negligible overheads, and it can boost feature saliency. It consists of two sub-modules, namely, the Channel attention module and Spatial attention module, as shown in Fig. 3 .
Given a feature map F ∈ R C * H * W as input, CBAM sequentially infers a channel attention map M c ∈ R C * 1 * 1 and a spatial attention map M s ∈ R 1 * H * W . The overall attention process can be summarized as follows:
where • denotes element-wise multiplication, and M c (F) and M s (F) is computed as follows:
where σ denotes the sigmoid function, MLP is the weight of average-pooling and max-pooling, and f 7×7 represents a convolution operation with a filter size of 7 × 7.
As validated in the general network architecture, feature saliency can be boosted through M c and M s in turn. However, the pixels in target region are generally very few in UAV aerial video, so it is particularly vital to enhance the initial feature saliency. We add an adaptive convolution layer after average-pooling of M c to change the output channel of the previous convolution layer to twice the original, which can tune the channel adaptively to ensure the subsequent process is running smoothly. Meanwhile, only channel attention module M c is embedded after the second convolution layer to give consideration to both timeliness and tracking accuracy. We provide experimental results with different arrangements in Section IV.
D. HARD NEGATIVE SAMPLE SCREENING BASED ON LOCAL WEIGHT ALLOCATION
In the sample generation stage of every tracking frame, MDNet collects 200 negative samples from the whole image. However, in the remote sensing target tracking from the UAV perspective, the relative displacement between frames is limited. On the other hand, easily confused objects around targets are generally the main factor for performance degradation rather than distant objects. To screen valuable negative samples, a local weight allocation is constructed, which accelerates the hard negative mining as follows:
where s i denotes the distance between the i-th negative sample centre and the target centre of the previous frame, and σ is set to 2.5 empirically.
The distance d represents the value of the negative sample for network training. Setting the threshold T (taken as 0.007 empirically ) when a d satisfies the following:
the negative sample is retained and vice versa. Finally, all valuable samples are screened out. Then, an efficient hard negative mining technique is incorporated in the learning procedure and we got the highest score of 48 negative samples and re-entered the network for fine-tuning the fully connected layers, which can make the network become more discriminative.
III. IMPLEMENTATION DETAILS A. TARGET CANDIDATE GENERATION
In order to estimate the target position in each frame, a lot of target candidates sampled around the previous target position are evaluated using our tracking network, and we obtain their positive scores and negative scores from the network. The optimal target is given by finding the candidate with the maximum positive score. 
B. OFFLINE PRETRAINING
For multi-domain learning with K training sequences, we train the network for 100K iterations, and the learning rates are set to 0.0002 for convolutional layers and 0.0015 for fully connected layers. For each iteration of offline pretraining, we collect 50 positive and 200 negative samples from every frame, where positive and negative samples have overlap ratio r ≥ 0.7 and r ≤ 0.5 IOU overlap ratios with ground-truth bounding boxes, respectively. For bounding-box regression, we use 1000 training samples with the same parameters as MDNet, and a minibatch is composed of 128 examples-32 positive and 96 negative samples. Note that our tracking network is trained by using Stochastic Gradient Descent (SGD) and receives a 107 × 107 RGB input.
C. ONLINE LEARNING
Similarly, for online learning, we collect 40 positive and 48 negative samples with r ≥ 0.7 and r ≤ 0.3 IOU overlap ratios with the estimated target bounding boxes, respectively. The weight decay and momentum are set to 0.0004 and 0.75, respectively. The learning rates are set to 0.0002 for convolutional layers and 0.0015 for fully connected layers. Note that we train the fully connected layers for 40 iterations at the initial frame of a new remote sensing test sequence.
IV. EXPERIMENTS
In this section we present our results for multiple datasets with comparisons to state-of-the-art tracking algorithms for UAV123 and a homemade dataset, and analysed the performance of our tracker through ablation studies and experiments with different arrangements of CBAM functional sub-modules.
A. EVALUATION METHODOLOGY
We evaluated our tracker, denoted by SEMD, with two datasets including (1) UAV123 [13] and (2) a homemade dataset with an average of 23 seconds per video. There are seventy fully annotated HD videos with challenging scenes captured from a UAV in the homemade dataset. Apart from a small number of the challenges of conventional datasets, these video sequences main suffer from further difficulties such as target region has few pixels, rapid changes in scale and perspective, and multiple easily confused disruptors, and the homemade dataset contains a wide variety of targets including cars, trucks and persons. For comparison, we employed several state-of-the-art trackers including ECO [14] , MDNet [10] , SRDCF [15] , MCPF [16] , BACF [17] , PTAV [18] , CFNet [19] and DSST [7] . These algorithms were implemented in PyTorch with a 3.5 GHz Intel Core I7-7800X and NVIDIA Titan V GPU. We follow the evaluation protocol presented in a standard benchmark [20] , where the performance of trackers is evaluated based on two criteria: centre location error and bounding box overlap ratio, and the performance is visualized using precision and success plots. The two plots are generated by computing ratios of successfully tracked frames at a set of different thresholds in the two metrics. The ranks of trackers are determined by the accuracy at the 20-pixel threshold in the precision plot. In the success plot, the Area Under Curve (AUC) scores of individual trackers are used to rank the trackers. Note that we used the same parameters for all of the tested datasets.
B. EXPERIMENTS ON DIFFERENT ARRANGEMENTS OF CBAM FUNCTIONAL SUB-MODULES
To verify the effectiveness of the proposed arrangement of channel attention and spatial attention sub-modules mentioned in Section II, we compared five different approaches embedded after the two convolution layers, as shown in Table 1 . Let J1 and J2 denote the first and second convolution layer, respectively. Then, C and S denote channel attention and spatial attention sub-modules, respectively.
As presented in Section II, embedding C and S after J1, and only embedding C after J2 can achieve higher tracking accuracy and speed. Regarding the cause of this result, we think that in the subsequent tracking process after J1, we should pay more attention to the target itself rather than the location of the target. In other words, this outcome occurred because two functional sub-modules, channel and spatial, compute complementary attention and focus on 'what' and 'where', respectively. Considering this result, we think in a tracking network for a remote sensing target, the key is determining how to enhance the saliency of target features and distinguish the target from background better, which represents 'what'. Therefore, 'where' should not be the focus of our discussion of 'two-category' tracking.
C. ABLATION STUDY
We perform several studies on UAV123 [13] to investigate the effectiveness of individual components in the proposed tracking algorithm. In this study, we used a small amount of the homemade UAV remote sensing dataset and UAV123 dataset for pretraining, and then remove them during testing. Table 2 presents several options implemented in the network, where 'Augmentation', 'Saliency module', and 'Weight allocation' denote our proposed three mechanisms. According to our experiments, using all three mechanisms is helpful for improving success and precision rates the most. Therefore, the results prove that each component makes a meaningful contribution to tracking performance improvement.
D. EVALUATIONS ON UAV123 AND HOMEMADE UAV DATASET
We analysed our algorithm using two different datasets, including (1) a UAV123 dataset that consists of 50 fully annotated videos with various challenging attributes, and (2) a fully annotated dataset we built by collecting remote-sensing videos taken by UAV and selecting some of them for pretraining then removing them during evaluation. We added some videos that had certain characteristics, including few pixels in target region, rapid changes in scale and perspective, and multiple easily confused disruptors. Fig. 5 and Fig. 6 show the results of the nine trackers for UAV123 and the homemade dataset, respectively. The results clearly show that SEMD outperforms all the tested trackers significantly in different datasets. These outcomes can be attributed to the introduction of typical easily confused sample augmentation, a saliency module and sample screening based on three mechanisms of local weight allocation. Typical easily confused sample augmentation can enhance the capacity to distinguish between a target and background under multi-scale and multirotation orientations in a remote sensing scene. The saliency module boosted feature saliency by embedding lightweight and general modules. Sample screening based on local weight allocation can screen valuable negative samples for training. All three mechanisms can improve the success and precision rate to a certain extent. Note that in the homemade dataset, our algorithm is more obviously ahead of other algorithms. This result occurred because most of the collected videos in this dataset contain challenging scenes from the perspective of UAV, and our approach focuses on solving these issues as described above. Table 3 and Table 4 present the overall performance of trackers of the experiment, including our algorithm, in terms of success rate, precision rate at 20 pixels, and speed 76736 VOLUME 7, 2019 FIGURE 5. Quantitative results for UAV123 [14] . for two datasets, respectively. Although SEMD has higher complexity than MDnet, the proposed method outperforms MDnet in the processing speed. We think the reasons can be summarized as follows: (1) we adopt two update strategies as in MDNet: short-term and long-term for improving adaptiveness and robustness of target, respectively. Long-term updates VOLUME 7, 2019 are performed in regular intervals using the positive samples collected for a long period of time, and short-term updates are triggered to fine-tune the weights of the fully connected layers, whenever the score of the estimated target is below a threshold. However, UAV platforms often collect videos with short-term occlusion, rapid perspective changes and multiple similar disruptions, which can easily make the target scores below 0.5. Under this situation, there will be high computational costs for the network updating. Therefore, it is particularly important to make the network more discriminative. Benefitting from the typical easily confused negative samples augmentation and the saliency module, the network can better identify target and background. It means that the score of estimated target will be relatively high, which can avoid high computational costs producing by short-term updates. Moreover, thanks to the introduction of local weight allocation model, we can use fewer and more valuable negative samples to predict target. (2) compared with the MDNet, the extra structure of our algorithm is mainly the saliency module, which is acknowledged as a lightweight module. It has little impact on the network speed compared with the computational costs generated in other tracking stages.
Moreover, we also illustrated the qualitative results of multiple algorithms on a subset of sequences in Fig. 7 . Our method shows consistently better performance for different challenging scenes, including orientation change, few pixels in target region and scale change. However, in over-complex large size scenes, the tracking task occasionally fails with a small target with many similar disturbances around, as shown in Fig. 8 . We believe that this failure occurred because our three mechanisms cannot play a vital role in a situation in which the saliency of the target features is very insufficient, and other algorithms cannot solve this problem well either.
V. CONCLUSIONS
This paper presents a saliency enhanced multi-domain convolutional neural network for achieving stable and efficient target tracking in an UAV aerial video. First, we employed a typical easily confused negative samples augmentation strategy by combining LSGANs with a multi-orientation Gaussian Pyramid to make the network more discriminative. Then, a saliency module was embedded to improve network representation power. Finally, we constructed a local weight allocation model for improving timeliness. The experiments demonstrated that the proposed method can achieve high accuracy and efficiency results compared to state-of-the-art algorithms. The performance for a homemade dataset with challenging scenes from the perspective of UAV especially showed that our algorithm was more advanced than other algorithms that focus on solving these problems. However, as shown above, our method is inefficient in situations where the small target with many similar disturbances around. Therefore, we will consider introducing dynamic trajectory prediction for future research. Since 2011, she has been with the China Research and Development Academy of Machinery Equipment, and became an Associate Research Fellow, since 2013. Since 2014, she has been an Adjunct Master Tutor at Henan Polytechnic University. Since 2011, she has been a reviewer of IET Radar, Sonar and Navigation. She was mainly engaged in the basic theory and engineering technology research of target detection and identification. She had published more than 30 academic papers in SCI/EI journals and conferences, applied for more than 20 national invention patents, and applied for more than 20 software copyrights.
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