Message passing over factor graph can be considered as generalization of many well known algorithms for efficient marginalization of multivariate function. A specific instance of the algorithm is obtained by choosing an appropriate commutative semiring for the range of the function to be marginalized. Some examples are Viterbi algorithm, obtained on max-product semiring and forward-backward algorithm obtained on sum-product semiring.
Introduction
Efficient marginalization of multivariate function is important in different areas such as signal processing, artificial intelligence and digital communications. In certain cases, when it is possible to represent the function with cycle free factor graph, exact marginal value can be obtained by message passing algorithm [1, 2, 3] . This algorithm represents a procedure of sending the messages over the edges and processing the messages in nodes of factor graph. The general rule for message processing depends on type of semiring that coresponds to the range of the function to be marginalized. A wide variety of well known algorithms can be derived as an instance of message passing algorithm by choosing an appropriate semiring and the structure of factor graph . For example, the choice of max-product semiring yields Viterbi algorithm, while the sum-product semiring leads to forward-backward algorithm [4] .
In this paper, we develop message-passing algorithm that operates over entropy semiring [5] . Entropy Message Passing (EMP ), as we have called the algorithm, obtains the simplification of complex computations those appear in Expectation Maximization algorithm and gradient methods. These methods have already been considered from message passing point of view [6, 7, 8] , but only for the special cases without general message updating rule, that is given by EMP. Furthermore, EMP can also be considered as generalization of algorithm for efficient computation of model entropy, previously developed for chain structure [9] .
Here, we give remark that entropy semiring (also called expectation semiring [10] ) has already been used for similar computational problems in automata learning theory [5] , [10] , where the problem of complex summation over the set of automata input strings was casted to well known shortest distance problem, analog to EMP where the summation is performed over the set of possible configurations of probabilistic model. The paper is organized as follows. In section II we explain the process of passing the messages throw factor graph considering Sum-Product Algorithm. Entropy semiring is defined in section III, where we prove factorization lemma that allows developing of EMP in section IV. Finally, in section V we consider mentioned applications of EMP.
Factor Graphs and the Sum-Product Algorithm
Let f be a real multivariate function which depends on set of variables x = {x} N n=1 and satisfies the factorization property
for some set of indexes M. In previous expression factors depend on subsets x m which cover x. Factorization (1) can be graphically represented using graphical model, such as factor graph [1, 2, 3] . A factor graph consists of variable nodes (drawn as a circles), factor nodes (drawn as a squares) and connections betwen the nodes, where the variable node n and factor node m are connected if and only if factor f m depends on variable x n . Since the connection are realized only betwen factor nodes and variable nodes, factor graph has bipartite property. Example of factor graph that depictes factorization
is given in Fig. 1 . Fig. 1 . Factor graph that correspons to factorization
Factor graphs allows solution for two important inference problems [11] :
2.0.1 Marginalization problem:
where x\xn denotes the summing over all variables from x except for x n and 2.0.2 Normalization problem:
The solution of the second problem can easily be obtained from the solution of the first problem by summing:
so, in the following text, we are concerned with solution of the first problem.
Sum-Product Algorithm
Sum-Product Algorithm is efficient way for the marginalization of multivariate function [1, 2, 3] . It operates as message passing algorithm over factor graph of function to be marginalized. The computed marginal value is exact for cycle free factor graph, but the algorithm also can be applied on graph with cycles giving the approximate solution [12, 13, 14] . In this paper we consider cycle free (tree structured) factor graphs.
There are two kinds of messages being sent over factor graph:
1. the messages q n→m (x n ) from variable to factor nodes and 2. the messages r m→n (x n ) from factor to variable nodes, where the variable and factor nodes participating in message passing process are denoted with n and m. Note that both kinds of messages are function of the variable corresponding to node involved in process of message passing. The messages are initialized to q n→m (x n ) = 1 and r m→n (x n ) = f m (x n ), for all variable nodes n and factor nodes m in leaves of factor graph, for all possible values for x n . After that, the messages are passed toward the root, that corresponds to the variable for which the marginal value is computed.
The message from a node to its parent is computed after the receiving the messages from all descendants, according to the following rules:
and
Here, N (n) \ m denotes all the nodes that are neighbors of node n except for node m, and xm\xn denotes sum over all the variables x m that are arguments of f m except x n . The process is terminated at the root where the marginal function is computed according to:
In the consideration about Sum-Product Algorithm we supposed that the function to be marginalized has as codomain the set of real numbers obtained with standard operations + and ×. However, the algorithm still works when the codomain is arbitrary semiring (see next section for definition). The generalized form of the algorithm can be obtained straightforwardly by replacing the operations + and × from set of real numbers with operations ⊕ and ⊗ from the semiring [1] , [4] , [15] .
Entropy Semiring
In this section we introduce algebraic notions that will be useful for developing of EMP algorithm. Firstly, we give the definition of commutative semiring [16] .
is called commutative semiring if:
1. The operations ⊕ and ⊗ are associative and commutative; 2. Equalities k ⊕ 0 = k and k ⊗ 1 = k hold for all k ∈ K; 3. The operation ⊗ distributes over ⊕, i.e., for all a, b, c ∈ K following equalities hold:
Some common commutative semirings are sum-product semiring (R + , + , · , 0, 1), Boolean semiring ({0, 1}, ∧ , ∨ , 0, 1) and max product semiring (R + , max , · , 0, 1), where R denotes the set of real numbers. Other semirings used in message passing algorithms can be found in [4] .
In this paper we consider entropy semiring [5] .
Definition 2 Entropy semiring is tuple
where the operations ⊕ and ⊗ are defined with:
Here, we prove the important lemma about factorization in entropy semiring. The lemma will be useful for derivation of EMP algorithm in the next section.
Lemma 1 Let M be a finite set of indices. Then, for all (a m , b m ) ∈ R 2 , m ∈ M following equality holds:
Proof -We prove the lemma by induction over the cardinality of M. Without loss of generality, suppose that the sets M have the form {1, 2, ... , k} where k is from the set of natural numbers. If M has two elements, equality (9) reduces to definition for multiplying in entropy semiring: a 1 a 2 , a 1 b 2 + a 2 b 1 ) . Now, let equality holds for some k -element set M k = {1, 2, ... , k}:
Using this, and using equality M k+1 = M k ∪ {k + 1}, it is easy to obtain (9) for k + 1 -element set M k+1 = {1, 2, ... , k + 1}:
that proves the lemma.
Entropy Message Passing Algorithm
Let w(x) be a multivariate function which codomain is entropy semiring K and let factorization
holds for some set of indices M. Further, let factors have a form
where f m (x m ) and g m (x m ) are real functions those depend on the same set of variables. Using the equality (9) it is easy to obtain:
Hence, if a function has the form (12) than it can be factorized as (10) , where the factors are given with (11).
With fast computation of:
we solve two problems: 1) Computation of expression:
that is normalization problem considered in section II and 2) Computation of expression:
that is general form of different problems described in the next section. These problems are the key motivation for our work. If the factor graph corresponding to w(x) has tree structure, the computation (13) can be performed by message passing over entropy semiring. Tree structure condition is satisfied when the function:
has no cycles, since factors w m (x m ) (equation (11)) depends on the same set of variables as f m (x m ). To perform summation (13), we follow the procedure from section II -we calculate the marginal:
for some variable x n , and after that we obtain total sum by:
The message passing algorithm over entropy semiring that performs previous summation we have named Entropy Message Passing (EMP ) algorithm and it follows.
Initialization
Set messages from all variable and factor nodes in leaves to:
Induction
After receiving the messages from all descendants compute the messages to parents for all variable and factor nodes in tree:
Termination
At the root, compute the marginal value and total sum:
EMP has the same asymptotic computational complexity as Sum-Product Algorithm, since the addition and multiplication in entropy semiring are realized via addition and multiplication of real numbers. For precise complexity estimates of message passing algorithms one should confirm [4] .
At the end of section we give one more note. From Lemma 1 we have the property: the first component of the product of order pairs is the product of the first components. Using this, it is easy to show that the first component of the message in EMP are, actually, the messages from Sum-Product Algorithm.
Applications
In this section we show how EMP algorithm can be applied for the computation of entropy of partially observed models, gradient methods and Expectation Maximization algorithms. We consider models with discrete variables, but these results can also be applied to continuous case, using some of methods suggested in [8] .
Entropy of partially observed probabilistic model
The entropy of the state sequence that explains an observation sequence, given a model, provides a measure of its uncertainty. The higher this entropy, the higher the uncertainty involved in tracking the hidden process with the current model. The algorithm for efficient computation of state sequence entropy for given observation sequence have previously been proposed in [9] , but only for chain structured models. By EMP this algorithm can be generalized to arbitrary probabilistic models whose factor graph has no cycles.
Let the partially observed model be given with probability distribution P (x, y), where x = {x 1 , . . . , x n } denotes hidden variable sequence of length n and y = {y 1 , . . . , y m } denotes observation sequence of length m. Entropy of model P (x, y) for given sequence of observation is given with:
Using Bayesian theorem and additivity of logarithm, this expression can be transformed to:
Note that the probability distribution P (x, y) can be considered as a function depending only on the vector variable x, since y is observed and can be treated as constant. Let P (x, y) factorizes as
that corresponds to a cycle free factor graph. If we put g m (x m ) = log 2 f m (x m ), expression (16) can be written as:
Previous expressions have the form (14) and (15) and can be computed with EMP, that solves the problem of efficient computation of model entropy.
Expectation Maximization Algorithm
EMP algorithm can also be applied for computations in Expectation Maximization (EM ) algorithm [17] . Firstly, we give the review of EM algorithm following the exposition in [6] . Suppose we wish to findΘ
with parameter Θ taking values from R or R k . We assume that u(Θ) is the marginal of some real-valued nonnegative function:
where x u(x, Θ) denotes either summation or integration of u(x, Θ) over domain of u(x). We will also assume that the sum x u(x, Θ) log u(x, Θ ) exists for all Θ and Θ . The EM algorithm attempts to compute (16) as follows:
1. Make some initial guessΘ (0) ; 2. Expectation step (E -step): evaluate
3. Maximization step (M -step): computê
4. Repeat 2-3 until convergence, or until the available time is over.
Due to property u(Θ (k+1) ) ≥ u(Θ (k) ) EM algorithm always leads to solution but it becomes computationally demanding as the number of steps required for its convergence and dimensionality of x grow.
However, the EM algorithm can be set to efficient message passing framework if x and Θ are discrete and the function has tree structured factorization:
This idea was firstly proposed by Dauwels et al. in [6] , where the authors gave the algorithm for the case of chain structured factorizations. The generalization can easily be achieved with EMP algorithm. By setitng f m (x m ) = u m (x m ,Θ (k) ) and g m (x m ) = log u m (x m , Θ), the E -step (17) becomes:
This expression has the form (15) and can be evaluated with EMP. This completes the E -step. Performing the maximization step if the parameter Θ is scalar is straightforward. If the parameter is vector
T , s ∈ N and the each factor in factorization (19) depends on no more than one component of Θ, this factorization remains tree structured respecting to Θ and the M -stepΘ
can be performed with Max-Product Algorithm [1] or Max-Sum Algorithm [3] . In this way EM algorithm is completely described as message passing algorithm over factor graph.
Gradient Methods
Previously described procedure for parameter estimation can be applied when parameters are discrete variables. However, if the set is continuous, the messages become the functions of continuous variables and cannot be computed for each value of parameter. One way to overcome this is quantizing the messages [8] , but it is usually infeasible in higher dimension. Another way is finding the closed form solution for E -step and M -step as in upward-downward algorithm [18] , that works if the gradient of function being maximized linearly depends on parameter. However, if the dependency is nonlinear, maximization step can be performed with another well known algorithm -gradient ascent algorithm [7, 8] . This algorithm seeks for the maximum of real nonnegative differentiable function v(θ) by iterative process:
In our case v(θ) = x u(x,Θ (k) ) log u(x, Θ) (expression (17)), and we have:
After applying Leibniz's rule on factorization (19) , previous expression becomes:
where
Again, we have the expression of the form (15) , so the computation (21) of one iteration in gradient ascent algorithm can be evaluated with EMP algorithm.
Conclusion
In this paper, we have developed the Entropy Message Passing algorithm that extends the class of problems solvable using factor graphs. We showed how Entropy Message Passing can be applied to Expectation Maximization algorithm, gradient methods and efficient computation of model entropy. These results can be used in generalization of other algorithms, such as entropy based learning method [19] or model parameter estimation algorithm [20] , which is one direction of further work. Another direction arises from the question about graph structure. Namely, in this paper, we have considered tree structured models. However, the number of papers about Loopy Belief Propagation [12] , [13] , [14] suggest that Loopy Entropy Message Passing should give satisfactory approximate results for a wide class of factor graphs with cycles.
