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CHAPITRE 1
INTRODUCTION
La robotique, apparue dans les années 1960, consiste à concevoir et à étudier des machines
intelligentes, c’est-à-dire des machines capables de réaliser des tâches avec un certain degré
d’autonomie. Les disciplines de recherche associées à cette thématique sont articulées autour de
la perception (traitement du signal, reconnaissance de formes), de la décision (intelligence arti-
ficielle) et de l’action (automatique). Dans un premier temps, les chercheurs se sont intéressés à
la robotique de manipulation et à ses applications notamment dans l’industrie manufacturière.
A partir des années 1980, en raison de l’augmentation de la puissance de calcul embarquable
et de l’amélioration des capteurs, la robotique mobile devient un thème de recherche impor-
tant avec comme objectif la création de robots capables d’explorer des zones dangereuses ou
inaccessibles pour l’homme.
Dans ce mémoire, nous nous intéressons à la navigation 1 d’un robot mobile dans un envi-
ronnement intérieur structuré. Il s’agit alors pour le véhicule considéré d’atteindre un but
préalablement connu tout en évitant les éventuels obstacles [Choset et al. 2005]. Pour me-
ner à bien cette mission, la commande du robot s’appuie sur une architecture de navigation
au sein de laquelle sont organisées toutes les fonctions nécessaires. Ces dernières sont listées
ci-dessous :
• Perception
Afin d’acquérir des données nécessaires à la navigation, un robot peut être équipé de deux
types de capteurs : des capteurs proprioceptifs et des capteurs extéroceptifs. Les premiers
(odomètres, gyroscopes, ...) fournissent des données relatives à l’état interne du robot tandis
que les seconds (caméra, télémètres laser, télémètres ultrasons, bumpers...) fournissent des
informations sur l’environnement. Les données acquises au cours de la navigation peuvent
être utilisées dans quatre processus : la modélisation de l’environnement, la localisation, la
décision et la commande du robot.
• Modélisation
Tout processus de navigation requiert généralement la mise en place d’un modèle de l’envi-
ronnement. Initialement, ce modèle est construit à partir des informations connues a priori.
Il n’est pas toujours complet et définitif, et peut évoluer au cours du temps si cela est
1. Le problème de la navigation ne doit pas être confondu avec celui de l’exploration pour lequel aucune
situation finale n’est requise.
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nécessaire. Les modifications sont réalisées à partir des informations acquises au fur et à
mesure de la navigation. Les données sont organisées dans des cartes dites métriques et/ou
topologiques [Siegwart & Nourbakhsh 2004].
La carte métrique est une représentation continue ou discrète des espaces libres et occu-
pés. Elle possède un repère dans lequel la situation du robot et des obstacles est connue
avec une certaine précision. Lors d’une mise à jour, il est donc nécessaire de localiser les
données dans ce repère avant de les ajouter à la carte.
La carte topologique est une représentation discrète de l’environnement sous forme d’un
graphe. Chaque nœud représente un ensemble continu de la scène défini par une propriété
caractéristique. Les ensembles sont par nature connexes et peuvent se limiter à un point
unique de la scène. La propriété caractéristique, choisie par l’utilisateur, peut par exemple
être la visibilité d’un amer ou l’appartenance à une même pièce. De plus, si un couple de
nœuds vérifie une condition d’adjacence, ils sont alors reliés. La condition d’adjacence est
choisie par l’utilisateur et peut correspondre par exemple à l’existence d’un chemin dans
l’espace des configurations 2 libres permettant de relier les deux ensembles représentés par
les nœuds, ou à l’existence d’une zone pour laquelle deux amers sont visibles. Une carte
topologique est moins sensible qu’une carte métrique aux évolutions de la scène. En effet,
seuls les événements modifiant les espaces représentés par les nœuds ou l’adjacence entre
deux nœuds rendent nécessaire une mise à jour de la carte.
Il est possible d’enrichir les cartes topologiques et métriques avec des informations senso-
rielles, des actions ou des commandes. En d’autres termes, cela signifie qu’on associe à un
nœud une ou plusieurs données sensorielles (des images par exemple) ou une commande à
appliquer. Ces informations complémentaires peuvent être requises pour localiser le robot
ou pour le commander. Nous verrons par la suite différentes solutions pour introduire les
données supplémentaires.
• Planification
La phase de planification consiste à calculer, à partir du modèle de l’environnement, un
itinéraire permettant au robot d’atteindre sa position d’arrivée. L’itinéraire peut consister
en un chemin 3, une trajectoire 4, une suite de situations à atteindre... Il existe une grande
variété de techniques de planification selon la modélisation de l’environnement considérée.
Nous proposons par la suite une vue d’ensemble de ces méthodes.
Les chemins et les trajectoires peuvent être calculés lorsqu’une carte contenant une des-
cription métrique est disponible. Pour cela, l’espace géométrique est transposé dans l’espace
des configurations du robot. La configuration correspondant à une paramétrisation de l’état
statique du système robotique, un robot dont la géométrie peut être complexe dans l’es-
pace de travail, est représenté par un point dans l’espace des configurations [Siegwart &
Nourbakhsh 2004]. La planification consiste alors à trouver un chemin ou une trajectoire
dans l’espace des configurations libres permettant d’atteindre la configuration finale [Choset
et al. 2005]. Avec une modélisation continue de l’environnement, un chemin ou une trajec-
toire peut être obtenu en utilisant des graphes de visibilité ou des diagrammes de Voronoi
[Okabe et al. 2000]. Lorsque l’environnement est représenté à l’aide d’un modèle discret, la
2. Espace des paramètres caractérisant l’état du système.
3. Un chemin est défini par une fonction continue dans l’espace des configurations.
4. Une trajectoire est définie par une fonction continue dans l’espace configuration-temps.
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planification est effectuée en utilisant des méthodes issues de la théorie des graphes telles
que l’algorithme A⇤ [Hart et al. 1968] ou l’algorithme de Dijkstra [Dijkstra 1971]. Que ce
soit pour des cartes continues ou discrètes, la phase de planification peut s’avérer coûteuse
en temps de calcul. Une solution consiste alors à utiliser des techniques de planification pro-
babiliste telles que probabilistic roadmap [Kavraki et al. 1996] [Geraerts & Overmars 2002]
ou rapidly exploring random tree [LaValle 1998].
Lorsque le modèle de l’environnement n’est pas complet au début de la navigation, le ro-
bot peut rencontrer des obstacles inconnus. Une première solution à ce problème consiste
à ajouter ces obstacles au modèle et à planifier une nouvelle trajectoire. Dans [Lamiraux
et al. 2004], les auteurs proposent de considérer la trajectoire comme une bande élastique
qui peut être déformée si nécessaire. Cependant une replanification globale peut être requise
pour une modification majeure de l’environnement.
Dans le cas où le modèle de l’environnement est une carte topologique ne contenant pas
d’informations métriques, l’itinéraire planifié est généralement constitué par une suite de
situations à atteindre. Celles-ci peuvent être exprimées dans un repère associé à la scène ou
dans le repère capteur. L’itinéraire est calculé en utilisant également les méthodes issues de
la théorie des graphes. En fonction du degré de précision avec lequel est décrit l’environ-
nement, il est possible que l’itinéraire planifié ne tienne pas compte de tous les obstacles
présents dans la scène. Cette particularité devra donc être prise en compte lors de la réali-
sation des mouvements.
• Localisation
Pour une navigation, on identifie deux types de localisations : la localisation métrique et la
localisation topologique [Siegwart & Nourbakhsh 2004]. La localisation métrique consiste à
calculer la situation du robot dans un repère qui peut être local ou global. La simple utilisa-
tion de données issues de capteurs proprioceptifs [Cobzas & Zhang 2001] [Wolf et al. 2002]
ne suffit généralement pas pour résoudre ce problème car elle peut engendrer des erreurs
importantes. En effet, la situation étant calculée en intégrant successivement les données
acquises, une dérive peut apparaître. De plus cette intégration étant basée sur un modèle
du robot, toute erreur dans la modélisation est reportée dans le calcul de la situation. Enfin,
des phénomènes tels que le glissement ne peuvent être pris en compte. Afin d’améliorer la
qualité de la localisation, il semble donc nécessaire de coupler, lorsque cela est possible,
les données issues des capteurs proprioceptifs et extéroceptifs. L’odométrie visuelle [Nister
et al. 2004] [Comport et al. 2010] [Cheng et al. 2006] est un exemple d’un tel couplage.
La localisation topologique [Sim & Dudek 1999] [Paletta et al. 2001] [Krösea et al. 2001]
consiste à mettre en relation les données issues des capteurs avec celles associées aux nœuds
du graphe modélisant l’environnement [Remazeilles 2004]. Il ne s’agit donc pas de détermi-
ner la situation dans un repère mais de trouver la situation dans un graphe [Siegwart &
Nourbakhsh 2004]. La localisation topologique est donc peu sensible aux erreurs de mesures
contrairement à son alter-ego métrique. Sa précision dépend de celle avec laquelle est décrite
l’environnement.
• Action
Afin de réaliser les actions nécessaires à la navigation, différents correcteurs doivent être
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synthétisés. Ils peuvent être de type retour d’état ou retour de sortie [Levine 1996]. Dans
le premier cas, il s’agir d’annuler l’erreur entre l’état courant et un état de référence cor-
respondant à la situation finale désirée. L’état peut être défini par la situation du robot
dans le repère de la scène ou par la situation du robot par rapport à une cible [Hutchinson
et al. 1996] [Bellot 2002]. Afin de calculer la loi de commande, il est donc nécessaire de
connaître l’état courant. Pour cela, nous utiliserons généralement une localisation métrique.
Dans le cas d’un retour de sortie, il s’agit d’annuler l’erreur entre la mesure courante et
une mesure de référence. Cette mesure dépend de la situation relative du robot par rap-
port à un élément de l’environnement appelé cible ou amer. Pour la vision, les mesures
correspondent à des primitives telles que le point, la droite [Chaumette 1990] ou encore les
moments [Chaumette 2004]. Pour les capteurs de proximité, elles sont données par des dis-
tances pour les télémètres à ultra son [Cadenat 1999] et lasers [Thrun et al. 2000] [Victorino
& Rives 2004]. La mesure étant directement utilisée dans la loi de commande, il n’est alors
pas nécessaire de localiser le robot géométriquement. Cependant, il faut que la cible soit
perceptible par le capteur tout au long de la navigation pour que la commande puisse être
calculée.
• Décision
Afin de mener une navigation à son terme, il peut être nécessaire de prendre des décisions
à différents stades du processus. Ces décisions peuvent concerner le choix du correcteur à
utiliser, l’ajout d’un nouvel élément au modèle, une replanification... Les décisions peuvent
donc affecter aussi bien le haut niveau, avec une replanification [Lamiraux et al. 2004], que
le bas niveau de la navigation, en modifiant des paramètres de la loi de commande [Fo-
lio 2007]. Ces décisions sont prises par des algorithmes de supervision basant leurs choix sur
les données issues des capteurs extéroceptifs.
Remarque : Que ce soit pour la modélisation, la localisation, la commande ou la détection
d’événements, il n’est pas rare que certains paramètres ne soient pas mesurables. Afin de remé-
dier à cette situation les paramètres inconnus sont calculés à l’aide de processus d’estimation
(filtre de Kalman, moindres carrés, ...) utilisant généralement les données issues des deux types
de capteurs. De la même façon que pour la localisation, l’estimation est plus précise lorsque
les deux types de capteurs sont exploités simultanément.
Pre´sentation des architectures de navigation
Les fonctions étant désormais connues, nous introduisons les différentes architectures de na-
vigation possibles. Pour cela nous proposons d’axer notre présentation autour des deux types
de correcteurs.
Architecture centre´e ”retour d’e´tat”
Tout d’abord nous considérons un robot commandé par retour d’état dans un environnement
libre. Les configurations initiale et finale sont définies par rapport à un repère de la scène.
Pour calculer la loi de commande, l’état doit être connu à chaque instant. La capacité du
robot à se localiser géométriquement est donc une condition nécessaire pour le succès de la
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navigation. De plus, seule la précision de la localisation limite la distance que le robot peut
parcourir puisqu’une trop grande erreur sur la valeur de l’état entrainera une loi de commande
incohérente.
Nous considérons maintenant un environnement encombré d’obstacles. Dans ce cas deux so-
lutions s’offrent à nous. La première solution consiste à commander le robot à l’aide de deux
correcteurs : un premier, annulant l’erreur entre la situation courante et celle désirée, permet-
tant d’atteindre l’objectif, un second réalisant l’évitement d’obstacle sur la base de données
extéroceptives. Il est alors nécessaire de créer un module de supervision sélectionnant le cor-
recteur à utiliser. Cette solution, qui garantit la non collision du robot avec les obstacles, ne
permet pas cependant d’assurer le succès de la navigation. En effet, l’évitement d’obstacle n’est
réalisé que localement, ne prenant pas en compte l’objectif final. La seconde solution consiste
à suivre un chemin libre de toute collision préalablement planifié. Pour cela, il nécessaire de
modéliser l’environnement à l’aide d’une carte. Si le modèle représente entièrement l’environ-
nement, alors la navigation consiste simplement à exécuter par l’intermédiaire du correcteur de
type retour d’état l’itinéraire défini. Un superviseur n’est alors plus requis. Si l’environnement
n’est pas entièrement connu, il peut être nécessaire de mettre à jour son modèle lorsqu’un
obstacle inconnu est rencontré. L’opération réalisée, une replanification est effectuée. Dans ce
cas, un superviseur décidant de la mise à jour et de la replanification est nécessaire. Quelle
que soit la solution retenue, la localisation métrique est nécessaire et elle limite la portée de
la navigation.
Lorsque les déplacements sont réalisés à l’aide d’un correcteur de type retour d’état, la loca-
lisation métrique est un élément déterminant. De sa qualité dépendront les chances de succès
de la navigation. De plus, dans un environnement encombré, la nécessité d’un modèle apparaît
rapidement que ce soit pour converger vers la situation désirée ou pour éviter les obstacles.
Les processus de localisation métrique et de modélisation sont très sensibles aux erreurs de
mesure. Il est donc nécessaire de porter une attention toute particulière aux performances de
ces méthodes lorsque l’on cherche à réaliser une navigation par retour d’état.
Architecture centre´e ”retour de sortie”
Nous considérons maintenant un environnement libre dans lequel un robot est commandé
par un correcteur de type retour de sortie. La situation initiale est inconnue tandis que la
situation finale par rapport à une cible est décrite par des mesures. Le robot peut converger
vers la situation désirée si la cible peut être perçue à chaque instant. C’est donc la portée
du capteur qui vient limiter la distance que peut parcourir le robot. Ici, aucune localisation
métrique n’est requise.
Plaçons-nous maintenant dans un environnement encombré. Une des premières solutions re-
tenues jusqu’à présent consiste à utiliser un correcteur de type retour de sortie permettant
d’atteindre la situation désirée et d’éviter les obstacles. Une seconde solution propose de com-
mander le robot à l’aide de deux correcteurs de type retour de sortie : le premier dédié à
la navigation, le second à l’évitement d’obstacle. Un superviseur sélectionnant le correcteur
adapté à la situation est alors nécessaire. Pour les deux solutions, des problèmes de minima
locaux peuvent apparaître. De plus, la portée de la navigation est toujours limitée par la portée
des capteurs. Cette dernière ne pouvant être augmentée, il devient nécessaire d’apporter des
informations globales pour effectuer de longs déplacements.
En ajoutant une carte métrique, il est possible de planifier un chemin en tenant compte
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des amers disponibles pour chaque situation. Plusieurs cibles, successivement utilisées comme
référence pour le calcul de la commande, constituent la trajectoire planifiée. De plus lors de la
planification pour un environnement fixe, les limites articulaires, la visibilité et les obstacles
peuvent être pris en compte. Néanmoins, une telle planification nécessite d’être en possession de
modèles fidèles de l’environnement, du robot et des capteurs. Une carte topologique peut aussi
être utilisée pour apporter les informations globales. Dans ce cas, les données complémentaires
associées aux nœuds du graphe correspondent généralement aux mesures de référence ou aux
cibles. De même que précédemment, l’itinéraire planifié est constitué d’une série de mesures ou
d’amers à atteindre. Cette approche repose sur une représentation partielle de l’environnement.
Le modèle est ainsi moins sensible aux variations de l’environnement, mais ne permet pas
de prendre en compte diverses contraintes, telles que la présence d’obstacles ou les limites
articulaires, lors de la planification.
Pre´sentation de notre approche
Nous proposons de réaliser une navigation en privilégiant la caméra comme capteur principal.
En effet, les dispositifs de vision fournissent des informations très riches permettant de réaliser
différents types de tâches [Desouza & Kak 2002] [Bonin-Font et al. 2008]. Afin de commander
le robot, nous choisissons d’utiliser un correcteur par retour de sortie basé sur les informa-
tions visuelles. Ce choix est motivé par l’absence de localisation métrique dans le processus
de commande. Nous évitons ainsi les erreurs dues à la présence de mesures bruitées. Enfin,
afin d’augmenter la portée de la navigation, nous nous focalisons sur une représentation to-
pologique de l’environnement. Celle-ci apporte suffisamment d’informations pour réaliser une
navigation sans engendrer une conception trop complexe. De plus, comme nous avons pu le
voir précédemment, cette représentation est moins sensible aux modifications de l’environne-
ment que son alter-ego métrique. Enfin, ce choix requièrt une localisation topologique, qui est
un processus peu sensible aux bruits dans les mesures.
Un certain nombre de travaux s’appuient sur une approche de ce type. Dans [Vassalo et al. 2000],
un graphe dont les nœuds correspondent aux couloirs de l’environnement, est préalablement
fourni par l’utilisateur. Le robot parcourt les couloirs en utilisant le point de fuite dans l’image
comme information visuelle. D’autres approches proposent une modélisation de l’environne-
ment effectuée lors d’une pré-navigation. Au cours de celle-ci, des images obtenues pour des
configurations du robot relativement proches, sont mises en mémoire. Une carte topologique,
aussi appelée mémoire visuelle, est ensuite réalisée en organisant les images prises [Royer
et al. 2007]. L’itinéraire calculé est alors appelé route visuelle [Matsumoto et al. 1996]. Cette
approche est utilisée avec une caméra omnidirectionnelle [Gaspar et al. 2000] [Yagi et al. 2005]
[Goedemé et al. 2007] [Booij et al. 2007] [Courbon 2009] ou une caméra sténopée [Jones
et al. 1997] [Blanc et al. 2005] [Chen & Birchfield 2006] [Krajnìk & Přeučil 2008] [Cour-
bon 2009]. Cependant, aucune de ces approches ne tient compte des deux problèmes majeurs
de la navigation visuelle : les occultations, c’est-à-dire la perte de vue de la cible, et la présence
d’obstacles.
Une série de travaux [Cherubini & Chaumette 2009] [Cherubini & Chaumette 2010] [Cherubini
et al. 2011] a abouti à une navigation référencée vision capable d’éviter des obstacles non préa-
lablement cartographiés. De plus, des occultations partielles sont tolérées. La carte topologique
est là aussi construite durant une phase de pré-navigation. L’asservissement visuel utilise une
mesure de référence variant dans le temps tandis que l’évitement d’obstacles est réalisé grâce
à une loi de commande basée sur les champs de potentiels. Ainsi le chemin réalisé durant la
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phase de pré-navigation peut être rejoué à l’aide d’une carte topologique en garantissant la
non collision.
Dans ce mémoire, nous proposons une architecture de navigation référencée vision 5 garantis-
sant l’intégrité du robot et gérant les occultations. Dans un premier chapitre nous présentons
une modélisation du système robotique ainsi qu’une loi de commande permettant de réali-
ser un asservissement visuel dans un environnement libre de tout obstacle. La synthèse de
la commande s’appuie sur le formalisme des fonctions de tâche [Samson et al. 1991] qui sera
brièvement rappelé. Nous nous intéressons à la gestion des occultations dans un second cha-
pitre. Pour cela nous nous appuyons sur les travaux présentés dans [Folio 2007], que nous
étendons afin de les rendre performants dans un cadre réel de navigation. Notre travail porte
alors essentiellement sur l’estimation de la profondeur des indices visuels dans un cadre expé-
rimental, c’est-à-dire bruité. Dans un dernier chapitre, nous nous intéressons à la navigation
en milieu encombré. Tout d’abord nous reprenons la méthode d’évitement d’obstacle présen-
tée dans [Cadenat 1999]. Celle-ci est réalisée par une loi de commande de type retour de
sortie. Ensuite nous étudions deux approches permettant de garantir la continuité entre les
correcteurs asservissement visuel et évitement. Finalement nous nous attachons à augmenter
la portée de la navigation, c’est-à-dire à pouvoir atteindre un amer qui ne peut être vu depuis
la position initiale du robot. Pour cela nous proposons de découper la tâche de navigation en
plusieurs sous-tâches. Pour atteindre le but fixé, le robot doit donc s’asservir sur une séquence
d’amers. Cette dernière est calculée à partir d’une carte topologique représentant l’environ-
nement de navigation. Pour que cette approche soit réalisable, il est nécessaire de développer
des correcteurs permettant de trouver les amers et d’assurer la transition entre chacun d’eux.
Enfin, l’organisation des différentes tâches repose sur un algorithme de supervision. Tout au
long du mémoire nous proposons des simulations et expérimentations permettant d’illustrer
et de valider nos propos. Finalement nous concluons sur les travaux réalisés et présentons les
perspectives qui peuvent être envisagées.
5. Nos contributions porteront essentiellement sur les aspects relatifs à la commande. Les aspects vision
seront succinctement abordés et resteront à développer par la suite.
Page 7
Chap. 1 : Introduction
Page 8
CHAPITRE 2
COMMANDE RE´FE´RENCE´E VISION D’UN
ROBOT MOBILE
Sommaire
2.1 Le système robotique . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Présentation du robot . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Modélisation du robot . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2.1 Définition des repères . . . . . . . . . . . . . . . . . . . . . 11
2.1.2.2 Les matrices de passage homogènes . . . . . . . . . . . . . 11
2.1.2.3 Définition du vecteur d’état . . . . . . . . . . . . . . . . . . 12
2.1.2.4 Définition du vecteur commande . . . . . . . . . . . . . . . 12
2.1.2.5 Le torseur cinématique de la caméra . . . . . . . . . . . . . 13
2.1.2.6 Le jacobien du robot . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Modélisation de la caméra . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Les informations visuelles . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Choix des primitives visuelles . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 La matrice d’interaction . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 La commande référencée vision . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Sélection de la loi de commande . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Le formalisme des fonctions de tâche . . . . . . . . . . . . . . . . . . 18
2.3.2.1 Présentation du formalisme . . . . . . . . . . . . . . . . . . 18
2.3.2.2 La notion de ⇢ admissibilité . . . . . . . . . . . . . . . . . 18
2.3.3 Synthèse de la commande pour la navigation . . . . . . . . . . . . . 20
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Page 9
Chap. 2 : Commande référencée vision d’un robot mobile
Dans ce chapitre, nous nous intéressons à la navigation par asservissement visuel d’un robot
mobile dans un environnement libre. La commande référencée vision étant bien connue, ce
chapitre est essentiellement composé de rappels. Ainsi, nous présentons dans un premier temps
le type de système robotique, ainsi que les différents modèles qui y sont associés. Dans un
second temps, nous introduisons les primitives utilisées pour caractériser l’environnement dans
lequel doit évoluer le robot. Finalement, nous présentons une loi de commande permettant de
réaliser un asservissement visuel 2D. Tous les composants nécessaires à la navigation dans un
environnement libre étant connus, nous concluons par des simulations.
2.1 Le syste`me robotique
2.1.1 Pre´sentation du robot
Figure 2.1 – Le robot Pekee II (Wany Robo-
tics)
Figure 2.2 – Le robot Rackham (iRobot)
Dans ce mémoire nous abordons la navigation de robots composés d’une base mobile non ho-
lonome équipée d’une caméra montée sur une platine commandable en lacet. Les robots Pekee
II (Fig. 2.1) et Rackham (Fig. 2.2), ainsi que de nombreux autres systèmes correspondent à
ce type de système robotique. La grande majorité des expériences présentées dans ce mémoire
ont été réalisées avec le robot Pekee II. Pour cette raison, nous nous attardons plus parti-
culièrement sur ce dernier. Ce robot a été développé par la société Wany Robotics. La base
mobile, d’un diamètre et d’une hauteur de 38cm, est équipée de deux roues motrices contrôlées
indépendamment par des moteurs de 12 volts commandables en vitesse. La platine possède un
débattement de ±170  et tolère une vitesse allant jusqu’à 100 /s. Deux ordinateurs Mini ITX
avec un processeur Intel Core2Duo T7100 sont embarqués. De plus, ils possèdent une mé-
moire vive de 2 GO et une mémoire morte de 180 GO. Finalement, un dispositif WLAN Wifi
802.11b/g leur permet de communiquer avec d’autres ordinateurs non embarqués. Le robot est
en outre doté d’une caméra Axis 214 PTZ (nous reviendrons sur cette dernière dans la section
2.1.3), d’un odomètre, d’un contacteur (bumper) à 360 , de 16 télémètres infrarouges Sharp
GP2D120 et d’un télémètre laser Hokuyo URG-04LX. Ce dernier possède une portée de 5.6m,
une résolution de 0.36  et une précision de 1cm. Les diverses fonctions haut niveau permet-
tant de contrôler le robot ont été développées en langage C++ au sein de l’AIP-PRIMECA
de Toulouse.
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2.1.2 Mode´lisation du robot
La synthèse d’une loi de commande nécessite de préalablement modéliser le système que nous
désirons commander. Dans cette section nous présentons la géométrie du système, les différents
repères associés au robot ainsi que les matrices de passage homogènes associées. Nous introdui-
sons une définition des états du robot et de la caméra. Enfin, nous terminons cette section en
présentant le vecteur de commande, le torseur cinématique de la caméra ainsi que la matrice
jacobienne du robot. Nous verrons par la suite que les trois derniers éléments sont primordiaux
dans la synthèse d’une loi de commande réalisant un asservissement visuel 2D.
2.1.2.1 De´finition des repe`res
Figure 2.3 – Modèle du système robotique
La modélisation du robot s’appuie sur différents repères (Fig. 2.3) définis comme suit :
– RO(O, ~xO, ~ yO, ~ zO) : le repère lié à la scène.
– RM (M, ~xM , ~ yM , ~ zM ) : le repère lié à la base mobile.
– RP (P, ~xP , ~ yP , ~ zP ) : le repère lié à la platine.
– RC(C, ~xC , ~ yC , ~ zC) : le repère lié à la caméra.
Dx est la longueur de l’entre-axe [MP ], valant 10cm pour le robot Pekee II. Pour la base
mobile, la position est représentée par les coordonnées (XM , YM ) du point M dans le repère
RO tandis que l’orientation est donnée par l’angle ✓ = (~xO, ~xM ). La position de la caméra
dans le repère RP est décrite par le vecteur PC = (Cx Cy Cz)T . L’orientation de la platine
est donnée par l’angle # = (~xM , ~xP ).
2.1.2.2 Les matrices de passage homoge`nes
Dans la suite de notre étude, il sera nécessaire d’exprimer les coordonnées de points dans les
différents repères associés au robot. Pour cela, nous introduisons ici les matrices de passage
homogènes nécessaires.
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Rappelons qu’une matrice de passage homogène du repère R1 vers le repère R2, est définie de
la manière suivante :
HR2/R1 =
✓ RR2/R1 TR2/R1
0(1,3) 1
◆
(2.1)
où RR2/R1 correspond à la matrice de rotation de R1 vers R2, et TR2/R1 correspond aux coor-
données de l’origine de R1 exprimées dans R2. De plus, 0(1,3) est un vecteur nul de dimensions
(1, 3).
Les matrices de passage homogènes entre les différents repères sont définies comme suit :
HRO/RM =
2664
cos(✓)   sin(✓) 0 XM
sin(✓) cos(✓) 0 YM
0 0 1 0
0 0 0 1
3775 HRP /RC =
2664
0 0 1 Cx
0 1 0 Cy
 1 0 0 0
0 0 0 1
3775
HRM/RP =
2664
cos(#)   sin(#) 0 Dx
sin(#) cos(#) 0 0
0 0 1 hr
0 0 0 1
3775
(2.2)
où hr désigne la hauteur de la platine par rapport à la base mobile.
2.1.2.3 De´finition du vecteur d’e´tat
Nous définissons le vecteur d’état du robot à l’instant t comme étant :
 (t) = [XM (t) YM (t) ✓(t) #(t)]
T (2.3)
En effet ce vecteur permet de caractériser de manière unique la configuration du système
robotique à chaque instant. De la même manière, nous introduisons le vecteur d’état de la
caméra de la manière suivante :
 C(t) = [XC(t) YC(t) ✓T (t)]
T (2.4)
où XC(t) et YC(t) sont les coordonnées à l’instant t du point C dans le repère R0 et ✓T (t) =
✓(t) + #(t).
2.1.2.4 De´finition du vecteur commande
Ce chapitre ayant pour but de présenter la loi de commande réalisant une navigation, il est
nécessaire de définir le vecteur de commande. Afin de contrôler le système robotique par
asservissement visuel, il est nécessaire de définir un vecteur de commande en vitesse. Dans
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cette optique, nous introduisons à partir des capteurs proprioceptifs le vecteur des paramètres
q(t) :
q(t) = [l(t) ✓(t) #(t)]T (2.5)
où l(t) représente l’abscisse curviligne du point M par rapport au repère RO. La dérivée de
q(t) par rapport au temps donne :
q˙(t) =
dq(t)
dt
= [ (t) !(t) $(t)]T (2.6)
où  (t) et !(t) désignent respectivement les vitesses linéaire et angulaire de la base mobile et
$(t) correspond à la vitesse de rotation de la platine par rapport au robot. Celui-ci devant
être commandé en vitesse, q˙(t) représente le vecteur de commande.
2.1.2.5 Le torseur cine´matique de la came´ra
Comme nous le verrons dans la section 2.3, la synthèse d’un correcteur réalisant un asser-
vissement visuel nécessite de connaître le lien entre le mouvement de la caméra et le vecteur
de commande. Pour cela nous utilisons le torseur cinématique de la caméra, noté TRCC/RO , par
rapport au repère RO et exprimé dans le repère RC [Chaumette 1990] [Pissard-Gibollet &
Rives 1995]. Le torseur est défini par
TRCC/RO =
h
V RC TC/RO ⌦
RC T
RC/RO
iT
(2.7)
où
V RCC/RO =
h
V RC~xC V
RC
~yC
V RC~zC
iT
et
⌦RCRC/RO =
h
⌦RC~xC ⌦
RC
~yC
⌦RC~zC
iT
désignent respectivement les vitesses linéaires et angulaires de la caméra par rapport au repère
de la scène RO.
Les calculs 1 menant à l’expression du torseur cinématique pour notre système robotique sont
présentés dans l’annexe A. Tous calculs faits, nous obtenons l’expression suivante du torseur
cinématique :
TRCC/RO =
0BBBBBB@
0 0 0
  sin(#) Cx +Dx cos(#) Cx
cos(#)  Cx +Dx sin(#)  Cy
0  1  1
0 0 0
0 0 0
1CCCCCCA q˙ (2.8)
1. Les calculs menant à l’expression de TRCC/RO sont issus de [Pissard-Gibollet & Rives 1995] et [Cade-
nat 1999].
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Le torseur cinématique de la caméra TRCC/RO , que nous noterons par la suite T , décrit le mou-
vement de la caméra par rapport au repère de la scène. Les lignes de zéros correspondent aux
mouvement non réalisables, c’est-à-dire la translation selon ~xC et les rotations selon ~yC et
~zC . Ces lignes n’apportant aucune information, nous définissons un torseur cinématique réduit
Tr qui ne comporte que les degrés de liberté de la caméra réellement commandables. Nous
obtenons finalement :
Tr =
0BBBBB@
V RC~yC
V RC~zC
⌦RC~xC
1CCCCCA =
0@   sin(#) Cx +Dx cos(#) Cxcos(#)  Cx +Dx sin(#)  Cy
0  1  1
1A q˙ (2.9)
2.1.2.6 Le jacobien du robot
La matrice jacobienne du robot relie le torseur cinématique de la caméra au vecteur commande
du robot. A partir de l’équation 2.9, il est possible d’identifier la matrice jacobienne du robot
comme étant :
Jr =
0@   sin(#) Cx +Dx cos(#) Cxcos(#)  Cx +Dx sin(#)  Cy
0  1  1
1A (2.10)
Il est nécessaire de noter que det(Jr(#(t), t)) =  Dx. Donc la matrice Jr(q(t), t) est régulière
et inversible pour Dx 6= 0.
Tous les éléments en rapport avec la base mobile sont désormais décrits. Il est maintenant
nécessaire de s’intéresser à la modélisation de la caméra. En effet, cette dernière tient une part
importante dans la synthèse de lois de commande réalisant un asservissement visuel.
2.1.3 Mode´lisation de la came´ra
Notre robot est équipé d’une caméra Axis 214 PTZ numérique couleur (Fig. 2.4(a)). Elle
possède des capteurs CCD ExView HAD de 1/4 pouce. La valeur de la focale est comprise
entre 3.54mm et 73.8mm permettant d’obtenir un zoom x18. Les images sont fournies avec
un débit de 30 images par seconde. Elles sont au format JPEG avec une résolution allant de
160 ⇥ 120 à 704 ⇥ 576. Au cours des différentes expérimentations nous utiliserons une focale
de 3.54mm et des images ayant une résolution de 704 ⇥ 576. Les paramètres intrinsèques de
la caméra ont été obtenus lors de la phase de calibrage ou via le constructeur. Leurs valeurs
sont résumées dans le tableau 2.1.
Centre optique
U0 = 291 pixels
V0 = 386 pixels
Données de calibrage
Focale f = 3.54 mm Donnée de calibrage
Taille des pixels pix = 4.65 µm Donnée constructeur
Table 2.1 – Valeurs des paramètres intrinsèques
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(a) Caméra Axis 214 PTZ (b) Modèle sténopé de la caméra
Figure 2.4 – La caméra
La caméra est modélisée à l’aide du modèle sténopé (Pinhole Camera Model). Ce modèle est
couramment utilisé pour les capteurs projectifs [Horaud & Monga 1995]. La modélisation est
basée sur l’hypothèse selon laquelle tous les rayons passent par un seul point appelé centre
optique. Comme nous pouvons le voir sur la figure 2.4(b), les points sont donc projetés sur
le plan image selon une projection perspective en utilisant le point C comme centre optique.
Ainsi, un point p de la scène ayant pour coordonnées pRc = [x y z]T dans le repère RC , est
projeté sur le plan image en un point P de coordonnées métriques (X,Y ), selon la relation
suivante :
✓
X
Y
◆
=
✓ f
z 0 0
0 fz 0
◆0@ xy
z
1A (2.11)
où f représente la distance focale de la caméra (Fig. 2.4(b)). Les coordonnées de P peuvent
être exprimées en pixels, (U, V )T , à partir des coordonnées métriques (X,Y )T en utilisant la
matrice des paramètres intrinsèques :
✓
U
V
◆
=
✓
↵U 0 U0
0  ↵V V0
◆0@ XY
1
1A (2.12)
avec ↵U = ↵V = 1pix et pix la taille d’un pixel.
2.2 Les informations visuelles
Dans ce mémoire, nous proposons de réaliser une navigation par asservissement visuel. Pour
cela, l’image obtenue par la caméra doit être préalablement traitée afin de fournir les informa-
tions visuelles utilisées dans la boucle de commande. De plus, ce type de commande nécessite
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de connaître la matrice reliant les variations des informations visuelles dans l’image aux mou-
vements de la caméra (cf. section 2.3). Cette matrice est connue sous le nom de matrice
d’interaction [Chaumette 1990].
2.2.1 Choix des primitives visuelles
Lors d’une navigation dans un environnement en milieu naturel, nous cherchons à caractériser
l’environnement à partir d’informations visuelles indépendantes du zoom, de la résolution du
capteur, du cadrage, de l’angle d’observation et de l’exposition. Pour cela, nous nous appuyons
sur des points de Harris [Harris & Stephens 1988] ou bien des descripteurs SURF [Lowe 1999]
ou SIFT [Bay et al. 2006]. Les informations visuelles sont alors des points. Bien que nous
utilisons régulièrement des amers artificiels, notre choix pour réaliser une navigation visuelle
se porte sur des primitives de type point.
2.2.2 La matrice d’interaction
Le choix du type de primitive visuelle utilisée étant fait, il est désormais nécessaire de calculer
la matrice d’interaction associée. Nous rappelons ici, les calculs menant à l’obtention de son
expression.
Un point p de l’espace, de coordonnées p = [x y z]T dans RC , est projeté sur le plan image
en un point P , de coordonnées (X,Y ) dans l’image, selon l’équation de projection (2.11). En
différentiant l’équation (2.11), nous obtenons les variations dans l’image des coordonnées X(t)
et Y (t) de P par rapport à la vitesse V RCp/RC (t) du point p :8<: X˙(t) =
⇣
f
z(t) 0
 x(t)f
z(t)2
⌘
. V RCp/RC (t)
Y˙ (t) =
⇣
0 fz(t)
 y(t)f
z(t)2
⌘
. V RCp/RC (t)
(2.13)
Dans notre étude, les cibles considérées sont immobiles. Le point p appartenant à l’une des
cibles, est donc fixe tandis que la caméra est animée d’une vitesse de translation
 !
V C/RO(t) et
d’une vitesse de rotation
 !
⌦RC/RO(t). La vitesse du point p s’écrit :
 !
V p/RC (t) =  
 !
V C/RO(t) 
 !
⌦RC/RO(t)⇥
  !
CP. (2.14)
A l’aide de (2.14), l’équation (2.13) peut alors se réécrire sous la forme :

X˙(t)
Y˙ (t)
 
= LXY (X(t), Y (t), z(t))T
RC
C/R0
(t)

X˙(t)
Y˙ (t)
 
=
24   fz(t) 0 X(t)z(t) X(t)Y (t)f  ⇣f + X(t)2f ⌘ Y (t)
0   fz(t) Y (t)z(t) f + Y (t)
2
f  X(t)Y (t)f  X(t)
35TRCC/R0(t)
(2.15)
où LXY (X(t), Y (t), z(t)) est la matrice d’interaction du point, reliant les variations des coor-
données d’un point dans l’image au torseur cinématique de la caméra. Notons que la matrice
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d’interaction d’un point p dépend de la composante z dans le repère caméra que nous appel-
lerons profondeur par la suite.
2.3 La commande re´fe´rence´e vision
2.3.1 Se´lection de la loi de commande
Afin de réaliser une navigation par asservissement visuel, diverses lois de commandes s’offrent à
nous. Les asservissements visuels 3D (Position Based Visual Servoing ou PBVS ) et 2D (Image
Based Visual Servoing ou IBVS ) [Chaumette & Hutchinson 2006] constituent les approches les
plus générales. Le PBVS contrôle la caméra à l’aide d’une boucle de commande où la situation
de la caméra est explicitement prise en compte. Un processus d’estimation de la situation basé
sur les données visuelles est alors mis en place. Ce dernier, assimilable à une localisation
métrique, rend la méthode sensible aux bruits de mesures et aux erreurs de modélisation. Lors
de l’asservissement, la caméra cherche à atteindre la situation de référence le plus directement
possible, entraînant des mouvements pertinents dans l’espace de travail. Cependant l’évolution
des indices visuels dans l’image n’est pas prise en compte, et il peut arriver que la caméra perde
la cible de vue [Chaumette & Hutchinson 2006].
L’IBVS consiste à contrôler le robot en utilisant directement les informations visuelles dans la
boucle de commande. Différentes primitives 2 peuvent être considérées : le point, le segment,
la droite, l’ellipse [Chaumette 1990], les moments de l’image [Chaumette 2004], .... Le choix
des primitives influence la trajectoire de la caméra dans l’espace de travail lors de l’asservisse-
ment. L’IBVS permet d’obtenir une certaine robustesse vis-à-vis des erreurs de modélisation.
En effet, aucun processus d’estimation n’est présent dans la boucle. Avec cette méthode, la ca-
méra cherche à atteindre le plus directement possible le but qui est défini dans l’image. Nous
obtenons alors de très bonnes trajectoires des indices visuels dans l’image. Néanmoins, les
mouvements de la caméra dans l’espace de travail nécessaires pour réaliser cette performance,
peuvent apparaître compliqués et inutiles [Chaumette 1998]. De plus, les asservissements né-
cessitant de grandes rotations et translations selon un même axe peuvent entraîner un échec
de la régulation de l’erreur.
Les deux solutions n’étant pas entièrement satisfaisantes, des méthodes hybrides ont été déve-
loppées telles que celle proposée par Deguchi [Deguchi 1998] ou l’asservissement visuel 2D1/2
[Malis et al. 1999]. Les auteurs proposent de découpler le calcul des vitesses de translation de
celui des vitesses de rotations. Dans [Deguchi 1998], les translations sont calculées sur la base
d’informations 3D tandis que les rotations sont calculées à partir d’informations 2D. Dans
[Malis et al. 1999] c’est l’idée inverse qui est développée. Dans les deux cas, les auteurs tentent
de tirer avantage de l’IBVS et du PBVS. En effet, une étude présentée dans [Gans et al. 2003]
montre que ces deux méthodes permettent de garder les indices visuels dans le champ de vue
de la caméra lors de grands déplacements tout en ayant des mouvements pertinents de la
caméra. Cependant, les données 3D étant estimées, elles sont sensibles aux bruits de mesures
et aux erreurs de modélisation [Gans et al. 2003].
Une dernière approche consiste à utiliser différents jeux de primitives visuelles afin d’obtenir
de bonnes trajectoires de la caméra [Chaumette 1990]. Dans [Corke & Hutchinson 2001], les
auteurs proposent de calculer séparément les vitesses de translation et de rotations autour de
2. Nous recommandons vivement la lecture de [Chaumette 1990], [Chaumette 2004] et [Tahri & Chau-
mette 2005] qui offrent une bonne vue d’ensemble de ce problème.
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l’axe optique. Celles-ci sont alors déterminées à partir de deux primitives particulières. Les
autres, étant définies classiquement pour un asservissement visuel 2D, sont des points. En
l’absence de processus d’estimation, cette approche est robuste aux bruits de mesures et aux
erreurs de modélisation. De plus, elle permet d’obtenir des performances satisfaisantes lors de
grands déplacements selon l’axe optique. Cependant, cette méthode est sensible au point de
vue de la caméra lors du calcul des vitesses relatives à l’axe optique.
Dans notre étude nous nous intéressons à la commande d’une caméra embarquée sur un robot
muni d’une platine. La caméra ne possédant plus tous ses degrés de liberté, les problèmes
liés aux translations et rotations selon un même axe ne se posent plus. Il en est de même
pour les rotations autour de l’axe optique qui ne sont plus permises. Afin de réaliser notre
tâche de navigation, nous avons finalement choisi d’exploiter l’asservissement visuel 2D. Ainsi,
nous bénéficions d’une loi de commande robuste aux erreurs de mesure et aux incertitudes de
modélisation.
La loi de commande que nous utiliserons dans la suite de ce document est basée sur le for-
malisme des fonctions de tâches. Nous rappelons d’abord ce formalisme avant de présenter la
synthèse de la loi de commande. Nous terminerons avec des simulations illustrant le compor-
tement de notre système robotique lors de tâches de navigation.
2.3.2 Le formalisme des fonctions de taˆche
2.3.2.1 Pre´sentation du formalisme
Le formalisme des fonction de tâches a été introduit dans [Samson et al. 1991] afin de définir
un cadre unificateur adapté à la plupart des schémas de commandes existants pour les robots
manipulateurs holonomes. Il fut par la suite étendu au cas des robots mobiles non-holonomes
dans [Pissard-Gibollet 1993]. Ce formalisme consiste à définir une tâche robotique à l’aide d’une
fonction de sortie particulière : la fonction de tâche, notée e(q(t), t) et prenant ses valeurs
dans Rn, où n correspond au nombre de degrés de liberté du robot. Plus particulièrement
une fonction de tâche dépend d’une fonction de sortie et d’une consigne modélisant l’objectif
à atteindre. La fonction de sortie peut être exprimée en termes de données proprioceptives
et/ou extéroceptives selon la tâche considérée et les capteurs disponibles.
La réalisation de la tâche est effectuée à travers la régulation à zéro de la fonction de tâche
sur un horizon de temps t 2 [0, T ]. La loi de commande permettant de contrôler le robot
n’est alors plus exprimée dans l’espace d’état mais dans l’espace de sortie (ou encore espace
capteur). Pour que le problème de commande soit correctement posé, il est nécessaire de
s’assurer qu’il existe un lien régulier entre l’espace d’état et l’espace de sortie. Pour cela, la
notion de ⇢ admissibilité a été introduite dans [Samson et al. 1991]. Elle permet de réunir les
conditions suffisantes de régularité que doit vérifier la fonction de tâche.
2.3.2.2 La notion de ⇢ admissibilite´
Soit e(q(t), t) une fonction de tâche correspond à la tâche robotique à réaliser. Cette dernière
est parfaitement réalisée sur un horizon de temps t 2 [0, T ] si e(q(t), t) = 0, 8t 2 [0, T ]. Une
trajectoire vérifiant cette équation pour 8t 2 [0, T ] est dite trajectoire solution et est notée
qr(t). Afin que qr(t) puisse être réalisée par le robot, elle doit être de classe C1 sur l’horizon
[0, T ].
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Afin de synthétiser une loi de commande dans l’espace de sortie, le lien entre l’espace d’état
et l’espace de sortie doit être régulier. Pour cela, la trajectoire solution doit être unique.
La résolution de l’équation e(q(t), t) = 0 pouvant mener à la définition de plusieurs trajec-
toires solutions, il est nécessaire d’introduire une condition initiale q0, telle que qr(0) = q0 et
e(q0, 0) = 0, afin de faire un choix. Une trajectoire solution vérifiant cette dernière propriété
est dite trajectoire idéale. Notons cependant que q0 représente la configuration à laquelle le
robot devrait se trouver à l’instant initial si la tâche était parfaitement réalisée. Elle ne désigne
pas nécessairement sa position initiale.
L’introduction de la condition initiale q0 n’est pas suffisante pour garantir l’unicité de la
trajectoire solution. En effet la non régularité de la jacobienne de la tâche @e
@qT
au voisinage de
la trajectoire solution peut entrainer le fait que l’équation e(q(t), t) = 0 n’ait que la condition
initiale comme solution, ou au contraire une infinité de solutions. Le problème de commande
est alors mal posé puisque dans le premier cas, la tâche ne peut être réalisée tandis que dans
le second cas, il existe une infinité de trajectoires dans l’espace d’état permettant l’annulation
de e(q(t), t). Il est nécessaire de ne pas confondre le dernier cas avec le problème de plusieurs
trajectoires solutions distinctes. Ce problème a été résolu en introduisant la condition initiale
q0. La régularité de la matrice jacobienne de la tâche est donc essentielle dans la définition de
la ⇢ admissibilité de la fonction de tâche.
Le bon conditionnement du problème ne dépend pas uniquement de l’unicité de la trajectoire.
Il est aussi nécessaire que la convergence de e(q(t), t) vers 0 entraine la convergence de q(t)
vers qr(t). De plus, une petite variation autour de e(q(t), t) ne doit pas induire une grande
variation autour de q(t). La propriété de ⇢ admissibilité tient compte de ces contraintes
puisqu’elle permet d’établir l’existence d’un difféomorphisme F entre l’ensemble des couples
(q, t) incluant la condition initiale q0 et l’ensemble des couples (e, t). Elle définit donc bien le
lien régulier nécessaire permettant au problème d’être correctement posé. La ⇢ admissibilité
est définie formellement comme suit :
Définition 1 : Soit C⇢,T l’ensemble des couples (q, t) et B⇢ une boule fermée de centre 0 et
de rayon ⇢. Si T < +1, la propriété de ⇢ admissibilité est équivalente aux trois assertions
suivantes :
1. C⇢,T est une composante connexe par arc non vide de F 1(B⇢ ⇥ [0, T ])
2. C⇢,T est une partie fermée de Rn ⇥ R
3. Pour tout couple (q,t) appartenant à C⇢,T :
(a) det( @e
@qT
(q, t)) 6= 0
(b) k( @e
@qT
) 1k < m⇢,T <1
(c) k@e@t k < m0⇢,T <1
où k.k représente la norme euclidienne ou la norme spectrale associée. Si T = +1, ces condi-
tions sont seulement suffisantes.
La détermination de la composante connexe C⇢,T définie par l’assertion (1), correspond au
choix de la condition initiale q0 2 C⇢,T . L’existence du difféomorphisme est assuré par (3a),
tandis que les conditions (1) et (2) indiquent que F est défini entre deux ensembles fermés.
Enfin, les constantes m⇢,T et m0⇢,T garantissent que l’inverse de la jacobienne de la tâche et la
dérivée de e par rapport au temps restent bornées. Il est ainsi assuré qu’une petite variation
dans l’un des espaces entraine une petite variation dans l’autre. De plus, cela signifie que même
en présence d’erreurs de modélisation et de bruits de mesure, la fonction de tâche restera au
voisinage de zéro et la trajectoire réelle du robot au voisinage de la trajectoire idéale.
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Il est important de noter que les singularités de la matrice jacobienne de la tâche sont les
principaux obstacles à l’obtention de la propriété de la ⇢ admissibilité. La jacobienne revêt
donc une importance capitale dans la définition d’une tâche ⇢ admissible, comme le souligne
le théorème suivant [Samson et al. 1991] :
Théorème 1 : Soit e(q, t); q0 une tâche admettant une trajectoire idéale qr(t) définie sur
l’intervalle de temps [0, T ]. Si e(q, t) est de classe C2, si la matrice jacobienne de la tâche est
inversible au voisinage de qr(t), et enfin si l’horizon de temps reste fini (T < +1), il existe
un ⇢ > 0 tel que la tâche considérée est ⇢ admissible.
L’inversibilité de la matrice jacobienne de la fonction de tâche au voisinage de la trajectoire
solution est la condition essentielle permettant d’établir la ⇢ admissibilité. Il est donc suffisant
de choisir la tâche de manière à contraindre autant de degrés de liberté que d’actionneurs
disponibles. L’obtention de la ⇢ admissibilité est alors un problème de modélisation de la
tâche à réaliser.
La ⇢ admissibilité établissant un difféormorphisme entre l’espace d’état et l’espace de la tâche,
elle permet de montrer qu’il est identique de synthétiser une loi de commande dans un des
deux espaces.
2.3.3 Synthe`se de la commande pour la navigation
Lors d’un asservissement visuel 2D, nous cherchons à réaliser une liaison virtuelle [Chau-
mette 1990] entre la caméra et l’environnement. Les liaisons virtuelles sont assimilables aux
liaisons mécaniques classiques telles que les liaisons rigides, prismatiques ou encore rotoïdes.
Par exemple, le positionnement de la caméra par rapport à une cible correspond à une liaison
rigide. Le maintien de la caméra parallèle à un mur et à une certaine distance de celui-ci,
correspond à une liaison appui plan. Le type de liaison à réaliser est fixé lors du choix des pri-
mitives visuelles composant le vecteur de mesure noté s(q(t), t). En effet, à un type de primitive
correspond une matrice d’interaction (cf. section 2.2) et son analyse, plus particulièrement du
rang et des lignes et colonnes nulles, permet de déterminer le type de liaison virtuelle réali-
sée [Chaumette 1990]. Le rang de la matrice d’interaction nous renseigne notamment sur le
nombre de degrés de libertés contraints. Dans [Chaumette 1990], l’auteur propose plusieurs
jeux de primitives permettant de réaliser différentes liaisons virtuelles.
Les tâches de navigation considérées ici visent à positionner la caméra par rapport à une cible
fixe. Il s’agit de réaliser une liaison virtuelle rigide. Dans cette section nous proposons donc
de présenter la synthèse d’une loi de commande permettant de réaliser une telle liaison. La
synthèse de la loi de commande s’appuie sur le formalisme des fonctions de tâches. Bien que
ce dernier soit basé sur la régulation d’une erreur à zéro, il est régulièrement utilisé pour
répondre au problème d’asservissement [Chaumette 1990]. La première étape de la synthèse
consiste à définir un vecteur de mesure s permettant de réaliser une liaison virtuelle rigide. Pour
une caméra possédant six degrés de liberté, quatre points P1(X1, Y1), P2(X2, Y2), P3(X3, Y3)
et P4(X4, Y4) sont nécessaires pour que la tâche de positionnement puisse être correctement
réalisée [Horaud 1987]. Bien que dans notre cas, la caméra ne possède que trois degrés de liberté,
nous utiliserons quatre points. Le vecteur de mesure est alors défini comme suit :
s(q(t)) = [X1 Y1 X2 Y2 X3 Y3 X4 Y4]
T (2.16)
Le vecteur s(q(t)) ne dépend pas explicitement du temps, car dans notre étude les cibles sont
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considérées immobiles. Nous pouvons désormais modéliser la tâche de positionnement à l’aide
d’une fonction de tâche e(q(t)) définie comme suit :
eav(q(t)) = C(s(q(t))  s⇤) (2.17)
où s⇤ correspond au vecteur de mesures obtenu pour la configuration finale désirée de la
caméra. La matrice C, dite matrice de combinaison, permet d’harmoniser la dimension de
la fonction de tâche, c’est-à-dire que dim(eav(q(t))) = n, où n est le nombre de degrés de
liberté commandables. Ainsi il est possible d’utiliser un nombre d’indices visuels plus grand
que le nombre de degrés de liberté à contraindre. Nous reviendrons sur le choix de C par la
suite.
Tout d’abord, il est nécessaire de s’assurer que le problème de commande est correctement
posé, c’est-à-dire que la fonction de tâche est ⇢-admissible. Une condition nécessaire consiste
à ce que la matrice jacobienne de la fonction de tâche Jav = @eav@q soit inversible. A partir de
l’équation (2.17) nous obtenons l’équation de la matrice jacobienne :
Jav =
@eav
@q
= C
@s
@r
@r
@q
(2.18)
Dans l’équation (2.18), les termes @s@r et
@r
@q correspondent respectivement à la matrice d’inter-
action de la caméra L associée aux indices visuels contenus dans le vecteur de mesure, et à la
matrice jacobienne du robot Jr. Pour un vecteur de mesures s donné par l’équation (2.16), L
est obtenue par la concaténation des matrices d’interactions des points données par l’équation
(2.15) :
L =
⇥
LTX1Y1 L
T
X2Y2 L
T
X3Y3 L
T
X4Y4
⇤T (2.19)
La caméra ne possédant tous ses degrés de liberté, nous avons vu dans la section 2.1.2 qu’il était
possible de considérer un torseur réduit noté Tr. Il est donc nécessaire d’adapter la matrice
d’interaction à ce cas particulier. Nous obtenons alors une matrice d’interaction réduite pour
quatre points définie comme suit :
Lr =
2664
LrP1
LrP2
LrP3
LrP4
3775 =
26666666666666664
0 X1z1
X1Y1
f
  fz1 Y1z1
⇣
f +
Y 21
f
⌘
0 X2z2
X2Y2
f
  fz2 Y2z2
⇣
f +
Y 22
f
⌘
0 X3z3
X3Y3
f
  fz3 Y3z3
⇣
f +
Y 23
f
⌘
0 X4z4
X4Y4
f
  fz4 Y4z4
⇣
f +
Y 24
f
⌘
37777777777777775
(2.20)
Le rang de la matrice d’interaction Lr pour quatre points est de rang 3. Lorsque la tâche
est réalisée, tous les degrés de liberté commandables de la caméra sont contraints, ce qui
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correspond bien à une tâche de positionnement. L’équation (2.18) peut donc se réécrire sous
la forme :
Jav = CLrJr (2.21)
Dans la mesure où la matrice jacobienne du robot Jr est une matrice régulière, la stabilité et
la convergence de la fonction de tâche sont assurées par la condition suffisante suivante :
CLr > 0 (2.22)
Un choix judicieux consiste alors à choisir C = L+r 3. Dans certains contextes, il n’est pas
possible de connaitre la valeur exacte de la matrice d’interaction. On utilise généralement
une estimation de cette dernière notée Lˆr. Un choix classique consiste à choisir Lˆr = L⇤r 4 et
C = L⇤+r [Chaumette 1990]. Le jacobien de la fonction de tâche peut alors s’écrire comme
suit :
Jav = Jr (2.23)
Pour notre système robotique, Jr étant une matrice carrée de dimension 3 dont le déterminant
est non nul (cf. 2.1.2), la fonction de tâche eav est alors ⇢-admissible.
Le problème de commande étant correctement posé, nous cherchons maintenant à annuler
l’erreur avec une décroissance exponentielle. Nous obtenons donc la relation suivante :
e˙av =   aveav (2.24)
où  av est un scalaire strictement positif ou une matrice définie positive permettant de fixer
la vitesse de décroissance. Afin d’obtenir une expression analytique de l’équation (2.24), il est
nécessaire de préalablement différencier s(q(t), t) par rapport à q(t) et t. Nous obtenons alors
la variation des informations visuelles en fonction des mouvements de la caméra :
s˙(q(t), t) =
@s
@q
dq
dt
+
@s
@t
=
@s
@r
@r
@q
dq
dt
+
@s
@t
(2.25)
Dans l’équation (2.25), on reconnaît :
– @s@r qui correspond à la matrice d’interaction.
– @r@q qui correspond à la matrice jacobienne du robot.
– dqdt qui correspond à la commande en vitesse de notre système.
– @s@t terme qui traduit les mouvements propres de l’objet par rapport à la caméra. Notre étude
portant sur des cibles fixes, il vient alors : dsdt = 0.
Pour une matrice C constante, e˙av peut donc se réécrire sous la forme :
e˙av = Cs˙ = CLrJr q˙ (2.26)
3. L+r = (LTr Lr) 1LTr est la pseudo-inverse à gauche de la matrice d’interaction Lr.
4. L⇤r correspond à la matrice d’interaction calculée avec les indices visuels obtenus pour la configuration
finale désirée de la caméra.
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A l’aide des équations (2.24) et (2.26), nous obtenons :
CLrJr q˙ =   aveav (2.27)
Finalement, en remplaçant eav par son expression donnée dans l’équation (2.17), il vient :
CLrJr q˙ =   avC(s  s⇤) (2.28)
A partir de l’équation (2.28), il est alors possible de calculer le vecteur de commande q˙ en
fonction de l’erreur entre les indices visuels courants et ceux désirés :
q˙ =  (CLrJr) 1 avC(s  s⇤) (2.29)
La loi de commande donnée par l’équation (2.29) permet de réaliser la liaison virtuelle désirée
en annulant la fonction de tâche (2.17). Le vecteur de commande réalisant la navigation et
calculé à l’aide de l’équation (2.29) sera noté q˙av par la suite. La commande calculée à l’aide
de l’équation (2.29) est nulle lorsque eav = 0 ou lorsque (s  s⇤) 2 ker((CLrJr) 1C).
Simulation
Nous proposons de simuler un asservissement visuel 2D permettant de positionner la caméra
embarquée face à une cible. Celle-ci est composée de quatre cercles dont les centres projetés
dans l’image sont utilisés pour former le vecteur de mesure. Afin de s’approcher des condi-
tions expérimentales, nous ajoutons un bruit gaussien de deux pixels lors du calcul des indices
visuels. Nous utilisons l’estimée L⇤r de la matrice d’interaction et C = L⇤+r . Finalement la pé-
riode d’échantillonnage est fixée à Te = 100ms tandis que le gain de commande est  av = 0.35.
L’état initial du robot est [x = 0, y = 0, ✓ = 0,# = ⇡4 ] et la caméra doit atteindre la situation
finale [x = 3.1, y = 2, ✓T = 0], avec ✓T = ✓ + #.
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Figure 2.5 – Trajectoire du robot dans la scène
La loi de commande présentée dans l’équation (2.29) permet à la caméra d’atteindre la situation
désirée (figure 2.5). Les trois composantes de la fonction de tâche convergent vers zéro (figure
2.6(b)) malgré la présence des bruits (figure 2.6(a)). De plus, la régulation à zéro de la fonction
de tâche correspond à la convergence des indices visuels courants vers ceux de référence (figure
2.6(a)). Enfin la figure 2.7 présente l’évolution du vecteur de commande permettant au système
robotique de positionner la caméra à la situation désirée. Nous pouvons remarquer que la
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régulation à zéro de la fonction de tâche entraine une commande nulle, ce qui correspond à
la liaison virtuelle rigide que nous désirions réaliser. L’asservissement visuel 2D nous permet
donc de réaliser la tâche de positionnement souhaitée.
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Figure 2.7 – Evolution du vecteur de commande q˙(t)
Nous avons réalisé une seconde simulation similaire à la précédente mais avec une configuration
initiale du robot [x = 0, y = 0, ✓ = ⇡,# =  3⇡4 ]. De la même manière que précédemment la
tâche est parfaitement réalisée. Cependant, nous pouvons remarquer sur la figure 2.8(b) 5
l’existence d’un point de rebroussement. Pour comprendre ce phénomène, il est nécessaire de
rappeler que les différents asservissements visuels présentés dans la section 2.3.1 permettent de
commander la caméra. En effet, dans ces méthodes on considère que celle-ci peut se mouvoir de
façon holonome. Or le système ici considéré comprend une base mobile non holonome munie
d’une platine. La loi de commande calcule donc un torseur cinématique pertinent pour la
caméra qui est traduit en vecteur de commande pour le robot à l’aide de la matrice jacobienne
du robot Jr. Dans la figure 2.8(a), nous remarquons donc la manœuvre du robot permettant
de réaliser une trajectoire lisse de la caméra.
Afin de s’assurer que les points de rebroussement ne sont pas dus à la commande utilisée, nous
avons rejoué la même simulation en calculant la loi de commande à partir de la méthode de
Corke et Hutchinson [Corke & Hutchinson 2001]. Bien que la trajectoire globale observée dans
la figure 2.8(c) soit sensiblement différente de celle obtenue précédemment, il existe toujours
un point de rebroussement 2.8(d). De même, un changement d’indices visuels modifierait la
5. Le trait plein bleu correspond à la trajectoire du point M centre de la base mobile et le trait discontinu
noir à la trajectoire du point C centre de la caméra.
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trajectoire de la caméra et la base mobile s’adapterait à celle-ci. Ce phénomène est donc dû à
notre base mobile non holonome portant la caméra et apparaît pour certaines configurations
initiales particulières.
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Figure 2.8 – Etude de la trajectoire de la base mobile avec un point de rebroussement
Bien que les points de rebroussement ne mettent pas en péril la réalisation de la tâche, nous
verrons dans le chapitre 4 qu’ils présentent des inconvénients lors d’une navigation incluant de
grands déplacements. Nous présenterons alors une méthode permettant de les éviter.
2.4 Conclusion
Dans ce chapitre, nous avons présenté le système robotique utilisé pour réaliser une naviga-
tion. Nous avons ensuite introduit les différents modèles nécessaires avant de nous intéresser
à la synthèse d’une commande réalisant un asservissement visuel 2D. Il est désormais pos-
sible de réaliser une navigation dans un environnement libre. Cependant cette hypothèse n’est
pas réaliste pour une navigation en intérieur où la présence d’obstacles est inévitable. Avec
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cette nouvelle contrainte, deux problèmes pouvant entrainer l’échec de la navigation appa-
raissent : le risque de collision du robot avec un obstacle et la perte du signal visuel durant la
navigation.
Dans un premier temps, nous nous focalisons sur la perte du signal visuel nécessaire au calcul
de la loi de commande. Afin de répondre à cette problématique, nous nous appuyons sur les
travaux présentés dans [Folio 2007]. L’auteur propose d’estimer l’évolution des indices visuels à
partir des commandes appliquées au robot et du modèle d’évolution des indices visuels (2.15)
lorsque l’image n’est plus disponible. Pour cela il est nécessaire de fournir une estimation
de la "profondeur" de chaque indice visuel. Dans le prochain chapitre, après avoir rappelé
les principaux résultats présentés dans [Folio 2007], nous allons nous attacher à résoudre ce
problème en proposant une méthode robuste aux erreurs de mesure. Il sera alors possible de
réaliser une navigation même en présence d’occultation.
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Dans le chapitre précédent, nous nous sommes intéressés à la commande d’un robot par asser-
vissement visuel 2D dans un environnement libre. Cette dernière hypothèse étant peu réaliste,
il est nécessaire de considérer un environnement encombré d’obstacles possiblement occultants.
Ici, nous nous intéressons à la perte de vue des indices visuels qui peut entraîner un échec de
la navigation (Fig. 3.1). La perte de vue peut être due à une occultation partielle ou totale
de la cible, une erreur dans le traitement d’images, une panne de la caméra ou bien encore
à une utilisation de plus haute priorité de la caméra. Par la suite, toutes ces notions seront
regroupées derrière le terme occultation.
Bloc de commande Robot Caméras*
s
+
-
The`se Chap. 1 : Estimation
CHAPITRE 1
ESTIMATION
Comme nous avons pu voir dans le chapitre METTRE UNE REF, afin re´aliser une navigation graˆce a`
l’asservissement visuel 2D (peut eˆtre e´tendre l’ide´e...), la cible conside´re´e doit eˆtre perc¸ue par la came´ra tout
au long de la navigation. Ainsi il est possible de connaitre a` chaque pe´riode d’e´chantillonnage les coordonne´es
sPi(t) = (XPi(t), YPi(t)) de la projection dans l’image des points Pi caracte´ristiques constituants la cible.
L’asservissement visuel ayant pour but de faire converger les indices visuels courants sPi vers les indices visuels
de´sire´s s⇤Pi a` l’aide d’une loi de commande fonction de deux derniers parame`tres, une me´connaissance de sPi(t)
entrainerait l’e´chec de la navigation. Cette me´connaissance peut eˆtre due a` une occultation partielle ou totale
de la cible, une erreur dans le traitement d’images, une panne de la came´ra ou bien encore une utilisation de
plus haute priorite´ de la came´ra.
Ajouter un sche´ma bloc de commande avec coupure sur le retour de sortie
PARTIE ETUDE BIBLIOGRAPIQUE SI NECESSAIRE
1.1 Calcul de l’e´volution des indices visuels
Afin de ge´rer la perte du signal visuel, nous proposons d’utiliser les e´quations d’e´volution des indices visuels
propose´es dans cite{FOLIO08}. Ces e´quations re´cursives fonction des parame`tres ge´ome´triques du robot et
des commandes applique´es au syste`me robotique, peuvent eˆtre utilise´es lors d’une occultation partielle ou totale
de la cible afin de calculer l’e´volution des indices visuels. Dans un premier temps nous allons pre´senter dans
leur cadre de validite´, puis pre´senter les calculs ayant permis d’obtenir ces e´quations.
Les syste`me robotique (pre´sente´ dans cite) conside´re´ est un robot non-holonome mu it d’une came´ra embarque´e
sur une platine commandable en lacet. L’axe de rotation de la platine n’est pas confondu avec celui du robot.
Pour un tel syste`me, nous rappelons que le torseur cine´matique re´duit de la came´ra est donne´ par la relation
1.1.
Tr =
0@ V~yC (t)V~zC (t)
⌦~xC (t)
1A =
0@    sin(#(t)) + !(Cx +Dx cos(#(t))) + Cx$  cos(#(t)) + !( Cy +Dx sin(#(t)))  Cy$
 (! +$)
1A = Jr(#)q˙(t) (1.1)
Les indices visuels utilise´s afin de caracte´riser la cible dans le plan image, sont des points. Dans ce cas, nous
rappelons que la matrice d’interaction L(XP (t), YP (t), zP (t)) reliant la variation d’un indice visuel P , projection
dans l’image d’un point p fixe dans la sce`ne, aux mouvements de la came´ra est donne´e par l’e´quation 1.2.
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Figure 3.1 – Effet d’une occultation sur un asservissement visuel
Dans la littérature, une première série de travaux propose de gérer des occultation partielles
[Malis et al. 1999] [Comport et al. 2004], [Garcia-Aracil et al. 2005]. Cependant, nous cherchons
à gérer des occultations totales et les méthodes citées ne conviennent pas à notre cas. D’autres
solutions basées sur le tracking [Jackson et al. 2004] [Lepetit & Fua 2006], le filtre de Kalman
[Kalman 1960] ou le filtrage particulaire [Crisan & Doucet 2002]) 1 traitent la perte complète
du signal visuel. Cependant toutes ces approches reposent sur des mesures dans l’image et ne
sont pas bien adaptées pour nous.
Nous nous sommes orientés vers l’approche proposée dans [Folio 2007] et [Folio & Cade-
nat 2008] où les auteurs proposent de reconstruire la primitive visuelle s lorsque la caméra
n’est plus en mesure de fournir d’image. Pour cela, ils proposent d’exploiter le lien existant
entre s et le torseur cinématique de la caméra TRCC/RO défini comme suit :
s˙ = LsT
RC
C/RO
(3.1)
où Ls est la matrice d’interaction correspondant aux primitives visuelles composant s. La
résolution de l’équation (3.1) permet de déterminer s. Il est alors possible d’utiliser ce dernier
dans la boucle de commande comme cela est présenté dans la figure 3.2.
3.1 Gestion des occultations par reconstruction des indices vi-
suels
Dans [Folio 2007], l’auteur propose des solutions analytiques et numériques pour différents
types de primitives visuelles et de systèmes robotiques. Dans cette section, nous nous focalisons
sur le cas particulier des points et du robot non holonome considéré dans ces travaux. Dans
ce cas il est possible d’exhiber une solution analytique. Nous rappelons ci-après la démarche
suivie permettant de l’obtenir.
1. Nous conseillons l’étude bibliographique plus approfondie proposée dans [Folio 2007].
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CHAPITRE 1
ESTIMATION
Comme nous avons pu voir dans le chapitre METTRE UNE REF, afin re´aliser une navigation graˆce a`
l’asservissement visuel 2D (peut eˆtre e´tendre l’ide´e...), la cible conside´re´e doit eˆtre perc¸ue par la came´ra tout
au long de la navigation. Ainsi il est possible de connaitre a` chaque pe´riode d’e´chantillonnage les coordonne´es
sPi(t) = (XPi(t), YPi(t)) de la projection dans l’image des points Pi caracte´ristiques constituants la cible.
L’asservissement visuel ayant pour but de faire converger les indices visuels courants sPi vers les indices visuels
de´sire´s s⇤Pi a` l’aide d’une loi de commande fonction de deux derniers parame`tres, une me´connaissance de sPi(t)
entrainerait l’e´chec de la navigation. Cette me´connaissance peut eˆtre due a` une occultation partielle ou totale
de la cible, une erreur dans le traitement d’images, une panne de la came´ra ou bien encore une utilisation de
plus haute priorite´ de la came´ra.
Ajouter un sche´ma bloc de commande avec coupure sur le retour de sortie
PARTIE ETUDE BIBLIOGRAPIQUE SI NECESSAIRE
1.1 Calcul de l’e´volution des indices visuels
Afin de ge´rer la perte du signal visuel, nous proposons d’utiliser les e´quations d’e´volution des indices visuels
propose´es dans cite{FOLIO08}. Ces e´quations re´cursives fonction des parame`tres ge´ome´triques du robot et
des commandes applique´es au syste`me robotique, peuvent eˆtre utilise´es lors d’une occultation partielle ou totale
de la cible afin de calculer l’e´volution des indices visuels. Dans un premier temps nous allons pre´senter dans
leur cadre de validite´, puis pre´senter les calculs ayant permis d’obtenir ces e´quations.
Les syste`me robotique (pre´sente´ dans cite) conside´re´ est un robot non-holonome munit d’une came´ra embarque´e
sur une platine commandable en lacet. L’axe de rotation de la platine n’est pas confondu avec celui du robot.
Pour un tel syste`me, nous rappelons que le torseur cine´matique re´duit de la came´ra est donne´ par la relation
1.1.
Tr =
0@ V~yC (t)V~zC (t)
⌦~xC (t)
1A =
0@    sin(#(t)) + !(Cx +Dx cos(#(t))) + Cx$  cos(#(t)) + !( Cy +Dx sin(#(t)))  Cy$
 (! +$)
1A = Jr(#)q˙(t) (1.1)
Les indices visuels utilise´s afin de caracte´riser la cible dans le plan image, sont des points. Dans ce cas, nous
rappelons que la matrice d’interaction L(XP (t), YP (t), zP (t)) reliant la variation d’un indice visuel P , projection
dans l’image d’un point p fixe dans la sce`ne, aux mouvements de la came´ra est donne´e par l’e´quation 1.2.
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Figure 3.2 – Schéma bloc d’un asservissement visuel avec gestion de l’occultation par esti-
mation des indices visuels
3.1.1 Calcul des e´quations d’e´volution des indices visuels
Pour le système robotique considéré et un vecteur sP = [XP YP ]T composé des coordon-
nées métriques d’un point P dans l’image, l’équation (3.1) se réécrit de la manière suivante
[Folio 2007] :
s˙P (q(t), t) = LrP (XP (t), YP (t), zP (t))Tr = LrP (XP (t), YP (t), zP (t))Jr(#)q˙(t) (3.2)
où
Jr(#) =
0@   sin(#) Cx +Dx cos(#) Cxcos(#)  Cx +Dx sin(#)  Cy
0  1  1
1A (3.3)
LrP (XP (t), YP (t), zP (t)) =
 
0 XP (t)zP (t)
XP (t)YP (t)
f
  fzP (t)
YP (t)
zP (t)
f + YP (t)
2
f
!
(3.4)
et (xP yP zP )T les coordonnées du point P dans le repère RC . L’équation (3.2) peut se réécrire
sous forme du système d’équations ci-après [Folio 2007] :
X˙P (t) =
XP (t)
zP (t)
⇣
 (t) cos(#(t)) + !(t)( Cy +Dx sin(#(t)))  Cy$(t)
⌘
 XP (t)YP (t)f (!(t) +$(t))
(3.5)
Y˙P (t) =   fzP (t)
⇣
   (t) sin(#(t)) + !(t)(Cx +Dx cos(#(t))) + Cx$(t)
⌘
+YP (t)zP (t)
⇣
 (t) cos(#(t)) + !(t)( Cy +Dx sin(#(t)))  Cy$(t)
⌘
 
⇣
f +
Y 2P (t)
f
⌘
(!(t) +$(t))
(3.6)
Comme le montrent les équations (3.5) et (3.6), le paramètre zP (t) 2 doit être connu afin de
pouvoir calculer l’évolution des indices visuels. Pour cela, il est nécessaire d’exprimer z˙P (t) en
2. zP sera par la suite régulièrement et abusivement nommé profondeur.
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fonction des commandes q˙(t). Dans un premier temps rappelons que pour tout point p fixe
et appartenant au repère scène RO, sa vitesse
 !
V p/RC par rapport au repère mobile RC de la
caméra peut s’écrire de la manière suivante :
 !
V p/RC (t) =  
 !
V C/RO(t) 
 !
⌦RC/RO(t) ^
  !
CP (3.7)
Rappelons que CPRC = (xP yP zP )T et V RCp/RC = (x˙P y˙P z˙P )
T . Nous avons alors :
z˙P (t) =  V~zC (t) 
zP (t)YP (t)
f
⌦~xC (t) +
zP (t)XP (t)
f
⌦~yC (t) (3.8)
Etant donné que pour le système robotique considéré, ⌦~yC (t) = 0, l’équation (3.8) devient :
z˙P (t) =  
⇣
 (t) cos(#(t)) + !(t)
  Cy +Dx sin(#(t))  Cy$(t)⌘+ zP (t)YP (t)
f
⇣
!(t) +$(t)
⌘
(3.9)
Le robot peut être considéré comme un système discret recevant une nouvelle commande
au début de chaque période d’échantillonnage Te. Notons qu’entre deux instants tk 1 et tk,
séparés par une période d’échantillonnage Te, la commande q˙(tk 1) appliquée est constante.
Sous cette condition il est possible d’obtenir les équations d’évolution d’un point P ainsi que
de sa profondeur dans le repère caméra. Pour cela, il suffit d’intégrer les équations (3.5), (3.6)
et (3.9) entre les instants tk 1 et tk. Le lecteur intéressé est invité à se reporter à [Folio 2007]
pour les détails de calculs. Nous obtenons les résultats suivants qui peuvent se scinder en
quatre cas distincts [Folio 2007] :
• Cas no 1 : si !(k   1) 6= 0, $(k   1) 6= 0 et !(k   1) 6= $(k   1) :
XP (k) =
zp(k   1)XP (k   1)
zP (k)
(3.10)
YP (k) =
f
zP (k)
✓
c1 cos(A1)  c2 sin(A1) +Dx sin(#(k)) +  (k   1)
!(k   1) cos(#(k))  Cy
◆
(3.11)
zP (k) = c1 sin(A1) + c2 cos(A1) Dx cos(#(k)) +  (k   1)!(k   1) sin(#(k))  Cx (3.12)
Avec :
A1 = (!(k   1) +$(k   1)) ⇤ Te
c1 =
YP (k   1)zp(k   1)
f
 Dx sin(#(k   1))   (k   1)
!(k   1) cos(#(k   1)) + Cy
c2 = zp(k   1) +Dx cos(#(k   1))   (k   1)
!(k   1) sin(#(k   1)) + Cx
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• Cas no 2 : si !(k   1) = 0 et $(k   1) 6= 0 :
XP (k) =
zp(k   1)XP (k   1)
zP (k)
(3.13)
YP (k) =
f
zP (k)
✓
c1 cos(A2)  c2 sin(A2) +  (k   1)Te sin(#(k)) +  (k   1)
2$(k   1) cos(#(k))  Cy
◆
(3.14)
zP (k) = c1 sin(A2) + c2 cos(A2)   (k   1)Te cos(#(k)) +  (k   1)2$(k   1) sin(#(k))  Cx (3.15)
Avec
A2 = $(k   1)Te
c1 =
YP (k   1)zp(k   1)
f
   (k   1)
2$(k   1) cos(#(k   1)) + Cy
c2 = zp(k   1)   (k   1)
2$(k   1) sin(#(k   1)) + Cx
• Cas no 3 : si !(k   1) =  $(k   1) :
XP (k) =
zp(k   1)XP (k   1)
zP (k)
(3.16)
YP (k) =
 f (k   1)c1   f!(k   1)Dxc2 +$(k   1)zP (k   1)YP (k   1)
$(k   1)zP (k) (3.17)
zP (k) =    (k   1)$(k   1)c2  Dxc1 + zP (k   1) (3.18)
avec
c1 = cos(#(k))  cos(#(k   1)) c2 = sin(#(k))  sin(#(k   1))
• Cas no 4 : si !(k   1) = 0 et $(k   1) = 0 :
XP (k) =
zp(k   1)XP (k   1)
zP (k)
(3.19)
YP (k) =
f (k   1) sin(#(k   1))Te + zP (k   1)YP (k   1)
zP (k)
(3.20)
zP (k) =   (k   1) cos(#(k   1))Te + zP (k   1) (3.21)
Nous pouvons remarquer que les équations sont récursives dans les quatre cas. Afin de calculer
les indices visuels XP (k), YP (k) et zP (k), il est nécessaire de fournir les valeurs initiales
XP (k   1), YP (k   1) et zP (k   1).
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3.1.2 Utilisation des e´quations d’e´volution des indices visuels pour la gestion
des occultations
Afin d’utiliser les équations d’évolution des indices visuels pour calculer les prédictions XˆP et
YˆP , il est nécessaire de les intégrer dans le schéma de commande. Comme nous pouvons le voir
dans la figure 3.3, des valeurs initiales doivent être fournies à chaque itération. Deux cas se
présentent : la première itération pour laquelle a lieu l’occultation et les m itérations suivantes,
si l’occultation dure m + 1 itérations. Dans le premier cas la dernière image reçue et traitée
est utilisée pour fournir les valeurs initiales XP (IOcc   1) et YP (IOcc   1), où IOcc correspond
à l’itération à laquelle se produit l’occultation. Durant les m itérations suivantes les valeurs
prédites XˆP (IOcc + nit  1) et YˆP (IOcc + nit  1) sont utilisées comme valeurs initiales pour le
calcul de XˆP (IOcc + nit) et YˆP (IOcc + nit), pour nit 2 [1,m].
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de la cible afin de calculer l’e´volution des indices visuels. Dans un premier temps nous allons pre´senter dans
leur cadre de validite´, puis pre´senter les calculs ayant permis d’obtenir ces e´quations.
Les syste`me robotique (pre´sente´ dans cite) conside´re´ est un robot non-holonome munit d’une came´ra embarque´e
sur une platine commandable en lacet. L’axe de rotation de la platine n’est pas confondu avec celui du robot.
Pour un tel syste`me, nous rappelons que le torseur cine´matique re´duit de la came´ra est donne´ par la relation
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1A = Jr(#)q˙(t) (1.1)
Les indices visuels utilise´s afin de caracte´riser la cible dans le plan image, sont des points. Dans ce cas, nous
rappelons que la matrice d’interaction L(XP (t), YP (t), zP (t)) reliant la variation d’un indice visuel P , projection
dans l’image d’un point p fixe dans la sce`ne, aux mouvements de la came´ra est donne´e par l’e´quation 1.2.
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Figure 3.3 – Schéma de gestion des occultations
Le calcul de XˆP (IOcc + nit) et YˆP (IOcc + nit) nécessite de plus la connaissance de zP (IOcc +
nit  1). A nouveau ce problème se divise comme précédemment. Lors de la première itération
il faut fournir une valeur de zP (IOcc   1). Durant les m itérations suivantes, la valeur de
zˆP (IOcc + nit   1) fournie par les équations d’évolution des indices visuels est utilisée pour
calculer zˆP (IOcc + nit). Notre contribution se situera sur la première étape mentionnée ci-
dessus.
A cet instant, seule la méconnaissance de zP lors de la première itération nous empêche de gérer
les occultations à l’aide des équations d’évolution des indices visuels. Il est donc nécessaire de
chercher à estimer ce paramètre lorsque les indices visuels sont disponibles. Avant de présenter
les différentes techniques permettant de fournir une valeur de zP , nous décrivons la série de
contraintes que nous désirons respecter dans le cadre d’une navigation par asservissement
visuel. Premièrement le temps de calcul consacré à l’obtention de zP doit être le plus petit
possible afin de ne pas augmenter la période d’échantillonnage Te. En effet, le contrôle d’un
système discret doit se faire avec la période d’échantillonnage la plus petite possible afin de ne
pas compromettre la convergence du système. Deuxièmement la méthode doit converger vers
une valeur proche de zP le plus vite possible, afin de permettre la gestion d’occultation dans
les meilleures conditions. En effet, la réussite de la navigation peut être remise en cause si le
processus de gestion d’occultation est amorcé alors que la profondeur courante est encore mal
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connue. Finalement, afin d’augmenter l’autonomie du robot, le modèle et les dimensions de la
cible sont supposés inconnus.
Nous nous focalisons par la suite sur la détermination de zP . Dans un premier temps, une ap-
proche matérielle, telle qu’un laser, peut être envisagée. Dans ce cas, deux précautions doivent
être prises : s’assurer que la cible est bien dans le plan du laser et être capable d’identifier
la donnée laser donnant la distance entre le robot et le point de la cible correspondant à
l’indice visuel. De plus, le laser ne fournit pas directement zP , coordonnée selon l’axe z du
repère caméra, mais la distance robot/cible. Cette solution semble donc difficile à mettre en
œuvre.
Afin de relâcher la contrainte concernant la présence de la cible dans le plan laser, nous
nous intéressons à des méthodes utilisant les images afin d’estimer zP . Ces méthodes peuvent
se diviser en deux catégories : celles issues de la communauté vision et celles issues de la
communauté automatique.
La stéréovision, solution à la fois matérielle et logicielle, permet de fournir une mesure perti-
nente de zP dans le cas où le banc stéréo est correctement calibré. Bien qu’une architecture
matérielle dédiée [Gibson & Marques 2008] puisse permettre une utilisation temps réel, le
temps de calcul reste généralement trop élevé pour être compatible avec notre période d’échan-
tillonnage. Les techniques dites de Structure From Motion [Jerian & Jain 1991], [Chaumette
et al. 1996], [Chaumette et al. 1994], [Soatto & Perona 1998a, Soatto & Perona 1998b] et de
Bundle adjustment [Triggs et al. 2000], nécessitent elles aussi un temps de calcul important,
et sont basées sur des images obtenues pour des points de vue différents et la connaissance du
mouvement entre ces images. L’estimation de la profondeur étant faite lors de la navigation,
les images sont prises à des instants séparés seulement d’une période d’échantillonnage. Les
images prises sont alors très semblables et n’offrent pas suffisamment d’informations pour que
ces méthodes soient efficaces.
Concentrons-nous maintenant sur les méthodes issues de la communauté automatique. Dans
[Bellot 2002], l’estimation de pose de la cible par rapport au robot est vue comme le dual
du problème de commande. Cette méthode ne semble pas convenir car elle nécessite une
connaissance a priori des dimensions de la cible. D’autres solutions proposent de considérer zP
comme l’un des états non mesurable du système. Une approche stochastique consiste à estimer
zP à l’aide d’un filtre de Kalman [Matthies et al. 1989]. Néanmoins cette méthode interdisant
certains mouvements de la caméra, tels que les rotations, elle ne peut être utilisée dans le
cadre de notre navigation basée sur l’asservissement visuel. Pour les approches déterministes,
des observateurs sont mis en place afin de reconstruire zP . Dans [De Luca et al. 2008], l’état
du système est défini comme étant [XP , YP , zP ] et un observateur non linéaire non minimal
est mis en place. De la même manière [Morbidi & Prattichizzo 2009] propose de résoudre ce
problème avec un observateur non linéaire minimal. Nous présentons dans la section 3.3 ces
deux méthodes de manière plus détaillée ainsi qu’une étude comparative avec notre propre
technique exposée dans 3.2.3. Nous verrons à la suite de cette étude que les observateurs
développés dans [De Luca et al. 2008] et [Morbidi & Prattichizzo 2009] sont difficilement
réglables et ne proposent pas un temps de convergence suffisamment court pour répondre à
nos attentes. Mais revenons tout d’abord à notre approche.
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3.2 Le pre´dicteur/correcteur
Afin d’estimer zP nous proposons d’utiliser les équations d’évolution des indices visuels pour
mettre en place un estimateur basé sur une paire prédicteur/correcteur. Dans un premier
temps, l’estimateur n’utilisera que deux images successives, puis dans un second temps, afin
d’améliorer ses performances, un plus grand nombre d’images noté n sera exploité.
3.2.1 Le pre´dicteur/correcteur avec deux images
Dans cette section nous présentons la paire prédicteur/correcteur permettant d’estimer zP (k)
en fonction des données XˆP (k   1), YˆP (k   1), XˆP (k) et YˆP (k) extraites des images durant
les itérations k   1 et k. La démarche est expliquée pour le cas no 1. Pour les autres, seuls les
résultats essentiels sont donnés, le raisonnement suivi restant identique.
• Cas no 1 : si !(k   1) 6= 0, $(k   1) 6= 0 et !(k   1) 6= $(k   1) :
Dans un premier temps, l’équation (3.12) est réécrite pour obtenir une expression de zP (k 1)
en fonction de zP (k) :
zP (k   1) = zP (k)   1↵1 (3.22)
avec
↵1 =
YP (k   1)
f
sin(A1) + cos(A1)
et
 1 = ( Dx sin(#(k   1))   (k 1)!(k 1) cos(#(k   1)) + Cy) sin(A1)
+(Dx cos(#(k   1))   (k 1)!(k 1) sin(#(k   1)) + Cx) cos(A1)
 Dx cos(#(k)) +  (k 1)!(k 1) sin(#(k))  Cx
L’équation (3.22) est injectée dans les équations (3.10) et (3.11), pour obtenir des expressions
de XP (k) et de YP (k) fonctions de zP (k) :
XP (k) =
zP (k)XP (k   1)   1XP (k   1)
↵1zP (k)
(3.23)
YP (k) =
f
zP (k)
✓
YP (k   1)zP (k)
↵1f
cos(A1)  zP (k)
↵1
sin(A1) +  1
◆
(3.24)
avec
 1 =
⇣  1YP (k 1)
↵f  Dx sin(#(k   1))   (k 1)!(k 1) cos(#(k   1)) + Cy
⌘
cos(A1)
 
⇣
  1
↵1
+Dx cos(#(k   1))   (k 1)!(k 1) sin(#(k   1)) + Cx
⌘
sin(A1)
+Dx sin(#(k)) +
 (k 1)
!(k 1) cos(#(k))  Cy
Les expressions des prédicteurs XˆP (k|k 1) et YˆP (k|k 1) dépendent des mesures X˜P (k 1)
et Y˜P (k   1). Elles sont obtenues à partir des équations (3.23) et (3.24) :
XˆP (k|k   1) = zˆP (k|k   1)X˜P (k   1)   1X˜P (k   1)↵˜1zˆP (k|k   1) (3.25)
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YˆP (k|k   1) = fzˆP (k|k   1)
 
Y˜P (k   1)zˆP (k|k   1)
↵˜1f
cos(A1)  zˆP (k|k   1)
↵˜1
sin(A1) +  ˜1
!
(3.26)
avec
↵˜1 =
Y˜P (k   1)
f
sin(A1) + cos(A1)
et
 ˜1 =
⇣  1Y˜P (k 1)
↵˜1f
 Dx sin(#(k   1))   (k 1)!(k 1) cos(#(k   1)) + Cy
⌘
cos(A1)
 
⇣
  1
↵˜1
+Dx cos(#(k   1))   (k 1)!(k 1) sin(#(k   1)) + Cx
⌘
sin(A1)
+Dx sin(#(k)) +
 (k 1)
!(k 1) cos(#(k))  Cy
A l’aide des équations des prédicteurs, nous cherchons à obtenir une estimation de la pro-
fondeur. Dans cette optique, nous définissons le critère suivant :
C = (XˆP (k|k   1)  X˜P (k))2 + (YˆP (k|k   1)  Y˜P (k))2 (3.27)
Le critère (3.27) permet de comparer les prédicteurs basés sur les mesures à l’instant k   1
avec les mesures de l’instant k. La seule inconnue étant zˆP (k|k   1), minimiser le critère
revient à chercher une valeur de zˆP (k|k   1) pour laquelle @C@zˆP (k|k 1) = 0. La dérivée de C
par rapport à zˆP (k|k   1) est donnée par l’expression (3.28) :
@C
@zˆP (k|k   1) = 2(XˆP (k|k 1) X˜P (k))
@XˆP (k|k   1)
@zˆP (k|k   1) +2(YˆP (k|k 1) Y˜P (k))
@YˆP (k|k   1)
@zˆP (k|k   1)
(3.28)
avec
@XˆP (k|k   1)
@zˆP (k|k   1) =
X˜P (k   1) 1
zˆ2P (k|k   1)↵˜1
@YˆP (k|k   1)
@zˆP (k|k   1) =
 f  ˜1
zˆ2P (k|k   1)
A partir des équations (3.25), (3.26) et (3.28), l’estimateur zˆP (k|k) s’écrit :
zˆP (k|k) = X˜
2
P (k   1) 21 + f2↵˜21 ˜21
denz
(3.29)
avec
denz = X˜P (k   1) 1
⇣
X˜P (k   1)  X˜P (k)↵˜1
⌘
 
⇣
Y˜P (k   1) cos(A1)  f sin(A1)
⌘
f ↵˜1 ˜1 + Y˜P (k)f ↵˜21 ˜1
• Cas no 2 : si !(k   1) = 0 et $(k   1) 6= 0 :
Nous obtenons les expressions des prédicteurs XˆP (k|k   1) et YˆP (k|k   1) à l’aide des
équations (3.13), (3.14) et (3.15) :
XˆP (k|k   1) = zˆP (k|k   1)X˜P (k   1)   2X˜P (k   1)↵˜2zˆP (k|k   1) (3.30)
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YˆP (k|k   1) = fzˆP (k|k   1)
 
Y˜P (k   1)zˆP (k|k   1)
↵˜2f
cos(A2)  zˆP (k|k   1)
↵˜2
sin(A2) +  ˜2
!
(3.31)
avec
↵˜2 =
Y˜P (k   1)
f
sin(A2) + cos(A2)
 2 = (   (k 1)2$(k 1) cos(#(k   1)) + Cy) sin(A2)
+(   (k 1)2$(k 1) sin(#(k   1)) + Cx) cos(A2)   (k   1)Te +  (k 1)2$(k 1) sin(#(k))  Cx
et
 ˜2 =
⇣  2Y˜P (k 1)
↵2f
   (k 1)2$(k 1) cos(#(k   1)) + Cy
⌘
cos(A2)
 
⇣
  2
↵2
   (k 1)2$(k 1) sin(#(k   1)) + Cx
⌘
sin(A2) +  (k   1)Te +  (k 1)2$(k 1) cos(#(k))  Cy
Les dérivées des équations (3.30) et (3.31) par rapport à zˆP (k|k  1) s’écrivent comme suit :
@XˆP (k|k   1)
@zˆP (k|k   1) =
X˜P (k   1) 2
zˆ2P (k|k   1)↵˜2
(3.32)
@YˆP (k|k   1)
@zˆP (k|k   1) =
 f  ˜2
zˆ2P (k|k   1)
(3.33)
Finalement à l’aide du critère (3.27) ainsi que des équations (3.30), (3.31), (3.32) et (3.33),
zˆP (k|k) s’exprime de la manière suivante :
zˆP (k|k) = X˜
2
P (k   1) 22 + f2↵˜22 ˜22
denz
(3.34)
avec
denz = X˜P (k   1) 2
⇣
X˜P (k   1)  X˜P (k)↵˜2
⌘
 
⇣
Y˜P (k   1) cos(A2)  f sin(A2)
⌘
f ↵˜2 ˜2 + Y˜P (k)f ↵˜2
2 ˜2
• Cas no 3 : si !(k   1) =  $(k   1) :
Afin de déterminer les prédicteurs XˆP (k|k 1) et YˆP (k|k 1), nous exploitons les équations
(3.16), (3.17) et (3.18). Nous pouvons montrer que :
XˆP (k|k   1) = zˆP (k|k   1)X˜P (k   1)   3X˜P (k   1)zˆP (k|k   1) (3.35)
YˆP (k|k   1) = Y˜P (k   1) +  ˜3zˆP (k|k   1) (3.36)
avec
 3 =    (k   1)
$(k   1)(sin(#(k))  sin(#(k   1)) Dx(cos(#(k))  cos(#(k   1))
Page 36
3.2. Le prédicteur/correcteur
et
 ˜3 =  f  (k   1)
$(k   1)
⇣
cos(#(k)) cos(#(k 1)
⌘
+fDx
⇣
sin(#(k)) sin(#(k 1)
⌘
  Y˜P (k 1) 3
En dérivant les équations (3.35) et (3.36) par rapport à zˆP (k|k   1), il vient :
@XˆP (k|k   1)
@zˆP (k|k   1) =
X˜P (k   1) 3
zˆ2P (k|k   1)
(3.37)
@YˆP (k|k   1)
@zˆP (k|k   1) =
  ˜3
zˆ2P (k|k   1)
(3.38)
Finalement, à partir du critère (3.27) et des équations (3.35), (3.36), (3.37) et (3.38), zˆP (k|k)
s’écrit :
zˆP (k|k) = X˜
2
P (k   1) 23 +  ˜3
2
X˜P (k   1) 3
⇣
X˜P (k   1)  X˜P (k)
⌘
 
⇣
Y˜P (k   1)  Y˜P (k)
⌘
 ˜3
(3.39)
• Cas no 4 : si !(k   1) = 0 et $(k   1) = 0 :
Nous utilisons ici les équations (3.19), (3.20) et (3.21). A l’aide de ces équations, nous
déduisons les expressions des prédicteurs XˆP (k|k   1) et YˆP (k|k   1) :
XˆP (k|k   1) = zˆP (k|k   1)X˜P (k   1)   4X˜P (k   1)zˆP (k|k   1) (3.40)
YˆP (k|k   1) = Y˜P (k   1) +  ˜4zˆP (k|k   1) (3.41)
avec
 4 =   (k   1) cos(#(k   1))Te
et
 ˜4 = f (k   1) sin(#(k   1))  Y˜P (k   1) 4
En dérivant ces équations par rapport à zˆP (k|k   1), nous avons :
@XˆP (k|k   1)
@zˆP (k|k   1) =
 X˜P (k   1) 4
zˆ2P (k|k   1)
(3.42)
@YˆP (k|k   1)
@zˆP (k|k   1) =
  ˜4
zˆ2P (k|k   1)
(3.43)
Enfin, en utilisant le critère (3.27) ainsi que les équations (3.40), (3.41), (3.42) et (3.43),
nous pouvons montrer que zˆP (k|k) s’exprime comme suit :
zˆP (k|k) =  X˜
2
P (k   1) 24 +  ˜4
2
X˜P (k   1) 4
⇣
X˜P (k   1)  X˜P (k)
⌘
+
⇣
Y˜P (k   1)  Y˜P (k)
⌘
 ˜4
(3.44)
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Nous avons ainsi obtenu des estimateurs de zP correspondant à chacun des cas exhibés dans
[Folio 2007]. Il reste maintenant à évaluer leurs efficacité.
Simulation
Nous proposons de valider les différents estimateurs obtenus (cf. (3.29), (3.34), (3.39) et (3.44))
lors d’une simulation de navigation par asservissement visuel 2D. Les paramètres de simula-
tions sont identiques à ceux précédemment présentés. La scène ainsi que l’évolution du système
robotique tout au long de la navigation, sont présentées sur la figure 3.4(a).
La projection des points de la cible sur le plan image ainsi que le traitement d’image sont
parfaitement réalisés comme le montre l’évolution des indices visuels présentée dans la figure
3.4(b). Cela signifie qu’aucun bruit de mesure n’apparait lors de la simulation et nous place
donc dans un cas parfait. De la même manière les commandes calculées sont immédiatement et
parfaitement appliquées. Dans ces conditions de simulation, les équations (3.29), (3.34), (3.39)
et (3.44) permettent de parfaitement reconstruire la profondeur puisque l’estimation zˆP1(k|k)
et la valeur réelle de zP1 sont parfaitement confondues sur la figure 3.4 3.
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Figure 3.4 – Simulation avec des données non bruitées
Dans un second temps, la simulation a été rejouée en introduisant des bruits de mesure dans
l’image ainsi que des perturbations au niveau de la commande afin de se rapprocher des condi-
3. La première valeur de zˆP1(k|k) est fixée à 0 par défaut étant donné que le processus d’estimation nécessite
deux images qui ne sont pas disponibles à l’instant initial.
Page 38
3.2. Le prédicteur/correcteur
tions expérimentales. Ainsi, une erreur de plus ou moins un pixel est aléatoirement introduite
dans les coordonnées des points extraits de l’image. De même, la commande appliquée au
robot correspond à la commande calculée biaisée par une erreur de plus ou moins 3%. La
trajectoire (figure 3.5(a)) réalisée à l’aide des indices visuels bruités 3.5(b) est très semblable
à celle présentée dans la figure 3.4(a). Cependant la figure 3.5 montre que les équations (3.29),
(3.34), (3.39) et (3.44) donnent une estimation erronée de la profondeur. Ce résultat est dû
à un rapport signal/bruit trop faible. En effet, les images utilisées pour l’estimation sont sé-
parées par un seul intervalle de temps Te et sont donc très semblables. Le bruit vient noyer
l’information qui peut être extraite de la différence entre deux images successives.
Afin d’analyser ce résultat, plaçons-nous dans une configuration simple : le robot et la caméra
sont initialement face à la cible. Le système se rapproche de cette dernière de manière linéaire
durant un intervalle de temps Te. Dans le plan image les coordonnées absolues des indices
visuels doivent augmenter tandis que les mesures bruitées révèlent une diminution. L’estima-
tion de zˆP1(k|k) permettant de relier un déplacement linéaire positif avec une diminution des
coordonnées des indices visuels est une valeur négative. Il y a donc des incohérences dans
l’estimation de la profondeur lorsque les mesures sont bruitées.
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Figure 3.5 – Simulation avec des données bruitées
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3.2.2 Premie`re approche pour le pre´dicteur/correcteur avec n images
Afin de pouvoir estimer la profondeur en contexte bruité, il est nécessaire d’augmenter le
rapport signal/bruit dans les images. Une solution consiste à utiliser des images obtenues pour
des configurations du système robotique significativement différentes. Dans cette optique, nous
définissons un nouveau critère :
C⇤ =
nX
j=1
(XˆP (k|k   j)  X˜P (k))2 + (YˆP (k|k   j)  Y˜P (k))2 (3.45)
où n désigne le nombre d’images utilisées. Le critère (3.45) compare les mesures X˜P (k) et
Y˜P (k) faites à l’itération k avec les prédicteurs XˆP (k|k   j) et YˆP (k|k   j) construits à partir
des mesures faites à l’itération k   j (j 2 [1, n]). Ainsi les mesures X˜P (k) et Y˜P (k) ne sont
plus comparées avec un seul mais avec n prédicteurs. Il est ainsi possible d’utiliser n images
X˜P (k   j) et Y˜P (k   j) non consécutives avec les mesures X˜P (k) et Y˜P (k). Les images étant
maintenant très différentes, le rapport signal/bruit augmente significativement.
L’utilisation du critère (3.45) nécessite les expressions analytiques des prédicteurs XˆP (k|k  j)
et YˆP (k|k   j). Une première solution consiste à utiliser les équations d’évolution des indices
visuels de manière récursive. Pour la coordonnéeX par exemple, le processus peut être présenté
de la façon suivante :
1. Ecrire X(k  j + 1) = f(X(k  j)) où f est l’équation d’évolution de X correspondante
(voir 3.1.1).
2. Ecrire X(k   j + 2) = f(X(k   j + 1)).
3. Remplacer dans l’expression précédente X(k   j + 1) par f(X(k   j). On obtient ainsi
X(k   j + 2) = f(f(X(k   j))).
4. Les opérations 1, 2 et 3 sont répétées jusqu’à obtenir une expression de X(k) dépendant
de X(k   j).
Ainsi, cette approche nécessite de calculer les expressions analytiques des prédicteurs XˆP (k|k 
j) pour chaque valeur de j. Elle apparaît de fait rapidement fastidieuse et peu réalisable. Il
faut donc chercher à réduire le nombre d’itérations permettant de relier X(k j) à X(k). Pour
cela, nous proposons alors de chercher la plus petite séquence de commandes permettant de
relier deux images. Rappelons dans un premier temps que l’état du robot est défini comme
suit :
 (k) = [XM (k), YM (k), ✓(k),#(k)]
T (3.46)
Etant donné qu’un état  (k) (3.46) correspond à une image s(k), et donc à X(k) et Y (k), relier
 (k j) à  (k) est équivalent à relier s(k j) à s(k). Nous allons donc chercher la plus petite sé-
quence de commandes permettant de relier deux états du robot. Cette séquence de commandes
sera par la suite appelée "commandes équivalentes" ou "vitesses équivalentes".
Afin d’illustrer ce concept, deux exemples sont présentés dans la figure 3.6. Tout d’abord une
trajectoire 4 (verte) de référence est réalisée en appliquant successivement les commandes q˙k,
q˙k+1 et q˙k+2 permettant d’atteindre l’état  (k + 3) à partir de l’état  (k). Dans le premier
4. Les trajectoires proposées ici n’ont qu’une valeur illustrative.
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exemple, le robot peut être commandé à partir d’une seule commande équivalente q˙e01 et la
trajectoire possible associée est représentée en rouge. Dans le second exemple, il faut deux
commandes équivalentes q˙e11 et q˙e12 pour relier  (k) à  (k + 3) et la trajectoire possible est
représentée en jaune. Dans les deux exemples, il est supposé qu’il existe une série minimale de
commandes équivalentes à la séquence q˙k, q˙k+1 et q˙k+2 qui garantit de relier deux états du sys-
tème robotique, sans refaire la même trajectoire. Ces commandes équivalentes, si elles existent
et peuvent être calculées, nous permettraient d’obtenir une expression de X(k) fonction de
X(k   j) avec un nombre d’itérations réduit.
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The`se Chap. 1 : Estimation
Dans un second temps, la simulation a e´te´ rejoue´e en introduisant des bruits de mesures dans l’image ainsi que
des perturbations au niveau de la commande afin de se rapprocher des conditions expe´rimentales. Lors du calcul
du pixel correspondant a` la projection dans l’image d’un point de la sce`ne, une erreur de plus ou moins 1 pixel
est ale´atoirement introduite dans les coordonne´es s lon les xes Xi et Yi. De meˆme, la commande applique´e au
robot correspond a` la commande calcule´e biaise´e par une erreur d plus ou moins 3%. La traj ctoire (figure
1.5(a)) re´alise´e a` l’aide des indices visuels b uite´s 1.5(b) est quasi sembl ble a` celle pre´se te´e dans la figure
1.4(a). Cependant, les e´quations 1.28, 1.33, 1.38 et 1.43 onnen une estimation de zˆP1(k|k) qui est errone´e
(figure 1.5) qui est due a` un rapport signal/bruit trop faible. En e et les images utilise´es pour estimer zˆP1(k|k)
sont prises a` un intervalle de temps Te et sont donc tre`s semblables. Le bruit vient noyer l’information qui peut
eˆtre extraite de la di e´rence entre 2 images.
Afin d’essayer de comprendre la mauvaise qualite´ de l’estimation de zˆP1(k|k) propose´e dans la figure 1.5 plac¸ons
nous dans une configuration simple : le robot et la came´ra sont faces a` la cible. Le syste`me se rapproche de la
cible de manie`re line´aire durant un intervalle de temps Te. Dans le repe`re image les coordonne´es absolue des
indices visuels doivent augmenter. En e et plus la came´ra est proche d’un objet, plus la surface de sa projection
dans l’image est importante. Imaginons donc que les coordonne´es parfaites doivent e´volue´es d’un pixel tandis
que la mesure rele`ve une diminution d’un pixel. L’estimation de zˆP1(k|k) permettant de relier un de´placement
line´aire positif avec une variation ne´gative des coordonne´es des indices visuels est une valeur ne´gative. Ceci
explique les incohe´rences d’estimations lorsque les mesures sont bruite´es.
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 (v)
q˙(k)
q˙(k + 1)
q˙(k + 2)
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1.2.2 Le pre´dicteur/correcteur avec n images
C⇤ =
nX
j=1
(XˆP (k|k   j)  X˜P (k))2 + (YˆP (k|k   j)  Y˜P (k))2 (1.44)
1.3 Comparaisons avec d’autres me´thodes
1.4 Applications
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du pixel correspondant a` la projec ion da s l’i age d’un point d la sce`ne, ne erreu de plus ou oins 1 pixe
est ale´atoirement introduite ans les coord ne´es selon l s axes Xi et Yi. De mˆm , la commande applique´e au
robot correspond ` la comma de cal ule´ biaise´ p une err ur de pl s ou moins 3%. La trajectoir (figure
1.5(a)) re´alise´e a` l’ ide des indices v suels bruite´s 1.5(b) st quasi semblable a` cell pre´sente´e dans la figure
1.4(a). Cependant, les e´quati ns 1.28, 1.33, 1.38 et 1.43 d nnent n estimation de zˆP1(k|k) qui est rrone´e
(figu 1.5) qui est due a` un apport sig al/bruit trop faible. En e et les i ag s utilise´es po r stim r zˆP1(k|k)
sont pris s a` un intervalle de t mps Te et ont donc tr`s semblables. Le bruit vi nt noyer l’i formation qui peut
eˆt extraite de la i e´rence entre 2 images.
Afin d’essayer de comprendre la mauvaise qualite´ de l’es imation de zˆP1(k|k) propose´e dans la figure 1.5 plac¸ons
nous dans une configuratio simple : le robot et la ca e´ra sont faces a` la ci . Le syste` e se rapproch de l
cible de mani`re lin´aire durant un i valle de emps Te. D ns le repe`re image les coordonne´es bsolue des
indices visuels doivent aug enter. E e et plus la came´ra est r ch d’un objet, plu la surfac de s projection
dans l’image est importante. Imaginons do c q les co rdonne´es parf ites doivent e´volue´es d’un ixel tandis
que la mesure rele`ve une dimi ution d’un pixel. L’ sti a i n de zˆP1(k|k) perm t ant de relier un de´placement
line´aire positif v c une variation ne´gative de c ordonne´es des i dices vis ls est une valeur ne´g tive. Ceci
explique les incohe´rences d’estimation lorsqu l s mesures sont bruite´es.
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1.2.2 Le pre´dicteur/correcteur avec n images
C⇤ =
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1.4 Applications
Page 11
The`se Chap. 1 : Estimation
Dans un second temps, la simulation a e´te´ rejoue´e en introduisant des bruits de mesures dans l’image ainsi que
des perturbations au niveau de la commande afin de se rapprocher des conditions expe´rimentales. Lors du calcul
du pixel correspondant a` la projection dans l’image d’un point de la sce`ne, une erreur de plus ou moins 1 pixel
est ale´atoirement introduite dans les coordonne´es selon les ax Xi et Yi. De meˆme, la commande applique´e au
robot correspond a` la commande calcule´e biaise´e par une reur de plus ou moins 3%. La trajectoire (figure
1.5(a)) re´alise´e ` l’aide d s indices visu ls bruit´s 1.5(b) est quasi emblable a` cell pre´sente´e dans la figur
1.4(a). Cependant, les e´quations 1.28, 1.33, 1.38 t 1.43 donn nt une st mation de zˆP1(k|k) qui est errone´e
(figure 1.5) qui st due un apport signal/bruit trop faible. En e e l s imag s utilis´es our estimer zˆP1(k|k)
sont pr s s a` un intervall de temps Te et t donc tre`s semblables. L bruit vi nt noyer l’information qui peut
eˆtre extraite de la di e´rence e tre 2 images.
Afin ’essayer d comprendr la ma vaise qu lite´ de l’estimation de zˆP1(k|k) propose´e dans la fig re 1.5 plac¸ons
nous dans une c nfiguration simple : le robot et la came´ra s t faces a` la cible. Le syste`m se rapproche de la
cible de m nie`re line´aire d rant un int rvalle d te ps Te. Dans l repe`re imag les coordonne´es absolue des
indices visuels doivent augme ter. En  et plus la came´ra est proch d’u bjet, plus la surface de sa projection
da s l’image st i p r ante. Imaginons donc que les coordonn´es parfaites do vent e´volue´es d’un pixel tandis
que l mesure r le`ve une i inution d’un pix l. L’ stimation de zˆP1(k|k) permett nt e re ier un de´placeme t
line´ai e ositif avec ne v riation ne´gativ es c ordonne´es des indices visu ls est un valeu ne´gativ . Ceci
explique les i c he´r c ’estimatio lorsque les mesures sont bruit´es.
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The`se Chap. 1 : Estimation
Dans un second temps, la simulation a e´te´ rejoue´e en introduisant des bruits de mesures d ns l’image ainsi que
des perturbations au niveau de la commande afin de se rapprocher des conditions expe´rimentales. Lors du calcul
du pixel correspondant a` la projection dans l’image d’un point de la sce`ne, une rreur de plus ou moins 1 pixel
est ale´atoirement introduite ans les coordonne´ s selon les axes Xi et Yi. De meˆme, la commande applique´e au
robot correspond a` la commande calcule´e biaise´e par plus ou moins 3%. La trajectoire (figure
1.5(a)) re´ li e´ a` l’ i e des indices visuel brui e´s 1.5(b) st quasi se blable a` celle pre´sente´e dans la figure
1.4(a). Cepend t, le e´quations 1.28, 1.33, 1.38 et 1.43 donnent une estima ion de zˆP1(k|k) qui est errone´e
(figur 1.5) qui est due a` un rapport signa /bruit tr p faible. En e et les i ages utilise´es pour estimer zˆP1(k|k)
sont prise a` un intervalle de t mps Te et sont donc tr`s semblabl s. Le bruit vien noyer l’information qui peut
eˆtre extraite de la di e´rence entre 2 images.
Afin d’ ssay r de compr dre la mauv ise qualite´ de l’estimation de zˆP1(k|k) propose´e dans la figure 1.5 plac¸ons
ous ans une configuration simple : l robot et l came´ra sont faces a` la cibl . Le syste`me se rapproche de la
cibl e mani re lin´aire durant un int rvalle d emps Te. Dans le repe`re image les ordonne´es absolue des
indices is ls doiv nt augmenter. En e et plus la cam ra st proche d’un objet, plus la surface de sa projection
dans l’i age est import nt . Imaginon do c que les coo donn´ s pa faites doivent e´volue´es d’un pixel tandis
que la mesu e rel`v une diminution d’un ix l. L’estimati n e zˆP1(k|k) permettant de relier un de´placement
lin´ ire positif avec une variation ne´gative des coordonne´es des indic visuels est u e valeur ne´gative. Ceci
explique les incohe´rences d’estimations lorsque les mesu es sont br ite´es.
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The`se Chap. 1 : Estimation
Da s un sec d temps, la simulation a e´te´ rejoue´e n i trod isant des br its de mes res dans l’image ainsi que
d s perturbations au niveau de la comma d afin de se rapprocher des conditions expe´rimentales. Lors du calcul
du pixel corresponda a` la projection a s l’im ge d’un point de la sc`ne, une erreur de plus ou moins 1 pixel
est ale´atoireme introduite dans l coordonne´ s selon les ax Xi et Yi. De meˆme, la commande applique´e au
r bot correspond a` la comm nde calcule´e bi ise´e par une erreur de plus u moins 3%. La trajectoire (figure
1.5(a)) r alise´e a` l’aide des indices visuels bruite´s 1.5(b) s quasi semblable a` celle pre´sente´e dans la figure
1.4(a). Cep nd nt, s ´q ations 1.28, 1.33, 1.38 et 1.43 do nent un estimation de zˆP1(k|k) qui est errone´e
(figure 1.5) qui es du a` un rapport signal/bruit trop faibl . E e et l s ima es utilis´es pour estimer zˆP1(k|k)
sont prises a` u int rvalle de temps Te et sont donc tre`s semblabl s. Le bruit vient noyer l’information qui peut
eˆtre extrai e de la di e´rence ntre 2 images.
Afin d’essayer d c mprendre la mauvai e qualite´ d l’estimation de zˆP1(k|k) propose´e dans la figure 1.5 plac¸ons
nou dans une configuration sim le : l robot et la came´ra sont faces a` la cible. Le syste`me se rapproche de la
cible e manie`re line´aire durant un intervalle de t mps Te. Dans le repe`re i age les coordonne´es absolue des
in ices visu ls doive augm nter. En e et plu la came´ra est proche d’un objet, plus la surface de sa projection
dans l’image est importante. Imaginons donc que les coordo ne´es parfaites doivent e´volue´es d’un pixel tandis
que la mesure rele`ve une dimin tion d’un pixel. L’estimation de zˆP1(k|k) permettant de relier un de´placement
line´aire positif avec une variation ne´gative des coordonne´es des indices visuels est une valeur ne´gative. Ceci
explique les incohe´rences d’estimations lorsque les mesures sont bruite´es.
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The`se Chap. 1 : Estimation
Dans un second temps, la simula ion a e´te´ rejoue´e en i troduisant des bruits de m sures dans l’imag ainsi qu
des perturbations au niveau de la commande afin de se rapprocher des conditions exp´rimental s. Lors du calcul
du pixel correspondant ` la projection dans l’image d’un point de la sce`ne, une erreur de plus ou moins pixel
est ale´atoirement introduite dans les coordonne´es selon les axes Xi et Yi. De meˆme, la commande applique´e au
robot correspond a` la commande calcule´e biaise´e par une erreur de plus ou moins 3%. La trajectoire (figure
1.5(a)) re´alise´e a` l’aide des indices visuels bruite´s 1.5(b) est quasi semblable a` celle pre´sente´e dans la figure
1.4(a). Cependant, les e´quations 1.28, 1.33, 1.38 et 1.43 donnent une estimation de zˆP1(k|k) qui est errone´e
(figure 1.5) qui est due a` un rapport signal/bruit trop faible. En e et les images utilise´es pour estimer zˆP1(k|k)
sont prises a` un intervalle de temps Te et sont donc tre`s semblables. Le bruit vient oyer l’information qui peut
eˆtre extraite de la di e´rence entre 2 images.
Afin ’essayer de omprendre l mauvaise qualite´ de l’estimation de zˆP1(k|k) propose´ dans la figure 1.5 plac¸ons
nous dans une configuration simple : le robot et la came´ra son faces ` la cible. L syste` e s rapproche de la
cible de manie`re line´a r durant un int rvalle de temps Te. Da s le rep`re image les coordonne´es abso ue des
indices visuels doivent augmenter. En e et plus la ca e´ra est proche d’un objet, plus la surface de sa projection
dans l’image est importante. Imaginons donc que les coordonne´es parfaites doivent e´volue´es d’un pixel tandis
que la mesure rele`ve une diminution d’un pixel. L’estimation de zˆP1(k|k) permettant de relier un de´placement
line´aire positif avec une variation ne´gative des coordonne´es des indices visuels est une valeur ne´gative. Ceci
explique les incohe´rences d’estimations lorsque les mesures sont bruite´es.
1.2.2 Le pre´dicteur/corr t ur avec n im ges
C⇤ =
nX
j=1
(XˆP (k|k   j)  X˜P (k))2 (YˆP (k|k   j)  Y˜P (k))2 (1.44)
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Th`se Chap. 1 : Estimati n
Dans un s co t mps, la imulation a e´te´ rejoue´e en introduisant des b uits de mesures da s l’image ainsi que
des pertur ti s au nive u de la co man e afin de se rapprocher des con itions expe´ri e tal s. Lors du calcul
du pixel corres ondant a` la p ojecti n a l’image d’ n point de la c`ne, n reu de plus ou moins 1 pixel
est ale´ toirem nt introdui dans les c ordonne´ s lo es axes Xi et Yi. De meˆme, la commande applique´e au
robot corresp nd a` la com de calc le´e biaise´ pa une erreur de plus ou moins 3%. La traj ctoi e (figure
1.5(a)) r´alise´e a` l’ de des indic s vi uels bruite´ 1.5(b) est qu si sembl bl a` cell pre´sente´ da s l fig re
1.4(a). Cep ndant, les e´quations 1.28, 1.33, 1.38 et 1.43 donne t une estimation de zˆP1(k|k) qui st er ne´e
(figure 1.5) qui est due a` un rap rt signal/brui t op faible. En e e les images utilise´ p r tim r zˆP1(k|k)
sont pris a` u in rvalle d t p Te t so donc t e`s se blable . L bruit vi nt n y r l’information qui peut
eˆtr extraite d la di e´r nce e tre 2 im ges.
Afin d’essayer de c mpre dre la mauvaise qualit´ e l’e tima ion d zˆP1(k|k) p opo e´e dans la figure 1.5 plac¸ons
nous ans une c figuration si ple : le robo et la came´ra o t faces a` la cibl . L syst`me se rapproche de la
cibl d manie`re line´ai durant un inte valle de temps Te. Dans le repe`re image les coo donn´es absolue des
indices visuels doivent augmenter. En e et plus la cam´ra est proch d’un objet, plus la surface de s projection
dans l’imag est importante. Imaginon donc que les coordonn´es parfaites doivent e´volue´es d’un pixel tandis
que la mesure rel`ve une diminution d’un pixel. L’esti ation de zˆP1(k|k) permettant de relier un de´placement
line´aire positif avec une variation ne´gative des coordonne´es des indices visuels est une valeur ne´gative. Ceci
explique les incohe´rences d’estimations lorsque les mesures sont bruite´es.
1.2.2 Le pre´dicteur/correcteur av c n images
C⇤ =
nX
j=1
(XˆP (k|k   j)  X˜P (k))2 + (YˆP (k|k j)  Y˜P (k))2 (1.44)
q˙e01
q˙e11
q˙e12
1.3 Comparaisons av c d’autres me´thodes
1.4 Applications
Page 11
The` e Chap. 1 : Estimation
D ns u second temps, la simulation a ´te´ rejoue´e en introduisant de br its de mesures dans l’image ainsi que
des perturbation au niveau de la commande afin de s rap rocher es conditions expe´ri entales. Lors du calcul
du pixel correspond nt a` la proj ction dans l’image d’un p int de la s `n , une err ur de p us ou moins 1 pixel
st le´ toirement introduite dans les coordonne´es selon les axes Xi et Yi. De meˆm , la commande applique´e au
obot corr pond ` la c mm de calcule´e biai e´e par une erreur de pl s ou moins 3%. La trajectoire (figure
1.5(a)) re´a s e a` l’aide d s indic s visuel bruit´s 1.5(b) st q as semblable a` cell pre´sent dans la figure
1.4(a). Cependant, les ´quation 1.28, 1.33, 1.38 et 1.43 donnent un estimation de zˆP1(k|k) qui est errone´e
(figure 1.5) qui est u a` u rapport signal/ ruit trop faibl . En e et l s images utilis´e pour stimer zˆP1(k|k)
sont ises a` un int rvalle d temps Te sont c tre`s semblab e . Le b uit vient noyer l’info mation qui pe t
eˆtre extraite de a i ´ ence ntre 2 i ag s.
Afin d’ ssay r de mpre dre la mauvaise qu lite´ de l’estimati n de zˆP1(k|k) propose´e d ns la figure 1.5 pl c¸ons
ous dans n configuration simple : le rob t t la came´ra sont fa es a` la cible. Le syste`m s ra proche de la
cibl de ma ie`re l ´a re urant un int rv lle de te ps T . Dan le r pe`r imag les coordonn´ s absolue des
i di es visuels do ve t a gm nt r. E e  t lus la came´ra est pr che d’ objet, pl s la surface de sa projection
d s l’im g e t import te. Im ginon nc qu les coo do ne´ s parfaites doiv nt ´volu´e d’un pixel tandis
que la mesure r le`v un di inution d’u pixel. L’estima i d zˆP1(k|k) permettant de r lier un de´placement
lin´a r if avec un vari t on ne´g tive es coordon ´es de indic s visuels est une va ur ne´gative. Ceci
xplique l s incohe´r nces sti ations lorsque les mesures sont brui e´es.
1.2.2 Le pre´dicteur/correcteur avec imag s
C⇤ =
nX
j=1
(XˆP (k|   j   X˜P (k))2 + (YˆP (k|k   j)  Y˜P (k))2 (1.44)
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Figure 3.6 – Présentation des vitesses équivalentes
3.2.2.1 Etude de la commandabilite´ de la base mobile
Afin de déterminer le nombre de commandes nécessaires pour atteindre l’état  (k) à partir
d’un état  (k   j), nous allons étudier la commandabilité du système non linéaire discret
constitué par le robot. Pour ela, nou rappelons que le modèle cinématique associé à notre
robot non-holonomme est donné par :
8>><>>:
X˙M (t) =  (t) cos(✓(t))
Y˙M (t) =  (t) sin(✓(t))
✓˙(t) = !(t)
#˙(t) = $(t)
(3.47)
Afin d’obtenir les équations d’évolution du système discret  (k + 1) = f( (k), q˙(k)), nous
intégrons le système (3.47) sur l’intervalle [tk, tk+1]. Les commandes appliquées au robot étant
constantes durant cet intervalle, l’intégration du système est réalisable analytiquement. Il vient
donc :
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Chap. 3 : Contribution à la gestion des occultations
XM (k + 1) = XM (k) +
 (k)
!(k)
(sin(✓(k) + !(k) ⇤ Te)  sin(✓(k))) (3.48)
YM (k + 1) = YM (k)   (k)!(k)(cos(✓(k) + !(k) ⇤ Te)  cos(✓(k))) (3.49)
✓(k + 1) = ✓(k) + !(k) ⇤ Te (3.50)
#(k + 1) = #(k) +$(k) ⇤ Te (3.51)
Comme nous pouvons le voir dans l’équation (3.51), seul # peut être commandé indépen-
dament. Il n’est donc pas nécessaire d’étudier la commandabilité du système dans son en-
semble, mais simplement celle de la base mobile. On considère alors un état réduit noté
 r(k) = [Mx(k),My(k), ✓(k)]T . Les équations d’évolution du système discret réduit, notées
fr( r(k), q˙r(k)), sont données par les relations (3.48), (3.49) et (3.50).
Il reste maintenant à étudier la commandabilité de ce système discret. Pour cela nous nous
appuyons sur les travaux de Djeridane [Djeridane 2004]. Ces travaux permettent de montrer
qu’un système non linéaire discret défini par un état de dimension netat peut être commandé
en ncom coups si rang(Pacc) = netat, où Pacc est la matrice d’accessibilité définie comme
suit :
Pacc =
266666666664
@fr( (ncom 1),q˙(ncom 1))
@q˙(ncom 1)
@fr( (ncom 1),q˙(ncom 1))
@ (ncom 1)
@fr( (ncom 2),q˙(ncom 2))
@q˙(ncom 2)
...
@fr( (ncom 1),q˙(ncom 1))
@ (ncom 1) ...
@fr( (1),q˙(1))
@ (1)
@fr( (0),q˙(0))
@q˙(0)
377777777775
T
(3.52)
Dans un premier temps, nous nous intéressons à l’étude de la commandabilité de la base mobile
en un coup, c’est-à-dire avec ncom = 1 et netat = 3. La matrice P1 correspondant à cette étude
est la suivante :
P1 =
@fr( r(0), q˙r(0))
@q˙r(0)
(3.53)
La matrice @fr( r(0),q˙r(0))@q˙r(0) est de dimension (3,2). P1 ne peut donc être au maximum que de
rang 2, ce qui ne permet pas de remplir les conditions de commandabilité. La base mobile
n’étant pas commandable en un coup, nous nous intéressons maintenant à la commandabilité
en deux coups. Dans ce cas, la matrice P2 correspondante est définie comme suit :
P2 =

@fr( r(1), q˙r(1))
@q˙r(1)
@fr( r(1), q˙r(1))
@ r(1)
⇤ @fr( r(0), q˙r(0))
@q˙r(0)
 
(3.54)
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où
@fr( r(1), q˙r(1))
@q˙r(1)
=
264 2!(1) sin(⌘1) cos(⌘2) ⌅12!(1) sin(⌘1) sin(⌘2) ⌅2
0 Te
375 (3.55)
@fr( r(1), q˙r(1))
@ r(1)
=
264 1 0  
2 (1)
!(1) sin(⌘1) sin(⌘2)
0 1 2 (1)!(1) sin(⌘1) cos(⌘2)
0 0 1
375 (3.56)
@fr( r(0), q˙r(0))
@q˙r(0)
=
264 2!(0) sin(⌘3) cos(⌘4) ⌅32!(0) sin(⌘3) sin(⌘4) ⌅4
0 Te
375 (3.57)
avec
⌅1 =  2 (1)
!2(1)
sin(⌘1) cos(⌘2) +
 (1)
!2(1)
Te cos(⌘1) cos(⌘2)   (1)
!2(1)
Te sin(⌘1) sin(⌘2)
⌅2 =  2 (1)
!2(1)
sin(⌘1) sin(⌘2) +
 (1)
!2(1)
Te cos(⌘1) sin(⌘2) +
 (1)
!2(1)
Te sin(⌘1) cos(⌘2)
⌅3 =  2 (0)
!2(0)
sin(⌘3) cos(⌘4) +
 (0)
!2(0)
Te cos(⌘3) cos(⌘4)   (0)
!2(0)
Te sin(⌘3) sin(⌘4)
⌅4 =  2 (0)
!2(0)
sin(⌘3) sin(⌘4) +
 (0)
!2(0)
Te cos(⌘3) sin(⌘4) +
 (0)
!2(0)
Te sin(⌘3) cos(⌘4)
⌘1 =
!(1)Te
2
⌘2 =
2✓(1) + !(1)Te
2
⌘3 =
!(0)Te
2
⌘4 =
2✓(0) + !(0)Te
2
La matrice @fr( r(1),q˙r(1))@q˙r(1) étant de dimension (3,2), la matrice P2 est de dimension (3,4). P2
est de rang plein (ici de rang 3) si l’un de ses mineurs est non nul. Considérons la sous-matrice
SM2 de dimension (3,3) suivante :
SM2 =
24 2!(1) sin(⌘1) cos(⌘2) ⌅5 2!(0) sin(⌘3) cos(⌘4)2
!(1) sin(⌘1) sin(⌘2) ⌅6
2
!(0) sin(⌘3) sin(⌘4)
0 Te 0
35 (3.58)
avec
⌅5 =  2 (1)
!2(1)
sin(⌘1) cos(⌘2) +
 (1)
!2(1)
Te cos(⌘1) cos(⌘2)   (1)
!2(1)
Te sin(⌘1) sin(⌘2)
et
⌅6 =  2 (1)
!2(1)
sin(⌘1) sin(⌘2) +
 (1)
!2(1)
Te cos(⌘1) sin(⌘2) +
 (1)
!2(1)
Te sin(⌘1) cos(⌘2)
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Le mineur s’écrit :
det(SM2) =
2Te
!(1) sin(⌘1) sin(⌘2)
2
!(0) sin(⌘3) cos(⌘4)  2Te!(1) sin(⌘1) cos(⌘2) 2!(0) sin(⌘3) sin(⌘4)
= 4Te!(0)!(1) sin(⌘1) sin(⌘3) {sin(⌘2) cos(⌘4)  cos(⌘2) sin(⌘4)}
= 4Te!(0)!(1) sin(⌘1) sin(⌘3) sin
⇣
(2✓(1)+!(1)Te) (2✓(0)+!(0)Te)
2
⌘
= 4Te!(0)!(1) sin(⌘1) sin(⌘3) sin
⇣
(!(0)+!(1))Te
2
⌘
(3.59)
Le mineur étant non nul pour !0,1 6= 2k⇡Te , avec k 2 Z, SM2 est de rang 3 et la base mobile
est commandable en deux coups. Il existe donc deux commandes équivalentes permettant
d’amener l’état de  (k   j) à  (k) en deux coups. Si !0,1 = 2k⇡Te cela signifie que le robot se
déplace en ligne droite. Il est alors commandable en un coup et les vitesses équivalentes sont
alors facilement obtenues en appliquant les résultats obtenus dans la partie 3.2.2.2.
3.2.2.2 Calcul des vitesses e´quivalentes
Afin de calculer les deux commandes équivalentes permettant d’atteindre l’état  (k) à par-
tir de l’état  (k   j), nous utilisons les équations d’évolution du système robotique (3.48),
(3.49), (3.50) et (3.51). La première commande équivalente doit permettre d’atteindre le point
(XM (k), YM (k)) à partir de l’état  (k   j), mais ne garantit pas la bonne orientation de la
base mobile. La seconde vitesse équivalente sera donc utilisée afin d’orienter correctement le
système robotique. Le calcul des vitesses équivalentes se présente de la manière suivante :
1. Calcul de !e1
Dans un premier temps, nous définissons les deux variables suivantes :
 X = XM (k) XM (k   j) (3.60)
 Y = YM (k)  YM (k   j) (3.61)
A partir des équations (3.48) et (3.49), il est possible d’obtenir :
 X
 Y
=
sin(✓(k   j) + !e1Tve)  sin(✓(k   j)
  cos(✓(k   j) + !e1Tve) + cos(✓(k   j)
 X
 Y
=
2 sin
 
!e1Tve
2
 
cos
⇣
2✓(k j)+!e1Tve
2
⌘
2 sin
 
!e1Tve
2
 
sin
⇣
2✓(k j)+!e1Tve
2
⌘ ; !e1 6= k⇡
Soit
 Y
 X
= tan
✓
2✓(k   j) + !e1Tve
2
◆
et
!e1 =
2
Tve
✓
arctan(
 Y
 X
)  ✓(k   j)
◆
(3.62)
où Tve est la période d’échantillonnage pour les vitesses équivalentes.
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2. Calcul de  e1
Nous cherchons maintenant à obtenir une expression de  e1 à partir des équations (3.48),
(3.49) et de !e1 5. Grâce à l’équation (3.48), nous obtenons :
 2X =
 2e1
!2e1
[sin(✓(k   j) + !e1Tve)  sin(✓(k   j))]2 (3.63)
 2X =
 2e1
!2e1
[2 sin
✓
!e1Tve
2
◆
cos
✓
2✓(k   j) + !e1Tve
2
◆
]2 (3.64)
De la même manière, à partir de l’équation (3.49), il vient :
 2Y =
 2e1
!2e1
[cos(✓(k   j) + !e1Tve)  cos(✓(k   j)]2 (3.65)
 2Y =
 2e1
!2e1
[ 2 sin
✓
!e1Tve
2
◆
sin
✓
2✓(k   j) + !e1Tve
2
◆
]2 (3.66)
Nous déterminons  e1 en additionnant les équations (3.64) et (3.66) :
 2X + 
2
Y = 4
 2e1
!2e1
sin2
✓
!e1Tve
2
◆
(3.67)
 e1 =
!e1
2 sin
 
!e1Tve
2
 q 2X + 2Y (3.68)
3. Calcul de $e1
La première commande équivalente est utilisée afin de simplement positionner la base
mobile. Nous ne cherchons pas à orienter la platine, donc nous fixons $e1 = 0.
4. Calcul de  e2
Notre seconde commande équivalente permet d’orienter le système robotique. La base
mobile étant correctement positionnée, nous fixons  e2 = 0.
5. Calcul de !e2
Afin d’orienter correctement la base mobile, nous utilisons l’équation (3.50). Il vient :
!e2 =
✓(k)  (✓(k   j) + !e1Tve)
Tve
(3.69)
6. Calcul de $e2
Pour calculer la commande permettant d’orienter la platine, nous exploitons la relation
(3.51).
$e2 =
#(k)  #(k   j)
Tve
(3.70)
5. Si !e1 = 0, alors la base mobile se déplace en ligne droite et est commandable en un coup (voir 3.2.2.1).
Alors les vitesses équivalentes sont notées q˙e et  e =
p
 2X+ 
2
Y
Tve
, !e = 0 et $e = #(k) #(k j)Tve .
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Remarque : Dans le cas d’une commandabilité en deux coups, deux commandes équivalentes
q˙e1 et q˙e2 sont calculées afin de relier mathématiquement l’état  (k  j) à l’état  (k). Il existe
alors un état virtuel noté  (v), présenté dans la figure 3.6, qui correspond à l’état atteint
virtuellement par le robot après l’application de la première commande équivalente q˙e1. D’une
manière générale, l’état  (v) ne correspond pas à un état réellement atteint par le robot lors
de la navigation et l’image s(v) associée à cet état ne peut être mesurée.
Remarque : Le calcul des vitesses équivalentes dépend de la période d’échantillonnage Tve.
Etant donné que ces vitesses ne sont utilisées que pour relier mathématiquement les états
 (k) et  (k   j), la période d’échantillonnage importe peu. En effet la trajectoire associée
aux commandes équivalentes n’est jamais réalisée physiquement. Il est par contre nécessaire
d’utiliser Tve dans les équations d’évolution du robot lorsque nous cherchons à relier les deux
états  (k  j) et  (k) pour estimer la profondeur. Afin d’éviter toute erreur, nous choisissons
une période d’échantillonnage Tve égale à Te.
3.2.2.3 Calcul du pre´dicteur/correcteur avec n images
Il est maintenant possible de relier mathématiquement les états  (k) et  (k   j) en utilisant
une séquence de commandes équivalentes comprenant au plus deux éléments 6. Les prédicteurs
requis par le critère (3.45) peuvent donc être calculés à partir des équations d’évolution des
indices visuels (cf. section 3.1.1) tout en limitant la récursivité.
Chaque commande équivalente correspond à un des quatre cas d’évolution des indices visuels
présentés dans la section 3.1.1. Afin de déterminer analytiquement un prédicteur, il est né-
cessaire de combiner les équations d’évolution des indices associés à la première commande
équivalente et celles correspondant à la seconde commande. Il existe donc seize expressions
analytiques des prédicteurs avec le critère (3.45), alors qu’il n’en existait que quatre pour le
critère (3.27). Par exemple, dans le cas où q˙e1 = [1 1 0]T et q˙e2 = [0 1   2]T les prédicteurs
sont calculés en utilisant deux fois les équations du cas numéro 1, tandis qu’avec q˙e1 = [1 1 0]T
et q˙e2 = [0 1   1]T ils sont calculés avec les équations du cas numéro 1 combinées avec celles
du cas numéro 3.
Dans cette partie, nous présentons la méthode de calcul amenant à l’expression de l’estimateur
lorsque les deux commandes équivalentes correspondent aux équations des indices visuels du
cas numéro 1. Les autres cas sont présentés dans l’annexe B. Dans un premier temps, nous
rappelons les équations d’évolution des indices visuels aux instants v et k et les exprimons en
fonction des commandes q˙(k   j) = q˙e1 et q˙(v) = q˙e2 :
XP (v) =
zP (k   j)XP (k   j)
zP (v)
(3.71)
YP (v) =
f
zP (v)
⇢
YP (k   j)zP (k   j)
f
cos(A1(k   j))  zP (k   j) sin(A1(k   j)) +  (k   j)
 
(3.72)
6. Dans le cas où une seule commande équivalente est nécessaire (pour un déplacement du robot en ligne
droite par exemple), les prédicteurs présentés dans la section 3.2.1 sont utilisés.
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 (k   j) =
⇣
 Dx sin(#(k   j))   (k j)!(k j) cos(#(k   j)) + Cy
⌘
cos(A1(k   j))
 
⇣
Dx cos(#(k   j))   (k j)!(k j) sin(#(k   j)) + Cx
⌘
sin(A1(k   j))
+Dx cos(#(v)) +
 (k j)
!(k j) sin(#(v))  Cy
zP (v) =
YP (k   j)zP (k   j)
f
sin(A1(k   j)) + zP (k   j) cos(A1(k   j)) +  1(k   j) (3.73)
XP (k) =
zP (v)XP (v)
zP (k)
(3.74)
YP (k) =
f
zP (k)
⇢
YP (v)zP (v)
f
cos(A1(v))  zP (v) sin(A1(v)) +  (v)
 
(3.75)
 (v) =
⇣
 Dx sin(#(v))   (v)!(v) cos(#(v)) + Cy
⌘
cos(A1(v))
 
⇣
Dx cos(#(v))   (v)!(v) sin(#(v)) + Cx
⌘
sin(A1(v)) +Dx cos(#(k)) +
 (v)
!(v) sin(#(k))  Cy
zP (k) =
YP (v)zP (v)
f
sin(A1(v)) + zP (v) cos(A1(v)) +  1(v) (3.76)
Nous cherchons à obtenir les équations analytiques des prédicteurs XˆP (k|k  j) et YˆP (k|k  j)
dépendant uniquement des images mesurées X˜P (k j) et Y˜P (k j), ainsi que de la profondeur
zˆP (k|k  j). En effet, les valeurs XP (v) et YP (v) sont inconnues car elles correspondent à une
position virtuelle du robot. De plus l’expression doit être fonction seulement de zP (k), puisqu’il
s’agit de la valeur à estimer. Afin d’obtenir l’expression désirée, l’équation (3.72) est réécrite
de la manière suivante :
YP (v)zP (v)
f
=
YP (k   j)zP (k   j)
f
cos(A1(k  j)) zP (k  j) sin(A1(k  j))+ (k  j) (3.77)
Ensuite, nous injectons l’équation (3.77) dans l’équation (3.76) afin d’obtenir une expression
de zP (k) dépendant uniquement d’images à l’instant k   j. Il vient :
zP (k) =
n
(YP (k j)f cos(A1(k   j))  sin(A1(k   j))) sin(A1(v))
+(YP (k j)f sin(A1(k   j)) + cos(A1(k   j))) cos(A1(v))
o
zP (k   j)
+ 1(k   j) cos(A1(v)) +  1(v) +  (k   j) sin(A1(v))
(3.78)
Nous pouvons alors exprimer zP (k   j) comme suit :
zP (k   j) = zP (k) +  1(k   j) cos(A1(v))   1(v)   (k   j) sin(A1(v))µ cos(A1(v)) + ⌫ sin(A1(v)) (3.79)
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avec
µ =
YP (k   j)
f
sin(A1(k   j)) + cos(A1(k   j))
et
⌫ =
YP (k   j)
f
cos(A1(k   j)) + sin(A1(k   j))
Il reste maintenant à obtenir une expression de XP (k) dépendant de XP (k   j). Pour cela,
nous reprenons la relation (3.74) comme suit :
XP (k) =
zP (v)XP (v)
zP (k)
=
zP (k   j)XP (k   j)
zP (k)
(3.80)
En injectant l’équation (3.79) dans (3.80), il vient :
XP (k) =
zP (k) +  1(k   j) cos(A1(v))   1(v)   (k   j) sin(A1(v))
µ cos(A1(v)) + ⌫ sin(A1(v))
XP (k   j)
zP (k)
(3.81)
XP (k) n’est plus fonction de zP (v). L’équation (3.81) peut être réécrite de la manière sui-
vante :
XP (k) =
XP (k   j)
'(v)
   1(k   j) cos(A1(v)) +  1(v) +  (k   j) sin(A1(v))
'(v)zP (k)
XP (k   j) (3.82)
avec
'(v) =
YP (k   j)
f
sin(A1(k   j) +A(v)) + cos(A1(k   j) +A(v))
De la même manière que pourXP (k), nous injectons l’équation (3.77) dans (3.75) afin d’obtenir
une expression de YP (k) qui ne dépend plus de YP (v) mais de YP (k   j).
YP (k) =
f
zP (k)
n⇣
YP (k j)zP (k j)
f cos(A1(k   j))  zP (k   j) sin(A1(k   j)) +  (k   j)
⌘
cos(A1(v))
 zP (v) sin(A1(v)) +  (v)}
(3.83)
Afin de remplacer zP (v) par une expression dépendant de zP (k   j), l’équation (3.73) est
utilisée dans (3.83).
YP (k) =
f
zP (k)
n⇣
YP (k j)zP (k j)
f cos(A1(k   j))  zP (k   j) sin(A1(k   j)) +  (k   j)
⌘
cos(A1(v))
 
⇣
YP (k j)zP (k j)
f sin(A1(k   j)) + zP (k   j) cos(A1(k   j)) +  1(k   j)
⌘
sin(A1(v)) +  (v)}
(3.84)
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Finalement en substituant zP (k   j) par l’équation (3.79), nous obtenons :
YP (k) =
f (v)
'(v)
+
f
zPk
%(k   j) (3.85)
avec
 (v) =
YP (k   j)
f
cos(A1(k   j) +A(v))  sin(A1(k   j) +A(v))
et
%(k   j) =  (v)'(v) (  1(k   j) cos(A1(v))   1(v)   (k   j) sin(A1(v)))
+ (k   j) cos(A1(v)) +  (v)   1(k   j) sin(A1(v))
Les expressions analytiques (3.82) et (3.85) dépendant uniquement de XP (k  j) YP (k  j) et
zP (k), elles peuvent être utilisées pour obtenir les prédicteurs XˆP (k|k j) et YˆP (k|k j).
XˆP (k|k   j) = X˜P (k   j)'˜(v)  
 1(k   j) cos(A1(v)) +  1(v) +  (k   j) sin(A1(v))
'˜(v)zˆP (k|k   j) X˜P (k   j)
(3.86)
YˆP (k|k   j) = f  ˜(v)'˜(v) +
f
zˆP (k|k   j)%(k   j) (3.87)
avec
 ˜(v) =
Y˜P (k   j)
f
cos(A1(k   j) +A(v))  sin(A1(k   j) +A(v))
et
'˜(v) =
Y˜P (k   j)
f
sin(A1(k   j) +A(v)) + cos(A1(k   j) +A(v))
Les expressions des prédicteurs étant déterminées, le critère (3.45) peut être minimisé. Pour
cela nous dérivons ce critère par rapport à zP (k|k   j). Il vient :
@C⇤
@zˆP (k|k   j) =
nX
j=1
(
2(XˆP (k|k   j)  X˜P (k))@XˆP (k|k   j)@zˆP (k|k   j) + 2(YˆP (k|k   j)  Y˜P (k))
@YˆP (k|k   j)
@zˆP (k|k   j)
)
(3.88)
Afin d’obtenir une estimation de la profondeur, nous calculons les dérivées des prédicteurs par
rapport à zP (k|k   j) :
@XˆP (k|k   j)
@XˆP (k|k   j)
=
 1(k   j) cos(A1(v)) +  1(v) +  (k   j) sin(A1(v))
'˜(v)zˆ2P (k|k   j)
X˜P (k   j) (3.89)
@YˆP (k|k   j)
@zˆP (k|k   j) =  
f%(k   j)
zˆ2P (k|k   j)
(3.90)
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Finalement en utilisant les équations (3.86), (3.87), (3.88), (3.89) et (3.90), l’estimateur s’écrit :
zˆP (k|k) =
Pn
j=1Num
j
PPn
j=1Den
j
P
(3.91)
avec
NumjP =
( 1(k   j) cos(A1(v)) +  1(v) +  (k   j) sin(A1(v)))2X˜2(k   j)
'˜2(k   j) + f
2%2(k   j)
et
DenjP =
( 1(k j) cos(A1(v))+ 1(v)+ (k j) sin(A1(v)))X˜(k j)(X˜(k j) '˜(k j)X˜(k))
'˜2(k j)
 f '˜(k j)%(k j)(f  ˜(k j) Y˜ (k)'˜(k j))'2(k j)
Nous avons obtenu une expression analytique de l’estimateur de zP (k|k) dépendant de l’image
courante sP (k) ainsi que des n images précédentes sP (k j), avec j 2 [1, n]. En utilisant un plus
grand nombre d’images que pour le critère (3.27), cette méthode doit permettre d’augmenter
le rapport signal/bruit et donc d’estimer correctement la profondeur en contexte bruité.
Simulation
Afin de valider notre approche, nous proposons de rejouer les simulations de la section 3.2.1
en exploitant cette fois l’estimateur (3.91). Comme précédemment, la simulation est réalisée
en utilisant dans un premier temps des données non bruitées puis bruitées. Etant donné que
les conditions de simulation restent inchangées, la trajectoire du robot dans la scène ainsi
que l’évolution des indices pour des données bruitées ou non bruitées sont similaires à celles
présentées dans les figures 3.4(a), 3.4(b), 3.5(a) et 3.5(b).
La figure 3.7(a) montre l’estimation de la profondeur en contexte non bruité. Comme nous
pouvons le constater sur cette figure, dans le cas où les données sont non bruitées, la profondeur
est parfaitement estimée. Nous avons utilisé ici un estimateur basé sur 5 images. Naturellement,
le résultat est le même quel que soit n. Les figures 3.7(b), 3.7(c), 3.7(d), 3.7(e) et 3.7(f)
s’intéressent au contexte bruité. Dans ce cas, différentes valeurs de n ont été choisies : 5,
10, 20, 50 et 100 images, afin d’étudier l’influence de n sur la qualité de l’estimation. Dans
chaque cas, l’estimateur parvient à converger vers la valeur réelle. Pour n = 5, n = 10 et
n = 20, les temps de convergence sont sensiblement les mêmes. Cependant, plus le nombre
d’images utilisées est grand, moins l’estimation oscille autour de la valeur réelle lors du régime
permanent. De plus, pour les petites valeurs de n (figures 3.7(b), 3.7(c) et 3.7(d)), l’estimation
diverge en fin de simulation. En effet à ce moment là, la caméra se déplaçant à très faibles
vitesses, elle fournit des images très semblables. Le rapport signal/bruit est à nouveau trop
faible pour permettre une estimation correcte de la profondeur. Dans les cas où n = 50 et
n = 100, le temps de convergence est réduit et le phénomène de divergence présent dans
les cas précédents n’apparait plus. En effet, n étant grand, il est possible de disposer d’un
historique d’images important qui permet d’obtenir un rapport signal/bruit suffisant pour
estimer correctement et rapidement la profondeur.
Avec un choix de n suffisament grand, il est donc possible d’estimer la profondeur en utilisant
des données issues d’images ou de l’odométrie bruitées. Cependant, n ne peut pas être choisi
infiniment grand pour deux raisons. Premièrement, le temps de calcul est directement lié à ce
choix. Il faut donc faire un compromis entre la précision désirée et le temps de calcul qui peut
être dédié à cette estimation. Secondement, afin de relier deux images, il est nécessaire d’utiliser
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(a) Données non bruitées et n = 5
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(b) Données bruitées et n = 5
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(c) Données bruitées et n = 10
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(d) Données bruitées et n = 20
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(e) Données bruitées et n = 50
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
Profondeur réelle et estimée pour l indice visuel #1
Temps (s)
Pr
of
on
de
ur
 (m
)
 
 
Prondeur réelle
Profondeur Estimée
(f) Données bruitées et n = 100
Figure 3.7 – Simulation pour un estimateur avec n images
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les données odométriques. Plus la valeur de n augmente plus l’erreur comprise dans les don-
nées odométriques est susceptible d’être importante. Il est ainsi possible que l’augmentation
de la valeur de n ne soit pas toujours un gage d’amélioration de l’estimation de la profondeur.
Expérimentation
Nous avons également testé notre méthode d’estimation sur le robot Pekee II lors d’une na-
vigation par asservissement visuel. La cible considérée est constituée de quatre cercles rouges
d’un diamètre de 16 cm. A l’aide d’un traitement d’image basé sur la couleur, les centres des
cercles sont déterminés et leurs coordonnées constituent les indices visuels utilisés. Initiale-
ment, le robot est positionné à une distance de 1.9 m 7 de la cible et est légèrement décalé par
rapport à cette dernière. La position souhaitée se situe à 0.75 m en face de la cible. Durant
la navigation, la vitesse linéaire de la base mobile est en moyenne de 0.1 m/s, tandis que les
vitesses angulaires sont limitées à quelques radians/s. Le nombre maximal d’images utilisées
par le processus d’estimation est n = 30. Enfin, la période d’échantillonnage est de 0.2 s.
La figure 3.9 présente les profondeurs estimées pour les quatre indices visuels constituant
la cible. Etant donné que le robot n’est pas équipé de capteur permettant de mesurer cette
donnée, il est difficile de conclure avec certitude sur la précision de l’estimation tout au long
de la navigation. Cependant la valeur finale de la profondeur estimée est de 0.74 m. Elle est
donc en adéquation parfaite avec la mesure de 0.75 cm effectuée à l’issue de la mission. De plus
comme la caméra évolue face à la cible pendant la seconde partie, le fait que quatre processus
d’estimation indépendants convergent vers une même valeur semble démontrer l’efficacité de
notre approche. Il doit être également noté que le rapport signal/bruit étant directement
modifié par la focale, les vitesses et la période d’échantillonnage, les performances présentées
ici ne sont qu’une illustration du bon fonctionnement du processus d’estimation.
3.2.3 Seconde approche pour le pre´dicteur/correcteur avec n images
3.2.3.1 Etude de la commandabilite´ de la came´ra
Dans la section 3.2.2.1, afin de déterminer la plus petite séquence de commandes reliant deux
images, nous avons supposé qu’à un état du système robotique correspondait une image. Nous
avons ensuite montré que notre robot était commandable en deux coups avant d’établir les ex-
pressions des deux vitesses équivalentes. A partir de ces résultats et des équations d’évolution,
nous avons mis en place un estimateur de la profondeur se décomposant en 16 cas. Afin de
réduire la complexité, il nous a semblé intéressant de revenir sur le problème de la comman-
dabilité afin de voir s’il était possible de le résoudre avec une seule commande. En effet, dans
un tel cas l’estimateur de la profondeur ne se décomposerait plus qu’en quatre solutions. Pour
cela, nous proposons de renverser l’hypothèse qui a sous-tendu tous nos travaux jusqu’ici : une
image correspond à une infinité d’états du robot, mais à un seul état de la caméra. Rappelons
que ce dernier est défini à l’instant tk comme suit :
 C(k) = [XC(k), YC(k), ✓T (k)]
T (3.92)
7. Des mesures précises étant difficilement réalisables, toutes les valeurs de cette partie expérimentale sont
entachées d’erreurs.
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(a) Image 1 (b) Image 11
(c) Image 34 (d) Image 50
Figure 3.8 – Images obtenues lors de la navigation
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Figure 3.9 – Estimation de la profondeur avec le robot PekeeII
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où ✓T (k) = ✓(k) + #(k). Le modèle cinématique associé à la caméra s’écrit alors :
8<:
X˙C(t) =  (t) cos(✓(t))  !(t)Dx sin(✓(t))
Y˙C(t) =  (t) sin(✓(t)) + !(t)Dx cos(✓(t))
✓˙T (t) = !(t) +$(t)
(3.93)
Comme précédemment, nous calculons la solution de ce système pour l’intervalle [tk, tk+1] en
supposant les commandes bloquées et ! 6= 0 pendant cet intervalle. Cette solution correspond
aux équations d’évolution discrète de la caméra  C(k+1) = g( C(k), q˙(k)). En posant ⌘C1 =
!(0)Te
2 et ⌘C2 =
2✓(0)+!(0)Te
2 , il vient :
XC(k + 1) = XC(k) +
2 (k)
!(k)
sin(⌘C1) cos(⌘C2) + 2Dx sin(⌘C1) sin(⌘C2) (3.94)
YC(k + 1) = YC(k)  2 (k)!(k) sin(⌘C1) sin(⌘C2) + 2Dx sin(⌘C1) cos(⌘C2) (3.95)
✓T (k + 1) = ✓T (k) + (!(k) +$(k)) ⇤ Te (3.96)
Afin que la caméra soit commandable en un coup, il est nécessaire que la matrice PC soit de
rang 3. Ici cette matrice s’écrit :
PC =
@g( C(0), q˙(0))
@q˙(0)
(3.97)
Après calcul, nous avons :
PC =
264 2!(0) sin(⌘C1) cos(⌘C2) ⇣1 02!(0) sin(⌘C1) sin(⌘C2) ⇣2 0
0 Te Te
375 (3.98)
avec
⇣1 =  2 (0)
!2(0)
sin(⌘C1) cos(⌘C2) +
 (0)
!(0)
Te cos(⌘C1 + ⌘C2) DxTe sin(⌘C1 + ⌘C2)
et
⇣2 =  2 (0)
!2(0)
sin(⌘C1) sin(⌘C2) +
 (0)
!(0)
Te sin(⌘C1 + ⌘C2) +DxTe cos(⌘C1 + ⌘C2)
Afin d’étudier le rang de PC , nous calculons son déterminant. Nous obtenons :
det(PC) =
 (0)
!(0)
sin(⌘C1)Te +Dx cos(⌘C1)Te (3.99)
Le déterminant étant non nul pour tan(⌘C1) 6=  Dx!(0) (0) , la matrice PC est de rang plein. Il
est donc possible de commander la caméra en un seul coup. Etant donné qu’il est possible de
relier mathématiquement deux images par une seul commande, l’estimateur de la profondeur
utilisant n images est ramené à quatre cas. Cependant, comme précédemment, il est nécessaire
de déterminer les équations de la vitesse équivalente préalablement à tout autre calcul.
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3.2.3.2 Calcul de la vitesse e´quivalente
Afin de calculer la vitesse équivalente q˙ec permettant de relier deux images en un seul coup,
nous nous appuyons sur les équations (3.94), (3.95) et (3.96). Dans un premier temps, nous
cherchons à déterminer la vitesse angulaire de la base mobile !ec.
1. Calcul de !ec
Tout d’abord, posons :
 Xc = XC(k) XC(k   j)  Y c = YC(k)  YC(k   j)
Les équations (3.94) et (3.95) peuvent être réécrites de la façon suivante :
 Xc + 2Dx sin(⌘C1) sin(⌘C2) = 2
 ec
!ec
sin(⌘C1) cos(⌘C2) (3.100)
 Y c   2Dx sin(⌘C1) cos(⌘C2) = 2 ec!ec sin(⌘C1) sin(⌘C2) (3.101)
Nous rappelons que ⌘C1 = !(0)Te2 et ⌘C2 =
2✓(0)+!(0)Te
2 . En multipliant respectivement
les équations (3.100) et (3.101) par sin(⌘C2) et cos(⌘C2) nous avons :
 Xc sin(⌘C2) + 2Dx sin(⌘C1) sin
2(⌘C2) = 2
 ec
!ec
sin(⌘C1) cos(⌘C2) sin(⌘C2) (3.102)
 Y c cos(⌘C2)  2Dx sin(⌘C1) cos2(⌘C2) = 2 ec!ec sin(⌘C1) sin(⌘C2) cos(⌘C2) (3.103)
En soustrayant ces deux équations, il vient :
 Xc sin(⌘C2)  Y c cos(⌘C2) + 2Dx sin(⌘C1) = 0 (3.104)
Afin d’extraire !ec de l’équation (3.104), nous utilisons les relations classiques de la
trigonométrie. Nous obtenons :
 Xc (sin(✓(k   j)) cos(⌘C1) + cos(✓(k   j)) sin(⌘C1))
  Y c (cos(✓(k   j)) cos(⌘C1) + sin(✓(k   j)) sin(⌘C1))
+2Dx sin(⌘C1) = 0
(3.105)
sin(⌘C1) [2Dx + Xc cos(✓(k   j)) +  Y c sin(✓(k   j))]
+ cos(⌘C1) [ Xc sin(✓(k   j)) +  Y c cos(✓(k   j))] = 0 (3.106)
!ec =
2
Te
arctan   Xc sin(✓(k   j)) +  Y c cos(✓(k   j))
2Dx + Xc cos(✓(k   j)) +  Y c sin(✓(k   j)) (3.107)
2. Calcul de  ec
Il est désormais nécessaire de calculer la vitesse linéaire de la base mobile en fonction de
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sa vitesse angulaire. Pour cela, les équations (3.94) et (3.95) sont élevées au carré puis
sommées. Nous obtenons :
 2Xc + 
2
Y c =
 2ec
!2ec
⇣
1  2 sin(✓(k   j) + !ecTe) sin(✓(k   j))
 2 cos(✓(k   j) + !ecTe) cos(✓(k   j)) + 1
⌘
+D2x(1  2 cos(✓(k   j) + !ecTe) cos(✓(k   j))  2 sin(✓(k   j) + !ecTe) sin(✓(k   j)) + 1)
(3.108)
 2Xc + 
2
Y c = 4 sin
2(⌘C1)
✓
 2ec
!2ec
+D2x
◆
(3.109)
La vitesse linéaire équivalente pour la base mobile s’écrit donc :
 ec =
s
!2ec
✓
 2Xc + 
2
Y c
4 sin2(⌘C1)
 D2x
◆
(3.110)
3. Calcul de $ec
A partir de l’équation (3.96), nous obtenons directement la vitesse angulaire équivalente
pour la platine en fonction de !ec :
$ec =
1
Te
(#(k)  #(k   j) + ✓(k)  ✓(k   j) + !ecTe) (3.111)
3.2.3.3 Calcul du pre´dicteur/correcteur avec n images
Nous sommes maintenant en mesure de relier deux images à partir d’une seule commande
équivalente donnée par les relations (3.107) (3.110) et (3.111). Il est donc possible d’estimer la
profondeur des indices visuels en utilisant le critère (3.45) qui est fonction de n images. Ainsi
l’estimation peut être réalisée à partir de données bruitées de manière similaire au travail
effectué dans la section 3.2.2.3 tout en utilisant un nombre réduit d’itérations. L’expression de
zP (k|k) est donnée par :
zˆP (k|k) =
Pn
j=1Num
j
PPn
j=1Den
j
P
(3.112)
Les termes NumjP et Den
j
P sont calculés de la même manière que dans la partie 3.2.1. Pour
cette raison, nous ne détaillerons pas les calculs permettant d’obtenir les résultats présentés
ci-après. Nous rappelons que nous avons quatre cas qui dépendent de la vitesse équivalente
q˙ec.
• Cas no1 : si !ec 6= 0, $ec 6= 0 et !ec 6= $ec :
NumjP = X˜
2
P (k   j) 2e1 + f2↵˜2e1 ˜2e1 (3.113)
DenjP = X˜P (k   j) e1
⇣
X˜P (k   j)  X˜P (k)↵˜e1
⌘
 
⇣
Y˜P (k   j) cos(Ae1)  f sin(Ae1)
⌘
f ↵˜e1 ˜e1 + Y˜P (k)f ↵˜2e1 ˜e1
(3.114)
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avec
Ae1 = (!ec +$ec)Te
↵˜e1 =
Y˜P (k   j)
f
sin(Ae1) + cos(Ae1)
 e1 =
⇣
 Dx sin(#(k   j))   ec!ec cos(#(k   j)) + Cy
⌘
sin(Ae1)
+
⇣
Dx cos(#(k   j))   ec!ec sin(#(k   j)) + Cx
⌘
cos(Ae1) Dx cos(#(k)) +  ec!ec sin(#(k))  Cx
et
 ˜e1 =
⇣  e1Y˜P (k j)
↵˜e1f
 Dx sin(#(k   j))   ec!ec cos(#(k   j)) + Cy
⌘
cos(Ae1)
 
⇣
  e1
↵˜e1
+Dx cos(#(k   j))   ec!ec sin(#(k   j)) + Cx
⌘
sin(Ae1)
+Dx sin(#(k)) +
 ec
!ec
cos(#(k))  Cy
• Cas no2 : si !ec = 0 et $ec 6= 0 :
NumjP = X˜
2
P (k   j) 2e2 + f2↵˜2e2 ˜2e2 (3.115)
DenjP = X˜P (k   j) e2
⇣
X˜P (k   j)  X˜P (k)↵˜e2
⌘
 
⇣
Y˜P (k   j) cos(Ae2)  f sin(Ae2)
⌘
f ↵˜e2 ˜e2 + Y˜P (k)f ↵˜2e2 ˜e2
(3.116)
avec
Ae2 = $ecTe
↵˜e2 =
Y˜P (k   j)
f
sin(Ae2) + cos(Ae2)
 e2 =
⇣
   ec2$ec cos(#(k   1)) + Cy
⌘
sin(Ae2)
+
⇣
   ec2$ec sin(#(k   1)) + Cx
⌘
cos(Ae2)   ecTe +  ec2$ec sin(#(k))  Cx
et
 ˜e2 =
⇣  e2Y˜P (k j)
↵e2f
   ec2$ec cos(#(k   1)) + Cy
⌘
cos(Ae2)
 
⇣
  e2
↵e2
   ec2$ec sin(#(k   1)) + Cx
⌘
sin(Ae2) +  ecTe +
 ec
2$ec
cos(#(k))  Cy
• Cas no3 : si !ec = $ec :
NumjP = X˜
2
P (k   j) 2e3 +  ˜2e3 (3.117)
DenjP = X˜P (k   j) e3
⇣
X˜P (k   j)  X˜P (k)
⌘
 
⇣
Y˜P (k   j)  Y˜P (k)
⌘
 ˜e3 (3.118)
avec
 e3 =    ec
$ec
⇣
sin(#(k))  sin(#(k   j)
⌘
 Dx
⇣
cos(#(k))  cos(#(k   j)
⌘
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et
 ˜e3 =  f  ec
$ec
⇣
cos(#(k))  cos(#(k   j)
⌘
+ fDx
⇣
sin(#(k))  sin(#(k   j)
⌘
  Y˜P (k   j) 3
• Cas no4 : si !ec = 0 et $ec = 0 :
NumjP =  X˜2P (k   j) 2e4 +  ˜2e4 (3.119)
DenjP = X˜P (k   j) e4
⇣
X˜P (k   j)  X˜P (k)
⌘
+
⇣
Y˜P (k   j)  Y˜P (k)
⌘
 ˜e4 (3.120)
avec
 e4 =   ec cos(#(k   j))Te
et
 ˜e4 = f ec sin(#(k   j))  Y˜P (k   j) e4
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Figure 3.10 – Simulation pour un estimateur avec n images pour une commandabilité en 1
coup
Nous avons simulé cette approche dans les mêmes conditions que celles présentées dans la
partie 3.2.1. La trajectoire du robot dans la scène ainsi que l’évolution des indices visuels
sont donc similaires à celles obtenues sur les figures 3.4(a), 3.4(b), 3.5(a) et 3.5(b). Afin de
comparer les vitesses équivalentes en 1 et 2 coups, les deux processus d’estimation sont utilisés
en parallèle.
Les figures 3.10(a) et3.10(b) montrent les résultats obtenus lorsque le nombre d’images utilisées
pour l’estimation de la profondeur est respectivement de n = 20 et n = 100. Comme nous pou-
vons le voir, les processus d’estimation se comportent exactement de la même manière. Ainsi,
toutes les conclusions faites sur les simulations précédentes peuvent s’appliquer à cette par-
tie, la seule différence se situant au niveau de la mise en œuvre qui est beaucoup plus simple ici.
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3.3 Comparaison avec d’autres me´thodes
La méthode basée sur un prédicteur/correcteur n’étant qu’une des solutions envisageables pour
l’estimation de la profondeur des indices visuels, une comparaison avec les techniques issues
de l’automatique s’impose. L’étude se limite aux méthodes adaptées au cas particulier de la
navigation d’un robot mobile par asservissement visuel (se référer aux critères énoncés dans
la section 3.1.2). Dans un premier temps les deux approches concernées sont présentées puis
une étude comparative est réalisée à l’aide de diverses simulations.
Les deux méthodes décrites ici reposent sur la représentation d’état x = [XP YP 1zP ]
T . La
variation de l’état par rapport au torseur de la caméra T = [V Tc ⌦Tc ]T 2 R6 est obtenue grâce
à la matrice d’interaction du point comme suit :
x˙ =
264  fx3 0 x1x3
x1x2
f  (f + x
2
1
f ) x2
0  fx3 x2x3 f + x
2
2
f  x1x2f  x1
0 0 x23
x2x3
f  x1x3f 0
375T
y =

x1
x2
  (3.121)
3.3.1 Observateur non line´aire non minimal [De Luca et al. 2008]
Nous proposons ici une présentation de la méthode proposée dans [De Luca et al. 2008] que le
lecteur intéressé pourra compléter par la lecture cet article. Les auteurs proposent d’estimer
la profondeur à l’aide d’un observateur non linéaire non minimal.
Le système (3.121) n’admettant pas d’observateur linéaire, une classe plus générale d’observa-
teurs est utilisée. En définissant xˆ comme l’estimé de l’état x partiellement connu, l’observateur
non linéaire et non minimal est défini par [De Luca et al. 2008] :
˙ˆx = ↵nm(xˆ, y)T +  nm(xˆ, y, T ) (3.122)
Pour un tel observateur, le terme ↵nm(xˆ, y)T peut être considéré comme la copie du système
(3.121) tandis que  nm(xˆ, y, T ) est l’élément correctif permettant de faire converger les valeurs
estimées vers les valeurs réelles. Le vecteur erreur étant défini par enm = x  xˆ, le sous-vecteur
[enm1 enm2] est donc directement mesurable. Finalement, l’observateur non linéaire et non
minimal est donné par [De Luca et al. 2008] :
↵nm(xˆ, y) =
2664  fxˆ3 0 y1xˆ3
y1y2
f  (f + y
2
1
f ) y2
0  fxˆ3 y2xˆ3 f + y
2
2
f  y1y2f  y1
0 0 xˆ23
y2xˆ3
f  y1xˆ3f 0
3775 (3.123)
 nm(xˆ, y, T ) =
24 knm1enm1knm2enm2
knm3(( f c1 + y1 c3)e1 + ( f c2 + y2 c3)e2)
35 (3.124)
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où knm1, knm2 et knm3 sont des gains scalaires strictement positifs. Bien que x1 et x2 soient
directement mesurables, ils sont néanmoins estimés. Le calcul de xˆ1 et xˆ2 dépendant de xˆ3,
une estimation correcte des deux premiers termes sous-entend alors une estimation correcte
du dernier. De plus, si l’estimation de xˆ3 est erronée, alors les termes enm1 et enm2 sont grands
et le processus correctif amplifié. Nous pouvons donc penser l’observateur proposé limite la
divergence de l’estimation.
3.3.2 Observateur non line´aire minimal [Morbidi & Prattichizzo 2009]
Dans [Morbidi & Prattichizzo 2009] l’estimation de la profondeur est réalisée à l’aide d’un
observateur non linéaire minimal basé sur la méthode Immersion and Invariance [Astolfi &
Ortega 2003]. Afin d’établir un observateur non linéaire basé sur la méthode Immersion and
Invariance, le système (3.121) est réécrit sous la forme suivante avec yII = [x1 x2]T et ⌘II =
x3.
y˙II = p1(yII , t) + g(yII , t)⌘II
⌘˙II = p2(yII , t)⌘II +  c2⌘2II
(3.125)
avec
p1(yII , t) =
"
x1x2!c1
f   (f + x
2
1
f )!c2 + x2!c3
(f +
x22
f )!c1f   x1x2!c2f   x1!c3
#
p2(yII , t) =
x2!c1   x1!c2
f
et
g(yII , t) =
  f c1 + x1 c3
 f c2 + x2 c3
 
L’observateur suivant permet de reconstruire l’état du système (3.125) [Morbidi & Pratti-
chizzo 2009] :
⌘ˆII =
✓
MII
2
( c3(x
2
1 + x
2
2)  2f( c1x1 +  c2x2))  ⇠II
◆
||g(yII , t)|| (3.126)
où MII est un scalaire positif et ⇠˙II est donné par :
⇠˙II = MIIg(yII , t)T
⇣
p1(yII , t) + g(yII , t)⌘ˆII
⌘
  MII2
⇣
   ˙c3(x21 + x22) + 2f( ˙c1x1 +  ˙c2x2))
⌘
 p2(yII ,t)⌘ˆII+ c3⌘ˆ2II||g(yII ,t)|| +
g(yII ,t)T ⌘ˆII
||g(yII ,t)||3
⇣
 c3(p1(yII , t) + g(yII , t)T ⌘ˆII) +
  f  ˙c1 + x1 ˙c3
 f  ˙c2 + x2 ˙c3
 ⌘
L’observateur proposé est basé sur les informations visuelles ainsi que sur la connaissance
du torseur cinématique de la caméra. Contrairement à l’observateur (3.122), la profondeur
estimée n’est pas rebouclée dans l’observateur. Il est donc possible que l’observateur minimal
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soit davantage susceptible de diverger que son homologue non minimal. De plus, pour notre
système robotique, les paramètres  c1, !c2 et !c3 apparaissant dans l’observateur sont nuls.
La quantité d’information utilisée pour l’estimation de la profondeur n’est alors pas suffisante.
En effet, lors d’un asservissement visuel 2D, la rotation de la platine compense souvent la
rotation de la base mobile, c’est-à-dire !c1 = 0. L’estimation de la profondeur est alors réalisée
à partir de la simple connaissance des indices visuels, de  c2 et de  c3. Dans ces conditions, une
estimation correcte de la profondeur en utilisant l’observateur non linéaire minimal proposé,
semble compromise.
3.3.3 Simulations de l’estimation par observateurs non line´aires
Dans cette section, nous réalisons une série de simulations ayant pour but d’établir une étude
comparative des différents processus d’estimation préalablement présentés. Dans un premier
temps les deux observateurs non linéaires sont testés lors d’un asservissement visuel dans un
contexte parfait. Lors de la seconde navigation les données utilisées seront bruitées.
Pour cette première simulation, la trajectoire du robot est présentée sur la figure 3.11(a). Les
gains de l’observateur non minimal sont fixés à knm1 = knm2 = 1 et knm3 = 6. La valeur initiale
de l’état de l’observateur est choisie comme suit : xˆ1(0) = x(0), xˆ2(0) = y(0) et xˆ3(0) = 0.112
pour l’observateur non minimal et MII = 0.2 et ⇠II(0) =  1.6 pour l’observateur minimal.
Pour les deux observateurs, les termes ⇠˙II et ˙ˆxnm sont intégrés à l’aide de la méthode numérique
Runge-Kutta d’ordre 4 [Dormand & Prince 1980]. La figure 3.12 représente l’estimation de
la profondeur de l’un des quatre indices visuels à l’aide des deux observateurs. Les deux
processus convergent vers la valeur réelle. Cependant, le temps de convergence est plus faible
pour l’observateur non minimal.
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Figure 3.11 – Navigation référencée image
Dans la seconde simulation les conditions de navigation étant les mêmes que précédemment, la
trajectoire du robot est identique à celle présentée sur la figure 3.11(a). Nous avons introduit
un bruit aléatoire de 1 pixel pour les indices visuels et de 3% pour les commandes, ainsi qu’un
biais de 1% sur la valeur de la focale (voir les simulations de la section 3.2.1 pour plus de
détails sur les bruits). Les différents gains ainsi que les valeurs initiales sont les mêmes que
ceux utilisés lors de la première simulation.
La figure 3.13(a) présente l’estimation de la profondeur d’un indice visuel par l’observateur
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Figure 3.12 – Estimation de la profondeur par les observateurs non linéaires avec des donnés
non bruitées
non minimal. Globalement l’estimée possède la même dynamique que la valeur réelle mais
fait apparaître une erreur conservée tout au long de la navigation. Cela signifie que le terme
correctif  nm(xˆ, y, T ) n’est plus assez influent à la fin de l’estimation et que seul ↵nm(xˆ, y)T
recopie correctement la dynamique. Une solution consiste à augmenter la valeur de knm3, mais
la sensibilité aux bruits est alors augmentée.
La figure 3.13(b) présente l’estimation de la profondeur par l’observateur minimal. Dans la
première partie de la navigation, le processus d’estimation est très sensible aux bruits de
mesure tandis que dans la seconde partie, l’estimation diverge. Dans cette seconde phase le
robot se déplaçant très lentement, ce qui est caractéristique de la décroissance exponentielle,
toutes les composantes du torseur de la caméra sont quasiment nulles. Le signal utilisé pour
l’estimation devient donc très faible en comparaison des bruits de mesure. Cette situation
explique la divergence du processus. Cet observateur ne convenant pas à l’estimation de la
profondeur dans le cadre d’une navigation référencée vision, seuls l’observateur non minimal
et la paire prédicteur/correcteur font l’objet d’une étude comparative.
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Figure 3.13 – Observateurs non linéaires avec des donnés bruitées
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3.3.4 Etude comparative
Dans cette section, la profondeur est estimée lors d’une navigation visuelle effectuée dans les
conditions présentées dans la partie 3.3.3. Afin de comparer les processus d’estimation, les
tâches sont rejouées 100 fois 8 avec les mêmes paramètres. Nous proposons d’utiliser comme
critères de comparaison la moyenne des erreurs, la variance ainsi que le temps de convergence
moyen à 10% sur l’ensemble des réalisations. Pour la première simulation, les deux processus
sont réglés avec un jeu de paramètres correctement adaptés à la situation. Nous choisissons
donc n = 200 pour le prédicteur/correcteur et knm1 = knm2 = 1, knm3 = 6, xˆ1(0) = x(0),
xˆ2(0) = y(0) et xˆ3(0) = 0.112 pour l’observateur. Les performances des deux méthodes,
présentées sur les figures 3.14(a) et 3.14(b), sont comparables. Pour ces simulations, le temps
moyen de convergence est de 3.8s pour le prédicteur/correcteur et de 8.8s pour l’observateur.
Notre choix se porte donc sur le prédicteur/correcteur qui possède un temps de convergence
moyen deux fois plus rapide que celui de l’observateur. En effet, une estimation rapide de la
profondeur étant nécessaire pour une bonne gestion des occultations, le prédicteur/correcteur
semble le mieux approprié à notre cas.
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Figure 3.14 – Performance des estimations avec réglage favorable
Lors de la seconde série de simulations, les estimateurs sont réglés défavorablement avec n = 30
pour le prédicteur/correcteur et knm1 = knm2 = 2, knm3 = 4, xˆ1(0) = x(0), xˆ2(0) = y(0) et
xˆ3(0) = 0.112 pour l’observateur. Nous pouvons voir sur les figures 3.15(a) et 3.15(b) que
les performances de l’observateur se sont grandement dégradées. Les réglages appliqués lors
de ces simulations ne sont toutefois pas très différents de ceux proposés lors des simulations
précédentes. Ceci illustre la difficulté de trouver un jeu de gains knm1, knm2 et knm3 permettant
d’estimer correctement la profondeur. Pour le prédicteur/correcteur, la diminution du nombre
d’images utilisées pour l’estimation engendre un rapport signal/bruit plus faible que celui des
simulations précédentes. Ce phénomène est accentué à la fin de la navigation lorsque le robot se
déplace très lentement, c’est-à-dire lorsque les images utilisées sont très semblables. La variance
de la figure 3.15(b) illustre parfaitement ce problème : alors qu’elle n’est pas trop importante au
milieu de la navigation, elle augmente fortement lorsque le robot ralentit 3.11(b). Cependant
ce problème est facilement résolu par l’utilisation d’un nombre d’images plus important. Le
prédicteur/correcteur est donc très facilement réglable : il faut choisir n le plus grand possible
8. Après différents tests, le choix de 100 réalisations s’est avéré être représentatif.
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en fonction du temps de calcul attribuable à l’estimation de la profondeur 9.
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Figure 3.15 – Performance des estimations avec réglage défavorable
Le prédicteur/correcteur semble être la méthode la mieux adaptée à l’estimation de la pro-
fondeur lors de la navigation référencée vision d’un robot mobile. En effet l’utilisation d’un
nombre suffisant d’images permet une estimation correcte malgré la présence de bruit dans
le signal mesuré, les commandes appliquées au robot et un calibrage imparfait de la caméra.
Certes l’observateur non minimal est lui aussi robuste aux bruits ; cependant il n’offre pas un
temps de convergence suffisamment faible pour gérer efficacement des occultations. Néanmoins
le prédicteur/correcteur est spécifique à un système composé d’une caméra sur platine montée
sur une base mobile, tandis que les observateurs non linéaires s’adaptent à tous les systèmes
robotiques munis d’une caméra pinhole. De plus il est envisageable que l’exploitation d’un plus
grand nombre de degrés de liberté permettrait d’améliorer la qualité de leur estimation.
3.4 Applications
3.4.1 Gestion des occultations
Comme nous avons pu le voir dans la section 3.1.2, la gestion des occultations à l’aide des
équations d’évolution des indices visuels nécessite de fournir une estimation de la profondeur
à l’instant où le signal visuel est perdu. Il est désormais possible de fournir cette estimation
zˆP dans un intervalle de temps relativement court grâce au prédicteur/correcteur utilisant n
images. Dans cette section nous proposons une simulation et une expérimentation montrant
l’efficacité du processus de reconstruction de la profondeur dans le contexte d’une occulta-
tion.
Simulation
Dans cette simulation la configuration initiale du robot est  (0) = [0 0 0 0]T et la caméra doit
se situer deux mètres face à la cible à la fin de la navigation. Le nombre d’images utilisées
par le prédicteur/correcteur est fixé à n = 100. Pour cette simulation les données utilisées
aussi bien pour la commande que pour l’estimation de la profondeur sont bruitées (voir les
simulations de la section 3.2.1 pour plus de détails sur les bruits).
9. Le temps de calcul du prédicteur/correcteur est directement fonction du nombre n d’images utilisées.
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Lors de la navigation, nous simulons une panne de caméra entre la cinquième et la dixième
seconde. Le robot doit donc gérer une occultation en estimant l’évolution des indices visuels.
Nous pouvons voir sur la figure 3.16(b) que la profondeur estimée par le prédicteur/correcteur
est suffisamment proche de la valeur réelle au début de l’occultation pour fournir une valeur
initiale de la profondeur correcte. Durant l’occultation, la profondeur (correspondant au trait
en pointillé rouge) est calculée en utilisant les équations d’évolution des indices visuels. Lorsque
l’occultation est terminée, le prédicteur/correcteur reprend son estimation de la profondeur
en utilisant les images à sa disposition durant les n dernières itérations. Dans le cas présent,
les images utilisées à la reprise de l’estimation correspondent aux 50 images comprises entre
le début de la navigation et le début de l’occultation.
L’estimation de la profondeur rend possible le calcul de l’évolution des indices visuels durant
l’occultation comme nous pouvons le voir sur la figure 3.16(c). En effet, que ce soit au début
ou à la fin de l’occultation, les indices visuels calculés correspondent à ceux mesurés. De plus,
comme nous pouvons le voir sur la figure 3.16(a), la trajectoire du robot durant l’occultation,
comprise entre les deux robots bleus, est comparable à celle obtenue lors d’une navigation sans
occultation (une telle navigation est réalisée dans la figure 3.11(a)).
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Figure 3.16 – Navigation référencée vision avec occultation
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Expérimentation
En complément des simulations, nous avons validé notre approche sur la plateforme robotique
Pekee II. La cible de référence est constituée de quatre cercles rouges de diamètre 12 cm dont
les centres projetés dans l’image correspondent aux indices visuels. Le robot se situe initiale-
ment à une distance de 3, 5m et termine sa navigation à environ 1, 5m de la cible. La période
d’échantillonnage est de 200ms et le nombre d’images utilisées pour l’estimation est fixé à
n = 100, ce qui correspond à un temps d’estimation d’environ 80ms 10 par itération.
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Figure 3.17 – Evolution des indices visuels mesurés et estimés
Au cours de la navigation, nous provoquons une occultation de la cible durant environ trois
secondes. En utilisant la profondeur estimée comme valeur initiale, les indices visuels sont
reconstruits à l’aide des équations d’évolution. Comme nous pouvons le voir dans la figure
3.17, les indices visuels reconstruits sont en adéquation avec ceux mesurés. Nous montrons
donc ainsi qu’il est possible de gérer des occultations totales de l’amer en utilisant notre
approche.
En utilisant les équations d’évolution des indices visuels et le prédicteur/correcteur pour four-
nir une estimation de la profondeur, il est donc possible de gérer des occultations totales en
estimant les indices visuels. En utilisant cette approche, l’occultation n’a aucune influence sur
la trajectoire du robot puisqu’elle est tolérée et non évitée. Bien que cette méthode ait été
développée pour des indices visuels points il est tout à fait possible de l’utiliser pour d’autres
types de primitives. Par exemple dans [Chaumette 1990], un segment est défini par les deux
points aux extrémités. Une estimation de ces derniers permet donc de calculer l’évolution
du segment. De la même manière, il est possible d’estimer l’évolution des moments discrets
construits à partir de points [Chaumette 2004]. Cette méthode peut aussi être utilisée pour
estimer des points caractérisant des droites, des cercles, des ellipses, des cylindres ou bien
encore des sphères. Cependant les points n’étant pas les seuls paramètres définissant ces pri-
mitives [Chaumette 1990], il est nécessaire de développer une méthode permettant d’estimer
les paramètres complémentaires. C’est seulement sous cette condition qu’il est envisageable
d’utiliser les équations d’évolution des indices visuels pour gérer les occultations quelles que
soient les primitives utilisées.
10. Le temps proposé n’a qu’une valeur indicative car aucun effort d’optimisation n’a été fait pour le réduire.
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3.4.2 Calcul des indices visuels de re´fe´rence s⇤
Comme nous l’avons vu dans la section 2.3, un asservissement visuel 2D nécessite de connaître
les indices visuels de référence s⇤. Ces indices correspondent à la configuration qui doit être
atteinte par la caméra à la fin de la navigation. Dans [Chaumette 2002], l’auteur identifie
deux méthodes pour obtenir s⇤ : par apprentissage ou en fixant a priori la configuration de
la caméra relativement à la cible. La méthode par apprentissage consiste à placer la caméra
à la position finale désirée pour prendre une image de la cible. Ainsi, à l’aide du traitement
d’images, il est possible d’obtenir s⇤. Cette approche nous contraint donc à placer la caméra
en position finale, puis en position initiale afin de démarrer l’asservissement. Bien que ne
nécessitant aucune connaissance a priori, cette méthode apparaît peu adaptée au cadre de la
navigation d’un robot mobile. Cependant elle semble bien appropriée à des bras manipulateurs
devant répéter la saisie d’objets d’un même type. En effet, une seule phase d’apprentissage est
nécessaire pour une série de prise et de dépose d’objet. La seconde solution pour obtenir s⇤
consiste à fixer la configuration finale de la caméra par rapport à la cible, puis à projeter les
points caractéristiques de la cible dans l’image. Contrairement à l’approche précédente, aucun
déplacement de la caméra n’est requis, mais un modèle de la cible est nécessaire. En première
analyse, cette seconde solution semble plus appropriée à la navigation car elle ne nécessite
pas d’amener le robot en position désirée. Cependant elle limite l’autonomie du système car
elle requiert un modèle de la cible constitué des points caractéristiques et de leur position
relative. Afin de relâcher cette dernière contrainte, nous proposons d’utiliser la connaissance
de la profondeur des indices visuels pour calculer les indices visuels de référence s⇤.
Pour cela, nous allons chercher à estimer les coordonnées de la cible dans le repère initial du
robot noté RO. Nous serons alors en possession d’un modèle de la cible. Ce dernier sera ensuite
utilisé pour calculer s⇤ pour une configuration finale donnée du robot dans RO à partir des
équations de projection perspective. A l’aide des différentes matrices de passage homogènes
nécessaires (cf. section 2.1.2), nous pouvons écrire :
P = HI/C ⇤H 1P/C ⇤H 1M/P ⇤H 1O/M ⇤ p (3.127)
avec
HI/C =
26664
f
zP
0 0 0
0 fzP 0 0
0 0 1 0
0 0 0 1
37775 (3.128)
où p = [xOP yOP zOP 1]T désigne les coordonnées homogènes d’un point caractéristique de la
cible dans le repère RO et P = [XP YP zP 1]T les coordonnées homogènes de l’indice visuel
correspondant. L’équation (3.127) ne peut être utilisée que lorsque zP , qui est nécessaire au
calcul de HI/C , est connue. Cependant, les coordonnées de p ne sont parfaitement calculées
que si les mesures ne sont pas bruitées. Cette hypothèse n’étant pas réalisable en contexte
expérimental, il est nécessaire de multiplier les informations pour améliorer l’estimation de p.
Nous proposons de considérer plusieurs images offrant un point de vue différent d’une même
cible. Ensuite, nous utiliserons les moindres carrés pour déterminer p. Notons ns⇤ le nombre
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d’images exploitées. Notre problème d’estimation peut être réécrit comme suit :
IMp = ⇥p ⇤ p+Rp (3.129)
avec
IMp =
264 P (k)...
P (k   ns⇤ + 1)
375 ⇥p =
264 ⇥(k)...
⇥(k   ns⇤ + 1)
375 Rp =
264 R(k)...
R(k   ns⇤ + 1)
375
⇥(k   w) =
264 0 0  fzP[  cos(✓) sin(#)  sin(✓) cos(#)] fzP [  sin(✓) sin(#) + cos(✓) cos(#)] fzP 0
cos(✓) cos(#)  sin(✓) sin(#) sin(✓) cos(#) + cos(✓) sin(#) 0
375
et
R(k w) =
264 hrfzP{ [ Mx cos(✓) My sin(✓)] sin(#) + [Mx sin(✓) My cos(✓)] cos(#) +Dx sin(#)  Cy} fzP
[ Mx cos(✓) My sin(✓)] cos(#) + [Mx sin(✓) My cos(✓)] sin(#) Dx cos(#)  Cx
375
où w 2 [0, ..., ns⇤   1] et les termes zP , Mx, My, ✓ et # désignent respectivement zP (k   w),
Mx(k   w), My(k   w), ✓(k   w) et #(k   w).
La solution de l’équation (3.129) au sens des moindres carrés est donnée par :
p = ( ⇥Tp⇥p)
 1⇥Tp (IMp  Rp) (3.130)
En utilisant l’estimation des coordonnées p donnée par l’équation (3.130) il est possible de
calculer les indices visuels de référence. Pour cela, nous utilisons l’équation (3.127) où zP , Mx,
My, ✓ et # prennent les valeurs désirées pour la configuration finale désirée dans le repère RO.
Il n’est donc plus nécessaire de déplacer préalablement le robot ou d’avoir un modèle a priori
de la cible. Dans la section 3.4.4, cette approche a été validée expérimentalement.
Remarque : Le robot n’étant pas équipé de capteur pouvant mesurer la profondeur des indices
visuels, il est difficile de détecter la convergence du processus d’estimation de z. Une solution
consiste à utiliser l’estimation des indices visuels de référence. Alors que la valeur réelle de la
profondeur est différente à chaque itération, les indices visuels de référence, qui correspondent
à une configuration fixe du robot, sont identiques à chaque instant. s⇤ étant calculé à partir de
z, la convergence de l’estimation des premiers correspond à la convergence de l’estimation de
la seconde.
3.4.3 Calcul de la matrice d’interaction
Comme nous l’avons vu dans la section 2.2.2, la matrice d’interaction LPoint peut être calculée
pour la situation courante ou pour la situation finale désirée. La profondeur étant estimée, il
est désormais possible de calculer la valeur exacte de LPoint (aux bruits et incertitudes près).
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Cependant, l’auteur de [Chaumette 1998] a montré qu’utiliser z⇤P au lieu de zP permet d’éviter
certains problèmes de minima locaux.
Simulation
Afin d’illustrer le problème relatif aux minima locaux soulevé dans [Chaumette 1998], nous
proposons deux simulations d’asservissement visuel. Dans la première simulation la matrice
d’interaction est calculée avec les valeurs réelles tandis que dans la seconde elle est déterminée
à partir des valeurs de référence. Pour les deux simulations, la position initiale du robot est
 (0) = [0 0 0 ⇡4 ]
T et la position finale désirée de la caméra est  C = [3.07 2.92   ⇡4 ]T . La période
d’échantillonnage est de Te = 100ms tandis que les gains de commande sont respectivement
fixés à  av = 0.15 et  av = 0.35 pour la seconde. Enfin, toutes les données concernant les
images, l’odométrie et le calibrage de la caméra sont parfaitement connues. Nous nous plaçons
donc en contexte non bruité.
Sur la figure 3.18(a), nous pouvons voir que la caméra n’atteint pas la configuration désirée.
En effet, les vitesses du robot sont nulles (figure 3.18(b)) alors que l’erreur dans l’image n’est
toujours pas régulée à zéro (figures 3.18(c) et 3.18(d)). Nous sommes donc dans le cas où un
minimum local a été atteint.
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Figure 3.18 – Asservissement visuel avec L(XP (t), YP (t), zP (t))
Contrairement à la première simulation, dans la figure 3.19(a) la caméra atteint la configuration
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désirée à la fin de la navigation. L’erreur dans l’image est annulée (figures 3.19(c) et 3.19(d))
et aucun minimum local n’est atteint durant l’asservissement visuel (figure 3.19(b)). Cela ne
signifie pas qu’il n’existe pas de minimum local, mais que celui-ci est évité lorsque la matrice
d’interaction est calculée avec les valeurs de référence.
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Figure 3.19 – Asservissement visuel avec L(X⇤P , Y ⇤P , z⇤P )
3.4.4 Phase d’initialisation
Dans les sections précédentes nous avons constaté la nécessité de connaître la profondeur
pour réaliser un asservissement visuel, notamment pour gérer les occultations. Cependant
le processus d’estimation de la profondeur nécessite un certain temps pour converger vers
la valeur réelle. Durant ce laps de temps, l’apparition d’une occultation peut faire échouer
la navigation, étant donné qu’aucune valeur correcte de la profondeur n’est disponible. Une
solution pour pallier ce problème consiste en une phase d’initialisation durant laquelle le robot
estime la profondeur en ne réalisant que des rotations sur lui-même. Le choix des rotations
est motivé par deux raisons : premièrement le processus d’estimation nécessite des images
prises depuis des points de vue différents, même s’ils sont très proches, et secondement, en ne
réalisant que des rotations le robot limite tout risque de collision avec un obstacle.
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Nous proposons donc une phase d’initialisation préalable à la navigation durant laquelle le
robot estime la profondeur des indices visuels à l’aide des différentes images. Une fois la
profondeur estimée, il est possible de calculer les indices visuels de référence s⇤ et de fournir
immédiatement une valeur initiale au processus de gestion des occultations. Les chances de
succès de la navigation sont ainsi significativement augmentées.
Expérimentation
Nous avons réalisé une phase d’initialisation sur le robot Pekee II. Pour cela, nous avons
considéré une cible composée de quatre cercles rouges de 12cm de diamètre. Le robot est
initialement positionné à 3, 1m en face de la cible. La caméra fournit des images de 480⇥ 640
pixels avec une focale estimée à 3, 54 mm (cf. 3.20(b)). Enfin, le prédicteur/correcteur utilisé
exploite n = 100 images.
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Figure 3.20 – Exemple de phase d’initialisation
Afin d’obtenir les images nécessaires à la phase d’initialisation, le robot et la platine tournent
sur eux-mêmes de manière à ce que la caméra effectue une rotation de  90˚ à 90˚ . Le déplace-
ments des indices visuels correspondants dans l’image est totalement cohérent avec ce mouve-
ment (cf. 3.20(a)). A partir des n = 100 dernières images (cf. 3.20(b)), le prédicteur/correcteur
calcule la profondeur (cf. 3.20(c)). Sur cette base, en appliquant la relation (3.130), il est pos-
sible de déterminer les indices visuels de référence (cf. 3.20(d)) correspondant à la situation
désirée pour la caméra. Les figures 3.20(c) et 3.20(d) présentent une bonne cohérence entre
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les données simulées et les résultats expérimentaux, ce qui montre la validité de l’approche
proposée.
Nous avons ainsi proposé une méthode permettant de calculer les indices visuels de référence
sans apprentissage ni connaissance a priori d’un modèle de la cible. Nous avons de plus montré
qu’il peut être intéressant d’introduire une phase d’initialisation permettant d’obtenir une
valeur correcte de la profondeur. De cette manière, il est possible de gérer efficacement une
occultation survenant dès le début de la mission et d’accroître l’autonomie du robot.
3.5 Conclusion
Dans ce chapitre nous nous sommes attachés à développer un processus d’estimation de la
profondeur des indices visuels. Celui-ci est basé sur une paire prédicteur/ correcteur exploitant
un nombre d’images paramétrable par l’utilisateur. Il est ainsi possible d’obtenir une estimée
précise malgré la présence de bruit sur les mesures visuelles et sur l’odométrie. Cette estimée est
essentiellement utilisée comme valeur initiale dans l’algorithme de reconstruction des indices
visuels proposé dans [Folio 2007]. De plus, comme nous l’avons vu, elle peut être exploitée
pour d’autres applications : calcul automatique des indices visuels de référence, détection de
la convergence, ... Les résultats obtenus en simulation et expérimentation montrent que le
couplage des méthodes d’estimation et de reconstruction permet de gérer efficacement les
occultations.
Nous avons donc étendu les travaux proposés dans [Folio 2007] de manière à obtenir une
méthode complète permettant de traiter la perte du signal visuel. Cependant les occultations
ne sont pas les seules contraintes à prendre en compte lors de la réalisation d’une tâche de
navigation référencée vision dans un environnement encombré. Il faut de plus être capable de
gérer les problèmes de collision et d’effectuer de longs déplacements. C’est à ces deux problèmes
que nous nous intéressons dans le chapitre suivant.
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Dans ce chapitre, notre objectif est de réaliser une navigation référencée vision nécessitant de
grands déplacements dans un environnement peu connu. Pour cela, il est nécessaire d’une part
de traiter les occultations et les collisions et d’autre part d’accroître la portée de la navigation.
Disposant de techniques permettant de tolérer les pertes du signal visuel, nous nous attachons
ici à résoudre les deux autres problèmes mentionnés.
Dans un premier temps, nous considérons le problème de l’évitement d’obstacles pendant la
réalisation d’une tâche référencée vision. Ce problème a été au coeur de travaux antérieurs
réalisés au LAAS [Cadenat 1999] [Souères & Cadenat 2003] [Folio 2007] que nous rappellerons
brièvement et sur lesquels nous nous appuierons fortement pour proposer notre solution. Ces
méthodes consistent à réaliser un suivi de chemin sur la seule base d’informations fournies par
le télémètre laser. De la même manière que pour l’asservissement en position, nous utiliserons
donc une méthode locale. Dans un second temps, nous nous focaliserons sur l’augmentation de
la portée de la navigation qui constitue ici notre contribution essentielle. En effet, les lois de
commande utilisées pour la navigation ne requièrent pas de connaissances a priori sur l’envi-
ronnement, et sont calculées sur la base de données acquises au cours de la navigation. Il n’est
donc pas possible de réaliser de grands déplacements dans un environnement encombré avec
la seule seule utilisation de ces outils. Nous proposons donc d’ajouter une carte de l’environ-
nement qui, couplée aux méthodes précédemment présentées, offrira une portée globale à la
navigation. De plus, nous verrons que l’ajout de cette carte nécessite de définir une stratégie
de navigation au long cours. Pour cela, nous introduirons un algorithme de supervision garan-
tissant le bon déroulement de tâche globale. Nous présentons donc d’abord les travaux plus
anciens concernant l’évitement d’obstacles et les stratégies de commande, avant de montrer
comment utiliser ces outils pour réaliser de grands déplacements par asservissement visuel
2D.
4.1 Outils pour la navigation
Dans cette section nous nous intéressons aux outils nécessaires à la navigation au long cours.
Comme nous l’avons vu plus haut, il est nécessaire de donner au robot la capacité d’éviter les
obstacles imprévus. Pour cela, nous proposons d’utiliser la stratégie de commande développée
dans [Cadenat 1999]. Celle-ci consiste à basculer entre l’asservissement visuel et un correcteur
assurant la non collision préalablement synthétisé. Afin que cette stratégie puisse être mise
en place, il est nécessaire de savoir sélectionner le correcteur adéquat au bon moment et
de garantir la continuité de la loi de commande lors de la transition entre les correcteurs.
Nous rappelons d’abord les travaux concernant l’évitement d’obstacle puis nous présentons les
méthodes permettant d’enchaîner les différentes lois envisagées.
4.1.1 Evitement d’obstacle
La méthode proposée dans [Cadenat 1999] s’appuie sur le formalisme du suivi de chemin [Sam-
son 1992]. L’idée consiste à suivre un chemin de contournement, noté ⇠0, situé à une distance d0
de l’obstacle (cf. figure 4.1). Pour cela, seule la base mobile doit être commandée. Cependant,
il est nécessaire de contrôler la caméra afin de garder les indices visuels dans le champ de vue.
Ainsi, l’évitement d’obstacle terminé, il sera possible de reprendre l’asservissement visuel. Il
est donc nécessaire de découpler les mouvements de la base mobile de celle de la caméra. Nous
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présentons dans une première partie le correcteur associé à l’évitement d’obstacle, puis dans
une seconde celui permettant de garder en vue l’amer d’intérêt.
4.1.1.1 Commande de la base mobile
Figure 4.1 – Evitement d’obstacle par suivi de chemin
Dans cette section, nous nous intéressons donc au calcul des vitesses  coll et !coll permettant
de réaliser un évitement d’obstacle. Considérons la figure 4.1. En projetant orthogonalement
le robot sur l’enveloppe ⇠0, nous définissons un repère de Frenet R
0
M d’origine M
0 . Soient dcoll
la distance entre le point M et l’obstacle, et ↵ la différence, exprimée dans le repère R0M , entre
l’orientation de la platine et l’orientation de la tangente au point M 0 . Le robot étant équipé
d’un télémètre laser, ces deux paramètres peuvent être calculés en ligne durant la navigation.
Nous pouvons désormais définir l’erreur de positionnement latéral par   = (dcoll d0) et l’erreur
d’orientation par ↵. La dynamique du couple ( ,↵ ) par rapport au repère R0M s’exprime comme
suit [Canudas de Wit et al. 1993] :
8<:
 ˙ =  coll sin(↵)
↵˙ = !coll   ⇤ coll cos↵1+ ⇤ 
(4.1)
où ⇤ = 1R représente la courbure de l’obstacle au pointM
0 et R désigne son rayon de courbure.
  est défini selon le sens de contournement, de la manière suivante :
–   = +1 si le robot contourne l’obstacle dans le sens trigonométrique.
–   =  1 si le robot contourne l’obstacle dans le sens horaire.
–   = 0 si le contour de l’obstacle est localement une ligne droite.
Dans le formalisme du suivi de chemin [Samson 1992], l’objectif est d’assurer la convergence
géométrique du centre M du véhicule vers le chemin à suivre ⇠0 indépendamment de la vi-
tesse linéaire du robot. Le but est donc de déterminer une loi de commande !coll permettant
d’amener le couple ( ,↵ ) à zéro, étant donné une vitesse linéaire non nulle définie a priori.
Pour cela, nous nous appuyons sur les techniques de régime glissant et considérons la variable
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de glissement   suivante :
  =   + ↵, 8 2 R⇤ (4.2)
où  est un gain scalaire non nul qui permet de déterminer la vitesse relative de convergence de
  et ↵. On peut montrer que la convergence de   à zéro entraîne celle du couple ( ,↵ ), répondant
ainsi au problème du suivi de chemin [Souères et al. 1998] [Cadenat 1999]. Cependant, la
régulation à zéro de   ne permettant de fixer que !coll, nous imposons de plus au robot de
suivre l’enveloppe de contournement ⇠0 avec une vitesse constante  0 6= 0 prédéfinie. Pour
cela, nous chercherons à réguler à zéro l’erreur (l    0t), où l représente l’abscisse curviligne
du centre M du robot dans le repère RM défini à l’instant auquel débute l’évitement, ce qui
conduit à définir la fonction de tâche ecoll suivante [Souères & Cadenat 2003] :
ecoll =
✓
l    0t
  + ↵
◆
(4.3)
En dérivant ecoll par rapport au temps, il vient :
e˙coll =
✓
 coll    0
 ˙ + ↵˙
◆
(4.4)
A l’aide de la relation (4.1), e˙coll peut se réécrire comme suit :
e˙coll = Jcoll
✓
 coll
!coll
◆
+A =
✓
1 0
sin(↵)  ⇤ cos↵1+ ⇤  
◆✓
 coll
!coll
◆
+
✓   0
0
◆
(4.5)
Notons que det(Jcoll) =  et donc que la tâche est ⇢-admissible pour  6= 0. Nous désirons
fixer une décroissance exponentielle telle que :
e˙coll =   collecoll (4.6)
A partir des équations (4.5) et (4.6), nous obtenons la commande d’évitement d’obstacle
suivante [Souères & Cadenat 2003] :
q˙base =
✓
 coll
!coll
◆
= J 1coll(  collecoll  A) (4.7)
4.1.1.2 Commande de la platine
Dans la section précédente, nous nous sommes intéressés au calcul des vitesses  coll et !coll
permettant de contourner un obstacle. Cependant, cette méthode ne tient pas compte de
la présence de la platine portant la caméra. Nous rappelons que le correcteur réalisant la
navigation utilise des informations visuelles relatives à un amer. Il est donc primordial de
garder l’amer dans le champ de vue de la caméra lors de l’évitement d’obstacle. Ainsi, les
informations visuelles requises par la navigation restent disponibles durant toute la phase de
contournement. Dans cette section, nous nous intéressons donc au calcul de la vitesse $coll
permettant de garder l’amer en vue lors d’un évitement d’obstacle.
Page 76
4.1. Outils pour la navigation
Notre caméra ne réalisant des déplacements que dans le plan horizontal, nous proposons de ne
considérer que les coordonnées Y des points dans l’image. De plus, cherchant à contrôler un
seul degré de liberté, il est nécessaire que la fonction de tâche soit un scalaire pour garantir la ⇢-
admissibilité. Nous définissons donc la fonction de tâche epl comme suit [Cadenat 1999] :
epl = Y0 (4.8)
où Y0 correspond à la coordonnée selon l’axe Y de l’image du centre de gravité des points
caractérisant l’amer. Ainsi la régulation à zéro de epl permet de centrer l’amer dans l’image,
garantissant ainsi sa présence dans le champ de vue de la caméra. En dérivant epl par rapport
au temps, nous obtenons :
e˙pl =
⇣
  fz0 Y0z0 f +
Y 20
f
⌘
Tr = LY0Tr (4.9)
avec z0 la profondeur du centre de gravité. Il faut noter que la matrice d’interaction LY0 n’est
qu’une approximation. En effet, la matrice d’interaction associée au centre de gravité se déduit
des matrices d’interactions associées aux moments de l’image [Chaumette 2004].
Afin d’imposer une décroissance exponentielle à epl, nous posons :
e˙pl =   plepl (4.10)
où  pl est un scalaire positif. Il reste désormais à déterminer la commande de la platine
satisfaisant cette dynamique. Pour cela, nous partitionnons la matrice jacobienne Jr de manière
à séparer les termes relatifs à la base de ceux de la platine. Nous obtenons alors :
Tr =
 
Jbase Jpl
 ✓ q˙base
q˙pl
◆
(4.11)
où
– Jbase désigne la matrice constituée des deux premières colonnes de la matrice jacobienne Jr,
correspondant aux mouvements de la base mobile.
– Jpl est donnée par la troisième colonne de la matrice jacobienne Jr, correspondant au mou-
vement de la platine.
– q˙base = ( coll !coll)T représente les vitesses linéaire et angulaire de la base lors de la phase
de contournement.
– q˙pl désigne la commande de la platine lors de la phase d’évitement, c’est-à-dire la vitesse de
rotation $coll.
En considérant les équations (4.9), (4.10) et (4.11), nous pouvons établir :
LY0Jbaseq˙base + LY0Jplq˙pl =   plepl (4.12)
Nous en déduisons l’expression de la commande de la platine permettant de centrer la cible
dans l’image lors de la phase d’évitement [Cadenat 1999] :
q˙pl =   1LY0Jpl
( plepl + LY0Jbaseq˙base) (4.13)
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Ainsi, la commande de la platine intègre l’erreur de suivi de l’amer visuel, tout en compensant
les déplacements de la base mobile en phase d’évitement. De cette manière, la conservation
de l’amer visuel dans l’image est garantie pendant la phase de contournement. Le vecteur de
commande q˙eo permettant de contourner un obstacle tout en gardant l’amer d’intérêt dans le
champ de vue de la caméra est défini comme suit [Cadenat 1999] :
q˙eo =
✓
q˙base
q˙pl
◆
(4.14)
Remarque : De la même manière que pour l’asservissement visuel 2D, lors d’un évitement
d’obstacle avec occultation, la caméra est commandée à l’aide d’indices visuels calculés à partir
des équations d’évolution.
4.1.2 Transition entre les correcteurs
Nous sommes maintenant en possession de deux correcteurs permettant de réaliser une navi-
gation en environnement encombré : le premier, q˙av, utilisé pour un asservissement visuel 2D
positionnant le robot à la situation désirée, le second q˙eo, pour contourner les obstacles. Ces
deux lois de commande sont indépendantes et ne peuvent être utilisées simultanément. Afin de
sélectionner le correcteur adapté à la situation, il est nécessaire de définir les événements-clés
intervenant dans le déroulement de la tâche (risques de collision, d’occultation, etc). De plus,
il n’est pas possible de commuter sans chercher à assurer la continuité des vitesses. Afin de
répondre à ces attentes, deux méthodes de transition ont été développées : la combinaison
convexe [Cadenat 1999] et le séquencement dynamique [Souères & Cadenat 2003]. Dans cette
section, nous proposons dans un premier temps une présentation des deux méthodes, puis nous
réalisons une étude comparative entre celles-ci.
4.1.2.1 Enchaˆınement par combinaison convexe
La combinaison convexe consiste à concevoir un correcteur global q˙global à l’aide de nc cor-
recteurs élémentaires et indépendants q˙i, avec i 2 [0, ..., nc   1]. Pour cela, q˙global est calculé
comme suit :
q˙global =
nc 1X
i=0
 iq˙i (4.15)
où 0 <  i < 1 et
P
 i = 1.  i sont des variables permettant d’activer les nc correcteurs. Ces
variables étant généralement calculées de manière à assurer la continuité de la commande lors
du basculement, celle-ci est garantie par construction.
Dans notre cas, nous cherchons à définir un correcteur global q˙nav réalisant la fusion des
correcteurs élémentaires q˙av et q˙eo. A partir de l’équation (4.15), nous définissons q˙nav comme
suit :
q˙nav = (1  µcoll)q˙av + µcollq˙eo (4.16)
Page 78
4.1. Outils pour la navigation
Figure 4.2 – Enchaînement par combinaison convexe pour la navigation
où µcoll est une fonction de la distance à l’obstacle qui permet d’activer le correcteur adéquat
tout en lissant le basculement. Cette fonction dépend de la stratégie de commande souhaitée.
Un choix possible est proposé ci-après (cf. figure 4.2) [Folio 2007] :
8>>><>>>:
µcoll = 0 si dcoll > d0 ET EV ITEcoll = 0 ET SORTIRcoll = 0
µcoll =
dcoll d0
d  d0 si dcoll 2 [d , d0] ET EV ITEcoll = 0
µcoll =
dcoll d+
dS d+ si dcoll 2 [dS , d+] ET SORTIRcoll = 1
µcoll = 1 sinon
(4.17)
où
– d  est la distance entre l’enveloppe ⇠  et l’obstacle. L’enveloppe ⇠  définit une zone à
l’intérieur de laquelle seul le correcteur q˙eo est actif.
– d+ est la distance entre l’enveloppe ⇠+ et l’obstacle. L’enveloppe ⇠+ définit une zone à
l’extérieur de laquelle seul le correcteur q˙av est actif.
– EV ITEcoll est un indicateur positionné à 1 lorsque le robot franchit l’enveloppe de sécurité
⇠ . Il permet de maintenir µcoll à 1, et par conséquent la commande de contournement q˙eo,
tant qu’il y a un risque de collision.
– SORTIRcoll est un indicateur de sortie qui passe à 1 lorsque la condition de sortie est
satisfaite. Cette condition doit être vérifiée lorsque la tâche référencée vision et la tâche
d’évitement d’obstacle deviennent compatibles. Dans [Cadenat 1999], l’auteur propose de
définir cet événement dès lors que les directions de la base mobile et de la platine deviennent
parallèle à l’obstacle, se traduisant par l’annulation des angles # et ↵.
– dS est la distance du robot à l’obstacle relevée par le télémètre laser lorsque la condition de
sortie intervient. Elle permet de garantir la continuité de l’évolution de µcoll au moment où
le robot est autorisé à quitter l’enveloppe de contournement de l’obstacle.
Notons que lors des phases de transition, la commande appliquée au robot est une combinaison
des commandes calculées par les deux correcteurs élémentaires. Il est possible que les vitesses
obtenues soient incompatibles entrainant alors l’existence de minima locaux. De plus, la durée
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de la transition est fixée à l’aide des enveloppes ⇠  et ⇠+, c’est-à-dire de manière géométrique.
Il peut s’avérer difficile de régler ces valeurs a priori pour chacun des obstacles présents dans
la scène.
4.1.2.2 Enchaˆınement par se´quencement dynamique
Le séquencement dynamique a été initialement développé dans [Souères & Cadenat 2003]. Il
est basé sur le formalisme des fonctions de tâches et permet de garantir la continuité de la
commande à l’instant ts de commutation entre les différents correcteurs. Soient deux fonctions
de tâches ei et ei+1 à enchainer. Sous l’hypothèse qu’elles sont ⇢-admissibles, les correcteurs
permettant de les réguler à zéro sont donnés par :

q˙i = J
 1
i e˙
⇤
i
q˙i+1 = J
 1
i+1e˙
⇤
i+1
(4.18)
où e˙⇤i et e˙⇤i+1 sont les dynamiques des fonctions de tâches ei et ei+1. Le séquencement dyna-
mique cherche à garantir l’égalité des commandes q˙i et q˙i+1 à l’instant de commutation ts. En
d’autres termes :
q˙(t) =

q˙i(t) 8t  ts
q˙i+1(t) 8t   ts (4.19)
Pour cela, une solution consiste à choisir [Mansard & Chaumette 2007] pour e˙⇤i+1 :
e˙⇤i+1(t) =   i+1ei+1(t) + ⇢(t) (4.20)
où ⇢(t) doit être défini de telle manière que e˙⇤i+1(t) =   i+1ei+1(t) = e˙i+1(t), 8t >> ts. Dans
[Mansard & Chaumette 2007], les auteurs proposent de définir ⇢(t) comme étant :
⇢(t) =
 
Ji+1J
 1
i e˙i(ts) +  i+1ei+1(ts)
 
e ⌧(t ts) (4.21)
où ⌧ > 0 est un scalaire fixant le temps de décroissance. Pour t >> ts, ⇢(t) = 0 et e˙⇤i+1(t) =
e˙i+1(t). Ainsi à partir des équations (4.18), (4.19), (4.20) et (4.21), nous obtenons à l’instant
t = ts :
q˙i+1(ts) = J
 1
i+1(ts)
    i+1ei+1(ts) + ⇢(ts) 
= J 1i+1(ts)
    i+1ei+1(ts) + Ji+1(ts)Ji(ts) 1e˙i(ts) +  i+1ei+1(ts) 
= Ji(ts)
 1e˙i(ts)
= q˙i(ts) (4.22)
Le séquencement dynamique permet donc de garantir la continuité de la loi de commande
lorsque le problème est modélisé sous la forme de fonctions de tâches à séquencer. La tran-
sition se faisant dans le temps et non dans l’espace, l’approche ne nécessite que de fixer le
temps de décroissance ⌧ . De plus, la condition déclenchant la commutation est extérieure à
la méthode. Dans notre cas, il s’agit du franchissement de l’enveloppe ⇠0. Au premier abord,
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le séquencement dynamique semble donc être plus facilement réglable que la combinaison
convexe.
4.1.2.3 Etude comparative
Dans cette section, nous proposons de simuler des navigations par asservissement visuel dans
un environnement encombré d’obstacles non occultants. Pour cela, nous utilisons deux lois de
commande, l’une basée sur l’asservissement visuel et l’autre sur le contournement d’obstacles.
Les transitions sont réalisées soit par combinaison convexe, soit par séquencement dynamique.
Pour les deux types de simulations, la navigation est effectuée par rapport à une cible caracté-
risée par quatre points et avec un gain  av = 0.35. Le robot a pour état initial   = [0 0 0 ⇡4 ]
T
tandis que la caméra doit atteindre la situation  C = [7.1 3 0]T . La loi de commande réali-
sant le contournement d’obstacle est calculée avec  coll = 0.7 et  = 0.1. Enfin, la période
d’échantillonnage est fixée à 100 ms.
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Figure 4.3 – Navigation avec combinaison convexe
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(a) Evolution des vitesses angulaires de la base
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(b) Evolution des vitesses angulaires de la platine
Figure 4.4 – Navigation avec combinaison convexe
Pour la première simulation, la navigation est réalisée à l’aide de la combinaison convexe.
Nous fixons d  = 0.3m, d0 = 0.5m et d+ = 0.7m. Comme nous pouvons le voir dans la figure
4.3(a), le robot atteint le but prédéfini tout en évitant les obstacles. De plus l’évolution des
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vitesses de navigation q˙nav, présentée dans les figures 4.3(b), 4.4(a) et 4.4(b), ne présente pas
de discontinuité. Cela est dû à la régularité du paramètre µcoll, dont l’évolution est présentée
dans la figure 4.5. L’enchaînement par combinaison convexe permet donc de sélectionner le
correcteur adéquat, tout en garantissant la continuité de la loi de commande.
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Figure 4.5 – Evolution de µcoll lors d’une navigation avec combinaison convexe
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(b) Evolution des vitesses linéaires
Figure 4.6 – Navigation avec séquencement dynamique
Pour la seconde simulation, la navigation est réalisée à l’aide d’un enchaînement par séquence-
ment dynamique avec ⌧ = 2s. Comme précédemment, le robot atteint son but tout en évitant
les obstacles (cf. figure 4.6(a)). La trajectoire est par ailleurs globalement identique. De plus,
il n’existe pas de discontinuité dans l’évolution des commandes appliquées au robot (cf. figures
4.6(b), 4.7(a) et 4.7(b)).
Après un certain nombre de tests, nous sommes arrivés à la conclusion que les méthodes de
transitions sont équivalentes lorsque l’on utilise un correcteur pour l’asservissement visuel et
un autre pour le contournement d’obstacles. Cependant, dans [Cadenat et al. 2012], nous
avons pu mettre en évidence les limites de l’enchaînement par combinaison convexe. Dans cet
article, la commande globale du robot est calculée à partir de trois correcteurs : le premier est
associé à l’asservissement visuel, le second à l’évitement d’obstacle et le dernier à l’évitement
d’occultations. Lorsque l’enchaînement est réalisé par séquencement dynamique (cf. figure
4.8(a)), la navigation est parfaitement réalisée. Dans le cas où l’on utilise la combinaison
convexe (cf. figure 4.8(b)), la commande calculée provoque des déplacements inappropriés à la
navigation.
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(a) Evolution des vitesses angulaires de la base
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Figure 4.7 – Navigation avec séquencement dynamique
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Figure 4.8 – Navigation avec trois correcteurs
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Avec le séquencement dynamique, la loi de commande est calculée à partir d’un seul correc-
teur. De plus, à chaque basculement, il existe un régime transitoire permettant de garantir
la continuité de la loi de commande. Ainsi la navigation est réalisée si chaque correcteur
est correctement défini. Lorsque l’on utilise l’enchaînement par combinaison convexe, la loi
de commande appliquée au robot est donnée par une combinaison de plusieurs correcteurs
possiblement antagonistes, ce qui peut occasionner des problèmes de minima locaux ou des
manoeuvres. C’est donc pour cette raison que notre choix se portera sur l’enchaînement par sé-
quencement dynamique pour la suite de nos travaux, dans la mesure où toutes nos sous-tâches
peuvent s’exprimer sous la forme d’une fonction de tâche ⇢-admissible.
4.1.3 Simulation de navigation en environnement encombre´
Dans cette section, nous proposons de simuler une navigation dans un environnement en-
combré. Le robot doit atteindre une cible composée de quatre cercles en naviguant dans un
environnement encombré d’obstacles non-occultant et occultant, respectivement représentés en
gris et noir dans la figure 4.9. Pour cela, nous disposons des correcteurs réalisant l’asservisse-
ment visuel 2D et le contournement d’obstacle. Les transitions entre ces derniers sont réalisées
par séquencement dynamique. Enfin, nous utilisons la paire prédicteur/correcteur pour estimer
la profondeur des indices visuels lorsque ceux-ci sont mesurables. Cette estimation est utili-
sée comme valeur initiale par l’algorithme de calcul d’évolution des indices visuels lorsqu’une
occultation se produit. Durant toute la simulation, les données fournies par les capteurs sont
bruitées comme précédemment afin de s’approcher des conditions expérimentales.
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Figure 4.9 – Exemple de navigation dans un environnement encombré
Malgré la présence d’obstacles, le robot accomplit la tâche de navigation comme nous pouvons
le voir dans la figure 4.9. Les correcteurs réalisant l’asservissement 2D et l’évitement d’obstacle
sont successivement utilisés. Comme nous le montre la figure 4.11(b), l’enchaînement par
séquencement dynamique permet de garantir la continuité de la loi de commande appliquée
au robot.
Enfin, au cours de la navigation la cible est occultée par un des obstacles. Cependant, grâce
au processus d’estimation de la profondeur (cf. figure 4.10) et à l’algorithme de calcul de
l’évolution des indices visuels, l’occultation est parfaitement gérée. En effet, nous pouvons voir
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Figure 4.10 – Estimation de la profondeur des indices visuels
dans la figure 4.11(a) que les indices visuels estimés (en pointillés) sont en adéquation avec
ceux mesurés (traits pleins). A l’aide des différentes méthodes présentées jusqu’à présent, il
est donc possible de réaliser une navigation en environnement encombré lorsque l’amer de
référence est perceptible dès le début.
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Figure 4.11 – Navigation dans un environnement encombré
4.2 La navigation au long cours
A l’aide des correcteurs réalisant l’asservissement visuel 2D (cf. partie 2.3.3) et le contour-
nement d’obstacles (cf. partie 4.1.1), ainsi que des équations d’évolution des indices visuels
(cf. partie 3.2.2.3), il est possible de réaliser une navigation référencée multi-capteurs dans
un environnement encombré d’obstacles occultants. Cependant l’amer utilisé pour obtenir le
signal de mesure doit être visible par la caméra dès le début de la navigation pour que cette
dernière puisse démarrer. A ce stade, la navigation est donc limitée par la portée de la caméra.
Pour relâcher cette contrainte, nous proposons d’utiliser un modèle de l’environnement. Nous
avons vu dans le premier chapitre que deux solutions s’offraient à nous : la carte métrique et la
carte topologique. Nous rappelons qu’une carte métrique est sensible aux erreurs de mesures,
ainsi qu’aux variations de l’environnement. De plus, les informations métriques que l’on en
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extrait ne sont pas en adéquation avec nos correcteurs basés sur un retour de sortie. La carte
topologique, plus robuste vis-à-vis des deux points mentionnés plus haut, permet quant à elle
de représenter la scène à l’aide de données de notre choix. Nous proposons donc d’utiliser une
carte topologique comme modèle de l’environnement pour augmenter la portée de la navigation
et réaliser de longs déplacements par asservissement visuel. Nous parlerons alors de navigation
au long cours.
Nous rappelons qu’une carte topologique est une représentation discrète de l’environnement
sous la forme d’un graphe [Thrun 2002]. De plus, elle est définie par une propriété carac-
téristique définissant les ensembles représentés par les nœuds et une condition d’adjacence.
Enfin, il est possible d’associer à chaque nœud des informations nécessaires à la commande ou
à la localisation. Plusieurs types de cartes topologiques ont été proposés afin de réaliser une
navigation visuelle. Dans [Matsumoto et al. 1996], les auteurs proposent d’utiliser une carte
topologique pour se localiser, mais aussi pour fournir les commandes permettant de réaliser
la navigation. Pour cela, une phase de pré-navigation durant laquelle des images sont enre-
gistrées 1 est réalisée. Pour chaque nouvelle image acquise, un nœud est créé. Il est ajouté au
graphe en le reliant au nœud précédent et l’image lui est attribuée. Enfin, une commande est
associée à chaque nouveau nœud. Le processus de construction de la carte permet ainsi de
créer une base de données contenant des images auxquelles correspondent des commandes.
Durant la navigation, le robot se localise en comparant l’image courante avec la base de don-
nées. La localisation est alors un test de similitude entre images. Une fois le robot localisé, la
commande associée à l’image est appliquée. Dans [Booij et al. 2007], les auteurs proposent de
ne pas utiliser toutes les images acquises lors de la pré-navigation. Pour cela ils extraient des
descripteurs SIFT des images issues de la base de données. Ils sélectionnent alors des images
clés en cherchant à maximiser la différence entre les situations de prise de vue de deux images
clés, tout en ayant un nombre minimal de descripteurs SIFT [Bay et al. 2006] communs. Un
nœud auquel sont associés des descripteurs SIFT, est créé pour chaque image clé sélectionnée.
Lors d’une navigation, il est ainsi possible de réaliser une localisation à l’aide d’une étude de
similitude entre les descripteurs issus de l’image courante et ceux issus de la base de données.
Finalement, le robot est commandé sur la base d’informations 3D obtenues à l’aide d’une
estimation de la matrice d’homographie entre l’image courante et l’images clé. Une approche
similaire est proposée pour différents types de robots, caméras et descripteurs dans [Cour-
bon 2009]. Enfin, dans [Cherubini et al. 2011] les auteurs proposent d’extraire des points de
Harris des images acquises au cours de la pré-navigation. De même que précédemment, des
images clés sont sélectionnées et un nœud est créé pour chacune d’entre elles. Les images clés
sont utilisées pour localiser le robot dans le graphe, mais aussi pour calculer la commande
permettant de réaliser la navigation.
Les trois dernières approches présentées proposent donc de construire une carte représentant
un chemin appris lors d’une phase de pré-navigation. Le robot doit ensuite rejouer ce chemin
avec plus ou moins de fidélité à l’aide des informations visuelles enregistrées et courantes.
Le processus de sélection des images clés garantit au robot de percevoir l’image suivante
lorsqu’il a atteint un but intermédiaire. De plus le robot est assuré de pouvoir atteindre chaque
image clé depuis la précédente puisque cela a été le cas lors de la pré-navigation. Cependant,
le fait que les situations pour lesquelles les images clé ont été obtenues soient relativement
proches ne permet pas au robot de dévier du chemin appris. Il semble alors difficile d’éviter
des obstacles qui n’étaient pas présents lors de l’apprentissage. Seuls les auteurs de [Cherubini
et al. 2011] proposent de synthétiser un correcteur permettant de remédier à cette situation.
1. La phase de pré-navigation est commune à toutes les approches que nous présentons dans ce paragraphe.
Page 86
4.2. La navigation au long cours
Néanmoins, les occultations totales ne sont tolérées pour aucune des méthodes présentées dans
cette section.
Dans ce mémoire, nous proposons de décomposer la tâche de navigation au long cours en
plusieurs tâches de sous-navigation 2. Pour atteindre la cible finale qui n’est pas visible pour la
situation initiale, le robot devra donc atteindre successivement une série de cibles constituant
des sous-buts. La carte topologique correspondant à nos besoins est donc constituée de nœuds
représentant les amers. Deux nœuds doivent être reliés si les amers associés sont mutuellement
visibles et atteignables depuis leur voisinage respectif. A l’aide de la carte topologique, il est
alors possible de calculer un chemin correspondant à la séquence de cibles devant être atteintes
par le robot. Enfin, il est nécessaire de définir une stratégie de navigation au long cours. En
effet, tout au long de la navigation, le robot doit détecter les amers présents dans la scène, se
localiser, sélectionner la cible par rapport à laquelle il doit s’asservir, éviter les obstacles, gérer
les occultations, ... Nous proposons de définir un algorithme de supervision qui détermine les
actions à réaliser en fonction des données perçues par les différents capteurs. Dans cette section,
nous présentons donc dans un premier temps les outils relatifs à la carte topologique puis nous
nous attardons sur la stratégie de navigation au long cours et à l’algorithme de supervision
qui en découle. Enfin, nous terminons notre présentation par des simulations présentant nos
premiers résultats concernant la navigation au long cours.
4.2.1 La carte topologique
4.2.1.1 De´finition de notre carte topologique
Afin de concevoir la carte topologique adaptée à notre approche, il est nécessaire d’identifier
dans un premier temps les amers utilisés pour caractériser l’environnement. Dans notre étude,
nous proposons d’utiliser des cibles artificielles, chacune composée d’un nombre différent de
cercles rouges (cf. figure 4.12(b)) et disposées en des lieux particuliers de la scène. Par la suite,
nous prévoyons d’utiliser des amers naturels, qui seront caractérisées par des points de Harris
[Harris & Stephens 1988], des descripteurs SURF [Lowe 1999] ou SIFT [Bay et al. 2006] (cf.
figure 4.12(b)). Une étude des performances de ces méthodes pour différents types de caméras
est réalisée dans [Courbon 2009]. Les cibles étant identifiées, nous devons maintenant concevoir
la carte topologique de l’environnement.
Nous nous intéressons à la définition de la carte topologique adaptée à notre approche. Pour
chaque amer il existe une zone de la scène à l’intérieur de laquelle ce dernier est visible.
Nous proposons alors de définir les nœuds de notre graphe comme étant les zones de visibilité
des amers. Notre propriété caractéristique définissant les ensembles représentés par les nœuds
est donc la visibilité d’un amer. Afin d’illustrer nos propos, nous proposons de considérer
l’environnement, présenté dans la figure 4.13, à l’intérieur duquel quatre cibles numérotées de
1 à 4 ont été placées. Pour chacune d’entre elles, les zones de visibilité sont présentées dans
les figures 4.14(a), 4.14(b), 4.14(c) et 4.14(d). Le graphe associé à la scène (cf. figure 4.16)
contient donc quatre nœuds correspondant chacun à une zone de visibilité.
Nous proposons de définir la condition d’adjacence comme étant la présence d’une zone com-
mune de visibilité pour deux cibles. Cela signifie que les deux cibles peuvent être perçues par
la caméra si le robot est à l’intérieur de cette zone. Les zones de visibilité des cibles 1 et 4 sont
2. Une sous-navigation correspond à un déplacement du robot vers une seule cible, utilisant l’asservissement
visuel 2D et l’évitement d’obstacles.
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(a) Exemple d’amer artificiel
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Figure 4.12 – Exemples d’amer
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Figure 4.13 – Exemple d’environnement de navigation
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Figure 4.14 – Zones de visibilité des différentes cibles
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regroupées dans la figure 4.15(a). Il existe une zone de visibilité commune pour ces deux cibles
représenté par le quadrillage. Il est donc possible de relier les nœuds du graphe correspondant
aux zones de visibilité des amers 1 et 4 (cf. figure 4.16). Dans la figure 4.15(b), nous avons
regroupé les zones de visibilité des cibles 2 et 3. Nous pouvons voir qu’il n’y a pas de recou-
vrement et donc nous ne relions pas les nœuds 2 et 3 du graphe (cf. figure 4.16). L’opération
est répétée pour chaque couple de cibles et finalement nous obtenons le graphe présenté dans
la figure 4.16.
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Zone de 
visibilité de la 
cible 1
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visibilité de la 
cible 4
Zone 
commune 
de visibilité 
des cibles 
1 et 4
(a) Zone commune de visibilité des
cibles 1 et 4
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visibilité de la 
cible 3
(b) Zone commune de visibilité des
cibles 2 et 3
Figure 4.15 – Exemple de zone commune de visibilité
2 341
Figure 4.16 – Graphe représentant l’environnement de navigation
4.2.1.2 Donne´es associe´es a` la carte topologique
Les règles définissant notre carte topologique sont désormais posées. Cependant la carte dans
son état actuel n’est pas suffisante pour permettre de réaliser une navigation visuelle au long
cours. En effet, il est nécessaire d’y ajouter les informations requises par les processus de
navigation et de localisation.
Afin de permettre au robot de se localiser dans le graphe, nous associons des données de
localisation à chaque nœud. Dans le cas où nous utilisons des amers artificiels, nous donnons
le nombre de cercles composant la cible. Pour des amers naturels, les données de localisation
correspondent aux descripteurs obtenus à partir d’images prises depuis différents points de
vue de l’amer.
Pour naviguer vers chaque cible, nous ajoutons à chaque nœud des données de navigation. Elles
correspondent à l’image de référence utilisée par la loi de commande. Les situations auxquelles
sont acquises les images doivent appartenir aux zones de visibilité commune. Ainsi, lorsque le
robot a accompli la tâche de sous-navigation par rapport à une cible, nous garantissons que la
caméra peut effectivement percevoir le prochain amer d’intérêt. Pour cela, il est possible que
le robot doive pivoter sur lui-même afin de le faire entrer dans son champ de vue. De plus, il
est envisageable que la cible suivante puisse être vue bien avant la fin de la sous-navigation
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par rapport à l’amer courant. Il peut alors être intéressant de définir une tâche de recherche
de cible durant la navigation.
4.2.1.3 Construction de la carte topologique
Nous considérons une scène où na amers Ti ont été identifiés, avec i 2 [1, ..., na]. Notre carte
topologique est construite lors d’une phase d’apprentissage ou pré-navigation. Cependant, le
robot n’est pas télé-commandé par l’utilisateur pour effectuer un chemin comme par exemple
dans [Matsumoto et al. 1996], mais pour être positionné successivement aux situations S⇤i =
[X⇤Mi Y
⇤
Mi
]T appartenant au voisinage de chaque amer Ti. En effet, à chaque amer correspond
un nœud Ni dans le graphe et nous cherchons alors à identifier les connexions Cij dans ce
dernier, avec j 2 [1, ..., na]. Afin de réaliser cette opération, nous ne cherchons pas à déterminer
les zones de visibilité pour chaque amer, mais à prouver l’existence d’une zone de visibilité
commune entre deux cibles Ti et Tj . Le robot étant positionné en S⇤i , il effectue alors une
rotation sur lui-même pour détecter les cibles visibles depuis cette position. Pour chaque cible
Tj perçue, une connexion Cij est créée entre les nœuds Ni et Nj . Enfin, une image de référence
par rapport à la cible Ti est enregistrée et associée au nœud Ni. Elle sera utilisée durant la
navigation au long cours pour réaliser la sous-navigation par rapport à la cible Ti.
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Figure 4.17 – Environnement de navigation
Afin de valider notre approche, nous avons réalisé un ensemble de simulations pour l’environ-
nement présenté sur la figure 4.17. Il est composé d’obstacles occultants qui sont représentés
en noir, d’un obstacle gris non-occultant et de na = 9 amers. La carte topologique modélisant
l’environnement est donc un graphe constitué de 9 nœuds. Afin de déterminer l’existence de
liens entre les nœuds, le robot est successivement placé aux situations S⇤i relatives aux amers
Ti, avec i 2 [1, ..., na]. Pour chaque position S⇤i , le robot détecte les amers visibles lors d’une
rotation sur lui-même. Nous obtenons alors le graphe présenté dans la figure 4.18. Notons que
le choix de la situation S⇤i a une influence sur le graphe. En effet, pour la situation S⇤2 , l’amer
T8 n’est pas détecté alors qu’il existe une zone de visibilité commune entre les cibles T2 et T8.
Un choix différent pour S⇤2 aurait permis de lier les nœuds N2 et N8 et donc de compléter la
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modélisation de la scène. Enfin, les images de références s⇤i utilisées dans les lois de commande
sont obtenues pour  ⇤i = [X⇤Mi Y
⇤
Mi
✓⇤i 0]T , où ✓⇤i est choisi de manière à ce que le robot soit
face à la cible considérée.
1
5
6
43
2
7
9
8
Figure 4.18 – Carte topologique de l’environnement
Nous sommes désormais en possession d’une carte topologique à partir de laquelle il est possible
de calculer un chemin constitué d’une série d’amers lorsque les amers initial et final sont définis.
Le robot peut donc réaliser une navigation pour laquelle la cible d’intérêt n’est pas visible pour
la situation initiale.
4.2.2 Lois de commande comple´mentaires
Avant de pouvoir réaliser une navigation au long cours dans les meilleures conditions, deux
situations spécifiques doivent être analysées. Premièrement, il est nécessaire de garantir le bon
comportement du robot lors d’une transition entre deux sous-navigations par rapport à des
amers distincts. En effet, comme nous avons pu le voir dans la section 2.3.3, il se peut que
le robot doive faire une manœuvre afin de réaliser l’asservissement visuel désiré. Nous devons
donc nous attacher à définir une stratégie permettant d’éviter ce mouvement indésirable. Nous
développerons une loi de commande spécifique que nous appellerons "réorientation". Deuxiè-
mement, nous avons vu dans la section 4.2.1.1, qu’il pouvait être intéressant de rechercher le
prochain amer pendant la sous-navigation avec l’amer courant. En effet, l’approche proposée
jusqu’à présent garantit la visibilité de la cible lorsque le robot atteint une situation de réfé-
rence. Cependant il est possible que la prochaine cible soit perceptible bien avant d’atteindre
cette situation. Il apparait donc nécessaire de développer une méthode de recherche d’amer
durant la navigation.
4.2.2.1 Loi de commande de re´orientation
Au début d’une sous-navigation par asservissement visuel 2D, le robot peut être contraint
de faire une manœuvre (cf. figure 4.19). Un point de rebroussement apparaît, ce qui peut
occasionner inutilement des risques de collision. En effet, le robot se déplace alors en marche
arrière et ne peut plus détecter la présence d’obstacles du fait de l’angle de débattement du laser
réduit à 270o. Il est donc nécessaire dans notre cas de chercher à éviter ces manœuvres.
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Figure 4.19 – Trajectoire avec un point de rebroussement
La présence d’un point de rebroussement est dépendante de la situation initiale du robot par
rapport à la cible. Ainsi, il n’y a pas de manœuvre lorsque celui-ci est initialement orienté en
direction de cette dernière. Nous proposons donc de synthétiser un correcteur permettant au
robot d’être correctement situé au début de l’asservissement visuel 2D. Il doit donc permettre
d’orienter la base mobile en direction de la cible. Pour cela, nous proposons de découpler la
commande de la base de celle de la platine (cf. section 4.1.1.2) de manière à atteindre deux
objectifs. Premièrement, nous désirons garder l’amer d’intérêt dans le champ de vue de la
caméra durant la phase de réorientation. Deuxièmement, la caméra étant dirigée vers la cible,
orienter la base mobile en direction de cette dernière est équivalent à réguler à zéro l’angle
#. Pour synthétiser le correcteur permettant de réorienter la base mobile, nous utilisons le
formalisme des fonctions de tâche. Il est ainsi possible de réaliser les basculements entre les
différents correcteurs par séquencement dynamique. Nous définissons donc la fonction de tâche
suivante :
ero =
✓
lro    rot
✓ro   !rot
◆
(4.23)
où lro et ✓ro sont l’abscisse curviligne et l’orientation de la base mobile exprimés dans le
repère du robot RM défini à l’instant où démarre la réorientation. De plus,  ro et !ro sont
respectivement les vitesses linéaire et angulaire du robot que nous désirons atteindre.  ro doit
être positif afin d’éviter tout point de rebroussement, tandis que le signe de !ro est identique
à celui de #. Ainsi, la réalisation de la tâche ero permet de réguler # à zéro avec des vitesses
de la base mobile données.
Afin de calculer la loi de commande permettant de réguler à zéro la fonction de tâche (4.23),
nous proposons d’imposer une décroissance exponentielle comme suit :
e˙ro =   roero (4.24)
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La dérivée par rapport au temps de (4.23) est donnée par :
e˙ro = Jroq˙base +Aro =
✓
1 0
0 1
◆
q˙base +
✓   ro
 !ro
◆
(4.25)
En utilisant les équations (4.23), (4.24) et (4.25), nous obtenons :
q˙base = J
 1
ro (  roero  Aro) (4.26)
A l’aide de la commande (4.26), nous imposons au robot d’avancer tout en tournant dans
une direction imposée. Cependant pour que la caméra garde dans son champ de vue l’amer
d’intérêt, il est nécessaire de commander la platine. Pour cela, nous nous appuyons sur la loi
de commande (4.14) utilisée pour commander la platine lors d’un évitement d’obstacle.
Il n’est pas nécessaire d’orienter la base mobile exactement en direction de la cible pour
éviter les points de rebroussement. Nous proposons donc d’utiliser la loi de commande (4.26)
jusqu’à que l’angle # soit proche de zéro. Ainsi, nous pouvons garantir que les transitions entre
chaque sous-navigation conduisent à des trajectoires lisses et qu’aucun danger de collision non
détectable ne sera introduit par des manœuvres indésirables.
4.2.2.2 Recherche d’une cible durant une navigation
Lors d’une navigation au long cours, le robot doit enchaîner des sous-navigations par rap-
port à des amers Ti, avec i 2 [1, ..., na]. De plus, il doit trouver l’amer Ti+1 à partir d’un
certain voisinage de Ti. La méthode selon laquelle nous avons construit la carte topologique,
nous garantit que Ti+1 est visible pour la situation S⇤i . Cependant, Ti+1 peut éventuellement
être aperçue bien avant que cette situation soit atteinte. Nous proposons de développer une
stratégie permettant au robot de chercher l’amer Ti+1 tout en réalisant la sous-navigation
courante. Ainsi, le robot peut basculer vers la tâche suivante sans avoir complètement réalisé
la précédente.
Dans le chapitre 3, nous avons vu qu’il était possible de naviguer par rapport à un amer même
lorsque celui-ci est occulté. Nous proposons de nous appuyer sur ce résultat pour réaliser
la recherche de cible durant une sous-navigation. En effet, nous prévoyons de déclencher des
"occultations volontaires" de l’amer durant lesquelles le robot navigue à l’aide d’indices visuels
estimés. La caméra n’étant plus utilisée pour la navigation, elle balaie la scène à la recherche
de la prochaine cible. Pour cela, la platine parcourt la zone comprise entre ses deux butées.
Si la cible est trouvée alors la sous-navigation par rapport à Ti+1 est lancée. Sinon la sous-
navigation par rapport à Ti est prolongée, en utilisant à nouveau des indices visuels mesurés.
L’opération de recherche de l’amer suivant est régulièrement relancée jusqu’à le trouver ou
terminer la mission courante.
Remarque : Lors d’une phase de recherche de la prochaine cible, des indices visuels esti-
més sont utilisés. Il est donc nécessaire d’être en possession d’une estimation correcte de la
profondeur avant de lancer ou relancer le processus de recherche. Nous proposons d’utiliser
l’estimation des indices visuels de référence pour détecter la convergence de l’estimation de la
profondeur (cf. 3.4.2). Tant que les indices visuels de référence n’ont pas convergé vers ceux
mesurés lors de phase de pré-navigation, cela signifie que la profondeur n’est pas correctement
estimée, et donc qu’il n’est pas judicieux de créer une "occultation volontaire". Nous proposons
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d’utiliser ce critère pour définir les instants auxquels nous pouvons déclencher une phase de
recherche de cible sans mettre en péril la navigation.
4.2.3 Strate´gie de navigation au long cours
Dans ce manuscrit, nous avons présenté différents outils permettant de réaliser une navigation
au long cours dans un environnement encombré d’obstacles possiblement occultants. Nous
proposons dans cette section de reprendre les six phases nécessaires à la navigation qui ont été
présentées dans le premier chapitre, tout en précisant les choix qui ont été les nôtres.
• Perception
Afin de réaliser une navigation au long cours, nous proposons d’utiliser une caméra sténopée
comme capteur principal. De plus, les données fournies par un télémètre laser sont utilisées
lors des phases d’évitement d’obstacles.
• Modélisation
La scène dans laquelle se déroule la navigation est modélisée à l’aide d’une carte topologique.
Chaque nœud représente la zone de visibilité d’un amer et un couple de nœuds est relié s’il
existe une zone de visibilité commune pour les deux amers. De plus, des données sensorielles
sont associées à chacun des nœuds. Ces dernières sont exploitées par les processus de loca-
lisation et de commande.
• Localisation
La localisation consiste à identifier la cible qui se situe dans le champ de vue de la caméra.
Ainsi, il est possible de connaître la situation du robot à l’intérieur du graphe. La localisa-
tion est réalisée à l’aide des données associées à chacun des nœuds de la carte topologique.
Dans le cas de cibles artificielles, il s’agit du nombre de cercles composant la cible. Il suf-
fit alors simplement de compter les cercles pour savoir de quelle cible il s’agit. Dans le cas
d’amers naturels, les informations sensorielles correspondent aux descripteurs issus d’images
obtenues pour différents points de vue. La localisation consiste alors à réaliser un test de
similitude entre les images. Pour cela, les descripteurs de l’image courante et ceux de la base
de données sont appariés. L’image issue de la base de données ayant le plus grand nombre
de points communs avec l’image courante est sélectionnée. Le nœud correspondant est alors
considéré comme celui où se situe le robot. Nous présentons un exemple de localisation pour
des amers naturels dans les figures 4.20(a) et 4.20(b). L’image courante se situe à gauche
tandis que les images issues de la base de données sont à droite. Dans notre cas le test de
similitude est concluant pour l’image de référence de la figure 4.20(a).
• Planification
La scène contenant na amers [T1, ..., Tna ] est modélisée par une carte topologique de na
nœuds. Il est alors possible de calculer un chemin TP constitué par une séquence de nP
amers [TP1, ..., TPnP ] à atteindre. La première étape consiste à identifier les cibles dans le
champ de vue de la caméra pour la situation initiale [XM (0) YM (0)] lors d’une première
phase de localisation. Dans un second temps, la cible finale étant donnée par l’utilisateur,
nous pouvons calculer le chemin à réaliser à l’aide de méthodes telles que l’algorithme de
Dijkstra [Dijkstra 1971] qui permet de trouver le plus court chemin dans un graphe.
Nous considérons l’environnement présenté dans la figure 4.17 contenant na = 9 amers et
la carte topologique associée présentée dans la figure 4.18. Le robot est initialement situé
en [XM (0) = 1 YM (0) = 0.5] et doit atteindre la situation S⇤7 relative à l’amer T7. Après
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Figure 4.20 – Exemple de localisation avec des amers naturels
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la phase de localisation, il apparait que les cibles T1 et T5 sont les points d’entrée possibles
dans le graphe. En utilisant l’algorithme de Dijkstra, il vient alors les deux chemins présentés
dans les figures 4.21(a) et 4.21(b) :
T 1P = [TP1, TP2, TP3, TP4, TP5 ] = [T1, T2, T4, T6, T7]
T 5P = [TP1, TP2, TP3, TP4, TP5 , TP6 ] = [T5, T1, T2, T4, T6, T7]
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(a) Chemin calculé avec le nœud 1
comme entrée
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(b) Chemin calculé avec le nœud 5
comme entrée
Figure 4.21 – Exemple de chemin dans le graphe
Nous n’avons introduit aucune information relative à la distance dans la carte topologique.
Notre choix se porte donc sur le chemin contenant le moins d’éléments, c’est-à-dire le chemin
T 1P contenant nP = 5 amers. Cependant, notre choix n’est pas forcément toujours le plus
pertinent. En effet, il peut arriver qu’un chemin contenant un plus grand nombre de nœuds
soit le plus court dans la scène.
• Action
Tout au long de ce manuscrit, nous avons identifié trois phases d’action nécessaires à la
réalisation d’une navigation au long cours. Premièrement, nous avons défini un correcteur
permettant au robot de réaliser des navigations sur une courte distance, appelées sous-
navigations. Ce correcteur cherche à annuler une erreur entre l’image courante donnée par
la caméra et une image de référence obtenue lors de la phase de pré-navigation. Il s’agit donc
d’un correcteur par retour de sortie. Deuxièmement, nous avons présenté un correcteur per-
mettant d’éviter des obstacles. Celui-ci essaie de stabiliser le robot sur un chemin défini à
partir des données fournies par le télémètre laser. Troisièmement, nous avons synthétisé un
correcteur permettant d’éviter les points de rebroussement lors de la transition entre deux
sous-navigations. Ce correcteur utilise l’image fournie par la caméra pour orienter cette
dernière en direction de la cible d’intérêt, tandis que la base mobile est contrôlée à l’aide
de données issues des capteurs proprioceptifs. La transition entre chacun de ces correcteurs
est assurée par un séquencement dynamique qui garantit la continuité de la loi de commande.
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• Décision
Le processus de décision doit permettre au robot d’activer ou de désactiver les outils que nous
avons présentés, afin de garantir le succès de la navigation au long cours. Nous proposons
d’utiliser un algorithme de supervision pour réaliser le processus de décision. L’algorithme
est construit selon une stratégie de navigation que nous allons développer par la suite.
La scène où se déroule la navigation a été modélisée lors d’une phase de pré-navigation.
Le robot doit alors identifier les amers qu’il peut voir depuis sa position [XM (0) YM (0)].
Pour cela il réalise une rotation de 360o sur lui-même. Les points d’entrées dans le graphe et
l’amer final étant connus, un ou plusieurs chemins sont calculés à l’aide de l’algorithme de
Dijkstra. Si plusieurs chemins sont disponibles, alors celui contenant le moins d’éléments est
sélectionné. La séquence d’amers TP à atteindre successivement est désormais déterminée.
Le robot exécute alors la phase d’initialisation qui consiste à réaliser de petites rotations
permettant d’estimer la profondeur des indices visuels de la cible TP1. Cette phase se termine
lorsque la reconstruction de la profondeur a convergé, c’est-à-dire lorsque les indices visuels
de référence estimés sont égaux à ceux mesurés lors de la pré-navigation. Nous utiliserons ce
critère tout au long de la navigation pour détecter la convergence du processus d’estimation.
Il est alors possible de gérer une occultation dès le début de la mission.
La sous-navigation par rapport à l’amer TP1 est alors démarrée. Si le robot s’approche
trop près d’un obstacle, le correcteur permettant de contourner l’obstacle est utilisé. De
plus, si une occultation est détectée, alors le robot navigue à l’aide d’indices visuels estimés.
Durant la sous-navigation le robot cherche régulièrement la prochaine cible TP2. Si elle n’est
pas trouvée, le robot continue la sous-navigation courante et redémarre le processus d’es-
timation de la profondeur. Celui-ci ayant convergé, la recherche de TP2 est relancée. Cette
boucle est répétée jusqu’à que la prochaine cible soit repérée ou que la sous-navigation soit
terminée. Dans ce dernier cas, le robot effectue une rotation sur lui-même afin d’identifier
la prochaine cible. Si elle n’est pas trouvée, alors le graphe est mis à jour et un nouveau
chemin est calculé. Dans le cas où aucun chemin ne permet d’atteindre la cible finale, nous
estimons que la navigation a échoué.
Nous considérons maintenant que la cible TP2 a été trouvée. La phase de réorientation
est donc lancée. Celle-ci est stoppée lorsque le robot est face à la cible TP2. Les phases de
sous-navigation, d’évitement d’obstacle et de recherche sont répétées selon les mêmes cri-
tères que précédemment tant que le robot n’a pas atteint la cible finale ou que la navigation
a échoué.
Nous présentons dans la figure 4.22 l’algorithme de supervision permettant de réaliser la
stratégie de navigation que nous venons de développer. Les cases rouges correspondent aux
états de la navigation, les oranges aux processus de navigation réalisés à l’aide de cor-
recteurs, et les vertes aux processus effectués lorsque le robot est à l’arrêt. De plus, les
différentes conditions permettant de passer d’un processus à l’autre sont résumées dans un
tableau. Nous obtenons ainsi une vue d’ensemble de la stratégie proposée pour réaliser une
navigation au long cours dans un environnement encombré.
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[A] 
Initialisation
[F] 
Asservissement 
visuel / 
Recherche de la 
prochaine cible
[C] Evitement 
d'obstacles
[B] 
Asservissement 
visuel
[D] 
Asservissement 
visuel avec 
indices visuels 
estimés
[G] Evitement 
d'obstalce / 
Recherche de la 
prochaine cible
[H] 
Réorientation
[E] Evitement 
d'obstacles 
avec indices 
visuels estimés
1
1
1
2
1&2
2 & !EON
2 & !EON
3 3
5 
5 4 & T
1 : Evitement terminé Obstacle détecté
2 : Convergence de l'estimation des indices visuels de références
3 : Fin de l'occultation Occultation détectée 
4 : Convergence de l'estimation des prochains indices visuels de références
5 : Fin de la réorientation
Prochaine cible non trouvée
1 & 3
1 & 2
6 : Fin de l'asservissement visuel
Fin de la réorientation et évitement d'obstacle
4 & T
77
7 : Prochaine cible non trouvée et détection d'occultation
[M1]
Planification
[J] 
Recherche 
de la cible
[M2] Mise à 
jour de la 
carte
ECHEC
8 : Sous-naviagtion terminée et prochaine cible non trouvée
7 : Prochaine cible non trouvée et détection d'occultation
9 : Prochaine cible non trouvée
10 : Mise à jour de la carte terminée
0
0 : Chemin calculé
8
8
9
10
E1
E1 : Aucun chemin ne mène à la cible finale
T : Mise à jour de la cible courante
Prochaine cible trouvée
8 & T
FIN
6 & EON
EON : La cible courante est la dernière cible du chemin
 !EON : La cible courante n'est pas la dernière cible du chemin
DEBUT
Figure 4.22 – Algorithme de supervision de la navigation au long cours
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4.2.4 Simulations de navigation au long cours
Dans cette section, nous proposons d’illustrer en simulation la stratégie de navigation présentée
dans ce chapitre. Pour cela, nous considérons l’environnement schématisé sur la figure 4.17,
où les obstacles occultants sont représentés en noir tandis que les non-occultants sont gris.
Chacune des cibles est constituée d’un nombre différent de cercles rouges. Le robot se localise
donc en comptant le nombre de cercles. Cependant, la loi de commande est calculée à partir de
quatre indices visuels quel que soit l’amer considéré. Comme pour les précédentes simulations,
du bruit est ajouté aux données fournies par les capteurs afin de s’approcher des conditions
d’expérimentation.
4.2.4.1 Exemple no1
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Figure 4.23 – Trajectoire du robot dans la scène
Pour cette première simulation l’environnement est modélisé par la carte topologique 4.18 ob-
tenue lors de la pré-navigation pour les situations présentées dans la figure 4.17. La base mobile
est initialement positionnée en [XM = 1 YM = 1]T et la caméra doit atteindre l’amer T7. s⇤7, a
été choisi de manière à ce que la situation atteinte S⇤7 soit définie par [XC = 4.1 YC = 7 ✓T =
⇡]T . Après une première phase de localisation les amers T1 et T5 sont identifiés comme les points
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Figure 4.24 – Evolution des vitesses du système robotique
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Figure 4.25 – Profondeur estimée des indices visuels de la cible T4
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Figure 4.26 – Profondeur estimée des indices visuels de la cible T6
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Figure 4.27 – Evolution des indices visuels pour les différentes cibles
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d’entrée dans le graphe. Deux chemins sont alors planifiés (cf. figures 4.21(a) et 4.21(b)) et
celui contenant le moins de nœuds est conservé. Pour réussir sa mission, le robot doit donc
atteindre successivement les cibles TP = [TP1, TP2, TP3, TP4, TP5 ] = [T1, T2, T4, T6, T7].
Comme, nous pouvons le voir dans la figure 4.23, la navigation est accomplie bien que des
obstacles soient présents dans la scène et que l’amer T7 ne puisse être perçu dès le début
de la tâche. Pour mener à bien sa mission, le robot a exploité les différents correcteurs à sa
disposition ainsi que les processus d’estimation évoqué dans le chapitre précédent. La figure
4.24 montre que les transitions entre correcteurs sont parfaitement gérées et que la loi de
commande appliquée au robot ne comporte pas de discontinuité. Les figures 4.25 et 4.26 repré-
sentent l’évolution des profondeurs estimées pour les indices visuels composant les amers T4 et
T6. L’estimation est réalisée par deux processus : le prédicteur/correcteur lorsque des images
sont disponibles, l’équation d’évolution de la profondeur lors des occultations. La qualité du
premier dépend directement du nombre d’images utilisées, et c’est pourquoi nous remarquons
une convergence vers la valeur réelle au fur et à mesure des acquisitions (entre les itérations 1
et 75 pour la figure 4.25). Le second processus nécessite une valeur initiale. L’erreur introduite
par cette dernière est conservée tout au long de l’estimation (entre les itérations 75 et 125
pour la figure 4.25). Enfin, notons que lorsque l’estimation est de nouveau réalisée avec la
paire prédicteur/correcteur (itération 125 pour la figure 4.25), il existe une discontinuité pour
la valeur de la profondeur. Cela est dû au fait qu’il est nécessaire d’être en possession d’au
moins deux images pour obtenir une estimation de la profondeur.
Finalement, nous nous intéressons à l’évolution des indices visuels composant chaque cible. Pre-
mièrement, nous pouvons remarquer que les indices visuels mesurés et estimés s’enchaînent
parfaitement. La paire prédicteur/correcteur fournit donc une estimation de la profondeur suf-
fisamment correcte pour permettre de gérer les occultations à l’aide des équations d’évolution
des indices visuels. Deuxièmement, notons que l’image de référence n’est jamais atteinte sauf
pour le dernier amer. En effet, le robot n’a jamais eu à atteindre les situations intermédiaires
finales pour percevoir la prochaine cible contenue dans le chemin.
Avec cette simulation, nous avons donc montré qu’il était possible de réaliser une navigation au
long cours en suivant la stratégie que nous avons développée tout au long de ce chapitre.
4.2.4.2 Exemple no2
Pour cette seconde simulation, nous considérons l’environnement présenté dans la figure 4.28
où seuls des obstacles occultants sont présents. Celui-ci étant un sous-ensemble de la scène
initiale, nous utilisons dans un premier temps la carte topologique 4.29(a) obtenue lors de la
phase de pré-navigation précédente. Notons que celle-ci a été réalisée avec un obstacle non-
occultant qui est désormais considéré comme occultant. A partir du graphe 4.29(a), nous
planifions le chemin à réaliser 4.29(b).
Comme nous pouvons le voir dans la figure 4.28, la caméra ne peut percevoir l’amer T4 lorsqu’il
navigue par rapport à T2. Le robot ayant terminé la sous-navigation par rapport à T2, la
carte topologique de l’environnement est mise à jour 4.29(c) : la connexion entre T2 et T4 est
supprimée. A partir de cette nouvelle situation un chemin est planifié 4.29(d). Celui-ci existant,
la navigation est relancée et le robot atteint l’objectif initial, c’est-à-dire l’amer T4.
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Figure 4.28 – Exemple de navigation avec replanification
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Figure 4.29 – Evolution de la carte topologique lors d’une re-planification
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4.2.4.3 Exemple no3
A partir de la carte topologique 4.18, il n’aurait pas été possible d’atteindre l’amer T7 si tous
les obstacles avaient été occultants. En effet, la navigation se serait arrêtée à la cible T8. Une
fois cette dernière sous-navigation terminée, le robot n’aurait pas été capable de détecter la
présence de T6. Nous aurions alors considéré que la navigation avait échoué.
Pour que le robot puisse atteindre l’amer T7 alors que tous les obstacles sont occultants, il
est nécessaire de fournir une carte topologique plus complète que la précédente. En effet, lors
de la construction du graphe 4.18, de nombreuses zones de visibilité commune n’ont pas été
détectées. Nous proposons désormais de réaliser la pré-navigation en considérant les situations
de référence de la figure 4.30. Le graphe correspondant et le chemin planifié sont présentés sur
les schémas 4.32(a) et 4.32(b). Il doit être noté que la zone de visibilité commune entre les
amers T6 et T8 est détectée grâce à un choix différent de la situation de référence. A partir
de cette modélisation, le robot peut accomplir sa mission (cf. figure 4.30) malgré la présence
d’obstacles occultants.
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Figure 4.30 – Environnement de navigation
A l’aide de ces différentes simulations, nous avons montré qu’il est possible de réaliser une
navigation au long cours dans un environnement encombré d’obstacles occultants à l’aide de
la stratégie que nous avons proposée. Cette approche repose sur une représentation partielle
de l’environnement sous forme de graphe couplé à un algorithme de supervision. Cependant,
le succès de la navigation dépend fortement de la modélisation de la scène qui est accessible
au robot. L’utilisateur doit donc s’attacher à fournir un graphe pour lequel un maximum de
zones de visibilité communes ont été détectées.
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Figure 4.31 – Evolution du robot dans la scène
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Figure 4.32 – Graphe pour la troisième simulation
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4.3 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la navigation au long cours d’un robot mo-
bile dans un environnement encombré d’obstacles possiblement occultants. Pour cela nous
nous sommes focalisés sur deux sous-problèmes : les risques de collision occasionnés par les
obstacles et la réalisation de longs déplacements. Il y a donc un volet local et un autre global.
Concernant le premier aspect, nous avons repris la stratégie de commande proposée dans [Ca-
denat 1999]. Celle-ci consiste à réaliser la navigation à l’aide de deux correcteurs : l’un dédié à
l’asservissement visuel et l’autre à l’évitement d’obstacles que nous avons rappelé brièvement.
De plus, nous avons présenté deux techniques d’enchaînement permettant de garantir la conti-
nuité de la loi de commande appliquée au robot. Sur la base de ces résultats, nous nous sommes
ensuite intéressés au volet global, qui constitue le cœur de ce chapitre. Nous avons ici cherché à
étendre la portée de la navigation qui était jusque là limitée par les capacités de perception de
la caméra. Pour cela nous avons proposé de coupler une carte topologique à un algorithme de
supervision permettant d’étendre les stratégies de commande sus-mentionnées. Les résultats
obtenus montrent la pertinence et l’efficacité de cette approche qui bénéficie de trois avantages
principaux : une représentation allégée de l’environnement, la tolérance des occultations et la
garantie de non-collision. Il devient maintenant possible pour le robot de réaliser de grands
déplacements par asservissement visuel dans des environnements peu connus.
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CHAPITRE 5
CONCLUSION
Dans ce manuscrit, nous nous sommes intéressés à la navigation d’un robot mobile dans
un environnement encombré d’obstacles possiblement occultants. Le système robotique étant
muni d’une caméra et d’un télémètre laser, nous avons exploité les techniques d’asservissement
visuel 2D pour guider le robot vers son objectif. Celui-ci est défini par une mesure dans l’image
relative à un amer d’intérêt et correspond à la situation devant être atteinte par la caméra.
Cependant, ces techniques ne permettent de réaliser la tâche considérée que si le robot évolue
dans un environnement libre. En effet, la présence d’obstacles peut conduire à des collisions,
des occultations ou à la non visibilité de l’amer d’intérêt dès le début de la tâche. Nous nous
sommes focalisés sur les deux derniers problèmes mentionnés.
Afin de répondre à la perte du signal visuel due à une occultation, nous avons choisi de nous
appuyer sur les solutions développées dans [Folio 2007]. Les techniques proposées dans ces tra-
vaux consistent à reconstruire les indices visuels lorsqu’ils ne sont plus disponibles. Elles sont
basées sur l’intégration d’un système dynamique particulier et nécessitent une valeur initiale
fiable de la profondeur à l’instant où se produit l’occultation. Notre première contribution a
donc consisté en le développement d’une paire prédicteur/correcteur capable d’estimer cette
donnée de manière rapide et précise. Nous avons d’abord montré qu’un estimateur exploitant
seulement deux images s’avérait inefficace dans un contexte réaliste. Nous avons alors amélioré
cette approche en utilisant un plus grand nombre d’images dans le but de limiter la sensibilité
du processus aux bruits de mesures. Pour cela nous avons d’abord analysé la commandabilité
de la base mobile seule puis celle de la caméra. Nous avons ainsi pu exhiber une séquence de
commandes équivalentes permettant de relier mathématiquement deux images quelconques.
Les résultats précédents peuvent alors être ré-utilisés pour construire un estimateur exploitant
plusieurs images et fournissant une valeur pertinente de la profondeur en contexte réaliste. Sur
cette base, nous avons ensuite développé une méthode permettant de déterminer automati-
quement les indices visuels de référence sans aucune connaissance a priori. Ce calcul peut être
réalisé au cours de la navigation ou lors d’une phase d’initialisation. Grâce à ces travaux, nous
sommes maintenant en mesure de traiter correctement le problème de la perte du signal visuel,
quelle qu’en soit son origine (occultation, panne de la caméra ou du traitement d’images, uti-
lisation temporaire de la caméra pour une autre tâche, etc.). Le robot est donc devenu capable
d’évoluer sur la base d’indices visuels virtuels pendant un laps de temps donné.
Dans le prolongement de ces travaux, nous nous sommes focalisés sur des missions pour les-
quelles l’amer d’intérêt n’est pas visible initialement. Cela se produit généralement lorsque l’on
cherche à réaliser de longs déplacements. Il s’agit alors d’une navigation au long cours. Pour
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répondre à ce problème, la stratégie de navigation élaborée consiste à définir une séquence
d’amers permettant d’atteindre la cible finale tout en gérant les problèmes liés à la présence
d’obstacles. Pour cela nous avons couplé une carte topologique à un algorithme de supervision.
La première fournit les informations globales nécessaires pour effectuer de longs déplacements.
Elle est définie par un graphe dont les nœuds correspondent aux amers discriminants de l’envi-
ronnement. Deux nœuds étant connectés si l’on détecte une zone de visibilité commune, il est
possible de déterminer la séquence d’amers permettant d’atteindre le but à l’aide d’une com-
mande référencée vision. La tâche de navigation globale peut alors être vue comme une suite
de sous-navigations locales. L’algorithme de supervision quant à lui regroupe un ensemble de
correcteurs locaux permettant de réaliser respectivement l’asservissement visuel, l’évitement
d’obstacle, la recherche de la cible suivante et la réorientation. Les deux premiers sont issus
de travaux antérieurs tandis que les seconds ont été synthétisés spécifiquement pour notre
problème. La sélection du correcteur adéquat est réalisée en ligne à l’aide des informations ex-
téroceptives fournies par les capteurs embarqués. De plus, lors des transitions, la continuité de
la loi de commande est garantie par le biais d’une méthode dédiée. L’ensemble des techniques
développées pour l’estimation de la profondeur et la navigation au long cours a été validé en
simulation et/ou expérimentation, démontrant la pertinence des approches proposées.
Ces travaux ont permis d’ouvrir un certain nombre de perspectives intéressantes. Tout d’abord,
nous nous focalisons sur les aspects vision. Nos méthodes s’appuyant sur des cibles artificielles,
l’extension logique consiste à exploiter des amers naturels. Pour cela, nous pensons que les
points de Harris et les descripteurs SIFT/SURF sont des outils pertinents. En effet, ceux-ci
permettent de caractériser un amer naturel par des descripteurs invariants à plusieurs para-
mètres tels que l’exposition ou bien l’angle de vue. Il apparaît alors possible de réutiliser les
algorithmes de reconstruction et de commande dans un environnement non instrumenté. De
plus, à l’aide de ces descripteurs il peut être intéressant de caractériser de manière générique
des éléments récurrents dans les scènes de navigation (portes, couloirs, fenêtres, etc.), ce qui
permettra de réduire la phase d’apprentissage significativement. En effet, celle-ci consistera
simplement à transformer le plan des locaux en un graphe topologique. On pourra alors s’af-
franchir de l’étape de pré-navigation. A plus long terme, nous envisageons aussi d’élargir la
gamme des tâches réalisables aux missions d’exploration. Il s’agirait ici de construire la carte
topologique de l’environnement de manière automatique sans que le robot cherche à atteindre
une situation prédéfinie.
Nous nous focalisons maintenant sur des aspects liés à l’estimation et la commande. Comme
nous l’avons vu, la méthode de reconstruction proposée est spécifique à notre système robotique
et à des indices visuels de type point. Si le second aspect n’est pas fondamentalement gênant,
le premier apparaît par contre clairement limitatif. C’est pourquoi nos premiers efforts dans ce
domaine consisteront à lever cette contrainte. Pour cela nous nous appuierons sur les travaux
présentés dans [Folio 2007]. Ceux-ci proposent une expression analytique de l’évolution des
points pour un torseur cinématique de la caméra constant, valable pour tout robot porteur.
Nous chercherons à calculer un torseur constant équivalent en suivant un principe similaire
à celui développé dans ce manuscrit. Nous obtiendrons ainsi une méthode de reconstruction
des indices visuels plus générique. D’un point de vue davantage orienté vers la commande
trois aspects nous semblent particulièrement intéressants. En premier lieu, nous pensons que
l’utilisation du zoom peut apporter des améliorations significatives pour la réalisation des
tâches de navigation au long cours. En effet, la distance pouvant être parcourue étant limitée
par la portée de la caméra, il nous semble intéressant d’essayer de l’accroître en exploitant
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judicieusement cet outil. Ensuite, nous souhaitons nous intéresser à la commande prédictive.
En effet, disposant d’un outil d’estimation des indices visuels et de leur profondeur performant,
il apparaît intéressant de le coupler avec ce type d’approche. Il sera ainsi possible de prendre
en compte de nouvelles contraintes telles que la saturation des actionneurs. Enfin, comme nous
avons pu le voir dans les simulations de navigation au long cours, le correcteur garantissant
la non-collision ne permet pas d’anticiper les obstacles. Cela conduit à des trajectoires peu
naturelles du point de vue de l’utilisateur. Nous proposons donc de développer une nouvelle
stratégie de contournement répondant à ce problème. Elle sera déterminée sur la base des
informations visuelles et proximétriques afin de définir un mouvement du robot mieux adapté.
Enfin, nous pensons aussi qu’une partie importante des travaux futurs devra être consacré à
la prise en compte de la dynamique de l’environnement. En effet, d’un point de vue sécurité, il
sera nécessaire de considérer des obstacles mobiles, en particulier le cas de piétons susceptibles
de se trouver dans un voisinage proche du robot. Ce dernier point, qui nécessitera de repenser
les stratégies d’évitement et les techniques d’estimation mises en place jusqu’ici, sera essentiel
pour permettre au véhicule de naviguer de manière sûre et autonome dans des environnements
où le robot côtoie l’homme.
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ANNEXE A
CALCUL DU TORSEUR CINE´MATIQUE DE LA
CAME´RA
Dans cette annexe, nous présentons les calculs permettant d’établir l’expression du torseur
cinématique de la caméra pour le système robotique modélisé dans la figure A.1. Celui-ci est
déterminé par rapport au repère de la scène RO et exprimé dans le repère caméra RC . Dans un
premier temps, nous chercherons à déterminer son expression dans le repère de la base mobile
RM puis la projetterons dans RC .
Figure A.1 – Modèle du système robotique
Tout d’abord, nous rappelons les expressions de RRM/RP et RRP /RC , qui sont respectivement
les matrices de passage entre RP et RM , et RC et RP :
RRM/RP =
0@ cos(#)   sin(#) 0sin(#) cos(#) 0
0 0 1
1A RRP /RC =
0@ 0 0 10 1 0
 1 0 0
1A (A.1)
De plus, le torseur TC/RO s’écrit comme suit :
TC/RO =
  !
V C/RO !
⌦RC/RO
!
=
  !
V C/RM +
 !
V M/RO +
 !
⌦RM/RO ^
  !
MC !
⌦RC/RM +
 !
⌦RM/RO
!
(A.2)
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Le calcul de TC/RO nécessite de déterminer
  !
MC, TC/RM =
h !
V C/RM
 !
⌦RC/RM
i
et TM/RO =h !
V M/RO
 !
⌦RM/RO
i
. Nous allons donc décomposer le calcul de TC/RO exprimé dans RC de la
manière suivante :
– Calcul de TM/RO exprimé dans RM .
– Calcul de TC/RM donnée dans RM .
– Calcul de
  !
MC exprimé dans RM .
– Détermination de TC/RO donné dans RM à partir des trois résultats précédents et de l’équa-
tion (A.2).
– Détermination de TC/RO exprimé dans RC à partir de TC/RO donné dans RM et de la
matrice de passage entre les repères RM et RC .
• Calcul de TRMM/RO
A partir de la géométrie du robot présentée sur la figure A.1, TRMM/RO est donné par :
TRMM/RO =
 
V RMM/RO
⌦RMRM/RO
!
=
0BBBBBB@
 
0
0
0
0
!
1CCCCCCA (A.3)
• Calcul de TRMC/RM
Le torseur TC/RM est défini de la manière suivante :
TC/RM =
  !
V C/RM !
⌦RC/RM
!
=
0B@
 !
V C/RP +
 !
V P/RM +
 !
⌦RP /RM ^
  !
PC
 !
⌦RC/RP +
 !
⌦RP /RM
1CA (A.4)
Les points P et C étant respectivement liés aux repères RM et RP , les vitesses
 !
V P/RM et !
V C/RP sont nulles. De plus, RC étant fixe par rapport à RP ,
 !
⌦RC/RP =
 !
0 . L’expression
(A.4) du torseur TC/RM se réduit donc à :
TC/RM =
0B@
 !
⌦RP /RM ^
  !
PC
 !
⌦RP /RM
1CA (A.5)
Le calcul de TC/RM dans RM nécessite donc la détermination de
 !
⌦RP /RM et de
  !
PC dans
ce repère. A l’aide de la géométrie du robot, PCRP est directement donné par le vecteur
[Cx Cy Cz]T . Pour obtenir PCRM à partir de PCRP , nous utilisons la matrice de passage
RRM/RP comme suit :
PCRM = RRM/RPPCRP (A.6)
Nous obtenons alors :
PCRM =
0@ Cx cos(#)  Cy sin(#)Cx sin(#) + Cy cos(#)
Cz
1A (A.7)
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Pour déterminer complètement TRMC/RM , il nous reste à calculer la vitesse de rotation de
RP par rapport à RM . Compte tenu de la géométrie du robot représenté sur la figure A.1,
⌦RMRP /RM est donné par le vecteur [0 0$]
T . A l’aide de cette dernière équation et des relations
(A.5) et (A.7), il est possible de déduire l’expression du torseur cinématique de la caméra
dans RM :
TRMC/RM =
 
V RMC/RM
⌦RMRC/RM
!
=
0BBBBBB@
 Cx sin(#)  Cy cos(#)
Cx cos(#)  Cy sin(#)
0
0
0
1
1CCCCCCA$ (A.8)
• Calcul de   !MC dans RM
Pour obtenir l’expression de
  !
MC, nous décomposons ce dernier à l’aide de la relation de
Chasles de la manière suivante :
  !
MC =
  !
MP +
  !
PC (A.9)
A l’aide de la géométrie du robot, nous obtenons le résultat suivant :
MCRM =
0@ Dx + Cx cos(#)  Cy sin(#)Cx sin(#) + Cy cos(#)
hr + Cz
1A (A.10)
• Calcul de TRMC/RO
A l’aide des équations (A.3), (A.8) et (A.10), le torseur cinématique de la caméra par rapport
au repère de la scène s’exprime dans RM de la manière suivante :
TRMC/RO =
0BBBBBB@
1  (Cx sin(#) + Cy cos(#))  (Cx sin(#) + Cy cos(#))
0 Dx + Cx cos(#)  Cy sin(#) Cx cos(#)  Cy sin(#)
0 0 0
0 0 0
0 0 0
0 1 1
1CCCCCCA q˙ (A.11)
• Calcul de TRCC/RO
Il reste maintenant à projeter le torseur dans RC . La matrice de passage entre RM et RC
est classiquement définie par la relation suivante :
RRM/RC = RRM/RPRRP /RC (A.12)
Le torseur cinématique de la caméra par rapport à RO et exprimé dans RC est donc donné
par :
TRCC/RO =
 
RTRM/RC 0(3,3)
0(3,3) RTRM/RC
!
TRMC/RO (A.13)
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où 0(3,3) est une matrice carrée et nulle de dimensions 3. Tous calculs faits, nous obtenons :
TRCC/RO =
0BBBBBB@
V~xC
V~yC
V~zC
⌦~xC
⌦~yC
⌦~zC
1CCCCCCA =
0BBBBBB@
0 0 0
  sin(#) Cx +Dx cos(#) Cx
cos(#)  Cx +Dx sin(#)  Cy
0  1  1
0 0 0
0 0 0
1CCCCCCA q˙ (A.14)
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ANNEXE B
EQUATIONS DE L’ESTIMATEUR POUR UNE
COMMANDABILITE´ EN 2 COUPS
Dans cette annexe nous présentons les équations nécessaires à l’estimation de la profondeur à
l’aide du prédicteur/correcteur pour une commandabilité en deux coups. La démarche menant
aux équations étant identique à celle utilisée dans la section 3.2.2.3, nous ne donnons ici que
les résultats. Dans un premier temps, nous rappelons que nous avons calculé une séquence
de deux commandes équivalentes permettant d’atteindre un état  (k) depuis un état initial
 (k   j). Ces commandes sont définies comme suit :
q˙e1 =
0@  e1!e1
0
1A q˙e2 =
0@ 0!e2
$e2
1A (B.1)
Une rapide analyse montre qu’il n’est pas nécessaire d’établir les équations de l’estimateur
dans les seize cas comme nous l’avons mentionné dans la section 3.2.2.3. En effet, grâce à la
forme particulière des vitesses équivalentes (B.1) nous pouvons limiter notre démarche aux cas
suivants :
–  e1 6= 0, !e1 6= 0, !e2 6= 0 et !e2 6=  $e2
Le robot est commandé en deux coups enchaînant successivement deux fois le cas no1 (cf.
section 3.1.1). Les équations de l’estimateur correspondantes ont été présentées dans la sec-
tion 3.2.2.3.
–  e1 6= 0 et !e2 = 0
Le robot est commandé en un coup avec q˙ec = ( e1 !e1 $e2)T . Nous sommes donc dans un
des quatre cas pour lesquels les équations sont données dans la section 3.2.3.3.
–  e1 = 0
Le robot est commandé en un coup avec q˙ec = (0 !e1 +!e2 $e2)T . Nous sommes donc dans
un des quatre cas pour lesquels les équations sont données dans la section 3.2.3.3.
–  e1 6= 0, !e1 = 0, !e2 6= 0 et !e2 6=  $e2
Le robot est commandé en deux coups enchaînant successivement le cas no4 et le cas no1.
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Les équations de l’estimateur avec q˙(k   j) = q˙e1 et q˙(v) = q˙e2 sont alors les suivantes :
NumjP = µ
2
3 + f
2 2 (B.2)
DenjP =  µ3 3 + µ3X˜(k) 
 
fY˜ (k   j) cos(A2)
fµ2
  f sin(A2)
µ2
  Y˜ (k)
!
f  (B.3)
avec
A2 = (!(v) +$(v))Te
 1 =   (k   j) cos(✓(k   j))Te
µ1 = f (k   j) sin(✓(k   j))Te   Y˜ (k   j) 1
 2 =
⇣
µ1
f  Dx sin(✓(v))   (v)!(v) cos(✓(v)) + Cy
⌘
sin(A2)
+
⇣
Dx cos(✓(v))   (v)!(v) sin(✓(v)) + Cx
⌘
cos(A2)
 Dx cos(✓(k)) +  (v)!(v) sin(✓(k))  Cx
µ2 =
Y˜ (k   j)
f
sin(A2) + cos(A2)
 3 =
X˜(k   j)
µ2
µ3 =   2X˜(k   j)
µ2
   1X˜(k   j)
  =
⇣
µ1
f   Y˜ (k j) 2fµ2  Dx sin(✓(v)) 
 (v)
!(v) cos(✓(v)) + Cy
⌘
cos(A2)
 
⇣
   2µ2 +Dx cos(✓(v)) 
 (v)
!(v) sin(✓(v)) + Cx
⌘
sin(A2)
+Dx sin(✓(k)) +
 (v)
!(v) cos(✓(k))  Cy
–  e1 6= 0, !e1 = 0, !e2 6= 0 et !e2 =  $e2
Le robot est commandé en deux coups enchaînant successivement le cas no4 et le cas no3.
Les équations de l’estimateur avec q˙(k   j) = q˙e1 et q˙(v) = q˙e2 sont alors les suivantes :
NumjP = µ
2
2 +
 2
$3(v)
(B.4)
DenjP = µ2(X˜(k   j)  X˜(k)) 
 (Y˜ (k   j)  Y˜ (k))
$2(v)
(B.5)
avec
c1 = cos(✓(k))  cos(✓(v))
c2 = sin(✓(k))  sin(✓(v))
 1 =   (k   j) cos(✓(k   j))Te
µ1 = f (k   j) sin(✓(k   j))Te   Y˜ (k   j) 1
 2 =    (v)
$(v)
c2  Dxc1
µ2 = ( 1 +  2)X˜(k   j)
  =  f (v)c1   f$(v)Dxc2 +$(v) 1  $(v)Y˜ (k   j)µ2
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Navigation référencée multi-capteurs d’un robot mobile en environnement encombré
Dans ce travail, nous nous intéressons à la navigation référencée vision d’un robot mobile équipé d’une
caméra dans un environnement encombré d’obstacles possiblement occultants. Pour réaliser cette tâche,
nous nous sommes appuyés sur l’asservissement visuel 2D. Cette technique consiste à synthétiser une
loi de commande basée sur les informations visuelles renvoyées par la caméra embarquée. Le robot
atteint la situation désirée lorsque les projections dans l’image de l’amer d’intérêt, appelés indices
visuels, atteignent des valeurs de consigne prédéfinies. La navigation par asservissement visuel 2D
nécessite de s’intéresser à trois problèmes : garantir l’intégrité du robot vis-à-vis des obstacles, gérer
les occultations des amers d’intérêts et réaliser de longs déplacements.
Nos contributions portent sur les deux derniers problèmes mentionnés. Dans un premier temps nous
nous sommes intéressés à l’estimation des indices visuels lorsque ceux-ci ne sont plus disponibles à
cause d’une occultation. La profondeur étant un paramètre déterminant dans ce processus, nous avons
développé une méthode permettant de l’estimer. Celle-ci est basée sur une paire prédicteur/correcteur
et permet d’obtenir des résultats exploitables malgré la présence de bruits dans les mesures. Dans un
second temps, nous nous sommes attachés à la réalisation de longs déplacements par asservissement
visuel. Cette technique nécessitant de percevoir l’amer d’intérêt dès le début de la tâche, la zone
de navigation est limitée par la portée de la caméra. Afin de relaxer cette contrainte, nous avons
élaboré un superviseur que nous avons ensuite couplé à une carte topologique intégrant un ensemble
d’amers caractéristiques de l’environnement. La tâche de navigation globale peut alors être décomposée
sous la forme d’une séquence d’amers à atteindre successivement, la sélection et l’enchainement des
mouvements nécessaires étant effectués au sein du superviseur. Les travaux ont été validés par le biais de
simulations et d’expérimentations, démontrant la pertinence et l’efficacité de l’approche retenue.
Mots-clés : robotique mobile, asservissement visuel, gestion des occultations, estimation de la pro-
fondeur, navigation au long court, carte topologique
Multi sensor based navigation in cluttered environment
This work focuses on the navigation of a mobile robot equipped with a camera in a cluttered environ-
ment. To perform such a task, we propose to use the image based visual servoing (IBVS). This method
consists in designing a control law using visual features provided by the camera. These features are
defined by the projection of a characteristic landmark on the image plane. The IBVS based navigation
requires to address three issues : the robot security with respect to the obstacles, the management of
the occlusions and the long range navigation realization.
Our contributions are mainly focused on the two last mentioned problems. First, we have dealt with
the visual features estimation problem during occlusions. As the visual features depth is an important
parameter in this process, we have developed a predictor/corrector pair able to estimate its value
on-line. This method has provided nice results, even when the used measures are noisy. Second, we
have considered the problem of performing a long range navigation with an IBVS. However, classically,
using this kind of controller greatly limits the realizable displacement because the reference landmark
must be seen from the beginning to the end of the mission. To relax this constraint, we have developed
a topological map and a supervision algorithm which have then been coupled. The first one contains
the most characteristic landmarks of the environment. Using this information, it is possible to divide
the global navigation task into a sequence of landmarks which must be successively reached. The
supervision algorithm then allows to select the right task at the right instant and to guarantee a
smooth switch between the different motions. Our works have been validated by simulations and
experimentations, demonstrating the efficiency of our approach.
Keywords : mobile robotics, visual servoing, occlusion management, depth estimation, long range
navigation, topological mapping
