Abstract. In this paper we study the automorphism group of smoothly bounded convex domains. We show that such a domain is biholomorphic to a "polynomial ellipsoid" (that is, a domain defined by a weighted homogeneous balanced polynomial) if and only if the limit set of the automorphism group intersects at least two closed complex faces of the set. The proof relies on a detailed study of the geometry of the Kobayashi metric and ideas from the theory of non-positively curved metric spaces. We also obtain a number of other results including the Greene-Krantz conjecture in the case of uniform non-tangential convergence, new results about continuous extensions (of biholomorphisms and complex geodesics), and a new Wolff-Denjoy theorem.
Introduction
Given a bounded domain Ω ⊂ C d let Aut(Ω) be the automorphism group of Ω, that is the group of biholomorphisms of Ω. The group Aut(Ω) is a Lie group and acts properly on Ω. When ∂Ω has nice properties there are believed to be few domains with large automorphism group. For instance: There are many examples of bounded polynomial ellipsoid, for instance (w, z) ∈ C × C : |w| 2 + |z| 2m < 1 for any integer m > 1. Moreover, a polynomial ellipsoid always has a non-compact automorphism group: when p is a weighted homogeneous balanced polynomial the domain
has non-compact automorphism group (namely real translations in the first variable and a dilation) and the map given by F (z 0 , . . . , z d ) = 1 − iz 0 /4 1 + iz 0 /4 , z 1 (1 + iz 0 /4) 1/m1 , . . . ,
In a series of papers Bedford and Pinchuk [BP88, BP91, BP94, BP98] studied the automorphism group of domains of finite type and in particular gave the following characterization of the domains described above:
Suppose Ω is a bounded convex domain with C ∞ boundary and finite type in the sense of D'Angelo. Then Aut(Ω) is non-compact if and only if Ω is biholomorphic to a polynomial ellipsoid.
There are many other results characterizing special domains via the properties of their automorphism group and boundary, see for instance [GK87, Kim92, Won95, Gau97, Ver09] and the survey paper [IK99] . Like the two theorems mentioned above, almost all previous work assumes that either the entire boundary or a point in the limit set satisfies some infinitesimal condition (for instance strong pseudoconvexity, finite type, or Levi flat). In contrast to these result we provide a new characterization of balanced domains in terms of the geometry of the limit set.
We define the limit set of Ω, denoted L(Ω), to be the set of points x ∈ ∂Ω where there exists some p ∈ Ω and some sequence ϕ n ∈ Aut(Ω) such that ϕ n p → x. Since Aut(Ω) acts properly on Ω, when Aut(Ω) is non-compact the limit set L(Ω) is non-empty.
If Ω is a bounded convex domain with C 1 boundary and x ∈ ∂Ω let T C x ∂Ω ⊂ C d be the complex hyperplane tangent to ∂Ω at x. Then the closed complex face of a point x ∈ ∂Ω is the closed set ∂Ω ∩ T C x ∂Ω. With this language we will prove: Theorem 1.4. Suppose Ω is a bounded convex domain with C ∞ boundary. Then the following are equivalent:
(1) L(Ω) intersects at least two closed complex faces of ∂Ω, (2) Ω is biholomorphic to a polynomial ellipsoid.
Remark 1.5. Suppose Ω is a bounded convex domain with C 1 boundary and x, y ∈ ∂Ω are distinct. Then the following are equivalent:
(1) x and y are in different closed complex faces of ∂Ω,
the complex line containing x and y intersects Ω.
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2. Outline of the proof of Theorem 1.4
One of the key ideas in the proof of Theorem 1.4 is to show that a smoothly bounded convex domain endowed with its the Kobayashi metric behaves like a Gromov hyperbolic metric space. In this section we will recall some properties of Gromov hyperbolic metric spaces, describe analogues of these properties for the Kobayashi metric on a smoothly bounded convex domain, and then describe the main steps in the proof Theorem 1.4. We then end this section with some other applications of these negative curvature type properties.
2.1. Gromov hyperbolic metric spaces. Suppose (X, d) is a metric space. If I ⊂ R is an interval, a curve σ : I → X is a geodesic if d(σ(t 1 ), σ(t 2 )) = |t 1 − t 2 | for all t 1 , t 2 ∈ I. A geodesic triangle in a metric space is a choice of three points in X and geodesic segments connecting these points. A geodesic triangle is said to be δ-thin if any point on any of the sides of the triangle is within distance δ of the other two sides. For a metric space (X, d) the Gromov product of p, q ∈ X at o ∈ X is defined to be:
If (X, d) is Gromov hyperbolic, then one can use the Gromov product to define an abstract boundary X(∞) called the ideal boundary. A sequence (p i ) i≥1 ⊂ X is said to be converge to infinity if
for some (and hence any) o ∈ X. The set X(∞) is then the equivalence classes of sequences converging to infinity where two such sequences (p i ) i≥1 and (q j ) j≥1 are equivalent if
for some (and hence any) o ∈ X. Finally, there is a natural topology on X ∪ X(∞) which makes it a compactification of X (see for instance Chapter III.H Section 3 in [BH99] ). It is important to note that when (X, d) is not Gromov hyperbolic, the relation defined above may not be transitive.
This compactification behaves nicely with respect to 1-Lipschitz maps f : X → X. In particular, Karlsson proved the following Wolff-Denjoy theorem:
(1) for every p ∈ X the orbit {f n (p) : n ∈ N} is bounded in (X, d), (2) there exists some x ∈ X(∞) so that
For Gromov hyperbolic metric spaces, it is possible to characterize the isometries in terms of their long term behavior:
Definition 2.4. Suppose (X, d) is Gromov hyperbolic and ϕ : X → X is an isometry. Then:
(1) ϕ is elliptic if the orbit {ϕ n (p) : n ∈ Z} is bounded for some (hence any) p ∈ X, (2) ϕ is hyperbolic if φ is not elliptic and
for some (hence any) p ∈ X, (3) φ is parabolic if ϕ is not elliptic and
for some (hence any) p ∈ X.
Remark 2.5. Notice that Theorem 2.3 implies that every isometry of (X, d) is either elliptic, hyperbolic, or parabolic.
One more important property of Gromov hyperbolic metric spaces is that geodesics joining two distinct points in the ideal boundary "bend" into the space: Theorem 2.6. Suppose (X, d) is Gromov hyperbolic. If x, y ∈ X(∞) and V x , V y are neighborhoods of x, y in X ∪ X(∞) so that V x ∩ V y = ∅, then there exists a compact set K ⊂ X with the following property: if σ : [0, T ] → X is a geodesic with σ(0) ∈ V x and σ(T ) ∈ V y , then σ ∩ K = ∅. 2.2. The Kobayashi metric on smoothly bounded convex domains. We now describe how the properties described above extend to the Kobayashi metric on a smoothly bounded convex domain.
Given a domain Ω ⊂ C d , let K Ω be the Kobayashi distance on Ω. We recently proved the following:
Theorem 2.8. [Zim16] Suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary. Then the following are equivalent:
(1) Ω has finite type in the sense of D'Angelo,
Remark 2.9. Balogh and Bonk [BB00] proved that the Kobayashi metric on a strongly pseudoconvex domain is Gromov hyperbolic.
For convex domains of finite type, the ideal and topological boundary also coincide:
Proposition 2.10. [Zim16, Proposition 11.3, Proposition 11.5] Suppose Ω ⊂ C d is a bounded convex domain with finite type in the sense of D'Angelo. If p n , q m ∈ Ω are sequences such that p n → x ∈ ∂Ω and q m → y ∈ ∂Ω, then In particular, the ideal boundary of (Ω, K Ω ) is homeomorphic to the topological boundary of Ω.
One important step in the proof of Theorem 1.4 is to show that the Gromov product is still reasonably behaved even when the domain does not have finite type:
Theorem 2.11. (see Theorem 4.1 below) Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary and p n , q m ∈ Ω are sequences such that p n → x ∈ ∂Ω and q m → y ∈ ∂Ω.
(1) If x = y, then
Although this behavior is much weaker than the finite type case, we can still use Theorem 2.11 to prove variants of Theorem 2.3 and Theorem 2.6. For instance, Theorem 2.11 and Karlsson's [Kar01] work on the behavior of 1-Lipschitz maps on general metric spaces imply the following: Theorem 2.12. (see Theorem 5.1 below) Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary. If f : Ω → Ω is 1-Lipschitz with respect to the Kobayashi metric, then f either has a fixed point in Ω or there exists some x ∈ ∂Ω so that
Remark 2.13. Abate and Raissy [AR14] proved Theorem 2.12 with the additional assumption that ∂Ω is C 2 .
Using Theorem 2.12 we can characterize the automorphisms of Ω into elliptic, hyperbolic, and parabolic elements. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary and ϕ ∈ Aut(Ω). Then by Theorem 2.12 either ϕ has a fixed point in Ω or there exists a complex supporting hyperplane H + ϕ of Ω so that lim
for all p ∈ Ω. In this latter case, we call H + ϕ the attracting hyperplane of ϕ.
Definition 2.14. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary and ϕ ∈ Aut(Ω). Then:
(1) ϕ is elliptic if ϕ has a fixed point in Ω, (2) ϕ is parabolic if ϕ has no fixed point in Ω and H 
2.3. Outline of the proof of Theorem 1.4. The difficult direction of Theorem 1.4 is to show that Ω is biholomorphic to a polynomial ellipsoid when the limit set intersects at least two different closed complex faces. The main steps in the proof of this direction are the following:
(1) Use the metric properties described in Subsection 2.2 to show that Aut(Ω) contains a hyperbolic element ϕ and an orbit {ϕ n (o) : n ∈ N} of this element converges non-tangentially to a boundary point x + ϕ (see Sections 8 and 7).
(2) Use a rescaling argument and the metric properties described in Subsection 2.2 to show that x + ϕ has finite type in the sense of D'Angelo (see Section 9). (3) Use another rescaling argument to show that the entire boundary has finite type (see Section 10). (4) Apply Bedford and Pinchuk's result to deduce that Ω is biholomorphic to a polynomial ellipsoid.
2.4. Other applications of Theorem 2.11. In this subsection we describe some other applications of Theorem 2.11 (many of which are used in the proof of Theorem 1.4).
2.4.1. Boundary extensions. A convex domain Ω ⊂ C d is called C-strictly convex if every supporting complex hyperplane intersects ∂Ω at exactly one point. When ∂Ω is C 1 this is equivalent to T C x ∂Ω ∩ ∂Ω = {x} for every x ∈ ∂Ω. For C-strictly convex domains we have the following corollary of Theorem 2.11:
boundary. If p n , q m ∈ Ω are sequences such that p n → x ∈ ∂Ω and q m → y ∈ ∂Ω, then As an application of this corollary we will prove the following result about boundary extensions: 
r dr < ∞, see [BZ16] . It is possible to construct smoothly bounded C-strictly convex domains where the infinitesimal Kobayash metric fails to satisfy such estimates.
2.4.2. Non-existence of holomorphic maps. We will also use Theorem 4.1 to show that certain holomorphic maps f : ∆ × ∆ → Ω cannot exist:
Theorem 2.22. (see Theorem 9.7 below) Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary. Then there does not exist a holomorphic map f :
Remark 2.23.
(1) If (X, d) is a Gromov hyperbolic metric space then there does not exist an isometric embedding of (R 2 , d Euc ) into (X, d). In particular, the above Corollary shows that convex domains with C 1,α boundary have some hyperbolic behavior.
(2) The statement of Theorem 9.7 below is considerably more general and is used to prove a special case of the Greene-Krantz conjecture (see Theorem 2.25 below).
2.4.3. The Greene-Krantz conjecture. The second main step in the proof of Theorem 1.4 is related to an old conjecture of Greene and Krantz. In particular, in the 1990's Greene and Krantz conjectured:
Conjecture 2.24. [GK93] Suppose that Ω is a bounded pseudoconvex domain with
, then x has finite type in the sense of Kohn/D'Angelo/Catlin.
There are a number of partial results supporting the conjecture, see for instance the survey paper [Kra13] . In Section 9, we will prove the following special case of this conjecture:
Theorem 2.25. (see Theorem 9.1 below) Suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary. If there exists o ∈ Ω, x ∈ ∂Ω, M ≥ 0, and T ∈ R so that
then x has finite type in the sense of D'Angelo.
Here is the idea of the proof: if x had infinite type, then we could use a rescaling argument to construct a holomorphic map f : ∆ × ∆ → Ω having (essentially) the properties in the hypothesis of Theorem 2.22 which is impossible.
Preliminaries

Notations.
(1) For z ∈ C d let z be the standard Euclidean norm and
By a result of Royden [Roy71, Proposition 3] the Kobayashi metric is an upper semicontinuous function on Ω
is integrable and we can define the length of σ to be
One can then define the Kobayashi pseudo-distance to be A nice introduction to the Kobayashi metric and its properties can be found in [Kob05] or [Aba89] .
One important property of the Kobayashi metric on a convex set is the following:
Suppose Ω ⊂ C d is a convex domain Then the following are equivalent:
(1) (Ω, K Ω ) is a Cauchy complete geodesic metric space, (2) Ω does not contain any complex affine lines.
3.3. The disk and the upper half plane. For the disk and upper half plane the Kobayashi metric coincides with the Poincaré metric.
Let ∆ = {z ∈ C : |z| < 1}. Then
and
3.4. Almost geodesics. In the proof of Theorem 1.4 it will often be convenient to work with a class of curves which we call almost-geodesics:
) is a metric space and I ⊂ R is an interval.
(
The main motivation for considering almost-geodesics is Proposition 4.3 below which shows that inward pointing normal lines can be parametrized to be an almostgeodesics for convex domains with C 1,α boundary. We should also note that an 1-almost-geodesic is a geodesic, thus motivating the choice of log K additive factor.
The Gromov product
In this section we prove Theorem 2.11 which we restate:
d is a bounded convex domain with C 1,α boundary and p n , q m ∈ Ω are sequences such that p n → x ∈ ∂Ω and q m → y ∈ ∂Ω.
We begin by proving a series of lemmas.
Proof.
Since Ω is convex, there exists a real hyperplane H R so that H ⊂ H R and H R ∩ Ω = ∅. By translating and rotating Ω, we may assume that
Consider the projection P :
and so
Now for w 1 , w 2 ∈ H we have
Suppose Ω is a domain with C 1 boundary. If x ∈ ∂Ω let n x be the inward pointing normal unit vector at x. Proposition 4.3. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary. Then there exists ǫ > 0 and K ≥ 1 so that if x ∈ ∂Ω then the curve σ x : R ≥0 → Ω given by
is an K-almost-geodesic.
Remark 4.4. The most difficult inequality to establish in the above proposition is the upper bound
To show this we will closely follow the proof of Proposition 2.5 in [FR87] .
Proof. For C, ρ > 0 let
Since ∂Ω is C 1,α we can pick ρ, C > 0 so that Now fix ǫ > 0 and κ ≥ 1 so that
Thus if σ x (t) = x + ǫe −2t n x we have:
On the other hand,
Thus for any x ∈ ∂Ω the curve σ x is a (1, log √ 2κ)-quasi-geodesic. Now since ∂Ω is C 1 , by possibly decreasing ǫ > 0 we can assume that x + wn x : |w| ≤ 2ǫ and 1 2 |Im(w)| ≤ Re(w) ⊂ Ω for all x ∈ ∂Ω. This implies that there exists a C > 0 so that
for all x ∈ ∂Ω and t ≥ 0. Then
Thus σ x is a (2/C, 0)-quasi-geodesic. Thus for all x ∈ ∂Ω the curve σ x is an K-almost-geodesic with K = max{ √ 2κ, 2/C}.
Lemma 4.5. Suppose Ω is a bounded convex domain with C 1 boundary, x, y ∈ ∂Ω, and T C x ∂Ω = T C y ∂Ω. Then there exists ǫ > 0 and C ≥ 0 such that Proof. For a set A ⊂ C d and δ ≥ 0 let
For a point p ∈ ∂Ω let Π(p) := {p} and for a point p ∈ Ω let
Since ∂Ω is only C 1 , we may have |Π(p)| > 1 for p ∈ Ω arbitrarily close to ∂Ω. Next for δ > 0 let
Notice that X(δ) and Y (δ) are compact.
We claim that there exists δ > 0 so that
and pass to a subsequence so that x n → x ′ , y n → y ′ , and z n → z. By construction
which contradicts the fact that Ω is convex, ∂Ω is C 1 , and
Now since X(δ) and Y (δ) are compact there exists r > 0 so that
Proof of Theorem 4.1. Pick ǫ > 0 and K ≥ 1 so that the curve σ z : R ≥0 → Ω given by
is an K-almost-geodesic for any z ∈ ∂Ω. By compactness, there exists R ≥ 0 so that
First suppose that p n , q m → x ∈ ∂Ω. Next let x n be a closest point in ∂Ω to p n and y m be a closest point in ∂Ω to q m . Then we can suppose that p n = σ xn (s n ) and q m = σ ym (t m ) for some s n , t m → ∞. Now fix T > 0. Then for n, m large enough we have s n , t m ≥ T and
Since x n , y m → x we see that K Ω (σ xn (T ), σ ym (T )) → 0 and so lim inf n,m→∞
Since T > 0 was arbitrary this implies part (1) of the theorem. We now prove part (2). Suppose for a contradiction that 
,
So we have contradiction and thus T C x ∂Ω = T C y ∂Ω
A Wolff-Denjoy theorem
In this section we use Theorem 4.1 to prove Theorem 2.12 which we restate:
Theorem 5.1. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary. If f : Ω → Ω is 1-Lipschitz with respect to the Kobayashi metric, then f either has a fixed point in Ω or there exists some x ∈ ∂Ω so that
The proof of Theorem 5.1 uses Theorem 4.1 and a result of Karlsson about the iterations of 1-Lipschitz maps on general metric spaces. In particular, the argument below is essentially the proof of Theorem 3.4 in [Kar01] adapted to this specific setting.
Proof. For p ∈ Ω and R ≥ 0 let B Ω (p; R) be the closed ball of radius R centered at p with respect to the Kobayashi metric. By Proposition 2. 
First suppose that
We claim that f has a fixed point in Ω. Let
Notice that
so C is non-empty. Then by Zorn's Lemma there exists a minimal element
is non-empty. Then C is closed, convex, and f (C) ⊂ C. Thus by Brouwer's fixedpoint theorem there exists some c ∈ C so that f (c) = c. Next suppose that
Then pick a subsequence n i → ∞ so that
for all m < n i . By passing to another subsequence we may suppose that
Suppose that p ∈ Ω and f mj (p) → x ′ for some sequence m j → ∞. We claim that
and hence x ′ ∈ T C x ∂Ω by Theorem 4.1.
The behavior of geodesics
In this section we use Theorem 4.1 to prove a version of Theorem 2.6 for the Kobayashi metric on convex domains.
Theorem 6.1. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary and p n , q n ∈ Ω are sequences such that p n → x ∈ ∂Ω and q n → y ∈ ∂Ω with T C x ∂Ω = T y ∂Ω.
If σ n : [0, T n ] → Ω is an K-almost-geodesic with σ n (0) = q n and σ n (T n ) = p n , then there exists n k → ∞ and S k ∈ [0, T n k ] so that the K-almost-geodesics t → σ n k (t + S k ) converge locally uniformly to an K-almost-geodesic σ : R → Ω. Moreover,
Remark 6.2. Notice that Theorem 6.1 implies Theorem 2.16 from Section 2.
Proof. We first claim that if
However by Proposition 4.3 there exists K 2 ≥ 0 so that
Combining the two inequalities implies that
which is impossible since δ Ω (σ n k (S k )) → 0. Now there exists ǫ > 0 so that the sets
T n ] so that σ n (S n ) ∈ Ω\(U ∪V ) and pass to a subsequence so that σ n (S n ) → z ∈ Ω. Now by construction and the claim above we must have that z ∈ Ω. Then since each σ n is K-Lipschitz (with respect to the Kobayashi metric) we can pass to a subsequence so that the K-almost-geodesics t → σ n (t + S n ) converge locally uniformly to an K-almost-geodesic σ : R → Ω.
Next we claim that On the other hand, since σ n (· + S n ) converges locally uniformly to σ we can pick s
x ∂Ω by Theorem 4.1 and thus
is identical.
Finding a hyperbolic element
The main purpose of this section is to prove the following existence result for hyperbolic elements: Notice that
by Theorem 5.1. Moreover the subset L(Ω, ϕ) ⊂ ∂Ω is invariant by ϕ in the following sense:
Lemma 7.3. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary and ϕ ∈ Aut(Ω) is non-elliptic. If x ∈ L(Ω, ϕ) and p n ∈ Ω converges to x, then
Proof. Suppose that ϕ mi p → x ∈ ∂Ω and p n → x. Then by Theorem 4.1
and then by Theorem 4.1
7.2. Continuity of attracting hyperplanes.
Lemma 7.4. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary, p ∈ Ω, and ϕ n ∈ Aut(Ω). If each ϕ n is not elliptic and ϕ n p → x ∈ ∂Ω, then H 
By passing to another subsequence we can suppose that ϕ
Thus by Theorem 4.1 x ′ ∈ T C x ∂Ω which implies that
7.3. Parabolic automorphisms.
Lemma 7.5. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary, ϕ n ∈ Aut(Ω), and p ∈ Ω. If ϕ n p → x ∈ ∂Ω and each ϕ n is parabolic, then
for all q ∈ Ω.
Proof. This follows immediately from Lemma 7.4.
Elliptic automorphisms.
Lemma 7.6. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary, ϕ n ∈ Aut(Ω), and p ∈ Ω. If ϕ n p → x ∈ ∂Ω, each ϕ n is elliptic, and e n ∈ Ω is a fixed point of ϕ n , then
and then Theorem 4.1 implies the lemma.
Lemma 7.7. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary, ϕ n ∈ Aut(Ω), and p ∈ Ω. If ϕ n p → x ∈ ∂Ω and each ϕ n is elliptic, then
Proof. Suppose for a contradiction that there exists q ∈ Ω, n k → ∞, and δ k ∈ {−1, 1} so that
After passing to a subsequence we can assume that ϕ
Now if e k is a fixed point of ϕ n k we see from Lemma 7.6 that
On the other hand, since ϕ n k p → x, Lemma 7.6 also implies that
Thus we have a contradiction. 7.5. Uniform attraction.
Proposition 7.8. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary, ϕ n ∈ Aut(Ω), o ∈ Ω, ϕ n o → x ∈ ∂Ω, and each ϕ n is either elliptic or parabolic.
Proof. Since each ϕ n is either elliptic or parabolic, Lemma 7.5 and Lemma 7.7 imply that
for every q ∈ Ω. Now suppose for a contradiction that the proposition does not hold. Then after passing to a subsequence there exists p n ∈ Ω \ U so that ϕ n p n / ∈ U . By passing to another subsequence we can suppose that p n → y 1 ∈ Ω \ U and ϕ n p n → y 2 ∈ Ω \ U . We will use Theorem 6.1 to show that this is impossible.
We first claim that y 1 ∈ ∂Ω. If not then Equation 1 implies that
But this contradicts the fact that ϕ n p n / ∈ U . So y 1 ∈ ∂Ω. A similar argument shows that y 2 ∈ ∂Ω. Since U is a neighborhood of T C x ∂Ω ∩ ∂Ω we then see that
We now claim that after possibly passing to a subsequence of the ϕ n we can find a sequence q n ∈ Ω so that q n → x and ϕ n q n → x ′ ∈ ∂Ω ∩ T C x ∂Ω. To see this fix any sequence q m ∈ Ω with q m → x. With m fixed we have lim inf
So we can find n m → ∞ so that
So by Theorem 4.1 and passing to another subsequence we can suppose that
x ∂Ω. Now replace ϕ n with the subsequence ϕ nm . Now for each n, let σ n : [a n , b n ] → Ω be a geodesic with σ n (a n ) = p n and σ n (b n ) = q n . Then since
x ∂Ω, using Theorem 6.1 we can parametrize σ n and pass to a subsequence so that σ n converges locally uniformly to a geodesic γ 1 : R → Ω.
Since lim n→∞ ϕ n σ n (a n ) = y 2 , lim k→∞ ϕ n σ n (b n ) = x ′ , and
by passing to another subsequence we can find S n ∈ [a n , b n ] so that the geodesics t → ϕ n σ n (t + S n ) converge locally uniformly to a geodesic γ 2 : R → Ω. Now by Equation 1
So after passing to a subsequence we have two cases:
Since ϕ n σ n is a geodesic, ϕ n σ n (a n ) = ϕ n p n , and a n ≤ 0 ≤ S n we have (ϕ n σ n (0)|ϕ n p n ) ϕnσn(Sn) = S n and so
and then by Theorem 4.1 we have
But this contradicts Equation 1.
Case 2:
Since σ n is a geodesic, σ n (a n ) = p n , and a n ≤ S n ≤ 0 we have 
It is enough to consider the case where none of the ϕ n or φ m are hyperbolic.
Pick relatively compact neighborhoods
+ and U − were arbitrary relatively compact neighborhoods of x + and x
Then for k large γ k is hyperbolic by Lemma 7.9.
The behavior of hyperbolic elements
In a non-positively curved metric spaces a hyperbolic isometry always translates a geodesic (see for instance [BH99, Chapter II.6 Theorem 6.8]). We now show that a similar phenomena holds for hyperbolic automorphisms.
Theorem 8.1. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary and ϕ ∈ Aut(Ω). If ϕ is hyperbolic, then there exists x ± ∈ H ± ϕ , M ≥ 0, and T ∈ R so that
where
Remark 8.2. Recall from Proposition 4.3 that curves of the form t → x+e −2(t+T ) n x are K-almost-geodesics, so the above theorem says that a hyperbolic automorphism almost translates an almost-geodesic.
Proof. Fix points x
± ∈ L(Ω, ϕ ±1 ). By Proposition 4.3 there exists K 0 ≥ 1 and ǫ > 0 so that for any x ∈ ∂Ω the curve σ x : R ≥0 → Ω given by
is an K 0 -almost-geodesic. Now by Lemma 4.5 there exists K 1 ≥ 0 so that
for all s, t ≥ 0. Next let γ : [0, S] → Ω be a unit speed geodesic with γ(0) = σ x − (0) and γ(S) = σ x + (0). Then define σ : R → Ω by
Then σ will be an K-almost-geodesic for some K ≥ 1. Moreover by construction
Now fix o ∈ Ω. We claim that there exists an M 0 > 0 so that
for all k ∈ Z. Suppose not, then for every m ≥ 0 there exists k m ∈ Z so that
Now for each m, ϕ −km σ : R → Ω is an K-almost-geodesic and by Lemma 7.3
, by Theorem 6.1, we can pass to a subsequence and find T m ∈ R so that the K-almost-geodesics t
which is a contradiction. Thus, there exists an M 0 > 0 so that
Finding a limit point of finite type
In this section we prove a special case of the Greene-Krantz conjecture:
Theorem 9.1. Suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary. If there exists o ∈ Ω, x ∈ ∂Ω, M ≥ 0, and T ∈ R so that
The proof has two main steps: we first show that if x had infinite type then we could use a rescaling argument to construct a holomorphic map f : ∆ × ∆ → Ω which is very close to being an isometric embedding (with respect to the Kobayashi metrics). The second step is to use the behavior of the Gromov product to show that such a holomorphic map cannot exist.
9.1. Rescaling. Motivated by language from real projective geometry (see for instance [Ben08] ), we say a convex set Ω ⊂ C d is C-proper if Ω does not contain any complex affine lines. By a theorem of Barth these are exactly the convex subsets of C d for which the Kobayashi metric is non-degenerate (see Proposition 3.1 above). Next let X d,0 be the set of pairs (Ω, p) where Ω ⊂ C d is an open C-proper convex set and p ∈ Ω. We then write (Ω n , p n ) → (Ω, p) if p n → p and Ω n converges to Ω in the local Hausdorff topology.
Frankel proved the following:
Theorem 9.2. [Fra89, Theorem 5.6] Suppose Ω is a C-proper convex domain, K ⊂ Ω a compact subset, and ϕ n ∈ Aut(Ω). If there exists k n ∈ K and complex affine maps A n so that
9.2. Line type. Given a function f : C → R with f (0) = 0 let ν(f ) denote the order of vanishing of f at 0. Suppose that Ω = {z ∈ C d : r(z) < 0} where r is a C ∞ function with ∇r = 0 near ∂Ω. We say that a point x ∈ ∂Ω has finite line type
Notice that ν(r • ℓ) ≥ 2 if and only if ℓ(C) is tangent to Ω. McNeal [McN92] proved that if Ω is convex then x ∈ ∂Ω has finite line type if and only if it has finite type in the sense of D'Angelo (also see [BS92] ). In this paper, we say a convex domain Ω with C ∞ boundary has finite line type L if the line type of all x ∈ ∂Ω is at most L and this bound is realized at some boundary point.
9.3. Rescaling at a point of infinite type. Proposition 9.3. Suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary and x ∈ ∂Ω has infinite line type. Then there exists t n → ∞ and complex affine maps A n with the following properties:
for all z 1 , z 2 ∈ ∆ and
for every s, t ≥ 0.
Proposition 9.3 will follow from a series of lemmas, the first of which is due to Frankel.
d is a complex affine k-dimensional subspace intersecting Ω, p n ∈ V ∩ Ω, and A n ∈ Aff(V ) is a sequence of complex affine maps such that
and Ω ∩ V = Ω V .
Lemma 9.5. Suppose Ω ⊂ C 2 is a C-proper convex domain with 0 ∈ ∂Ω and
where O is a neighborhood of the origin and f : (R × C) ∩ O → R is a convex non-negative function. Assume that
for all n > 0 and the function t → f (t, 0) is C 1 at t = 0. Then there exists t n → ∞ and complex affine maps A n so that
Proof. The lemma follows from the proof of Proposition 6.1 in [Zim16] essentially verbatim, but for the readers convenience we will provide the argument. We can suppose that O = (V + iW ) × U where V, W ⊂ R and U ⊂ C are neighborhoods of 0. By rescaling we may assume that B 1 (0) ⊂ U .
Case 0: Suppose that there exists δ > 0 so that f (0, z) = 0 for |z| < δ. Then after a linear transformation in the second variable we can assume that
and (0, 1) ∈ ∂F . Now fix t n → ∞. Pick z n ∈ C so that (ie −tn , z n ) ∈ ∂Ω and |z n | = inf{|z| : (ie −tn , z) ∈ ∂Ω}.
Next consider the linear maps
We claim that after passing to a subsequence
where Ω ⊂ C 2 is a C-proper convex set satisfying the conclusion of the the lemma. By passing to a subsequence we can assume that A n Ω converges to a closed convex set C in the local Hausdorff topology. By construction
Since the function t → f (t, 0) is C 1 at t = 0 we see that H ×{0} ⊂ C. Since (0, 1) ∈ ∂F we also see that lim n→∞ |z n | = 1. So
Then by convexity H ×∆ ⊂ C. Thus C has non-empty interior. Let Ω be the interior of C. Then A n Ω converges to Ω in the local Hausdorff topology. By the remarks above
We next claim that We can now show that Ω is C-proper. Suppose that an affine map z → (a 1 , a 2 )z+ (b 1 , b 2 ) has image in Ω. Since
we see that a 1 = 0. And since Ω ∩ (C ×{1}) = ∅ we also see that a 2 = 0. So Ω does not contain any non-trivial complex affine lines and hence is C-proper. This completes the argument in Case 0.
Case 1: Suppose for any δ > 0 there exists z ∈ C with |z| < δ and f (0, z) = 0. Since
we can find a n ց 0 and z n ∈ B 1 (0) such that f (0, z n ) = a n |z n | n and for all w ∈ C with |w| ≤ |z n | we have f (0, w) ≤ a n |w| n .
By the hypothesis of case 1 we see that z n → 0 and hence f (0, z n ) → 0. So by passing to a subsequence we may assume that |f (0, z n )| < 1. Consider the linear transformations
and let Ω n = A n Ω. By passing to a subsequence we can assume that A n Ω converges to a closed convex set C in the local Hausdorff topology. By construction
Since the function t → f (t, 0) is C 1 at t = 0 we see that H ×{0} ⊂ C.
n U , and
For |w| < 1 we then have
Since f n (0, 1) = 1 we see that (i, 1) ∈ ∂Ω n for all n and so (i, 1) ∈ ∂ Ω. Then following the argument in Case 0 we see that
and Ω is C-proper.
Proof. The distance decreasing property of the Kobayashi metric implies that
For the opposite inequality, let H R be a real hyperplane so that R ×{0} ⊂ H R and H R ∩ Ω = ∅. Then there exists a linear map A :
Consider the map P :
Proof of Proposition 9.3. By Lemma 9.4 and Lemma 9.5 we can find t n → ∞ and affine maps A n so that
Consider the map f : ∆ × ∆ → Ω given by
By Lemma 9.6
On the other hand, the complex line L = {(z, 1, 0, . . . , 0) : z ∈ C} does not intersect Ω and so (i, 1, 0, . . . , 0) / ∈ Ω. Then by Lemma 2.6 in [Zim16] we have
Since tanh(x) = 1 − 1 e 2x + 1 when x ∈ R, we see that
for t, s ≥ 0.
9.4. Non-existence of certain holomorphic maps.
Theorem 9.7. Suppose Ω ⊂ C d is a bounded convex domain with C 1,α boundary. Then there does not exist a holomorphic map f : ∆ × ∆ → Ω and κ ≥ 0 so that
(2) for every s, t ≥ 0
Remark 9.8. If f : ∆ × ∆ → Ω is holomorphic and induces an isometric embedding
So Theorem 9.7 implies Theorem 2.22. 
Thus by Theorem 4.1 for each e iθ ∈ ∂∆ there exists x θ ∈ ∂Ω so that
Thus by Theorem 4.1 there exists x ∈ ∂Ω so that
Now for e iθ ∈ ∂∆ and t, s ≥ 0
So by Theorem 4.1,
∂Ω. Now by translating and rotating Ω we may assume that
Next consider the projection P : C d → C given by P (z 1 , . . . , z d ) = z 1 and the holomorphic function g : ∆ → C given by
Then Im g(z) > 0 for all z ∈ ∆, g is bounded, and
for any θ ∈ R. But this is impossible by the Cauchy integral formula and the dominated convergence theorem.
9.5. Proof of Theorem 9.1. We can now prove Theorem 9.1. Suppose that Ω ⊂ C d is a bounded convex domain with C ∞ boundary. Assume o ∈ Ω, x ∈ ∂Ω, M ≥ 0, and T ∈ R are so that
Suppose for a contradiction that x has infinite type. Then we can find t n → ∞ and affine maps A n such that
and there exists a map f : ∆ × ∆ → Ω with the properties in Proposition 9.3. Now by Theorem 9.2 the domain Ω is biholomorphic to Ω. But this is impossible by Theorem 9.7.
The entire boundary has finite type
In this section we prove:
Proposition 10.1. Suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary. If there exists x ∈ ∂Ω with finite line type, o ∈ Ω, and ϕ n ∈ Aut(Ω) so that ϕ n o → x non-tangentially, then ∂Ω has finite line type.
The idea will be to first use a scaling argument to show that Ω is biholomorphic to a domain of the form
where P : C d−1 → R is non-degenerate non-negative convex polynomial and there exists δ 1 , . . . δ d ∈ (0, 1/2) so that
for all t ≥ 0. By Theorem 1.7 in [Zim15] the metric space ( Ω, K Ω ) is Gromov hyperbolic. But then (Ω, K Ω ) is Gromov hyperbolic and so ∂Ω has finite line type by Theorem 1.1 in [Zim16] . Before starting the proof of the proposition we will need two lemmas:
Lemma 10.2. Suppose Ω ⊂ C d is a bounded domain with C 1 boundary. If x ∈ ∂Ω and p n ∈ Ω converges to x non-tangentially, then
Proof. This follows immediately from the estimate
We say a polynomial P : for all t ≥ 0. Now suppose that ϕ n o → 0 non-tangentially. Then by Lemma 10.2 there exists a compact set K ⊂ Ω, elements k n ∈ K, and a sequence t n → ∞ so that ϕ n k n = x + e −2tn n x = (e −2tn , 0, . . . , 0). Notice that Λ n ϕ n k n = (1, 0, . . . , 0). Moreover Λ n Ω converges in the local Hausdorff topology to the domain Ω = {(z 1 , . . . , z d ) ∈ C d : Im(z 1 ) > P (z 2 , . . . , z d )}.
Thus Ω is biholomorphic to Ω by Theorem 9.2. Then by Theorem 1.7 in [Zim15] the metric space ( Ω, K Ω ) is Gromov hyperbolic. But then (Ω, K Ω ) is Gromov hyperbolic and so ∂Ω has finite line type by Theorem 1.1 in [Zim16] .
11. Proof of Theorem 1.4
First suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary and there exists x, y ∈ L(Ω) with T Next consider the projection P : C d → C given by P (z 1 , . . . , z d ) = z 1 and the holomorphic function g : ∆ → C given by g(z) = P (ϕ(z)).
Then Im g(z) > 0 for all z ∈ ∆, g is bounded, and lim r→1 g(re iθ ) = 0 for any θ ∈ R. But this is impossible by the Cauchy integral formula and the dominated convergence theorem.
Boundary extensions of isometric embeddings
We now apply Theorem 4.1 to prove the following boundary extension theorem:
Theorem 12.1. Suppose Ω 1 ⊂ C d1 and Ω 2 ⊂ C d2 are bounded convex domains with C 1,α boundaries. If Ω 2 is C-strictly convex, then every isometric embedding f : (Ω 1 , K Ω1 ) → (Ω 2 , K Ω2 ) extends to a continuous map f : Ω 1 → Ω 2 .
Proof. We first show that lim z→x f (z) exists when x ∈ ∂Ω 1 . Since f is an isometric embedding we see that We claim that f is continuous. So suppose that z n → z in Ω 1 . If z ∈ Ω 1 then f (z n ) = f (z n ) → f (z) = f (z).
So assume that z ∈ ∂Ω 1 . Then, to avoid cases, approximate z n by z ′ n ∈ Ω 1 so that So f (z n ) → f (z) and thus f is continuous.
