IN 2004, Dale Benos and I proposed concise guidelines for reporting statistics (12) . 1 We included a brief explanation or example to clarify each guideline, and we provided additional resources readers could use in concert with the guidelines. Nevertheless, we recognized that the guidelines-even with explanations and examples-were inadequate for readers who wanted to learn about fundamental concepts in statistics. Why are fundamental concepts in statistics important? They form the cornerstone of scientific inquiry. If we fail to understand these fundamental concepts, then the scientific conclusions we reach are more likely to be wrong. And wrong conclusions based on faulty reasoning is shoddy science (14) .
Two series have been published in an effort to help readers learn about statistics: Altman's "Statistics and Ethics in Medical Research" (1) (2) (3) (4) (5) (6) (7) in the British Medical Journal and Healy's "Statistics from the Inside" (18 -33) in the Archives of Disease in Childhood. These series are helpful, but, as you can imagine, they are entirely didactic. What do you expect, right? The problem is that most of us learn statistics like we learn science: by doing it.
When I teach and write about statistics, I want to engage my audience. To do this I use simulations as thought experiments my audience can see (11) (12) (13) (14) . From my perspective, the only thing better would be if my audience could run the simulations on their own. This series in Advances in Physiology Education provides an opportunity to do just that: we will investigate basic aspects of statistics using a free software package. Among the concepts we will examine in future installments are the concepts behind P values and confidence intervals. My goals are to provide a theoretical framework for and a vehicle with which to illustrate each concept.
In this inaugural paper we explore the distinction between standard deviation and standard error, a distinction that has been discussed already (8, 10, 12-14, 16, 17) . Before we begin that exploration, however, we need to learn a little about the software we will use to help us learn about concepts in statistics.
R: Software to Explore Concepts
In my statistics course, I use the freeware package R (34). R is a system-a language and an environment-for statistical analysis and data graphics. The R environment is a commandline environment in which Ͼ represents the command line. You can submit an R command in two ways: type the command in the interactive R Console, or submit the command from a script. 2 Because this series relies on R merely to explore fundamental concepts in statistics, I provide a script of the requisite R commands.
Regardless of whether you use a Mac or a PC, there are three preliminary steps to perform:
1. To submit particular commands in Advances_Statistics_ Code.R, highlight the commands you want to submit, rightclick, and then click Run line or selection. Or, after you highlight the commands you want to submit, you can simply type CtrlϩR. In the R Console, default colors are red for command and blue for result. Data graphics are shown in the R Graphics device window.
Basic syntax. The script Advances_Statistics_Code.R contains comments in addition to commands. Comments define sections of the script and explain many of the commands. The character # denotes a comment: all text after the first # on a line is a comment. 
It is not obvious the commands have done a thing. If you type and then submit each variable name 5 in the R Console, however, you see that the commands have assigned the values of 0 and 1 to PopMean and PopSD:
The Simulation: Observations and Sample Statistics
If we want to explore the distinction between standard deviation and standard error, we need some data. When I teach a class on regression, I introduce a data set in this way: It is difficult to choose an example that is relevant to everyone. So instead, I want to use an example that is relevant to no one: cement.
I then proceed to discuss a 1932 study that examined the impact of the composition of cement on the heat released by the cement as it hardened (15) .
Suppose the random variable Y represents not the heat from cement but the physiological thing you study: L-ascorbic acid transport, differential gene expression, TNF-␣, or venous capacitance in trout. Assume that your Y is distributed normally with mean and standard deviation . We now have an example that is relevant to everyone. Unfortunately, we now also have a problem: different responses have different means and standard deviations. We can circumvent this problem if we consider the distribution of each response to be a standard normal distribution with mean ϭ 0 and standard deviation ϭ 1 (Fig. 2) . This standard normal distribution is the population from which we will obtain our simulated sample observations-our data.
As the statistical cornerstone for our explorations, suppose we want to estimate ϭ 0 and ϭ 1, the mean and standard deviation of our population (see Ref. 14) . To do this, we draw at random a sample of n observations from the population. For simplicity, suppose we limit the sample to nine observations. This is the R command (Advances_Statistics_Code.R, line 36) that generates the sample and rounds each value to three decimal places:
TheData Ͻ-round ( rnorm ( nObs, mean ϭ PopMean, sd ϭ PopSD), 3) The sample size is defined by the command nObs Ͻ-9 (Advances_Statistics_Code.R, line 10).
Because we had so much fun taking 1 random sample, we repeat the process until we have drawn a total of 1000 random samples, each with 9 observations, from our population. Mercifully, the command for (i in 1:nSamples) in line 35 of Advances_Statistics_Code.R does this for us. These are the observations-the data-for samples 1, 2, and 1000: Your sample observations will differ. We have our data, but if we want to really understand the distinction between standard deviation and standard error, we also need some sample statistics. 6 So each time we draw a sample of 9 observations, we calculate the sample statistics listed in Table 1 With these 1000 sets of sample observations and statistics, we are ready to explore the essential distinction between standard deviation and standard error.
Standard Deviation
In each of our 1000 samples, the 9 observations differ because the underlying population (see Fig. 2 ) is distributed over a range of possible values. The typical measure of the variability among experimental measurements is the sample standard deviation s:
where n is the number of observations in the sample, y i is an individual observation, and y is the sample mean. The sample standard deviation characterizes the dispersion of observations about the sample mean and estimates the population standard deviation . For example, the standard deviation of the observations in sample 1, 0.422, 1.103, . . ., 1.825, is s ϭ 0.702, which estimates ϭ 1. The empirical distribution of the 1000 sample standard deviations is centered at 0.966, slightly less than the actual value of 1 (Fig. 3) . The command in line 104 of Advances_Statistics_Code.R returns this value. Your value will differ slightly. A larger standard deviation means greater dispersion: more variability (Fig. 4) .
Standard Error of the Mean
In words, what is the standard error of the mean SE {y }? I ask this question of my students on the first day of class. Often students can explain in words how to calculate the standard error: divide the standard deviation by the square root of the sample size. Seldom can a student explain the concept behind the standard error: if I repeat an experiment a whole bunch of times-and each time I calculate a sample mean-then the standard deviation of those sample means will be the standard error of the mean (12) (13) (14) . The standard error of the mean answers a theoretical question: if I repeat an experiment a whole bunch of times, by how much will a typical sample mean differ from the population mean?
By virtue of our simulation, we have 1000 sample means (Fig. 5) . If we treat these 1000 sample means as observations, we can calculate their average and standard deviation:
Ave ͕y ͖ ϭ 0.0 and SD ͕y ͖ ϭ 0.326 .
The commands in lines 156-157 of Advances_Statistics_ Code.R return these values. Your values will differ slightly.
Suppose we draw from our population (see Fig. 2 ) an infinite number of samples, each with n ϭ 9 observations. The infinite number of sample means, y 1 , y 2 , . . ., y ϱ , will be distributed normally with mean and standard deviation / ͌ n. 8 In other words, the average of the sample means, Ave {y }, will be the population mean , but the standard deviation of the sample means, SD {y }, will be smaller than the population standard deviation by a factor of / ͌ n:
Ave ͕y ͖ ϭ and SD ͕y ͖ ϭ /ͱn ϭ 1/3 .
If the sample size n increases, then the standard deviation of the theoretical distribution of the sample mean will decrease: the more sample observations we have, the more certain we will be that the sample mean y is near the actual population mean (Fig. 6 ). 6 A statistic is a quantity calculated from the sample observations. 7 We will use the statistics in columns 4 -7 in subsequent explorations. 8 I derive these results for the mean and standard deviation in Ref. 14. The Central Limit Theorem states that the theoretical distribution of the sample mean will be approximately normal regardless of the distribution of the original observations. If the distribution of the original observations happens to be normal, then the theoretical distribution of the sample mean will be exactly normal. The standard deviation of the distribution of the sample mean is the standard error of the sample mean SE {y }.
Summary
As this exploration has demonstrated, the standard deviation and standard error of the mean estimate quite different things: a standard deviation estimates the variability among individual observations in a sample-it can also estimate the variability in the underlying population-but a standard error of the mean estimates the theoretical variability among sample means.
In a sample, the observations-the data-differ because the population from which they were drawn is distributed over a range of possible values. The standard deviation describes the dispersion of these sample observations about the sample mean. If we fail to report the standard deviation, then we fail to fully report our data. Because it incorporates information about sample size, the standard error of the mean is a misguided estimate of variability among observations. Instead, the standard error of the mean provides an estimate of the uncertainty of the true value of the population mean.
In the next installment of this series, we will explore some of the concepts behind hypothesis testing: test statistics and P values. If n* is a positive integer greater than 1, then ⌫(n*) ϭ (n* Ϫ 1)!. For example, ⌫(4) ϭ 3 ⅐ 2 ϭ 6. Figure 7 depicts the probability density function of the sample standard deviation for 5, 10, 20, 30, 40, 50, and 100 observations.
