This brief paper presents implementation results using the discrete-time adaptive prediction and control
Introduction
Adaptive predictors and controllers have been studied in which the system is linear with unknown parameters, or the system nonlinearities are known and linear in a set of unknown parameters (see, e.g., [ 6 ] ) . The recent work in [l] has developed adaptive predictors and controllers for the case when the unknown coefficients do not enter linearly, or if the form of the system dynamics is poorly understood. The solution approach in [I] is to use an "on-line function approximation" approach, where a suitable parameterized nonlinearity such as a fuzzy system or neural network is tuned to approximate the unknown portion of the plant dynamics.
Using this approach, we are more interested in function approximation than parameter estimation. Neural networks or fuzzy systems are especially good candidates for tunable nonlinearities since they satisfy the universal approximation property (i.e., they can be tuned to approximate an arbitrary continuous function defined on a compact set to an arbitrary degree of accuracy, but the achievable accuracy depends on the "size" and form of the approximator structure), but other conventional approximator structures such as polynomials could also be used [7, 8, 9, control techniques developed in [l] - [5] (hereafter referred to as the L1companion work," which we assume the reader is familiar with) to a process control experiment testbed. The experiments conducted here seek to determine, in the first place, whether update of an approximator where the tuned parameters enter nonlinearly may be more advantageous, in a practical situation, than a linear in the parameters update. Second, our study tries to find out how advantageous the addition of adaptation to an existing control system may be. Third, our general objective is to show how to pick the various parameters of the adaptive schemes to achieve good performance. In Section 2 the process control experiment is described. In Section 3 we develop an adaptive predictor system for liquid volume in the process control experiment. In Section 4 a discrete-time adaptive controller is applied to the problem of volume reference tracking.
The Process Control Experiment
The process control experiment in our laboratory [ll] has been designed to resemble systems found in chemical processes where liquid volume control is performed.
Experimental Setup
The process control experiment consists of two tanks.
The first one, a "fill tank," contains a liquid whose volume, L f , we wish to control. The reference input, a desired liquid volume, is denoted by Ld. The second tank is called "reservoir tank," and contains the liquid to be pumped into and out of the fill tank. There are two pumps that serve as system actuators. The first one is a variable rate DC pump, P,, which pumps liquid from the reservoir tank into the fill tank. The second one is an AC pump, Pf, which can only be turned on or off, and is used to remove liquid from the fill tank. The control input to the system is a single voltage U , where a sufficiently large positive value (of at most 10 Volts) will cause P, to transfer liquid into the fill tank, and any negative value (at least -10 Volts) will cause Pf to turn on and remove liquid from the fill tank.
Notice the asymmetry caused by the different operation of the pumps: the DC pump has a dead zone, above which the liquid flow is approximately a linear function of U (see the next Section on modeling); the AC pump, on the other hand, is turned on to maximum power by any negative U , regardless of its magnitude. The combined behavior of the pumps when U is close to zero in magnitude make it very challenging to maintain volume at a steady value with small tracking error because of the oscillations induced. Also, both pumps have saturation nonlinearities which are difficult to characterize. Furthermore, the pumps introduce significant electrical noise and delays into the system. Finally, there is sensor noise, which occurs when liquid is pumped into and out of the fill tank and waves are produced in the liquid surface, which in turn cause the level measuring Styrofoam ball to oscillate.
Model
In this section we develop an approximate mathematical model of the experiment. Ideally, the process control experiment may be represented by the first or- 
Notice that fP(u) is invertible and differentiable everywhere.
We will not be overly concerned with the accuracy of the discrete-time representation of the plant, since we would like, in the case of the adaptive predictor, to take care of the "modeling" work by adaptively approximating the plant dynamics. Similarly, the adaptive controller should be able to compensate for our lack of information about the plant. However, the model provides us with an important parameter of the plant: its relative degree, equal to one.
Nominal Control System
Since the process control plant is a slow system, we use a sampling time of 1 second. We used a nonadaptive fuzzy controller in Takagi-Sugeno (TS) form. The fuzzy controller has only one input, the tracking forms poorly for the process control experiment. It presents a highly oscillatory behavior, poor tracking, and high sensitivity to measurement noise. From the point of view of prediction, this is a desirable feature, because it makes the prediction task more challenging; similarly, this fuzzy controller allows for an illustration of the improvements in performance that adaptation can provide: the controller has enough structure to do a better control job, but its initial specification is not good. Adaptation, however, is able to exploit the potential of the TS fuzzy system much better than our original design, as will be shown in Section 4.
3 Discrete-Time Adaptive Prediction
Predictor Design Process
Since the process control model has a relative degree cf one, our predictor will be able to provide us with L f ( k + l), the predicted liquid level, one step ahead of the current time. Now, we would like not to have to make any assumptions on the plant dynamics: for instance, we do not want to be concerned with whether the system is feedback linearizable (the model above is not, since the input does not enter in an affine manner), or whether it has a particular functional structure; it is enough to know there exists some mapping between input and output that we will attempt to approximate. The direct adaptive prediction scheme requires no explicit assumption on plant dynamics' structure, and is therefore the best choice in this case.
A difficult design issue when dealing with experimental studies is how to define x, a regressor vector that includes enough past information to characterize plant behavior. The process model suggests the choice x = [Lp(k)lT but, taking into account the complexity of the plant, we found that the best way to proceed was to keep adding past outputs into x until the predictor achieved a reasonably good performance. In the end,
We use a Takagi-Sugeno fuzzy system to produce Nonlinearity of the system and the measurement noise seemed to require a rapidly converging predictor. For this reason, although computationally intensive, we decided to use the least-squares update law for our adaptive predictors, since the sampling time of 1 second used in implementation is long enough to allow for computation. Furthermore, the update is applied both to the matrix C of output coefficients and to the input membership functions' centers and spreads.
Another important design issue is the bound for the representation error of the predictor fuzzy system (see the companion work), which in turn affects the size of the time-varying discontinuous dead-zone used in the least-squares update law. Unfortunately, there is currently no clear analytic way of choosing this bound, especially when dealing with a complex physical system. Therefore, we again resorted to a pragmatic approach: we treated this bound as a parameter to be tuned. In general one would want to have an approximator with a large enough structure, so that the representation error is small. In our case, the representation error could be larger than what it would be if we only adjusted C, since the input centers and spreads appear nonlinearly in the update scheme. However, we adopted the point of view that the added structural richness of the fuzzy system would in fact improve its approximation capabilities, and therefore reduce the representation error rather than enlarge it. The results we obtained seemed to corroborate our pragmatic design strategy: we found that letting the representation error bound be as small as 0.001 yielded good results.
":
The theoretical background for the discrete-time techniques we are using here establishes that transient performance of the predictor (or the controller, as in Section 4) can be greatly improved if the initial choices for the coefficients of the approximator, a TS fuzzy system in this case, are close to the ideal values. Unfortunately, these ideal values may not be unique; furthermore, it may be very difficult to guess them. This situation may force the designer to resort, yet again, to pragmatics and intuition. In our case, the size of the regressor vector x made the initial choice of C a challenging design issue. Our rationale was that, since we could not determine which, if any, of the past values of liquid volume, or the control input, should have a greater impact on the approximator output, the best guess (under such a lack of information) would be to set all coefficients initially equal, but with a small magnitude. Some testing of this strategy proved successful, and we settled for the value 0.1, as mentioned above.
Experimental Results
We chose a reference liquid volume that takes the values 5,6,7, and 6 gallons periodically, each value for a duration of 60 seconds. Figure 1 shows the results for one step ahead prediction where the matrix C and the centers and spreads of input membership functions are updated; the top plot contains the actual (dashed line) and predicted (solid line) liquid levels, and the bottom plot presents the prediction error. Notice that the error is relatively large during the first half of the first cycle, and then decreases rapidly. . Prediction is also successful here, but the predictor has noticeably more problems, especially when the liquid volume is more or less constant or when it is not oscillatory (e.g., between times 300 and 500 hundred seconds). This shows that, in this case, it is more beneficial to tune the parameters that enter in a nonlinear fashion (see more discussion on this in the companion work).
Discrete-Time Adaptive Control

Controller Design Process
Next, we consider discrete-time adaptive control for the process control experiment. We will use the fuzzy controller in Section 2 to illustrate how adaptation may be able to improve the performance of an existing control design.
Since the control does not enter affinely in the plant model, we apply the direct adaptive approach in the companion work, for which existence of an ideal control u*(z(lc),r(k + 1)) is assumed such that the track- 
is bounded away from zero by known constants, and u ( k ) is an unknown, bounded function. In order to put the error dynamics in the required form, notice that we can let fP(u(k)) = ~( k )
, the error dynamics are in the appropriate form. Since f,(u) is invertible for all U , we may select an ideal control that feedback linearizes the plant dynamics. In particular, let u*(k) = f;l (-y(k) + r ( k + 1)). We observe that, since u * ( k ) + p ( u * ( k ) ) = fp(u*(k)) = -y(k) + r ( k + I), we can guarantee the existence of U* such that the error dynamics satisfy the required form. The function P ( u ( k ) ) is continuous but unbounded for unbounded U , but given the practical constraint that U must lie between -10 and 10 Volts, a bound exists for u ( k ) within this interval. As we did in the prediction case, we will again use least-squares update.
Experimental Results
We will now allow the fuzzy controller described in Section 2.3 to adapt, in order to find out how, if at all, adaptation is able to improve the closed-loop performance. Figure 3 shows, with greater detail, the tracking performance of the non-adaptive fuzzy controller used in the previous section. The top plot contains the reference and the real liquid volumes; the second, the tracking error; and the lower plot, the control input. The controller is highly oscillatory, in particular when the reference volume increases (a result of the asymmetry of the actuators and of the measurement noise). Observe, also, that even when the control input is smoother, the tracking error tends to be a nonzero constant. In general, this design presents several shortcomings, like low noise rejection, poor steadystate tracking, and high "chattering." Figure 4 shows the tracking results when least-squares adaptation is used for the discrete-time system. Here we only consider the case where a nonlinear in the parameters update is performed, i.e., update of the output coefficients in matrix C, as well as the centers and spreads of the input membership functions. Note how steady-state chattering is greatly reduced, even during the first period, and then is even further minimized as adaptation proceeds. Similarly, the overall magnitude of the error is reduced with respect to Figure 3 , and tends to become smaller through time. In general, tracking performance is noticeably improved by means of the adaptation mechanism.
Concluding Remarks
In this paper we presented implementation results for the discrete-time prediction and control techniques in [l] . We investigated application of the techniques for one experimental testbed, a process control system, for which we constructed direct adaptive predictor and control systems. For the predictor, our results suggest that, in some cases, a nonlinear in the parameters update may be more advantageous than a linear one, in the sense that a faster, better convergence of the prediction error to zero may be achievable. The control case illustrates how the addition of adaptation may result in an improved tracking performance, especially when the controller design task is complicated by the presence of complex nonlinearities and significant levels of measurement noise.
