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KMS STATES, CONFORMAL MEASURES AND ENDS
IN DIGRAPHS
KLAUS THOMSEN
Abstract. The paper develops a series of tools for the study of
KMS-weights on graph C∗-algebras and KMS-states on their cor-
ners. The approach adopts methods and ideas from graph theory,
random walks and dynamical systems.
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1. Introduction
Recent work has shown that the structure of KMS-weights on a sim-
ple graph C∗-algebra can exhibit a remarkable richness and complexity
already when the one-parameter group is the so-called gauge action
which arises naturally from the construction of the algebra. The fact
that the structure of the algebra is so relatively transparent, and the
action so elementary means that the structure of its KMS-weights is
amenable to a much more detailed investigation than what is possi-
ble with the examples of Bratteli, Elliott, Herman and Kishimoto,
[BEH],[BEK], which are the only known examples of one-parameter
actions on simple C∗-algebras with a similar complexity in the KMS-
structure. In this paper we therefore continue the exploration of the
structure of KMS-weights and KMS-states for actions on simple graph
C∗-algebras and their corners which was started in [Th1] and [Th3].
The overall goal here is to develop tools which can be applied to all
(simple) graph C∗-algebras equipped with a generalized gauge action
and to enlarge the class of directed graphs for which the structure of the
KMS-weights can be completely determined. In addition we develop
methods to construct examples in a controlled way. Recall that a one-
parameter group of automorphisms on a C∗-algebra is used as a model
in quantum statistical mechanics, [BR], where the one-parameter group
represents the time evolution of the system and the KMS states rep-
resent the equilibrium states. So not only as a tool to illustrate the
general results we obtain, but also to make the theory potentially useful
as a source of models in quantum statistical mechanics it is important
to have ways to obtain a desired structure of KMS states. For these
reasons a good part of the paper is devoted to the development of such
methods.
In this work three things are achieved:
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• A class of directed graphs, which we call meager, is presented
and the structure of KMS-weights for the generalized gauge
actions on the C∗-algebra on a meager graph is fully explored.
• It is shown how the structure of KMS-weights for a general-
ized gauge action on the C∗-algebra of a row-finite strongly
connected digraph can be determined from similar actions on
primitive AF-algebras. In fact, for many graphs including Cay-
ley graphs of finitely generated groups, it suffices to consider
generalized gauge actions on simple AF-algebras.
• Methods are developed to construct examples, and in particular
we present an example of a simple unital C∗-algebra with a
periodic one-parameter action such that there are β-KMS states
for all β in an infinite half-line and the simplices of β-KMS
states are not affinely homeomorphic for any pair of different
β’s in the interval.
The class of meager digraphs greatly extends both the class of di-
graphs obtained by considering trees as digraphs in the natural way
and the class of graphs with countably many exits which were studied
in [Th3]. The structure of KMS-weights for generalized gauge actions
on the C∗-algebras of meager graphs are more complex, but the meth-
ods which we develop for their study are natural extensions of methods
from [Th3].
The results alluded to in the second item show that the overall prob-
lem we consider can be reduced, at least in principle and for row-finite
graphs, to the same problem for primitive or simple Bratteli diagrams.
In this setting the problem has been considered by Jean Renault in
[R1] and [R2] as a special case of what he calls the Radon-Nikodym
problem. We develop here the methods by which KMS-weights for gen-
eralized gauge actions on the C∗-algebra of a row-finite graph can be
decomposed into weights that arise from generalized gauge actions on
primitive or in many cases even simple AF-algebras.
The example mentioned in the last item exhibit a behaviour which
has not been observed before. The example we construct is the gauge
action on a corner of the C∗-algebra of a strongly connected row-finite
graph. The possible inverse temperatures realized by such an action is
always an infinite half-line, if not the empty set, and hence not at all
as exotic as the sets of possible inverse temperatures which can occur
in the examples of Bratteli, Elliott and Herman, [BEH]. The virtue of
our example is that it exhibits a variation with β of the simplices which
is as wild as at all conceivable. Furthermore, it is possible to make a
fusion of the example with the examples from [BEH] by using tensor
products of C∗-algebras and one-parameter actions. The result are
simple unital C∗-algebras with a continuous one-parameter action for
which the set of inverse temperatures can be an arbitrary closed subset
F of positive real numbers, and such that the simplices of β-KMS
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states exhibit the same extreme variation within F as the examples
constructed here. Our examples can also be given other guises in which
it may have better chances of being recognized by mathematicians not
involved with operator algebras or mathematical physics. Indeed, the
adjacency matrices of the graphs we construct in Section 9 show that for
all h > 1 there is an irreducible row-finite infinite matrix A with entries
from N ∪ {0} such that there are no non-zero solutions ψ ∈ [0,∞[N to
the equation
Aψ = λψ (1.1)
when λ < h while for λ ≥ h the solutions that are normalized such
that ψ1 = 1 form a Bauer-simplex Sλ with the property that Sλ is only
affinely homeomorphic to Sλ′ when λ = λ
′. Formulated in this way the
example supplements a fundamental result by Pruitt, specifically the
corollary on page 1799 in [Pr].
The endeavour we undertake requires that we use methods and ideas
from graph theory and from the theory of Markov chains; more specif-
ically, from random walks. The problem we consider is rather closely
related to the problem of finding the harmonic functions of a random
walk as will be explained in detail in Section 3.1. In some cases results
or methods from random walks can be used directly to obtain all the
information we are looking for as we show by example, but in general
it is necessary to modify and supplement the methods used for random
walks. For example, the end space of an undirected graph is well-known
and used in connection with random walks, but this is not the case for
digraphs. There is a notion of an end space for digraphs considered by
Zuther in [Zu], several actually, but Zuther does not put a topology
on the end spaces he considers and it is crucial for our purposes that
the end space of a digraph comes equipped with a natural and well-
behaved topology. We therefore describe the end space which Zuther
has introduced in a way that brings this topology to light. When a
Bratteli diagram is considered as a digraph in the obvious way, its end
space is homeomorphic to the primitive ideal space of the AF-algebra
it defines, equipped with the Fell topology. Another example concerns
the Martin boundary which is used to represent the harmonic func-
tions of a countable state Markov chain as integrals. While this devise
is available to some extend in the setting we consider, it does not give
the best setting for a study of the conformal measures that define the
KMS-weights and states since they are measures on the path space of
the graph and not on any boundary. The Martin kernels that define
the Martin boundary are crucial also here, but the Martin boundary
itself is redundant. In fact, we show in an appendix that there is a uni-
versally measurable subset of rays in the graph which can serve as the
supporting space of an integral representation both of the conformal
measures and of the harmonic vectors that determine the KMS-weights
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we are interested in, even in cases where the harmonic vectors can have
zeroes and where the Martin boundary is usually not defined.
The paper is organized as follows.
• Section 2 describes the background results and mark out the
field for the following sections. In particular, it is explained
why the focus is on graphs with wandering rays and no sinks.
• Section 3 establishes the bijective correspondence between har-
monic vectors and conformal measures which is fundamental
to the project, and the relation to Markov chains and random
walks is explained in detail.
• Section 4 combines Choquet- and disintegration theory with
the methods used to prove the convergence to the boundary
theorem for countable state Markov chains in order to obtain a
pivotal description of the extremal conformal measures.
• Section 5 is devoted to the development of tools for the con-
struction of strongly connected graphs out of graphs that are
not strongly connected, in order to control the behaviour of
conformal measures and hence the KMS-weights.
• Section 6 contains the construction of the end space of a di-
graph. It is compared to the end space of an undirected graph
and used to disintegrate conformal measures.
• Section 7 introduces the meager digraphs, describes the struc-
ture of conformal measures on their path spaces and give ex-
amples.
• Section 8 shows how to get from general row-finite graphs to
primitive and simple Bratteli diagrams in the study of confor-
mal measures. The ends of digraphs play a fundamental role
for this.
• Section 9 is devoted to the construction of strongly connected
row-finite graphs such that there is a corner in the associated
C∗-algebra for which the gauge action exhibits the wildest pos-
sible variation of KMS-simplices.
We end the paper with three appendices. In the first we justify the
unproven assertions made in Section 2 and in the second we obtain
the version of the Poisson-Martin integral representation alluded to
above. In the third and final appendix we study the tensor product of
the one-parameter actions constructed in Section 9 with the examples
from [BEH] in order to obtain the fusion mentioned above.
Acknowledgement I am grateful to Johannes Christensen for discus-
sions and help to minimize the number of mistakes, and to George
Elliott for an e-mail exchange regarding the examples in [BEH] and
Appendix 12. The work was supported by the DFF-Research Project
2 ‘Automorphisms and Invariants of Operator Algebras’, no. 7014-
00145B.
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2. Recap on KMS weights and generalized gauge actions
on graph C∗-algebras
Let A be a C∗-algebra and A+ the convex cone of positive elements
in A. A weight on A is map ψ : A+ → [0,∞] with the properties
that ψ(a + b) = ψ(a) + ψ(b) and ψ(λa) = λψ(a) for all a, b ∈ A+
and all λ ∈ R, λ > 0. By definition ψ is densely defined when
{a ∈ A+ : ψ(a) <∞} is dense in A+ and lower semi-continuous when
{a ∈ A+ : ψ(a) ≤ α} is closed for all α ≥ 0. We refer to [KV] and the
references therein for more information on weights. As in [KV] we say
that a weight is proper when it is non-zero, densely defined and lower
semi-continuous. A ray of weights is a set of the form {λφ : λ > 0} for
some proper weight φ.
Let ψ be a proper weight on A. Set Nψ = {a ∈ A : ψ(a
∗a) <∞}
and note that
N ∗ψNψ = Span {a
∗b : a, b ∈ Nψ}
is a dense ∗-subalgebra of A, and that there is a unique well-defined
linear map N ∗ψNψ → C which extends ψ : N
∗
ψNψ ∩ A+ → [0,∞). We
denote also this densely defined linear map by ψ.
Let γ : R → AutA be a point-wise norm-continuous one-parameter
group of automorphisms on A. Let β ∈ R. Following [C] we say that a
proper weight ψ on A is a β-KMS weight for γ when
i) ψ ◦ γt = ψ for all t ∈ R, and
ii) for every pair a, b ∈ Nψ∩N ∗ψ there is a continuous and bounded
function H defined on the closed strip Dβ in C consisting of the
numbers z ∈ C whose imaginary part lies between 0 and β, and
is holomorphic in the interior of the strip and satisfies that
H(t) = ψ(aγt(b)), H(t+ iβ) = ψ(γt(b)a)
for all t ∈ R.
A β-KMS weight ψ with the property that
sup {ψ(a) : 0 ≤ a ≤ 1} = 1
will be called a β-KMS state. This is consistent with the standard
definition of KMS states, [BR], except when β = 0 in which case our
definition requires that a 0-KMS state, which is also a trace state,
is γ-invariant. We are particularly interested in the extremal β-KMS
weights since a general β-KMS weight is the average, in a certain sense,
of extremal β-KMS weights. Here a β-KMS weight ϕ is extremal when
it only dominates multiplies of itself, i.e. when every β-KMS weight ψ
such that ψ ≤ ϕ has the form ψ = λϕ for some λ > 0.
Let Γ be a countable directed graph with vertex set ΓV and arrow
set ΓAr. For an arrow a ∈ ΓAr we denote by s(a) ∈ ΓV its source
and by r(a) ∈ ΓV its range. An infinite path in Γ is an element p =
(pi)
∞
i=1 ∈ (ΓAr)
N such that r(pi) = s(pi+1) for all i. A finite path
KMS STATES, CONFORMAL MEASURES AND ENDS IN DIGRAPHS 7
µ = a1a2 · · · an = (ai)ni=1 ∈ (ΓAr)
n is defined similarly. The number of
arrows in µ is its length and we denote it by |µ|. A vertex v ∈ ΓV will
be considered as a finite path of length 0.
We let P (Γ) denote the (possibly empty) set of infinite paths in Γ
and Pf (Γ) the set of finite paths in Γ. The set P (Γ) is a complete
metric space when the metric is given by
d(p, q) =
∞∑
i=1
2−iδ(pi, qi),
where δ(a, a) = 0 and δ(a, b) = 1 when a 6= b. We extend the source
map to P (Γ) such that s(p) = s(p1) when p = (pi)
∞
i=1 ∈ P (Γ), and the
range and source maps to Pf(Γ) such that s(µ) = s(a1) and r(µ) =
r(a|µ|) when |µ| ≥ 1, and s(v) = r(v) = v when v ∈ ΓV . A vertex v
which does not emit any arrow is a sink, while a vertex v which emits
infinitely many arrows (that is, #s−1(v) =∞,) will be called an infinite
emitter. The set of sinks and infinite emitters in Γ is denoted by V∞.
We shall sometimes assume that Γ is row-finite in the sense that all
vertexes only emit a finite number of arrows, i.e. #s−1(v) <∞ for all
v ∈ ΓV . In that case P (Γ) is locally compact.
The C∗-algebra C∗(Γ) of the graph Γ was introduced in this gener-
ality in [BHRS] as the universal C∗-algebra generated by a collection
Sa, a ∈ ΓAr, of partial isometries and a collection Pv, v ∈ ΓV , of mutu-
ally orthogonal projections subject to the conditions that
1) S∗aSa = Pr(a), ∀a ∈ ΓAr,
2) SaS
∗
a ≤ Ps(a), ∀a ∈ ΓAr,
3)
∑
a∈F SaS
∗
a ≤ Pv for all v ∈ ΓV when F ⊆ s
−1(v) is a finite
subset, and
4) Pv =
∑
a∈s−1(v) SaS
∗
a , ∀v ∈ ΓV \V∞.
For a finite path µ = (ai)
|µ|
i=1 ∈ Pf(Γ) of positive length we set
Sµ = Sa1Sa2Sa3 · · ·Sa|µ| ,
while Sµ = Pv when µ is the vertex v. The elements SµS
∗
ν , µ, ν ∈ Pf(Γ),
span a dense ∗-subalgebra in C∗(Γ).
A function F : ΓAr → R will be called a potential on Γ in the
following. Using it we can define a continuous one-parameter group
αF =
(
αFt
)
t∈R
on C∗(Γ) such that
αFt (Sa) = e
iF (a)tSa
for all a ∈ ΓAr and
αFt (Pv) = Pv
for all v ∈ ΓV . Such an action is called a generalized gauge action;
the gauge action itself being the one-parameter group α = (αt)t∈R,
corresponding to the constant function F = 1.
8 KLAUS THOMSEN
Since we are mostly interested in the case where C∗(Γ) is a simple C∗-
algebra and since it simplifies several things, we will assume this here.
In the course of the following development, however, it will be essential
that we consider much more general digraphs even when our main
interest is in graphs for which the C∗-algebra is simple. We describe
here the necessary and sufficient conditions which Γ must satisfy for
C∗(Γ) to be simple. These conditions were identified by Szymanski in
[Sz]. A loop in Γ is a finite path µ ∈ Pf (Γ) of positive length such that
r(µ) = s(µ). We will say that a loop µ has an exit then #s−1(v) ≥ 2
for at least one vertex v in µ. A subset H ⊆ ΓV is hereditary when
a ∈ ΓAr, s(a) ∈ H ⇒ r(a) ∈ H , and saturated when
v ∈ ΓV \V∞, r(s
−1(v)) ⊆ H ⇒ v ∈ H.
In the following we say that Γ is cofinal when the only non-empty
subset of ΓV which is both hereditary and saturated is ΓV itself.
Theorem 2.1. (Theorem 12 in [Sz].) C∗(Γ) is simple if and only if Γ
is cofinal and every loop in Γ has an exit.
In particular, C∗(Γ) can be simple when there are infinite emitters,
and even when there is a sink. But there can not be more than one sink
by Corollary 4.2 in [Th3]. We note that when Γ is strongly connected,
meaning that for every pair of vertexes v, w there is a finite path µ such
that s(µ) = v and r(µ) = w, then ΓV contains no proper non-empty
hereditary subset and Γ is therefore also cofinal. Hence C∗(Γ) is simple
when Γ is strongly connected, except when Γ only consists of a single
loop.
For β ∈ R, let A(β) = (A(β)v,w)v,w∈ΓV be the matrix over ΓV defined
such that
A(β)v,w =
∑
a∈s−1(v)∩r−1(w)
e−βF (a) ,
where we sum over all arrows a going from v to w. The entries of A(β)
are non-negative and we can unambiguously define the higher powers
A(β)n of A(β) in the usual way, although the entries of A(β)n may be
infinite when Γ is not row-finite. By definition A(β)0 is the ’identity
matrix’, i.e. A(β)0v,w = 0 when v 6= w while A(β)
0
v,v = 1 for all v ∈ ΓV .
When F = 1, where the action αF is the gauge action α, we have that
A(β) = e−βA(Γ) ,
where A(Γ) denotes the adjacency matrix of Γ, i.e.
A(Γ)v,w = #r
−1(w) ∩ s−1(v) .
As in [Th2] we say that a non-zero non-negative vector ψ = (ψv)v∈ΓV
is almost A(β)-harmonic when
•
∑
w∈ΓV
A(β)v,wψw ≤ ψv, ∀v ∈ ΓV , and
•
∑
w∈ΓV
A(β)v,wψw = ψv, ∀v ∈ ΓV \V∞.
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The almost A(β)-harmonic vectors ψ for which
•
∑
w∈ΓV
A(β)v,wψw = ψv, ∀v ∈ ΓV ,
will be called A(β)-harmonic. In particular, when Γ is row-finite with-
out sinks an almost A(β)-harmonic vector is automaticallyA(β)-harmonic.
An almost A(β)-harmonic vector which is not A(β)-harmonic will be
said to be a proper almost A(β)-harmonic vector.
Theorem 2.2. Assume that C∗(Γ) is simple and let αF be a generalized
gauge action on C∗(Γ).
• There is a bijection between the set of β-KMS weights for αF
and the set of almost A(β)-harmonic vectors.
• The β-KMS weightWψ corresponding to an almost A(β)-harmonic
vector ψ = (ψv)v∈ΓV satisfies that S
∗
µ ∈ NWψ and
Wψ (SµS
∗
ν) =
{
0, µ 6= ν
e−βF (µ)ψr(µ), µ = ν
when µ, ν ∈ Pf(Γ).
Proof. Under the present assumption all β-KMS weights are gauge-
invariant by Proposition 5.6 in [CT2]. Therefore the statement follows
from Theorem 2.7 in [Th3]. 
The proof of Theorem 2.2 from [Th1], [Th3] and [CT2] used a de-
scription of C∗(Γ) as the C∗-algebra of a locally compact e´tale groupoid,
but this point of view will not be needed here.
It follows from Theorem 2.4 in [Th3] that there is a bijection be-
tween the rays of β-KMS weights for αF and the β-KMS states for the
restriction of αF to any corner pC∗(Γ)p defined by a projection p in the
fixed point algebra of αF which is full in C∗(Γ). The bijection sends a
β-KMS weight ϕ on C∗(Γ) to the state
ϕ(p)−1ϕ|pC∗(Γ)p
on pC∗(Γ)p. Therefore Theorem 2.2 implies the following.
Theorem 2.3. Assume that C∗(Γ) is simple and let αF be a general-
ized gauge action on C∗(Γ). Fix a vertex v0 ∈ ΓV and let γF denote
the one-parameter group of automorphisms on Pv0C
∗(Γ)Pv0 defined by
restricting αFt to Pv0C
∗(Γ)Pv0.
• There is an affine bijection between the set of β-KMS states
for γF and the set of almost A(β)-harmonic vectors ψ that are
v0-normalized in the sense that ψv0 = 1.
• The β-KMS state wψ corresponding to a v0-normalized almost
A(β)-harmonic vector ψ = (ψv)v∈ΓV satisfies that
wψ (SµS
∗
ν) =
{
0, µ 6= ν
e−βF (µ)ψr(µ), µ = ν
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when µ, ν ∈ Pf(Γ) ∩ s−1(v0).
Because of these theorems the study of the β-KMS weights for αF ,
or the β-KMS states for its restriction to a corner, begins with a search
for almost A(β)-harmonic vectors. To explain what is already known
consider first the case where A(β) is recurrent in the sense that
∞∑
n=0
A(β)nv,v =∞ (2.1)
for some v ∈ ΓV . When this happens there are no proper almost A(β)-
harmonic vectors, and by Proposition 4.9 and Theorem 4.14 in [Th3]
there exists an A(β)-harmonic vector if and only if
lim sup
n
(
A(β)nv,v
) 1
n = 1 , (2.2)
and it is then unique up to multiplication by scalars. So at least in
principle we know in the recurrent case when there are any almost
A(β)-harmonic vectors and how many. Consider then the case when
A(β) is transient, i.e. not recurrent. Since Γ is cofinal this means that
∞∑
n=0
A(β)nv,w <∞ (2.3)
for all v, w ∈ ΓV by Lemma 4.1 in [Th2]. The situation is much more
complicated in this case and to describe what is known, recall from
[Th3] that an infinite path p ∈ P (Γ) is wandering when the sequence
{s(pi)} of vertexes goes to infinity in the sense that for all finite subsets
F ⊆ ΓV there is an N ∈ N such that s(pi) /∈ F when i ≥ N . In the
following we denote by Wan(Γ) the set of wandering paths in Γ. We can
then divide the cofinal directed graphs into five types, called A,B,C,D
and E, according to the following diagram.
∃ sink?
No
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
Y es

∃ infinite emitters?
No
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
Y es
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Wan(Γ) = ∅ ?
No

Y es
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Wan(Γ) = ∅ ?
No

Y es
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
A B C D E
We consider the five types of graphs one by one. The following conclu-
sions are valid when Γ is cofinal and A(β) is transient.
Type A: There are no proper almost A(β)-harmonic vectors, but there
are always A(β)-harmonic vectors.
Type B: There are no almost A(β)-harmonic vectors at all.
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Type C: There is a bijective correspondence between extremal rays of
proper almost A(β)-harmonic vectors and the infinite emitters
in ΓV .
Type D: There are no A(β)-harmonic vectors and there is a bijective
correspondence between extremal rays of proper almost A(β)-
harmonic vectors and the infinite emitters in ΓV .
Type E: There are no A(β)-harmonic vectors and a unique ray of proper
almost A(β)-harmonic vectors for all β.
Notice the lack of information regarding A(β)-harmonic vectors for
graphs of type C. The graphs with countably many exits which were
studied in [Th3] show that they can exist in abundance in this case,
but there are also examples where they do not exist.
A more detailed explanation of how to derive the presented conclu-
sions can be found in Appendix 10. The main reason they are pre-
sented here is that they explain the focus in the following pages. Note
namely that concerning the recurrent case and the extremal proper
almost A(β)-harmonic vectors we know in all cases if they exist and
how many. Moreover, an explicit formula for the essentially unique
A(β)-harmonic vector which exists in the recurrent case when (2.2)
holds was given by Vere-Jones, [V]. The extremal proper almost A(β)-
harmonic vectors can also be described explicitly by use of Lemma 2.10
and Theorem 3.4 in [Th3]; they are all in the ray of a vector ϕ of the
form
ϕv =
∞∑
n=0
A(β)nv,u
for some vertex u which is either a sink or an infinite emitter.
Summing up, we see that what remains are the questions about the
structure of the A(β)-harmonic vectors in the transient case, and only
when Wan(Γ) is not empty. Graphs for which Wan(Γ) is not empty are
naturally subdivided into graphs for which NWΓ is empty and those
for which it is not. In the latter case we may in fact assume that Γ
is strongly connected by Proposition 4.9 in [Th3], but even if one is
only interested in the case where Γ is strongly connected it is highly
advantageous to work in a generality which includes more general di-
graphs, and in particular Bratteli diagrams. In fact, the results we
obtain show that the problem of determining the A(β)-harmonic vec-
tors for a strongly connected row-finite graph can be boiled down to the
same problem for primitive Bratteli diagrams. Hence it appears that
also to handle graphs Γ with NWΓ non-empty, it will be necessary to
cope with cases where NWΓ = ∅.
Based on results and methods developed in [GV], [CT1] and [Th3] it
is not hard to determine what the set of possible inverse temperatures
must be when C∗(Γ) is simple. Slightly surprising perhaps is it that
the qualitative features of this set depends very little on F . The most
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significant input is the set NWΓ of non-wandering vertexes in Γ which
was introduced in [Th1]. Recall that by definition a vertex v is in NWΓ
when A(Γ)nv,v 6= 0 for some n ≥ 1. Set
β(F ) =
{
β ∈ R : There is a β-KMS weight for αF
}
. (2.4)
Proposition 2.4. Assume C∗(Γ) is simple and consider an arbitrary
potential function F : ΓAr → R.
• When NWΓ is infinite the set β(F ) is either empty or it is
an infinite interval of the form (−∞,−β0] or [β0,∞) for some
β0 > 0.
• When NWΓ is finite and non-empty, and there are no infinite
emitters, β(F ) is either empty or it consists of exactly one non-
zero real number.
• When NWΓ is finite, non-empty, and there are infinite emitters,
β(F ) is either empty or it is an infinite interval of the form
(−∞,−β0] or [β0,∞) for some β0 > 0.
• β(F ) = R when NWΓ = ∅.
Proof. See Appendix 10. 
We remark that Proposition 2.4 gives no information about for which
values of β the matrix A(β) is recurrent or transient. In the setting
of random walks this is a well-known and often a difficult question,
and we shall not contribute any general results on it here, but we note
that when the set β(F ) of Proposition 2.4 is an infinite interval, the
recurrent case occurs only when β is equal to β0, the endpoint of the
interval and sometimes not even then. The values of β for which A(β)
is transient will be referred to as the transient range.
3. Harmonic vectors and conformal measures
In this section Γ is an arbitrary countable digraph and F : ΓAr → R
an arbitrary potential function. We extend F to a map F : Pf(Γ)→ R
such that F (v) = 0 when v ∈ ΓV and
F (µ) =
n∑
i=1
F (pi)
when µ = (pi)
n
i=1 ∈ (ΓAr)
n. Associated to the finite path µ is the
cylinder set
Z(µ) = {(xi)
∞
i=1 ∈ P (Γ) : xj = pj , j = 1, 2, · · · , n}
which is an open and closed set in P (Γ). In particular, when µ has
length 0 and hence is just a vertex v,
Z(v) = {p ∈ P (Γ) : s(p) = v} .
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With a slight abuse of terminology we say that a Borel measure m on
P (Γ) is regular when m (Z(v)) < ∞ for all v ∈ ΓV . The shift map
σ : P (Γ)→ P (Γ) is defined such that
σ(p)i = pi+1 .
Note that σ is continuous, and injective on Z(a) for each a ∈ ΓAr.
Definition 3.1. A non-zero regular Borel measure m on P (Γ) is eβF -
conformal when
m (σ(B ∩ Z(a))) = eβF (a)m(B ∩ Z(a)) (3.1)
for every edge a ∈ ΓAr and every Borel subset B of P (Γ).
The notion of a conformal measure in dynamical systems goes back
to work by Sullivan, and in a generality which covers the cases we
consider it was coined by Denker and Urbanski in [DU].
Given a vertex v ∈ ΓV , a finite path µ ∈ Pf(Γ) with r(µ) = v and
a subset A ⊆ Z(v) we let Z(µ)A denote the set Z(µ) ∩ σ−|µ|(A). The
next lemma will be used often and sometimes without reference in the
following. The proof is left to the reader.
Lemma 3.2. Let m be an eβF -conformal Borel measure on P (Γ). Con-
sider a vertex v ∈ ΓV , a Borel subset B ⊆ Z(v) and a finite path µ in
Γ such that r(µ) = v. Then
m (Z(µ)B) = e−βF (µ)m(B) .
We shall need the following fact in several places below.
Lemma 3.3. Let Γ be a digraph and C a collection of subsets of P (Γ)
such that
• Z(µ) ∈ C for all µ ∈ Pf (Γ),
• A,B ∈ C, B ⊆ A ⇒ A\B ∈ C and
•
⋃
nAn ∈ C when An ∈ C is a sequence such that An ⊆ An+1 for
all n.
Then C contains all Borel subsets of P (Γ).
Proof. This follows from Theorem 1.6.1 in [Co] since the cylinder sets
constitute a π-system which generates the Borel σ-algebra. 
The following observation is fundamental for the following. For Brat-
teli diagrams it was pointed out by Renault in Proposition 3.3 of [R1].
Proposition 3.4. There is a bijection m 7→ ψ between the set of eβF -
conformal measures m on P (Γ) and the A(β)-harmonic vectors ψ given
by
ψv = m(Z(v)), v ∈ ΓV .
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Proof. When m is an eβF -conformal Borel measure on P (Γ), the cal-
culation∑
w∈ΓV
A(β)v,wm(Z(w)) =
∑
w∈ΓV
∑
a∈s−1(v)∩r−1(w)
e−βF (a)m(Z(w))
=
∑
w∈ΓV
∑
a∈s−1(v)∩r−1(w)
e−βF (a)m(σ(Z(a))
=
∑
w∈ΓV
∑
a∈s−1(v)∩r−1(w)
m(Z(a)) = m(Z(v))
shows that the corresponding vector ψ is A(β)-harmonic. To show
that the map is injective consider two regular eβF -conformal measures
m andm′ such thatm(Z(v)) = m′(Z(v)) for all v ∈ ΓV . It follows from
Lemma 3.2 that m(Z(µ)) = m′(Z(µ)) for all µ ∈ Pf(Γ) and then from
Lemma 3.3 that m = m′. That the map m 7→ ψ is surjective follows
from standard constructions in measure theory. See e.g. Lemma 3.7 in
[Th3]. 
In the following we denote the set of eβF -conformal measure on P (Γ)
by MβF (Γ) and the set of A(β)-harmonic vectors by HβF (Γ). The
content of Proposition 3.4 is an explicit description of a bijection
MβF (Γ) ≃ HβF (Γ) . (3.2)
The eβF -conformal measure which corresponds to the A(β)-harmonic
vector ψ ∈ HβF (Γ) will in the following be denoted by mψ. It is
determined by the condition that
mψ(Z(µ)) = e
−βF (µ)ψr(µ)
when µ ∈ Pf(Γ).
We will consider HβF (Γ) as a topological space in the topology in-
herited from the inclusion HβF (Γ) ⊆ RΓV , where the latter is equipped
with the product topology. This is a second countable Hausdorff topol-
ogy and we giveMβF (Γ) the topology making (3.2) a homeomorphism.
This is the weakest topology making the map
MβF (Γ) ∋ m 7→ m(Z(µ))
continuous for all µ ∈ Pf(Γ).
It follows from Proposition 3.4 that in the setting of Theorem 2.2 the
β-KMS weights that correspond to A(β)-harmonic vectors are in bijec-
tive correspondence with the eβF -conformal measures. Let Cb(P (Γ))
be the Banach space of continuous bounded functions on P (Γ). The
β-KMS weight ψm on C
∗(Γ) given by a eβF -conformal measure m is
defined such that
ψm(a) =
∫
P (Γ)
Q(a) dm ,
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where Q : C∗(Γ) → Cb (P (Γ)) is the unique norm-continuous linear
map such that
Q (SµS
∗
ν) =
{
0, µ 6= ν,
1Z(µ), µ = ν .
P (Γ) is a locally compact Hausdorff space when Γ is row-finite and
has no sinks, and in this case Q takes values in the space C0(P (Γ)) of
continuous functions that vanish at infinity, and C0(P (Γ)) can then be
identified with an abelian C∗-subalgebra of C∗(Γ).
3.1. On the relation to random walks. There is a canonical way to
obtain a countable digraph with a potential from a random walk. To
describe it recall that a random walk on a countable set is a pair (N, p)
where N is the countable set (the state space) and p : N × N → [0, 1]
is a matrix which is stochastic in the sense that∑
y∈N
p(x, y) = 1
for all x ∈ N . The value p(x, y) is the transition probability from state
x to state y. We refer to the books [Wo1] and [Wo2] for the theory of
random walks. The digraph Γ of such a random walk has as vertex set
ΓV = N and an arrow from n ∈ N to m ∈ N if and only if p(n,m) > 0.
Then ΓAr ⊆ N × N and the range and source maps s, r : ΓAr → ΓV
are the projections to the first and second coordinate, respectively. We
define a potential Fp : ΓAr → R such that
Fp(a) = − log p (s(a), r(a)) .
Note that Fp is non-negative and that
p(x, y) = e−Fp(a) ,
when a = (x, y) ∈ ΓAr. In this way a random walk on a countable set
gives rise to a digraph Γ and hence a C∗-algebra C∗(Γ) which comes
equipped with the one-parameter automorphism group αFp determined
by the transition probabilities p(x, y) of the walk. We note that
• C∗(Γ) is simple when (N, p) is irreducible, unless N is a finite
set and p is a cyclic permutation matrix.
• (N, p) has finite range if and only if Γ is row-finite.
• A vector ψ : N → [0,∞) is a harmonic function for (N, p) if
and only if it is A(1)-harmonic.
There is also a construction which goes the other way. In the setting
of Section 2, assume that we are given an A(β)-harmonic vector ψ. If
ψv is strictly positive for all v ∈ ΓV , as will automatically be the case
when Γ is cofinal by Lemma 2.5 in [Th2], we can set
p(v, w) = A(β)v,wψ
−1
v ψw . (3.3)
This is a version of what is known as Doob’s h-transform. Note that p
is a stochastic matrix and the map h 7→ hψ is an affine homeomorphism
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from the set of harmonic functions h for the random walk (ΓV , p) and
the set of A(β)-harmonic vectors. In this way we can obtain a lot of
information on A(β)-harmonic vectors, and hence β-KMS weights for
the one-parameter group αF on C∗(Γ) from results concerning random
walks. In the present work we focus on the eβF -conformal measures
rather than the A(β)-harmonic vectors. In the language of Markov
chain theory this means that we focus on what is called the h-processes
going with p, cf. e.g. [Wo1]. Indeed, if m is an eβF -conformal measure
and ϕ the corresponding A(β)-harmonic vector, the vector h = ϕψ−1
is a harmonic function for p and the measure on the trajectory space
P (Γ) defined by the h-process with transition matrix
ph(x, y) = p(x, y)h(y)h(x)
−1
is absolutely continuous with respect to m with a Radon-Nikodym
derivative defined by ϕ.
The relation to random walks was used in Example 5.3 of [Th1]
where results of Ney and Spitzer on random walks in Zn were used
in this way, and in much the same spirit we shall extend work by
Sawyer in Example 8.31 below in connection with Pascal’s triangle and
strongly connected graphs obtained from Pascal’s triangle. This gives
only a glimpse of the examples which can be completely explored using
results from random walks. In many cases, however, the results from
the theory of random walks lets us down because of the assumptions
made. In particular, in many cases the results are proved under the
assumption that the random walk is uniformly irreducible which is
impossible to verify for (3.3) regardless of the assumptions we make
on A(β) without some information on ψ. In fact, it seems that the
only type of digraphs for which the random walk theory can determine
the set of A(β)-harmonic vectors for us whenever A(β) is transient
and regardless of which potential we consider, is when the graph is
obtained from a tree. See Example 7.19. In order to handle graphs like
the graphs with at most countable many exits which was studied in
[Th3] and the meager graphs we introduce here it is necessary to push
and develop the methods used in connection with random walks and
more general Markov chains. On the way we shall supply new methods
which can be used in the study of random walks. See Remark 8.29,
Theorem 9.13 and Theorem 9.14 for applications to random walks.
4. Extremal conformal measures
An A(β)-harmonic vector ψ is minimal when every A(β)-harmonic
vector φ with the property that φv ≤ ψv for all v ∈ ΓV is a multi-
ple of ψ, i.e. φ = λψ for some λ > 0. The minimal A(β)-harmonic
vectors are those whose associated β-KMS weight, cf. Theorem 2.2, is
extremal. We aim to show that the minimality condition (or, alterna-
tively, the extremality of the associated β-KMS weight) is equivalent
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to the ergodicity of the corresponding eβF -conformal measure. Recall
that a Borel measure m on P (Γ) is ergodic with respect to the shift
σ when every Borel subset B ⊆ P (Γ) which is totally shift invariant
in the sense that σ−1(B) = B, is either a null-set or a co-null set for
m, i.e. either m(B) = 0 or m(P (Γ)\B) = 0. We shall work under the
assumption that there is a vertex v0 in Γ from where all vertexes can
be reached. In general this means that for all v ∈ ΓV there is a finite
path µ ∈ Pf (Γ) such that s(µ) = v0 and r(µ) = v. We can formulate
this condition by requiring
∞∑
n=0
A(Γ)nv0,v > 0 (4.1)
for all v ∈ ΓV . We will later also assume transience of A(β), but in the
present section it suffices to assume that
A(β)nv0,v <∞ (4.2)
for all n ∈ N and all v ∈ ΓV . For each vertex v ∈ ΓV we can choose
k ∈ N such that A(β)kv0,v > 0 and we set
bv =
(
A(β)kv0,v
)−1
.
A vector ψ : ΓV → [0,∞) is normalized, or v0-normalized, when ψv0 = 1
and a regular measurem on P (Γ) is normalized, or v0-normalized, when
m(Z(v0)) = 1. When ψ is a normalized almost A(β)-harmonic vector
the estimate
A(β)kv0,vψv ≤
∑
w∈ΓV
A(β)kv0,wψw ≤ ψv0 = 1
shows that ψv ≤ bv. An application of Fatous lemma shows that the
set ∆ of normalized almost A(β)-harmonic vectors is a closed convex
subset of the compact product space∏
v∈ΓV
[0, bv] ,
and hence a compact convex set. Let ∂∆ be the set of extreme points
in ∆; a Borel subset by Choquet theory. In fact, ∂∆ is a Gδ-set by
Theorem 4.1.11 in [BR]. Let Hv0βF (Γ) be the set of normalized A(β)-
harmonic vectors and
∂Hv0βF (Γ) =
{
ψ ∈ ∂∆ :
∑
w∈ΓV
A(β)v,wψw = ψv ∀v ∈ ΓV
}
;
the set of normalized minimal A(β)-harmonic vectors. Note thatHv0βF (Γ)
and ∂Hv0βF (Γ) are both Borel subsets of ∆, and that H
v0
βF (Γ) is closed
in ∆ and hence a compact convex set when Γ is row-finite.
An eβF -conformal measure m is extremal when all eβF -conformal
measures m′ such that m′ ≤ m are scalar multiples of m, i.e. m′ = λm
for some λ > 0. For normalized eβF -conformal measures this is the
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same as being extremal in the convex set of normalized eβF -conformal
measures. Clearly, an A(β)-harmonic vector is minimal if and only if
the corresponding eβF -conformal measure is extremal. Thus the fol-
lowing is an immediate consequence of Proposition 3.4.
Lemma 4.1. Let Γ be a countable directed graph and v0 ∈ ΓV a vertex
such that (4.1) and (4.2) hold. For each x ∈ ∂Hv0βF (Γ) there is a unique
extremal v0-normalized e
βF -conformal measure mx on P (Γ) such that
mx(Z(v)) = xv
for all v ∈ ΓV .
We denote in the following by Mv0βF (Γ) the set of normalized e
βF -
conformal measures on P (Γ). The set of extreme points in the convex
set Mv0βF (Γ) is the set of extremal normalized e
βF -conformal measures
on P (Γ) and we denote this set by ∂Mv0βF (Γ). Note that the map
x 7→ mx(Z(v)) is continuous on ∂H
v0
βF (Γ) for all v ∈ ΓV . It follows
from an application of Lemma 3.3 that x 7→ mx(B) is a Borel map on
∂Hv0βF (Γ) for all Borel subsets B ⊆ P (Γ). Hence every Borel probability
measure ν on ∂Hv0βF (Γ) gives rise to a measure∫
∂H
v0
βF (Γ)
mx dν(x)
on P (Γ) defined such that
B 7→
∫
∂H
v0
βF
(Γ)
mx(B) dν(x) .
Note that
∫
∂H
v0
βF (Γ)
mx dν(x) is normalized and e
βF -conformal since each
mx is.
Proposition 4.2. Let Γ be a countable directed graph and v0 ∈ ΓV a
vertex such that (4.1) and (4.2) hold. Let m ∈ Mv0βF (Γ). There is a
Borel probability measure ν on ∂Hv0βF (Γ) such that
m =
∫
∂H
v0
βF (Γ)
mx dν(x) . (4.3)
Proof. It follows from Proposition 3.4 and Choquet theory that there
is a Borel probability measure ν on ∂∆ such that
m(Z(v)) =
∫
∂∆
xv dν(x)
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for all v ∈ ΓV , cf. e.g. Proposition 4.1.3 and Theorem 4.1.11 in [BR].
Since ∫
∂∆
(
xv −
∑
w∈ΓV
A(β)v,wxw
)
dν(x)
= m(Z(v))−
∑
w∈ΓV
A(β)v,wm(Z(w)) = 0
for all v ∈ ΓV , it follows that ν is concentrated on ∂H
v0
βF (Γ). The
equality (4.3) follows from Proposition 3.4 since∫
∂H
v0
βF
(Γ)
mx(Z(v)) dν(x) =
∫
∂H
v0
βF
(Γ)
xv dν(x) = m(Z(v)) .

Corollary 4.3. Mv0βF (Γ) 6= ∅ ⇒ ∂M
v0
βF 6= ∅.
When Γ is row-finite the set Mv0βF (Γ) is compact, and then Corollary
4.3 follows from the Krein-Milman theorem.
Although we shall not need the fact, it should be noted that ∆ is a
Choquet simplex when Γ is cofinal and maybe in general, cf. Theorem
4.6 in [Th2]. This implies that the representing measure ν is unique
in Proposition 4.2. Thus the convex set of normalized eβF -conformal
measures on P (Γ) is in affine bijection with the set of Borel probability
measures on ∂Hv0βF (Γ).
4.1. Conformal measures and Martin kernels. In this section we
extend the work of Sawyer, [Sa], to the more general setting we con-
sider. We shall work in a generality where A(β)-harmonic vectors can
take the value zero and where there is no straightforward way to obtain
the results we need by direct appeal to the theory of random walks.
It is a standing assumption in this section that there is a vertex v0
such that
0 <
∞∑
n=0
A(β)nv0,v <∞ (4.4)
for all v ∈ ΓV .
Lemma 4.4. Let m be a eβF -conformal measure on P (Γ) and let M ⊆
ΓV be a set of vertexes. Then
ϕv = m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k})
defines an A(β)-harmonic vector ϕ, unless it is identically zero.
Proof. It follows from Lemma 3.2 that
A(β)v,wϕw =
∑
a∈s−1(v)∩r−1(w)
e−βF (a)ϕw
=
∑
a∈s−1(v)∩r−1(w)
m ({p ∈ Z(a) : s(pk) ∈ M for infinitely many k}) .
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Hence∑
w∈ΓV
A(β)v,wϕw
=
∑
a∈s−1(v)
m ({p ∈ Z(a) : s(pk) ∈M for infinitely many k})
= m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k}) = ϕv .

Lemma 4.5. Let m be an extremal eβF -conformal measure on P (Γ),
and let M ⊆ ΓV be a set of vertexes. Then either
m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k}) = 0
for all v ∈ ΓV , or
m ({p ∈ Z(v) : s(pk) ∈ M for infinitely many k}) = m(Z(v))
for all v ∈ ΓV .
Proof. By extremality and Lemma 4.4 there is a λ ∈ [0, 1] such that
m ({p ∈ Z(v) : s(pk) ∈ M for infinitely many k}) = λm(Z(v))
for all v ∈ ΓV . Set E = {p ∈ P (Γ) : s(pk) ∈M for infinitely many k}.
Fix v ∈ ΓV and consider a finite path µ with s(µ) = v. Then Z(µ)∩E =
Z(µ)(Z(r(µ)) ∩ E), and hence Lemma 3.2 implies that
m (Z(µ) ∩ E) = e−βF (µ)m (Z(r(µ)) ∩ E)
= e−βF (µ)λm(Z(r(µ))) = λm(Z(µ)) .
(4.5)
Let ǫ > 0 and consider a vertex v ∈ ΓV . Since m is a finite measure
on Z(v) and the Borel σ-algebra is generated by the cylinder sets it
follows that there is a finite collection of mutually disjoint cylinders
Z(µi), all with s(µi) = v, such that
m
(
(Z(v) ∩ E)\
(⋃
i
Z(µi)
))
+m
((⋃
i
Z(µi)
)
\(Z(v) ∩ E)
)
≤ ǫ ,
cf. e.g. [KT], p. 84. Applying (4.5) to each µi we find that
m (Z(v) ∩ E)− ǫ ≤ m
(
Z(v) ∩ E ∩
(⋃
i
Z(µi)
))
=
∑
i
m (Z(µi) ∩ E) = λ
∑
i
m (Z(µi))
≤ λm(Z(v) ∩ E) + ǫλ .
Since ǫ > 0 is arbitrary we conclude thatm (Z(v) ∩ E) = λm (Z(v) ∩ E).
And v ∈ ΓV was also arbitrary so it follows that λ = 1 unless m(E) = 0
in which case λ = 0. 
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For each v ∈ ΓV we choose k ∈ N such that A(β)kv0,v 6= 0. Then
A(β)kv0,v
∞∑
n=0
A(β)nv,w ≤
∞∑
n=0
A(β)n+kv0,w ≤
∞∑
n=0
A(β)nv0,w (4.6)
for all v, w ∈ ΓV . In particular,
∑∞
n=0A(β)
n
v,w < ∞ for all v, w ∈ ΓV
and we can define the Martin kernel Kβ : ΓV × ΓV → [0,∞) such that
Kβ(v, w) =
∑∞
n=0A(β)
n
v,w∑∞
n=0A(β)
n
v0,w
.
It follows from (4.6) that Kβ(v, w) ≤ bv where bv = 1/A(β)kv0,v. We
define
Kβ : ΓV →
∏
v∈ΓV
[0, bv]
such that Kβ(w) = (Kβ(v, w))v∈ΓV . Let Kβ(ΓV ) be the closure of
Kβ(ΓV ) in
∏
v∈ΓV
[0, bv] and set
∂Kβ = Kβ(ΓV )\Kβ(ΓV ) .
It is straightforward to check that ∂Kβ ⊆ ∆; the compact convex set
of normalized almost A(β)-harmonic vectors. Since∑
w∈ΓV
A(β)n+1v,w ξw ≤
∑
w∈ΓV
A(β)nv,wξw
for all n, v when ξ ∈ Kβ(ΓV ), we obtain a Borel function qv : Kβ(ΓV )→
[0, bv] for every v ∈ ΓV defined such that
qv(ξ) = lim
n→∞
∑
w∈ΓV
A(β)nv,wξw .
Lemma 4.6. Let m ∈ Mv0βF (Γ). Let M ⊆ ΓV be a set of vertexes
containing v0. There is a Borel probability measure µM on Kβ(M)
such that
m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k})
=
∫
Kβ(M)
qv(ξ) dµM(ξ)
(4.7)
for all v ∈ ΓV .
Proof. Consider a finite subset F ⊆ M containing v0. Using Lemma
3.2 we find that∑
w∈ΓV
A(β)nv,wm ({p ∈ Z(w) : s(pk) ∈ F for some k})
= m ({p ∈ Z(v) : s(pk) ∈ F for some k ≥ n+ 1})
≤ m ({p ∈ Z(v) : s(pk) ∈ F for some k}) .
(4.8)
The case n = 1 shows that the vector ϕ given by
ϕv = m ({p ∈ Z(v) : s(pk) ∈ F for some k})
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is A(β)-superharmonic, meaning that∑
w∈ΓV
A(β)v,wϕw ≤ ϕv
for all v ∈ ΓV . Note that
{p ∈ Z(v) : s(pk) ∈ F for some k ≥ n} ⊆
⋃
µ∈L
Z(µ),
where
L = {µ ∈ Pf(Γ) : s(µ) = v, r(µ) ∈ F, |µ| ≥ n− 1} .
Hence
m ({p ∈ Z(v) : s(pk) ∈ F for some k ≥ n}) ≤
∑
w∈F
∑
k≥n−1
A(β)kv,wm(Z(w)) ,
which implies that
lim
n→∞
m ({p ∈ Z(v) : s(pk) ∈ F for some k ≥ n}) = 0. (4.9)
Using this in (4.8) we find that
lim
n→∞
∑
w∈ΓV
A(β)nv,wϕw = 0. (4.10)
Set
kF (w) = ϕw −
∑
u∈ΓV
A(β)w,uϕu.
Since∑
u∈ΓV
A(β)w,uϕu = m ({p ∈ Z(w) : s(pk) ∈ F for some k ≥ 2}) ,
we see that
kF (w) = m ({p ∈ Z(w) : s(p1) ∈ F, s(pk) /∈ F ∀k ≥ 2}) .
In particular, kF is supported in F . Furthermore,∑
w∈F
∞∑
n=0
A(β)nv,wkF (w) =
∑
w∈ΓV
∞∑
n=0
A(β)nv,wkF (w)
= lim
N→∞
N∑
n=0
∑
w∈ΓV
A(β)nv,wkF (w)
= lim
N→∞
N∑
n=0
(∑
w∈ΓV
A(β)nv,wϕw −
∑
u∈ΓV
A(β)n+1v,u ϕu
)
= lim
N→∞
(
ϕv −
∑
u∈ΓV
A(β)N+1v,u ϕu
)
= ϕv ,
(4.11)
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where we used (4.10) in the last step. It follows from (4.11) that
ϕv =
∑
w∈F
Kβ(v, w)
∞∑
n=0
A(β)nv0,wkF (w) . (4.12)
Note that∑
w∈F
∞∑
n=0
A(β)nv0,wkF (w)
=
∑
w∈F
∞∑
n=0
A(β)nv0,wm ({p ∈ Z(w) : s(pk) /∈ F ∀k ≥ 2})
= m ({p ∈ Z(v0) : s(pk) /∈ F for all large enough k})
= m(Z(v0)) = 1 ,
where we have used (4.9) and that v0 ∈ F . Hence (4.12) can be written
ϕv =
∫
ΓV
Kβ(v, w) dν(w) , (4.13)
where ν is the probability measure on ΓV given by
ν =
∑
w∈F
∞∑
n=0
A(β)nv0,wkF (w)δw .
We obtain in this way the push-forward measure µF = ν ◦ K
−1
β on
Kβ(ΓV ) which is concentrated on Kβ(F ). Then (4.13) implies that
ϕv =
∫
Kβ(ΓV )
ξv dµF (ξ) .
Now choose a sequence v0 ∈ F1 ⊆ F2 ⊆ F3 ⊆ · · · of finite subsets of
M such that
⋃
i Fi = M . For each i we have then a Borel probability
measure µi concentrated on Kβ(M) such that
m ({p ∈ Z(v) : s(pk) ∈ Fi for some k}) =
∫
Kβ(M)
ξv dµi(ξ)
for all v ∈ ΓV . Let µM be a weak*-condensation point of the sequence
{µi} in the set of Borel probability measures on Kβ(M). Then
m ({p ∈ Z(v) : s(pk) ∈M for some k}) =
∫
Kβ(M)
ξv dµM(ξ)
for all v ∈ ΓV . Furthermore, we find by using Lemma 3.2 that
m ({p ∈ Z(v) : s(pk) ∈M for some k ≥ n+ 1})
=
∑
w∈ΓV
A(β)nv,wm ({p ∈ Z(w) : s(pk) ∈M for some k})
=
∫
Kβ(M)
∑
w∈ΓV
A(β)nv,wξw dµM(ξ) .
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Letting n tend to infinity we obtain (4.7).

Lemma 4.7. Let m ∈ ∂Mv0βF (Γ). Let M ⊆ ΓV be a set of vertexes
containing v0 such that
m ({p ∈ Z(v) : s(pk) ∈ M for infinitely many k}) = m(Z(v))
for all v ∈ ΓV . There is an element ξ ∈ ∂Kβ ∩Kβ(M) such that
m(Z(v)) = ξv
for all v ∈ ΓV .
Proof. By Lemma 4.6 there is a Borel probability measure ν on Kβ(M)
such that
m(Z(v)) =
∫
Kβ(M)
qv(ξ) dν(ξ)
for all v ∈ ΓV . Note that qv0(ξ) ≤ ξv0 = 1 and that∫
Kβ(M)
qv0(ξ) dν(ξ) = m(Z(v0)) = 1 . (4.14)
It follows from this that qv0(ξ) = 1 for ν-almost all ξ. Furthermore,
qv0 (Kβ(w)) =
(
∞∑
n=0
A(β)nv0,w
)−1
lim
k→∞
∑
v∈ΓV
A(β)kv0,v
∞∑
n=0
A(β)nv,w
=
(
∞∑
n=0
A(β)nv0,w
)−1
lim
k→∞
∑
n≥k
A(β)nv0,w = 0
for all w ∈ ΓV , which shows that qv0 annihilates Kβ(ΓV ). Hence (4.14)
also implies that ν is concentrated on ∂Kβ∩Kβ(M). Set ξ′v = ξv−qv(ξ).
Then ξ′ is A(β)-superharmonic and ξ′v0 = 0 for ν-almost all ξ ∈ ∂Kβ ∩
Kβ(M). For each v ∈ ΓV there is a k ∈ N such that A(β)kv0,v 6= 0.
Since
0 ≤ A(β)kv0,vξ
′
v ≤
∑
w∈ΓV
A(β)kv0,wξ
′
w ≤ ξ
′
v0
,
it follows that for ν-almost all ξ the equality ξ′v = 0 holds for all v ∈ ΓV .
Hence
m(Z(v)) =
∫
∂Kβ∩Kβ(M)
ξv dν(ξ) .
Since (m(Z(v)))v∈ΓV is A(β)-harmonic we find that∫
∂Kβ∩Kβ(M)
ξv dν(ξ) =
∫
∂Kβ∩Kβ(M)
∑
w∈ΓV
A(β)v,wξw dν(ξ)
for all v ∈ ΓV and it follows from this that ν-almost all elements of
∂Kβ ∩Kβ(M) are A(β)-harmonic. Let B be a Borel subset of ∂Kβ ∩
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Kβ(M) and assume that 0 < ν(B) < 1. We can then define two
normalized A(β)-harmonic vectors ϕ and ϕ′ such that
ϕv =
1
ν(B)
∫
B
ξv dν(ξ)
and
ϕ′v =
1
1− ν(B)
∫
(∂Kβ∩Kβ(M))\B
ξv dν(ξ) .
Since m(Z(v)) = ν(B)ϕv + (1 − ν(B))ϕ′v the assumption that m is
extremal together with Proposition 3.4 implies that
ν(B)m(Z(v)) =
∫
B
ξv dν(ξ)
for all v ∈ ΓV . This identity is obvious when ν(B) ∈ {0, 1} and hence
it holds for all Borel subsets B of ∂Kβ ∩Kβ(M). It follows from this
that the set{
ξ ∈ ∂Kβ ∩Kβ(M) : ξv = m(Z(v)) ∀v ∈ ΓV
}
has ν-measure 1; in particular, it is not empty. 
Theorem 4.8. Let m be an extremal normalized eβF -conformal mea-
sure. For m-almost all p ∈ P (Γ),
lim
k→∞
Kβ(v, s(pk)) = m(Z(v)) (4.15)
for all v ∈ ΓV .
Proof. By Lemma 4.7 applied with M = ΓV there is an element ξ ∈
∂Kβ such that m(Z(v)) = ξv for all v ∈ ΓV . Fix v′ ∈ ΓV and let ǫ > 0.
Set
M = {w ∈ ΓV : |Kβ(v
′, w)− ξv′ | ≥ ǫ} .
Assume for a contradiction that
m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k}) 6= 0
for some v ∈ ΓV . Then
m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k}) = m(Z(v))
for all v by Lemma 4.5 and it follows from Lemma 4.7 that there is a
ξ′ ∈ ∂Kβ ∩Kβ(M) such that m(Z(v)) = ξ′v for all v. But |ξ
′
v′ − ξv′ | ≥ ǫ
since ξ′ ∈ Kβ(M), which gives us the desired contradiction. Thus
m ({p ∈ Z(v) : s(pk) ∈M for infinitely many k}) = 0
for all v ∈ ΓV . Since ǫ > 0 and v′ ∈ ΓV were arbitrary it follows that
(4.15) holds for m-almost all p. 
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Let Xβ be the set of elements p ∈ P (Γ) with the property that the
limit limk→∞Kβ(v, s(pk)) exists for all v ∈ ΓV and the resulting vector
ψv = lim
k→∞
Kβ(v, s(pk)), v ∈ ΓV ,
is a minimal A(β)-harmonic vector. This is a Borel subset of P (Γ).
Indeed, the set
B =
{
p ∈ P (Γ) : lim
k→∞
Kβ(v, s(pk)) exists for all v ∈ ΓV
}
is Borel and we can define a Borel map K : B →
∏
v∈ΓV
[0, bv] such
that
K(p)v = lim
k→∞
Kβ(v, s(pk)) .
Then
Xβ = K
−1
(
∂Hv0βF (Γ)
)
⊆ B
is a Borel set since ∂Hv0βF (Γ) ⊆
∏
v∈ΓV
[0, bv] is.
Corollary 4.9. Let m ∈Mv0βF (Γ). Then m is concentrated on Xβ and
lim
k→∞
∫
Z(v0)
Kβ(v, s(pk)) dm(p) =
∫
Z(v0)
lim
k→∞
Kβ(v, s(pk)) dm(p)
= m(Z(v))
(4.16)
for all v ∈ ΓV .
Proof. By Proposition 4.2 there is a Borel probability measure ν on
∂Hv0βF (Γ) such that
m =
∫
∂H
v0
βF
(Γ)
mx dν(x) .
Each mx is an extremal e
βF -conformal measure and hence concentrated
on Xβ by Theorem 4.8. It follows that m is also concentrated on
Xβ. The first identity in (4.16) follows from Lebesgues theorem on
dominated convergence. For the second we use Theorem 4.8 for each
mx: ∫
Z(v0)
lim
k→∞
Kβ(v, s(pk)) dm(p)
=
∫
∂H
v0
βF
(Γ)
∫
Z(v0)
lim
k→∞
Kβ(v, s(pk)) dmx(p) dν(x)
=
∫
∂H
v0
βF (Γ)
mx(Z(v)) dν(x) = m(Z(v)) .

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4.2. Disintegration of conformal measures. In this section Γ is an
arbitrary countable directed graph.
Lemma 4.10. Let X be a second countable topological Hausdorff space
and T : P (Γ)→ X a Borel map. Let m be a regular Borel measure on
P (Γ) and µ a σ-finite Borel measure on X such that m ◦ T−1 is abso-
lutely continuous with respect to µ (i.e. µ(B) = 0 ⇒ m (T−1(B)) =
0). Then m has a (T, µ)-disintegration, i.e. there are regular Borel
measures mx, x ∈ X, on P (Γ) such that
a) mx is concentrated on T
−1(x) for µ-almost all x ∈ X ,
and for every Borel function f : P (Γ)→ [0,∞] ,
b) the function X ∋ x 7→
∫
T−1(x)
f(y) dmx(y) is Borel, and
c) ∫
P (Γ)
f dm =
∫
X
(∫
T−1(x)
f(y) dmx(y)
)
dµ(x) .
The disintegration is unique in the following sense: If m′x, x ∈ X, is
another collection of regular Borel measures on P (Γ) for which a),b)
and c) hold, then m′x = mx for µ-almost all x ∈ X.
Proof. This follows from Theorem 1 in [CP]. We only have to observe
that m is σ-finite, finite on compact sets and inner regular since this is
part of the assumptions in [CP]. The first two properties follow from
the assumed finiteness of m (Z(v)) since Z(v), v ∈ ΓV , is an open cover
of P (Γ). Since Z(v) is a Polish space in the relative topology inherited
from P (Γ) the measure A 7→ m(A∩Z(v)) is inner regular for all v ∈ V
by Proposition 8.1.10 and Proposition 7.2.6 in [Co]. It follows easily
from this that m is also inner regular. 
Theorem 4.11. Let m be an eβF -conformal measure on P (Γ). Let X
be a second countable topological Hausdorff space and T : P (Γ)→ X a
Borel map. Assume that T (σ(p)) = T (p) for all p ∈ P (Γ).
i) There is a Borel probability measure on X with the same null-
sets as the pushforward measure m ◦ T−1.
ii) For every σ-finite Borel measure ν on X with m ◦ T−1 abso-
lutely continuous with respect to ν there is a (T, ν)-disintegration
mx, x ∈ X, of m such that mx is an eβF -conformal measure for
ν-almost all x ∈ X.
Proof. i) Set M = {v ∈ ΓV : m(Z(v)) 6= 0}. Note that M 6= ∅ because
m 6= 0. Choose positive real numbers λv such that
∑
v∈M λv = 1 and
define a Borel probability measure m′ on P (Γ) such that
m′(B) =
∑
v∈M
λv
m(Z(v) ∩B)
m(Z(v))
.
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Note that m has the same null-sets as m′. It follows that the pushfor-
ward measure m ◦ T−1 has the same null-sets as the Borel probability
measure m′ ◦ T−1.
ii) By Lemma 4.10 there is a (T, ν)-disintegration mx, x ∈ X , of
m, and we must show that mx is e
βF -conformal for ν-almost all x.
Consider an arrow a ∈ ΓAr. Define Borel measures ma and na on P (Γ)
such that
na(B) = m(σ(B ∩ Z(a))) = eβF (a)m(B ∩ Z(a))
and
ma(B) = m(B ∩ Z(a)) ,
respectively. For each x ∈ X define Borel measures max and n
a
x on P (Γ)
by
nax(B) = mx(σ(B ∩ Z(a)))
and
max(B) = mx(B ∩ Z(a)) ,
respectively. When f is a positive Borel function on P (Γ) we have that∫
P (Γ)
f dma =
∫
P (Γ)
1Z(a)f dm
=
∫
X
(∫
T−1(x)
1Z(a)f dmx
)
dν(x) =
∫
X
(∫
T−1(x)
f dmax
)
dν(x) .
Since na = eβF (a)ma it follows that∫
P (Γ)
f dna =
∫
X
(∫
T−1(x)
f eβF (a)dmax
)
dν(x) . (4.17)
The transformation theorem for integrals shows that∫
T−1(x)
f dnax =
∫
T−1(x)
g dmx
where g : P (Γ)→ [0,∞) is the Borel function
g(p) =
{
0, p /∈ Z(r(a))
f (σ−1(p)) , p ∈ Z(r(a)) ,
and σ−1 : Z(r(a)) → Z(a) is the inverse of σ : Z(a) → Z(r(a)). It
follows that the map x 7→
∫
T−1(x)
f dnax is Borel. Let B ⊆ P (Γ) be a
Borel set. Then∫
X
(∫
T−1(x)
1B dn
a
x
)
dν(x) =
∫
X
mx
(
σ
(
B ∩ Z(a) ∩ T−1(x)
))
dν(x) .
Since T ◦ σ = T by assumption, it follows that
σ
(
B ∩ Z(a) ∩ T−1(x)
)
= σ (B ∩ Z(a)) ∩ T−1(x)
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and hence∫
X
(∫
T−1(x)
1B dn
a
x
)
dν(x) =
∫
X
mx (σ (B ∩ Z(a))) dν(x)
= m (σ(B ∩ Z(a))) = eβF (a)m(B ∩ Z(a)) = na(B) .
Since B was arbitrary it follows that∫
X
(∫
T−1(x)
f dnax
)
dν(x) =
∫
P (Γ)
f dna . (4.18)
Note that nax is concentrated on T
−1(x) since σ−1(T−1(x)) ⊆ T−1(x) by
assumption. Hence nax and e
βF (a)max are both regular Borel measures
concentrated on T−1(x) and as (4.17) and (4.18) show, they both de-
fine (T, ν)-disintegrations of na. It follows therefore from the essential
uniqueness of the disintegration, cf. Lemma 4.10, that nax = e
βF (a)max
for ν-almost every x. That is, for ν-almost all x we have that
mx (σ(B ∩ Z(a))) = e
βF (a)mx (B ∩ Z(a))
for all Borel sets B in P (Γ). It follows that mx is e
βF -conformal for
ν-almost all x. 
In the following we write
m =
∫
X
mx dν(x) ,
in the setting of ii) in Theorem 4.11.
Lemma 4.12. Let m be an eβF -conformal measure on P (Γ). Let X
be a second countable topological Hausdorff space and T : P (Γ) → X
a Borel map. Assume that T (σ(p)) = T (p) for all p ∈ P (Γ) and that
m is ergodic for the shift σ. There is a point x ∈ X such that m is
concentrated on T−1(x).
Proof. By i) of Theorem 4.11 there is a Borel probability measure ν on
X with the same null sets as m ◦ T−1. Let Ui, i = 1, 2, 3, · · · , be a base
for the topology of X . Set U0 = X . For each n ∈ N, let P n be the
partition of X consisting of the sets V0, V1, · · · , Vn, where Vn = Un and
Vj = Uj\
n⋃
i=j+1
Ui, j = 0, 1, 2, 3, · · · , n− 1 .
For eachA ∈ P n the set T−1(A) is totally shift invariant, i.e. σ−1 (T−1(A)) =
T−1(A), and as m is ergodic for the shift by assumption, it follows that
there is one and only one element An ∈ P n for which m(T−1(An))
is not zero. Since ν and m ◦ T−1 have the same null sets, it follows
that An is also the unique element of P
n with ν(An) = 1. Note that
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ν (
⋂m
i=1Ai) = 1 for all m, which implies that
ν
(
∞⋂
i=1
Ai
)
= 1 .
The intersection
⋂∞
i=1Ai can not contain more than one element be-
cause X is Hausdorff. It follows that ν is concentrated on a single ele-
ment x ∈ X , i.e. ν (X\{x}) = 0, and hence m (P (Γ)\T−1(x)) = 0. 
4.3. Extremal conformal measures and Martin kernels. In this
section Γ is an arbitrary countable directed graph and F any potential
on Γ.
Lemma 4.13. Wan(Γ) is a Borel subset of P (Γ).
Proof. For every finite subset H ⊆ ΓV the set
AH = {(xi)
∞
i=1 : s(xi) /∈ H ∀i}
is closed in P (Γ), and Wan(Γ) is a Borel set because
Wan(Γ) =
⋂
H
∞⋃
n=1
σ−n (AH) .

Lemma 4.14. Assume that
∞∑
n=0
A(β)nv,w < ∞
for all v, w ∈ ΓV . Every eβF -conformal measure m on P (Γ) is concen-
trated on Wan(Γ), i.e. m (P (Γ)\Wan(Γ)) = 0.
Proof. This follows from Theorem 4.10 of [Th3] when Γ is strongly
connected. We check here that the relevant part of the argument also
works in the present generality. Given two vertexes v, w ∈ ΓV , set
M(w, v) = {(pi)
∞
i=1 ∈ Z(w) : s(pi) = v for infinitely many j} .
For N ∈ N and j ≥ N , let
M j = {(pi)
∞
i=1 ∈ Z(w) : s(pj) = v} .
Then M(w, v) ⊆ ∪j≥NM j and hence
m(M(w, v)) ≤
∑
j≥N
m
(
M j
)
.
It follows from Lemma 3.2 that
m
(
M j
)
= A(β)j−1w,vm(Z(v)) ,
and hence
m(M(w, v)) ≤ m(Z(v))
∑
j≥N
A(β)j−1w,v . (4.19)
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By letting N go to infinity in (4.19) we find that m(M(w, v)) = 0.
Since
P (Γ)\Wan(Γ) =
⋃
w,v
M(w, v) ,
it follows that m is concentrated on Wan(Γ). 
A ray in Γ is an infinite path p = (pi)
∞
i=1 ∈ P (Γ) whose vertexes
are distinct, i.e. i 6= j ⇒ s(pi) 6= s(pj). The set Ray(Γ) of rays in
Γ is a closed subset of P (Γ) and Ray(Γ) ⊆ Wan(Γ). We shall need a
retraction map
R : Wan(Γ)→ Ray(Γ) (4.20)
which we construct as follows. Let p = (pi)
∞
i=1 ∈ Wan(Γ). When
p /∈ Ray(Γ), set
jp = min {i : ∃i
′ > i, s(pi) = s(pi′)} ,
and let
j′p = min
{
i : i > jp, s(pi) = s
(
pjp
)}
.
Then define R0(p) ∈Wan(Γ) such that
R0(p)i =
{
pi, i ≤ jp − 1
pi+j′p−jp, i ≥ jp .
When p ∈ Ray(Γ) we set R0(p) = p. The limit
R(p) = lim
n→∞
Rn0 (p)
exists in P (Γ) and R(p) ∈ Ray(Γ) for all p ∈Wan(Γ). It will be shown
in Lemma 11.6 that R is a Borel map, but we shall not need this fact
before then.
Theorem 4.15. Assume that there is a vertex v0 such that (4.4) holds.
Let m be an eβF -conformal measure on P (Γ). The following are equiv-
alent:
a) There is a ray p ∈ Ray(Γ) such that m is concentrated on{
q ∈Wan(Γ) : lim
k→∞
Kβ(v, s(qk)) = lim
k→∞
Kβ(v, s(pk)) ∀ v ∈ ΓV
}
.
b) m is concentrated on{
q ∈ P (Γ) : lim
k→∞
Kβ(v, s(qk)) =
m(Z(v))
m(Z(v0))
∀v ∈ ΓV
}
.
c) m is extremal among the eβF -conformal measures on P (Γ) .
d) m is ergodic for the shift on P (Γ) .
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Proof. a) ⇒ b): It follows from Corollary 4.9 that
m(Z(v)) =
∫
Z(v0)
lim
k→∞
Kβ(v, s(qk)) dm(q) .
Hence a) implies that m(Z(v))
m(Z(v0))
= limk→∞Kβ(v, s(pk)), and m is there-
fore concentrated on the set from b).
b) ⇒ a): Combining b) with Lemma 4.14 it follows that m is con-
centrated on the set{
q ∈Wan(Γ) : lim
k→∞
Kβ(v, s(qk)) =
m(Z(v))
m(Z(v0))
∀v ∈ ΓV
}
.
In particular, there is a wandering path q in this set. Let p = R(q) ∈
Ray(Γ) and note that limk→∞Kβ(v, s(qk)) = limk→∞Kβ(v, s(pk)). It
follows that m is concentrated on the set in a).
b) ⇒ c): Let m′ be an eβF -conformal measure such that m′ ≤ m.
Since m is concentrated on the set in b) the same holds for m′ and it
follows from Corollary 4.9 that
m′(Z(v)) =
∫
Z(v0)
lim
k→∞
Kβ(v, s(pk)) dm
′(p) =
m′(Z(v0))
m(Z(v0))
m(Z(v))
for all v ∈ ΓV . Hence m′ =
m′(Z(v0))
m(Z(v0))
m by Proposition 3.4.
c) ⇒ d) : Let A ⊆ P (Γ) be a Borel subset such that σ−1(A) = A. If
m(A) 6= 0 and m(P (Γ)\A) 6= 0, the measure
m′(B) = m(B ∩ A)
will be an eβF -conformal measure such that m′ ≤ m, and no λ ≥ 0 will
satisfy that m′ = λm.
d) ⇒ b) : We may assume that m is v0-normalized. Add the point
♣ to ∂Hv0βF (Γ) and define T : P (Γ)→ ∂H
v0
βF (Γ) ⊔ {♣} such that
T (p) =
{
(limk→∞Kβ(v, s(pk)))v∈ΓV , p ∈ Xβ,
♣, p ∈ P (Γ)\Xβ .
It follows from Lemma 4.12 that there is a point x ∈ ∂Hv0βF (Γ) ⊔ {♣}
such that m is concentrated on T−1(x). It follows from Corollary 4.9
that x ∈ ∂Hv0βF (Γ) and thatm(Z(v)) = xv for all v ∈ ΓV . Hence T
−1(x)
is a subset of the set from b). 
Remark 4.16. In a weak moment one may think that an eβF -conformal
measure m for which there is a ray p ∈ Ray(Γ) such that
lim
k→∞
Kβ(v, s(pk)) = m(Z(v))
for all v ∈ ΓV must be extremal. After we have developed some gen-
eral methods for the construction of examples we will show in Example
5.9 that this not the case, even when Γ is row-finite and strongly con-
nected. Thus the stronger conditions in a) and b) of Theorem 4.15
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involving the support of m are necessary. It should perhaps be pointed
out that the examples in the literature of random walks for which the
minimal Martin boundary is not the whole Martin boundary do not
automatically yield such an example because the Martin boundary is
defined from a much larger set of functions on ΓV than those arising
from the limits limk→∞Kβ(v, s(pk)).
When Γ is strongly connected, or just cofinal, the results in this
section can be obtained from the convergence to the boundary results
for random walks on Γ, using the translation described in Section 3.1.
We shall not need any substitute for the Martin boundary in this work,
but refer to Appendix 11 for a version of the Poisson-Martin integral
representation of harmonic vectors which is valid in the generality of
this section and which is much closer in spirit to the present project.
5. Tools for constructions
5.1. Turning a vertex into a source. Let Γ be an arbitrary count-
able directed graph with potential F : ΓAr → R. Assume that β is a
real number such that A(β) is transient in the sense that
∞∑
n=0
A(β)nv,w <∞ (5.1)
for all v, w ∈ ΓV . When v, w ∈ ΓV a simple path from v to w is a path
of positive length ν = a1a2 · · · an ∈ Pf (Γ) such that s(ν) = v, r(ν) = w
and r(ai) 6= w, 1 ≤ i ≤ n− 1. We set
RΓβF (v, w) =
∑
ν
e−βF (ν)
where the sum is over the simple paths ν from v to w. Take a vertex
v0 ∈ ΓV and let Γ0 be the digraph obtained from Γ by deleting the
arrows going into v0; i.e.
Γ0V = ΓV
and
Γ0Ar = ΓAr\r
−1(v0) .
Let B(β) be the matrix over Γ0V obtained by restricting the potential
F to Γ0Ar; i.e. B(β)v,w = A(β)v,w when w 6= v0 and B(β)v,v0 = 0 for all
v ∈ ΓV .
Lemma 5.1. There is an affine homeomorphism ϕ 7→ ψ from the v0-
normalized A(β)-harmonic vectors onto the v0-normalized B(β)-harmonic
vectors given by the formula
ψv =
(
1− RΓβF (v0, v0)
)−1 (
ϕv −R
Γ
βF (v, v0)
)
. (5.2)
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Proof. Observe first of all that RΓβF (v, v0) ≤ ϕv for all v ∈ ΓV . Indeed,
when mϕ is the e
βF -harmonic measure on P (Γ) corresponding to ϕ, we
have that
ϕv = mϕ(Z(v)) ≥ mϕ
(
Z(v) ∩
(
∞⋃
k=1
σ−k (Z(v0))
))
= RΓβF (v, v0) .
Furthermore, it follows from Lemma 4.11 in [Th3] that RΓβF (v0, v0) <
1 because we are in the transient case where
∑∞
n=0A(β)
n
v0,v0
< ∞.
Therefore the formula (5.2) does define a v0-normalized element ψ of
[0,∞)ΓV . Set λ = 1− RΓβF (v0, v0). We check
∑
w∈ΓV
B(β)v,wψw = λ
−1
(∑
w∈ΓV
B(β)v,wϕw −
∑
w∈ΓV
B(β)v,wR
Γ
βF (w, v0)
)
= λ−1
(∑
w∈ΓV
A(β)v,wϕw −A(β)v,v0 −
∑
w∈ΓV
B(β)v,wR
Γ
βF (w, v0)
)
= λ−1
(
ϕv − A(β)v,v0 −
∑
w∈ΓV
B(β)v,wR
Γ
βF (w, v0)
)
= λ−1
(
ϕv −A(β)v,v0 −
(
RΓβF (v, v0)−A(β)v,v0
))
= ψv .
Assume then that we are given a v0-normalized B(β)-harmonic vector
ψ. Set
ϕv = λψv +R
Γ
βF (v, v0) .
We check∑
w∈ΓV
A(β)v,wϕw = λ
∑
w∈ΓV
A(β)v,wψw +
∑
w∈ΓV
A(β)v,wR
Γ
βF (w, v0)
= λ
(∑
w∈ΓV
B(β)v,wψw + A(β)v,v0
)
+
∑
w∈ΓV
A(β)v,wR
Γ
βF (w, v0)
= λψv + λA(β)v,v0 + A(β)v,v0R
Γ
βF (v0, v0) +
∑
w∈ΓV
B(β)v,wR
Γ
βF (w, v0)
= λψv + A(β)v,v0 +
∑
w∈ΓV
B(β)v,wR
Γ
βF (w, v0)
= λψv +R
Γ
βF (v, v0) = ϕv .

Note that the bijection of Lemma 5.1 is an affine homeomorphism
Hv0βF (Γ) ≃ H
v0
βF (Γ
0) .
The digraph Γ0 in Lemma 5.1 may contain sinks, and since a B(β)-
harmonic vector is zero at a sink, we want to get rid of sinks. A dead
end in Γ0 is a vertex v ∈ Γ0V with the property that there is an n ∈ N
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such that A(Γ0)nv,w = 0 for all w ∈ ΓV . In particular, a sink is a dead
end. Let D ⊆ Γ0V be the set of dead ends in Γ
0. Let Γv0 be the digraph
obtained from Γ0 by deleting all dead ends and all arrows going in or
out of a dead end; i.e.
Γv0V = Γ
0
V \D ,
and
Γv0Ar = Γ
0
Ar\
(
r−1 (D) ∪ s−1 (D)
)
.
Set
B′(β)v,w =
∑
a∈s−1(v)∩r−1(w)∩Γ
v0
Ar
e−βF (a)
for v, w ∈ Γv0V . Note that B
′(β) is transient since we assume that A(β)
is.
Lemma 5.2. The restriction map ϕ 7→ ϕ|Γv0V is an affine homeomor-
phism from Hv0βF (Γ
0) onto Hv0βF (Γ
v0).
Proof. This is a direct check, using that a B(β)-harmonic vector is zero
at dead ends. 
We will say that the graph Γv0 is obtained from Γ by turning v0 into
a source.
Proposition 5.3. Let Γ be a countable directed graph with a potential
F : ΓAr → R such that (5.1) holds for all v, w ∈ ΓV . Let v0 be a vertex
in Γ and Γv0 the digraph obtained by turning v0 into a source.
• There is an affine homeomorphismHv0βF (Γ) ≃ H
v0
βF (Γ
v0) sending
the vector ϕ ∈ Hv0βF (Γ) to the vector ψ ∈ H
v0
βF (Γ
v0) given by
ψv =
(
1− RΓβF (v0, v0)
)−1 (
ϕv −R
Γ
βF (v, v0)
)
. (5.3)
• The affine homeomorphismMv0βF (Γ) ≃ M
v0
βF (Γ
v0) corresponding
to (5.3) sends m ∈ Mv0βF (Γ) to the measure m
′ ∈ Mv0βF (Γ
v0)
given by
m′(B) =
(
1− RΓβF (v0, v0)
)−1
m(B)
for Borel sets B ⊆ P (Γv0).
Proof. The first item follows by combining Lemma 5.1 and Lemma 5.2.
To prove the second let m = mϕ where ϕ ∈ H
v0
βF (Γ). We must show
that
mψ(B) =
(
1− RΓβF (v0, v0)
)−1
mϕ(B)
for Borel sets B ⊆ P (Γv0) when ψ ∈ Hv0βF (Γ
v0) is the vector (5.3). Let
µ ∈ Pf (Γv0). It follows from Lemma 3.2 that
mϕ (Z(µ) ∩ P (Γ
v0)) = e−βF (µ)mϕ (Z(v) ∩ P (Γ
v0)) (5.4)
and
mψ (Z(µ) ∩ P (Γ
v0)) = e−βF (µ)mψ (Z(v) ∩ P (Γ
v0)) (5.5)
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where v = r(µ). Note that there is a partition
Z(v) ∩Wan(Γ) = (Z(v) ∩Wan(Γv0)) ⊔
⋃
ν
Z(ν) [Z(v0) ∩Wan(Γ)]
where we take the union over all simple paths ν ∈ Pf(Γ) such that
s(ν) = v, r(ν) = v0. Using Lemma 4.14 we find therefore that
mϕ(Z(v)) = mϕ(Z(v) ∩Wan(Γ))
= mϕ (Z(v) ∩Wan(Γ
v0)) +
∑
ν
e−βF (ν)ϕv0
= mϕ (Z(v) ∩ P (Γ
v0)) +RΓβF (v, v0) .
Combined with (5.3) this yields
mϕ (Z(v) ∩ P (Γ
v0)) = mϕ(Z(v))− R
Γ
βF (v, v0)
=
(
1− RΓβF (v0, v0)
)
ψv =
(
1−RΓβF (v0, v0)
)
mψ(Z(v) ∩ P (Γ
v0)) .
Inserted into (5.4) and (5.5) it follows that the measure on P (Γv0) given
by
B 7→
(
1−RΓβF (v0, v0)
)−1
mϕ (B)
agrees with mψ on Z(µ) ∩ P (Γv0). By Lemma 3.3 they agree on all
Borel sets B ⊆ P (Γv0). 
5.2. Adding return paths. In this section we consider an operation
on digraphs which can be considered as the opposite of the one intro-
duced in the previous section. Let Γ be a strongly connected digraph
and A(Γ) its adjacency matrix. Following Ruette, [Ru], we call h(Γ)
the Gurevich entropy of Γ, where
h(Γ) = log
(
lim sup
n
(
A(Γ)nv,v
) 1
n
)
,
for some vertex v ∈ ΓV . This quantity, which is independent of v,
can be any number in [0,∞]. Still following Ruette we say that Γ is
recurrent when
∞∑
n=0
A(Γ)nv,ve
−nh(Γ)
is infinite and transient when it is finite.
Let Γ0 be a countable directed graph and let v0, v ∈ Γ0V be vertexes.
Consider a new digraph Γ1 where
Γ1V = Γ
0
V ⊔ {w1, w2, · · · , wn}
and
Γ1Ar = Γ
0
Ar ⊔ {a0, a1, a2, · · · , an} .
For an arrow in Γ0Ar ⊆ Γ
1
Ar its range and source vertex in Γ
1
V are the
same as they are in Γ0 and for the new arrows their range and source
vertexes are given as follows:
• s(a0) = v, r(a0) = w1,
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• s(ai) = wi, r(ai) = wi+1, i = 1, 2, · · · , n− 1, and
• s(an) = wn, r(an) = v0.
Thus the digraph Γ1 is obtained from Γ0 by adding to Γ the path
a0a1 · · · an from v to v0, which we call a return path. This operation
can be repeated finitely many times, or even countably many times, still
resulting in a countable directed graph Γ. In the applications we have
in mind the terminal vertex of the attached return paths will always be
the same vertex v0, but the initial vertexes v will vary. However, they
will always come from the original digraph Γ0. When this is the case
we will say that Γ is obtained from Γ0 by adding return paths to v0.
When v, w are vertexes in a digraph Γ we denote by lnv,w(Γ) the
number of simple paths of length n from v to w.
Lemma 5.4. Let Γ0 be a countable directed graph and v0 ∈ Γ0V a vertex
such that
a) lim supn
(
A(Γ0)nv0,v
) 1
n < ∞ for all v ∈ ΓV ,
b) v0 receives no arrows in Γ
0 lands in v0, i.e. r
−1(v0) = ∅,
c) all vertexes in Γ0V can be reached from v0, and
d) P (Γ0) contains a ray p = (pi)
∞
i=1 ∈ Ray(Γ
0) with s(p) = v0 such
that r−1(r(pi)) = {pi} for all i.
For every positive number h > 0 such that
lim sup
n
(
A(Γ0)nv0,v
) 1
n < eh (5.6)
for all v ∈ ΓV , there is a digraph Γ obtained from Γ0 by adding return
paths to v0 such that
• Γ is strongly connected,
• Γ is recurrent,
• h(Γ) = h, and
• there is exactly one arrow e0 ∈ ΓAr such that s(e0) = r(e0) = v0.
Furthermore, Γ is row-finite if Γ0 is, and the digraph Γ′ which is ob-
tained from Γ by removing the arrow e0 is transient and h(Γ
′) = h.
Proof. Let v1, v2, · · · be a numbering of the vertexes in Γ0V \{v0}. It
follows from (5.6) that the sums
αi =
∞∑
n=1
A(Γ0)nv0,vie
−nh (5.7)
are all finite. We can therefore choose mi ∈ N such that
∞∑
i=1
αie
−mih < 1− e−h .
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For each i = 1, 2, 3, · · · , we add a return path of length mi from vi to
v0 and we let Γ
1 denote the resulting graph. Then
∞∑
n=1
lnv0,v0
(
Γ1
)
e−nh =
∞∑
i=1
∞∑
n=1
A(Γ0)nv0,vie
−(n+mi)h
=
∞∑
i=1
αie
−mih < 1− e−h .
Note that l1v0,v0 (Γ
1) = 0. By Lemma 6.6 in [Th3] there is a sequence
{bn}∞n=1 of non-negative integers such that
• b1 = 1,
• bn ≥ l
n
v0,v0
(Γ1) for all n,
• lim supn (bn)
1
n = eh and
•
∑∞
n=1 bne
−nh = 1.
Let v0 → w1 → w2 → w3 → · · · be the ray p from assumption d). For
each n there is exactly one path in Γ0 from v0 to wn and it has length
n. Add to Γ1 an arrow e0 (or a return path of length 1) from v0 to
itself, and for all n ≥ 2 add bn − lnv0,v0 (Γ
1) arrows (or return paths of
length 1) from wn−1 to v0. Denote the resulting digraph by Γ. Then
Γ is strongly connected because all the vertexes can be reached from
v0 and all vertexes can reach v0, and Γ is obtained from Γ
0 by adding
return paths to v0. Furthermore, Γ will be row-finite if Γ
0 is. Since
∞∑
n=1
lnv0,v0 (Γ) e
−nh =
∞∑
n=1
bne
−nh = 1,
it follows from Lemma 4.15 in [Th3], applied with F = 1 and β = h,
that Γ is recurrent and h(Γ) = h. By Propostion 6.3 in [Th3] the graph
Γ′ obtained from Γ by removing e0 is transient, but it still has Gurevich
entropy h.

The constructions in the above proof will always make #r−1(v0)
infinite and Γ and Γ′ will therefore not be locally finite. It seems
almost certain, however, that the method of proof can be refined to
yield locally finite graphs when Γ0 has this property. For the present
purposes row-finiteness is all we care about.
Corollary 5.5. Let Γ0 be a countable directed graph and v0 ∈ Γ0V a
vertex such that
a) there is at least one, but only finitely many paths in Γ0 from v0
to any other vertex; in symbols,
1 ≤ #
{
µ ∈ Pf
(
Γ0
)
: s(µ) = v0, r(µ) = v
}
< ∞
for all v ∈ Γ0V \{v0},
b) no arrow in Γ0 lands in v0, i.e. r
−1(v0) = ∅, and
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c) P (Γ0) contains a ray p = (pi)
∞
i=1 ∈ Ray(Γ
0) with s(p) = v0 such
that r−1(r(pi)) = {pi} for all i.
For every positive number h > 0 there is a digraph Γ obtained from Γ0
by adding return paths to v0 such that
• Γ is strongly connected,
• Γ is recurrent,
• h(Γ) = h and
• there is exactly one arrow e0 ∈ ΓAr such that s(e0) = r(e0) = v0.
Furthermore, Γ is row-finite if Γ0 is, and the digraph Γ′ which is ob-
tained from Γ by removing the arrow e0 is transient and h(Γ
′) = h.
Proof. This follows from Lemma 5.4. 
The conditions d) in Lemma 5.4 and c) in Corollary 5.5 are quite
restrictive, and since they are only needed to arrange that the graph
Γ′ is transient it is worthwhile to note the following versions which are
easier to prove and can be used much more frequently.
Lemma 5.6. Let Γ0 be a countable directed graph and v0 ∈ Γ0V a vertex
such that
a) lim supn
(
A(Γ0)nv0,v
) 1
n < ∞ for all v ∈ ΓV ,
b) no arrow in Γ0 lands in v0, i.e. r
−1(v0) = ∅, and
c) all vertexes in Γ0V can be reached from v0.
For every positive number h > 0 such that
lim sup
n
(
A(Γ0)nv0,v
) 1
n < eh
for all v ∈ ΓV , there is a digraph Γ obtained from Γ0 by adding return
paths to v0 such that
• Γ is strongly connected,
• Γ is recurrent and
• h(Γ) = h.
Furthermore, Γ is row-finite if Γ0 is.
Proof. As in the proof of Lemma 5.4 we label the vertexes of Γ0\{v0}
by v1, v2, · · · , and consider the numbers αi in (5.7). We choose natural
numbers bi, mi ∈ N such that
k∑
i=1
2−i <
k∑
i=1
αibie
−mih <
k+1∑
i=1
2−i
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for k = 1, 2, 3, · · · . For each i we add bi return paths of length mi from
vi to v0 and we let Γ denote the resulting graph. Then
∞∑
n=1
lnv0,v0 (Γ) e
−nh =
∞∑
i=1
∞∑
n=1
A(Γ0)nv0,vibie
−(n+mi)h
=
∞∑
i=1
αibie
−mih = 1 .
It follows from Lemma 4.15 in [Th3] that Γ is recurrent and that h(Γ) =
h. 
Corollary 5.7. Let Γ0 be a countable directed graph and v0 ∈ Γ0V a
vertex such that
a) there is at least one, but only finitely many paths in Γ0 from v0
to any other vertex; in symbols,
1 ≤ #
{
µ ∈ Pf
(
Γ0
)
: s(µ) = v0, r(µ) = v
}
< ∞
for all v ∈ Γ0V \{v0},
b) v0 receives no arrows in Γ
0, i.e. r−1(v0) = ∅.
For every positive number h > 0 there is a digraph Γ obtained from Γ0
by adding return paths to v0 such that
• Γ is strongly connected,
• Γ is recurrent and
• h(Γ) = h.
Furthermore, Γ is row-finite if Γ0 is.
Let Γ0 be a digraph and v0 ∈ Γ
0
V a vertex such that the conditions
a)-c) in Lemma 5.6 hold. If Γ is a graph obtained from Γ0 by adding
return paths to v0, and we then subsequently turn v0 into a source in
Γ by the procedure introduced in Section 5.1, the resulting graph is
Γ0 with its dead ends removed, if any. Therefore the results of the
previous section allows one to obtain complete information about the
harmonic vectors and conformal measures of Γ from information about
Γ0.
Proposition 5.8. In the setting of Lemma 5.4, Corollary 5.5, Lemma
5.6 or Corollary 5.7, let F : Γ0Ar → R be a potential and F : ΓAr → R
an extension of F . Set
A(β)v,w =
∑
a∈r−1(w)∩s−1(v)∩ΓAr
e−βF (a)
and assume that A(β) is transient, i.e. that
∑∞
n=0A(β)
n
v0,v0
< ∞.
There are affine homeomorphisms
Hv0βF (Γ
0) ≃ Hv0βF (Γ) ≃ H
v0
βF (Γ
′) .
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The corresponding affine homeomorphisms Mv0βF (Γ) → M
v0
βF (Γ
0) and
Mv0βF (Γ
′)→Mv0βF (Γ
0) send m ∈Mv0βF (Γ) to the measure on P (Γ
0) given
by
B 7→ (1− RΓβF (v0, v0))
−1m (B)
and m′ ∈Mv0βF (Γ
′) to the measure on P (Γ0) given by
B 7→ (1− RΓ
′
βF (v0, v0))
−1m (B) .
Proof. As explained above this follows from Proposition 5.3. 
Lemma 5.4, Corollary 5.5 and Proposition 5.8 will be our main tools
for the construction of strongly connected graphs with various proper-
ties. Here we first use it to present the examples mentioned in Remark
4.16.
Example 5.9. Consider the following digraph.
Γ0
v−1
d1
✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸
// v−2
// v−3
d2
✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸
// v−4
// v−5
d3
✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸
// v−6
// . . .
v0
EE☞☞☞☞☞☞☞☞☞☞☞☞☞☞
✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
// v1 // v2 // v3 // . . .
v+1
d1
EE☛☛☛☛☛☛☛☛☛☛☛☛☛
// v+2 // v
+
3
d2
EE☛☛☛☛☛☛☛☛☛☛☛☛☛
// v+4 // v
5
+
d3
EE☛☛☛☛☛☛☛☛☛☛☛☛☛
// v+6 // . . .
The labels di on some of the arrows are natural numbers indicating
the multiplicity of the arrow; e.g.
v+5
d3 // v3
means d3 arrows from v
+
5 to v3. Arrows without labels have multiplic-
ity one. The digraph Γ0 has the properties a), b) and c) required in
Corollary 5.5 and we obtain therefore, for any h > 0, two strongly con-
nected digraphs Γ and Γ′ with the properties specified in Corollary 5.5.
The potential function F we consider is the constant function F = 1,
corresponding to the gauge actions on C∗(Γ) and C∗(Γ′). Note that Γ
and Γ′ have exactly three exits in the sense of [Th3], represented by
the rays
p− : v−1 → v
−
2 → v
−
3 → v
−
4 → · · · ,
42 KLAUS THOMSEN
p0 : v1 → v2 → v3 → v4 → · · · ,
and
p+ : v+1 → v
+
2 → v
+
3 → v
+
4 → · · · ,
respectively. The graphs Γ and Γ′ are covered by the results obtained
in [Th3]; in particular by Theorem 5.7 in [Th3]. The two exit paths
p± are both bare and hence β-summable by Lemma 7.3 in [Th3] for all
β > h in Γ and for β ≥ h in Γ′. Consider such a β. The exit path p0
is β-summable if and only the sum
S =
∞∑
i=1
die
−iβ
is finite. By using Theorem 5.7 in [Th3] and the relation between
KMS-weights and conformal measures established above it follows that
∂Mv0β (Γ) and ∂M
v0
β (Γ
′) both contain three elements when S <∞, and
only two when S = ∞. It is straightforward, but maybe tedious to
verify that the limits
ψv = lim
k→∞
Kβ(v, vk),
ψ±v = lim
k→∞
Kβ
(
v, v±k
)
exist and that
ψv =
1
2
ψ+v +
1
2
ψ−v (5.8)
for all v ∈ ΓV = Γ′V when S = ∞. Hence the e
β-conformal measure
mψ satisfies that
mψ(Z(v)) = lim
k→∞
Kβ(v, s(p
0
k))
for all v ∈ ΓV , but as (5.8) shows it is not extremal when S = ∞. In
fact, mψ is then concentrated on the union{
p ∈ P (Γ) : lim
k→∞
Kβ(v, s(pk)) = ψ
+
v ∀v ∈ ΓV
}
∪
{
p ∈ P (Γ) : lim
k→∞
Kβ(v, s(pk)) = ψ
−
v ∀v ∈ ΓV
}
which is disjoint from {p ∈ P (Γ) : limk→∞Kβ(v, s(pk)) = ψv ∀v ∈ ΓV }.
6. The end space
In this section we retain the general setting from Section 4.2, where
Γ is an arbitrary countable directed graph. Let µ = (ai)
|µ|
i=1 be a finite
path of positive length in Γ and M ⊆ ΓV a set of vertexes. We write
µ ∩M for the set of vertexes from M occurring in µ, i.e.
µ ∩M = M ∩

 |µ|⋃
i=1
{s(ai), r(ai)}

 .
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Given two wandering paths p, q ∈Wan(Γ), we write
p→ q
when the following holds: For any finite subset F ⊆ ΓV and N ∈ N
there are n1 ≥ N, n2 ≥ N and a finite path µ ∈ Pf (Γ) such that
s(µ) = s(pn1), r(µ) = s(qn2) and µ ∩ F = ∅. We write p ∼ q when
p → q and q → p. Then ∼ is an equivalence relation in Wan(Γ). The
collection
E(Γ) = Wan(Γ)/ ∼
of ∼-equivalence classes constitute what we shall call the end space.
Remark 6.1. The end space E(Γ) can also be defined using rays only.
In fact, the existence of the retraction (4.20) shows that
E(Γ) = Ray(Γ)/ ∼ .
To give E(Γ) a topology, consider a finite non-empty subset F ⊆ ΓV ,
an element v ∈ F and a vertex w ∈ ΓV . When w /∈ F , let LF (v, w)
denote the set of finite paths µ = (ai)
|µ|
i=1 in Γ such that s(µ) = v,
r(µ) = w and r(ai) /∈ F, i ≥ 1. We write v
F
→ w when LF (v, w) 6= ∅.
Given a wandering path p ∈Wan(Γ) we write v
F
→ p when the following
holds: For all N ∈ N there is a n ≥ N such that LF (v, s(pn)) 6= ∅, i.e.
v
F
→ s(pn). We set
[F ]p =
{
v ∈ F : v
F
→ p
}
.
Of course, [F ]p may be empty. When I and F 6= ∅ are finite sets of
vertexes with I ⊆ F , we set
UF ;I = {p ∈Wan(Γ) : [F ]p = I} .
For p ∈Wan(Γ) we write E(p) for the element in E(Γ) which contains
p. We aim to prove the following
Proposition 6.2. The subsets
{E(p) : p ∈ UF ;I} , (6.1)
where I ⊆ F range over all finite subsets of ΓV with F 6= ∅, form a
base for a topology of the end space E(Γ) which is second countable,
totally disconnected and metrizable.
Totally disconnected means that for any pair of distinct elements
there is an open and closed subset which contains one and not the
other. We will prove Proposition 6.2 by realizing E(Γ) as a subset of a
totally disconnected compact metric space.
Lemma 6.3. Let p, q ∈Wan(Γ) and let F, F ′ be two finite non-empty
subsets of ΓV such that F
′ ⊆ F . Then
[F ]p = [F ]q ⇒ [F
′]p = [F
′]q .
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Proof. Assume [F ]p = [F ]q. By symmetry it suffices to show that
[F ′]p ⊆ [F ′]q. We may therefore assume that [F ′]p 6= ∅. Consider an
element v ∈ [F ′]p and let N ∈ N. It follows that there is an i ∈ N
such that s(pj) /∈ F when j ≥ i and a finite path µ ∈ Pf (Γ) such
that s(µ) = v, r(µ) = s(pi) and s(µ) is the only vertex in µ from
F ′. Then µ is a concatenation µ = µ′µ′′ where s(µ′′) ∈ F is the only
vertex in µ′′ which is in F . Thus s(µ′′) ∈ [F ]p and since [F ]p = [F ]q by
assumption there is a n ∈ N, n ≥ N such that s(qn) /∈ F , and a finite
path ν ∈ Pf(Γ) such that s(ν) = s(µ
′′), r(ν) = s(qn) and s(ν) is the
only vertex in ν from F . The concatenation µ′ν is then a finite path
in Γ demonstrating that v
F ′
→ q; i.e. v ∈ [F ′]q.

Set
XF = {[F ]p : p ∈Wan(Γ)} ;
a collection of subsets of F . We consider XF as a finite compact Haus-
dorff space in the discrete topology. It follows from Lemma 6.3 that
when F ′ ⊆ F there is a map
πF,F ′ : XF → XF ′
defined such that
πF,F ′ ([F ]p) = [F
′]p .
Let F denote the collection of finite non-empty subsets of ΓV . Then
F is a countable set which is directed by inclusion and we consider the
inverse limit
XΓ = lim←−
F∈F
XF (6.2)
with πF,F ′ as bonding maps. In more detail XΓ is the subset of the
product space ∏
F∈F
XF
consisting of the elements (xF )F∈F with the property that πF,F ′(xF ) =
xF ′ when F
′ ⊆ F . Let πF : XΓ → XF be the canonical projection.
We consider XΓ as a topological space in the projective (or initial)
topology. Recall that this is the topology with a base consisting of
the sets π−1F (A), where A ranges over all subsets of XF and F over all
elements of F . It is well-known that since F is countable and each XF
is a finite set, XΓ is a compact totally disconnected metrizable space
in this topology.
We define a map χ′ : Wan(Γ)→ XΓ such that
πF (χ
′(p)) = [F ]p (6.3)
when F ∈ F .
Lemma 6.4. Let p, q ∈Wan(Γ). Then p ∼ q ⇔ χ′(p) = χ′(q).
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Proof. Assume χ′(p) = χ′(q) and let N ∈ N and a finite subset F ⊆ ΓV
be given. Since p is wandering there is an n ≥ N such that s(pi) /∈
F ∀i ≥ n. Set F ′ = F ∪s(pn). There is a k ≥ n such that s(pk) = s(pn)
and s(pi) /∈ F ′, i > k. It follows that s(pk) ∈ [F ′]p. Since [F ′]p =
πF ′ (χ
′(p)) = πF ′ (χ
′(q)) = [F ′]q, it follows that there is an l ≥ N
such that LF ′ (s(pk), s(ql)) 6= ∅. Any element µ ∈ LF ′ (s(pk), s(ql)) will
satisfy that µ ∩ F = ∅, showing that p → q. It follows by symmetry
that p ∼ q.
Conversely, assume that p ∼ q. Let F ⊆ ΓV be a finite subset
and consider an element v ∈ [F ]p. Let N ∈ N be given. Choose
n ∈ N such that {s(pi), s(qi)} ∩ F = ∅ ∀i ≥ n ≥ N . Since v ∈ [F ]p
there is a path µ ∈ LF (v, s(pj1)) for some j1 ≥ n. Since p ∼ q there
are k1, k2 ≥ max j1 + 1 and a finite path ν such that ν ∩ F = ∅,
s(ν) = s(pk1), r(ν) = s(qk2). The concatenation
ν ′ = µpj1pj1+1pj1+2 · · · pk1−1ν
is an element of LF (v, s(qk2)). It follows that v ∈ [F ]q, showing that
[F ]p ⊆ [F ]q. By symmetry [F ]p = [F ]q. Since F is arbitrary, it follows
that χ′(p) = χ′(q). 
Proof of Proposition 6.2: By Lemma 6.4 the map defined by (6.3)
falls to an injective map
χ : E(Γ)→ XΓ (6.4)
such that
Wan(Γ)
χ′ //
E

XΓ
E(Γ)
χ
;;✈✈✈✈✈✈✈✈✈
(6.5)
commutes. Since XΓ is a totally disconnected compact metric space,
the relative topology of χ (E(Γ)) inherited from XΓ defines via χ a
second countable metrizable totally disconnected topology on E(Γ).
What remains is therefore only to show that the sets (6.1) is a base
for this topology. Consider therefore finite sets I ⊆ F in ΓV , F 6= ∅.
The assertion follows then from the definition of the projective limit
topology and the observation that
χ ({E(p) : p ∈ UF ;I}) = χ (E(Γ)) ∩ {x ∈ XΓ : πF (x) = I} .

Remark 6.5. When the digraph is row-finite the end space will often be
compact. By Theorem 6.12 this is for example the case for undirected
graphs, when they are considered as digraphs in the appropriate way.
But the end space of a strongly connected row-finite digraph is generally
not compact. To show this by example, consider the digraph (6.6). Its
end space is homeomorphic to N equipped with the discrete topology.
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22
OO
// // // // // // // . . .OO
22
OO
// // // // // // // . . .OO
22
OO
// // // // // // // . . .OO
22
OO
// // // // // // // . . .OO
22
OO
// // // // // // // . . .OO OO
v0
>>⑤⑤⑤⑤⑤⑤⑤⑤
``❇❇❇❇❇❇❇❇
(6.6)
It is not difficult to modify the digraph above, for example by adding
return paths as described in Section 5.2, to obtain a strongly connected
digraph, still row-finite, without altering the end space.
Although not compact, the topology we have introduced on the end
space is still nice enough to act as target space for disintegration of
Borel measures on P (Γ), cf. Theorem 4.11.
Lemma 6.6. The maps χ′ : Wan(Γ) → XΓ and E : Wan(Γ) → E(Γ)
are both Borel maps.
Proof. It follows from the definition of the topology of E(Γ) that a
subsetW ⊆ E(Γ) is open iffW = χ−1(U) for some open subset U ⊆ XΓ.
It follows from the commutative diagram (6.5) that E−1(W ) = χ′−1(U)
and it is enough for us to show that χ′−1(U) is a Borel subset of Wan(Γ)
when U ⊆ XΓ is open. By definition of χ
′ and the topology of XΓ it
suffices for this to show that UF ;I is a Borel subset of Wan(Γ) when
I ⊆ F are finite sets in ΓV and F 6= ∅. For v ∈ F and m ∈ N, let
A(v,m) be the set of infinite paths p ∈Wan(Γ) with the property that
LF (v, s(pm)) 6= ∅. Then A(v,m) is open in Wan(Γ) and
A(v) =
⋂
k∈N
⋃
m≥k
A(v,m)
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is a Borel set. Since
UF ;I = {p ∈Wan(Γ) : [F ]p = I} =
⋂
v∈I
A(v)\

 ⋃
w∈F\I
A(w)


when I 6= ∅, and UF ;∅ = Wan(Γ)\
(⋃
w∈F A(w)
)
, it follows that UF ;I is
Borel. 
Remark 6.7. The fact will not be needed, but it may be worthwhile to
point out that the end space E(Γ) with its Borel σ-algebra is isomorphic
to a Borel subset of XΓ, and hence is a standard Borel space. See
Remark 7.15.
Remark 6.8. The constructions introduced in Section 5 preserve end
spaces. To see this, recall that two elements p, q ∈ P (Γ) are tail equiva-
lent when there are n,m ∈ N such that s (pn+i) = s (qm+i) for all i ∈ N.
If Γ is obtained from Γ0 by turning a vertex into a source or by adding
return paths, then Wan(Γ) ⊆ Wan(Γ0) or Wan(Γ0) ⊆ Wan(Γ), and in
both cases,
Wan(Γ0)/Tail = Wan(Γ)/Tail .
The bijection E(Γ0) ≃ E(Γ) arising from this observation is a homeo-
morphism.
6.1. The end space of a row-finite almost undirected graph.
The notion of an endspace is wellknown for undirected graphs; as a set
it was introduced by Halin in [Ha], and it was given a topology by Jung
in [Ju]. In the present section we compare the endspace of a digraph
we have introduced to the endspace of Halin and Jung.
Let Γ be an infinite row-finite directed graph. Define a relation ⌣
on ΓV such that v ⌣ w means that there is an arrow a ∈ ΓAr with
s(a) = v and r(a) = w or an arrow b with s(b) = w and r(b) = v. The
equivalence relation on ΓV generated by ⌣ will be denoted by ≍. We
denote by C(Γ) the equivalence classes of ≍; in symbols
C(Γ) = ΓV / ≍ .
Then C(Γ) is the set of connected components of Γ when the digraph
is considered as a one-dimensional topological space with the arrows
replaced by undirected lines.
For any subset H ⊆ ΓV , set
IntH =
{
v ∈ H : r
(
s−1(v)
)
⊆ H
}
;
the ’interior’ of H . In the following we write F ⊏ H to mean that
F ⊆ IntH .
Now assume that there is a vertex v0 ∈ ΓV from where all other
vertexes in Γ can be reached. Since Γ is row-finite we can choose a
sequence
{v0} ⊏ D1 ⊏ D2 ⊏ D3 ⊏ · · · (6.7)
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of finite subsets of ΓV such that
⋃
nDn = ΓV . For each n we let Γ
(n)
be the digraph which is obtained from Γ by removing the vertexes in
Dn and the arrows going in or out of vertexes in Dn. Thus
Γ
(n)
V = ΓV \Dn
and
Γ
(n)
Ar = ΓAr\
(
s−1(Dn) ∪ r
−1(Dn)
)
.
Set Γ(n) = Γ when n < 0. For each n and v ∈ Γ(n)V we denote the ≍-
class of v in C(Γ(n)) by [v]n. There is a map ιn : C
(
Γ(n+1)
)
→ C
(
Γ(n)
)
defined such that ιn ([v]n+1) = [v]n for all v ∈ Γ
(n+1)
V . We denote by
C∞(Γ) the inverse limit set of the sequence
C
(
Γ(1)
)
C
(
Γ(2)
)ι1oo C (Γ(3))ι2oo C (Γ(4))ι3oo ι4oo . . .
(6.8)
Since every vertex in Γ can be reached from v0 it follows that
C(Γ(n)) =
{
[v]n : v ∈ r(Dn) ∩ Γ
(n)
V
}
,
showing, in particular, that C(Γ(n)) is a finite set for all n. Hence
C∞(Γ) is a compact totally disconnected metric space in the topology
inherited from the infinite product space
∞∏
n=1
C
(
Γ(n)
)
.
We remark that C∞(Γ) is the end space of the undirected graph ob-
tained from Γ by forgetting the orientation of the arrows in Γ, see e.g.
[Wo1].
Let p ∈Wan(Γ). Choose n ∈ N such that s(p) ∈ Dn. There is then
a sequence in < in+1 < in+2 < · · · in N such that s(pij) ∈ Dj and
s(pk) /∈ Dj, k > ij . Note that r(pij ) ∈ Γ
(j)
V for all j ≥ n and that the
sequence [r (pin)]n ∈ C
(
Γ(n)
)
, defines an element
ρ(p) ∈ C∞(Γ) .
It is easy to see that if two wandering paths p and q define the same
element in E(Γ), i.e. if p ∼ q in Wan(Γ), then ρ(p) = ρ(q). We get
therefore a map
ρ : E(Γ)→ C∞(Γ) (6.9)
defined such that ρ (E(p)) = ρ(p). In general, the map (6.9) is neither
injective nor surjective. See Example 6.9.
Example 6.9. Consider the following digraph Γ1:
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Γ1 // //

//

//

//

· · ·
v0
OO

oo oo oo oo · · ·oo
// //
OO
//
OO
//
OO
//
OO
· · ·
Γ1 is a strongly connected digraph with two ends while the corre-
sponding unoriented graph has one; in particular, the map (6.9) is not
injective when Γ = Γ1. To show that (6.9) is also not surjective in
general, consider the following digraph Γ2:
Γ2
...

...
  
...
  
...
  
...
  
...
  
...ss . .
.

OO
##
OO
##
OO
##
OO
##
OO
ss
OO
. . .

OO
##
OO
##
OO
##
OO
tt
OO OO
. . .

OO
##
OO
##
OO
vv
OO OO OO
. . .

OO
##
OOOO
yy
OO OO OO OO
. . .

OO
oo
OO OO OO OO OO
. . .
v0 //
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .
Γ2 is a strongly connected row-finite digraph for which the map (6.9)
is not surjective. Indeed, the incoming ray to the extreme left in the
graph represents an element of C∞(Γ) which does not come from E(Γ).
We introduce now a class of directed graphs for which the map (6.9)
is a homeomorphism.
Definition 6.10. A directed graph Γ is almost undirected when there is
a natural number N ∈ N such that for all a ∈ ΓAr there is a finite path
µ ∈ Pf (Γ) of length |µ| ≤ N such that s(µ) = r(a) and r(µ) = s(a).
Remark 6.11. The Cayley graph Γ(G, S) defined from a finitely gener-
ated group G with a finite generating set S (i.e. every element of G is
the product of elements from S) is always almost undirected.
Theorem 6.12. Let Γ be a strongly connected almost undirected row-
finite digraph. The map ρ from (6.9) and the map χ from (6.4) are both
homeomorphisms. In particular, E(Γ) is a compact totally disconnected
metric space.
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Proof. We prove first ρ is a bijection. Let N be the number from
Definition 6.10. Consider an arrow a ∈ Γ(n)Ar , n > N . By assumption
there is a path µ in Γ of length |µ| ≤ N such that s(µ) = r(a) and
r(µ) = s(a). Consider a vertex u in µ. The appropriate portion of
µ provides then a path ν of length ≤ N such that s(ν) = u and
r(ν) = s(a) ∈ Γ(n)V . Since Di ⊏ Di+1 for all i, it follows that u ∈ Γ
(n−N)
V .
Therefore the following observation holds.
Observation 6.13. When v, w ∈ Γ(n)V , n > N , and [v]n = [w]n, there is
a path µ in Γ(n−N) such that s(µ) = v and r(µ) = w.
Thus, given an element x = (xi)
∞
i=1 ∈ C
∞(Γ) and vertexes vi ∈ Γ
(i)
V
such that [vi]i = xi, we can construct by concatenation a path p ∈
Wan(Γ) such that s(p) = v0 and for some sequence i1 < i2 < i3 < · · ·
in N we have that
s(pij ) = vj
and s(pi) ∈ Γ
(j−N)
V for all i ≥ ij . It follows that
ρ(p)j−N =
[
s(pij)
]
j−N
= [vj ]j−N = [vj−N ]j−N = xj−N
for all j ≥ N+1. Thus ρ(p) = x, and we have shown that ρ is surjective.
Assume p, q ∈ Wan(Γ) and that ρ(p) = ρ(q) in C∞(Γ). To show that
E(p) = E(q) we may assume that s(p) = s(q) = v0. Consider a finite
subset F ⊆ ΓV and a natural number K. We can then choose j ∈ N
such that F ⊆ Dj−N . Since ρ(p)j = ρ(q)j in C(Γ(j)) there are natural
numbers n,m such that s(pn) ∈ Dj, s(qm) ∈ Dj , [r(pn)]j = [r(qm)]j
in C
(
Γ(j)
)
and s(pi) /∈ Dj , i > n, s(qi) /∈ Dj , i > m. Choose k >
max{K, n}, l > max{K,m}. Since [s(pk)]j = [s(ql)]j, it follows from
the observation above that there is a path µ in Γ from s(pk) to s(ql)
such that µ∩F ⊆ µ∩Dj−N = ∅. This shows that p→ q and it follows
by symmetry that q → p, i.e. E(p) = E(q), and we have shown ρ to be
a bijection.
To show that it is also a homeomorphism, note first that the space
XΓ from (6.2) is the inverse limit of the sequence
XD1 XD2
piD2,D1oo XD3
piD3,D2oo XD4
piD4,D3oo XD5
piD5,D4oo . . .
piD6,D5oo (6.10)
since the sequence D1 ⊆ D2 ⊆ D3 ⊆ · · · is cofinal in the directed set
F defining XΓ. Define a map sn : XDn → C(Γ
(n−1)) such that
sn ([Dn]p) = [v]n−1 ,
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for any choice of v ∈ [Dn]p. The sn-maps are compatible with the
bonding maps in (6.10) and (6.8), in the sense that
XDn−1
sn−1

XDn
piDn,Dn−1oo
sn

C
(
Γ(n−2)
)
C
(
Γ(n−1)
)ιn−2oo
commutes for all n > 3, and they induce therefore a continuous map
s : XΓ → C
∞(Γ). It is straightforward to check that the diagram
E(Γ)
χ //
ρ

XΓ
s||①①
①①
①①
①①
①
C∞(Γ)
commutes. In particular, s is surjective since ρ is. By definition the
topology of E(Γ) is the topology it gets by considering it as a subset
of XΓ under the injective map χ. Therefore, to complete the proof it
suffices now to show that s is injective. For this note that if sn([Dn]p) =
sn([Dn]q) for some n > N+1, an application of Observation 6.13 shows
that [Dn−N−1]p = [Dn−N−1]q. It follows that s is injective. 
6.2. Disintegration over the end space. Let Γ be a countable di-
rected graph. We return now to the setting in Section 4.1. In particular,
Γ is a countable directed graph, F : ΓAr → R is a potential function
and there is a vertex v0 such that (4.4) holds.
Lemma 6.14. (Disintegration over the endspace.) Let m be an eβF -
conformal measure on P (Γ). Define a Borel probability measure mE on
E(Γ) such that
mE(B) =
m (Z(v0) ∩ E−1(B))
m(Z(v0))
.
There is an
(
E , mE
)
-disintegration,
m =
∫
E(Γ)
mE dm
E(E) ,
of m such that mE is an e
βF -conformal measure concentrated on E for
mE-almost every E ∈ E(Γ).
Proof. We claim that m ◦ E−1 is absolutely continuous with respect
to mE , and to show it we let B ⊆ E(Γ) be a Borel subset such that
mE(B) = 0. Let v ∈ ΓV and let µ be a path in Γ such that s(µ) = v0
and r(µ) = v. Then
m(E−1(B) ∩ Z(v)) = eβF (µ)m
(
Z(µ)
(
E−1(B) ∩ Z(v)
))
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by Lemma 3.2 and since Z(µ) (E−1(B) ∩ Z(v)) ⊆ E−1(B) ∩ Z(v0), it
follows that m(E−1(B) ∩ Z(v)) = 0. Hence
m
(
E−1(B)
)
=
∑
v∈ΓV
m(E−1(B) ∩ Z(v)) = 0 ,
proving the claim. Add a point ♣ to the end space and consider the
Borel map T : P (Γ)→ E(Γ) ⊔ {♣} defined such that
T (p) =
{
E(p), p ∈Wan(Γ)
♣, p ∈ P (Γ)\Wan(Γ).
Since m ◦ T−1(♣) = 0 by Lemma 4.14, the desired disintegration arise
from an application of Theorem 4.11. 
Proposition 6.15. Let m be an extremal eβF -conformal measure on
P (Γ). It follows that there is an end E ∈ E(Γ) such that m is concen-
trated on E, i.e. m (P (Γ)\E) = 0.
Proof. Since m is ergodic for the shift by Theorem 4.15 the conclusion
follows from an application of Lemma 4.12 to the map T from the proof
of Lemma 6.14. 
It follows from Proposition 6.15 that there is a map
Λ : ∂Mv0βF (Γ) → E(Γ) (6.11)
which sends m ∈ ∂Mv0βF (Γ) to the unique end E ∈ E(Γ) for which
m(E) 6= 0. Much of the following work is centered around under-
standing the properties of this map. As will become apparent in the
following the map is neither surjective nor injective in general. For
example, we exhibit in Example 8.31 a strongly connected row-finite
graph with an end which supports uncountably many different extremal
eβF -conformal measures and at the same time has infinitely many ends
which all contains a ray p such that the limits ψv = limk→∞Kβ(v, s(pk))
exist for all vertexes v and define a minimal A(β)-harmonic vector ψ,
but nonetheless do not support any extremal eβF -conformal measure.
In Example 8.30 we exhibit a cofinal row-finite graph for which the
map is injective for some values of β and not for others. Strongly con-
nected examples exhibiting the same phenomenon can be obtained by
use of the constructions in Section 5.2. When Γ is strongly connected,
row-finite and almost undirected, the map (6.11) is surjective, as we
show in Theorem 8.27, but still far from injective in general.
7. Meager digraphs
7.1. Asymptotic weights. The standing assumption in this section
is that Γ is a countable directed graph and F : ΓAr → R is a potential
such that (4.4) holds for some fixed v0.
Let w0, w1, · · · , wk be distinct vertexes in Γ. For j = 0, 1, · · · , k−1,
let Lj be the (possibly empty) set of paths µ = a1a2 · · ·a|µ| ∈ Pf(Γ)
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such that s(µ) = wj, r(µ) = wj+1 and r(ai) /∈ {w0, · · · , wj} ∀i. As-
suming that Lj 6= ∅ for all j we set
W(w0, w1, · · · , wk) =
k−1∏
j=0

∑
ν∈Lj
e−βF (ν)

 .
When µ = a1a2 · · · an is a finite path in Γ such that s(a1), s(a2), · · · , s(an)
and r(an) are distinct, set
W(µ) = W (s(a1), s(a2), · · · , s(an), r(an)) .
When µ is of length 0, i.e. just a vertex, we define W(µ) = 1. Let
y = (yi)
∞
i=1 ∈ Ray(Γ) be a ray. When i < j we denote by y[i, j[ the
path yiyi+1yi+2 · · · yj−1.
Lemma 7.1. Let y = (yi)
∞
i=1 ∈ Ray(Γ). Then∑∞
n=0A(β)
n
v,s(yk)
W(y[1, k[)
≤
∑∞
n=0A(β)
n
v,s(yk+1)
W(y[1, k + 1[)
for all v ∈ ΓV , k ∈ N.
Proof. Let Lk(y) be the set of finite paths µ = a1a2 · · ·a|µ| ∈ Pf(Γ) such
that s(µ) = s(yk), r(µ) = s (yk+1) and r(ai) /∈ {s(y1), · · · , s(yk)} ∀i.
Then
∞∑
n=0
A(β)nv,s(yk)

 ∑
µ∈Lk(y)
e−βF (µ)

 ≤ ∞∑
n=0
A(β)nv,s(yk+1)
and hence∑∞
n=0A(β)
n
v,s(yk)
W(y[1, k[)
=
∑∞
n=0A(β)
n
v,s(yk)
(∑
µ∈Lk(y)
e−βF (µ)
)
W(y[1, k[)
(∑
µ∈Lk(y)
e−βF (µ)
)
=
∑∞
n=0A(β)
n
v,s(yk)
(∑
µ∈Lk(y)
e−βF (µ)
)
W(y[1, k + 1[)
≤
∑∞
n=0A(β)
n
v,s(yk+1)
W(y[1, k + 1[)
.

It follows Lemma 7.1 that the limits
Vβ(v, y) = lim
k→∞
∑∞
n=0A(β)
n
v,s(yk)
W(y[1, k[)
exist in [0,∞] for all v ∈ ΓV . Let y = (yi)
∞
i=1 ∈ Ray(Γ) be a ray. For
each k, set
Bk(y) =
{(xi)
∞
i=1 ∈ P (Γ) : s(x1) = s(yk), s(xi) /∈ {s(y1), · · · , s(yk)}, i ≥ 2} ,
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and
Bk(y) = Bk(y) ∩
⋂
j≥k+1
(
∞⋃
i=0
σ−i (Bj(y))
)
.
Lemma 7.2. Let m be an eβF -conformal measure. Then
m (B1(y)) = m (Bk(y))W(y[1, k[) . (7.1)
for all k = 2, 3, · · · .
Proof. Let Lk(y) be the same set of paths as in the proof of Lemma
7.1. Let Mk be the finite paths µ in Γ that are concatenations µ =
δ1δ2 · · · δk−1 with δj ∈ Lj(y). Then
B1(y) =
⋃
µ∈Mk
Z(µ)Bk(y)
and hence (7.1) follows from Lemma 3.2. 
Set
B(y) =
⋃
n,k≥0
σ−n
(
σk(B1(y))
)
.
Lemma 7.3. Let m be an eβF -conformal measure. Then
m (Z(v) ∩ B(y)) = Vβ(v, y)m (B1(y))
for all v ∈ ΓV .
Proof. Note that⋃
n,k≥0
σ−n
(
σk(B1(y))
)
=
⋃
n,k≥0
σ−n (Bk(y))
and ⋃
n≥0
σ−n (Bk(y)) ⊆
⋃
n≥0
σ−n (Bk+1(y)) .
Hence
m (Z(v) ∩ B(y)) = lim
k→∞
m
(
Z(v) ∩
⋃
n≥0
σ−n (Bk(y))
)
.
Since
m
(
Z(v) ∩
⋃
n≥0
σ−n (Bk(y))
)
=
∞∑
n=0
A(β)nv,s(yk)m (Bk(y))
by Lemma 3.2, the conclusion follows from Lemma 7.2. 
Lemma 7.4. Let y ∈ Ray(Γ). Then Vβ(v, y) < ∞ for all v ∈ ΓV if
and only if Vβ(v0, y) <∞.
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Proof. Assume that Vβ(v0, y) < ∞ and consider a vertex v ∈ ΓV . By
assumption there is an l ∈ N such that A(β)lv0,v > 0. Since
A(β)lv0,v
∑∞
n=0A(β)
n
v,s(yk)
W(y[1, k[)
≤
∑∞
n=0A(β)
n
v0,s(yk)
W(y[1, k[)
for all k, it follows that Vβ(v, y) ≤
(
A(β)lv0,v
)−1
Vβ(v0, y) <∞.

Theorem 7.5. Let Γ be a countable directed graph and F : ΓAr → R
a map such that (4.4) holds for some vertex v0. Let y ∈ Ray(Γ).
There is a non-zero eβF -conformal measure concentrated on B(y) if
and only if Vβ(v, y) < ∞ for all v ∈ ΓV . When it exists, it is unique
up to scalar multiplication and it is extremal. The corresponding v0-
normalized A(β)-harmonic vector is proportional to (Vβ(v, y))v∈ΓV .
Proof. Assume first that there is a non-zero eβF -conformal measure
concentrated on B(y). Then m(B1(y)) > 0 and Vβ(v, y) < ∞ for all
v ∈ ΓV by Lemma 7.3. Assume then that Vβ(v, y) <∞ for all v ∈ ΓV .
By using the monotonicity of the sequences defining Vβ(v, y) we find
that∑
w∈ΓV
A(β)v,wVβ(w, y) =
∑
w∈ΓV
A(β)v,w lim
k→∞
∑∞
n=0A(β)
n
w,s(yk)
W(y[1, k[)
= lim
k→∞
∑
w∈ΓV
∞∑
n=0
A(β)v,wA(β)
n
w,s(yk)
W(y[1, k[)
= lim
k→∞
∞∑
n=0
∑
w∈ΓV
A(β)v,wA(β)
n
w,s(yk)
W(y[1, k[)
= lim
k→∞
∑∞
n=0A(β)
n+1
v,s(yk)
W(y[1, k[)
= lim
k→∞
∑∞
n=0A(β)
n
v,s(yk)
W(y[1, k[)
= Vβ(v, y) ,
i.e. the vector (Vβ(v, y))v∈ΓV is A(β)-harmonic. By Proposition 3.4
there is an eβF -conformal measure m′ such that
m′(Z(v)) = Vβ(v, y)
for all v ∈ ΓV . To show that m
′ does not annihilate B(y) we adopt the
notation from the proof of Lemma 7.2. Then⋃
µ∈Mk+1
Z(µ) ⊆
⋃
µ∈Mk
Z(µ)
and
B1(y) =
⋂
k
( ⋃
µ∈Mk
Z(µ)
)
,
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and hence
m′ (B1(y)) = lim
k→∞
m′
( ⋃
µ∈Mk
Z(µ)
)
.
It follows from Lemma 3.2 that
m′
( ⋃
µ∈Mk
Z(µ)
)
= W(y[1, k[)m′ (Z(s(yk))) = W(y[1, k[)Vβ (s(yk), y)
= lim
l→∞
W(y[1, k[)
∑∞
n=0A(β)
n
s(yk),s(yl)
W(y[1, l[)
.
Since
W(y[1, k[)W(y[k, l[) ≥W(y[1, l[)
and
∞∑
n=0
A(β)ns(yk),s(yl) ≥W (y[k, l[) ,
it follows that
m′(B1(y)) = lim
k→∞
lim
l→∞
W(y[1, k[)
∑∞
n=0A(β)
n
s(yk),s(yl)
W(y[1, l[)
≥ 1 .
Since B(y) is totally shift-invariant the measure m defined such that
m(B) = m′(B ∩ B(y))
is eβF -conformal since m′ is, and it is non-zero by the above estimate;
in fact, m(B1(y)) ≥ 1.
To prove the essential uniqueness ofm, let n be another eβF -conformal
measure concentrated on B(y). Then n(B1(y)) > 0 and it follows from
Lemma 7.3 that
n (B1(y))
−1 n(Z(v)) = Vβ(v, y) = m (B1(y))
−1m(Z(v))
for all v ∈ ΓV . By Proposition 3.4 this implies that m (B1(y))
−1m =
n (B1(y))
−1 n. Finally, the extremality of m follows straightforwardly
from its essential uniqueness. 
In the following, when Vβ(v, y) < ∞ for all v ∈ ΓV we say that
y ∈ Ray(Γ) is β-summable.
Lemma 7.6. Let y ∈ Ray(Γ). The following are equivalent.
• y is β-summable.
• σk(y) is β-summable for some k ∈ N.
• σk(y) is β-summable for all k ∈ N.
Proof. This follows from Theorem 7.5 because B(y) = B(σk(y)) for all
k ∈ N. 
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7.2. Reduced rays and meager digraphs. Define η : Ray(Γ) →
(ΓV )
N such that
η(p)k = s(pk) .
Let x = (xi)
∞
i=1 and y = (yi)
∞
i=1 be two elements of η (Ray(Γ)). Write
x  y
when there is a sequence 1 = i1 < i2 < · · · in N such that xij = yj
for all j = 1, 2, 3, · · · . Note that  is a partial ordering in η (Ray(Γ)).
A ray p ∈ Ray(Γ) will be called a reduced ray when η(p) is maximal
for this partial order, and the set of reduced rays will be denoted by
Rray(Γ). A ray y = (yi)
∞
i=1 ∈ Ray(Γ) is reduced when it does not
contain a finite subpath of length ≥ 2 for which there is an arrow with
the same start and terminal vertex; i.e. when
a ∈ ΓAr, s(a) = s(yi), r(a) = s(yj) ⇒ j − i ≤ 1 .
Note that Rray(Γ) is a closed subset of P (Γ).
Lemma 7.7. Let p ∈ Ray(Γ) be a ray such that no s(pk) is an infinite
emitter; i.e. #s−1 (s(pk)) < ∞ for all k. There is a reduced ray q ∈
Rray(Γ) such that η(p)  η(q).
Proof. The set A = {y ∈ η(Ray(Γ)) : η(p)  y} is not empty as it
contains η(p). By Zorn’s lemma it suffices therefore to show that a
totally ordered subset A of A has an upper bound in A. For this
note first that A is compact in (ΓV )
N thanks to the assumptions on
p. Consider A as a net in (ΓV )
N. Since A is compact this net has a
convergent subnet. I.e. there is a directed set I and a monotone map
h : I → A such that h(I) is cofinal in A and limα∈I h(α) = y ∈ A. We
prove that z  y for all z ∈ A which will finish the proof. Let z ∈ A.
It suffices to show that for each j ∈ N there are i1 < i2 < i3 < · · · < ij
in N such that i1 = 1 and yk = zik , k = 1, 2, · · · , j. To this end note
that there is a α0 ∈ I such that h(α)[1, j] = y[1, j] for all α ≥ α0 in I.
Since h(I) is cofinal in A there is also a α1 ∈ I such that z  h(α1).
Since I is directed there is an α ∈ I such that α0 ≤ α and α1 ≤ α.
Then z  h(α) which implies that there are 1 = i1 < i2 < · · · < ij
in N such that zik = h(α)k, k = 1, 2, · · · , j. Since h(α)[1, j] = y[1, j]
because α ≥ α0, this finishes the proof. 
Lemma 7.8. Let p, q ∈ Ray(Γ) such that η(p)  η(q). Then Vβ(v, p) ≥
Vβ(v, q) for all v ∈ ΓV .
Proof. Let 1 = i1 < i2 < · · · be a sequence in N such that s
(
pij
)
=
s(qj) for all j = 1, 2, 3, · · · . Then
W (p[1, ij [) ≤W (q[1, j[) ,
and hence ∑∞
n=0A(β)
n
v,s(qj)
W (q[1, j[)
≤
∑∞
n=0A(β)
n
v,s(pij )
W (p[1, ij[)
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for all v, j. The conclusion follows. 
Let Rray(Γ)/Tail denote the set of tail-equivalence classes of reduced
rays in Γ. Since tail equivalent wandering paths define the same end
there is a natural map
Rray(Γ)/Tail → E(Γ) . (7.2)
Lemma 7.9. Assume that Γ does not contain infinitely many infinite
emitters. For every wandering path p ∈Wan(Γ) there is a reduced ray
q ∈ Rray(Γ) such that p ∈ B(q) ⊆ E(p).
Proof. Let R : Wan(Γ)→ Ray(Γ) be the retraction (4.20). Since there
are at most finitely many infinite emitters by assumption there is a
k ∈ N such that σk(R(p)) does not contain any infinite emitter and
by Lemma 7.7 there is therefore a reduced ray q ∈ Rray(Γ) such that
η
(
σk(R(p))
)
 η(q). Then q has the stated property. 
It follows from Lemma 7.9 that the map (7.2) is surjective when Γ
does not contain infinitely many infinite emitters. It is generally far
from injective, but there is a large class of digraphs where it is injective,
and we make the following definition.
Definition 7.10. A countable directed graph Γ will be called meager
when the map (7.2) is a bijection.
Lemma 7.11. Let Γ be a meager digraph with at most finitely many
infinite emitters. For every end E ∈ E(Γ) there is a reduced ray p ∈
Rray(Γ), unique up tail equivalence, such that E = B(p).
Proof. By Lemma 7.9 there is a reduced ray q such that B(q) ⊆ E.
Let p ∈ E. Using Lemma 7.9 again we get a reduced ray q′ such that
p ∈ B(q′) ⊆ E. Since Γ is meager the two reduced rays q and q′ are tail
equivalent which implies that B(q) = B(q′). It follows that p ∈ B(q)
and hence that E = B(q). 
Remark 7.12. The paper [Th3] contains a study of digraphs Γ for which
the set Wan(Γ)/Tail is countable; called graphs with countably many
exits. The end space E(Γ) does not feature in [Th3] but the proof of
Lemma 9.3 in [Th3] shows that for digraphs with countably many exits
the map
Wan(Γ)/Tail→ E(Γ)
is a bijection. Combined with Lemma 7.9 this shows that also the
map (7.2) is a bijection when Γ has countably many exits and at most
finitely many infinite emitters. Therefore the examples constructed in
[Th3] shows that a strongly connected meager digraph may have a very
rich structure of conformal measures, already when the potential is the
constant function F = 1.
Lemma 7.13. Let E be an end in Γ. Then E ∩Ray(Γ) is a Gδ set in
P (Γ).
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Proof. Let x ∈ E. Choose a sequence F1 ⊆ F2 ⊆ F3 ⊆ · · · of finite
subsets in ΓV such that
⋃
n Fn = ΓV . For each n ∈ N let An denote the
set of finite paths µ = a1a2a3 · · · a|µ| in Γ with the property that there
are natural numbers n < i1 < i2 ≤ |µ| and n < j1 < j2 such that the
following hold:
i) The vertexes in {s(a1)} ∪ {r(ai) : 1 ≤ i ≤ |µ|} are distinct,
ii) there is a finite path ν in Γ such that ν ∩ Fn = ∅, s(ν) =
s(xj1), r(ν) = s(ai1), and
iii) there is a finite path ν ′ in Γ such that ν ′ ∩ Fn = ∅, s(ν ′) =
s(ai2), r(ν
′) = s(xj2).
Then E ∩ Ray(Γ) =
⋂
n
(⋃
µ∈An
Z(µ)
)
; a Gδ set in P (Γ). 
Lemma 7.14. Let Γ be a meager digraph with at most finitely many
infinite emitters. There is a Borel map ξR : E(Γ)→ Rray(Γ) such that
B (ξR(E)) = E for all E ∈ E(Γ).
Proof. We want to apply a result by Srivastava, stated as Theorem
5.9.2 in [Sr], to the partition
Rray(Γ) =
⊔
E∈E(Γ)
E ∩ Rray(Γ) . (7.3)
For this note first of all that Rray(Γ) as a closed subset of the Polish
space P (Γ) is itself a Polish space. Furthermore, it follows from Lemma
7.13 that (7.3) is a partition of Rray(Γ) into Gδ-sets; non-empty since
Γ is meager. To show that the partition is a Borel partition of Ray(Γ)
as defined in [Sr] we must show that
[U ]
def
=
⋃
y∈U
{x ∈ Rray(Γ) : x ∼ y}
is a Borel subset of Rray(Γ) for every open set U ⊆ Rray(Γ). It suffices
to establish this when U = Z(µ)∩Rray(Γ) for some µ ∈ Pf(Γ), in which
case it follows from the observation that
[Z(µ) ∩ Rray(Γ)] =
⋃
n,m
σ−n (σm(Z(µ) ∩ Rray(Γ))) ∩ Rray(Γ) .
We conclude now from Theorem 5.9.2 on page 213 of [Sr] that there
is a Borel subset A ⊆ Rray(Γ) such that A ∩ E contains exactly one
element for each end E ∈ E(Γ). We can therefore define an injective
map ξR : E(Γ)→ A ⊆ Rray(Γ) such that
E ∩A = {ξR(E)} .
Then E (ξR(E)) = E for all E ∈ E(Γ). By Lemma 7.11 there is a re-
duced ray p such that B(p) = E = E (ξR(E)). Then p is tail-equivalent
to ξR(E) since Γ is meager and hence B(ξR(E)) = B(p) = E. It remains
to show that ξR is a Borel map. For this we consider the diagram (6.5)
and note that χ′(A) = χ (E(A)) = χ(E(Γ)). Note that χ′ is Borel by
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Lemma 6.6 and injective on A by Lemma 6.4. Since XΓ is a compact
metric space and hence Polish, this implies that χ(E(Γ)) = χ′(A) is a
Borel subset of XΓ, cf. e.g. Theorem 8.3.7 on page 276 in [Co]. It fol-
lows that there is a Borel map ξ : χ(E(Γ))→ A such that χ′ ◦ ξ(x) = x
for all x ∈ χ(E(Γ)). By definition of the topology on E(Γ) the map χ is
a homeomorphism onto its image which we now know is a Borel subset
of XΓ. Hence χ is an isomorphism of Borel spaces. This completes the
proof because ξR = ξ ◦ χ. 
Remark 7.15. In the course of the preceding proof it was established
that E(Γ) with its Borel σ-algebra is isomorphic to a Borel subset of
XΓ and hence is a standard Borel space. This is true in general; an
application of Srivastava’s theorem to the partition
Ray(Γ) =
⊔
E∈E(Γ)
E ∩ Ray(Γ)
gives a Borel subset A ⊆ Ray(Γ) such that χ′ is injective and surjective
on A. In particular, χ(E(Γ)) = χ′(A) is a Borel subset of XΓ.
Set
Rrayβ(Γ) = {y ∈ Rray(Γ) : Vβ(v0, y) <∞} ;
a Borel subset of Rray(Γ). It follows from Theorem 7.5 that for every
y ∈ Rrayβ(Γ) there is unique v0-normalized e
βF -conformal measure my
concentrated on B(y). Set
Eβ(Γ) = ξ
−1
R
(
Rrayβ(Γ)
)
,
where ξR : E(Γ) → Rray(Γ) is the Borel map from Lemma 7.14. We
set
mE = mξR(E)
when E ∈ Eβ(Γ). Note that mE is v0-normalized and concentrated on
E = B (ξR(E)).
Lemma 7.16. Let Γ be a meager digraph with at most finitely many
infinite emitters. Let F : ΓAr → R be a potential such that (4.4) holds
for some v0 ∈ ΓV .
a) Let E ∈ E(Γ). There is an eβF -conformal measure concentrated
on E if and only if E ∈ Eβ(Γ).
b) For each end E ∈ Eβ(Γ) the measuremE is the only v0-normalized
eβF -conformal measure concentrated on E, and the map
Eβ(Γ) ∋ E 7→ mE (7.4)
is a bijection between Eβ(Γ) and the set of extremal v0-normalized
eβF -conformal measures on P (Γ).
c) The map
Eβ(Γ) ∋ E 7→ mE(B)
is a Borel function for all Borel sets B ⊆ P (Γ).
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Proof. a) If m is a normalized eβF -conformal measure concentrated on
E ∈ E(Γ), then Lemma 7.11 and Theorem 7.5 imply that E = B(y) for
some y ∈ Rrayβ(Γ). Note that ξR(E) and y are tail-equivalent since Γ
is meager. It follows then from Lemma 7.6 that ξR(E) ∈ Rrayβ(Γ); i.e.
E ∈ Eβ(Γ).
b) It follows from Theorem 7.5 and Lemma 7.11 that mE is the only
normalized eβF -conformal measure concentrated on E. The injectivity
of the map (7.4) follows because mE is concentrated on E and its range
is contained in the set of extremal normalized eβF -conformal measures
by Theorem 7.5. To see that it hits them all, let m be a v0-normalized
extremal eβF -conformal measure. Then m is concentrated on an end E
by Proposition 6.15. By Lemma 7.11, E = B(y) for some y ∈ Rray(Γ).
It follows from Theorem 7.5 that y ∈ Rrayβ(Γ) and m = my. Since
ξR(E) and y are both in E ∩ Rray(Γ), it follows that ξR(E) and y are
tail-equivalent and hence my = mξR(E) = mE .
c) Let v ∈ ΓV . When y ∈ Rrayβ(Γ) and µ ∈ Pf(Γ) the formula
my(Z(µ)) = e
−βF (µ)
Vβ(r(µ), y)Vβ(v0, y)
−1
shows that y 7→ my(Z(v) ∩ Z(µ)) is a Borel function of y ∈ Rrayβ(Γ).
It follows then from Lemma 3.3 that y 7→ my(B ∩ Z(v)) is Borel, and
hence that y 7→ my(B) =
∑
v∈ΓV
my(Z(v) ∩ B) is Borel for all Borel
subsets B ⊆ P (Γ). This completes the proof because ξR is Borel by
Lemma 7.14. 
Theorem 7.17. Let Γ be a meager digraph with at most finitely many
infinite emitters. Let F : ΓAr → R be a potential such that (4.4)
holds for some v0 ∈ ΓV . There is an affine bijection between the v0-
normalized eβF -conformal measures m on P (Γ) and the Borel probabil-
ity measures ν on Eβ(Γ) such that
m(B) =
∫
Eβ(Γ)
mE(B) dν(E) (7.5)
for all Borel sets B ⊆ P (Γ).
Proof. It follows from c) of Lemma 7.16 that (7.5) defines a Borel mea-
sure on P (Γ), and it is a v0-normalized e
βF -conformal measure since
each mE is. Conversely, consider a given normalized e
βF -conformal
measure m on P (Γ). By Proposition 6.14 there is a Borel probability
measure mE on E(Γ) and a (E , mE)-disintegration
m =
∫
E(Γ)
m′E dm
E(E)
of m such that for mE -almost all E ∈ E(Γ) the measure m′E is an e
βF -
conformal measure concentrated on E. It follows from a) of Lemma
7.16 that mE (Eβ(Γ)) = 1, and from b) of Lemma 7.16 that for all
E ∈ Eβ(Γ) the equality m′E = m
′
E (Z(v0))mE holds. Set g(E) =
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m′E (Z(v0)) , E ∈ Eβ(Γ). Then g is a Borel function and the measure
ν = gmE makes (7.5) hold. Since
ν(Eβ(Γ)) =
∫
Eβ(Γ)
mE(Z(v0)) dν(E) = m(Z(v0)) = 1 ,
we have in ν the desired Borel probability measure on Eβ(Γ). To es-
tablish the injectivity of the map, consider a Borel set B′ ⊆ Eβ(Γ) and
apply (7.5) with B = E−1(B′). Then
m(B) =
∫
Eβ(Γ)
mE
(
E−1(B′)
)
dν(E) = ν(B′) .
Hence m determines ν. 
7.3. Examples. Perhaps the main virtue of the class of meager di-
graphs is that it comprises both the graphs with countably many exits
studied in [Th3], as was pointed out in Remark 7.12, and also the
digraphs obtained from trees. Before we consider the latter class we
describe first a procedure by which a row-finite meager digraph can be
modified keeping the resulting graph meager and with the same end
space.
Example 7.18. (Attaching finite digraphs.) Let Γ be a row-finite
digraph. For each vertex v ∈ ΓV we choose a finite strongly connected
digraph Hv and vertex uv ∈ HvV . Let Γ
′ be the digraph whose vertex
set is
Γ′V = {(v, x) : v ∈ ΓV , x ∈ H
v
V } ,
and whose arrows are
Γ′Ar = ΓAr ⊔v∈ΓV H
v
Ar
with range and source maps r′, s′ : Γ′Ar → Γ
′
V given by
r′(a) =
(
r(a), ur(a)
)
, s(a) =
(
s(a), us(a)
)
when a ∈ ΓAr and
r′(b) = (v, r(b)), s′(b) = (v, s(b))
when b ∈ HvAr. There is then an embedding Γ ⊆ Γ
′ obtained by sending
v ∈ ΓV to (v, uv) ∈ Γ′V and a ∈ ΓAr to itself. It is easy to see that
Rray(Γ) = Rray(Γ′), E(Γ) = E(Γ′), and that Γ′ is meager when Γ is.
Example 7.19. (Digraphs from trees.) Let T be countable tree, i.e.
a countable connected undirected graph without loops. Turn T into a
directed graph by exchanging every edge in T with two arrows going
in opposite directions. That is, we exchange every edge in T
by
%%ee
The resulting digraph Γ is strongly connected and meager. In Theorem
7.17 it is assumed that the graph has at most finitely many infinite
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emitters, but this is only to ensure the validity of Lemma 7.9. For the
graph Γ the conclusion of that lemma is satisfied because every ray
is reduced. Hence the conclusion in Theorem 7.17 is valid for Γ, also
when T and Γ have infinitely many infinite emitters. This includes
trees T without infinite paths. When T is such a tree there are no
wandering paths, i.e. Wan(Γ) = ∅, and by Lemma 4.14 there will be
no eβF -conformal measures at all in the transient case. So assume T
has infinite paths and that we are in the transient case, i.e. F is a
potential and β a real number such that the matrix A(β) is transient.
For any ray p ∈ Ray(Γ) one easily sees that
Vβ(s(p), p) =
∞∑
n=0
A(β)ns(p),s(p) , (7.6)
which implies that all ends E ∈ E(Γ) are β-summable, i.e. Eβ(Γ) =
E(Γ) for all β in the transient range. It follows that as a convex set, the
set of normalized eβF -conformal measures are always the same when
A(β) is transient; namely the set of Borel probability measures on the
end space E(Γ).
This can also be deduced from the theory of random walks on trees
via the method described in Section 3.1 because the minimal Martin
boundary is known for all transient random walks on trees. To ap-
ply the random walk theory all we need is to establish the existence
of an A(β)-harmonic vector in the transient case, so that the Doob-
type transform (3.3) can be used to obtain a stochastic matrix. In the
general case the existence of an A(β)-harmonic vector follows from The-
orem 7.5, but when T is locally finite and Γ is row-finite it follows from
a fundamental result by Pruitt, [Pr]. Using (3.3) it is then straightfor-
ward to obtain most, if not all, information regarding A(β)-harmonic
vectors from the well-understood random walks on trees. See Theo-
rem 9.22 in [Wo2]. To have an almost complete picture for digraphs
obtained from trees in this way what remains is to decide if A(β) is
transient or not; a problem which is well-known and hard already for
stochastic matrices. See e.g. Chapter 9 in [Wo2].
Example 7.20. (A Cayley graph for the infinite dihedral group.) Very
few Cayley graphs are meager, but the Cayley graph of the infinite
dihedral group which was considered in 7.2 of [CT3] is. The infinite
dihedral group is generated by two elements, a and b, subject to the
conditions that bab = a−1 and b2 = 1. The corresponding Cayley graph
Γ looks as follows.
. . . //

//

//

// //

//
 
// //

. . .
. . . oo
GG
oo
GG
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For the constant potential F = 1 the A(β)-harmonic vectors were
determined in [CT3] by bare hands. For a general potential function
on Γ, assume that A(β) is transient. Up to tail equivalence the graph
Γ contains exactly two rays, they are both reduced and they represent
distinct ends of which there are two. In particular, Γ is a meager graph.
Note that (7.6) is valid for all rays p in Γ, showing that both ends are
β-summable whenever A(β) is transient. Hence Eβ(Γ) = E(Γ) for all β
in the transient range, exactly as was found in [CT3] for the constant
potential.
8. Bratteli diagrams and end spaces
8.1. The end space of a Bratteli diagram. In the theory of C∗-
algebras, and nowadays also in the theory of dynamical systems, there
is a very important class of directed graphs called Bratteli diagrams
after Ola Bratteli who introduced them in [Br1] for the study of AF-
algebras; approximately finite-dimensional C∗-algebras. A Bratteli di-
agram is a row-finite directed graph Br whose vertex set BrV is parti-
tioned into level sets,
BrV = ⊔
∞
n=0 Brn ,
where the number of vertexes in the n’th level Brn is finite, Br0 consists
of a single vertex v0 and the arrows emitted from Brn end in Brn+1,
i.e. r (s−1(Brn)) ⊆ Brn+1 for all n. Also, as is customary, we assume
that v0 is the only source in Br and that there are no sinks. The unital
AF-algebra defined from a Bratteli diagram Br is a unital inductive
limit of finite dimensional C∗-algebras, cf. [Br1], which we denote by
AF (Br). It is isomorphic to the corner
Pv0C
∗(Br)Pv0 ,
when C∗(Br) is the graph C∗-algebra defined by Br. In particular,
AF (Br) and C∗(Br) are stably isomorphic since Pv0 is a full projection
in C∗(Br), cf. [B].
Definition 8.1. A Bratteli diagram Br is primitive when the following
holds: For any two vertexes v, w ∈ BrV there are paths µv and µw in
Br such that s(µv) = v, s(µw) = w and r(µv) = r(µw).
As shown by Bratteli in Corollary 3.9 of [Br1], a Bratteli diagram is
primitive if and only if AF (Br) is a primitive (or prime) C∗-algebra.
Definition 8.2. A Bratteli diagram Br is simple when the following
holds: For every vertex v ∈ BrV there is an n ∈ N such that for all
w ∈ Brn there is a path µv,w in Br with s(µv,w) = v and r(µv,w) = w.
Thus a simple Bratteli diagram is also primitive, but the converse
is not true. As shown by Bratteli in Corollary 3.5 of [Br1], a Bratteli
diagram is simple if and only if AF (Br) is simple, which happens if
and only of C∗(Br) is simple.
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Let E ∈ E(Br) be an end in the Bratteli diagram Br. Set
IE = BrV \ {s(p) : p ∈ E} . (8.1)
Lemma 8.3. Let Br be a Bratteli diagram. The map E → IE from
(8.1) is a bijection between E(Br) and the subsets I ⊆ BrV with the
following properties:
a) I 6= BrV (i.e. I is a proper subset of BrV ).
b) s(a) ∈ I ⇒ r(a) ∈ I for all a ∈ BrAr (i.e. I is hereditary).
c) r (s−1(v)) ⊆ I ⇒ v ∈ I (i.e. I is saturated).
d) For all pairs v, w ∈ BrV \I there are paths µv and µw in Br
such that s(µv) = v, s(µw) = w and r(µv) = r(µw) ∈ BrV \I.
Proof. It is straightforward to check that IE has the four properties for
any end E. Consider then a subset I ⊆ BrV having the four properties.
Then v0 /∈ I since otherwise b) will contradict a). Similarly, Brn \I
can not be empty for any n since otherwise b) and c) would imply
that I = BrV , contradicting a). Using d) successively we construct a
sequence k1 < k2 < · · · in N and vertexes wn ∈ Brkn \I such that for all
elements v ∈ Brkn \I there is a path in Br from v to wn+1. There is then
an infinite path p ∈ P (Br) emitted from v0 and passing through all the
wn’s in order. As a consequence of its construction, and c), it follows
that p will have the property that all elements of BrV \I can reach p,
while b) implies that no element of I can. Set then EI = E(p) ∈ E(Br),
and note that EI only depends on I and not on which path p with
the specified property we choose. We leave the reader to check that
the two operations, E → IE and I → EI , are each others inverses; i.e.
EIE = E and IEI = I . 
It follows from the work of Bratteli, [Br1], that the subsets of BrV
with the properties a)-d) of Lemma 8.3 are in bijective correspondence
with the primitive ideals of AF (Br). In the following we will identify
the two sets, using Bratteli’s results as excuse.
Proposition 8.4. The map E → IE is a homeomorphims from the end
space E(Br) of Br onto the primitive ideal space of AF (Br) equipped
with the weakest topology which makes the function
I 7→ ‖q + I‖
continuous on the space of primitive ideals for every projection q ∈
AF (Br).
Proof. It follows from Lemma 8.3, together with Lemma 3.2 and Theo-
rem 3.8 in [Br1], that the map is a bijection. The assertion concerning
the topology requires a detour into operator algebra theory, and since
we shall not need it we leave the proof to the interested reader.

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Remark 8.5. The topology of the primitive ideal space of AF (Br) con-
sidered in Proposition 8.4 is weaker than the Jacobson (or hull-kernel)
topology which the primitive ideal space is often equipped with. In
general, the two topologies are different; the primitive ideal space of
AF (Br) is not Hausdorff in the Jacobsen topology in general; see e.g.
[Br2]. Since a positive element in an AF-algebra can be approximated
in norm by positive elements with finite spectrum (a property known
as ’real rank zero’), the topology described in Proposition 8.4 is the
so-called Fell-topology introduced in [Fe].
Let p ∈ P (Γ). We denote in the following by [p] the set of paths
q ∈ P (Γ) tail-equivalent to p, and by [p] the closure of [p] in P (Γ).
Lemma 8.6. Let Br be a Bratteli diagram and p, q ∈ P (Br) two infinite
paths in Br. Then
i) p→ q if and only if [p] ⊆ [q], and
ii) p ∼ q if and only if [p] = [q].
Proof. Left to the reader. 
Proposition 8.7. Every Bratteli diagram Br contains a closed end,
i.e. an end E ∈ E(Br) such that E is closed as a subset of P (Br).
Proof. Let M be the set of paths in Br which start at v0 - the source
in Br. Note that M is a compact metric space. Furthermore, when
p, q ∈ P (Br),
[p] ∩M = [q] ∩M ⇒ [p] = [q] . (8.2)
The collection C of closed non-empty subsets C ofM that are invariant
under tail-equivalence (i.e. p ∈ C ⇒ [p]∩M ⊆ C), is partially ordered
by inclusion. It follows then from Zorns lemma that there is a minimal
element C0 in C. Consider a path p ∈ C0. The minimality of C0 implies
that C0 = [p] ∩M . We claim that E(p) is closed in P (Br). For this it
suffices to show that E(p) ∩M is closed in M , which will follow if we
show that
E(p) ∩M = C0 . (8.3)
Let q ∈ E(p) ∩M . Since q ∼ p, it follows from ii) of Lemma 8.6 that
q ∈ [p] and hence that q ∈ [p] ∩ M = C0. Conversely, if q ∈ C0 it
follows from the minimality of C0 that [q] ∩M = C0 = [p] ∩M , and
then from (8.2) that [q] = [p]. By ii) of Lemma 8.7 this implies that
q ∈ E(p). 
8.2. On the end space of a row-finite digraph. Let Γ be an infinite
row-finite directed graph with a vertex v0 from where all other vertexes
can be reached. When D ⊆ ΓV and w ∈ D, set
ΩD(w) = {(yi)
∞
i=1 ∈Wan(Γ) : s(y1) = w, s(yi) /∈ D, i ≥ 2} ,
and
∂D = {w ∈ D : ΩD(w) 6= ∅} .
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As in Section 6.1 we choose a sequence {v0} ⊏ D1 ⊏ D2 ⊏ D3 ⊏ · · ·
of finite subsets of ΓV such that
⋃
nDn = ΓV . Set D0 = {v0} and
D−1 = ∅. Define a Bratteli diagram Br(Γ) in the following way. The
n’th level set Br(Γ)n of vertexes in Br(Γ) consists of the set
∂Dn = {w ∈ Dn : ΩDn(w) 6= ∅}
and there is an arrow from v ∈ ∂Dn to w ∈ ∂Dn+1 when LDn(v, w) 6= ∅.
There is then at most one arrow from a vertex to another in Br(Γ), and
we consider therefore paths in Br(Γ) as sequences of vertexes instead
of sequences of arrows. We define a map
π : Wan(Γ)→ P (Br(Γ)) (8.4)
such that
π(y) = (π(y)i)
∞
i=1 ∈ (Br(Γ)V )
N
where the vertexes π(y)i ∈ Br(Γ)V are defined recursively in the fol-
lowing way. First π(y)1 = w ∈ ∂Dk = Br(Γ)k is determined by the
following two conditions:
i) s(yi) /∈ Dk−1 ∀i,
ii) ∃j ∈ N : s(yj) = w, s(yi) /∈ Dk, ∀i > j.
For i > 1 define π(y)i = w
′ ∈ ∂Dk+i−1 such that s(yj) = w′ for some j
and s(yl) /∈ Dk+i−1 ∀l > j. There is then a sequence i1 < i2 < i3 < · · ·
in N such that
a) s(yi) /∈ Dk−1 ∀i,
b) s
(
yij
)
= π(y)j ∈ ∂Dk+j−1, j ≥ 1,
c) s(yi) /∈ Dk+j−1 ∀i > ij .
Lemma 8.8. i) π : Wan(Γ)→ P (Br(Γ)) is surjective.
ii) Let x, y ∈ Wan(Γ). Then x → y in Wan(Γ) if and only if
π(x)→ π(y) in P (Br(Γ)).
iii) Let x, y ∈ Wan(Γ). Then x ∼ y in Wan(Γ) if and only if
π(x) ∼ π(y) in P (Br(Γ)).
Proof. i) : Consider a path p = (vi)
∞
i=1 in Br(Γ). Then vi ∈ ∂Dk+i−1
for some k ∈ N and there is an element µi ∈ LDk+i−1 (vi, vi+1) for all i.
The infinite concatenation
y = µ1µ2µ3 · · ·
is an element y ∈Wan(Γ) such that π(y) = p.
ii): Consider paths x, y ∈ Wan(Γ) such that x → y in Wan(Γ).
There is a k0 ∈ N and sequences ik0 < ik0+1 < ik0+2 < · · · and jk0 <
jk0+1 < jk0+2 < · · · in N such that s(xik) = π(x)k ∈ ∂Dk and s(yjk) =
π(y)k ∈ ∂Dk for all k ≥ k0. For each k ≥ k0 there is a path µ ∈ Pf(Γ)
such that µ ∩Dk = ∅, s(µ) = s(xl′) and r(µ) = s(yjl) for some l
′ > ik
and l > k. The concatenation
z = x[1, l′[µy[jl,∞[
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is an element in Wan(Γ) and the path π(z) ∈ P (Br(Γ)) will contain a
finite path in Br(Γ) from π(x)k to π(y)l. Since k ≥ k0 was arbitrary,
it follows that π(x) → π(y) in P (Br(Γ)). Conversely, assume that
π(x)→ π(y) in P (Br(Γ)). For each k ≥ k0 there is then a path in Br(Γ)
from π(x)k ∈ ∂Dk to π(y)l ∈ ∂Dl for some l > k. By definition of Br(Γ)
this gives us a path µ ∈ Pf(Γ) such that µ ∩Dk−1 = ∅, s(µ) = s(xik)
and r(µ) = s(yjl). This shows that x→ y in Wan(Γ). iii) follows from
ii).

It follows from Lemma 8.8 that π induces a bijection [π] : E(Γ) →
E(Br(Γ)) defined such that
[π](E(p)) = E(π(p)) = π (E(p))
when p ∈Wan(Γ).
Proposition 8.9. [π] : E(Γ)→ E(Br(Γ)) is a homeomorphism.
Proof. It remains to prove that [π] is open and continuous. Consider
finite sets I ⊆ F 6= ∅. Choose k such that F ⊏ Dk. When p ∈ UF ;I , it
follows from Lemma 6.3 that p ∈ UDk;J ⊆ UF ;I when we take J = [Dk]p.
Note that J ⊆ ∂Dk. Since
[π] ({E(q) : q ∈ UDk;J}) = {E(q
′) : q′ ∈ U∂Dk;J ⊆ P (Br(Γ))}
is open in E(Br(Γ)), it follows that [π] ({E(p) : p ∈ UF ;I}) is open in
E(Br(Γ)); i.e. [π] is open. Let then I ⊆ F 6= ∅ be finite subsets of
Br(Γ)V . Choose N ∈ N such that
F ⊆
N⋃
n=0
∂Dn .
Let p ∈ UF ;I ⊆ P (Br(Γ)) and set J = [∂DN ]p. Then p ∈ U∂DN ;J ⊆ UF ;I
by Lemma 6.3. Note that π−1 (U∂DN ;J) = UDN ;J , which implies that
[π]−1 ({E(p) : p ∈ U∂DN ;J}) = {E(q) : q ∈ UDN ;J} .
It follows that [π]−1 ({E(p) : p ∈ UF ;I}) is open in E(Γ), and hence that
[π] is continuous. 
8.3. The minimal ends. Let E ∈ E(Γ) be an end in Γ. Set
EDk = {[Dk]p : p ∈ E} ⊆ ∂Dk .
Let Br(E) be the Bratteli diagram with EDn as n’th level set of vertexes
and an edge from v ∈ EDn to w ∈ EDn+1 when LDn(v, w) 6= ∅. Br(E)
is a subgraph of Br(Γ).
Lemma 8.10. Br(E) is a primitive Bratteli diagram.
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Proof. Let v ∈ EDn, w ∈ EDm . Let p ∈ E. Since v
Dn→ p and w
Dm→ p
there is a k > max{n,m} and j ∈ N such that s(pj) ∈ [Dk]p, s(pi) /∈
Dk, i > j, and such that LDn(v, s(pj)) 6= ∅ and LDm(w, s(pj)) 6= ∅.
There are therefore also paths in Br(Γ) from v to s(pj) and from w to
s(pj). These paths proceed in Br(E) and we have therefore verified the
condition in Definition 8.1. 
Lemma 8.11. The closure π(E) of π(E) in P (Br(Γ)) is P (Br(E)).
Proof. It is clear that π(E) ⊆ P (Br(E)) as the latter set is closed in
P (Br(Γ)). Let q = (qi)
∞
i=1 ∈ P (Br(E)). Let n ∈ N. It suffices to find a
path p′ ∈ π(E) such that qi = p′i, i ≤ n. For this let k ∈ N be such that
q1 ∈ EDk . Then qn ∈ [Dk+n−1]p where p ∈ E. Furthermore, by defini-
tion of Br(Γ) there are paths µi ∈ LDk+i−1(qi, qi+1), i = 1, 2, · · · , n− 1,
such that s(µi) = qi and r(µi) = qi+1 for all i. Since qn
Dk+n−1
→ p, there
is a l ∈ N and a finite path µ in Γ such that s(µ) = qn, r(µ) = s(pl)
and such that only the initial vertex, which is qn, in the path µp[l,∞) is
from Dk+n−1. The concatenation
p′ = µ1µ2 · · ·µn−1µp[l,∞)
is then an element of P (Γ) which is tail-equivalent to p; in particular
p′ ∈ E. Since π(p′)i = qi for i ≤ n, the proof is complete. 
When p, q ∈Wan(Γ), write
E(p) ≤ E(q)
when p→ q. This defines a partial ordering of E(Γ). An end E ∈ E(Γ)
is minimal when it is minimal for this partial order; i.e. when p→ q ∈
E ⇒ E(p) = E.
Proposition 8.12. Let E ∈ E(Γ) be an end in Γ. The following are
equivalent:
a) π(E) is closed in P (Br(Γ)).
b) Br(E) is a simple Bratteli diagram.
c) E is minimal.
When these conditions hold, π(E) = P (Br(E)).
Proof. a) ⇒ b): Let v ∈ EDk . We must show that there is an l > k
such that all elements of EDl can be reached (in Br(E)) from v. To
do this by contradiction, assume that for all l > k there is a vertex
wl ∈ EDl which can not be reached in Br(E) from v. For each l > k
there is a path in Br(E) from a vertex in EDk to wl since wl ∈ EDl .
This path goes through elements in EDk , EDk+1, EDk+2, · · · , EDl−1 none
of which can be reached from v. Since we can do this for all l > k and
since there are only a finite number of arrows between successive levels
in Br(Γ) it follows that there is an infinite path z = (zi)
∞
i=0 ∈ P (Br(Γ))
such that for all i the vertex zi ∈ EDk+i can not be reached from v.
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Let p ∈ E. For all n ∈ N there is a path zn in Br(E) such that
zni = zi for all i ≤ n and such that z
n
j = π(p)j for all sufficiently large
j. Then zn ∼ π(p) and it follows from Lemma 8.8 that zn ∈ π(E).
Thus z can be approximated arbitrarily well with elements from π(E)
and it follows, since we assume that π(E) is closed, that z ∈ π(E). By
Lemma 8.8 this implies that z ∼ π(p) in P (Br(Γ)), which gives the
desired contradiction because v, as an element of EDk , is able to reach
π(p)j and hence also zj for infinitely many j.
b) ⇒ c) : Let p, q ∈ Wan(Γ) such that E(p) = E and q → p.
Assume for convenience that s(p) = s(q) = v0. Since q → p we see
that π(q)n ∈ [Dn]p for all n; i.e. π(q) ∈ P (Br(E)). Since we assume
that Br(E) is a simple Bratteli diagram it follows that π(p) → π(q)
in P (Br(E)) ⊆ P (Br(Γ)), and ii) of Lemma 8.8 implies that p → q.
Hence p ∼ q. It follows that E is minimal.
c) ⇒ a): Let q = (qi)∞i=0 ∈ Wan(Γ) such that π(q) ∈ π(E) and let
p ∈ E. For each n there is an element qn = (qni )
∞
i=0 ∈ E such that
π(qn)i = π(q)i for all i ≤ n. Since π(qn) ∼ π(p) there is an m > n
and a path in Br(Γ) from π(q)n = π(q
n)n to π(p)m. Since this is true
for all n, it follows that π(q) → π(p). By ii) in Lemma 8.8, it follows
from this that q → p; i.e. E(q) ≤ E(p) = E in E(Γ). It follows from
the assumed minimality of E that q ∼ p, i.e. π(q) ∈ π(E), and we
conclude that π(E) is closed in P (Br(Γ)).
The last statement follows from a) and Lemma 8.11. 
Remark 8.13. An end E ∈ E(Γ) which is closed in P (Γ) is also minimal,
but the converse is not true. In the graph Γ1 in Example 6.9, for
example, both ends are minimal but none of them is closed.
The next corollary will not be needed in the following, but it is
included to illuminate the relation between minimal and general ends.
It shows also that Proposition 8.7 could be obtained from the well-
known fact that a unital AF-algebra, as indeed all unital C∗-algebras,
has a simple quotient. In any case Zorn’s lemma and the axiom of
choice is at core of it.
Corollary 8.14. There is a bijection between the minimal ends in Γ
and the maximal ideals of AF (Br(Γ)).
Proof. This follows from Propositions 8.4, 8.9 and 8.12 since
AF (Br(Γ))/Ipi(E) ≃ AF (Br(E))
for all ends E, cf. [Br1]. 
Proposition 8.15. Let E ∈ E(Γ). There is a minimal end Emin ∈
E(Γ) such that Emin ≤ E.
Proof. By Proposition 8.7 the Bratteli diagram Br(E) contains a closed
end C. Note that if p, q ∈ P (Br(Γ)), q ∈ P (Br(E)) and p → q
in P (Br(Γ)), the definition of Br(E) implies that p ∈ P (Br(E)). It
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follows therefore that C is also an end in Br(Γ), and by Proposition
8.9 there is therefore an end Emin in Γ such that π (Emin) = C. By
Proposition 8.12 Emin is a minimal end in Γ. Let q ∈ Emin and p ∈ E.
Since π(q) ∈ P (Br(E)) it follows from the definition of Br(E) that
π(q) → π(p) in P (Br(Γ)) and then from ii) in Lemma 8.8 that q → p
in P (Γ). This shows that Emin ≤ E. 
By Proposition 8.15 all infinite row-finite digraphs with a vertex from
where all vertexes can be reached contains a minimal end. For almost
undirected digraphs much more is true:
Lemma 8.16. Let Γ be a strongly connected row-finite almost undi-
rected digraph. It follows that all ends of Γ are minimal.
Proof. It suffices to show that p → q ⇒ q → p for p, q ∈ Wan(Γ).
Consider a finite subset F ⊆ ΓV and a natural number K. In the
notation from the proof of Theorem 6.12, choose n ∈ N such that
F ⊆ Dn−N . Since p→ q there are natural numbers k, l > K such that
[s(pk)]n = [s(ql)]n in C
(
Γ(n)
)
. It follows then from Observation 6.13
that there is a path µ ∈ Pf(Γ) such that µ ∩ F = ∅, s(µ) = s(ql) and
r(µ) = s(pk). Since F and K are arbitrary, it follows that q → p. 
Remark 8.17. The minimal end Emin in Proposition 8.15 may not be
unique. From an C∗-algebra perspective this is not surprising since a
primitive AF -algebra may very well have many simple quotients. As
a specific example consider the digraph Γ0 in Remark 5.9. The ray
p0 represents an end which dominates the two distinct minimal ends
represented by the rays p±. If we add return paths to v0 as explained in
Section 5.2 we obtain strongly connected examples to the same effect.
Let Emin(Γ) denote the set of minimal ends in E(Γ); it is a Borel
subset of E(Γ).
8.4. Harmonic measures on P (Γ) and P (Br(Γ)). We retain the
assumption that Γ is an infinite row-finite directed graph with a vertex
v0 such that (4.4) holds, and that {v0} ⊏ D1 ⊏ D2 ⊏ D3 ⊏ · · · is a
sequence of finite subsets of ΓV such that
⋃
nDn = ΓV . And we set
D0 = {v0}, D−1 = ∅.
Let F : ΓAr → R be a potential function and assume that (4.4)
holds. When D and D′ are finite subsets of ΓV with D ⊏ D
′, define
M(D;D′) : ∂D × ∂D′ → [0,∞)
such that
M(D;D′)v,w =
∑
µ∈LD(v,w)
e−βF (µ) .
In particular, for each n ∈ N, we can define
M(n) =M(Dn;Dn+1) .
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Let m be a v0-normalized e
βF -conformal measure on P (Γ). For w ∈
∂Dk, set
ψkw = m (ΩDk(w)) . (8.5)
It follows from Lemma 3.2 and Lemma 4.14 that∑
w∈∂Dk+1
M(k)v,wψ
k+1
w = ψ
k
v (8.6)
for all v ∈ ∂Dk and all k = 0, 1, 2, · · · , and
1 = m(Z(v0)) =
(
∞∑
n=0
A(β)nv0,v0
)
ψ0v0 .
Definition 8.18. In the following we let ∆βF denote the set of se-
quences (
ψk
)∞
k=1
∈
∞∏
k=1
[0,∞)∂Dk
such that
• M(0)ψ1 =
(∑∞
k=0A(β)
k
v0,v0
)−1
, and
• M(n)ψn+1 = ψn for n ≥ 1.
Then every normalized eβF -conformal measure on P (Γ) gives rise to
an element ψ ∈ ∆βF given by (8.5). We aim to show that this map
from normalized eβF -conformal measures to ∆βF is a bijection.
For k = 0, 1, 2, · · · , set
Lk =
⋃
v∈∂Dk , w∈∂Dk+1
LDk(v, w)
and
Ωk =
⋃
w∈∂Dk
ΩDk(w) .
For each n = 0, 1, 2, · · · , the sets of the form
Z (νµjµj+1µj+2 · · ·µj+n) Ωj+n+1 , (8.7)
for some j ≥ 0, where ν ∈ Pf(Γ) is a path with ν ∩ Dj−1 = ∅ and
µj+i ∈ Lj+i, i = 0, 1, 2, · · · , n, constitute a countable Borel partition
Pn of Wan(Γ).
Lemma 8.19. Let An be the σ-algebra in Wan(Γ) generated by Pn.
Then An ⊆ An+1 and A =
⋃∞
n=0An is an algebra of sets generating
the σ-algebra of Borel sets in Wan(Γ).
Proof. The inclusion An ⊆ An+1 follows from the observation that
Z (νµjµj+1 · · ·µj+n)Ωj+n+1
=
⋃
µ∈Lj+n+1
Z (νµjµj+1 · · ·µj+nµ) Ωj+n+2 . (8.8)
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In particular, A is an algebra of sets, clearly consisting of Borel sets in
Wan(Γ). To show that A generates the Borel σ-algebra of Wan(Γ) it
suffices to show that Z(ν ′) ∩Wan(Γ) is in the σ-algebra generated by
A for every finite path ν ′. Since
Z(ν ′) ∩Wan(Γ) =
⋃
P∈P|ν′|
Z(ν ′) ∩ P ,
it suffices to observe that the intersection
Z(ν ′) ∩ Z
(
νµjµj+1 · · ·µj+|ν′|
)
Ωj+|ν′|+1
is either empty or equal to Z
(
νµjµj+1 · · ·µj+|ν′|
)
Ωj+|ν′|+1. 
Lemma 8.20. For every ψ =
(
ψk
)∞
k=1
∈ ∆βF there is a unique v0-
normalized eβF -conformal measure mψ on P (Γ) such that
mψ (ΩDk(w)) = ψ
k
w (8.9)
for all w ∈ ∂Dk and all k = 1, 2, 3, · · · .
Proof. Assume first that mψ exists. Note that mψ is concentrated on
Wan(Γ) by Lemma 4.14. It follows from (8.9) and Lemma 3.2 that
mψ (Z(νµjµj+1 · · ·µj+n)Ωj+n+1)
= exp
(
−β
(
F (ν) +
n∑
i=0
F (µj+i)
))
mψ
(
ΩDj+n+1 (r(µj+n)
)
= exp
(
−β
(
F (ν) +
n∑
i=0
F (µj+i)
))
ψj+n+1
r(µj+n)
.
The uniqueness of mψ follows therefore from Lemma 8.19 by using
Theorem 1-19 in [KSK]. To prove existence of mψ note that since An
is the σ-algebra of the countable partition Pn we can define a measure
mn on An such that
mn (Z (νµjµj+1 · · ·µj+n) Ωj+n+1) = e
−β(F (ν)+
∑j+n
i=j F (µi))ψj+n+1
r(µj+n)
.
It is important here to observe thatAn is simply the sets that are unions
of elements from the countable partition Pn and that mn therefore is
countably additive on An. It follows from (8.8) and (8.6) that the mn’s
are compatible and hence extend to a finitely additive measure m on
the algebra A of Lemma 8.19. For w ∈ ΓV set
P (w) = {µ ∈ Pf(Γ) : s(µ) = v0, r(µ) = w} .
Then
m(Z(v0) ∩Wan(Γ)) =
∑
w∈∂D1
∑
µ∈P (w)
e−βF (µ)ψ1w
=
(
∞∑
n=0
A(β)nv0,v0
) ∑
w∈∂D1
M(0)v0,wψ
1
w = 1 .
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Note that for any finite path µ in Γ and any set A ⊆ Z(r(µ)) such that
A ∈ A, the set Z(µ)A is also in A and
m(Z(µ)A) = e−βF (µ)m(A) . (8.10)
Let v ∈ ΓV . Since any vertex in ΓV can be reached from v0, there is a
finite path µ in ΓV such that s(µ) = v0 and r(µ) = v and
m(Z(v) ∩Wan(Γ)) = eβF (µ)m (Z(µ) ∩Wan(Γ))
≤ eβF (µ)m(Z(v0) ∩Wan(Γ)) = e
βF (µ) <∞ .
Hence Wan(Γ) is the union of the countable collection Z(v)∩Wan(Γ), v ∈
ΓV , of sets from A, all of finite m-measure. Fix a vertex v ∈ ΓV . Then
A(v) = {A ∩ Z(v) : A ∈ A}
is a field of subsets of Z(v) in the sense of [KSK] and m is an additive
set function defined on A(v). To show that m is completely additive
on A(v) in the sense of [KSK], it suffices to show, by Corollary 1-17 in
[KSK], that if A1 ⊇ A2 ⊇ A3 ⊇ · · · is a sequence from A(v) such that⋂
nAn = ∅, then limn→∞m(An) = 0. This follows standard lines, cf.
e.g. the proof of Theorem 1.12 in [Wo1]. In the present setting it runs
as follows. Assume for a contradiction that limn→∞m(An) 6= 0. We
construct a sequence k(1) < k(2) < · · · in N and for each n an element
Cn ∈ Pk(n) such that
i) Cn+1 ⊆ Cn,
ii) Cn ⊆ An, and
iii) limj→∞m(Aj ∩ Cn) > 0
for all n. Choose first the sequence {k(n)} such that An ∈ Ak(n) and
k(n) < k(n+1) for all n. Since m is a countably additive on Ak(j) and
m(A1) <∞ we have that
0 < lim
j→∞
m(Aj) = lim
j→∞
∑
C∈Pk(1)
m(Aj ∩ C) =
∑
C∈Pk(1)
lim
j→∞
m(Aj ∩ C) .
There is therefore a C1 ∈ Pk(1) for which limj→∞m(Aj∩C1) > 0. Since
A1 ∈ Ak(1) and since m(A1 ∩ C1) > 0 it follows that C1 ⊆ A1. Then
C1 satisfies ii) and iii) for n = 1. Repeating this argument with {An}
replaced by {An ∩ C1} we obtain C2 ∈ Pk(2) such that C2 ⊆ A2 ∩ C1
and i), ii) and iii) hold for n = 1 while ii) and iii) hold for n = 2. We
continue this way by induction to obtain the sequence {Cn}. Write
Cn = Z(νµjµj+1 · · ·µj+k(n))Ωj+k(n)+1 ,
where ν∩Dj−1 = ∅, µj+i ∈ Lj+i, i = 0, 1, 2, · · · , k(n). Since Cn+1 ⊆ Cn
we get an element z ∈ P (Γ) as the infinite concatenation
z = νµjµj+1µj+2 · · · .
Then z ∈
⋂
n Cn, contradicting the assumption that
⋂
nAn = ∅. Hence
m is completely additive on A(v) and it follows therefore from Theorem
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1-19 in [KSK] and Lemma 8.19 that m extends to a Borel measure mv
on Z(v) ∩Wan(Γ). We combine these measures and define
mψ(B) =
∑
v∈ΓV
mv (B ∩ Z(v) ∩Wan(Γ)) .
Note that (8.9) holds by construction. To show thatmψ is eβF -conformal
consider the following two Borel measures on Z(a) for some a ∈ ΓAr:
B 7→ mψ (σ (B))
and
B 7→ eβF (a)mψ(B) .
It follows from (8.10) that these measures agree when A is a subset of
Z(a) such that A ∈ A(s(a)). It follows from the uniqueness part of
the statement in Theorem 1-19 of [KSK] that they also agree on Borel
subsets of Z(a) ∩ Wan(Γ), and hence by definition of mψ on Borel
subsets of Z(a). 
Proposition 8.21. The map ψ 7→ mψ given by Lemma 8.20 is an
affine homeomorphism from ∆βF onto M
v0
βF (Γ).
Proof. It remains only to show that the bijection ψ 7→ mψ is a home-
omorphism. To this end note that when ψ =
(
ψk
)∞
k=1
∈ ∆βF , we have
the upper bound
ψkw ≤
(
∞∑
n=0
A(β)nv0,w
)−1
,
for all w ∈ ∂Dk and all k. This shows that ∆βF is compact. The
continuity of the map ψ 7→ mψ follows then from the identity
mψ(Z(v)) =
∑
w∈∂Dk
∞∑
n=0
A(β)nv,wm
ψ (ΩDk(w)) =
∑
w∈∂Dk
∞∑
n=0
A(β)nv,wψ
k
w ,
valid for all k and all v ∈ Dk because mψ is concentrated on Wan(Γ).

Given an arrow a ∈ Br(Γ) with s(a) = v ∈ ∂Dk, r(a) ∈ ∂Dk+1, set
Fβ(a) = − log

 ∑
µ∈LDk (v,w)
e−βF (µ)

 .
This defines a β-dependent potential on Br(Γ).
Theorem 8.22. Assume that Γ is an infinite row-finite directed graph
and that there is a vertex v0 ∈ ΓV such that
0 <
∞∑
n=0
A(β)nv0,v <∞
76 KLAUS THOMSEN
for all v ∈ ΓV . There are affine homeomorphisms between the following
sets:
a) The v0-normalized e
βF -conformal measures on P (Γ).
b) The set ∆βF , cf. Definition 8.18.
c) The v0-normalized e
Fβ-conformal measures on P (Br(Γ)).
Proof. The affine homeomorphism between the sets of a) and b) is
given in Proposition 8.21, and the affine homeomorphism between the
sets of b) and c) follows by applying Proposition 3.4 to Br(Γ) with βF
replaced by Fβ. 
It follows that under the assumptions of Theorem 8.22 the problem
of finding the eβF -conformal measures on the path-space of Γ can be
translated to a similar problem involving the Bratteli diagram Br(Γ)
instead. In terms of C∗-algebras it follows that there is a bijection
between the set of rays of β-KMS-weights for the action αF on C∗(Γ)
and the 1-KMS states for the generalized gauge action on the AF-
algebra AF (Br(Γ)) given by the potential Fβ; assuming that there are
no sinks in Γ.
Lemma 8.23. Let m 7→ m′ be the affine homeomorphim of Theorem
8.22 from the v0-normalized e
βF -conformal measures m on P (Γ) onto
the v0-normalized e
Fβ -conformal measures m′ on P (Br(Γ)), and let E
be an end in Γ. Then m is concentrated on E if and only if m′ is
concentrated on π(E).
Proof. We need the observation that π : Wan(Γ)→ P (Br(Γ)) is a Borel
map. This follows from Lemma 3.3 by observing that π−1(Z(µ)) is a
Borel subset of Wan(Γ) for every µ ∈ Pf(Br(Γ)). Furthermore, if we
assume that s(µ) = v0 we find that m (Z(v0) ∩ π−1(Z(µ)))
= m′(Z(µ)). It follows therefore from Lemma 3.3 that
m
(
Z(v0) ∩ π
−1(B)
)
= m′ (Z(v0) ∩ B)
for all Borel subsets B ⊆ P (Br(Γ)). In particular, since E = π−1(π(E))
by iii) in Lemma 8.8, we find that
m (Z(v0)\E) = m
′ (Z(v0)\π(E)) .
Since m (Wan(Γ)\E) = 0 if and only if m (Z(v0)\E) = 0 and
m′ (P (Br(Γ))\π(E)) = 0
if and only if m′ (Z(v0)\π(E)) = 0, we conclude that m is concentrated
on E if and only if m′ is concentrated on π(E).

When E ∈ E(Γ) is an end we let Mv0βF (E) be the set of v0-normalized
eβF -conformal measures that are concentrated on E; i.e.
Mv0βF (E) =
{
m ∈Mv0βF (Γ) : m(P (Γ)\E) = 0
}
;
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a possibly empty face inMv0βF (Γ). In view of Theorem 8.22 and Lemma
8.23 we have the following.
Proposition 8.24. In the setting of Theorem 8.22 there is an affine
homeomorphism between Mv0βF (E) and M
v0
Fβ
(π(E)) for all ends E ∈
E(Γ).
Note that π(E) is an end in P (Br(E)) and that Br(E) is a primitive
Bratteli diagram by Lemma 8.10. Therefore, when Proposition 8.24 is
combined with Lemma 6.14 and Proposition 8.9, we see that the search
for the eβF -conformal measures on Γ can be translated to the problem
of finding the eFβ -conformal measures on Br(E) for each E ∈ E(Br(Γ)).
For general ends E ∈ E(Γ) the end π(E) will only be one out of
possibly many ends in P (Br(E)); and Mv0βF (E) can easily be empty.
Minimal ends which we study next behave much better with respect to
both these things.
Theorem 8.25. Assume that Γ is a row-finite directed graph and that
there is a vertex v0 ∈ ΓV such that
0 <
∞∑
n=0
A(β)nv0,v <∞
for all v ∈ ΓV . Let E be a minimal end in Γ.
i) The set of normalized eβF -conformal measures concentrated on
E is a non-empty closed face Mv0βF (E) in the simplex of all nor-
malized eβF -conformal measures.
ii) Set
∆E = {ψ ∈ ∆βF : ψ
n
w = 0, w ∈ ∂Dn\EDn ∀n} .
Then
Mv0βF (E) =
{
mψ : ψ ∈ ∆E
}
.
Proof. It follows from Proposition 8.12 that π(E) = P (Br(E)). Since
π(p)k /∈ EDk ⇒ π(p)k+1 /∈ EDk+1, this implies that
Wan(Γ)\E =
⋃
n∈N
⋃
j∈N
σ−j

 ⋃
w∈∂Dn\EDn
ΩDn(w)

 .
It follows that a normalized eβF -conformal measure m on P (Γ) is con-
centrated on E iff m (ΩDn(w)) = 0 for all n and all w ∈ ∂Dn\EDn ,
i.e. iff the element ψ ∈ ∆βF for which mψ = m has the property that
ψnw = 0 for all n and all w ∈ ∂Dn\EDn . These elements clearly form a
closed convex face F in ∆βF . It follows therefore from Proposition 8.21
that the set of normalized eβF -conformal measures concentrated on E
constitute a closed face in the simplex of all normalized eβF -conformal
measures.
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It remains to show that this face is not empty. To this end we define
vectors
ψ(n) ∈
∞∏
k=1
[0,∞)∂Dk
in the following way. Let en ∈ [0,∞)∂Dn be the vector
enw =
{
1, w ∈ EDn
0, w /∈ EDn .
Then
λ =M(0)M(1)M(2) · · ·M(n− 1)en ∈ R+
and we set
ψ(n)n = λ−1
(
∞∑
n=0
A(β)nv0,v0
)−1
en .
For 1 ≤ j ≤ n− 1 we set
ψ(n)j = M(j)M(j + 1) · · ·M(n− 1)ψ(n)n ∈ R
∂Dj
+
and for j > n we set ψ(n)j = 0. Then
0 ≤ ψ(n)jw ≤
(
∞∑
m=0
A(β)mv0,w
)−1
for all n, all j ≥ 1 and all w ∈ ∂Dj . It follows from Tychonovs
theorem that the sequence {ψ(n)}∞n=1 has a convergent subsequence in∏∞
k=1[0,∞)
∂Dk . The limit of such a subsequence is a vector ψ ∈ ∆βF
such that ψnw = 0 when w ∈ ∂Dn\EDn. 
Corollary 8.26. Assume that Γ is a row-finite directed graph and that
there is a vertex v0 ∈ ΓV such that
0 <
∞∑
n=0
A(β)nv0,v <∞
for all v ∈ ΓV . For each minimal end E ∈ E(Γ) there is an extremal
normalized eβF -conformal measure m concentrated on E.
Proof. This follows from the words ’non-empty’ and ’closed’ in the pre-
vious theorem, combined with the fact that a closed face in a compact
convex set contains an extreme point. 
Thus the minimal ends of a row-finite graph play a role analogous
to the role of the bare exits for graphs with countably many ends, cf.
[Th3].
Theorem 8.27. Assume that Γ is a row-finite, strongly connected and
almost undirected digraph. Assume that A(β) is transient. There is a
surjective mapm→ E from the set of extremal eβF -conformal measures
m to the end space E(Γ) of Γ defined such that m is concentrated on
E.
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Proof. It follows from Lemma 8.16 and Corollary 8.26 that the map
(6.11) is surjective. 
Corollary 8.28. Let Γ be digraph which is meager, row-finite, strongly
connected and almost undirected. Let F : ΓAr → R be a potential such
that A(β) is transient. There is an affine bijection between the nor-
malized eβF -conformal measures m on P (Γ) and the Borel probability
measures ν on E(Γ) such that
m(B) =
∫
E(Γ)
mE(B) dν(E)
for all Borel sets B ⊆ P (Γ).
Proof. Since all ends are minimal by Lemma 8.16 they all support an
eβF -conformal measure by Corollary 8.26. Hence Eβ(Γ) = E(Γ) by
a) of Lemma 7.16 and the statement follows therefore from Theorem
7.17. 
Remark 8.29. In [PW1] Picardello and Woess construct a surjective
map from the Martin boundary of a transient uniformly irreducible
random walk on an undirected graph G to the end space of the graph.
See Theorem 26.2 in [Wo1]. If we define a directed graph Γ as the
digraph with the same set of vertexes as G and with an arrow from one
vertex to the another when there is a non-zero probability to go from
the first to the second, then we can apply Corollary 8.26 to conclude
that already the minimal Martin boundary surjects onto the end space
of the graph. In fact, it follows that every end supports the h-process
defined by some minimal harmonic function h for the random walk.
8.5. Examples.
Example 8.30. As explained in the introduction, Section 1, it follows
from Theorem 8.27 that the problem of finding the KMS-weights for
generalized gauge actions on the C∗-algebras of row-finite strongly con-
nected almost undirected graphs can be translated to the same problem
for simple unital AF-algebras. Despite that AF-algebras are among the
best understood C∗-algebras and despite that one of the first papers
on KMS-states, by Powers and Sakai, [PS], was about AF-algebras,
very little is known about the possible structure of KMS-states for
one-parameter groups on AF-algebras, or even UHF-algebras for that
matter. The paper [Ki] by Kishimoto exhibits examples showing that
locally representable actions on AF- and UHF-algebras can have a com-
plicated structure of KMS-states. It is not clear if the actions consid-
ered by Kishimoto can be realized as generalized gauge actions, and we
include therefore here the following example which shows that actions
of this type also allows for phase transitions. It seems certain that we
are scratching in the surface of a vast unexplored territory.
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In the following Bratteli diagram
Br v0
1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ 1
  ❆
❆❆
❆❆
❆❆
❆
1

b1
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
1

b1
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
1

b2
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
1

b2
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
1

b3
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
1

b3
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
1

b4
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
1

b4
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
...
...
...
(8.11)
the arrows carry labels that are not multiplicities, but signify the value
which the potential F takes on them. The multiplicities of all arrows
are one and hence AF (Br) is the Fermion- or CAR-algebra, also known
as the UHF-algebra of type 2∞. To fix the sequence {bj} let α > 0 be
a positive number and set
bj =
log j
α
, j ≥ 1 .
If y ∈ Z(v0) is any of the two rays emitted from v0 whose arrows all
carry the label 1, we find that
Vβ(v0, y) = lim
n→∞
∏n
j=1
(
e−β + e−bjβ
)
e−nβ
=
∞∏
j=1
(
1 + e(1−bj )β
)
.
Hence these two rays are β-summable simultaneously and it happens
if and only if
∑∞
j=1 e
−bjβ <∞. By the choice of βj we have that
e−bjβ = j−
β
α .
The two rays are therefore β-summable if and only if β > α. It follows
from Theorem 7.5 that there are at least two extremal eβF -conformal
measures when β > α, but from Theorem 4.8 it follows that there can
not be more than two since there are only two vertexes at each level
in Br; any ray different from the two we have considered will have to
share infinitely many vertexes with at least one of them and hence the
limits in (4.15) will be the same. When β ≤ α, where
∑∞
j=1 e
−bjβ =
∞, it follows from Proposition 26.10 in [Wo1] that the set ∆βF from
Definition 8.18 only contains one element and then from Proposition
8.22 that there is exactly one normalized eβF -conformal measure on
P (Br). We note that for the graph Br the map (6.11) is injective for
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β ≤ α, but not when β > α. To obtain a strongly connected graph
with the property that (6.11) is injective for some values of β and not
for others one can add return paths to v0 as described in Section 5.2.
Example 8.31. (Pascal’s triangle.) With the following example we
show how to combine methods developed for random walks with the
results of this paper in order to analyse the eβF -conformal measures on
the path space of a well-known Bratteli diagram which is not meager.
With the the methods used in Section 5.2 we can modify Pascal’s trian-
gle to get a strongly connected graph with arbitrary positive Gurevich
entropy, but the calculations and conclusions for the resulting graph
would be almost identical to the following, except for the fact that the
transient range would be reduced to a half-line.
Let Γ be the digraph with V = N × N and a single arrow from
(n,m) to (n′, m′) iff (n′, m′) ∈ {(n + 1, m), (n,m+ 1)}. Then Γ looks
as follows:
...
...
...
...
...
...
...
... . .
.
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .
(1, 1)
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
//
OO
// . . .
We shall consider a potential F : ΓAr → R which may not be con-
stant. Let (u′i)
∞
i=1 and (v
′
i)
∞
i=1 be sequences of real numbers and set
F ((k, n), (k + 1, n)) = u′k, F ((k, n), (k, n+ 1)) = v
′
n
for all (k, n) ∈ N× N. Let β ∈ R and set
uk(β) = e
−βu′k and vn(β) = e
−βv′n .
Despite that Pascal’s triangle is not meager we can determine all
eβF -conformal measures on P (Γ) by following the lead of [Sa]. In fact,
the following calculations are only marginally different from those per-
formed by Sawyer in Section 6 of [Sa] and we shall therefore be brief.
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When (x, y), (n,m) ∈ ΓV such that x ≤ n, y ≤ m, we find that
∞∑
i=0
A(β)i(x,y),(n,m) = A(β)
n+m−x−y
(x,y),(n,m)
=


0 , when (x, y) = (n,m),∏m−1
j=y vj(β) , when x = n, y < m,∏n−1
i=x ui(β) , when x < n, y = m,(
n+m−x−y
n−x
)∏n−1
i=x ui(β)
∏m−1
j=y vj(β) , when x < n, y < m
(8.12)
when we use the convention that a product over the empty set is 1.
Let p = (pk)
∞
k=1 be an infinite path in Γ. Then s(pk) = (mk, nk) where
{(mk, nk)} is a sequence in ΓV such that limk→∞max{mk, nk} = ∞.
Set v0 = (1, 1). By using (8.12) we find that the limit
lim
k→∞
Kβ ((x, y), (mk, nk))
exists for all (x, y) ∈ ΓV if and only if the limit
α = lim
k→∞
mk
mk + nk
exists, in which case limk→∞Kβ ((x, y), (mk, nk)) = ψ
α
(x,y), where
ψα(x,y) = α
x−1(1− α)y−1
x−1∏
i=0
ui(β)
−1
y−1∏
j=0
vj(β)
−1 (8.13)
when we set u0(β) = v0(β) = 1 and use the convention that 0
0 = 1,
0k = 0, k > 0. To show that the vector ψα is a minimal A(β)-harmonic
vector, note that by Corollary 11.8 there is a universally measurable
set Yβ ⊆ Ray(Γ) such that the limit
ϕ(x,y) = lim
k→∞
Kβ ((x, y), s(pk))
exists for all (x, y) ∈ ΓV and defines a minimal A(β)-harmonic vector
ϕ when p ∈ Yβ, and that there is a Borel probability measure ν on Yβ
such that
ψα(x,y) =
∫
Y β
lim
n→∞
Kβ((x, y), s(pn)) dν(p)
for all (x, y) ∈ ΓV . It follows from what was shown above that there is
for each p ∈ Yβ a number α(p) ∈ [0, 1] such that
lim
n→∞
Kβ((x, y), s(pn)) = ψ
α(p)
(x,y)
for all (x, y) ∈ ΓV . By using the formula (8.13) we find that
αx−1(1− α)y−1 =
∫
Yβ
α(p)x−1(1− α(p))y−1dν(p) ,
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for all (x, y) ∈ ΓV . It follows from this that α(p) = α for ν-almost all
p ∈ Yβ, cf. [Sa]; in particular, there is a p ∈ Yβ such that
ψα(x,y) = lim
k→∞
Kβ ((x, y), s(pk))
for all (x, y), i.e. ψα is minimal. Therefore
∂Mv0βF (Γ) = {mα : α ∈ [0, 1]}
when we let mα be the e
βF -conformal measure on P (Γ) with the prop-
erty that mα(Z(x, y)) = ψ
α
(x,y) for all (x, y) ∈ ΓV .
To see which ends the measure mα is concentrated on we must iden-
tify the end space E(Γ). This can either be read out from the above
illustration of the digraph or it can be found by combining Proposi-
tion 8.4 above with Bratteli’s description of the primitive ideal space of
AF (Γ) given in Section 5 of [Br1]. To describe E(Γ), let tk be the ray
in Ray(Γ) which passes through the vertexes (k, i), i ∈ N, and t−k the
ray which passes through the vertexes (i, k), i ∈ N. Let t0 be any ray
in Ray(Γ) which passes through vertexes with no bound on the first or
second coordinate, e.g. any path which sees the vertexes (k, k) for all
k. Then
E(Γ) = {E(tk) : k ∈ Z} ,
and the map
E(tk) 7→
{
1
k
, k 6= 0
0, k = 0 ,
is a homeomorphism from E(Γ) onto the set
{
± 1
n
: n = 1, 2, 3, · · ·
}
∪
{0} equipped with the relative topology inherited from R. It follows
from Theorem 4.8 that mα is concentrated on E(t0) when 0 < α < 1,
and from Theorem 7.5 that m0 is concentrated on E(t1) and m1 on
E(t−1). In particular, none of the ends E(tk), k /∈ {−1, 0, 1}, support
an extremal eβF -conformal measure despite the fact that all tk are
elements of the set Xβ of Corollary 4.9. Note that only E(t1) and
E(t−1) are minimal ends.
9. Gluing together Bratteli diagrams
In this section we construct a class of strongly connected row-finite
graphs Γ with the property that the simplices Mv0β (Γ) of normalized
eβ-conformal measures are not affinely homeomorphic for different β.
Parts of the underlying ideas for the construction is present in Section
7 of [Th3] and to some extend what we do is just to replace exits by
simple Bratteli diagrams.
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9.1. Extensions of harmonic vectors. Let Γ be a digraph with a
vertex v0 ∈ ΓV from where all vertexes can be reached and let F :
ΓAr → R be an arbitrary potential. When H ⊆ ΓV is a hereditary
subset such that v0 /∈ H we let ΓH be the digraph with ΓHV = H and
ΓHAr = {a ∈ ΓAr : s(a) ∈ H}. Let Γ
Hc be the digraph where ΓH
c
V =
ΓV \H and
ΓH
c
Ar = {a ∈ ΓAr : {s(a), r(a)} ⊆ ΓV \H} .
Let
B(β)v,w = A(β)v,w, v, w ∈ H ,
and
C(β)v,w = A(β)v,w, v, w ∈ ΓV \H .
Lemma 9.1. Set M = s−1 (ΓV \H) ∩ r−1(H). Let ψ : H → [0,∞) be
a B(β)-harmonic vector.
i) There is an A(β)-harmonic vector ϕ such that ψ = ϕ|H if and
only if
∑
a∈M
∞∑
n=0
C(β)nv0,s(a)e
−βF (a)ψr(a) <∞ . (9.1)
ii) When (9.1) holds, the vector
ψv =
{∑
a∈M
∑∞
n=0C(β)
n
v,s(a)e
−βF (a)ψr(a), v /∈ H
ψv, v ∈ H
(9.2)
is the unique A(β)-harmonic vector with the following two prop-
erties:
a) ψ|H = ψ and
b) mψ is concentrated on
⋃∞
n=0 σ
−n
(
P (ΓH)
)
.
Proof. i) Assume first that ϕ exists. Then
∑
a∈M
∞∑
n=0
C(β)nv0,s(a)e
−βF (a)ψr(a)
= mϕ
(
Z(v0) ∩
∞⋃
n=0
σ−n
(
P (ΓH)
))
≤ mϕ(Z(v0)) < ∞ .
Conversely, assume that (9.1) holds. Since v0 /∈ H and all vertexes can
be reached from v0, it follows that
∑
a∈M
∞∑
n=0
C(β)nv,s(a)e
−βF (a)ψr(a) <∞
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for all v /∈ H . Define ψ : ΓV → [0,∞) by (9.2). When v /∈ s(M) ∪H ,
∑
u∈ΓV
A(β)v,uψu =
∑
a∈M
∞∑
n=0
C(β)n+1
v,s(a)e
−βF (a)ψr(a)
=
∑
a∈M
∞∑
n=0
C(β)nv,s(a)e
−βF (a)ψr(a) = ψv .
When v = s(a) for some a ∈M we find that
∑
u∈ΓV
A(β)v,uψu
=
∑
u∈ΓV \H
A(β)s(a),u
∑
b∈M
∞∑
n=0
C(β)nu,s(b)e
−βF (b)ψr(b) +
∑
u∈H
A(β)s(a),uψu
=
∑
b∈M
∞∑
n=0
C(β)n+1
s(a),s(b)e
−βF (b)ψr(b) +
∑
{b∈M : s(b)=s(a)}
e−βF (b)ψr(b)
=
∑
b∈M
∞∑
n=0
C(β)ns(a),s(b)e
−βF (b)ψr(b) = ψs(a) .
Finally, note that
∑
u∈ΓV
A(β)v,uψu =
∑
u∈H
B(β)v,uψu = ψv = ψv
when v ∈ H .
ii) : We assume that (9.1) holds and define a Borel measure m′ on
P (Γ) such that
m′(B) = mψ
(
B ∩
∞⋃
n=0
σ−n
(
P (ΓH)
))
when B ⊆ P (Γ) is a Borel set. Note that m′ is eβF -conformal be-
cause
⋃∞
n=0 σ
−n
(
P (ΓH)
)
is totally σ-invariant and that m′(Z(v)) =
mψ (Z(v)) = ψv = ψv when v ∈ H . Since m
′ is concentrated on⋃∞
n=0 σ
−n
(
P (ΓH)
)
it suffices now to show that µ = mψ for any e
βF -
conformal measure µ which is concentrated on
⋃∞
n=0 σ
−n
(
P (ΓH)
)
and
has the property that µ(Z(v)) = ψv when v ∈ H . To this end note
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that when w ∈ ΓV \H we have that
µ(Z(w)) = µ
(
Z(w) ∩
∞⋃
n=0
σ−n
(
P (ΓH)
))
=
∑
a∈M
∞∑
n=0
C(β)nw,s(a)e
−βF (a)µ (Z(r(a)))
=
∑
a∈M
∞∑
n=0
C(β)nw,s(a)e
−βF (a)ψr(a) = ψw .
It follows that µ(Z(v)) = mψ(Z(v)) for all v ∈ ΓV and hence that
µ = mψ, as desired.

9.2. Connecting simple Bratteli diagrams. The input for the con-
struction is
• a sequence {Sk}∞k=1 of metrizable Choquet simplices,
• a positive real number h > 0, and
• a sequence {Ik}∞k=1 of sub-intervals of the interval [h,∞).
As in [Th3] an interval should here be understood in the broadest
possible sense; they may be open, closed, half-open, consist of a single
point or even be empty. By Lemma 6.4 in [Th3] there are sequences
{dkn}
∞
n=1, {b
k
n}
∞
n=1, {a
k
n}
∞
n=1 (9.3)
of non-zero natural numbers such that ak1 = 1, and such that
∞∑
n=1
dkn
akn
enβ < ∞ (9.4)
and
∞∑
n=1
bkn
akn
e−nβ < ∞ (9.5)
both hold if and only if β ∈ Ik. By Theorem 3.10 in [Bl] there is
a simple unital AF-algebra Ak with tracial state space T (Ak) affinely
homeomorphic to the simplex Sk. Let Br
k be a Bratteli diagram with
levels Brki , i = 0, 1, 2, · · · , such that AF (Br
k) is isomorphic to Ak. Let
uk0 ∈ Br
k
0 be the vertex in the top level Br
k
0 of Br
k. We may assume
that Ak is infinite dimensional, and by using the procedure which was
called ’telescoping’ and described in detail in Definition 3.2 on page
68 in [GPS], we can arrange that the adjacency matrix B(k) of Brk
satisfies the inequalities
B(k)2n−2
uk0 ,v
≥ 2akn , (9.6)
for all v ∈ Brk2n−2, n ≥ 2, and
B(k)n−1
uk0 ,v
≥ 2akn , (9.7)
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for all v ∈ Brkn−1, n ≥ 2. Let [X ] denote the integer part of a real
number X , and set
xn(v) =
[
B(k)2n−2
uk0 ,v
akn
]
, v ∈ Brk2n−2 ,
and
yn(v) =
[
B(k)n−1
uk0 ,v
akn
]
, v ∈ Brkn−1 ,
when n ≥ 1. Thanks to (9.6) and (9.7) we have that
1
2
B(k)2n−2
uk0 ,v
akn
≤ xn(v) ≤
B(k)2n−2
uk0 ,v
akn
(9.8)
for all v ∈ Brk2n−2 and
1
2
B(k)n−1
uk0 ,v
akn
≤ yn(v) ≤
B(k)n−1
uk0 ,v
akn
(9.9)
for all v ∈ Brkn−1, n ≥ 1.
We are ready to describe a row-finite digraph Γ0. For this we visualize
the k’th Bratteli diagram Brk as a row:
Brk0
+3 Brk1
+3 Brk2
+3 Brk3
+3 Brk4
+3 Brk5
+3 . . .
where Brki , i = 0, 1, 2, · · · , are the levels in Br
k and the red arrows
symbolize the web of arrows from one level to the next. We put these
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Bratteli diagrams into a larger diagram as follows:
v0
   
❇❇
❇❇
❇❇
❇
v1
 
❅❅
❅❅
❅❅
❅❅
Br10
$
❇❇
❇❇
❇❇
❇
v2
 
❅❅
❅❅
❅❅
❅❅
Br20
$
❇❇
❇❇
❇❇
❇
Br11
$
❇❇
❇❇
❇❇
❇
v3
 
❅❅
❅❅
❅❅
❅❅
Br30
$
❇❇
❇❇
❇❇
❇
Br21
$
❇❇
❇❇
❇❇
❇
Br12
$
❇❇
❇❇
❇❇
❇
v4
 
❅❅
❅❅
❅❅
❅❅
Br40
$
❇❇
❇❇
❇❇
❇
Br31
$
❇❇
❇❇
❇❇
❇
Br22
$
❇❇
❇❇
❇❇
❇
Br13
$
❇❇
❇❇
❇❇
❇
v5
 
❅❅
❅❅
❅❅
❅❅
Br50
$
❇❇
❇❇
❇❇
❇
Br41
$
❇❇
❇❇
❇❇
❇
Br32
$
❇❇
❇❇
❇❇
❇
Br23
$
❇❇
❇❇
❇❇
❇
Br14
$
❇❇
❇❇
❇❇
❇
v6
 ""❉
❉❉
❉❉
❉❉
❉❉
Br60
'
❋❋
❋❋
❋❋
❋❋
❋
Br51
'
❋❋
❋❋
❋❋
❋❋
❋
Br42
'
❋❋
❋❋
❋❋
❋❋
❋
Br33
'
❋❋
❋❋
❋❋
❋❋
❋
Br24
'
❋❋
❋❋
❋❋
❋❋
❋
Br15
%
❇❇
❇❇
❇❇
❇❇
...
...
...
...
...
...
...
...
We add then arrows from the vi-vertexes to each of the Bratteli-
subdiagrams Brk. The additional arrows with multiplicities going into
Brk come from the vertexes vi with i ≥ k as shown in the graph below.
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vk−1
 ""
❊❊
❊❊
❊❊
❊❊
vk

dk1 // Brk0
$
❇❇
❇❇
❇❇
❇
vk+1

bk1
==④④④④④④④④④
dk2
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯ Br
k
1
$
❇❇
❇❇
❇❇
❇
vk+2

dk3
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
Brk2
$
❇❇
❇❇
❇❇
❇
vk+3

bk2
==⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
dk4
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙ Br
k
3
$
❇❇
❇❇
❇❇
❇
vk+4

dk5
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
Brk4
$
❇❇
❇❇
❇❇
❇
vk+5

bk3
==⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
●●
●●
●●
●●
●
Brk5
$
❇❇
❇❇
❇❇
❇❇
bk4
==④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④④
bk5
<<③③③③③③③③③③③③③③③③③③③③③③③
;;①①①①①①①①①
...
...
...
...
...
...
...
...
The labels dki and b
k
i of the arrows come from the sequences (9.3)
and should be interpreted in the following way: The green arrow from
vk+i to Br
k
2i with label d
k
i+1 in the diagram is a collection of∑
v∈Brk2i
dki+1xi+1(v)
arrows with dki+1xi+1(v) of them going from vk+i to v ∈ Br
k
2i. Similarly,
the blue arrow from vk+2i+1 to Br
k
i with label b
k
i+1 in the diagram is a
collection of ∑
v∈Brki
bki+1yi+1(v)
arrows with bki+1yi+1(v) going from vk+2i+1 to v ∈ Br
k
i . When these ar-
rows have been added for all i = 0, 1, 2, 3, · · · and for all k = 1, 2, 3, · · · ,
the resulting graph Γ0 will be row-finite and have the properties a), b)
and c) required in Corollary 5.5.
We consider the constant potential function F = 1 and seek to de-
termine the sets Hv0β (Γ
0) and Mv0β (Γ
0). The first step for this will be
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to determine when an eβ-conformal measure on P
(
Brk
)
extends to a
eβ-conformal measure on P (Γ0), and for this we use Lemma 9.1. Let
thereforem be a eβ-conformal measure on P (Brk) normalized such that
m(Z(uk0)) = 1. Set ψv = m(Z(v)), v ∈ Br
k
V . Let Ck(β) be the matrix
over Γ0V \Br
k
V defined such that
Ck(β)v,w = e
−βA(Γ0)v,w, v, w ∈ Γ
0
V \Br
k
V ,
and let
Mk =
{
a ∈ Γ0Ar : s(a) /∈ Br
k
V , r(a) ∈ Br
k
V
}
.
For each n = 0, 1, 2, 3, · · · , let Ln be the set of finite paths µ =
a1a2 · · · a|µ| in Γ
0 such that s(µ) = v0, r(µ) ∈ Br
k
n and s(ai) /∈ Br
k
V , i =
2, 3, · · · , |µ|. Then
∑
a∈Mk
∞∑
n=0
Ck(β)
n
v0,s(a)e
−βψr(a) =
∞∑
n=0
∑
µ∈Ln
e−β|µ|ψr(µ)
and it follows from i) of Lemma 9.1 that ψ admits an extension to a
e−βA(Γ0)-harmonic vector if and only if
∞∑
n=0
∑
µ∈Ln
e−β|µ|ψr(µ) <∞ .
For v ∈ Brkn, set
Ln(v) = {µ ∈ Ln : r(µ) = v} .
Then, for n ≥ 2,∑
µ∈L2n−2
e−β|µ|ψr(µ) =
∑
v∈Brk2n−2
∑
µ∈L2n−2(v)
e−β|µ|ψv
=
∑
v∈Brk2n−2
xn(v)d
k
ne
−nβe−kβψv +
∑
v∈Brk2n−2
y2n−1(v)b
k
2n−1e
−(4n−2)βe−kβψv ,
(9.10)
and similarly, ∑
µ∈L2n−1
e−β|µ|ψr(µ) =
∑
v∈Brk2n−1
∑
µ∈L2n−1(v)
e−β|µ|ψv
=
∑
v∈Brk2n−1
y2n(v)b
k
2ne
−4nβe−kβψv .
(9.11)
Since ∑
v∈Brkj
B(k)j
uk0 ,v
ψv = e
jβ, (9.12)
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we find from (9.8), (9.9) and (9.10) that
1
2
(
dkn
akn
e(n−2)β +
bk2n−1
ak2n−1
e−2nβ
)
≤ ekβ
∑
µ∈L2n−2
e−β|µ|ψr(µ)
≤
dkn
akn
e(n−2)β +
bk2n−1
ak2n−1
e−2nβ ,
and from (9.9) and (9.11) that
1
2
bk2n
ak2n
e−(2n+1)β ≤ ekβ
∑
µ∈L2n−1
e−β|µ|ψr(µ)
≤
bk2n
ak2n
e−(2n+1)β
for n = 2, 3, · · · . It follows from these estimates and i) of Lemma 9.1
that ψ extends to a e−βA(Γ0)-harmonic vector ψ : Γ0V → [0,∞) if and
only if both sums (9.4) and (9.5) are finite, i.e. if and only if β ∈ Ik.
Lemma 9.2. Let β ∈ Ik. For all j = 0, 1, 2, 3, · · · , the map
H
uk0
β (Br
k) ∋ ψ 7→
∑
a∈Mk
∞∑
n=0
Ck(β)
n
vj ,s(a)
e−βψr(a)
is continuous.
Proof. Set
Mk(n) =
{
a ∈Mk : r(a) ∈ Br
k
n
}
.
Then
∑
a∈Mk
∞∑
i=0
Ck(β)
i
vj ,s(a)
e−βψr(a) =
∞∑
n=0

 ∑
a∈Mk(n)
∞∑
i=0
Ck(β)
i
vj ,s(a)
e−βψr(a)

 .
(9.13)
For each n the sum
∑
a∈Mk(n)
∑∞
i=0Ck(β)
i
vj ,s(a)
only has finitely many
non-zero terms and hence
ψ 7→
∑
a∈Mk(n)
∞∑
i=0
Ck(β)
i
vj ,s(a)
e−βψr(a)
is continuous for all n. Since
Ck(β)
j
v0,vj
∑
a∈Mk(n)
∞∑
i=0
Ck(β)
i
vj ,s(a)
e−βψr(a)
≤
∑
a∈Mk(n)
∞∑
i=0
Ck(β)
i
v0,s(a)
e−βψr(a) =
∑
µ∈Ln
e−β|µ|ψr(µ) ,
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we find that∑
a∈Mk(n)
∞∑
i=0
Ck(β)
i
vj ,s(a)
e−βψr(a) ≤
(
Ck(β)
j
v0,vj
)−1 ∑
µ∈Ln
e−β|µ|ψr(µ)
for all n. Now, the estimates above show that∑
µ∈L2n−2
e−β|µ|ψr(µ) ≤ e
−kβ
(
dkn
akn
e(n−2)β +
bk2n−1
ak2n−1
e−2nβ
)
and ∑
µ∈L2n−1
e−β|µ|ψr(µ) ≤ e
−kβ b
k
2n
ak2n
e−(2n+1)β ,
for all ψ ∈ H
uk0
β (Br
k) and all n ≥ 2. Since β ∈ Ik this implies that the
sum (9.13) converges uniformly in ψ. This completes the proof. 
For the formulation of the next lemma note that since Brk is a simple
Bratteli diagram,
Ek =
∞⋃
n=0
σ−n
(
P
(
Brk
))
is an end in Γ0 for all k = 1, 2, 3, · · · . There is one more end; the
unique infinite path p0 in Γ0 which passes through all the vi-vertexes
represents an end E0 disjoint from
⋃∞
k=1Ek, and E0 is the only minimal
end in Γ0; in fact, E0 ≤ Ek for all k.
In the following we let
Hv0β (Ek) =
{
ψ ∈ Hv0β (Γ
0) : mψ ∈M
v0
β (Ek)
}
.
It follows from Lemma 9.1 that when β ∈ Ik we can define a map
Λk : H
uk0
β (Br
k)→ Hv0β (Γ
0)
such that
Λk(ψ) =
ψ
ψv0
.
Lemma 9.3. Λk is continuous, injective,
Λk
(
H
uk0
β
(
Brk
))
= Hv0β (Ek) (9.14)
and
Λk
(
∂H
uk0
β
(
Brk
))
= ∂Hv0β (Γ
0) ∩Hv0β (Ek) , (9.15)
when β ∈ Ik.
Proof. The injectivity of Λk is obvious and its continuity follows from
Lemma 9.2. The inclusion ⊆ in (9.14) follows from Lemma 9.1. For
the converse, let ϕ ∈ Hv0β (Ek). Set
S(ϕ)v =
ϕv
ϕuk0
,
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when v ∈ BrkV . Then S(ϕ) ∈ H
uk0
β (Br
k) and it follows from Lemma
9.1 that Λk (S(ϕ)) = ϕ. To establish (9.15), consider ψ ∈ ∂H
uk0
β
(
Brk
)
and ϕ ∈ Hv0β (Γ
0) such that ϕ ≤ tΛk(ψ) for some t > 0. This implies
that ϕ ∈ Hv0β (Ek) because it follows from (9.14) that Λk(ψ) ∈ H
v0
β (Ek).
Since
ϕv ≤
t
ψv0
ψv
for all v ∈ BrkV it follows that there is a t
′ > 0 such that ϕv = t
′ψv
for all v ∈ BrkV . It follows from Lemma 9.1 that ϕ = t
′ψ and then
that ϕ = t′ψv0Λk(ψ). This shows that Λk(ψ) ∈ ∂H
v0
β (Γ
0). Let then
ϕ ∈ ∂Hv0β (Γ
0)∩Hv0β (Ek). By (9.14), ϕ = Λk(ψ) for some ψ ∈ H
uk0
β (Br
k).
Assume that ψ′ ∈ H
uk0
β (Br
k) and ψ′ ≤ tψ for some t > 0. Then
Λk(ψ
′) ≤ t′Λk(ψ) = t′ϕ for some t′ > 0 which implies that Λk(ψ′) = t′′ϕ
for some t′′ > 0 and hence
ψ′ = ψ′v0Λk(ψ
′)|BrkV = ψ
′
v0
t′′ϕ|BrkV =
ψ′v0t
′′
ψv0
ψ .
This shows that ψ ∈ ∂Hv0β (Br
k). 
Lemma 9.4. Let Br be a Bratteli diagram and v0 ∈ BrV its top vertex.
Let F be the constant potential function F = 1. Then Mv0β (Br) is
affinely homeomorphic to the tracial state space T (AF (Br)) of AF (Br).
Proof. Let A be the adjacency matrix of Br. It follows from Proposition
8.21 that Mv0β (Br) is affinely homeomorphic to the closed subset of∏∞
n=0[0,∞)
Brn consisting of the sequences (ψn)∞n=0 for which ψ
0
v0
= 1
and ∑
w∈Brn+1
Av,we
−βψn+1w = ψ
n
v
for all v ∈ Brn and all n. Via the map
(ψn)∞n=0 7→
(
enβψn
)∞
n=0
this is affinely homeomorphic to the closed subset of
∏∞
n=1[0,∞)
Brn
consisting of the sequences (ϕn)∞n=0 for which ϕ
0
v0
= 1 and∑
w∈Brn+1
Av,wϕ
n+1
w = ϕ
n
v
for all v ∈ Brn and all n. It is well-known that the latter set is a
copy of T (AF (Br)), but let’s recall the reason. Let Mk(C) denote the
C∗-algebra of complex k × k matrices. By definition, cf. [Br1],
AF (Br) =
⋃
n
Fn,
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where F1 ⊆ F2 ⊆ · · · is an increasing sequence of finite-dimensional
C∗-algebras such that
Fn ≃ ⊕v∈BrnMAnv0,v (C)
and the inclusion
⊕v∈BrnMAnv0,v (C) ⊆ ⊕v∈Brn+1MAn+1v0,v
(C)
is a standard homomorphism whose multiplicity matrix is given by
Av,w, v ∈ Brn, w ∈ Brn+1. The tracial state of AF (Br) corresponding
to a sequence (ϕn)∞n=0 as above is the unique state whose restriction to
MAnv0,v (C) ⊆ Fn
is ϕnv Tr when we let Tr denote the canonical trace of a matrix algebra.

Recall that a metrizable Choquet simplex S is a Bauer simplex when
the set ∂S of its extreme points is closed in S. This implies that
S is affinely homeomorphic to the Borel probability measures M(∂S)
equipped with the weak*-topology. Conversely, for any compact metric
space X the set M(X) of Borel probability measures on X , equipped
with the weak*-topology, is a Bauer simplex with ∂M(X) = X .
Lemma 9.5. Let k ∈ {1, 2, 3, · · · } and assume that Sk is a Bauer
simplex. Then Mv0β (Ek) = ∅ when β /∈ Ik, and M
v0
β (Ek) is a closed
face in Mv0β (Γ
0) affinely homeomorphic to Sk when β ∈ Ik.
Proof. The e−βA(Γ0)-harmonic vector corresponding to an element of
Mv0β (Ek) is an extension of a e
−βB(k)-harmonic vector which we have
shown can not exist unless β ∈ Ik. Hence M
v0
β (Ek) = ∅ when β /∈ Ik.
Assume then that β ∈ Ik. It is obvious that M
v0
β (Ek) is a face in
Mv0β (Γ
0). Since H
uk0
β (Br
k) is compact it follows from the continuity of
Λk and (9.14) that H
v0
β (Ek) is closed in H
v0
β (Γ
0). Hence Mv0β (Ek) is
a closed face in Mv0β (Γ
0); in particular, Mv0β (Ek) is a Choquet sim-
plex. Note that H
uk0
β
(
Brk
)
is affinely homeomorphic to Sk by Lemma
9.4. Since Mv0β (Ek) is affinely homeomorphic to H
v0
β (Ek) it follows first
from Lemma 9.3 that ∂Mv0β (Ek) is closed in M
v0
β (Ek), which is there-
fore a Bauer simplex, and then that ∂Sk is homeomorphic to ∂M
v0
β (Ek).
Since a homeomorphism between the extreme boundaries of two Bauer
simplices induce an affine homeomorphism between the simplices them-
selves, we conclude that Mv0β (Ek) is affinely homeomorphic to Sk when
β ∈ Ik.

Concerning the end E0 note that the ray p
0 is β-summable for all
β ∈ R and E0 = B(p0) consists of the elements of P (Γ0) that are tail-
equivalent to p0. It follows therefore from Theorem 7.5 thatMv0β (E0) =
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∂Mv0β (E0) consists of one element for each β; the e
β-conformal measure
νβ such that νβ (Z(vj)) = e
jβ, j = 0, 1, 2, 3, · · · , and νβ (Z(v)) = 0, v ∈⋃∞
k=1Br
k
V .
Lemma 9.6. Assume that each Sk is a Bauer simplex, i.e. assume
that there are compact metric spaces Xk, k = 1, 2, 3, · · · , such that Sk
is affinely homeomorphic to the simplex M(Xk) of Borel probability
measures on Xk. For β > 0, set Iβ = {k ∈ N : β ∈ Ik}. It follows
that Mv0β (Γ
0) is affinely homeomorphic to the Bauer simplex M(Xβ) of
Borel probability measures on the one-point compactification
Xβ = {∗} ⊔ ⊔k∈IβXk
of the topological disjoint union ⊔k∈IβXk.
Proof. It follows from Proposition 6.15 that
∂Mv0β (Γ
0) =
∞⊔
k=0
∂Mv0β (Ek) ,
as sets. By using Lemma 9.5 and the identifications ∂Mv0β (Ek) = Xk
and νβ = ∗ this gives us a bijective map
Λ : Xβ = {∗} ⊔ ⊔k∈IβXk → ∂M
v0
β (Γ
0) .
It remains only to show that Λ is continuous when ∂Mv0β (Γ
0) is given the
relative topology inherited from Mv0β (Γ
0) and Xβ the topology of the
one-point compactification of the topological disjoint union ⊔k∈IβXk.
Assume limk→∞ xk = x in Xβ. Unless x = ∗, all except finitely many
xk’s are in Xj for some j ∈ Iβ and then limk→∞ Λ(xk) = Λ(x) in
Mv0β (Γ
0) since the restriction of Λ to Xj is continuous. When x = ∗
the sequence xk must eventually leave ∂M
v0
β (Ej) = Xj for all j ∈ Iβ
which implies that
lim
k→∞
Λ(xk)(Z(vj)) = e
jβ
and
lim
k→∞
Λ(xk)(Z(v)) = 0, v ∈ Br
j
V ,
for all j. It follows that limk→∞Λ(xk) = νβ when x = ∗.

Theorem 9.7. Let h > 0 be a positive real number.
• Let Ik, k = 1, 2, 3, · · · , be a sequence of intervals in ]h,∞[.
• Let Xk, k = 1, 2, 3, · · · , be a sequence of compact metric spaces.
There is a strongly connected recurrent row-finite graph Γ and a vertex
v0 ∈ ΓV such that
• h(Γ) = h,
• Mv0h (Γ) contains one element; a conservative e
h-conformal mea-
sure, and
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• for all β > h the Choquet simplexMv0β (Γ) is affinely homeomor-
phic to the Bauer simplex M(Xβ) of Borel probability measures
on the one-point compactification Xβ of the topological disjoint
union
⊔k∈IβXk ,
where Iβ = {k : β ∈ Ik}.
Proof. Let Γ be graph obtained by applying Corollary 5.5 to the graph
Γ0 constructed above. Then h(Γ) = h and the statement concerning
the cases where β > h follows from Proposition 5.8 and Lemma 9.6.
The case β = h is covered by the results from [Th3], in particular
Theorem 4.10 in [Th3]. 
If instead of Γ we pick Γ′ from Corollary 5.5 we get the following.
Theorem 9.8. Let h > 0 be a positive real number.
• Let Ik, k = 1, 2, 3, · · · , be a sequence of intervals in [h,∞[.
• Let Xk, k = 1, 2, 3, · · · , be a sequence of compact metric spaces.
There is a strongly connected transient row-finite graph Γ and a vertex
v0 ∈ ΓV such that
• h(Γ) = h, and
• for all β ≥ h the Choquet simplexMv0β (Γ) is affinely homeomor-
phic to the Bauer simplex M(Xβ) of Borel probability measures
on the one-point compactification Xβ of the topological disjoint
union
⊔k∈IβXk ,
where Iβ = {k : β ∈ Ik}.
Corollary 9.9. Let h > 0 be a positive real number. There is a strongly
connected recurrent row-finite graph Γ with a vertex v0 ∈ ΓV such that
• h(Γ) = h,
• Mv0h (Γ) consists of one point; a regular conservative Borel mea-
sure on P (Γ),
• Mv0β (Γ) is a Bauer simplex for all β > h, and
• for all β, β ′ > h the two simplices Mv0β (Γ) and M
v0
β′ (Γ) are only
affinely homeomorphic if β = β ′.
Proof. Let Ik, k = 1, 2, 3, · · · , be a numbering of the bounded sub-
intervals of ]h,∞[ with rational endpoints, and choose for each k a
compact connected space Xk of covering dimension k, e.g. Xk = [0, 1]
k.
Apply Theorem 9.7 with this choice. For β, β ′ > h the two spaces Xβ
and Xβ′ are only homeomorphic when the set of dimensions of their
connected components are the same which only happens if Iβ = Iβ′ .
By the choice of intervals this is only true if β = β ′. 
Similarly,
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Corollary 9.10. Let h > 0 be a positive real number. There is a
strongly connected transient row-finite graph Γ with a vertex v0 ∈ ΓV
such that
• h(Γ) = h,
• Mv0β (Γ) is Bauer simplex for all β ≥ h, and
• for all β, β ′ ≥ h the two simplices Mv0β (Γ) and M
v0
β′ (Γ) are only
affinely homeomorphic if β = β ′.
The construction of the examples leading to Corollary 9.9 and Corol-
lary 9.10 can be varied quite a bit. For example, we used the covering
dimensions of the connected components of the extreme boundary to
distinguish the simplices corresponding to different β’s, but we might
as well have used other characteristics of these components, like their
fundamental groups, for example, while fixing the covering dimension
to 2, say.
9.3. Re-formulations. It seems appropriate to formulate some con-
sequences of the last two corollaries for KMS-states and for countable
state Markov chains. The following is now an immediate consequence
of Corollary 9.9.
Theorem 9.11. Let h > 0 be a positive real number. There is a
strongly connected recurrent row-finite graph Γ with a vertex v0 ∈ ΓV
such that the following holds for the restriction of the gauge action on
C∗(Γ) to the corner Pv0C
∗(Γ)Pv0:
• There are no β-KMS states when β < h.
• There is a unique β-KMS state for β = h.
• For β > h the simplex Sβ of β-KMS states is an infinite dimen-
sional Bauer simplex.
• For β, β ′ ≥ h, the simplices Sβ and Sβ′ are only affinely home-
omorphic when β = β ′.
A similar reformulation of Corollary 9.10 establish the following.
Theorem 9.12. Let h > 0 be a positive real number. There is a
strongly connected transient row-finite graph Γ and a vertex v0 ∈ ΓV
such that the following holds for the restriction of the gauge action on
C∗(Γ) to the corner Pv0C
∗(Γ)Pv0:
• There are no β-KMS states when β < h.
• For β ≥ h the simplex Sβ of β-KMS states is an infinite dimen-
sional Bauer simplex.
• For β, β ′ ≥ h, the simplices Sβ and Sβ′ are only affinely home-
omorphic when β = β ′.
To describe some of the information regarding countable state Markov
chains which can be obtained from the constructions above we adopt
the notation and terminology from the book by WolfgangWoess, [Wo1],
which seems to be a standard reference.
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Theorem 9.13. Let 0 < ρ ≤ 1. There is an irreducible countable state
Markov chain with finite range (X,P ) and a state v0 ∈ X such that
• the spectral radius ρ(P ) is ρ,
• (X,P ) is ρ-recurrent,
• there is exactly one ρ-harmonic vector ψ ∈ H(P, ρ) with ψv0 =
1,
• for t > ρ the simplex
Ht = {ψ ∈ H(P, t) : ψv0 = 1} (9.16)
is a Bauer simplex and
• for t, t′ ≥ ρ the simplices Ht and Ht′ are only affinely homeo-
morphic when t = t′.
Proof. Let A be the adjacency matrix of the graph Γ in Corollary 9.9.
There is a β ≥ h such that eh−β = ρ. Let ψ is a e−βA-harmonic vector
and set
Pv,w = e
−βAv,wψ
−1
v ψw .
Then P is stochastic and the transition matrix for a Markov chain with
X = ΓV as state space. We leave the reader to check that (X,P ) has
the asserted properties. 
If we in the above proof choose the graph from Corollary 9.10 instead
we obtain the following
Theorem 9.14. Let 0 < ρ ≤ 1. There is an irreducible countable state
Markov chain with finite range (X,P ) and a state v0 ∈ X such that
• the spectral radius ρ(P ) is ρ,
• (X,P ) is ρ-transient,
• for t ≥ ρ the simplex Ht from (9.16) is a Bauer simplex and
• for t, t′ ≥ ρ the simplices Ht and Ht′ are affinely homeomorphic
only when t = t′.
The properties of the examples described in Theorem 9.13 and The-
orem 9.14 are closely related to the question about stability of the
Martin boundary as formulated by Picardello and Woess in [PW2],
[PW3]. The main difference is that the stability issue of Picardello
and Woess is about the full Martin boundary while the examples here
concern the minimal Martin boundary. The most recent work concern-
ing the stability of the Martin boundary of Markov chains seems to be
[I-R], which also does not consider the minimal Martin boundary.
10. Appendix
We justify in this section the statements concerning existence or
absence of almost A(β)-harmonic vectors made in Section 2 and supply
the arguments for Proposition 2.4.
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Proposition 10.1. Assume that C∗(Γ) is simple and that A(β) is re-
current, i.e. (2.1) holds for some v ∈ ΓV . There is an almost A(β)-
harmonic vector if and only if lim supn
(
A(β)nv,v
) 1
n = 1. When it exists
it is A(β)-harmonic and unique up to multiplication by scalars.
Proof. Let NWΓ denote the set of non-wandering vertexes in Γ. The
recurrence condition implies that NWΓ 6= ∅. The stated conclusions
follow then from Proposition 4.9 and Theorem 4.14 in [Th3]. 
Proposition 10.2. Assume that Γ is cofinal and row-finite without
sinks and that (2.3) holds. There is an eβF -conformal measure on P (Γ)
if and only if Wan(Γ) 6= ∅.
Proof. If Wan(Γ) is empty it follows from Lemma 4.14 that there are
no eβF -conformal measure on P (Γ). Assume Wan(Γ) is not empty.
Observe first that it follows from Proposition 4.3 in [Th3] that in a
cofinal digraph with NWΓ 6= ∅ all infinite paths end up in the subgraph
whose vertexes are the elements of NWΓ. Therefore, if NWΓ is a finite
set, no infinite path can be wandering. Since we assume that Wan(Γ) 6=
∅ it follows thatNWΓ is either empty or an infinite set. WhenNWΓ = ∅
the existence of an A(β)-harmonic vector follows from Theorem 4.8
in [Th3]. When NWΓ is infinite the existence follows by combining
Proposition 3.4 above with the Corollary in [Pr] and Lemma 2.3 in
[Th2]. 
We consider cofinal digraphs of type A,B,C,D and E as explained by
the diagram following Theorem 2.3 in Section 2, and we assume that
A(β) is transient in the sense that (2.3) holds.
10.1. Type A. Since there are no infinite emitters and no sink all the
KMS measures considered in Section 3 of [Th3] are harmonic, and hence
Theorem 2.7 and Theorem 3.8 of [Th3] imply that there are no proper
almost A(β)-harmonic vectors. The existence of an A(β)-harmonic
vector follows from Proposition 10.2 and Proposition 3.4.
10.2. Type B. It follows as for type A that there are no proper almost
A(β)-harmonic vectors. That there also are no A(β)-harmonic vectors
follows from Proposition 3.4 and Proposition 10.2.
10.3. Type C. Since there are no sinks it follows from Corollary 3.5
of [Th3] that there is a bijective correspondence between the set of in-
finite emitters in Γ and the set of extremal boundary β-KMS measures
on the space ΩΓ; see [Th3] for the definitions. By Theorem 2.7 and
Theorem 3.8 in [Th3] the latter set is in bijective correspondence with
the extremal rays of proper almost A(β)-harmonic vectors. The graphs
constructed in Section 8.1 in [Th3] are examples of graphs of type C for
which there are A(β)-harmonic vectors, also in the transient case, and
Example 10.3 below gives an example of a strongly connected digraph
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of type C for which there are no A(β)-harmonic vectors when A(β) is
transient.
10.4. Type D. For the same reason as for type C there is a bijective
correspondence between extremal rays of proper almost A(β)-harmonic
vectors and the infinite emitters in ΓV . As for graphs of type B it follows
from Proposition 3.4 and Lemma 4.14 of the present paper that there
are no A(β)-harmonic vectors.
10.5. Type E. By 3) in Corollary 4.2 of [Th3] there are no wander-
ing paths in this case. The absence of A(β)-harmonic vectors follows
therefore again from Proposition 3.4 and Lemma 4.14. That there is
an essentially unique proper almost A(β)-harmonic vector follows from
a) of Theorem 4.8 in [Th3].
Example 10.3. Consider the following graph Γ0 and equip it with the
constant potential F = 1.
v0 66 :: << == == >>
// v1 // v2 // v3 // v4 // v5 // v6 // · · ·
· · ·
Let A be the adjacency matrix of Γ0. An e−βA-harmonic vector ψ
must satisfy the following conditions:
• ψvk = e
(k−1)βψv1 , k ≥ 2, and
• ψv0 = e
−βψv1 +
∑∞
k=2 e
−βψvk .
No non-zero non-negative vector ψ meets these conditions when β > 0,
i.e. Hv0β (Γ
0) = ∅ when β > 0. Since Γ0 is cofinal and e−βA is transient
for all β ∈ R this gives the example required above concerning graphs
of type C. A strongly connected example can be obtained by adding
return paths to v0. Specifically, Γ
0 satisfies the three conditions in
Corollary 5.7 and we can therefore add return paths to v0 to obtain a
strongly connected graph Γ for which the Gurevich entropy h(Γ) can
be any positive number h > 0. Let B be the adjacency matrix of
Γ. For β > h(Γ) the matrix e−βB is transient, but it follows from
Proposition 5.8 that Hv0β (Γ) = ∅. However, there will be a unique ray
of proper almost e−βB-harmonic vectors, and hence a unique ray of
β-KMS weights for the gauge action on C∗(Γ) for all β ≥ h(Γ); all
resulting from the presence of the infinite emitter v0.
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10.6. The set of inverse temperatures. In this section we prove
Proposition 2.4 from Section 2. The proposition consists of four items
where the fourth and last item follows directly from Theorem 4.8 in
[Th3]. It remains therefore only to consider the first three cases in
which the set of non-wandering vertexes NWΓ is non-empty. By Propo-
sition 4.9 in [Th3] we may therefore assume that Γ is strongly con-
nected.
Let Γ be a strongly connected digraph with C∗(Γ) simple and F :
ΓAr → R a potential. For all β ∈ R, set
ρ(A(β)) = lim sup
n
(
A(β)nv,v
) 1
n ,
for some v ∈ ΓV . Since Γ is strongly connected this number in [0,∞]
is independent of the vertex v, and
P(−βF ) = log ρ(A(β))
is the pressure function which was used in [Th3].
Lemma 10.4. Let Γ be a strongly connected digraph with C∗(Γ) simple.
Assume that either
a) there is a loop µ in Γ with F (µ) = 0 or
b) there are loops µ1 and µ2 in Γ such that F (µ1) < 0 < F (µ2).
Then ρ(A(β)) > 1 for all β ∈ R, and there are no β-KMS weights for
αF .
Proof. Assume a). Set v = s(µ). Since C∗(Γ) is simple all loops have
an exit by Theorem 2.1. Since Γ is strongly connected this implies
that there is a path ν such that |ν| = m|µ| for some m ∈ N, s(ν) =
r(ν) = s(µ) = v and ν is not the concatenation of m copies of µ. Since
F (µ) = 0 it follows that
A(β)nm|µ|v,v ≥
(
A(β)m|µ|v,v
)n
≥ (e−βmF (µ) + e−βF (ν))n = (1 + e−βF (ν))n
for all n ∈ N, showing that
ρ (A(β)) ≥
(
1 + e−βF (ν)
) 1
m|µ| > 1
for all β ∈ R.
Assume b). Let v ∈ ΓV . The assumptions imply that there are loops
ν1, ν2 in Γ such that s(ν1) = s(ν2) = v and F (ν1) < 0 < F (ν2). Then
A(β)n|ν1||ν2|v,v ≥ max
{
e−βn|ν2|F (ν1), e−βn|ν1|F (ν2)
}
for all n ∈ N, proving that
ρ (A(β)) ≥ max
{
e
−β
F (ν1)
|ν1| , e
−β
F (ν2)
|ν2|
}
> 1
for all β 6= 0. When β = 0 we can use the arguments from a) to deduce
that for any loop µ in Γ there is an m ∈ N such that
ρ(A(0)) ≥ 2
1
m|µ| > 1 . (10.1)
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Since ρ(A(β)) > 1 for all β ∈ R, it follows from Lemma 4.13 in [Th3]
that there are no β-KMS weights for αF . 
Lemma 10.5. Let Γ be a strongly connected digraph. Then 0 <
ρ (A(β)) ≤ ∞ for all β ∈ R and the function
R ∋ β 7→ ρ (A(β))
is lower semi-continuous.
Proof. Let µ be a loop in Γ and set v = s(µ). Then
A(β)|µ|nv,v ≥ e
−βnF (µ)
for all n, and hence
ρ(A(β)) ≥
(
e−βF (µ)
) 1
|µ| > 0 .
It follows from Lemma 3.10 in [GV] that we can choose an increasing
sequence H1 ⊆ H2 ⊆ H3 ⊆ · · · of strongly connected finite subgraphs
of Γ such that
lim
n→∞
ρ (A(β)|Hn) = sup
n
ρ (A(β)|Hn) = ρ (A(β))
for all β ∈ R. Since β 7→ ρ (A(β)|Hn) is continuous for each n by
Lemma 4.1 in [CT1], it follows that ρ (A(β)) is lower semi-continuous.

Proposition 10.6. Let Γ be a strongly connected digraph with C∗(Γ)
simple and let F : ΓAr → R be a potential. Assume that Γ is infinite.
There is a β-KMS weight for αF if and only if ρ(A(β)) ≤ 1.
Proof. When ΓV is infinite the assertion follows from Proposition 4.19
in [Th3]. Assume ΓV is finite. There are then infinite emitters since we
assume that Γ is infinite. If there exists a β-KMS weight it follows from
Lemma 4.13 in [Th3] that ρ(A(β)) ≤ 1. Conversely, if ρ(A(β)) ≤ 1
and A(β) is recurrent it follows that ρ(A(β)) = 1 and the existence
of a β-KMS weight is guaranteed by Theorem 4.14 in [Th3]. When
ρ(A(β)) ≤ 1 and the matrix A(β) is transient the existence of a β-
KMS weight follows from Proposition 4.16 in [Th3]. 
Lemma 10.7. Let Γ be a strongly connected infinite digraph such that
C∗(Γ) is simple, and let F : ΓAr → R be a potential. If there exists a
KMS weight for αF the set
β(F ) =
{
β ∈ R : There is a β-KMS weight for αF
}
is either an interval of the form [β0,∞) for some β0 > 0 or an interval
of the form (−∞, β0] for some β0 < 0. The first case occurs when there
is a loop µ in Γ such that F (µ) > 0, and the second when there is a
loop µ in Γ such that F (µ) < 0.
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Proof. Assume that there exists a β-KMS weight for some β. By Propo-
sition 10.6 and Lemma 10.4 this implies that neither a) nor b) from
Lemma 10.4 holds. Assume that F (µ) > 0 for all loops µ in Γ. Fix a
vertex v ∈ ΓV and let Ln be the set of loops of length n based at v. If
β < β ′ we find that
A(β)nv,v =
∑
µ∈Ln
e−βF (µ) ≥
∑
µ∈Ln
e−β
′F (µ) = A(β ′)nv,v .
Hence β 7→ ρ(A(β)) is non-increasing. By assumption and Proposition
10.6 the set
{β ∈ R : ρ(A(β)) ≤ 1}
is not empty. Since ρ(A(0)) > 1 by (10.1) it follows that
β0 = inf {β ∈ R : ρ(A(β)) ≤ 1}
is not negative. In fact, since ρ(A(0)) > 1 and β 7→ ρ(A(β)) is lower
semi-continuous by Lemma 10.5, β0 > 0 and ρ(A(β0)) ≤ 1. Since
β 7→ ρ (A(β)) is non-increasing, ρ(A(β)) ≤ 1 for all β ≥ β0 which
by Proposition 10.6 implies that β(F ) is the set [β0,∞). The case
when F (µ) < 0 for all loops is handled the same way, leading to the
conclusion that there is then a β0 < 0 such that β(F ) is the interval
(−∞, β0]. 
Since we can assume that Γ is strongly connected the first and third
item of Proposition 2.4 now follow from Lemma 10.7. Finally, the
second item of Proposition 2.4 where we may assume that Γ is both
finite and strongly connected follows from [CT1]; in particular, from
Lemma 4.2 and Theorem 4.10 in [CT1].
It remains to justify the remark made at the end of Section 2; ’that
when the set β(F ) of Proposition 2.4 is an infinite interval, the recurrent
case occurs only when β is equal to β0, the endpoint of the interval and
sometimes not even then.’
Proposition 10.8. In the setting of Lemma 10.7, assume β ∈ β(F )
and that
∑∞
n=0A(β)
n
v,v =∞ for some v ∈ ΓV . Then β = β0.
Proof. By Lemma 10.4 we have either that F (µ) > 0 for all loops µ or
F (µ) < 0 for all loops µ. Assume that F (µ) > 0 for all loops and for a
contradiction that β > β0. For each n ∈ N and β ′ ∈ {β, β0}, set
ln(β ′)v,v =
∑
ν
e−β
′F (ν),
where we sum over all loops ν in Γ of length |ν| = n with s(ν) = r(ν) =
v and the property that v only occurs in the start of ν and the end of
ν. Then
∞∑
n=0
A(β ′)nv,v =
∞∑
k=0
(
∞∑
j=1
lj(β ′)v,v
)k
(10.2)
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by Lemma 4.11 in [Th3]. Furthermore, since β ′ ∈ β(F ) it follows from
Theorem 2.7 in [Th3] that there is a non-zero vector ψ ∈ [0,∞)ΓV such
that
∑
w∈ΓV
A(β ′)u,wψw ≤ ψu for all u, w ∈ ΓV . Note that ψv > 0 since
Γ is strongly connected. By a result of Vere-Jones, restated in Lemma
3.6 in [Th2], it follows that
∞∑
j=1
lj(β ′)v,v ≤ 1 . (10.3)
In particular,
∑∞
j=1 l
j(β0)v,v ≤ 1 which implies that
∑∞
j=1 l
j(β)v,v < 1
since e−βF (µ) < e−β0F (µ) for every loop µ. Then (10.2) implies that∑∞
n=0A(β)
n
v,v < ∞, contradicting the assumption. - The argument
which handles the case when F (µ) < 0 for all loops is completely
analogous. 
Note that in the setting of Lemma 10.7 there will be a recurrent
β0-KMS weight if and only if
∞∑
j=1
lj(β0)v,v = 1,
which very often is not the case.
11. Appendix
In this appendix we obtain an integral representation of eβF -conformal
measures and A(β)-harmonic vectors similar to the Poisson-Martin in-
tegral representation from the theory of countable state Markov chains.
The key tool is a selection theorem of Burgess, cf. [Bu1] and [Bu2].
Let Γ be a countable digraph with a vertex v0 such that (4.4) holds.
Recall that Xβ is the set of infinite paths p ∈ P (Γ) with the property
that ψv = limk→∞Kβ(v, s(pk)) exists for all v ∈ ΓV and the resulting
v0-normalized A(β)-harmonic vector ψ is extremal. Set
Cβ = Xβ ∩ Ray(Γ) ∩ Z(v0) ;
a Borel subset of Z(v0). Define K : Cβ →
∏
v∈ΓV
[0, bv] such that
K(x)v = lim
k→∞
Kβ(v, s(xk)) .
Then K is a Borel map and it defines an equivalence relation x ∼K y
on Cβ such that x ∼K y iff K(x) = K(y).
Lemma 11.1. There is a topology τ on Cβ which is finer than the
relative topology inherited from P (Γ) such that
• Cβ is a Polish space in the τ -topology,
• the Borel σ-algebra generated by τ is the same as the Borel σ-
algebra inherited from P (Γ) and
• K : Cβ →
∏
v∈ΓV
[0, bv] is continuous with respect to the τ -
topology.
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Proof. This follows from standard results on the Borel structure of
Polish spaces, cf. eg. Theorem 3.2.4 and Corollary 3.2.6 in [Sr]. 
Thanks to Lemma 11.1 we can apply a result of Burgess, [Bu1],
[Bu2], stated in the corollary to Proposition I of [Bu2]. Recall that an
analytic subset of a Polish space is the image of a Polish space under
a continuous map.
Proposition 11.2. Consider Cβ as a Polish space in the topology from
Lemma 11.1. There is a map T : Cβ → Cβ which is measurable with
respect to the σ-algebra generated by the analytic subsets such that
• K(T (p)) = K(p) for all p ∈ Cβ,
• K(p) = K(q) ⇔ T (p) = T (q) for all p, q ∈ Cβ and
• T (Cβ) is a co-analytic subset of Cβ, i.e. Cβ\T (Cβ) is analytic.
The universally measurable subsets of P (Γ) are the subsets of P (Γ)
that are µ-measurable for every σ-finite Borel measure µ on P (Γ), cf.
page 280 in [Co]. Thus A ⊆ P (Γ) is universally measurable iff the
following holds: For every σ-finite Borel measure µ on P (Γ) there are
Borel sets B1, B2 in P (Γ) such that B1 ⊆ A ⊆ B2 and µ(B2\B1) = 0.
By Corollary 8.4.3 in [Co] every analytic subset of a Polish space is
universally measurable. Note also that the set of universally measur-
able sets constitute a σ-algebra containing the Borel sets. Therefore
Proposition 11.2 has the following
Corollary 11.3. There is a map T : Cβ → Cβ which is measurable
with respect to the σ-algebra of universally measurable sets in Cβ such
that
• K(T (p)) = K(p) for all p ∈ Cβ,
• K(p) = K(q) ⇔ T (p) = T (q) for all p, q ∈ Cβ and
• T (Cβ) is universally measurable.
For every element y ∈ Cβ we let my be the unique normalized e
βF -
conformal measure on P (Γ) such that my(Z(v)) = limk→∞Kβ(v, s(yk))
for all v ∈ ΓV .
Lemma 11.4. my is an extremal v0-normalized e
βF -conformal measure
concentrated on{
p ∈Wan(Γ) : lim
k→∞
Kβ(v, s(pk)) = lim
k→∞
Kβ(v, s(yk)) for all v ∈ ΓV
}
.
(11.1)
Proof. By definition of Cβ the vector
ψv = lim
k→∞
Kβ(v, s(yk)), v ∈ ΓV ,
is in ∂Hv0βF (Γ). Since the bijection of Proposition 3.4 is affine, this
implies that my ∈ ∂M
v0
βF (Γ). It follows then from Theorem 4.8 and
Lemma 4.14 that my is concentrated on (11.1). 
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Lemma 11.5. ∂Mv0βF (Γ) = {my : y ∈ Cβ}.
Proof. By Lemma 11.4 it remains only to prove the inclusion ⊆. Let
m ∈ ∂Mv0βF (Γ). It follows from Theorem 4.8 and Lemma 4.14 that there
is a y′ ∈ Z(v0) ∩Wan(Γ) such that m(Z(v)) = limk→∞Kβ(v, s(y
′
k))
for all v ∈ ΓV . Set y = R(y′) where R : Wan(Γ) → Ray(Γ) is the
retraction (4.20). Then y ∈ Cβ and it follows from Proposition 3.4
that m = my. 
Set
Yβ = T (Cβ) ,
where T : Cβ → Cβ is the universally measurable map from Corol-
lary 11.3. It follows from the third item of Corollary 11.3 that Yβ is
universally measurable, and from the first item of Corollary 11.3 and
Proposition 3.4 that my = mT (y) for all y ∈ Cβ. By Lemma 11.5 we
can therefore conclude that
∂Mv0βF (Γ) = {my : y ∈ Yβ} .
If y, y′ ∈ Yβ are such that my = my′ it follows from Lemma 11.4 that
K(y) = K(y′) and then from the first two items of Corollary 11.3 that
y = y′. Thus the map y 7→ my is injective on Yβ and hence is a bijection
from Yβ onto ∂M
v0
βF (Γ).
Let ν be a Borel probability measure on Yβ. That is, ν is a Borel
probability measure on P (Γ) such that there is a Borel subset Bν ⊆ Yβ
with ν(Bν) = 1. An application of Lemma 3.3 shows that the map
Cβ ∋ y 7→ my(B) is a Borel function for all Borel subsets B ⊆ P (Γ),
and the integral
m(B) =
∫
Yβ
my(B) dν(y)
is therefore defined. The resulting measure
m =
∫
Yβ
my dν(y) (11.2)
is a v0-normalized e
β-conformal measure since each my is.
Lemma 11.6. The retraction R : Wan(Γ)→ Ray(Γ) from (4.20) is a
Borel map.
Proof. Let µ = e1e2 · · · em be a finite path in Γ. It suffices to show that
R−1 (Z(µ) ∩ Ray(Γ)) is a Borel set in Wan(Γ). Let M be the vertexes
occurring in µ. If they are not distinct, Z(µ)∩Ray(Γ) = ∅ and we are
done. So assume that the vertexes in M are distinct. Let
A = {p ∈ Z(r(µ)) ∩Wan(Γ) : s(pi) /∈M ∀i} ,
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which is the intersection of Wan(Γ) with a closed subset of P (Γ) and
hence a Borel set. Note that
R−1 (Z(µ) ∩ Ray(Γ))
=
⋃
ν1,ν2,··· ,νm
Z (ν1e1ν2e2 · · · en−1νmem)A ,
where the νi’s are finite paths in Γ such that s(νi) = r(νi) = s(ei) and
νi does not contain any of the vertexes s(ej), j < i. This exhibits
R−1 (Z(µ) ∩ Ray(Γ)) as a Borel set. 
Theorem 11.7. The map ν 7→ m defined by (11.2) is an affine bijec-
tion between the set of Borel probability measures ν on Yβ and the set
Mv0βF (Γ) of normalized e
βF -conformal measures m on P (Γ).
Proof. To show that the map is surjective, let m ∈ Mv0βF (Γ). Set
Bβ = Z(v0) ∩Wan(Γ) ∩Xβ ,
which is a Borel set such that R (Bβ) = Cβ, where R is the retrac-
tion (4.20). Furthermore, m(Bβ) = m(Z(v0)) = 1 by Corollary 4.9
and Lemma 4.14. R is a Borel map by Lemma 11.6 and hence the
composition W = T ◦R is a universally measurable map
W : Bβ → Yβ .
When we also let m denote its own completion we obtain a Borel mea-
sure ν on P (Γ) defined such that
ν(B) = m ◦W−1 (B ∩ Yβ) .
Since Yβ is universally measurable and m (W
−1(Yβ)) = m(Bβ) = 1, we
see that ν is a Borel probability measure on Yβ. Using the first item in
Corollary 11.3 as well as Corollary 4.9 we find that∫
Yβ
my(Z(v)) dν(y) =
∫
Bβ
mW (p)(Z(v)) dm(p)
=
∫
Bβ
lim
k→∞
Kβ(v, s(W (p)k)) dm(p)
=
∫
Z(v0)
lim
k→∞
Kβ(v, s(pk)) dm(p) = m(Z(v))
for all v ∈ ΓV ; i.e. m =
∫
Yβ
my dν(y) by Proposition 3.4.
To show that the map is injective, assume that (11.2) holds. Then
m(U) =
∫
Yβ
my(U) dν(y)
for all universally measurable subsets U ⊆ P (Γ). Indeed, there are
Borel sets B1 ⊆ U ⊆ B2 such that m(B2\B1) = 0 and hence
0 =
∫
Yβ
my(B2\B1) dν(y),
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which implies that my(U) = my(B2) for all ν-almost all y. In particu-
lar, it follows that for all universally measurable subsets U ⊆ Yβ,
m
(
W−1 (U)
)
=
∫
Yβ
my(W
−1(U)) dν(y) . (11.3)
Consider an element y ∈ Yβ. Then y = T (y′) for some y′ ∈ Cβ and by
using the first two items in Corollary 11.3 we find that
T−1(y) = {z ∈ Cβ : T (z) = T (y
′)} = {z ∈ Cβ : K(z) = K(y
′)}
= {z ∈ Cβ : K(z) = K(y)}
=
{
p ∈ Cβ : lim
k→∞
Kβ(v, s(pk)) = lim
k→∞
Kβ(v, s(yk)) ∀v ∈ ΓV
}
,
and hence
W−1(y) ={
p ∈ Z(v0) ∩Wan(Γ) : lim
k→∞
Kβ(v, s(pk)) = lim
k→∞
Kβ(v, s(yk)) ∀v ∈ ΓV
}
.
Therefore, if y /∈ U , the set W−1(U) will be disjoint from the set{
p ∈ Xβ : lim
k→∞
Kβ(v, s(pk)) = lim
k→∞
Kβ(v, s(yk)) ∀v ∈ ΓV
}
where my is concentrated by Lemma 11.4. Hence my(W
−1(U)) = 0
when y /∈ U . When y ∈ U it follows for the same reasons that
my(W
−1(U)) = my(W
−1(y)) = my(Z(v0)) = 1 .
Inserted into (11.3) it follows that
m
(
W−1 (U)
)
= ν(U) ,
showing that m determines ν.

In view of Proposition 3.4 we have the following
Corollary 11.8. Let ψ ∈ Hv0βF (Γ). There is a unique Borel probability
measure ν on Yβ such that
ψv =
∫
Yβ
lim
k→∞
Kβ(v, s(yk)) dν(y) (11.4)
for all v ∈ ΓV . Conversely, for every Borel probability measure ν on
Yβ the equation (11.4) defines an element ψ ∈ H
v0
βF (Γ).
Remark 11.9. By taking A(β) to be a stochastic matrix, Corollary
11.8 gives an integral representation of the harmonic functions of the
associated countable state Markov chain, very similar to the Martin
representation, cf. Theorem 4.1 in [Sa]. With the approach presented
here it is not necessary to introduce the Martin boundary. The sub-
set Yβ of P (Γ) plays the role of the minimal Martin boundary, but
no substitute of the Martin boundary itself is needed for the integral
representation.
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The fact that the set of eβF -conformal measures on P (Γ) in the
transient case can be identified with the bounded Borel measures on a
set of rays should not lead one to think that eβF -conformal measures are
concentrated on the set of rays. In fact, the eβF -conformal measures
very often annihilate the set of rays. The following gives a simple
example of this.
Example 11.10. Consider the following digraph Γ0:
v0 //

// // // //  // . . .
Let h > 0. By adding return paths to v0 as described in Section
5.2 we obtain a strongly connected recurrent digraph Γ with Gurevich
entropy h(Γ) = h. Then Γ is meager with one end represented by
the unique ray r emitted from v0. Note that r is β-summable for all
β > h and that there is a unique v0-normalized e
β-conformal measure
m on P (Γ) when β > h by Theorem 7.17. The exit defined by r is
not β-summable in the sense of [Th3], and since all rays in Γ are tail-
equivalent to r it follows therefore from Proposition 5.6 in [Th3] that
m (Ray(Γ)) = 0.
12. Appendix
In this appendix we consider the tensor product of the examples from
Theorem 9.11 with the examples constructed by Bratteli, Elliott and
Herman in [BEH]. This will lead to
Theorem 12.1. Let F be a subset of positive real numbers which is
closed as a subset of R. There is a simple unital C∗-algebra with a con-
tinuous one-parameter group of automorphisms such that the Choquet
simplex Sβ of β-KMS states is non-empty if and only if β ∈ F , and
for β, β ′ ∈ F the simplices Sβ and Sβ′ are affinely homeomorphic only
when β = β ′.
The input from [BEH] is the following, cf. Theorem 3.2 in [BEH].
Theorem 12.2. (Bratteli, Elliott and Herman) Let L be a closed subset
of R. There is a simple unital C∗-algebra B with a continuous one-
parameter group γ of automorphisms of B such that there is a β-KMS
state for γ if and only if β ∈ L, and for each β ∈ L the β-KMS state
is unique.
The algebra B in Theorem 12.2 is a corner in the crossed product of
an AF-algebra by a single automorphism, constructed via the classifi-
cation of AF-algebras which had just been completed around the time
[BEH] was written. The one-parameter group γ is the restriction to
the corner of the dual action on the crossed product.
In order to prove Theorem 12.1 we make first some elementary ob-
servations about KMS-states for tensor product actions. Let A and B
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be unital C∗-algebras, α a continuous one-parameter group of automor-
phisms of A and γ a continuous one-parameter group of automorphisms
of B. On the minimal (or spatial) tensor product A ⊗ B we consider
the tensor product action α⊗ γ defined such that
(α⊗ γ)t (a⊗ b) = αt(a)⊗ γt(b)
when t ∈ R, a ∈ A and b ∈ B. When η is a β-KMS for α and ρ a
β-KMS state for γ, the tensor product state η ⊗ ρ on A ⊗ B, defined
such that
(η ⊗ ρ) (a⊗ b) = η(a)ρ(b) ,
when a ∈ A and b ∈ B, is easily seen to be a β-KMS state for α ⊗ γ.
Conversely, when ω is β-KMS state of α⊗γ the restrictions of ω to A ⊆
A⊗B and B ⊆ A⊗B are β-KMS states of α and γ, respectively. From
these two observations it follows that the inverse temperatures of (A⊗
B, α⊗γ), by which we mean the set of real numbers β for which there is
a β-KMS state for α⊗γ, is the intersection of the inverse temperatures
for (A, α) and the inverse temperatures for (B, γ). In the following
proof these general observations will be combined with special features
of the gauge action on graph C∗-algebras and the actions considered in
[BEH].
Proof of Theorem 12.1: Let r be positive irrational number and set
L = rF = {rs : s ∈ F} .
Let (B, γ) be the C∗-algebra and one-parameter group arising from
Theorem 12.2 for this choice of L and set
γ′t = γrt .
Choose h > 0 such that h < s for all s ∈ F and let Γ be the strongly
connected row-finite graph from Theorem 9.11 corresponding to this
h. Let α be the restriction to Pv0C
∗(Γ)Pv0 of the gauge action on
C∗(Γ). We will show that the C∗-algebra (Pv0C
∗(Γ)Pv0) ⊗ B and the
one-parameter group α ⊗ γ′ have the properties specified in Theorem
12.1. First observe that since Pv0C
∗(Γ)Pv0 and B are simple it follows
from a result of Takesaki, [Ta], that (Pv0C
∗(Γ)Pv0)⊗B is simple. Next
note that a state on B is a β-KMS state for γ′ iff it is a rβ-KMS state
for γ, and that consequently F is the set of inverse temperatures for
γ′. By Theorem 9.11 the set of inverse temperatures for α is [h,∞);
a set which contains F . It follows that F is also the set of inverse
temperatures for α ⊗ γ′. For β ∈ F let Sβ be the simplex of β-KMS
states for α and ρ the unique β-KMS state for γ′. By Theorem 9.11 Sβ
is not affinely homeomorphic to Sβ′ when β 6= β ′. It suffices therefore
now to prove the following
Observation 12.3. Let β ∈ F . The map Sβ ∋ ωβ 7→ ωβ⊗ρ is an affine
homeomorphism from Sβ onto the simplex of β-KMS states for α⊗ γ′.
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Of course, only the surjectivity of the map in Observation 12.3 re-
quires proof. For this we set P = {µ ∈ Pf(Γ) : s(µ) = v0}; the set of
finite paths in Γ emitted from v0. Then {SµS∗ν : µ, ν ∈ P} spans a
dense ∗-subalgebra of Pv0C
∗(Γ)Pv0 . When µ, ν ∈ P we find that
R−1
∫ R
0
αt (SµS
∗
ν) dt
=


SµS
∗
ν , when |µ| = |ν|
1
iR(|µ|−|ν|)
(
eiR(|µ|−|ν|) − 1
)
SµS
∗
ν , when |µ| 6= |ν|
for all R > 0. It follows that the limit
Q(a) = lim
R→∞
R−1
∫ R
0
αt (a) dt
exists for all a ∈ Pv0C
∗(Γ)Pv0 , defining a conditional expectation
Q : Pv0C
∗(Γ)Pv0 → (Pv0C
∗(Γ)Pv0)
α
onto the fixed-point C∗-algebra (Pv0C
∗(Γ)Pv0)
α of α with the property
that Q(SµS
∗
ν) = 0 when |µ| 6= |ν|. Let Ek, k ∈ Z, be the eigenspaces
for γ, i.e.
Ek =
{
b ∈ B : γt(b) = e
iktb ∀t ∈ R
}
.
Then, as was already pointed out just before the statement of Theo-
rem 3.2 in [BEH], the C∗-algebra B is the closed linear span of the
eigenspaces Ek, k ∈ Z. Now let ω be a β-KMS state for α⊗ γ′. Then
ω ◦ (α⊗ γ′)t = ω for all t by Proposition 5.3.3 in [BR]. When bk ∈ Ek,
µ, ν ∈ P and |µ| 6= |ν|, it follows that |µ| − |ν| + kr 6= 0 since r is
irrational and hence also that
ω ((SµS
∗
ν)⊗ bk)
=
1
R
∫ R
0
ω (αt(SµS
∗
ν)⊗ γ
′
t(bk)) dt
=
ω ((SµS
∗
ν)⊗ bk)
i(|µ| − |ν|+ kr)R
(
ei(|µ|−|ν|+kr)R − 1
)
for all R > 0. Letting R→∞ it follows that
ω ((SµS
∗
ν)⊗ bk) = 0 = ω ((Q (SµS
∗
ν))⊗ bk) .
Thus
ω ((SµS
∗
ν)⊗ bk) = ω (Q (SµS
∗
ν)⊗ bk)
for all µ, ν ∈ P since the identity is trivially true when |µ| = |ν|. As
µ, ν ∈ P, k ∈ Z and bk ∈ Ek were all arbitrary, it follows by linearity
and continuity that ω factorises through Q⊗ idB, i.e.
ω = ω ◦ (Q⊗ idB) .
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When d ∈ (Pv0C
∗(Γ)Pv0)
α is a positive element the functional ωd :
B → C defined such that
ωd(b) = ω(d⊗ b)
is a non-negative multiple of a β-KMS state for γ′ and it must therefore
be a non-negative multiple of ρ, i.e.
ω(d⊗ b) = s(d)ρ(b) ∀b ∈ B ,
for some s(d) ≥ 0. It follows that s extends to a state ω′ on (Pv0C
∗(Γ)Pv0)
α
such that ω(d ⊗ b) = ω′(d)ρ(b) for all d ∈ (Pv0C
∗(Γ)Pv0)
α and b ∈ B.
Set ωβ = ω
′ ◦ Q and note that ω = ωβ ⊗ ρ. Since ω is a β-KMS state
for α ⊗ γ′ it follows that ωβ is a β-KMS state for α, completing the
proof of Observation 12.3 and hence also of Theorem 12.1.
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13. List of notation
Symbol Page Symbol Page
ΓAr 6 LF (v, w) 43
ΓV 6 [F ]p 43
ΓAr 6 UF ;I 43
P (Γ) 7 E(p) 43
Pf(Γ) 7 XF 44
C∗(Γ) 7 XΓ 44
αF 7 F 44
A(β) 8 C(Γ) 47
A(Γ) 8 Int 47
β(F ) 12 ≍ 47
NWΓ 12 C∞(Γ) 48
Wan(Γ) 10 W(µ) 53
Z(µ) 12 Lk(y) 53
MβF (Γ) 14 y[i, j[ 53
HβF (Γ) 14 Bk(y) 53
mψ 14 Vβ(v, y) 53
bv 17 Bk(y) 54
∆ 17 B(y) 54
∂∆ 17 Rray(Γ) 57
Hv0βF (Γ) 17  57
∂Hv0βF (Γ) 17 ξR 59
Mv0βF (Γ) 18 Rrayβ(Γ) 60
∂Mv0βF (Γ) 18 Eβ(Γ) 60
Kβ 21 mE 60
∂Kβ 21 ΩD(w) 66
Xβ 26 ∂D 66
B 26 Br(Γ) 67
Ray(Γ) 31 M(n) 71
R 31 M(D;D′) 71
RΓβF 33 ∆βF 72
h(Γ) 36 Mv0βF (E) 76
lnv,w(Γ) 37
p→ q 43
E(Γ) 43
p ∼ q 43
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