Abstract-In recent years, experts in the field of dependability are recognizing experimental measurements as an attractive option for assessing distributed systems; contrary to simulation, measurement allows monitoring the real execution of a system in its real usage environment. However, the results of a recent survey have highlighted that the way measurements are carried out and measurement results are expressed is far from being in line with the approach commonly adopted by metrology. The scope of this paper is twofold. The first goal is to extend the discussion on the increasing role that measurements play in dependability and on the importance of cross-fertilization between the dependability and the instrumentation and measurement communities. The second objective is to present a different approach to dependability measurements, in line with the common practices in metrology. With regard to this, the paper presents a tool for dependability measurements in distributed systems that allows evaluating the uncertainty of measurement results. The tool is an enhancement of NekoStat, which is a powerful highly portable Java framework that allows analyzing distributed systems and algorithms. Together with the description of the tool and its innovative features, two experimental case studies are presented.
I. INTRODUCTION
T HE EVALUATION of the behavior of distributed systems and algorithms is of utmost importance in verification and validation (V&V) and in fault forecasting of computing systems [1] , because it allows an estimate of the adequacy of a system with respect to the requirements given in its specifications. The quantitative evaluation of computer systems can be performed using different approaches generally classified into three categories: 1) analytic; 2) simulative; and 3) experimental. Each of these approaches shows different peculiarities, which determine the suitability of the method for the analysis of a specific system aspect. The most appropriate method for quantitative assessment depends on the complexity of the system, the development stage of the system, the specific aspects to be studied, the attributes to be evaluated, the accuracy required, and the resources available for the study. Analytic and simulative approaches are generally cheap for manufacturers and have proven to be useful and versatile in all the phases of the system life cycle. The accuracy of the results obtained through an analytic approach is strongly dependent on the accuracy of the values assigned to the model parameters and on how realistic the assumptions on which the system model is based are. The simulative approach is one of the most commonly used approaches for quantitative evaluation in practice; as for the analytic approach, the accuracy of the obtained evaluation depends on the accuracy of the assumptions made for the system to be analyzed, as well as on the simulation environment and the simulation parameters.
In recent years, increasing interest is being paid to quantitative evaluation based on measurements, with special attention to the evaluation of quality of service (QoS) metrics of systems and infrastructures [25] . Experts in the field of dependability are recognizing experimental measurements as an attractive option for assessing an existing system or prototype, because it allows monitoring the real execution of a system to obtain highly accurate measurements of the system in execution in its real usage environment. When presenting the results achieved in the experiments, the related authors usually choose parameters and indicators that appear sensible and represent the typical metrics of interests for dependability. For example, in [45] , the latency defined as time interval (t 0 , t 1 ) is measured (where t 0 and t 1 are the beginning and end of the execution of the algorithm, respectively); in [46] , software faults are injected in a database server and, then, the recovery time is measured. (The recovery time is defined as the interval of time between the start and end of the recovery.) However, it should be noted that attention is usually devoted only to the output, which is intended as the numerical results provided by the measurement tool, whereas little or no attention is paid to properly characterize the measurement systems and express measurement results according to measurement theory. Moreover, the approach followed to quantitatively assess algorithms and systems is not univocal but generally varies from one paper to another, making the comparison among different results quite difficult, if not meaningless. This is basically due to the fact that there is still no significant interaction between people belonging to the dependability scientific community and experts in the field of instrumentation and measurement (I&M). In fact, measurement tools designed and used to evaluate the dependability attributes 0018-9456/$26.00 © 2010 IEEE of computer systems and algorithms are seldom recognized as measuring instruments.
Based on these premises, the authors, who separately belong to the dependability and the I&M communities, have recently started a discussion on possible cross-fertilization between these two research areas. Last year, they surveyed about 20 of the most important and significant tools and experiments addressed to measure dependability properties and presented the results to the dependability community [2] . The scope was to investigate the general awareness of metrological issues in dependability and to understand if and to what extent systems and results were properly characterized and presented. The results show that some general awareness about metrological issues is indeed present, but the followed approaches are quite intuitive and usually quite incomplete as well. What is notable is that no quantitative information on the quality of measurement results is ever provided! Following the publication of [2] , the discussion within a significant part of the dependability community on the importance of having a proper approach when making measurements and trying to design experiments and present results within the framework of correct metrology practices was triggered. As a result, a wider and wider interest on this topic is arising among that community. The strategic importance of measurements and assessment of dependability is also witnessed by a recent increasing attention by the European Community research programs through the approval of projects and coordination actions (such as Assessing, Measuring and Benchmarking Resilience (AMBER) [31] ). One of the main goals of AMBER is to define metrics and benchmarks for comparative evaluation of the resilience of computer systems and components, as well as to define a research agenda on the key topics for enhancing and advancing European research and industry on assessing, measuring, and benchmarking the resilience of systems and infrastructures.
This paper presents a new tool for dependability measurements in distributed systems, which allows the user to evaluate the uncertainty of measurement results involving time interval measurements. The tool comes from the integration of NekoStat, which is a powerful highly portable Java framework for the analysis of distributed algorithms [4] , with the Reliable and Self-Aware Clock (R&SAClock) [3] , which the authors designed and implemented, triggered by the results of the survey [2] . The tool is presented along with two experimental case studies to show that the possibility of evaluating uncertainty does not only collocate the measurement tool within the framework of measurement theory but also gives important benefit to the analysis of measurement results. In addition to its technical content, this paper also aims at fostering a discussion in the I&M community that is similar to that which is already in place in the dependability community, highlighting the importance of cross-fertilization between the two areas and making the I&M community aware of the important role it can play in the field of dependability measurement and assessment. This paper is organized as follows. A brief overview of the main dependability concepts is presented in Section II. The state of the art of metrology issues in dependability measurements and the motivations of this work are given in Section III.
The proposed extension of the tool NekoStat with R&SAClock is described in Section IV. Two experimental case studies are discussed in Section V. Finally, conclusions are given in Section VI.
II. SHORT OVERVIEW ON DISTRIBUTED COMPUTING SYSTEMS AND DEPENDABILITY CONCEPTS

A. Distributed Computing Systems
Here, we briefly describe the main concepts related to the class of distributed computing systems. A distributed system is a collection of autonomous computers, which are called the nodes of the system. The nodes are connected through a network and a distribution middleware, which enables nodes to coordinate their activities and share the resources of the system, so that users perceive the system as a single integrated computing facility. Distributed computing is thus a method of computer processing in which different nodes simultaneously run and communicate with each other over a network. Distributed computing implies that the division of the program has to take into account the different environments on which the different sections of the program will be running, e.g., two computers are likely to have different file systems and different hardware components. As a consequence of this, distributed systems are heterogeneous by definition. There are numerous technologies and standards used to construct distributed computations (the "distribution middleware"), some which are specially designed and optimized for specific purposes. Reference [22] can be used as a further reference for a complete and detailed introduction to distributed systems and as a guideline for their design.
It is worth noting that distributed computing can also be a powerful tool for measurement purposes. Several examples of distributed computing for I&M applications are present in the literature [33] - [37] .
B. Dependability Concepts
This section summarizes the main concepts and definitions related to dependable computing that are necessary for a complete understanding of this work; an exhaustive description of this set of concepts and definitions can be found in [1] .
A service is defined as a sequence of external states of the system, and a service failure (or simply failure) is defined as an event that occurs when the delivered service deviates from the correct service. The dependability of a system is the ability to avoid failures that are more frequent and more severe than acceptable. Deviations from the correct service may assume different forms that are called failure modes and are ranked according to failure severities. An error is instead the part of the total state of the system that may lead to its subsequent service failure. The adjudged or hypothesized cause of an error is called a fault.
A fault is active when it produces an error; otherwise, it is dormant. Error propagation within a given component is caused by the computation process; a failure occurs when an error is propagated to the service interface and causes the service delivered by the system to deviate from the correct service. Failure of a system causes a permanent or transient external fault for the other system(s) that receive service from the given system. This set of mechanisms constitutes the "fault-error-failure" chain of threats shown in Fig. 1 .
The main attributes of dependability are the following: reliability, availability, safety, integrity, and maintainability [1] , [26] , [30] .
Reliability is the continuity of correct service; it is "the probability that the system correctly operates throughout a complete interval of time [. . .] . Reliability is most often used to characterize systems in which even momentary periods of incorrect performance are unacceptable, or it is impossible to repair the system" [26] . The more critical the system, the greater the concern involved in reliability evaluation. Relevant examples are represented by military systems, medical devices, and air transportation systems. Reliability is expressed in hours of operation without failure. Availability is the readiness for correct service, i.e., the probability that a system is correctly operating at a specific instant in time [30] . As Fowler emphasizes, a system that incurs frequent yet very short periods of nonoperation can nonetheless be considered available [30] . "In other words, the availability of a system depends not only on how frequently it becomes inoperable but also how quickly it can be repaired. Examples of high-availability applications include time-shared computing systems, communication systems and certain transactions processing applications, such as airline reservation systems" [26] .
Safety is the absence of catastrophic consequences on the user(s) and the environment; it is "the probability that a system will either perform its functions correctly or will discontinue the functions in a manner that causes no harm" [26] .
Integrity is the absence of improper system alterations, whereas maintainability is the ability to undergo modifications and repairs. Quantitatively, it is the probability that a failed system will restore to operation within a set period of time [26] .
Failures in complex systems have a variety of possible causes, which range from software to hardware, up to human errors, which are the most probable form of operational error [26] . It is not rare that failures "involve complex combinations of equipment failure, environmental factors, human error, and other causes" [32] . Among other possible causes of failure are environmental causes, such as wide temperature variations, material aging, and fatigue [26] .
Means of attaining dependability can be grouped into four categories: 1) Fault prevention to prevent the occurrence or introduction of faults; it is typically part of general engineering activities. 2) Fault tolerance to avoid service failures in the presence of faults; the systematic introduction of fault tolerance is often facilitated by the addition of support systems that are specialized for fault tolerance (e.g., QoS monitoring [25] ).
3) Fault removal to reduce the number and severity of faults, e.g., the fault tolerance mechanisms of the systems may be tested by fault injection tests [24] . 4) Fault forecasting to estimate the present number, future incidence, and likely consequences of faults; it is conducted by performing a qualitative or quantitative evaluation of the system behavior with respect to fault occurrence or activation. The two main approaches to quantitative fault forecasting are modeling, which is usually done through a state-transition model, and experimental evaluation/ testing. In the context of experimental evaluation/testing, dependability attributes are usually assessed using tools that lack rigorous characterization (see the next section).
III. STATE OF THE ART AND MOTIVATIONS
The scientific literature and the industrial practice show that measuring dependability is, nowadays, a key issue in the dependability community [1] , [27] . This makes the need for a correct approach in characterizing measuring systems and measurement results even more urgent. Discussions on if and in which way measurement theory is applied in assessing computer dependability and the need for giving practice a better theoretical basis were first raised with respect to software reliability assessment. Problems were separately identified in two communities of research and practice: 1) software reliability [28] and 2) software metrics [29] . There were two sets of interrelated issues: 1) confusion about the meaning of a measure (leading, for instance, to redefining "reliability" as a count of bugs in a piece of code or seeking scalar measures for inherently multidimensional attributes) and 2) confusion between problems of measurement and prediction (leading, for instance, to naive methods for inference from observed failures to future reliability). More recently, the survey presented in [2] has investigated if and how uncertainty, repeatability, resolution, and intrusiveness are taken into account by the most relevant and popular tools for dependability measurements [5] - [18] . The works considered in the survey cover some very different situations in which dependability measurements have been performed: from fault injection tools and experiments (e.g., [6] , [11] , and [16] ) to general prototyping frameworks (e.g., [12] ), and from fail-aware systems [18] to experiments in which a total ordering protocol is tested [19] . The most significant results, which represent the state of the art, are summed up here.
With regard to uncertainty, only two cases deserve to be cited: Loki [11] and FORTRESS [18] . Loki is a tool for software fault injection; it makes a post-runtime analysis, using offline clock synchronization, to place injections on a single global timeline and determine whether the intended faults were properly injected; there is a significant attempt to evaluate the uncertainty of the time instant at which faults were injected, even though it is not referred to as uncertainty [11] . Such a deep analysis is performed only for time-stamping fault injection. Although the approach to uncertainty is quite informal, i.e., far from uncertainty as dealt with by the Guide to the expression of Uncertainty in Measurement (GUM) [20] , this example denotes a significant and remarkable interest in quantitatively evaluating the dispersion of the values that can reasonably be attributed to the measurand. Uncertainty-related issues are taken into account in the experiments related to the testing/development of FORTRESS [18] . FORTRESS is a support system for designing and implementing fault-tolerant distributed real-time systems that use commercial off-the-shelf components. In the test case performed, the FORTRESS fail-aware datagram service simply gives an upper bound on the transmission delay of each delivered message.
For the sake of completeness, it has to be highlighted that, for some time, the measurement relative uncertainty can be very low. This could explain the absence of assumptions or concerns about uncertainty. A few examples of such situations can be found in [10] and [15] . In [10] , the FTAPE tool is used to measure the execution time with/without faults. Such time interval is greater than 1000 s. In [15] , a dependability benchmark for operating systems (OSs) is developed and tested on Windows 2000 OS; the restart time of the OS is measured, which is equal to a dozen of seconds.
A deeper awareness is present with regard to intrusiveness, which is not unexpected in dependability tools. Intrusiveness is addressed and analyzed at different levels of detail in [5] - [8] , [10] , [11] , [13] , [14] , and [17] . The tool Loki performs a post-runtime analysis to be as nonintrusive as possible rather than blocking the system at runtime while notifications about the system state are in transit [11] . The fault injection tool ORCHESTRA [13] , which deals with real-time systems with strict time requirements, goes further. It is designed to explicitly address the intrusiveness of fault injection on a target distributed system. This operation is performed by exploiting the OS support to quantitatively assess the intrusiveness of a fault injection experiment on the timing behavior of the target system and to compensate for it whenever possible. In XCEPTION, which is a tool for software fault injection, an important attempt to evaluate the tool's intrusiveness characteristics is made using system-performance-monitoring facilities [5] . In MAFALDA, which is a fault injection tool for safety critical systems, the used fault injection technique is chosen with awareness of the problem of intrusiveness of the tool [7] . In MAFALDA-RT, which is a completely new version of MAFALDA for fault injection in real-time systems, the authors focused on the problems of temporal intrusiveness [8] ; they identified the two main causes of intrusiveness in the time related to the injection of faults and the time related to the observation of the system behavior. The authors of FTAPE [10] recognized the problem of intrusiveness of the fault injection component and of the workload monitoring component, and they tried to estimate the time overhead, comparing the time the workload requires to execute with and without the fault injection and the monitoring components. In the fault injection Java tool GOOFI, it is recognized that logging is a time-consuming operation; thus, GOOFI makes two different logging modes available to the user: 1) a detailed (time-consuming) mode and 2) a normal (less time-consuming) mode [6] .
Although often easier to evaluate than uncertainty and intrusiveness, resolution is usually not considered in the analyzed tools. Indeed, in some cases, e.g., when Java system calls are used to collect time values, resolution can be a limiting factor and should be taken into account [12] .
Repeatability is probably the most critical issue to face, particularly when considering distributed systems. The difficulty in reaching a satisfactory level for repeatability has been taken into account in the experiments described in [17] , even if the word repeatability is not explicitly used. The related authors show awareness that, due to the aforementioned limits on collecting accurate time values, many executions of the same run will probably not bring exactly the same results. This, they say, explains why a second execution of the same run does not necessarily recreate a catastrophic incident that can, for instance, occur in the first execution. The problem of creating repeatable experiments is also discussed in [5] and [9] . In [5] , it is highlighted that good results are achieved in experiments performed by using the spatial method for fault triggering (a spatially defined fault is injected when the program accesses a specified memory address, either for data load/store or instruction fetch), whereas, in the temporal trigger methods, results are not repeatable, due to execution time variability. This is a limit that is common to all tools. In [9] , it is observed that it is really difficult to perform repeatable experiments in distributed systems. Moreover, the type of architecture usually has a major impact on the difficulty of setting up a reliable testbed and the repeatability of the experiments.
The motivations of this work stem from the observation that, according to these results, some awareness about metrology is present in papers related to quantitative dependability evaluation, but the approaches are quite intuitive and usually quite incomplete as well. In particular, while there is a diffused consciousness about intrusiveness, there is rarely an effort to try to estimate the dispersion of the quantity values that could reasonably be attributed to the measurand and to determine solid bounds on the reliability and trustability of the measures.
It is worth highlighting that dependability measurements on computing systems involve a wide variety of measures, ranging from discrete measures (such as the number of source code lines, number of system calls, packet size in networks, and maximum number of records in a database table) to continuous measures that refer to the dynamic behavior of the system under evaluation (such as the time delays of an end-to-end communication, quality of clock synchronization, mean time to failure (MTTF), mean time between failures (MTBF), and many other direct and indirect measures related to distributed events). A closer look to the class of continuous measures highlights the crucial role of time interval measurements; dependability-related measurements are very often based on measuring time intervals, because either the measurand is a time interval or the measurand is obtained through indirect measurements based on time intervals. Based on these results, here, attention is focused on distributed time interval measurements, which appear to represent the majority of critical dependability measurements.
IV. PROPOSED TOOL
A. NekoStat Analyzer
Neko [12] is a simple but powerful highly portable Java framework that allows defining and analyzing distributed algorithms. One of its most interesting features is that the same Neko-based implementation of an algorithm can be used for both simulations and experiments on a real network. The architecture of Neko can be divided into three main layers, from the top layer to the bottom layer: 1) applications, which are developed by the programmer/user; 2) NekoProcesses, which are the core of the testing framework; and 3) networks, which are the network interfaces (toward real or simulated networks).
Neko can be used for dynamic testing of distributed algorithms and systems. It allows an analyzer to test a system searching for qualitative ("on/off") properties, such as termination, validity, integrity, and agreement. The definitions of such properties can be found in [22] . The tool is equipped with supports to obtain execution traces on both simulated and real environments. The potentialities of the Neko tool in the rapid prototyping of distributed algorithms are thus evident: The possibility of using simulated networks allows analyzing the algorithm under different conditions (variable transmission delays, different probabilities of message losses, network congestion, etc.), and after this, it is possible to test the algorithm in real environments. Neko is thus very useful and versatile to test new algorithms or compare already existing algorithms. Neko also allows performing fault injection experiments at the network level and the level of communications between layers; thus, it can be used to study the behavior of the analyzed algorithm with respect to specific injected faults or exceptional situations.
NekoStat is an extension to Neko that provides it with the ability to collect events and analyze them by means of statistical and mathematical tools [4] . Following the same idea underlying Neko, through NekoStat it is possible to perform quantitative analysis of distributed algorithms, using both simulative and experimental approaches.
The NekoStat functionalities and the related components implementing them can be subdivided into two sets: 1) mathematical functionalities, which handle the numerical quantities, and 2) analysis functionalities, which collect and analyze distributed events. The implementation of the mathematical functionalities is the same for both simulation and real executions, whereas analysis supports are internally different but still with a common interface. The evolution of experimental analysis with NekoStat can be subdivided into different phases: In the first phase, the application layers and the EventCollectors are activated; at the occurrence of an event, the application layer calls the StatLogger, which saves the event in the local EventCollector. At the termination of the experiment run, the StatLogger of the slaves sends the local EventCollector to the master. The master can thus construct the global history, merging all the events of the EventCollectors. At this point, the last phase of the analysis can start; the master StatLogger repetitively calls the StatHandler with the information of every event of the global history. The same StatHandler can thus be used for both simulative and experimental analyses of an algorithm (Fig. 2) .
The main limitation of NekoStat as an instrument for dependability measurements on distributed systems is that it does not allow evaluating the quality of the measurements it performs; as is, NekoStat cannot be qualified as a suitable measuring instrument. Apart from the formal metrological correctness, there is the practical risk that the tool collects measurement results that are not reliable, without discarding them before the data processing.
To enhance NekoStat, according to the achievements reported in Section III, the attention has been focused on time interval measurements, which constitute a large majority of the direct measurements carried out by people working in the field of dependability, as already stated. When measuring time intervals in distributed systems, the most serious threat is represented by poor alignment of distributed clocks to a (unique) global time view. Whenever we want to obtain direct or indirect measurements in which time intervals related to different nodes of a distributed system are involved [such as one-way delay (OWD)], it is of utmost importance to consider the misalignment of distributed clocks. Taking advantage of synchronization protocols such as the network time protocol (NTP) [21] is a correct and widespread approach, but it does not totally prevent from collecting some severely incorrect data due to transient perturbations, which cause an increase in the distance of the local clock from the global time view (which is commonly called clock offset) and, ultimately, an increase in the dispersion of the values that can reasonably be attributed to the measurand (e.g., time interval).
In fact, the offset of a local clock is a hard-to-predict and hard-to-estimate factor, which may vary due to many unpredictable causes, such as unexpected network delays, temperature variations, or even faults in clock synchronization mechanisms and in the clock itself. For these reasons, simply using a synchronization mechanism such as NTP neither allows fully trusting the resulting offset nor provides guarantees on the stability of the synchronization along time. This is the reason using time values obtained by local clocks to obtain time interval measurements, even if they are controlled by a synchronization mechanism, can be unsatisfactory in many evaluation tools. To face this problem, the NekoStat analyzer has been integrated with the R&SAClock component, which allows not only the collection of time values but also conservative estimation of the offset.
B. Time Specifications and Parameters
Before presenting the integration of R&SAClock within NekoStat, a few notes on the terminology related to distributed clock synchronization are given. Let us consider a distributed system that is composed of n processes P 1 , P 2 , . . . , P n , each of which has access to a local clock. The behavior of this local clock can be described by defining three quantities: 1) precision; 2) accuracy; and 3) drift. Please note that the terms precision and accuracy will be introduced in the following with reference to their common meaning among researchers belonging to the dependability community [22] . These are not necessarily coincident with their meaning in metrology [23] .
Precision π describes how closely local clocks remain synchronized to each other at any time. Accuracy α i describes how local clock C i of process P i is synchronized at any time to an absolute real-time reference externally provided; accuracy is thus an upper bound to the distance between the local clock and real time. Accuracy makes sense only in the presence of external synchronization, in which an external absolute realtime reference is used as the target of synchronization. As a consequence of these definitions, considering, e.g., a set of two clocks with accuracy α 1 and α 2 , respectively, precision is at least as good as π = α 1 + α 2 . The drift describes the rate of deviation of a clock from a time reference. The clock synchronization can be defined as the process of maintaining the properties of precision, accuracy, and drift of a clock set [22] . Finally, offset Θ c (t) is defined as the distance of local clock c from a global time (reference time) at time t [21] ; it is straightforward that accuracy α c is greater than Θ c (t) for any t. Fig. 3 exemplifies the concepts of precision, accuracy, drift, offset, and clock synchronization. The dotted lines within the outer envelope represent the drift bound, which is a fundamental assumption for clock synchronization, since it allows predicting the maximum deviation after a given time interval.
Despite their theoretical importance, accuracy and offset are usually of practical little use for systems since accuracy is usually a high value and not a representative estimation of the current distance from global time, and offset is difficult to measure. Synchronization mechanisms typically compute an estimated offset, but they usually offer no guarantees of closeness of this value with offset.
C. NekoStat with R&SAClock
The proposed tool is an integration of NekoStat with the R&SAClock software component. With reference to the classification of the means of attaining dependability, which were given at the end of Section II, the proposed tool can be labeled as a quantitative instrument for fault forecasting that can also be used for fault removal. As shown in Fig. 4 , the R&SAClock substitutes the typical NekoStat clock, which is a virtual clock instantiated by NekoStat.
Specifically, it acts as a new clock that also computes the uncertainty associated to the time information it gives, i.e., synchronization uncertainty U c (t). The synchronization uncertainty is a conservative evaluation of the offset of local clock c at time t; α c ≥ U c (t) ≥ Θ c (t) always holds. The algorithm for the evaluation of synchronization uncertainty implemented by the R&SAClock requires an estimation of an upper bound of clock drift [3] . At start-up, this parameter is read by the R&SAClock from configuration files, and that can be further modified by the root user or the R&SAClock itself, as a result of the analysis of local clock drift estimation and behavior over time.
Thus, when asked about the current time, the R&SAClock provides an enriched time value time, minT ime, maxT ime, F LAG , where time is the time computed by simply reading the local clock, and minT ime and maxT ime are the left and right bounds of the reasonable values that can be attributed to time, respectively. (In most of the cases, the left and right bounds are symmetrical with respect to the parameter time; however, this depends on the characteristics of the adopted synchronization mechanism.)
The generic application exploiting the R&SAClock, e.g., a measurement algorithm on NekoStat, can impose an accuracy requirement, which is the worst synchronization uncertainty that the application can accept to correctly work. The accuracy required by the application is a time value that is given in input as to the enhanced version of NekoStat at the beginning of the experiment through its configuration file. Thus, the R&SAClock can give value to its output FLAG, which is a Boolean value indicating whether the current synchronization uncertainty is within the accuracy requirement or not. A detailed description of the R&SAClock, its services, and internal mechanisms is reported in [3] .
As a further useful feature, in addition to the evaluation of the uncertainty of time interval measurements, NekoStat can directly exploit FLAG to filter the measurement results affected by unacceptably high uncertainty and exclude them from the successive analysis. An interesting example of the application of this feature is given in the next section.
In the version that has been integrated in NekoStat, the R&SAClock has been implemented for the NTP synchronization protocol and Linux OS. In this implementation, the R&SAClock lays on the NTP synchronization protocol and uses data and functionalities provided by the NTP (via NTPrelated system calls and NTP log files) to get the current time from the virtual system clock and values that are necessary to feed the internal mechanisms that compute synchronization uncertainty. The time resolution of the proposed tool is 1 ms, which is the resolution of the Java virtual machine clock.
V. EXPERIMENTAL CASE STUDIES
A. OWD Measurement
In the following, a simple but significant experiment is presented. It will show the value added to NekoStat by the R&SAClock in terms of the reliability and quality of measurement results. The purpose is to measure the distribution of OWDs on an intercontinental end-to-end one-way transmission channel. In distributed computing systems, OWD measurement is important to estimate some fundamental dependability and networking metrics (such as MTBF, MTTF, and various bandwidth parameters) [22] , [38] - [41] . The results provided by the original and new versions of NekoStat are compared. Operatively, the experiment is run only once, using the new version of NekoStat, i.e., measurement results are collected only once, but data are then successively analyzed twice: ignoring the information on measurement uncertainty provided by the R&SAClock on the first time (as one would do with the previous version of NekoStat) and exploiting the information on measurement uncertainty for the data analysis on the second time. In this case, the major contribution to measurement uncertainty is given by synchronization uncertainty. In addition to that, we have uncertainty due to the logging of events (i.e., the time needed by the OS to collect information about events); this action has a negligible impact, which is surely under the Java virtual machine clock resolution, which is equal to 1 ms.
The communication path is an end-to-end user datagram protocol (UDP) channel on a WAN between two nodes. It is a basic example of a distributed application. No information on the network path or the competing traffic is available. The hosts used for the experiment are two Linux servers: 1) rcl.dsi.unifi.it, which is connected to the network of the University of Firenze, Firenze, Italy, and 2) dmz.crhc.uiuc.edu, which is connected to the network of the University of Urbana, IL. The clock synchronization mechanism chosen on both servers is NTP.
Each transmission delay is measured as the time between two events (detected by NekoStat), i.e., the sending of a message by the sender process and the delivery of the message at the receiver's side. The R&SAClock allows associating the synchronization uncertainty of the local clocks at the time the events occurred. The experiment is built as follows: the NTP daemons of the sender and receiver hosts are started at the beginning of the experiment when the two clocks are about 120 ms apart from each other. Then, the NekoStat application is run and collects the events on the sender and receiver processes (at the rate of one event per second; note that some events may have been lost due to the use of the UDP).
Before starting the time interval measurements, the R&SAClock is activated on both hosts. The R&SAClock is set up on the two systems with the same configuration profile. The initial drift bound on both servers has been set to 20 ppm. (This bound has been computed based on our experience on NTP drift manipulation and our observation on the past behaviors of the drifts on the servers.) Then, instead of simply including measurement uncertainty, which is related to the synchronization uncertainty, in each measurement result, a nice feature of the R&SAClock is exploited to process the data. Specifically, the R&SAClock evaluates the uncertainty associated to each OWD measurement; compares it to a threshold, which is represented by the value of applicationAccuracy; and consequently forces the value of parameter FLAG to either 0 or 1. In the experiment, if the FLAG value is 0 on both the sender and receiver, this implies that the precision π (according to the definition given in Section IV-B) of the global system is lower than 8 ms; otherwise, it is greater than 8 ms. The value 8 ms has arbitrarily been chosen; it is about 10% of the delay that is commonly experienced by a packet transmitted on a transatlantic path. Thus, at the end of the experiment, each OWD measurement result is associated to a value of output parameter FLAG. NekoStat gives two output files, i.e., one containing all the obtained measurement results and another including only the results affected by the "acceptable" uncertainty, according to the value of FLAG. In this way, the comparison is made possible. 5 shows all the obtained OWD measurement results, corresponding to a total of about 34 000 samples. By looking at these results, one may think that the one-way transmission delay follows a multimodal distribution, apparently suggesting that multimodes are due to network perturbations-which looks sensible, whereas it is deceptive. Indeed, the multimodality is only apparent, as it is caused by the poor quality of some measurement results. In fact, if results are filtered to exclude those characterized by poorer synchronization, the distribution shown in Fig. 6 is achieved. Fig. 6 shows the OWD measurement results affected by "acceptable" uncertainty, which are 9109 out of a total of 34 049 results, which are shown in Fig. 5 . This figure shows that the OWD in the path considered for the experiments can reasonably be modeled as either mono-or bimodal. Due to the evaluation of synchronization uncertainty, which was made possible by the new feature NekoStat has been equipped with, a deceptive and erroneous interpretation of the measurement results has been avoided. In fact, if it is reasonable that different paths are utilized and/or competing traffic met by each packet varies, and we cannot be 100% confident that the OWD distribution is simply mono-or bimodal, it is also notable that, taking into account uncertainty in the analysis of measurement results, a smoother OWD distribution is attained. In other words, this does not mean that we have measured competing traffic or exactly determined how many network paths are involved, but we have, for sure, increased the quality of measurement results. Thus, the comparison between the results of the experiment carried out with and without the R&SAClock shows that following a correct approach when designing a measuring instrument is not just a question of formal correctness but gives clear practical benefits to the analysis of measurement results.
B. Experimental Evaluation of QoS of Failure Detectors
The objective of the evaluation described here is to quantitatively assess and fairly compare the QoS of a set of failure detection mechanisms operating on the WAN. Failure detectors are modules used to detect a failure of a remote process through monitoring. We chose a large set of failure detection mechanisms to assess the impact of different alternative ways to perform failure detection on the obtainable QoS. Here, we consider the class of crash failure detectors (see [42] ). The experimental evaluation is only shortly described here for space reasons; the complete description of the experiment can be found in [44, ch. 5] .
The system model that is considered is a distributed system composed of two processes connected through fair lossy links; these are links that can drop messages but cannot create or duplicate messages. The fault model considered is the so-called fail-stop; in such a case, the fault consists of a stop of the work of the monitored process, and the monitor (failure detector) has to detect this class of failures.
Here, we consider time-out-based failure detector algorithms, where one failure detector monitors one process. In particular, the class of push-style failure detectors is taken into consideration [44] . Push-style failure detectors are based on heartbeat messages. Their operating mechanism is given as follows: The monitored process p periodically sends a new heartbeat message, and failure detector q uses these messages to establish if p is alive. The time-out can be a constant predefined value, which is generally chosen according to a specified target QoS, or can dynamically be updated to adapt to the actual network behavior. The latter option is chosen here. The reason for this is that the behavior of a WAN usually changes with time; the network can be congested in peak hours, and delay and message loss probability can vary from weekdays to weekends. An adaptive failure detector can automatically change its timeout, and for this reason, it is generally considered better for WANs. A failure detector with constant time-out is instead very useful in applications where specific QoS requirements need to always be guaranteed since the usage of constant timeouts allows forecasting the levels of obtainable QoS (as described in [42] ).
The objective of the experiment is to properly compare the QoS of different kinds of failure detectors; in particular, 40 different time-out evaluation formulas are taken into consideration. The experimental setup is shown in Fig. 7 ; it involves a single heartbeater process and 40 failure detectors (one for each variant of the time-out evaluation formula). The failure detectors are fed through a multiplexer, so that the same information is provided to all the failure detectors. The timeout evaluation formula of the failure detectors is composed as the sum of a safety margin formula (SM) and a predictor (PRED) [42] , [43] .
The metrics commonly used to specify the QoS of a failure detector are defined in [42] . In this experiment, we chose to evaluate the detection time T D , which is defined as the time interval between the crash of the process and the time instant in which the failure detector starts to suspect the process in a permanent way. This metric quantifies the delay of the failure detector; T D is a quantitative metric of the speed of the detection of the failure of a remote process. For distributed realtime control systems, it is useful to evaluate its maximum value T U D over a predefined set of imposed crashes. The proposed enhanced version of NekoStat allows evaluating T D as follows. A crash is injected by dropping all the heartbeat messages sent by the monitored process from a certain instant on, and a time stamp is recorded when this happens; then, another time stamp is recorded when the failure detector starts to suspect the process in a permanent way, and T D is evaluated as the time interval between those instants. As in the previous experiment (Section V-A), the major contribution to measurement uncertainty is given by the synchronization uncertainty between the clock of the machine where the monitored process is running and the clock of the machine where the failure detector is running. In addition to this, we have uncertainty due to the logging of events (i.e., the time needed by the OS to collect information about events); this action has a negligible impact that is surely under the Java virtual machine clock resolution, which is equal to 1 ms.
Again, we will show the enhancement obtainable when measurement results are filtered based on their uncertainty by comparing the totality of the experimental results with the set of results characterized by a synchronization uncertainty lower than a threshold (filtered results). The threshold has been chosen to be equal to 15 ms, which may seem less strict than the previous experiment, whereas, in relative terms, it is much lower (Expected values for T D are on the order of magnitude of 1 s also involving a WAN.) Nonetheless, the results show that it is enough to observe a significant variation in the analysis of the results. Fig. 8 shows the results achieved for the 40 considered failure detectors. Each failure detector is defined by SM (ten possible values on the x-axis) and a PRED (four possible values in the legend box). Details on the specific values can be found in [43] . Fig. 8(a) shows all the measurement results, whereas Fig. 8(b) gives only the filtered results, which are 2401 out of a total of 2646 results collected in Fig. 8(a) . Finally, for each failure detector, Fig. 8(c) (1) As clearly shown in Fig. 8 , filtering out data characterized by the largest uncertainty leads to significantly different results, some of which are strongly different (e.g., the percent difference between T U D_ALL and T U D_FIL for failure detector "MEAN+JAC_high" is 180%). It is evident that a number of measurement results were collected under conditions of poor clock synchronization. However, due to the evaluation of synchronization uncertainty, it has been possible to identify them and drop them away. On the contrary, including also the values obtained under conditions of poor clock synchronization in the analysis would have led to a completely different (possibly wrong) analysis of the results.
Both the experimental case studies that have been considered give evidence of the efficacy and usefulness of the proposed tool for the quantitative evaluation of dependability properties in distributed systems. In particular, the combination of NekoStat with R&SAClock allows evaluating synchronization uncertainty between distributed clocks and therefore excluding measurement results characterized by high uncertainty from the analysis of the experimental results. This is of great usefulness in distributed systems, as time interval measurements are the basis in evaluating a number of important dependability metrics. With particular regard to the second example, where the parameter of interest is the maximum value of the detection time, taking into account synchronization uncertainty and filtering the results accordingly can really make a big difference. As clearly shown in Fig. 8 
VI. CONCLUSION
This paper has presented an enhanced version of NekoStat, a tool supporting the analysis of distributed algorithms and systems, which has been equipped with R&SAClock, a software component that is capable of evaluating the uncertainty of time interval measurements. This represents a novelty in the research and application area of dependability. Indeed, the question is not just academic; as the experimental case studies presented have proven, the relevance and significance of dependability measurements would definitely benefit from a cross-fertilization with metrology. In fact, when dependability measurements involving time interval direct measurements are considered (and this is very often the case with regard to distributed systems), an erroneous analysis of measurement results is avoided due to the evaluation of synchronization uncertainty, which has been made possible by the proposed tool. The ongoing research activity is focused on conducting a larger experimental study to characterize NekoStat as a measuring instrument for a wide set of dependability measurements and exploiting clocks with higher resolution to improve the time resolution of the proposed tool.
Moreover, we wish this paper can foster a discussion in the I&M community that is similar to that which is already in place in the dependability community, regarding the importance of cross-fertilization between the two areas. Following the publication of [2] , which has presented a survey on the most relevant scientific literature in the field aimed at verifying if and to what extent metrological issues are kept in mind by researchers in the dependability community, a wider and wider interest has arisen among the dependability community in trying to make measurements and present results within the framework of correct metrology practices. The strategic importance of measurement and assessment of dependability is also witnessed by a recent increasing attention of the European Community research programs through the approval of projects and coordination actions. One of the most recent is AMBER [31] , whose main goal is to define metrics and benchmarks for comparative evaluation of the resilience of computer systems and components, as well as to define a research agenda on the key topics for enhancing and advancing European research and industry on assessing, measuring, and benchmarking the resilience of systems and infrastructures. It would be important that the I&M community acknowledges this evolving situation and gives its useful contribution.
