Abstract-In the paper the deep hybrid system of computational intelligence with architecture adaptation for medical fuzzy diagnostics is proposed. This system allows to increase a quality of medical information processing under the condition of overlapping classes due to special adaptive architecture and training algorithms. The deep hybrid system under consideration can tune its architecture in situation when number of features and diagnoses can be variable. The special algorithms for its training are developed and optimized for situation of different system architectures without retraining of synaptic weights that have been tuned at previous steps. The proposed system was used for processing of three medical data sets (dermatology dataset, Pima Indians diabetes dataset and Parkinson disease dataset) under the condition of fixed number of features and diagnoses and in situation of its increasing. A number of conducted experiments have shown high quality of medical diagnostic process and confirmed the efficiency of the deep hybrid system of computational intelligence with architecture adaptation for medical fuzzy diagnostics.
I. INTRODUCTION
Necessity of improving medical diagnostics quality is one of the most disputed problems of medicine in the whole world. The certain authors proposed to use systems of Computational Intelligence to solve this problem [1] [2] [3] [4] [5] and an area of Medical Data Mining shows increasing medical diagnostics quality. Nowadays there are many important tasks in the Medical Data Mining area, like medical diagnostics (classification, clusterization, pattern recognition and so on), compressing, prediction etc. The methods of Computation Intelligence, especially Machine Learning and Soft Computing, are widely used for solving all these tasks [6] [7] [8] [9] [10] [11] [12] [13] [14] . It's important to note that in medical diagnostics tasks the most effective systems are artificial neural networks [9, 15, 16, 18] , fuzzy and hybrid systems [17] and neuro-fuzzy systems [6, 13] , due to their capacity for approximation of properties, capability to learning (including self-learning), transparency of obtained results. These systems can realize processing of medical data sets more adequately and with higher precision.
The medical diagnostics task is one of problems of pattern recognition where classes-diagnoses can have random quantity, form and can overlap. Previously many authors tried to create systems of Computational Intelligence for medical diagnostics tasks using different datasets from Medical Repositories as an input data [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] . But all these systems have common disadvantages, like impossibility to process data in online mode, fixed number of features and diagnoses, low rate of convergence. In [20] authors have obtained an accuracy of 79.37% for the Pima Indians diabetes dataset and an accuracy of 97.55% for dermatology dataset using a relatively new architecture for evolving fuzzy rule-based systems (eClass). Authors [26] have proposed to use probabilistic neural network (PNN) for Pima Indian diabetes diagnostics which gave an accuracy of 78,05%.. In [25] using method, based on Radial Basis and Backpropagation Neural Networks (BNN) the authors have obtained an increase inaccuracy of up to 1.2% in comparison with the baseline on diabetes dataset. In 2011 authors [27] have proposed to process small medical data sets using fuzzy-based non-linear transformation method. The experiment results indicated that the proposed method has better classification performance than either PCA or kernel principal component analysis (KPCA) in the case when the data set is small. In 2014 authors [19] processed medical data sets utilizing hybrid fuzzy wavelet neural network and learning based optimization algorithm. The proposed method has achieved an accuracy of 84.24% for Pima Indians diabetes dataset. In [23] authors have reached 82.59% classification accuracy for Statlog Heart Disease and obtained a classification accuracy of 75.87% for Pima Indians Diabetes using Attribute Weighted Artificial Immune System (AWAIS).
But all these systems have fixed architecture, i.e. quantity of inputs and outputs can't be changed, that means that system can not adapt its architecture. In this paper a new deep multilayer hybrid system of computational intelligence with architecture adaptation for medical fuzzy diagnostics is proposed to increase the efficiency of the medical diagnosis process.
The rest of this paper is organized as follows: section two represents architecture of a deep hybrid system for II. DEEP HYBRID SYSTEM FOR FUZZY DIAGNOSTICS Let's introduce into consideration architecture of hybrid system for fuzzy diagnostics that consists of six sequentially connected layers ( fig.1) .
Here (n×1)-input vector of signals-attributes ), i  -width parameter which can be chosen empirically or turned using backpropagation [34] . Fig.2 presents these membership functions. The fourth hidden layer consists of nonlinear activation functions of special type [35] :
The fifth hidden layer is formed by single adder and m division units, where defuzzyfication of "gravity centers" type is realized in the form
And last output sixth layer is formed by maximum detector which extracts the most probable diagnosis
For training of this system we have used conventional criterion [35] :
and algorithm for synaptic weights matrix tuning in the form
where
vector, which components can take only two values 0 or 1;
,..., 
III. GROWING DEEP HYBRID SYSTEM FOR FUZZY MEDICAL DIAGNOSTICS
In medical tasks a situation when number of input and output parameters can change during processing happens often. This changing can be interpreted like growing of quantities of input and output parameters (for example a new medical parameter was measured or patient has different diagnoses that are described by same symptoms). So creating of system, which can realize this growing is an actual task.
In Fig. 3 the architecture of introduced system with growing number of inputs ( 1) n  and outputs ( 1) m  is presented.
The input vector of signals-attributes for ( 1) n  features can be presented by vector
and is fed to input layer of system, presented in Fig.3 .
The first hidden layer of system contains ( 1) The fourth hidden layer consists of nonlinear activation functions [34] : The output layer extracts the most probable diagnosis Thus in our system blocks of fuzzyfication were introduced into first system's layer, one more ALA-block into third layer, one more nonlinear activation function at fourth layer and one more division unit for defuzzyfication of «gravity centers» type. It is easy to see that all introduced blocks do not change essentially architecture of the system under consideration.
For training this system we can use criterion (2). For tuning synaptic weights at the first step we need to perform concatenation of matrix W with new weightsvector, which correspond to new diagnosis. At the next step we use an algorithm for synaptic weights matrix tuning (3) in the form:
,..., It is easy to see that we have no need to retraining the synaptic weights which have been tuned at previous situation of m diagnoses.
IV. EXPERIMENT
Three medical datasets were processed by our system: dermatology.data [37] , pima-indians-diabetes.data [36] , parkinson.data [38] . These data sets were compared with Iris Fisher dataset [39] because it is most popular and widely used dataset.
The Pima Indians diabetes dataset [36] contains 768 instances. Number of attributes is 8 plus class-diagnosis (value 1 is interpreted as tested positive for diabetes, 500 instances, 0 -tested negative for diabetes, 268 instances). All attributes are numeric-valued, information about them is presented in Table 1 . The Pima Indians diabetes dataset visualization using principal component analysis is presented in Fig.4 . It is easy to see that it contains 2 overlapped classes-diagnoses and for its processing we need to use fuzzy procedures.
The dermatology dataset [37] All attributes (excepting age and family history feature) are given a degree in the range of 0 to 3,where 0 indicates that the feature was not present, 3 indicates the largest amount possible and 1, 2 indicate the relative intermediate values. The family history feature has the value of 1 if any of these diseases has been observed in the family, and 0 otherwise. The age feature simply represents the age of the patient. Features information is presented in Table 2 . The dermatology dataset visualization using principal component analysis is presented in Fig.5 . It is easy to see that it contains 4 linearly-separated classes-diagnoses, one of which contains 3 overlapped subclasses. were processed using proposed deep hybrid system for fuzzy diagnostics for n inputs and m outputs. As a result we have used the percent of incorrect classified patterns in training and test sample. Results are presented in Table  4 . At the next step one attribute was deleted from all datasets. System was trained on n attributes, after that this attribute was returned. Classification results are shown in Table 5 . Then one class-diagnosis was deleted from all datasets. The system was trained on 1 n  attributes and m diagnoses, after that patients with deleted diagnosis were returned. The classification results are shown in Table 5 . We have to note that all results were averaged after 50 epochs.
V. CONCLUSION
The deep hybrid system of computational intelligence with architecture adaptation and its training algorithms for medical diagnostic tasks are proposed. The system approbation is confirmed on three medical datasets and has is shown the high level of results in conditions of overlapped classes-diagnoses, small datasets and changing number of features and diagnoses.
