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Abstract
We prove the existence of a Hermitian-Einstein metric on holomorphic vector bundles with a Hermitian
metric satisfying the analytic stability condition, under some assumption for the underlying Ka¨hler manifolds.
We also study the curvature decay of the Hermitian-Einstein metrics. It is useful for the study of the
classification of instantons and monopoles on the quotients of 4-dimensional Euclidean space by some types
of closed subgroups. We also explain examples of doubly periodic monopoles corresponding to some algebraic
data.
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1 Introduction
Let Y be a Ka¨hler manifold equipped with a Ka¨hler form ωY . Let (E, ∂E) be a holomorphic vector bundle on
Y . Let Ap,q(E) denote the space of C∞-sections of E ⊗ Ωp,q. Let Λ : Ap,q(E) −→ Ap−1,q−1(E) denote the
operator obtained as the adjoint of the multiplication of ωY . (See [22].)
Let h be a Hermitian metric of E. Let F (h) ∈ A1,1(End(E)) denote the curvature of the Chern connection
of E which is a unique unitary connection determined by ∂E and h. The metric h is called a Hermitian-Einstein
metric if the following condition is satisfied (see [20, 22]):
ΛF (h) =
TrΛF (h)
rankE
idE .
In other words, the trace free part of ΛF (h) is 0. According to Kobayashi [21] and Lu¨bke [27], if (Y, ωY ) is a
smooth projective manifold or more generally a compact Ka¨hler manifold, a holomorphic vector bundle with a
Hermitian-Einstein metric is poly-stable with respect to the Ka¨hler form ωY in the sense of Takemoto [46, 47].
Conversely, a stable bundle on a compact Ka¨hler manifold has a Hermitian-Einstein metric, according to the
celebrated theorem of Donaldson [8, 10, 11] and Uhlenbeck-Yau [48]. The correspondence is called Kobayashi-
Hitchin correspondence, Hitchin-Kobayashi correspondence, or Donaldson-Uhlenbeck-Yau correspondence. In
this paper, we adopt Kobayashi-Hitchin correspondence. Note that the 1-dimensional case is due to Narasimhan-
Seshadri [37]. See [18, 28] for more details on the history of this theorem.
It is natural to study such correspondences on the non-compact Ka¨hler manifolds. We mention two pioneering
works. One is due to Mehta-Seshadri [29] on the generalization of the theorem of Narasimhan-Seshadri to the
context of punctured Riemann surfaces. Namely, they established an equivalence between irreducible unitary
flat bundles and stable parabolic bundles on punctured Riemann surface. It is one of the origins of the study
of parabolic bundles, and also an important prototype of various correspondences for vector bundles with a
good metric on quasi-projective manifolds. The other is due to Donaldson [9] on the correspondence between
instantons on R4 and holomorphic bundles on P2 with trivialization at infinity. It allows us to study instantons
on R4 by using the method of algebraic geometry, which has been quite fruitful.
However, it is Simpson who developed the differential geometric analysis for Hermitian-Einstein metrics on
non-compact Ka¨hler manifolds. His fundamental work [43] has rich contents. Among them, he generalized
the Kobayashi-Hitchin correspondence to several directions. He introduced the concept of Hermitian-Einstein
metrics for Higgs bundles. Under some assumption for the base Ka¨hler manifold which are not necessarily
compact [43, §2], he introduced the analytic stability condition for Higgs bundles (E, ∂E , θ) equipped with a
Hermitian metric h0. Then, he established the following theorem.
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Theorem 1.1 (Simpson [43, Theorem 1]) Suppose that the Ka¨hler manifold (Y, ωY ) satisfies the assump-
tions in [43, §2]. If (E, ∂E , θ, h0) is analytically stable, then (E, ∂E , θ) has a Hermitian-Einstein metric h such
that (i) h and h0 are mutually bounded, (ii) det(h) = det(h0), (iii) (∂ + θ)(hh
−1
0 ) is L
2.
In particular, for Higgs bundles on compact Ka¨hler manifolds, the polystability condition is equivalent to the
existence of a Hermitian-Einstein metric. He also studied the L2-property of the curvature of the Hermitian-
Einstein metrics.
He applied Theorem 1.1 to the study of Higgs bundles on punctured Riemann surfaces [44]. Let C be
a compact Riemann surface, and let D ⊂ C be a finite subset. He established the equivalence between tame
harmonic bundles and polystable regular filtered Higgs bundles of degree 0 on (C,D), as a kind of generalization
of the theorem of Mehta-Seshadri. (See [44] for the terminologies. See also the introduction of [35] for a summary
of Simpson’s correspondence for tame harmonic bundles.) It follows from the following two equivalences.
(a) Equivalence between polystable regular filtered Higgs bundles of degree 0 on (C,D), and analytically stable
Higgs bundles of degree 0 on C \ D. Here, we use a Ka¨hler metric of C \ D, which has orbifold-like
singularity at each point of D.
(b) Equivalence between tame harmonic bundles on C \D, and analytically stable Higgs bundles of degree 0
on C \D.
The equivalence (a) follows from the careful analysis on the local property of tame harmonic bundles around
the singularity, which was done in [43, 44]. The equivalence (b) is a direct consequence of Theorem 1.1. It
is a general guideline to obtain an equivalence between nice objects in algebraic geometry (polystable regular
filtered Higgs bundles) and nice objects in differential geometry (tame harmonic bundles) from the studies of
singularity of differential geometric objects and the Kobayashi-Hitchin correspondence for analytically stable
objects.
The method and the result of Simpson have been quite useful in the study of the Kobayashi-Hitchin corre-
spondences for tame and wild harmonic bundles on projective manifolds. Wild harmonic bundles on punctured
Riemann surfaces were studied by Biquard-Boalch [3] and Sabbah [42]. The higher dimensional generalization
has been studied by Biquard [2], Li-Narasimhan [25], Li [24], Steer-Wren [45] and the author [30, 32, 33].
As mentioned, in Theorem 1.1, the base Ka¨hler manifold should satisfy the conditions in [43, §2]. In
particular, the volume should be finite. In the study of tame and wild harmonic bundles on projective manifolds,
it is not so restrictive. Indeed, because the condition for pluri-harmonic metrics depends only on the complex
structure of the base space, the role of Ka¨hler metrics is rather auxiliary, and we may choose an appropriate
Ka¨hler metric satisfying the conditions.
However, the condition for Hermitian-Einstein metrics depend on the Ka¨hler metrics. There are many
natural non-compact Ka¨hler manifolds such that we cannot directly apply the theorem of Simpson to the
construction of Hermitian-Einstein metrics for vector bundles on the spaces. For example, we may mention the
quotient space C2/Γ, where Γ ≃ Za (a < 4) because the volume of such a space is infinite.
There are many interesting studies of the Hermitian-Einstein metrics on vector bundles over Ka¨hler manifolds
with infinite volume. For example, see [4, 34, 36, 38, 39] and a more recent work [7]. We have already mentioned
the pioneering work of Donaldson [9]. See also [15, 16, 40]1. We may also mention the construction of monopoles
on R3 in [19] as a related work. However, the author does not find any systematic study on the relation between
the existence of a Hermitian-Einstein metric and the analytic stability condition on Ka¨hler manifolds with infinite
volume, that is our issue in this paper.
We introduce a condition for Ka¨hler manifolds (Assumption 2.1) which is weaker than the conditions in [43,
§2]. In particular, the volume can be infinite. The analytic stability condition is defined in a natural way for
holomorphic vector bundles with a Hermitian metric on such spaces. (See Definition 2.2.) Then, we shall prove
the following theorem for the existence of a Hermitian-Einstein metric on analytically stable holomorphic vector
bundles.
Theorem 1.2 (Theorem 2.5) Suppose that (Y, gY ) is a Ka¨hler manifold satisfying Assumption 2.1. Let
(E, ∂E) be a holomorphic vector bundle on Y with a Hermitian metric h0 satisfying the analytic stability con-
dition. Then, (E, ∂E) has a Hermitian-Einstein metric h such that (i) det(h) = det(h0), (ii) h and h0 are
mutually bounded, (iii) ∂E(hh
−1
0 ) is L
2.
1These references were informed by one of the reviewers.
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We shall also study the curvature decay (Propositions 2.7–2.9), and the uniqueness of such metrics (Proposition
2.12). The Higgs case will be studied elsewhere.
As in the case of [29, 44], when we are given a natural compactification Y of a non-compact Ka¨hler manifold
Y , it is interesting to obtain an equivalence between holomorphic vector bundles with a Hermitian-Einstein
metric on Y and parabolic vector bundles on (Y ,H∞) satisfying a kind of stability condition, whereH∞ := Y \Y .
Ideally, it should be established as a consequence of two equivalences like (a) and (b) above. We expect that
Theorem 1.2 will be useful to study an analogue of (b).
Because R×T 3 and R2×T 2 satisfy Assumption 2.1 for the underlying Ka¨hler manifolds as explained in §3,
where T j denotes a j-dimensional real torus, Theorem 1.2 is useful in the study of instantons and monopoles on
C2/Γ for some types of Γ. Indeed, the author has already applied it to the study of monopoles with Dirac type
singularity on S1×R2 in [35]. We shall also explain a way to construct examples of doubly periodic monopoles
from some algebraic data in §3.3.3.
For the proof of Theorem 1.2, instead of the method of the heat equation, we apply the deep result of
Donaldson on the Dirichlet problem for Hermitian-Einstein metrics [12]. Suppose that (E, ∂E , h0) is analytically
stable. For simplicity, let us consider the case TrF (h0) = 0. We take a sequence of closed submanifolds with
boundary Yi ⊂ Y (i = 1, 2, . . .) such that
⋃
Yi = Y . According to [12], there exists a unique Hermitian-Einstein
metric hi of E|Yi satisfying ΛF (hi) = 0 and hi|∂Yi = h0|∂Yi . Note that we have det(hi) = det(h0|Yi). It is
natural to ask the convergence of a subsequence of {hi} on any compact subset, which should have the desired
property. In [38], Ni gave a useful argument to obtain the convergence from a boundedness of the sequence {hi}
by using the idea of an effective C1-estimate due to Donaldson [12]. (See also Remark 2.37.) Hence, our issue is
to obtain a C0-bound from the analytic stability condition. We consider the Donaldson functional M(h(1), h(2))
on each Yi. It turns out that the inequalityM(h0|Yi , hi) ≤ 0 holds. It allows us to deduce the desired C0-bound
(Proposition 2.32), for which we essentially apply the argument of Simpson in the proof of [43, Proposition 5.3]
by adjusting to Assumption 2.1.
We should remark that the analysis in the infinite volume case is not always more difficult than the analysis
in the finite volume case. For example, L2-instantons on C2 with the standard Euclidean metric is equivalent
to instantons on the compact space S4, as was used in [9].
We should also remark that the analytic stability condition does not seem essential in some cases. It has
been known that the solvability of the Poisson equation on Y is useful for the construction of Hermitian-Einstein
metrics of holomorphic vector bundles (E, ∂E) on Y . The idea has been efficiently used in [1, 19, 36, 38, 39].
In those cases, a Hermitian-Einstein metric h on (E, ∂E) is obtained if (E, ∂E) has a Hermitian metric h0 such
that ΛF (h0) satisfies a decay condition, even if we do not assume (E, ∂E , h0) is analytically stable. Hence, the
efficiency of the analytic stability condition depends on the geometric property of (Y, ωY ) around infinity.
Let us mention some examples. In the case of C2/Z, the volume of balls radius r rapidly grows as r → ∞,
and the Green function decays rapidly enough around infinity. Therefore, it is naturally expected to construct a
Hermitian-Einstein metrics for holomorphic bundles on C2/Z (or more generally ALF-spaces) by assuming only
the existence of a metric h0 satisfying only the curvature decay condition, not the analytic stability condition.
But, for the construction of monopoles on R3/Z and R3/Z2, instantons on C2/Z2 and C2/Z3, or more generally
instantons on ALG-spaces and ALH-spaces, it seems significant to study the analytic stability condition. Note
that instantons on C2/Z2 and C2/Z3 have already been studied [4, 7, 34]. However, even if a detailed proof
is explained, they seem to depend on the specific global property of Y and the compactification, and some
additional assumptions on the bundles. For example, the author [34] studied such an issue in the case C2/Z2,
but with an indirect method using the Nahm transform and the Kobayashi-Hitchin correspondence for wild
harmonic bundles on an elliptic curve. It looks significant to the author to give detailed arguments on the basis
of the study of analytic stable bundles.
Remark 1.3 In the proof of [4, Theorem 0.12, Proposition 5.12], a generalization of the theorem of Simpson
[43, Theorem 1] is mentioned on the basis of [2]. (See Remark 3.7 below.) It is not clear how it is related with
our result in this paper. Anyway, the author thinks it useful to give a general statement with a proof for further
studies on similar issues. (See [35], for example.)
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2 Kobayashi-Hitchin correspondence for analytically stable bundles
2.1 Assumption on the base space
Let G be a compact Lie group. Let (X, gX) be an n-dimensional connected Ka¨hler manifold. Suppose that
(X, gX) is equipped with a left G-action κ in the following sense.
• κ : G×X −→ X is a C∞-map satisfying κ(a, κ(b, x)) = κ(ab, x) and κ(1, x) = x. Set κ(a, x) := κa(x).
• κa : X −→ X is holomorphic for each a ∈ G.
• κ∗agX = gX .
Let ωX denote the Ka¨hler form, and let dvolX denote the volume form associated to gX . We shall often
denote
∫
X f dvolX by
∫
X f . We set ∆X := −
√−1Λ∂X∂X . Note that it is 1/2-multiple of the Laplacian
associated to the Riemannian metric.
Assumption 2.1 There exist a G-invariant function ϕX : X −→]0,∞[ with
∫
X
ϕX < ∞, and a function
CX : R>0 −→ R>0 (i = 1, 2) satisfying the following condition.
• Let f : X −→ [0,∞[ be a bounded function such that ∆Xf ≤ BϕX for a positive number B as a
distribution. Then, the following holds:
sup
P∈X
f(P ) ≤ CX(B)
(
1 +
∫
X
fϕX
)
Moreover, if a bounded function f satisfies the stronger condition ∆Xf ≤ 0 on X, ∆Xf = 0 holds.
See §3 for examples satisfying the assumption.
2.2 Analytic stability condition for G-equivariant bundles
Let (E, ∂E) be a holomorphic vector bundle on X with a Hermitian metric h0. It is assumed to be G-equivariant
in the following sense.
• We are given a C∞-isomorphism Θ : κ−1(E) ≃ p−12 (E), here p2 is the projection G ×X −→ X . Let Θa
denote the restriction of Θ to {a} ×X .
• Θa1·a2 = Θa2 ◦ κ−1a2 (Θa1) holds for any a1, a2 ∈ G.
• Θa induces a holomorphic isomorphism κ−1a (E, ∂E) ≃ (E, ∂E) and an isometry κ−1a (E, h0) ≃ (E, h0) for
any a ∈ G.
Let F (h0) denote the curvature of the Chern connection of (E, ∂E , h0). We assume the following.
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• We have B > 0 such that ∣∣ΛF (h0)∣∣h0 ≤ BϕX .
As in [43], we set
deg(E, h0) :=
√−1
∫
X
Tr
(
ΛF (h0)
)
.
Let V be any OX -submodule of E which is saturated, i.e., E/V is torsion-free. There exists a closed complex
analytic subset Z(V ) ⊂ X such that (i) dimZ(V ) ≤ dimX − 2, (ii) V|X\Z(V ) is a locally free O-module. We
obtain the induced metric h0,V of V|X\Z(V ). We set
deg(V, h0) :=
√−1
∫
X\Z(V )
Tr
(
ΛF (h0,V )
)
.
The integral is well defined in R ∪ {−∞} by the Chern-Weil formula:
deg(V, h0) =
√−1
∫
X\Z(V )
Tr
(
πV ΛF (h0)
)− ∫
X\Z(V )
∣∣∂EπV ∣∣2h0,gX .
Here, πV denote the orthogonal projection of E|X\Z(V ) to V|X\Z(V ), and | · |h0,gX denote the norm induced by
h0 and gX .
An OX -submodule V of E is called G-equivariant if Θa(κ∗aV ) = V for any a ∈ G.
Definition 2.2 (E, ∂E , h0) is called analytically stable with respect to the G-action if
deg(V, h0)
rankV
<
deg(E, h0)
rankE
holds for any saturated G-equivariant OX-submodule V of E such that 0 < rankV < rankE. We say that
(E, ∂E , h0) is analytically semistable with respect to the G-action if
deg(V, h0)
rankV
≤ deg(E, h0)
rankE
holds for any saturated G-equivariant OX -submodule V of E. We say that (E, ∂E , h0) is analytically polystable
if it is analytically semistable with respect to the G-action, and G-equivariantly isomorphic to the direct sum⊕
(Ei, ∂Ei , h0,i), where each (Ei, ∂Ei , h0,i) is analytically stable with respect to the G-action.
2.3 Hermitian-Einstein metrics
Let (E, ∂E) be a G-equivariant holomorphic vector bundle on X with a G-invariant Hermitian metric h. Let
F (h)⊥ denote the trace free part of F (h). We say that h is a Hermitian-Einstein metric if ΛF (h)⊥ = 0, i.e.,
ΛF (h) = TrΛ
(
F (h)
)
idE / rankE.
Lemma 2.3 Suppose that h is a Hermitian-Einstein metric of (E, ∂E), and that |TrΛF (h)| < BϕX for some
B > 0. Then, (E, ∂E , h) is analytically polystable with respect to the G-action.
Proof Let V be any saturated G-equivariant OX -submodule of E such that 0 < rankV < rankE. By the
Chern-Weil formula, the following holds:
deg(V, h) =
rankV
rankE
deg(E, h)−
∫
X\Z(V )
∣∣∂EπV ∣∣2h0,gX ≤ rankVrankE deg(E, h).
If the equality holds, we obtain ∂πV = 0 on X \ Z(V ), i.e., πV is holomorphic. By the Hartogs theorem, there
exists the holomorphic endomorphism π˜V of E such that π˜V |X\Z(V ) = πV . Because πV is holomorphic and
an orthogonal projection, it satisfies ∂E,hπV = 0. By the continuity, π˜V is also an orthogonal projection and
satisfies ∂E π˜V = 0 and ∂E,hπ˜V = 0. Let V
⊥ denote the orthogonal complement of V in E with respect to h.
It is also a G-equivariant holomorphic subbundle. Let hV and hV ⊥ denote the induced Hermitian metrics of
V and V ⊥, respectively. We can easily observe that hV and hV ⊥ are G-invariant Hermitian-Einstein metrics.
Then, we obtain the claim of the lemma by an easy induction on the rank of the bundle.
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Proposition 2.4 Let h1 and h2 be G-equivariant Hermitian-Einstein metrics of (E, ∂E) satisfying the follow-
ing.
• h1 and h2 are mutually bounded.
• ΛF (h1) = ΛF (h2).
Then, there exists a G-invariant holomorphic decomposition E =
⊕m
i=1Ei and a tuple (c1, . . . , cm) ∈ Rm>0 such
that the following holds:
• The decomposition E =⊕mi=1Ei is orthogonal with respect to both hi (i = 1, 2).
• h1|Ei = ci · h2|Ei.
Proof Let b be the automorphism of E determined by h1 = h2b, which is G-invariant. According to [43,
Lemma 3.1], the following holds:
∆X Tr(b) = −
∣∣∂E(b)b−1/2∣∣2h2,gX ≤ 0.
By Assumption 2.1, we obtain that ∆X Tr(b) = 0. Hence, we obtain
∣∣∂E(b)b−1/2∣∣h2,gX = 0. It implies that
∂E(b) = 0. Because b is self-adjoint with respect to hi (i = 1, 2), we also obtain ∂E,hi(b) = 0, i.e., b is flat
with respect to the Chern connections of (E, ∂E , hi). In particular, the eigenvalues of b are constant. Let
E =
⊕m
i=1Ei denote the eigen decomposition of b. It satisfies the condition desired in the lemma.
2.4 Statements
2.4.1 Existence of Hermitian-Einstein metrics and the analytic stability condition
Let (E, ∂E) be a G-equivariant holomorphic vector bundle on X . Let h0 be a G-invariant Hermitian metric of
E such that |ΛF (h0)|h0 ≤ BϕX for B > 0. We shall prove the following theorem in §2.7–2.8.
Theorem 2.5 If (E, ∂E , h0) is analytically stable with respect to the G-action, there exists a G-invariant
Hermitian-Einstein metric h of (E, ∂E) satisfying the following conditions.
• det(h) = det(h0), where det(h) and det(h0) denote the Hermitian metrics on the determinant line bundle
det(E) induced by h and h0, respectively.
• Let b be the automorphism of E determined by h = h0b. Then, |b|h0 and |b−1|h0 are bounded, and∫
X
|∂b|2h0,gX <∞.
2.4.2 Complement on curvature decay
Let Y be a G-invariant closed end of X satisfying the following conditions. We study the behaviour of the
Hermitian-Einstein metric in Theorem 2.5 on Y .
Condition 2.6
• The curvature of gX|Y is bounded.
• There exist r0 > 0 and a compact subset Y0 ⊂ Y such that the injective radius of any point P ∈ Y \ Y0 in
Y is larger than r0.
Let (E, ∂E , h0) and h be as in Theorem 2.5. We shall prove the following proposition in §2.9.
Proposition 2.7 Assume Condition 2.6 on (Y, gX|Y ). Moreover, we assume the following additional condition
on (E, ∂E , h0)|Y .
• For any ǫ > 0, there exists a compact subset K(ǫ) of Y such that
|F (h0)⊥|h0,gX ≤ ǫ,
∣∣∂EΛF (h0)⊥∣∣h0,gX ≤ ǫ
on Y \K(ǫ). Note that it also implies ∣∣∂E,h0ΛF (h0)⊥∣∣h0,gX ≤ ǫ on Y \K(ǫ)
6
Then, for any ǫ > 0, there exists a compact subset K(ǫ) ⊂ Y such that |F (h)⊥|h,gX ≤ ǫ on Y \K(ǫ).
The following proposition is similar and proved in §2.9.
Proposition 2.8 Assume Condition 2.6 on (Y, gX|Y ). Moreover, we assume the following additional condition
on (E, ∂E , h0)|Y .
• |F (h0)⊥|h0,gX and
∣∣∂EΛF (h0)⊥∣∣h0,gX are bounded on Y . Note that it also implies the boundedness of∣∣∂E,h0ΛF (h0)⊥∣∣h0,gX on Y .
Then, |F (h)⊥|h,gX is bounded on Y .
2.4.3 Complement on the L2-property of the curvature
We give some sufficient conditions for the Hermitian-Einstein metric in Theorem 2.5 to be L2. We shall prove
the following proposition in §2.10.
Proposition 2.9 Let (E, ∂E , h0) be as in Theorem 2.5. We assume
∫
X
∣∣F (h0)⊥∣∣2h0,gX < ∞. Moreover, we
assume that there exists a G-invariant exhaustion function ̺ on X satisfying the following conditions.
• ∂∂̺ is bounded.
• limt→∞ 1t
∫
{̺≤t}
∣∣F (h0)⊥ · ∂∂̺∣∣h0,gX = 0.
• limt→∞ 1t
(∫
{̺≤t}
∣∣F (h0)⊥ · ∂̺∣∣2h0,gX
)1/2
= 0.
Let h be the G-invariant Hermitian-Einstein metric of (E, ∂E) as in Theorem 2.5. Then, the following holds:∫
X
Tr
(
(F (h)⊥)2
) · ωn−2X =
∫
X
Tr
(
(F (h0)
⊥)2
) · ωn−2X . (1)
In particular, F (h)⊥ is L2.
Corollary 2.10 Suppose that there exists a G-invariant exhaustion function ̺ on X such that (i) ∂∂̺ is L2
and bounded, (ii) ∂̺ is bounded. Let (E, ∂E) be a holomorphic vector bundle on X with a Hermitian metric
h0 such that (a) |ΛF (h0)|h0 ≤ BϕX for some B > 0, (b) TrF (h0) = 0, (c) F (h0) is L2. If (E, ∂E , h0) is
analytically stable with respect to the G-action, then there exists a G-invariant Hermitian metric h of E such
that (i) h and h0 are mutually bounded, (ii) det(h) = det(h0), (iii) ΛF (h) = 0, (iv) F (h) and ∂E(hh
−1
0 ) are
L2. Moreover, the equality (1) holds.
Proof Let h be the G-invariant Hermitian-Einstein metric for (E, ∂E) in Theorem 2.5. Because TrF (h0)
and det(h) = det(h0), we obtain TrF (h) = 0. In particular, ΛF (h) = 0 holds. Because the assumptions in
Proposition 2.9 are satisfied for (E, ∂E , h0) with ̺, we obtain that F (h) is L
2.
Remark 2.11 Proposition 2.9 and Corollary 2.10 are variants of [43, Proposition 3.5, Lemma 7.4].
2.4.4 Uniqueness
Let us give a sufficient condition for the uniqueness of metrics with the properties in Theorem 2.5. We shall
prove the following proposition in §2.11.
Proposition 2.12 Suppose that there exists an exhaustion function ̺1 : X −→ R>0 such that ∂ log ̺1 is L2
on X. Let (E, ∂E , h0) be an analytically stable bundle on X with respect to the G-action as in §2.4.1. Suppose
that hi (i = 1, 2) are G-invariant Hermitian-Einstein metrics such that (i) det(hi) = det(h0), (ii) hi and h0 are
mutually bounded. Then, h1 = h2 holds.
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Let us mention why the uniqueness of Hermitian-Einstein metrics does not follow immediately from Propo-
sition 2.4. It is not clear to the author whether the analytic stability of (E, ∂E , h0) implies the analytic stability
of (E, ∂E , h) without any additional condition, where h is a Hermitian-Einstein metric as in Theorem 2.5. This
issue does not appear in the case where X is compact. Namely, if X is compact, the analytic stability condition
of (E, ∂E , h0) is equivalent to the stability condition of (E, ∂E), and the latter is equivalent to the analytic sta-
bility condition of (E, ∂E , h). As a result, the uniqueness of Hermitian-Einstein metrics is an easy consequence
of Proposition 2.4 in the compact case. However, in the non-compact case, we need an additional work to prove
the analytic stability of (E, ∂E , h) from the analytic stability of (E, ∂E , h0).
Remark 2.13 It would be instructive to state explicitly that a Hermitian-Einstein metric in [43, Theorem 1]
is unique without any additional assumption. Indeed, suppose that there exist Hermitian-Einstein metrics hi
(i = 1, 2) under the assumption in [43], such that (i) hi are mutually bounded with h0, (ii) det(hi) = det(h0). By
an argument in Proposition 2.4, we obtain the holomorphic decomposition (E, ∂E) =
⊕m
i=1(Ei, ∂Ei), which are
orthogonal with respect to both hi (i = 1, 2). For a = (a1, . . . , am) ∈ Rm>0 with
∏
arankEii = 1, we consider the
automorphism Fa =
⊕m
i=1 ai idEi of E. Let sa be determined by F
∗
a
h1 = h0e
sa . According to [43, Proposition
5.3], there exist positive constants Ci (i = 1, 2) such that supX |sa|h0 ≤ C1+C2M(h0, F ∗ah1). Here, M(h0, F ∗ah1)
denotes the Donaldson functional in [43, §5]. By [43, Proposition 5.1], M(h0, F ∗ah1) =M(h0, h1)+M(h1, F ∗ah1)
holds. Because F ∗
a
h1 are Hermitian-Einstein with det(F
∗
a
h1) = det(h1), ∂E(F
∗
a
(h1)h
−1
1 ) = 0 holds as observed in
the proof of Proposition 2.4. Hence, we obtain M(h1, F
∗
a
h1) = 0 by the definition of Donaldson functional in [43,
§5]. We obtain supX |sa|h0 ≤ C1+C2M(h0, h1) for any a. If m ≥ 2, there exists a sequence ai = (ai,1, . . . , ai,m)
such that ai,1 →∞, which implies supX |sai |h0 →∞. Hence, we obtain m = 1.
2.5 Review of the Dirichlet Problem for Hermitian-Einstein metrics
Let (Z, gZ) be a connected compact Ka¨hler manifold with a non-empty smooth boundary ∂Z equipped with an
action of a compact Lie group G. For simplicity, we assume that Z is embedded to a Ka¨hler manifold (Z ′, gZ′)
equipped with a G-action such that Z \ ∂Z is a G-invariant open subset of Z ′.
Let (E′, ∂E′) be a G-equivariant holomorphic vector bundle on a neighbourhood of Z. Let (E, ∂E) be the
restriction of (E′, ∂E′) to Z. We say that a Hermitian metric h of E is C∞ if for each k ∈ Z>0 there exists
a Ck-metric h′k of E
′ such that h′k|Z = h
′. A section s of E is called C∞ if for each k ∈ Z>0 there exists
a Ck-section s′k of E
′ such that s′k|Z = s. In the following, Hermitian metrics and sections are C
∞ unless
otherwise specified.
Let us recall an important theorem of Donaldson.
Proposition 2.14 (Donaldson [12]) Let hE,∂Z be a G-invariant C
∞-Hermitian metric of E|∂Z . Then, there
exists a unique G-invariant C∞-Hermitian metric hE of E satisfying the following condition.
• ΛF (hE) = 0.
• hE|∂Z = hE,∂Z .
Note that the G-invariance of hE follows from the uniqueness.
Let h0 be any G-equivariant C
∞-Hermitian metric of (E, ∂E).
Corollary 2.15 There exits the G-invariant Hermitian-Einstein metric hE of E such that (i) det(hE) =
det(h0) on Z, (ii) hE|∂Z = h0|∂Z .
Proof There exists the G-invariant Hermitian-Einstein metric h1 of E such that (i) ΛF (h1) = 0, (ii) h1|∂Z =
h0|∂Z . We obtain the R-valued function a determined by det(h0) = det(h1) · e−a. Set hE := h1e−a/ rankE . By
the construction, we obtain det(hE) = det(h1e
−a/ rankE) = det(h1)e−a = det(h0). Because h1|∂Z = h0|∂Z , we
obtain a|∂Z = 0, which implies hE|∂Z = h0|∂Z . Moreover, we obtain F (hE) = F (h1) − (∂∂a)(rankE)−1 idE ,
and hence F (hE)
⊥ = F (h1)⊥. It implies the Hermitian-Einstein condition ΛF (hE)⊥ = 0 for hE . Hence, hE
satisfies the desired conditions.
8
2.5.1 Non-increasing property of the Donaldson functional along the heat equation
Let us recall the construction of the Donaldson functional in this context by following [43].
Preliminary Let U be any finite dimensional complex vector space with a Hermitian metric hU . Let b be an
endomorphism of U which is self-adjoint with respect to hU . Let e1, . . . , er be an orthonormal base of U such
that b(ei) = λiei. Let e
∨
1 , . . . , e
∨
r denote the dual base of U
∨. For any function f : R −→ R, let f(b) denote the
endomorphism of U determined by f(b)(ei) = f(λi)ei. It is self-adjoint with respect to hU . For any function
Φ : R×R −→ R, let Φ(b) denote the endomorphism of End(U) determined as Φ(b)(e∨i ⊗ ej) := Φ(λi, λj)e∨i ⊗ ej .
The endomorphism Φ(b) is self-adjoint with respect to the induced metric on End(U). If f (resp. Φ) is positive
valued, then f(b) (resp. Φ(b)) is positive definite.
Let E be a vector bundle on Z with a C∞-Hermitian metric h0. Let b be a C∞-section of End(E) which
is self-adjoint with respect to h0. For any C
∞-function f : R −→ R, we obtain a C∞-section f(b) of End(E)
which is self-adjoint with respect to h0. For any C
∞-function Φ : R×R −→ R, we obtain a C∞-endomorphism
Φ(b) of End(E), which is self-adjoint with respect to h0.
Donaldson functional Let (E, ∂E) be a holomorphic vector bundle on Z as above. Let h0 be a C
∞-Hermitian
metric of E. Let P denote the space of C∞-Hermitian metrics of E such that h|∂Z = h0|∂Z .
We take h1, h2 ∈ P . Let s be the endomorphism of E which is self-adjoint with respect to hi (i = 1, 2)
determined by the condition h2 = h1e
s. By the construction, s|∂Z = 0 holds. We set
Ψ(λ1, λ2) :=
eλ2−λ1 − (λ2 − λ1)− 1
(λ2 − λ1)2 .
Let h˜1 be the metric on End(E)⊗Ωp,q induced by h1 and gZ . (In the case p = q = 0, we use the notation h1.)
Then, we put
M(h1, h2) :=
√−1
∫
Z
Tr(sΛF (h1)) +
∫
Z
h˜1
(
Ψ(s)(∂Es), ∂Es
)
. (2)
Proposition 2.16 For any hi ∈ P (i = 1, 2, 3), M(h1, h3) =M(h1, h2) +M(h2, h3) holds.
Proof We just apply the argument of Donaldson [10, 11] and Simpson [43] under the Dirichlet condition. We
give only an outline.
We take a sufficiently large p > 0. Let P denote the space of Lp2-Hermitian metrics h of E such that
h|∂Z = h0|∂Z . It is naturally a Banach manifold. (See [17] for Sobolev spaces on manifolds with boundary.) For
each h ∈ P , the tangent space of P at h is naturally identified with the space Sh of Lp2-sections a of End(E)
which are self-adjoint with respect to h such that a|∂Z = 0. Let Uh := {a ∈ Sh | sup |a|h ≤ 1/2}. We define the
map Υh : Uh −→ P by Υh(b) = h · (id+b), which induces an isomorphism of Uh and a neighbourhood of h in
P.
For each h ∈ P, we define the linear map Φh : Sh −→ R by
Φh(b) =
√−1
∫
Z
Tr
(
bΛF (h)
)
.
Thus, we obtain a differential 1-form Φ on P.
Lemma 2.17 Φ is a closed 1-form.
Proof It is enough to prove (dΦ)h1 = 0 at each h1 ∈ P . We take u, v ∈ Sh1 . They naturally gives a vector
field on the linear space Sh1 . By Υh1 , they induce vector fields on Υh1(Uh1), which are denoted by u and v. We
have [u, v] = 0. For b ∈ Uh1 , we obtain uh1·(id+b) = (id+b)−1u ∈ Sh1·(id+b). The following holds:
Φh1(id+ǫv)(uh1(id+ǫv)) =
√−1
∫
Z
ΛTr
(
(id+ǫv)−1uF (h1(id+ǫv))
)
.
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Hence, we obtain
Φh1(id+ǫv)(uh1(id+ǫv))− Φh1(uh1) = ǫ
√−1
∫
Z
ΛTr
(
(−vu)F (h1) + u∂∂h1v +O(ǫ)
)
.
We obtain the following:(
vΦh(uh)
)
h=h1
−
(
uΦh(vh)
)
h=h1
=
√−1
∫
Z
ΛTr
(
(−vu+ uv)F (h1) + u∂∂h1v − v∂∂h1u
)
. (3)
Because u|∂Z = v|∂Z = 0, we obtain the following by the Stokes formula:∫
Z
ΛTr
(
v∂∂h1u
)
= −
∫
Z
ΛTr(∂v∂h1u) =
∫
Z
ΛTr(∂h1u∂v) = −
∫
Z
ΛTr(u∂h1∂v) (4)
Note the relation (∂∂h1 + ∂h1∂)v = [F (h1), v]. Hence, we obtain∫
Z
ΛTr
(
u∂∂h1v − v∂∂h1u
)
=
∫
Z
ΛTr
(
u∂∂h1v + u∂h1∂v
)
=
∫
Z
ΛTr
(
u[F (h1)v]
)
=
∫
Z
ΛTr
(
vuF (h1)− uvF (h1)
)
. (5)
Hence, the right hand side of (3) is 0. Thus, we obtain the claim of the lemma.
For h1, h2 ∈ P, we take a path γ from h1 to h2 in P, and we set MD(h1, h2) :=
∫
γ Φ. We clearly have
MD(h1, h3) =M
D(h1, h2) +M
D(h2, h3) for hi ∈ P (i = 1, 2, 3). For s ∈ Sh1 , we obtain the following:
d2
dt2
MD(h1, h1e
ts)|t=t0 =
d
dt1
( d
dt
MD(h1, h1e
(t1+t)s)|t=0
)
|t1=t0
=
d
dt1
( d
dt
MD(h1e
t1s, h1e
(t1+t)s)|t=0
)
|t1=t0
.
(6)
By the construction of MD, the following holds:
d
dt
MD(h1e
t1s, h1e
(t1+t)s)|t=0 =
√−1
∫
Z
Tr(sΛF (h1e
t1s)).
Because F (h1e
(t0+t)s) = F (h1e
t0s) + ∂
(
e−ts∂h1et0s(e
ts)
)
, the following holds:
d
dt1
F (h1e
t1s)|t1=t0 =
d
dt
F (h1e
(t0+t)s)|t=0 = ∂∂h1et0s(s).
Hence, we obtain
d2
dt2
MD(h1, h1e
ts)|t=t0 =
√−1
∫
Z
ΛTr(s∂∂h1et0ss). (7)
As given in the proof of [43, Proposition 5.1], we have the following:
d2
dt2
M(h1, h1e
ts)|t=t0 =
∫
Z
h˜1
(
Ψ1,t0(s)∂s, ∂s
)
. (8)
Here, Ψ1,t0(y1, y2) = e
t0(y2−y1). Hence, the right hand side of (8) is
−√−1
∫
Z
ΛTr
(
∂s∂h1et0ss
)
. (9)
Because s|∂Z = 0, we obtain the following equality for any 0 ≤ t ≤ 1, from (7), (9) and the Stokes formula:
d2
dt2
MD(h1, h1e
ts) =
d2
dt2
M(h1, h1e
ts).
We clearly have M(h1, h1e
ts)|t=0 = 0 =MD(h1, h1ets)|t=0 and
d
dt
M(h1, h1e
ts)|t=0 =
√−1
∫
Z
Tr
(
sΛF (h1)
)
=
d
dt
MD(h1, h1e
ts)|t=0.
Hence, we obtain M(h1, h1e
s) = MD(h1, h1e
s). In particular, we obtain M(h1, h3) = M(h1, h2) +M(h2, h3)
for any hi ∈ P (i = 1, 2, 3).
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2.5.2 Preliminary for C0-bound
Let us consider the heat equation associated to the Hermitian-Einstein condition:
h−1t
dht
dt
= −√−1ΛF (ht)⊥. (10)
According to Simpson [43, Corollary 6.5], there exists a unique solution ht of the heat equation satisfying
ht|{0}×Z = h0 and ht|{t}×∂Z = h0|∂Z . The following proposition is useful for our study.
Proposition 2.18 Let hE be the Hermitian-Einstein metric of (E, ∂E) such that det(hE) = det(h0) and
hE|∂Z = h0|∂Z . Then, M(h0, hE) ≤ 0 holds.
Proof Note that if we regard ht as a Hermitian metric of the pull back of E on R≥0 × Z by the projection
R≥0×Z −→ Z, then ht is C∞ on (R≥0×Z)\ ({0}×∂Z). (See [17, Part IV, §8] for the regularity outside of the
corner {0} × ∂Z, which is available in our case as remarked in the proof of [43, Corollary 6.5].) We also recall
that ht is L
p
2 for any large p around any point of {0}×∂Z, (See the construction of a short-time Lp2-solution of a
non-linear heat equation in [17, §IV-11].) It implies that ht is C0 even around any point of {0}× ∂Z, according
to the Sobolev embedding in [17, §II-15].
For t1, t2 ∈ R≥0, let bt1,t2 be the automorphism of E determined by ht2 = ht1bt1,t2 , which is self-adjoint and
positive definite with respect to both of ht1 and ht2 . Let st1,t2 be the endomorphism of E, which is self-adjoint
with respect to hti (i = 1, 2) and determined by bt1,t2 = e
st1,t2 . Let ∆Z :=
√−1Λ∂Z∂Z . By using [43, Lemma
3.1] and TrΛF (ht1) = TrΛF (ht2), we obtain the following equality:
∆Z Tr(bt1,t2) =
√−1Tr
(
(bt1,t2 − id)
(
ΛF (ht2)− ΛF (ht1)
))− ∣∣∂E(bt1,t2)b−1/2t1,t2 ∣∣2h˜t1 .
Because Tr(bt1,t2) ≥ rankE on Z, and because Tr(bt1,t2) = rankE on the boundary ∂Z, we obtain ∂ν Tr(bt1,t2) ≤
0 at ∂Z, where ∂ν denote the outward unit normal vector field of ∂Z ⊂ Z. By Green’s formula (Lemma 2.21),
we obtain ∫
Z
∆Z Tr(bt1,t2) = −
1
2
∫
∂Z
∂ν Tr(bt1,t2) ≥ 0.
Hence, we obtain ∫
Z
∣∣∂E(bt1,t2)b−1/2t1,t2 ∣∣2h˜t0 ≤
∫
Z
∣∣(bt1,t2 − id)∣∣ht1 · ∣∣(ΛF (ht2)− ΛF (ht1))∣∣ht1 . (11)
Lemma 2.19 M(h0, ht) is a continuous function of t ∈ R≥0. Moreover, on R>0, M(h0, ht) is C∞-class, and
the following equality holds:
d
dt
M(h0, ht) = −
∫
Z
∣∣ΛF (ht)⊥∣∣2ht . (12)
Proof We closely follow the argument of Simpson in [43, Lemma 7.1]. Indeed, because Z is compact, the proof
is easier. Because ht is C
∞ on R>0×Z,M(h0, ht) is C∞ for t ∈ R>0. Let us prove (12). Because of Proposition
2.16, it is enough to prove the following for any t0 > 0.
d
dt
M(ht0 , ht)|t=t0 = −
∫
Z
∣∣ΛF (ht0)⊥∣∣2ht0 .
We put Iǫ := {t ∈ R | t0−ǫ < t < t0+ǫ} for a small number ǫ > 0. Because ht is C∞ on Iǫ×Z, there exists C1 > 0
such that |st0,t|ht0 ≤ C1|t − t0| in Iǫ × Z. By the heat equation, we have limt→t0 1t−t0 st0,t = −
√−1ΛF (ht0)⊥,
and hence
lim
t→t0
√−1
t− t0
∫
Z
Tr(st0,tΛF (ht)) =
∫
Z
Tr
(
ΛF (ht0)
⊥ · ΛF (ht0)
)
= −
∫
Z
∣∣ΛF (ht0)⊥∣∣2ht0 .
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We may assume |bt0,t − id | < 1/2 for t ∈ Iǫ. There exists C2 > 0 such that |∂st0,t|h˜t0 ≤ C2|∂bt0,t|h˜t0 for t ∈ Iǫ.
Hence, there exists C3 > 0 such that h˜0(Ψ(st0,t)∂Est0,t, ∂Est0,t) ≤ C3
∣∣∂E(bt0,t)b−1/2t0,t ∣∣2h˜t0 for t ∈ Iǫ. Hence,
according to the formula (2), it is enough to prove
lim
t→t0
1
t− t0
∫
Z
∣∣∂E(bt)b−1/2t0,t ∣∣2h˜0 = 0. (13)
Because bt0,t is C
∞ around {t0} × Z, (t− t0)−1(bt0,t − id) is bounded on (Iǫ \ {t0})× Z. Therefore, we obtain
(13) by using (11). Thus, we obtain (12).
Let us prove the continuity of M(h0, ht) at t = 0. Set bt := b0,t and st := s0,t. By the continuity of ht, there
exists T0 > 0 such that |bt − id |h0 ≤ 1/2 if 0 ≤ t ≤ T0. According to [43, Lemma 6.2],
∣∣ΛF (ht)∣∣ is uniformly
bounded. At any point of Z \ ∂Z, limt→0 ΛF (ht) = ΛF (h0) holds. Hence, we obtain the following from (11):
lim
t→0
∫
Z
∣∣∂E(bt)b−1/2t ∣∣2h˜0 = 0. (14)
There exists C5 > 0 such that |∂st|h˜0 ≤ C5|∂bt|h˜0 for 0 ≤ t ≤ T0. Hence, there exists C6 > 0 such that
h˜0(Ψ(st)∂Est, ∂Est) ≤ C6
∣∣∂E(bt)b−1/2t ∣∣2h˜0 for any 0 ≤ t ≤ T0. Note that st is continuous and limt→0 st = 0.
Then, we obtain limt→0M(h0, ht) = 0 =M(h0, h0) by the formula (2).
Let us complete the proof of Proposition 2.18. By Lemma 2.19, M(h0, ht) is continuous and non-increasing.
Because ofM(h0, h0) = 0, we obtain M(h0, ht) ≤ 0 for any t. According to Donaldson [12], a subsequence {hti}
converges to hE in C
∞ as ti →∞. Hence, we obtain M(h0, hE) ≤ 0.
Remark 2.20 We shall explain a refinement of Lemma 2.19 in §2.5.3.
We recall the well known general formula called Green’s formula.
Lemma 2.21 Let ∂ν denote the outward unit normal vector field at ∂Z. Let ∆gZ denote the Laplacian asso-
ciated to the Ka¨hler metric gZ . Note that ∆gZ = 2∆Z = 2
√−1Λ∂Z∂Z . Then, the following equality holds for
any C∞-functions fi (i = 1, 2) on Z:∫
Z
f1∆gZf2 dvolZ =
∫
Z
f2∆gZf1 dvolZ −
∫
∂Z
f1∂νf2 dvol∂Z +
∫
∂Z
f2∂νf1 dvol∂Z . (15)
(For example, see [23, Problem 14-8].)
2.5.3 Appendix: Complement for the Donaldson functional along the heat flow
Let us prove that the Donaldson functional M(h0, ht) is right differentiable even at t = 0 (Proposition 2.26).
This was originally given for the proof of Proposition 2.18 although we replace it with a simpler statement
(Lemma 2.19). The argument of the proof is contained in [10, 43]. We include it for completeness. We use the
notation in the proof of Proposition 2.18.
Let us recall some basic inequalities for positive definite self-adjoint automorphisms which was introduced
by Donaldson [10] to the study of the heat flow associated to Hermitian-Einstein condition.
Lemma 2.22 Let U be a finite dimensional C-vector space with a Hermitian metric hU . Let H+(U, hU ) denote
the set of automorphisms f of U such that (i) f are self-adjoint and positive definite with respect to hU , (ii)
det(f) = 1. For any 0 < R, we set H+(U, hU , R) :=
{
f ∈ H+(U, hU , R)
∣∣ |f − id |hU ≤ R}. Then, the following
holds.
• For any f ∈ H+(U, hU ), the inequality Tr(f) ≥ dimC U holds. The equality Tr(f) = dimC U holds if and
only if f = idU .
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• For any 0 < R, there exists a positive number C(R, dimC U) depending only on R and dimC U such that
the following holds for any f ∈ H+(U, hU , R):
C(R, dimC U)
−1|f − idU |2hU ≤ Tr(f) + Tr(f−1)− 2 dimC U ≤ C(R, dimC U)|f − idU |2hU .
Proof The first claim follows from the basic inequality r−1
∑r
i=1 ai ≥
∏
a
1/r
i for any (ai) ∈ Rr>0. The second
claim follows from a+ a−1 − 2 = a−1(a− 1)2 for any a ∈ R>0.
Let us study the behaviour of |bt − id | as t→ 0 by following [10] and [43]. We set
F(bt) := Tr(bt) + Tr(b−1t )− 2 rank(E).
Because bt is continuous, Lemma 2.22 implies that there exist a constant C10 > 1 such that the following holds
for 0 ≤ t ≤ T0:
C−110 |bt − id |2h0 ≤ F(bt) ≤ C10|bt − id |2h0 .
According to [43, Proposition 6.2], there exists C11 > 0 such that sup |ΛF (ht)|h0 ≤ C11 for any 0 ≤ t ≤ T0.
Lemma 2.23 There exists C12 > 0 such that
(∂t +∆Z)F(bt) ≤ C12F(bt)1/2.
Indeed, we may put C12 = 2C10C11.
Proof We obtain the following equality for bt from the heat equation for ht (see [43, §6]):
∂tbt +
√−1 ∂∂h0bt = −
√−1btΛF (h0)⊥ +
√−1Λ∂(bt)b−1t ∂h0(bt).
Note that Tr
(
∂tbt +
√−1 ∂∂h0bt
)
= (∂t +∆Z)Tr(bt). We have the following inequality:∣∣∣Tr(btΛF (h0)⊥)∣∣∣ = ∣∣∣Tr((bt − id)ΛF (h0)⊥)∣∣∣ ≤ ∣∣(bt − id)∣∣h0 · ∣∣ΛF (h0)⊥∣∣h0 ≤ C10C11F(bt)1/2.
According to [43, Lemma 3.1], the following holds:
√−1ΛTr(∂(bt) · b−1t · ∂(bt)) = −∣∣∂(bt)b−1/2t ∣∣2h˜0 ≤ 0.
Hence, we obtain (∂t +∆Z)Tr(bt) ≤ C10C11F(bt)1/2.
Similarly, we obtain the following equality for b−1t from the heat equation for ht:
∂t(b
−1
t ) +
√−1Λ∂∂h0(b−1t ) = −
√−1ΛF (h0)⊥ · b−1t −
√−1Λ∂h0(b−1t ) · bt · ∂(b−1t ).
Note that −√−1ΛTr(∂h0(b−1t ) · bt · ∂(b−1t )) = −∣∣b1/2t ∂(b−1t )∣∣2h˜0 ≤ 0. Hence, we obtain (∂t + ∆Z)Tr(b−1t ) ≤
C10C11F(bt)1/2. Thus, we obtain the claim of Lemma 2.23.
Proposition 2.24 There exists C13 > 1 such that the following holds for any 0 ≤ t ≤ T0:
0 ≤ F(bt) ≤ C13t2.
As a result, we obtain |bt − id |h0 ≤ C10C1/213 t for any 0 ≤ t ≤ T0. Indeed, we may put C13 = C210C211.
Proof Let B0 be a constant such that F(bt) ≤ B0 for any 0 ≤ t ≤ T0. For any n ≥ 1, we put
Bn := C
2−2−n+1
12 B
2−(n−1)
0
n−1∏
j=0
(
1
2− 2−j
)2−(n−1−j)
= C2−2
−n+1
12 B
2−(n−1)
0 2
−(2−2−n+1)
n−1∏
j=0
(
1
1− 2−j−1
)2−(n−1−j)
.
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Let us prove that F(bt) ≤ Bnt2−2−(n−1) by an induction on n. It holds in the case n = 0 by our choice of B0.
Suppose F(bt) ≤ Bnt2−2−(n−1) holds. We obtain (∂t +∆Z)F(bt) ≤ C12B1/2n t1−2−n . Hence, we obtain
(∂t +∆Z)
(
F(bt)− (2 − 2−n)−1C12B1/2n t2−2
−n
)
≤ 0.
Because F(bt) = 0 on ({0} × Z) ∪
({0 ≤ t ≤ T0} × ∂Z), we have F(bt) − (2 − 2−n)C12B1/2n t2−2−n ≤ 0 on
({0} × Z) ∪ {0 ≤ t ≤ T0} × ∂Z. Hence we obtain F(bt)− (2− 2−n)C12B1/2n t2−2−n ≤ 0 on {0 ≤ t ≤ T0} × Z by
the maximum principle [17, IV-2]. It is easy to check Bn+1 = (2−2−n)C12B1/2n , and the induction can proceed.
We have the convergence limn→∞ C2−2
n+1
12 = C
2
12, limn→∞B
2−(n−1)
0 = 1 and limn→∞ 2
−(2−2−n+1) = 2−2.
The following holds:
0 ≤ log
n−1∏
j=0
(
1
1− 2−j−1
)2−(n−1−j)
= −
n−1∑
j=0
2−(n−1−j) log(1− 2−j−1) ≤ n2−n. (16)
Hence, we obtain the convergence:
lim
n→∞
log
n−1∏
j=0
(
1
1− 2−j−1
)2−(n−1−j)
= 0.
In all, we obtain F(bt) ≤ 2−2C212t2.
Remark 2.25 Note that the estimate in Proposition 2.24 follows from only the boundary condition of ht and
the estimates for the boundedness of |bt − id |h0 and |ΛF (ht)|h0 .
Proposition 2.26 M(h0, ht) is right differentiable at t = 0, and the following equality holds:
lim
t→0
1
t
M(h0, ht) = −
∫
Z
∣∣ΛF (ht)⊥∣∣2ht . (17)
Proof We closely follow the argument of Simpson in [43, Lemma 7.1]. There exists C14 > 1 such that the
following holds for any 0 ≤ t ≤ T0:
C−114 |st|2h0 ≤ F(bt) ≤ C14|st|2h0 .
Hence, |st|h0 ≤ C15t for some C15 > 0. By the heat equation, we have limt→0 1t st = −
√−1ΛF (h0)⊥. Because
ht is C
∞ on (R≥0 × Z) \ ({0} × ∂Z), we obtain limt→0 ΛF (ht) = ΛF (h0) at any point of Z \ ∂Z. Because∣∣ΛF (ht)∣∣ht is uniformly bounded on {0 ≤ t ≤ T0} × (Z \ ∂Z), we obtain
lim
t→0
√−1
t
∫
Z
Tr(stΛF (ht)) =
∫
Z
Tr
(
ΛF (h0)
⊥ · ΛF (h0)
)
= −
∫
Z
∣∣ΛF (h0)⊥∣∣2h0 .
There exists C16 > 0 such that h˜0(Ψ(st)∂Est, ∂Est) ≤ C16
∣∣∂E(bt)b−1/2t ∣∣2h˜0 for any 0 ≤ t ≤ T0. By Proposition
2.24, t−1(bt − id) is uniformly bounded on {0 ≤ t ≤ T0} × (Z \ ∂Z). By using (11), we obtain
lim
t→0
1
t
∫
Z
∣∣∂E(bt)b−1/2t ∣∣2h˜0 = 0. (18)
Then, by the formula (2), we obtain the right differentiability of M(h0, ht) at t = 0, and the formula (17).
2.6 Preliminary for C1-bound
2.6.1 Kodaira identity
Let (Y, gY ) be any Ka¨hler manifold. Let (V, ∂V ) be any holomorphic vector bundle on Y with a Hermitian
metric h. Let Ap,q(V ) denote the space of C∞-sections of V ⊗Ωp,q. Let ∂V,h+ ∂V denote the Chern connection
of V . The differential operators Ar,s(V ) −→ Ar+1,s(V ) induced by ∂V,h are also denoted by ∂V,h.
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Take a non-negative integer p. We set V˜ := V ⊗ Ωp,0Y . It is naturally a holomorphic vector bundle, and
equipped with the induced Hermitian metric h˜. (In the case p = 0, we also use the notation h.) Let ∂V˜ ,h˜ + ∂V˜
denote the Chern connection of (V˜ , ∂V˜ , h˜). The differential operators A
r,s(V˜ ) −→ Ar+1,s(V˜ ) are also denoted
by ∂V˜ ,h˜.
The wedge product induces an isomorphism Ωp,0Y ⊗Ω0,qY ≃ Ωp,qY given by ρp,0⊗ρ0,q 7−→ ρp,0∧ρ0,q. It induces
an isomorphism A0,q(V˜ ) ≃ Ap,q(V ). We identify A0,q(V˜ ) and Ap,q(V ) by the isomorphism. Note that we have
∂V˜ (ρ) = (−1)p∂V (ρ) for any ρ ∈ A0,q(V˜ ) under this identification.
For any τ ∈ Ap,1(V ) = A0,1(V˜ ), we obtain the following elements:
• The operator Λ : A1,1(V˜ ) −→ A0,0(V˜ ) and the element ∂V˜ ,h˜(τ) ∈ A1,1(V˜ ) induce Λ∂V˜ ,h˜(τ) ∈ A0,0(V˜ ).
• The operator Λ : Ap+1,1(V ) −→ Ap,0(V ) and the element ∂V,h(τ) induce Λ∂V,h(τ) ∈ Ap,0(V ).
• The operator ∂V,h : Ap−1,0(V ) −→ Ap,0(V ) and the element Λτ ∈ Ap−1,0(V ) induce ∂V,hΛτ ∈ Ap,0(V ).
Lemma 2.27 For any τ ∈ Ap,1(V ) = A0,1(V˜ ), we have the following equality in Ap,0(V ) = A0,0(V˜ ):
−√−1Λ∂V˜ ,h˜(τ) + (−1)p+1
√−1∂V,hΛτ + (−1)p
√−1Λ∂V,h(τ) = 0.
Proof It is enough to prove the equality at each point P ∈ Y . We take a holomorphic coordinate system
(z1, . . . , zn) around P such that (i) zi(P ) = 0, (ii) g =
∑
dzi dzi +O
(∑ |zi|2). For any tuple I = (i1, . . . , ir) ∈
{1, . . . , n}r, we set dzI = dzi1 ∧ · · · ∧ dzir . For any positive integer ℓ, let Sℓ denote the ℓ-th symmetric group.
For any σ ∈ Sℓ, let sign(σ) denote the signature of σ. We refer [22, §3.2] as a general reference for the following
computations.
We have the following expression of τ ∈ Ap,1(V ):
τ =
1
p!
∑
|I|=p
∑
j
τI,j¯ dzI ∧ dzj.
We set η := ∂V,hτ ∈ Ap+1,1(V ). We have the expression
η =
1
(p+ 1)!
∑
|J|=p+1
∑
j
ηJ,j¯ dzJ ∧ dzj .
We assume that τI,j¯ = sign(σ)τσ(I),j¯ (resp. ηI,j¯ = sign(σ)ησ(I),j¯) for any σ ∈ Sp (resp. σ ∈ Sp+1). We have
the relation
1
p!
∑
k
∑
|I|=p
∑
j
∇kτI,j¯ dzk ∧ dzI ∧ dzj =
1
(p+ 1)!
∑
|J|=p+1
∑
j
ηJ,j¯ dzJ ∧ dzj .
We obtain the following relation for any (a0, . . . , ap) ∈ {1, . . . , n}p+1:
p∑
i=0
∇aiτ(a0,...,ai−1,ai+1,...,ap),j¯dzai∧dza0∧· · ·∧dzai−1∧dzai+1 ∧· · ·∧dzap∧dzj = η(a0,...,ap),j¯ dza0∧· · ·∧dzap∧dzj .
Hence, we obtain the following equality for any (a1, . . . , ap) ∈ {1, . . . , n}p with ai 6= j:
η(j,a1,...,ap),j¯ = ∇jτ(a1,...,ap),j¯ +
p∑
i=1
(−1)i∇aiτ(j,a1,...,ai−1,ai+1,...,ap),j¯. (19)
We have the following expression of ∂V˜ ,h˜τ ∈ A1,1(V˜ ):
∂V˜ ,h˜τ =
1
p!
∑
k,j,I
∇k
(
τI,j¯ ⊗ dzI
)
dzk ∧ dzj .
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Then, −√−1Λ∂V˜ ,h˜τ ∈ A0,0(V˜ ) = Ap,0(V ) is expressed as follows (see [22, §3.2 (3.2.17)] for the formula of Λ):
−√−1Λ∂V˜ ,h˜τ = −
1
p!
∑
j,I
∇jτI,j¯ dzI +A0
= − 1
p!
∑
j
∑
|I|=p
j 6∈I
∇jτI,j¯dzI −
1
(p− 1)!
∑
j
∑
|K|=p−1
j 6∈K
∇jτ(j,K),j¯ dzj ∧ dzK +A0. (20)
Here, A0(0, . . . , 0) = 0. We have the following expression of Λη:
Λη =
1
p!
(−1)p+1√−1
∑
j
∑
|I|=p
j 6∈I
η(j,I),j¯dzI +A1. (21)
Here, A1 = O
(∑ |zi|2). We also have
Λτ =
1
(p− 1)! (−1)
p
√−1
∑
j
∑
|K|=p−1
j 6∈K
τ(j,K),j¯dzK +A2.
Here, A2 = O
(∑ |zi|2). Hence, we obtain
∂V,hΛτ =
1
(p− 1)! (−1)
p
√−1
∑
k
∑
j
∑
|K|=p−1
j,k 6∈K
∇kτ(j,K),j¯dzk ∧ dzK +A3
=
1
(p− 1)! (−1)
p
√−1
∑
j
∑
|K|=p−1
j 6∈K
∇jτ(j,K),j¯dzj ∧ dzK
+
1
(p− 1)! (−1)
p
√−1
∑
k
∑
j 6=k
∑
|K|=p−1
j,k 6∈K
∇kτ(j,K),j¯dzk ∧ dzK +A3. (22)
Here, A3(0, . . . , 0) = 0. By (19), (20) and (22), we obtain the following:
−√−1Λ∂V˜ ,h˜τ + (−1)p+1
√−1∂V,hΛτ =
− 1
p!
∑
j
∑
|I|=p
j 6∈I
∇jτI,j¯dzI +
1
(p− 1)!
∑
k
∑
j 6=k
∑
|K|=p−1
j,k 6∈K
∇kτ(j,K),j¯dzk ∧ dzK +A4
= − 1
p!
∑
j
∑
|I|=p
j 6∈I
η(j,I),j¯dzI +A4. (23)
Here, A4(0, . . . , 0) = 0. By (21), we obtain that −
√−1Λ∂V˜ ,h˜τ + (−1)p+1
√−1∂V,hΛτ + (−1)p
√−1Λη is 0 at P .
Thus, we obtain the claim of Lemma 2.27.
2.6.2 Hermitian-Einstein metrics and other metrics
Suppose that h is a Hermitian-Einstein metric of (V, ∂V ). Let h0 be any Hermitian metric of V such that
det(h0) = det(h). Let b1 be the automorphism of V determined by h0 = h b1. Set V˜ := V ⊗Ω1,0Y . Let h˜ denote
the Hermitian metric of V˜ induced by h and gY .
Lemma 2.28 We have the following equality:
−√−1Λ∂V˜ ,h˜∂V˜ (b−11 ∂V,hb1) =
√−1∂V,h0ΛF (h0)⊥ −
√−1[b−11 ∂V,hb1,ΛF (h0)⊥]+√−1Λ[b−11 ∂V,hb1, F (h0)⊥].
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Proof By applying Lemma 2.27 to ∂V˜ (b
−1
1 ∂V,hb1) = −∂V (b−11 ∂V,hb1), we obtain the following equality:
−√−1Λ∂V˜ ,h˜∂V˜ (b−11 ∂V,hb1) =
√−1∂V,hΛ
(
∂V (b
−1
1 ∂V,hb1)
)−√−1Λ∂V,h∂V (b−11 ∂V,hb1).
Because h0 = hb1, we have ∂V,h0 = ∂V,h + b
−1
1 ∂V,hb1 and F (h0) − F (h) = ∂V (b−11 ∂V,hb1). By the Hermitian-
Einstein condition ΛF (h)⊥ = 0, and by det(h) = det(h0), we obtain Λ
(
F (h0)− F (h)
)
= ΛF (h0)
⊥, and hence
√−1∂V,hΛ
(
∂V (b
−1
1 ∂V,hb1)
)
=
√−1(∂V,h0 − b−11 ∂V,hb1)ΛF (h0)⊥
=
√−1∂V,h0ΛF (h0)⊥ −
√−1[b−11 ∂V,hb1,ΛF (h0)⊥]. (24)
By the Bianchi identity, we have ∂V,h0F (h0) = 0 and ∂V,hF (h) = 0. Hence, we obtain the following:
−√−1Λ∂V,h∂V (b−11 ∂V,hb1) = −
√−1Λ∂V,h
(
F (h0)− F (h)
)
= −√−1Λ(∂V,h0 − b−11 ∂V,hb1)F (h0)
=
√−1Λ[b−11 ∂V,hb1, F (h0)] = √−1Λ[b−11 ∂V,hb1, F (h0)⊥]. (25)
Then, we obtain the claim of the lemma.
We regard gY as a Hermitian metric of the holomorphic vector bundle Ω
1,0
Y . Let F (gY ) denote the curvature
of the Chern connection of (Ω1,0Y , gY ). In particular, we obtain ΛF (gY ) as a section of End(Ω
1,0
Y ). The induced
section of End(V˜ ) is denoted as idV ⊗ΛF (gY ). Set ∆Y := −
√−1∂Y ∂Y =
√−1 ∂Y ∂Y .
Lemma 2.29 We have the following inequality:
∆Y
∣∣b−11 ∂V,hb1∣∣2h˜ ≤ 2Re h˜(−√−1∂V˜ ,h˜∂V˜ (b−11 ∂V,hb1), b−11 ∂V,hb1)
+ h˜
(
b−11 ∂V,hb1,
√−1[idV ⊗ΛF (gY ), b−11 ∂V,hb1]). (26)
Proof Let F (h˜) denote the curvature of the Chern connection of (V˜ , ∂V˜ , h˜). Recall
F (h˜) = F (h)⊗ idΩ1,0
Y
+ idV ⊗F (gY ).
Because ΛF (h)⊥ = 0, the adjoint action of ΛF (h˜) on End(V˜ ) is equal to the adjoint action of idV ⊗ΛF (gY ).
Hence, for any section s of End(V˜ ), the following holds:
√−1Λ(∂V˜ ,h˜∂V˜ + ∂V˜ ∂V˜ ,h˜)s = √−1[idV ⊗ΛF (gY ), s].
The following holds:
−√−1Λ∂∂h˜(b−11 ∂hb1, b−11 ∂hb1) =
h˜
(
−√−1Λ∂V˜ ,h˜∂V˜ (b−11 ∂hb1), b−11 ∂hb1
)
+ h˜
(
b−11 ∂hb1,
√−1Λ∂V˜ ∂V˜ ,h˜(b−11 ∂hb1)
)
+
√−1Λh˜(∂V˜ (b−11 ∂hb1), ∂V˜ (b−11 ∂hb1))−√−1Λh˜(∂V˜ ,h˜(b−11 ∂hb1), ∂V˜ ,h˜(b−11 ∂hb1)). (27)
Because
√−1 ∂V˜ ∂V˜ ,h˜(b−11 ∂hb1) = −
√−1∂V˜ ,h˜∂V˜ (b−11 ∂hb1) +
[√−1 idV ⊗F (gY ), b−11 ∂hb1] and
√−1Λh˜(∂V˜ (b−11 ∂hb1), ∂V˜ (b−11 ∂hb1)) ≤ 0, −√−1Λh˜(∂V˜ ,h˜(b−11 ∂hb1), ∂V˜ ,h˜(b−11 ∂hb1)) ≤ 0,
we obtain the claim of the lemma.
2.7 Sequence of Hermitian-Einstein metrics and C0-bound
We return to the setting in §2.4. If X is compact, the claim of Theorem 2.5 is contained in the result of Simpson
[43, Theorem 1]. (If X is compact and G is trivial, it is a result of Donaldson [11] and Uhlenbeck-Yau [48].)
Hence, we shall prove Theorem 2.5 under the assumption where X is non-compact. Recall that X is assumed
to be connected.
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2.7.1 Sequence of G-invariant regions with smooth boundary
Lemma 2.30 There exists a G-invariant C∞-function f on X which is exhaustive.
Proof We take an increasing sequence of compact subsets Ki ⊂ X (i = 1, 2, . . .) such that
⋃
Ki = X . We set
K˜1 :=
⋃
g∈G κg(K1). Because K˜1 is the image of the map G×K1 −→ X , K˜1 is compact and contains K1. We
take a relatively compact open neighbourhood U1 of K˜1∪K2. Let U1 be the closure of U1 in X , which is compact.
We set K˜2 :=
⋃
g∈G κg(U1). Inductively, we construct a sequence of compact subsets K˜i ⊂ X (i = 1, 2, . . .) as
follows. Suppose that we have already constructed K˜i. We take a relatively compact open neighbourhood Ui of
K˜i ∪Ki+1. Let Ui be the closure of Ui in X , which is compact. We set K˜i+1 :=
⋃
g∈G κg(Ui). Thus, we obtain
an increasing sequence of G-invariant compact subsets K˜i ⊂ X (i = 1, 2 . . .) such that K˜i+1 contains an open
neighbourhood of K˜i and that
⋃
K˜i = X . Let Li denote the closure of X \ K˜i.
There exists a C∞-function ψi : X −→ {0 ≤ t ≤ 1} such that ψi(P ) = 0 (P ∈ K˜i−1) and ψi(P ) = 1
(P ∈ Li). We set ψ˜i :=
∫
G
κ∗g(ψi), where the integral is taken with respect to the normalized bi-invariant
measure of G. Then, ψ˜i : X −→ {0 ≤ t ≤ 1} are C∞-functions such that ψ˜i(P ) = 0 (P ∈ K˜i−1) and ψ˜i(P ) = 1
(P ∈ Li).
We set f :=
∑∞
i=1 ψ˜i. On K˜i+1 ∩ Li, we have ψ˜j = 0 (j ≥ i + 1) and ψ˜j = 1 (j < i). Hence, we obtain
i ≤ f ≤ i + 1 on K˜i+1 ∩ Li. Hence, f is a function as desired in Lemma 2.30.
Lemma 2.31 There exists an increasing sequence of compact subsets Xi (i = 1, 2, . . .) in X with
⋃
Xi = X
satisfying the following condition.
• Each Xi is a G-invariant submanifold with non-empty smooth boundary ∂Xi such that Xi \ ∂Xi is an
open subset of X. Moreover each connected component of Xi has non-empty boundary.
Proof We take a G-invariant C∞-function f : X −→ R≥0 which is exhaustive as in Lemma 2.30. According to
Sard’s theorem, there exists a sequence ai →∞ such that each ai is not a critical value of f . It is enough to put
Xi := f
−1({t ∈ R | t ≤ ai}). Note that if the boundary of a connected component of Xi is empty, the component
should be equal to X because X is assumed to be connected. But, it contradicts with our assumption that
X is non-compact. Hence, the boundary of any connected component of Xi is not empty. Moreover, because
∂Xi = f
−1(ai), and because ai is not a critical value of f , ∂Xi is smooth.
2.7.2 Sequence of Hermitian-Einstein metrics
We take a sequence of compact subsets Xi ⊂ X as in Lemma 2.31. We set (Ei, ∂Ei , h0,i) := (E, ∂E , h0)|Xi .
According to the theorem of Donaldson (see Corollary 2.15), there exists a unique G-invariant Hermitian-
Einstein metric hi of (Ei, ∂Ei) such that hi|∂Xi = h0,i|∂Xi and det(hi) = det(h0,i). Let si be the endomorphism
of Ei determined by hi = h0,ie
si which is self-adjoint with respect to both hi and h0,i. Note that Tr(si) = 0.
We shall prove the following boundedness of the sequence, which is the counterpart of [43, Proposition 5.3].
Proposition 2.32 Suppose that (E, ∂E , h0) is analytically stable. Then, there exists a positive constant C1
such that supXi |si|h0,i ≤ C1 for any i.
We explain only an outline of the proof.
2.7.3 Comparison of the sup-norms and the L1-norms
Set r := rankE. According to [43, Lemma 3.1], we have the following inequality on Xi:
∆Xi
(
log
(
Tr(esi)/r
)) ≤ ∣∣ΛF (h0,i)∣∣h0,i .
We extend log
(
Tr(esi)/r
))
and
∣∣ΛF (h0,i)∣∣h0,i to the functions log(Tr(esi)/r))∼ and ∣∣ΛF (h0,i)∣∣∼h0,i on X by
setting 0 outside Xi.
18
Lemma 2.33 The following inequality holds as distributions on X:
∆X
(
log
(
Tr(esi)/r
))∼ ≤ ∣∣ΛF (h0,i)∣∣∼h0,i .
Proof Let ∂ν,i be the outward unit normal vector field at ∂Xi. Note that log
(
Tr(esi)/r
)
= 0 on ∂Xi, and that
log
(
Tr(esi)/r
) ≥ 0 on Xi. Hence, we obtain
∂ν,i
(
log
(
Tr(esi)/r
)) ≤ 0.
Let ψ be any R≥0-valued test function on X . By Green’s formula (Lemma 2.21), we obtain the following:∫
Xi
log
(
Tr(esi)/r
) ·∆Xi(ψ|Xi) =
∫
Xi
∆Xi log
(
Tr(esi)/r
) · ψ
− 1
2
∫
∂Xi
log
(
Tr(esi)/r
) · ∂ν,iψ + 1
2
∫
∂Xi
ψ · ∂ν,i log
(
Tr(esi)/r
)
. (28)
We have
∫
∂Xi
log
(
Tr(esi)/r
) · ∂ν,iψ = 0 and ∫∂Xi ψ · ∂ν,i log(Tr(esi)/r) ≤ 0. Hence, we obtain∫
Xi
log
(
Tr(esi)/r
) ·∆Xi(ψ|Xi) ≤
∫
Xi
∆Xi log
(
Tr(esi)/r
) · ψ ≤ ∫
Xi
∣∣ΛF (h0)∣∣h0 · ψ.
It implies the claim of the lemma.
By the assumption on (X, gX) and on h0, there exist constants C10, C11 > 0 such that the following holds
for any i:
sup
Xi
log
(
Tr(esi)/r
) ≤ C10 + C11 ∫
Xi
log
(
Tr(esi)/r
) · ϕX|Xi .
Hence, there exist positive constants C12, C13 such that the following holds for any i:
sup
Xi
|si|h0 ≤ r1/2 sup
Xi
log
(
Tr(esi)
) ≤ r1/2(log r + C10 + C11 ∫
Xi
log
(
Tr(esi)/r
) · ϕX|Xi)
≤ C12 + C13
∫
Xi
|si|h0 · ϕX|Xi . (29)
2.7.4 Proof of Proposition 2.32
Suppose that there exists a sequence si such that supXi |si|h0 → ∞ (i→ ∞). By the estimate (29), we obtain
ℓi :=
∫
Xi
|si|h0ϕX → ∞ as i→∞. We set ui := ℓ−1i si. They are G-invariant sections of End(Ei) on Xi which
are self-adjoint with respect to hi.
Lemma 2.34 There exists a G-invariant L21-section u∞ of End(E) on X such that the following holds:
• u∞ 6= 0.
• A subsequence of {ui} is weakly convergent to u∞ in L21 on any compact subset of X.
• Let Φ : R×R −→]0,∞[ be a C∞-function such that Φ(y1, y2) < (y1−y2)−1 if y1 > y2. Then, the following
holds: √−1
∫
X
Tr(u∞ΛF (h0)) +
∫
X
h˜0
(
Φ(u∞)(∂Eu∞), ∂Eu∞
) ≤ 0. (30)
(See §2.5.1 for the notation Φ(u∞)(∂Eu∞).) Here, h˜0 denotes the metric of End(E)⊗Ωp,q induced by h0
and gX. (In the case p = q = 0, we also use the notation h0.)
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Proof We closely follow the argument of [43, Lemma 5.4]. By Proposition 2.18, we have M(h0,i, hi) ≤ 0, and
hence √−1
∫
Xi
Tr(uiΛF (h0)) +
∫
Xi
h˜0
(
ℓiΨ(ℓiui)(∂Eui), ∂Eui
) ≤ 0.
Note that there exists C1 > 0 such that sup |ui| < C1 for any i. We remark that ℓΨ(ℓλ1, ℓλ2) is monotonously
increasing for ℓ, and convergent to (λ1 − λ2)−1 (if λ1 > λ2) or ∞ (if λ1 ≤ λ2). Hence, we obtain
√−1
∫
Xi
Tr(uiΛF (h0)) +
∫
Xi
h˜0
(
Φ(ui)(∂Eui), ∂Eui
) ≤ 0. (31)
There exists C2 > 0 such that
∫
Xi
∣∣ui · ΛF (h0)∣∣h0,i ≤ C2 for any i. By (31), there exists C3 > 0 such that the
following holds for any i: ∫
Xi
∣∣∂Eui∣∣2h˜0 < C3.
Hence, for any compact subset K of X , we obtain that ui are bounded in L
2
1 on K. By going to a subsequence,
we may assume that {ui} is weakly convergent in L21 on any compact subset of X . Let u∞ denote the weak
limit. Because |ui|h0,i ≤ C1, we obtain |u∞|h0 ≤ C1. Because ui are G-invariant, u∞ is also G-invariant.
For any compact subset Z ofX , we have
∫
Z
|ui|h0,iϕX →
∫
Z
|u∞|h0ϕX . Recall
∫
Xi
|ui|h0,i = 1 for any i by the
construction. Because |ui|h0 ≤ C1 for any i, there exists a compact subset Z0 such that
∫
Xi\Z0 |ui|h0,iϕX ≤ 1/2
for any i. Then, we obtain that
∫
Z0
|ui|h0,iϕX ≥ 1/2 for any i, which implies
∫
Z0
|u∞|h0ϕX ≥ 1/2. In particular,
u∞ 6= 0.
For any compact subset Z of X , we have the convergence
lim
i→∞
∫
Z
Tr
(
uiΛF (h0)
)
=
∫
Z
Tr
(
u∞ΛF (h0)
)
.
Note that |u∞|h0 ≤ C1 and |ui|h0,i ≤ C1 for any i. Hence, for any ǫ > 0, there exists a compact subset Z(ǫ)
such that ∫
Xi\Z(ǫ)
∣∣Tr(uiΛF (h0))∣∣ < ǫ, ∫
X\Z(ǫ)
∣∣Tr(u∞ΛF (h0))∣∣ < ǫ.
Hence, we obtain the convergence
lim
i→∞
∫
Xi
Tr
(
uiΛF (h0)
)
=
∫
X
Tr
(
u∞ΛF (h0)
)
. (32)
Take any ǫ > 0. Because of (32), there exists i1 such that the following holds for any i ≥ i1:
√−1
∫
X
Tr
(
u∞ΛF (h0)
)
+
∫
Xi
∣∣Φ1/2(ui)(∂ui)∣∣2h˜0,i ≤ ǫ.
If i ≤ j, we have ∫
Xi
∣∣Φ1/2(uj)(∂uj)∣∣2h˜0,j ≤ ∫Xj ∣∣Φ1/2(uj)(∂uj)∣∣2h˜0,j . Hence, we have the following for any i < j:
√−1
∫
X
Tr(u∞ΛF (h0)) +
∫
Xi
∣∣Φ1/2(uj)(∂uj)∣∣2h˜0,j ≤ ǫ.
On the compact space Xi, by applying the argument of Simpson in the proof of [43, Lemma 5.4], we obtain
√−1
∫
X
Tr(u∞ΛF (h0)) +
∫
Xi
∣∣Φ1/2(u∞)(∂u∞)∣∣2h˜0 ≤ 2ǫ.
Hence, we obtain √−1
∫
X
Tr(u∞ΛF (h0)) +
∫
X
∣∣Φ1/2(u∞)(∂u∞)∣∣2h˜0 ≤ 2ǫ.
Because this holds for any ǫ > 0, we obtain the desired inequality (30).
We obtain the following lemma by the argument of Simpson [43, Lemma 5.5, Lemma 5.6].
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Lemma 2.35
• The eigenvalues of u∞ are constant. We denote them by λ1, λ2, . . . , λrankE .
• Let Φ : R× R −→]0,∞[ be a C∞-function such that Φ(λi, λj) = 0 if λi > λj . Then, Φ(u∞)(∂u∞) = 0.
Let γ be an open interval between the eigenvalues. We take a C∞-function pγ : R −→ [0,∞[ such that
pγ(λi) = 1 if λi < γ and pγ(λi) = 0 if λi > γ. Set πγ := pγ(u∞). By the construction, we have π2γ = πγ and
(πγ)
†
h0
= πγ . Moreover πγ is G-invariant.
Because ∂πγ = dpγ(u∞)(∂u∞), πγ is a locally L21-section of End(E), where
dpγ(y1, y2) := (y1 − y2)−1(pγ(y1)− pγ(y2)).
We also have
∫ ∣∣∂πγ∣∣2h˜0 <∞. By setting Φγ := (1 − pγ(y2))dpγ(y1, y2). Because Φγ(u∞)(∂u∞) = (1− πγ)∂πγ ,
we have (1− πγ)∂πγ = 0 by Lemma 2.35.
According to [48, §7] (see also [43, Proposition 5.8] and a more recent work [41, Theorem 0.1.1]2), πγ
determines a saturated OX -submodule Vγ of E such that πγ is the orthogonal projection of E onto Vγ outside
Z(Vγ). Because πγ is G-invariant, we obtain that Vγ is also G-invariant.
The rest of the proof of Proposition 2.32 is completely the same as the proof of [43, Proposition 5.3], which
we do not repeat.
2.8 Proof of Theorem 2.5
By Proposition 2.32, we have supXi |si|h0,i < C1 for any i. Set bi := esi on Xi. There exists C20 > 0 such that
the following holds for any i:
sup
Xi
(|bi|h0,i + |b−1i |h0,i) < C20.
By [43, Lemma 3.1], we obtain the following equality on Xi:
√−1Λ∂Ei∂Ei,h0,i(bi) = −bi
√−1ΛF (h0,i)⊥ +
√−1Λ∂Ei(bi)b−1i ∂Ei,h0,i(bi). (33)
Hence, we obtain the following equality on Xi:
∆Xi Tr(bi) = −Tr
(
bi
√−1ΛF (h0,i)⊥
)− ∣∣∂Ei(bi)b−1/2i ∣∣2h˜0,i .
We have Tr(bi) − rankE ≥ 0 on Xi and Tr(bi) − rankE = 0 on ∂Xi. By Green’s formula (Lemma 2.21) and
the inequality ∂ν,i Tr(bi) ≤ 0 on ∂Xi, we also have the following:∫
Xi
∆Xi
(
Tr(bi)− rankE
)
= −1
2
∫
∂Xi
∂ν,i
(
Tr(bi)− rankE
) ≥ 0.
Hence, we obtain the following:
0 ≤ −
∫
Xi
Tr
(
bi
√−1ΛF (h0,i)⊥
)− ∫
Xi
∣∣∂(bi)b−1/2i ∣∣2h˜0,i .
There exist positive constants C21, C22 such that the following holds for any i:∫
Xi
∣∣∂(bi)b−1/2i ∣∣2h˜0,i ≤ C21
∫
X
∣∣ΛF (h0)⊥∣∣h0 ≤ C22.
Hence, there exists C23 > 0 such that the following holds for any i:∫
Xi
∣∣∂bi∣∣2h˜0,i ≤ C23 (34)
2this reference was informed by one of the reviewers
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Let us prove that the C1-norm of bi are locally bounded by using the argument in the proof of [38, Theorem
2.10]. Because bi is self-adjoint with respect to h0,i, |∂bi|h˜0,i and |∂h0,ibi|h˜0,i are equal. Hence, it is enough to
study |∂h0,ibi|h˜0,i . Let P be any point of X . Take a holomorphic coordinate neighbourhood (XP ; z1, . . . , zn)
around P in X . There exists i1(P ) such that XP ⊂ Xi for any i ≥ i1(P ). Let X ′P be a relatively compact
neighbourhood of P in XP .
Lemma 2.36 |∂h0,ibi|h˜0,i are bounded on X ′P .
Proof Let h˜i denote the metric of Ei ⊗Ω1,0Xi induced by hi and gXi . We set b1,i := b−1i , i.e., b1,i is determined
by h0,i = hib1,i. Because
b−11,i∂Ei,hib1,i = ∂Ei,h0,i − ∂Ei,hi = −b−1i ∂Ei,h0,ibi,
and because |b1,i|hi are uniformly bounded, it is enough to prove that
∣∣b−11,i∂Ei,hi(b1,i)∣∣h˜i are uniformly bounded.
From (34), there exist C24 > 0 such that ∫
Xi
∣∣b−11,i∂E,hi(b1,i)∣∣2h˜i < C24. (35)
By Lemma 2.28 and Lemma 2.29, there exists CP,k > 0 (k = 1, 2) such that the following holds for any i ≥ i1(P )
on XP :
∆X
∣∣b−11,i∂Ei,hi(b1,i)∣∣2h˜i ≤ CP,1∣∣b−11,i∂Ei,hi(b1,i)∣∣h˜i + CP,2∣∣b−11,i∂Ei,hi(b1,i)∣∣2h˜i .
Hence, there exists CP,k > 0 (k = 3, 4) such that the following holds for any i ≥ i1(P ) on XP
∆X
∣∣b−11,i∂Ei,hi(b1,i)∣∣2h˜i − CP,4∣∣b−11,i∂Ei,hi(b1,i)∣∣2h˜i ≤ CP,3.
Then, by using [14, Theorem 9.20] with the L2-boundedness (35), we obtain the uniform boundedness of∣∣b−11,i∂Ei,hib1,i∣∣2h˜i .
Remark 2.37 In the proof of Lemma 2.36, if the curvature of (X, gX) is flat, and if F (h0) = 0, then∣∣b−11,i∂Ei,hib1,i∣∣2h˜0,i is subharmonic, as proved in [12]. More generally, if F (h0) = 0 and if √−1ΛF (gX) is
non-positive, then
∣∣b−11,i∂Ei,hib1,i∣∣2h˜0,i is subharmonic which follows from Lemma 2.28 and Lemma 2.29.
On any compact subsetK ofX , the equation (33), the C0-boundedness of bi and b
−1
i and the C
1-boundedness
of bi imply the L
p
2-boundedness of bi for any p. Going to a subsequence, we may assume that {bi} is weakly
convergent in Lp2 for any p ≥ 1 on any compact subset of X . Then, we obtain the limit h = limhi, which is a
Hermitian-Einstein metric of (E, ∂E) with the desired property. Thus, we obtain Theorem 2.5.
2.9 Proof of Proposition 2.7 and Proposition 2.8
2.9.1 Proof of Proposition 2.7
We use the notation in §2.4.2. We know that h and h0 are mutually bounded. Let b be determined by h = h0 · b
as in Theorem 2.5. Let b1 := b
−1, i.e., b1 is determined by h0 = h · b. Because
b−11 ∂E,hb1 = ∂E,h0 − ∂E,h = −b−1∂E,h0b, (36)
we obtain
∫
Y
∣∣b−11 ∂E,hb1∣∣2h˜ < ∞. For any ǫ > 0, there exists a compact subset Kǫ ⊂ Y such that the following
holds.
• ∫Y \Kǫ |b−11 ∂E,hb1|2h˜ < ǫ.
• ∣∣∂E,h0ΛF (h0)⊥∣∣h˜ < ǫ on Y \Kǫ.
• ∣∣F (h0)⊥∣∣h˜ < ǫ on Y \Kǫ.
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By Lemma 2.28 and Lemma 2.29, there exists C1 > 0, which is independent of (ǫ,Kǫ), such that the following
holds on Y \Kǫ:
∆X
∣∣b−11 ∂E,hb1∣∣2h˜ ≤ C1ǫ|b−11 ∂E,hb1|h˜ + C1(ǫ + 1)|b−11 ∂E,hb1|2h˜ ≤ C1ǫ2 + C1(3ǫ+ 1)|b−11 ∂E,hb1|2h˜.
Hence, there exists a constant C2 > 0 which is independent of (ǫ,Kǫ), such that the following holds on Y \Kǫ:(
∆X − C2
)|b−11 ∂E,hb1|2h˜ ≤ C2ǫ.
By using [14, Theorem 9.20], we obtain the following.
Lemma 2.38 For any ǫ > 0, there exists a compact subset K ′ǫ ⊂ Y such that the following holds on Y \K ′ǫ:
sup
Y \K′ǫ
∣∣b−11 ∂E,hb1∣∣2h˜ ≤ ǫ.
By (36), for any ǫ > 0, there exists a compact subset K ′′ǫ ⊂ Y such that
∣∣b−1∂E,h0b∣∣h˜0 ≤ ǫ on Y \ K ′′ǫ .
According to [43, Lemma 3.1], the following equality holds:
√−1Λ∂E∂E,h0(b) = −b
√−1ΛF (h0)⊥ +
√−1Λ∂E(b)b−1∂E,h0(b). (37)
Hence, for any ǫ > 0, there exists a compact subset K
(3)
ǫ ⊂ Y such that
∣∣√−1Λ∂E∂E,h0(b)∣∣h0 ≤ ǫ on Y \K(3)ǫ .
Take a large p. We obtain that the Lp2-norm of b− id on the disc with radius r0 centered at P ∈ Y goes to
0 as P goes to ∞. By using (37), we obtain that the Lp3-norm of b − id on the disc with radius r0 centered at
P ∈ Y goes to 0 as P goes to ∞. Then, we obtain the claim of Proposition 2.7.
2.9.2 Proof of Proposition 2.8
We use the notation in §2.9.1. There exists C10 > 0 such that the following holds:
• ∫
Y
|b−11 ∂E,hb1|2h˜ ≤ C10.
• ∣∣∂E,h0ΛF (h0)⊥∣∣h˜ ≤ C10 and ∣∣F (h0)⊥∣∣h˜ ≤ C10 hold on Y .
By Lemma 2.28 and Lemma 2.29, there exists C11 > 0 such that the following holds on Y :
∆X
∣∣b−11 ∂E,hb1∣∣2h˜ ≤ C11|b−11 ∂E,hb1|h˜ + 2C11|b−11 ∂E,hb1|2h˜ ≤ C112 + 5C112 |b−11 ∂E,hb1|2h˜.
Again, by using [14, Theorem 9.20], we obtain that there exists a constant C12 > 0 such that
sup
Y
|b−11 ∂E,hb1|2h˜ ≤ C12.
Hence, there exists C13 > 0 such that |b−1∂E,h0b|2h˜0 ≤ C13 on Y . By using (37), we obtain that there exists a
compact subset K ⊂ Y such that the Lp3-norms of b − id on the disc with radius r0 centered at P ∈ Y \K are
bounded. Hence we obtain the boundedness of b. Thus, the proof of Proposition 2.8 is completed.
2.10 Proof of Proposition 2.9
We closely follow the argument of Simpson in the proof of [43, Proposition 3.5, Lemma 7.4]. We shall prove the
following inequalities: ∫
X
Tr
(
(F (h)⊥)2
)
ωdimX−2X ≤
∫
X
Tr
(
(F (h0)
⊥)2
)
ωdimX−2X , (38)∫
X
Tr
(
(F (h0)
⊥)2
)
ωdimX−2X ≤
∫
X
Tr
(
(F (h)⊥)2
)
ωdimX−2X . (39)
We may assume that Xi = {P ∈ X | ̺(P ) ≤ ai} for a sequence ai > 0. On Xi, we set fi := 1 − a−1i ̺. We
have fi > 0 on Xi \ ∂Xi, and fi = 0 on ∂Xi. Let ωXi denote the Ka¨hler form of Xi. In the following, when we
are given a Hermitian metric k on E, the induced metrics E ⊗ Ωp,q are also denoted by k for simplicity of the
description.
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2.10.1 Proof of (38)
Let Pi denote the space of C∞ Hermitian metrics k of Ei such that k|∂Xi = h0|∂Xi . Take any k1, k2 ∈ Pi. Let
s be the endomorphism s of End(Ei) determined by k2 = k1 · es which is self-adjoint with respect to both of k1
and k2. We put τi := −2
√−1∂∂fi = 2
√−1a−1i ∂∂̺ on Xi. Let n := dimX . We set
Mi(k1, k2) :=
√−1
∫
Xi
Tr
(
sF (k1)
)
τiω
n−2
Xi
−√−1
∫
Xi
Tr
(
Ψ(s)(∂s) · ∂k1s
)
τiω
n−2
Xi
.
The following is an analogue of [43, Lemma 7.2], and the proof is also similar.
Lemma 2.39 We have the following equality:
Mi(k1, k2) =
∫
Xi
fi
(
Tr(F (k1)
2)− Tr(F (k2)2)
)
ωn−2Xi . (40)
Proof We give only an indication. By the argument in the proof of Proposition 2.16. we can proveMi(k1, k2) =
Mi(k1, k3) +Mi(k3, k2) for any kj ∈ P (j = 1, 2, 3). Moreover, we can obtain the following for any k ∈ Pi and
any endomorphism s of Ei which is self-adjoint with respect to k.
d
dt
Mi(k, ke
ts)|t=0 =
√−1
∫
Xi
Tr(sF (k))τiω
n−2
Xi
.
Let M ′i(k1, k2) denote the right hand side of (40). For any k ∈ P and any endomorphism s of Ei which is
self-adjoint with respect to k, the following holds:
d
dt
M ′i(k, ke
ts)|t=0 = −2
∫
Xi
fiTr
(
∂∂Ei,k(s)F (k)
)
τiω
n−2
Xi
.
Because of fi|∂Xi = 0 and s|∂Xi=0, we obtain the following by the Stokes formula:
−2
∫
Xi
fiTr
(
∂∂Ei,k(s)F (k)
)
τiω
n−2
Xi
= 2
∫
Xi
∂(fi)Tr
(
∂Ei,k(s)F (k)
)
ωn−2Xi = 2
∫
Xi
∂∂(fi)Tr
(
sF (k)
)
ωn−2Xi .
Hence, we obtain ddtMi(k, ke
ts)|t=0 = ddtM
′
i(k, ke
ts)|t=0, and the claim of the lemma.
Let h0,i, hi and si be as in §2.7.
Lemma 2.40 There exists a constant C1 > 0 such that the following holds for any i:
Mi(h0,i, hi) ≥ −C1
ai
∫
Xi
∣∣(F (h0)⊥ · ∂∂̺)|Xi ∣∣h0,i − C1ai
∫
Xi
∣∣∂Esi∣∣2h0,i . (41)
Proof We consider Mi(h0,i, h0,ie
ysi) for 0 ≤ y ≤ 1. We have
d2
dy2
Mi(h0,i, h0,ie
ysi) =
√−1
∫
Xi
Tr
(
si∂∂h0,ieysi (si)
)
τiω
n−2
Xi
= −√−1
∫
Xi
Tr
(
∂Ei(si) · ∂h0,ieysi (si)
)
τiω
n−2
Xi
.
Take any point P ∈ Xi \ ∂Xi. We take a holomorphic coordinate system (z1, . . . , zn) around P such that (i)
zi(P ) = 0, (ii) gX|P = (
∑
dzi dzi)|P , (iii) τi|P =
∑
bi (dzi dzi)|P for some (b1, . . . , bn) ∈ Cn. There exists C2 > 0
which is independent of i and P , such that |bp| < C2/ai. We express ∂Ei(si) and ∂h0,ieysi (si) by using local
sections Ap of End(Ei):
∂Ei(si) =
∑
Ap dzp, ∂h0,ieysi (si) =
∑
(Ap)
†
h0,ieysi
dzp.
At P , we obtain
Tr
(
∂Ei(si)∂h0,ieysi (si)
) · τiωn−2Xi =∑
p6=q
∣∣Ap∣∣2h0,ieysi · bq(dzp dzp)(dzq dzq)ωn−2X = C3∑
p6=q
∣∣Ap∣∣2h0,ieysi · bq · ωnX .
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Here, C3 depends only on the dimension n. Because 0 ≤ y ≤ 1, and because of Proposition 2.32, there exist
positive constants C5 and C6, which are independent of i and P , such that the following holds:∣∣∣∑
p6=q
∣∣Ap∣∣2h0,ieysi · bq
∣∣∣ ≤ C5
ai
∣∣∂Ei(si)∣∣2h0,ieysi ≤ C5ai
(∣∣∂Ei(si)∣∣2h0,i + ∣∣∂Ei(si)∣∣2h0,iesi
)
≤ C6
ai
∣∣∂Eisi∣∣2h0,i .
Hence, we obtain the following:
d2
dy2
Mi(h0,i, h0,ie
ysi) ≥ −C6
ai
∫
Xi
∣∣∂Eisi∣∣2h0,i .
Because Tr(si) = 0, we obtain
d
dy
Mi(h0,i, h0,ie
ysi)|y=0 =
√−1
∫
Xi
Tr(siF (h0,i))τiω
n−2
X =
√−1
∫
Xi
Tr(siF (h0,i)
⊥)τiωn−2X .
Hence, there exists a positive constant C7, which is independent of i, such that the following holds:
d
dy
Mi(h0,i, h0,ie
ysi) ≥ −C7
ai
∫
Xi
|si|h0,i ·
∣∣F (h0,i)⊥∂∂̺∣∣h0,i − C7ai
∫
Xi
∣∣∂Eisi∣∣2h0,i .
Then, we obtain the inequality (41).
Hence, we have a positive constant C10, C11 which is independent of i such that the following holds:∫
Xi
fiTr
(
F (hi)
2
) ≤ ∫
Xi
fiTr
(
F (h0,i)
2
)
+
C10
ai
+
C11
ai
∫
Xi
∣∣F (h0)⊥∂∂̺∣∣h0,i .
Because TrF (h0,i) = TrF (hi) on Xi, we have∫
Xi
Tr
(
fi(F (hi)
⊥)2
) ≤ ∫
Xi
Tr
(
fi(F (h0,i)
⊥)2
)
+
C10
ai
+
C11
ai
∫
Xi
∣∣F (h0)⊥∂∂̺∣∣h0,i .
By the Hermitian-Einstein condition for hj and the non-negativity fj ≥ 0, we have the following for any i ≤ j:∫
Xi
fj Tr
(
(F (hj)
⊥)2
) ≤ ∫
Xj
fj Tr
(
(F (hj)
⊥)2
)
≤
∫
Xj
fj Tr
(
(F (h0,j)
⊥)2
)
+
C10
aj
+
C11
aj
∫
Xj
∣∣F (h0)⊥∂∂̺∣∣h0,j . (42)
We have the convergences
lim
j→∞
∫
Xi
fj Tr
(
(F (hj)
⊥)2
)
=
∫
Xi
Tr
(
(F (h)⊥)2
)
,
lim
j→∞
∫
Xj
fj Tr
(
(F (h0,j)
⊥)2
)
=
∫
X
Tr
(
(F (h0)
⊥)2
)
.
Hence, we obtain ∫
Xi
Tr
(
(F (h)⊥)2
) ≤ ∫
X
Tr
(
(F (h0)
⊥)2
)
.
By taking the limit i→∞, we obtain (38).
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2.10.2 Proof of (39)
We extend the function fi on Xi to the function f˜i on X by setting 0 outside Xi. We obtain the current
τ˜i := −2
√−1∂∂fi on X .
Let k1, k2 be C
∞ Hermitian metrics of E such that det(ki) = det(h0). We have the endomorphism s of E
determined by k2 = k1e
s. We set
M˜i(k1, k2) :=
√−1
∫
X
Tr
(
sF (k1)
)
τ˜iω
n−2
X −
√−1
∫
X
Tr
(
Ψ(s)(∂s) · ∂k1s
)
· τ˜iωn−2X .
As proved in [43, Lemma 7.2], the following holds:
M˜i(k1, k2) =
∫
X
f˜iTr
(
F (k1)
2 − F (k2)2
)
ωn−2X =
∫
X
f˜iTr
(
(F (k1)
⊥)2 − (F (k2)⊥)2
)
ωn−2X .
Lemma 2.41 There exists a positive constant C20 such that the following holds for any i:
M˜i(h0, h) ≤ C20
ai
(∫
Xi
∣∣F (h0)⊥ · ∂̺∣∣2h0
)1/2(∫
Xi
∣∣∂Es∣∣2h0
)1/2
+
C20
ai
∫
X
∣∣∂Es∣∣2h0 . (43)
Here, s is determined by h = h0e
s.
Proof Recall Tr(s) = 0. The following holds:
∣∣∣∫
X
Tr(sF (h0))τ˜iω
n−2
X
∣∣∣ = ∣∣∣∫
X
Tr(sF (h0)
⊥)τ˜iωn−2X
∣∣∣ = 2∣∣∣∫
Xi
∂∂ Tr(sF (h0)
⊥)(1− a−1i ̺)ωn−2X
∣∣∣
= 2
∣∣∣ 1
ai
∫
Xi
Tr
(
∂s · F (h0)⊥ · ∂̺
)
ωn−2X
∣∣∣. (44)
Hence, we obtain ∣∣∣∫
X
Tr(sF (h0))τ˜iω
n−2
X
∣∣∣ ≤ 2
ai
(∫
Xi
∣∣∂s∣∣2
h0
)1/2(∫
Xi
∣∣F (h0)⊥∂̺∣∣2h0
)1/2
.
By definition, we obtain
−√−1
∫
X
Tr
(
Ψ(s)∂s∂h0s
)
τ˜iω
n−2
X = −
√−1
∫
Xi
−∂∂ Tr(Ψ(s)∂s∂h0s)(−2
√−1fi)ωn−2X
=
√−1
∫
∂Xi
Tr(Ψ(s)∂s∂h0s)
(−2√−1(∂fi))ωn−2X −√−1
∫
Xi
Tr(Ψ(s)∂s∂h0s)(−2
√−1∂∂fi)ωn−2X . (45)
Lemma 2.42 We have √−1
∫
∂Xi
Tr(Ψ(s)∂s∂h0s)
(−2√−1(∂fi))ωn−2X ≤ 0.
Proof It is enough to prove that the integrand is positive at each P ∈ ∂Xi. Note that Xi = {fi ≥ 0} =
{̺− ai ≤ 0}. We take a holomorphic coordinate neighbourhood (z1, . . . , zn) = (x1 +
√−1y1, . . . , xn +
√−1yn)
around P such that (i) zi(P ) = 0, (ii) gX|P =
∑
dzp dzp, (iii) (d̺)P = b dx1 for b > 0. We may also assume the
following: √−1Tr(Ψ(s)∂s ∂h0s) = −∑ cp√−1dzp dzp
for some cp ≥ 0 (p = 1, . . . , n). We have (−2
√−1(∂fi))P = −a−1i (−2
√−1 ∂̺)P = a−1i b(
√−1dz1)P . As a form
on the tangent space TP∂Xi, we have(√−1Tr(Ψ(s)∂s∂h0s)(−2√−1(∂fi))ωn−2)
P
=
−
( n∑
p=2
cp
√−1dzp dzp
)
P
·
(
a−1i bdy1
)
P
·
( n∑
i=2
√−1
2
dz dzi
)n−2
P
. (46)
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Then, the claim of the lemma follows.
Because s and ∂∂̺ are bounded, there exists a constant C21 > 0 such that the following holds for any i:∣∣∣√−1∫
Xi
Tr(Ψ(s)∂s∂h0s)(−2
√−1∂∂fi)ωn−2
∣∣∣ ≤ C21
ai
∫
X
∣∣∂s∣∣2
h0
.
Hence, we obtain √−1
∫
X
Tr
(
Ψ(s)∂s∂h0s
)
τ˜iω
n−2 ≤ C21
ai
∫
X
∣∣∂s∣∣2
h0
.
Thus, we obtain (43).
There exist positive constants C30 and C31 such that the following holds for any i:∫
Xi
fi Tr
(
(F (h0)
⊥)2
) ≤ ∫
Xi
fiTr
(
(F (h)⊥)2
)
+
C30
ai
+
C31
ai
(∫
Xi
∣∣F (h0)⊥∂̺∣∣2h0
)1/2
.
By the theorem of Lebesgue, we have the following convergence:
lim
i→∞
∫
Xi
fi Tr
(
(F (h0)
⊥)2
)
=
∫
X
Tr
(
(F (h0)
⊥)2
)
.
Note that Tr
(
(F (h)⊥)2
)
is positive by the Hermitian-Einstein condition, and fi is monotonously increasing for
i. Hence, we have the following convergence:
lim
i→∞
∫
Xi
fiTr
(
(F (h)⊥)2
)
=
∫
X
Tr
(
(F (h)⊥)2
)
.
Hence, we obtain (39). Thus the proof of Proposition 2.9 is completed.
2.11 Proof of Proposition 2.12
Let h1 and h2 be metrics as in Proposition 2.12. For the proof of the proposition, we may assume that h1 is as
in Theorem 2.5. Namely, let b1 be determined by h1 = h0b1, then ∂b1 is L
2.
By Proposition 2.4, we have the decomposition (E, ∂E) =
⊕m
j=1(Ej , ∂Ej ) such that (i) the decomposition
is orthogonal with respect to hi (i = 1, 2), (ii) h2|Ej = aj · h1|Ej for some aj > 0. Let πi denote the projection
onto Ei with respect to the decomposition. Let π
†
i,h0
denote the adjoint of πi with respect to h0. Note that πi
are bounded with respect to h0, because h0 and hi are mutually bounded.
Lemma 2.43 ∂E,h0πi and ∂Eπ
†
i,h0
are L2.
Proof Because the holomorphic decomposition E =
⊕
Ei is orthogonal with respect to h1, we have ∂E,h1πi =
0. We have ∂E,h1 = ∂E,h0 + b
−1
1 ∂E,h0b1. Because ∂E,h0πi,h0 = −[b−11 ∂E,h0b1, πi,h0 ], we obtain that ∂E,h0πi,h0 is
L2. We also obtain that ∂Eπ
†
i,h0
are L2.
We consider the Hermitian metric h3 obtained as the direct sum of h0|Ei .
Lemma 2.44 h3 and h0 are mutually bounded.
Proof Because h0 and h1 are mutually bounded, h0|Ei and h1|Ei are mutually bounded. Because h1 =
⊕
h1|Ei ,
we obtain that h1 and h3 are mutually bounded. Then, we obtain the claim of the lemma.
Let b3 be determined by h3 = h0b3. We have
b3 =
m∑
j=1
π†j,h0 ◦ πj .
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Lemma 2.45 b−13 ∂Eb3 and b
−1
3 ∂E,h0b3 are L
2 with respect to h0 and gX.
Proof By Lemma 2.43, ∂Eb3 and ∂E,h0b3 are L
2 with respect to h0 and gX . By Lemma 2.44, b3 and b
−1
3 is
also bounded with respect to h0. Then, we obtain the claim of the lemma.
Lemma 2.46 Λ∂ Tr(b−13 ∂E,h0b3) is L
1.
Proof We have ∂E(b
−1
3 ∂E,h0b3) = −b−13 (∂Eb3) · b−13 ∂E,h0b3 + b−13 ∂E∂E,h0b3. We also have the following:
∂E∂E,h0b3 =
∑
∂Eπ
†
j,h0
◦ ∂E,h0πj +
∑
π†j,h0 ◦ [F (h0), πj ].
By the assumption |ΛF (h0)|h0 ≤ BϕX , |ΛF (h0)|h0 is L1. Then, we obtain the claim of the lemma.
Lemma 2.47 We have
∫
X
Tr
(
∂E(b
−1
3 ∂E,h0b3)
)
ωdimX−1X = 0.
Proof We take a C∞-function µ : R −→ R≥0 such that µ(t) = 0 if t ≥ 2 and µ(t) = 1 if t ≤ 1. Let ̺1 be an ex-
haustion function as in Proposition 2.12. We set χN := µ
(
N−1̺1
)
on X . Because Tr
(
∂E(b
−1
3 ∂E,h0b3)
)
ωdimX−1X
is L1, it is enough to prove
lim
N→∞
∫
X
χN · Tr
(
∂E(b
−1
3 ∂E,h0b3)
)
ωdimX−1X = 0. (47)
We have the following:
∫
X
χN · Tr
(
∂E(b
−1
3 ∂E,h0b3)
)
ωdimX−1X = −
∫
X
∂χN · Tr
(
b−13 ∂E,h0b3
)
ωdimX−1X
= −
∫
X
µ′
(
N−1̺1
)
N−1∂̺1 · Tr
(
b−13 ∂E,h0b3
)
ωdimX−1X . (48)
Note that if µ′
(
N−1̺1
) 6= 0, we haveN ≤ ̺1 ≤ 2N . Hence, we have ∣∣N−1∂̺1∣∣gX ≤ 2∣∣̺−11 ∂̺1∣∣gX = 2∣∣∂ log ̺1∣∣gX .
Then, we obtain (47) by the theorem of Lebesgue.
Because TrF (h3) = TrF (h0) + ∂ Tr(b
−1
3 ∂E,h0b3), we obtain∫
X
ΛTrF (h0) =
∫
X
ΛTrF (h3) =
m∑
i=1
∫
X
ΛTrF (h0|Ei).
We also have rankE =
∑m
i=1 rankEi. Then, it is standard that there exists i0 such that deg(E, h0)/ rankE ≤
deg(Ei0 , h0)/ rankEi0 . By the analytic stability of (E, ∂E , h0), we obtain that m = 1. It implies h1 = h2.
3 Examples
3.1 Preliminary
3.1.1 Ahlfors type lemma
Take R > 0 and C0 > 0. We use the standard coordinate system x = (x1, . . . , xn) ∈ Rn. We set r(x) :=√∑n
i=1 x
2
i . We set U(R) :=
{
x ∈ Rn ∣∣ r(x) ≥ R}. We set ∆ := −∑∂2xi .
Let C0 be a positive constant. Let g : U(R) −→ R≥0 be a function such that
∆g ≤ −C0g.
We also assume that g = O(r(x)N ) for some N > 0.
Lemma 3.1 There exists ǫ1 > 0, depending only on C0, such that g(x) = O
(
exp(−ǫ1r(x))
)
.
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Proof For any a ∈ R, we have
−(∂2r + (n− 1)r−1∂r) exp(ar) =
(−a2 − (n− 1)r−1a) exp(ar).
Hence, there exist ǫ1 > 0 and R1 ≥ R such that the following holds on
{
x ∈ Rn ∣∣ r(x) ≥ R1}:
∆ exp
(−ǫ1r(x)) ≥ −C0 exp(−ǫ1r(x)), ∆exp(ǫ1r(x)) ≥ −C0 exp(ǫ1r(x)).
We take C1 > 0 such that g(x) < C1 exp
(−ǫ1r(x)) on {r(x) = R1}. For any δ > 0, we set
Fδ(x) := C1 exp
(−ǫ1r(x))+ δ exp(ǫ1r(x)).
We have g(x) < Fδ(x) on {r(x) = R1}. We also have ∆(g − Fδ) ≤ −C0(g − Fδ). We set
Z(δ) :=
{
x ∈ Rn
∣∣∣ r(x) ≥ R1, g(x) > Fδ(x)}.
Because g(x) = O(r(x)N ) and g(x) < Fδ(x) on {r(x) = R1}, Z(δ) is relatively compact in {r(x) > R1}. On
Z(δ), the following holds:
∆(g − Fδ) < 0.
On ∂Z(δ), we have g − Fδ = 0. Hence, if Z(δ) 6= ∅, we obtain g − Fδ ≤ 0 on Z(δ), which contradicts with the
construction of Z(δ). Hence, we have Z(δ) = ∅. Namely, we have g ≤ Fδ on {r(x) > R1} for any δ > 0. We
obtain that g ≤ C1 exp(−ǫ1r(x)).
3.1.2 An estimate on R
Let ϕR be a positive C
∞-function on R such that ϕR(t) = e−δ|t| (|t| ≥ 1).
Lemma 3.2 There exist positive constants Ci (i = 0, 1) such that the following holds.
• Let g be any bounded function R −→ [0,∞[ such that −∂2t g ≤ BϕR for some constant B > 0. Then,
sup g ≤ C0B + C1
∫
ϕRg holds.
Proof On t ≥ 1, we set F := g + δ−2Be−δt. Then, we have ∂2t F ≥ 0 on t ≥ 1. Because F is bounded, we
obtain that ∂tF ≤ 0 on t ≥ 1, and hence F (t) ≤ F (1) (t ≥ 1). It implies that g(t) ≤ g(1) + δ−2Be−δ for t ≥ 1.
Similarly, we obtain that g(t) ≤ g(−1) + δ−2Be−δ for t ≤ −1.
We set ψ(t) :=
∫ t
0
ds
∫ τ
0
ϕ(τ) dτ . There exists a positive constant C10 such that |ψ(t)| ≤ C10 for any
|t| ≤ 3. We set F := g − Bψ(t) + BC10. Then, −∂2t F ≤ 0 and F ≥ 0 hold. By the convexity, F (t) ≤
2−1(F (t+ τ) + F (t− τ)) hold for any −1 ≤ t ≤ 1 and 0 ≤ τ ≤ 1. Hence, for −1 ≤ t ≤ 1, we obtain
F (t) ≤
∫ 1
0
2−1(F (t+ τ) + F (t− τ))dτ = 1
2
∫ 1
−1
F (t+ τ) dτ ≤ 1
2
∫ 2
−2
F (s) ds.
It implies the following for −1 ≤ t ≤ 1:
g(t) ≤ 1
2
∫ 2
−2
(
g(s)−Bψ(t) +BC10
)
ds+Bψ(t)−BC10.
Hence, there exist Ci > 0 (i = 3, 4) such that g(t) ≤ C3B + C4
∫ 2
−2 gϕ for −1 ≤ t ≤ 1. Then, we obtain the
claim of the lemma.
3.1.3 Inequality for distributions
Let U be a neighbourhood of (0, 0, 0) in R3. Set U˜ := S1 × U and W := S1 × {(0, 0, 0)}. We set U˜∗ := U˜ \W .
We regard S1 = R/Z. Let t be the standard coordinate of R, which induces local coordinates on S1. Let (x, y, z)
be the standard coordinate system of R3. We set ∆ := −(∂2t + ∂2x + ∂2y + ∂2z ). Let ψ be a bounded positive
function on U˜ . The following lemma is implicitly implied in the proof of Proposition 2.2 of [43].
Lemma 3.3 Let g : U˜∗ −→ R≥0 be a bounded function such that ∆g ≤ ψ on U˜∗. Then, ∆g ≤ ψ holds as
distributions on U˜ .
Proof In the proof of [43, Proposition 2.2], it is studied in the case where W is a complex submanifold. The
argument can work even in the case of real submanifolds whose codimension is larger than 2.
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3.2 Instantons
3.2.1 Doubly periodic instantons
Let Γ be a lattice in C. Let us consider the action of Γ on Cz × Cw given by χ(z, w) = (z + χ,w). Set
X := (Cz × Cw)/Γ with the Ka¨hler metric gX := dz dz + dw dw. Let dvolX denote the associated volume
form. We set dvolz :=
√−1
2 dz dz and dvolw :=
√−1
2 dw dw. Clearly, dvolX = dvolz dvolw holds on X . We set
ϕX := (1 + |w|2)−δ−1 for a δ > 0.
Proposition 3.4 (X, gX , ϕX) satisfies Assumption 2.1.
Proof Set ϕC := (1 + |w|2)−1−δ on C. Let us regard C with the metric ϕC dw dw as a Ka¨hler manifold. The
Laplacian is given by −ϕ−1
C
∂w∂w. Recall the following, which is a special case of [43, Proposition 2.4].
Lemma 3.5 There exists an increasing function a1 : [0,∞[−→ [0,∞[ with a1(0) = 0 and a1(x) = x (x ≥ 1),
such that if g is a bounded function C −→ [0,∞[ satisfying −ϕ−1
C
∂w∂wg ≤ B, then
sup g ≤ C1(B)a1
(∫
C
gϕC dvolw
)
holds, where C1(B) is a positive constant depending on B. Moreover, if −∂w∂wf ≤ 0 then f is constant.
Let f be an R≥0-valued bounded function on X such that −(∂z∂z + ∂w∂w)f ≤ BϕX for B > 0. Set T :=
Cz/Γ. Let vol(T ) denote the volume of T with respect to dvolz . For any w ∈ C, we set F (w) :=
∫
T×{w} f dvolz .
We set B′ := B · vol(T ). Then, we obtain −∂w∂wF (w) ≤ B′ϕC. By Lemma 3.5, we obtain
sup
w∈C
F (w) ≤ C1(B′)a1
(∫
C
FϕC dvolw
)
= C1(B
′)a1
(∫
T×C
fϕX dvolX
)
.
For any w0 ∈ Cw and r0 > 0, we set Br0(w0) :=
{
w ∈ C ∣∣ |w − w0| < r0}. Let vol(Br0(w0)) denote the volume
of Br0(w0) with respect to dvolw. We have ∆Xf ≤ BϕX for B > 0 on T ×B2(w0). We also have∫
T×B2(w0)
f dvolX ≤
∫
B2(w0)
F dvolw ≤ C1(B′)vol (B2(w0))a1
(∫
T×C
fϕX dvolX
)
.
Then, we there exist positive constants Ci (i = 2, 3) such that
sup
w∈B1(w0)
f(w) ≤ C2B + C3C1(B vol(T ))a1
(∫
T×C
fϕX dvolX
)
.
(See the proof of [43, Proposition 2.1].)
Suppose that f satisfies the stronger condition −(∂z∂z + ∂w∂w)f ≤ 0 on X . Let us prove that f is constant.
We set F (w) :=
∫
T×{w} f as above. Then, F is a bounded function on Cw satisfying −∂w∂wF ≤ 0. Hence, by
Lemma 3.5, F is constant.
We have the following:
−(∂z∂z + ∂w∂w)|f |2 = −2(∂z∂z + ∂w∂w)f · f − |∂zf |2 − |∂zf |2 − |∂wf |2 − |∂wf |2 ≤ −|∂zf |2.
By using the Fourier expansion in the T -direction, we have the decomposition f = f0+ f1, where f0 is constant
in the T -direction, and
∫
T×{w} f1 = 0. We have
∫
T×{w} |f |2 =
∫
T×{w} |f0|2 +
∫
T×{w} |f1|2. Because F (w) =∫
T×{w} f =
∫
T×{w} f0 is constant, f0 and
∫
T×{w} |f0|2 are constant. We have C > 0 such that∫
T×{w}
∣∣∂zf ∣∣2 = ∫
T×{w}
∣∣∂zf1∣∣2 ≥ C ∫
T×{w}
|f1|2.
Hence, we obtain the following inequality on Cw:
−∂w∂w
∫
T×{w}
|f1|2 ≤ −C
∫
T×{w}
|f1|2.
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Because
∫
T×{w} |f1|2 is bounded, it follows from Lemma 3.1 that
∫
T×{w} |f1|2 = O
(
exp(−ǫ|w|)) for some
ǫ > 0 as |w| → ∞. Because ∫T×{w} |f1|2 is subharmonic, by using the maximum principle, we obtain that∫
T×{w} |f1|2 ≤ 0, and hence f1 = 0. It implies that f is constant.
Take λ ∈ C. We have the complex structure (ξ, η) = (z + λw,w − λz) on R4 = Cz × Cw, which induces
a complex structure on X . The complex manifold is denoted by Xλ. Let (E, ∂E) be a holomorphic vector
bundle on Xλ with a Hermitian metric h0 such that (a) |ΛF (h0)|h0 ≤ BϕX for B > 0, (b) TrF (h0) = 0, (c)
|F (h0)|h0,gX is L2.
Corollary 3.6 If (E, ∂E , h0) is analytically stable, then there exists a Hermitian metric h of E such that (i)
h and h0 are mutually bounded, (ii) det(h) = det(h0), (iii) ΛF (h) = 0, (iv) ∂(hh
−1
0 ) and |F (h)|h,gX are L2.
Moreover, the equality (1) holds. If h′ is a Hermitian metric of E satisfying the conditions (i), (ii), (iii), then
h′ = h.
Proof We take a positive C∞-function ̺ onX such that ̺(z, w) = log |w|2 (|w| > 2). Clearly ̺ is an exhaustion
function on X . Note that w = (1 + |λ|2)−1(η + λξ). On {|w| > 1}, we have the following equality with respect
to the complex structure of Xλ:
∂̺ =
1
1 + |λ|2
(dη
w
+ λ
dξ
w
)
= O(|w|−1), ∂∂̺ = 1
(1 + |λ|2)2
(
−λdξ dη
w2
+ λ
dη dξ
w2
)
= O(|w|−2).
Hence, ∂̺ is bounded, and ∂∂̺ is L2 and bounded on Xλ. Moreover, ∂ log ̺ = O
(
(log |w|)−1|w|−1) is L2. Then,
the claim follows from Theorem 2.5, Corollary 2.10, and Proposition 2.12.
Remark 3.7 In [4, Theorem 0.12, Proposition 5.12], in the rank 2 case, Biquard and Jardim studied the cor-
respondence between instantons on X0 with quadratic curvature decay and parabolic bundles on the natural
compactification of X0. (See [4, Theorem 0.12] for more details) In the proof, they seem to mention a general-
ization of [43, Theorem 1] in the setting where the volume of the base Ka¨hler manifold is infinite, on the basis
of [2]. Indeed, Biquard kindly replied to the author that the volume finiteness condition is not essential in his
argument in [2]. It is not clear to the author how their generalization is related to Corollary 3.6.
The author studied the correspondence between L2-instantons on X0 and polystable filtered bundles with
degree 0 on the natural compactification of X0 in [34], as a generalization of [4, Theorem 0.12]. For the
construction of L2-instantons from stable filtered bundles with degree 0, we used the Nahm transforms between
L2-instantons on X0 and wild harmonic bundles on the dual torus of C/Γ. Corollary 3.6 should allow us to
construct L2-instantons from stable filtered bundles with degree 0 more directly.
We plan to study the correspondence between L2-instantons on Xλ and filtered bundles on the natural
compactification of Xλ for general λ by using Corollary 3.6.
Remark 3.8 Let T∨ denote the dual torus of C/Γ. In Remark 3.7, Xλ is naturally identified with the moduli
space of holomorphic line bundles of degree 0 equipped with a λ-connection on T∨, and hence Xλ is naturally
an affine line bundle over T∨. The natural compactification of Xλ is obtained as the projectivization of a
holomorphic bundle Eλ on T∨. There exists an exact sequence 0 −→ OT∨ −→ E0 −→ OT∨ −→ 0. If λ = 0, the
exact sequence has a splitting. If λ 6= 0, the exact sequence has no splitting.
3.2.2 Spatially periodic instantons
Let Γ be a lattice in R3. We consider X := (R3/Γ)×R with the Euclidean metric gX for which R3/Γ and R are
orthogonal. We take a complex structure R4 ≃ C2 for which the multiplication of√−1 is an isometry. It induces
a complex structure on X . Let t be the standard coordinate on R. Let ϕR : R −→]0,∞[ be a C∞-function on
R such that ϕR(t) = e
−|t|δ (|t| > 1) for some δ > 0. Let ϕX be the C∞-function X −→]0,∞[ obtained as the
pull back of ϕR by the projection X = (R
3/Γ)× R −→ R.
Proposition 3.9 (X, gX , ϕX) satisfies Assumption 2.1.
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Proof Let f be a bounded function on X such that ∆(f) ≤ Bϕ for B > 0. We consider the function
F (t) :=
∫
T 3×t f , which satisfies −∂2t F (t) ≤ BϕR. By Lemma 3.2, we obtain that supF (t) ≤ C1B + C2
∫
R
FϕR.
Then, we obtain the estimate sup f(t) ≤ C3B + C4
∫
R
FϕR as in the case of Proposition 3.4.
Suppose that f satisfies the stronger condition ∆(f) ≤ 0 on X . We set F := ∫T 3×{t} f as above. We obtain
−∂2tF ≤ 0. Because F : R −→ [0,∞[ is bounded and convex from below, we obtain that F is constant. Then,
we obtain that f is also constant by using the argument in the proof of Proposition 3.4.
Let (E, ∂E) be a holomorphic vector bundle on X with a Hermitian metric h0 such that (a) |ΛF (h0)|h0 ≤
BϕX for B > 0, (b) TrF (h0) = 0, (c) F (h0) is L
2.
Corollary 3.10 If (E, ∂E , h0) is analytically stable, then there exists a Hermitian metric h of E such that
(i) h and h0 are mutually bounded, (ii) det(h) = det(h0), (iii) ΛF (h) = 0, (iv) ∂E(hh
−1
0 ) and F (h) are L
2.
Moreover, the equality (1) holds. If h′ is a Hermitian metric of E satisfying the conditions (i), (ii) and (iii),
then h = h′.
Proof Let ̺0 be a positive C
∞-function on R such that ̺0(t) = log |t| if |t| > 1. Let ̺ be the C∞-function on
X obtained as the pull back of ̺0 by the projection X −→ R. We can take a complex coordinate system (z, w)
such that Re(z) = t and gX = dz dz + dw dw. On {t > 1}, we have ∂̺ = 2−1t−1dz and ∂∂̺ = −4−1t−2dz dz.
We also have ∂ log ̺ = 2−1(log t)−1t−1dz. Hence, ∂̺ and ∂∂̺ are bounded, and ∂ log ̺ and ∂∂̺ are L2. Then,
the claim follows from Theorem 2.5, Corollary 2.10, and Proposition 2.12.
Remark 3.11 Spatially periodic instantons were first studied by Charbonneau in [5], and more recently by
Charbonneau-Hurtubise [7] and Yoshino [49]. It is natural to expect to obtain a correspondence between L2-
instantons on X and filtered bundles on the natural compactification of X depending on the holomorphic struc-
ture. Actually, it has been established in [7], at least under a kind of genericity assumption at infinity. Corollary
3.10 could also give another way to study such a correspondence.
3.3 Monopoles
3.3.1 Periodic monopoles
For any T > 0, we set S1T := R/TZ. If T = 1, we denote it by S
1. Take a finite subset Z ⊂ S1T × Cw. Let
π : S1 × S1T × Cw −→ S1 × Cw denote the projection π(t1, t2, w) = (t2, w). We regard S1 × S1T as the quotient
space Cz/(Z+
√−1TZ) by (t1, t2) 7−→ z = t1+
√−1t2. We set X :=
(
S1×S1T ×Cw
) \ π−1(Z) with the Ka¨hler
metric gX := dz dz + dw dw. Set ϕX(z, w) := (1 + |w|2)−δ−1 for δ > 0.
Proposition 3.12 (X, gX , ϕX) satisfies Assumption 2.1.
Proof Let f be an R≥0-valued function such that ∆Xf ≤ BϕX on X for B ≥ 0. As remarked in Lemma 3.3,
the inequality holds on S1 × S1T × C as distributions. Then, we obtain the claim from Proposition 3.4.
Note that (X, gX) is a hyper-Ka¨hler manifold. We consider the complex manifold X
λ corresponding to the
twistor parameter λ ∈ C. Indeed, we regard X as the quotient of an open subset in C2 = {(z, w)} ≃ R4. Local
holomorphic coordinates system for Xλ are given by (ξ, η) = (z + λw,w − λz).
We have the natural S1-action on S1 × S1T × Cw given by s1(z, w) = (z + s1, w). Let (E, ∂E) be an S1-
equivariant holomorphic vector bundle on Xλ. Let h0 be an S
1-invariant Hermitian metric of E such that (a)
|ΛF (h0)|h0 ≤ BϕX for B > 0, (b) TrF (h0) = 0.
Corollary 3.13 Suppose that (E, ∂E , h0) is analytically stable with respect to the S
1-action.
• There exists a unique S1-invariant Hermitian metric h of E such that (i) h and h0 are mutually bounded,
(ii) det(h) = det(h0), (iii) ΛF (h) = 0, (iv) ∂E(hh
−1
0 ) is L
2. If h′ is a Hermitian metric satisfying the
conditions (i), (ii) and (iii), then h′ = h.
• If (E, ∂E , h0) satisfies the additional condition (c) F (h0)⊥ → 0 and ∂EΛF (h0)⊥ → 0 as |w| → ∞, then h
satisfies the condition (v) F (h)→ 0 as |w| → ∞.
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Proof There exists R > 0 such that Z is contained in S1T ×{|w| < R}. For each P ∈ Z, let rP : (S1T ×Cw) −→
R≥0 be the distance function from P . We take a positive C∞-function ̺1 on X such that ̺1(z, w) = log |w| if
|w| > R, and ̺1 = − log(rP ◦ π) around π−1(P ). Clearly ̺1 is an exhaustion function on X \ π−1(Z). Let us
study ∂ log ̺1 on X
λ \ π−1(Z). We have already observed that the restriction to {|w| > R} is L2. Around each
P ∈ Z, we have
∂ log ̺1 = ̺
−1
1 · (rP ◦ π)−1 · ∂(rP ◦ π) = O
(
̺−11 · (rP ◦ π)−1
)
.
Hence, ∂ log ̺1 is L
2 around P . Then, the claim follows from Theorem 2.5, Proposition 2.7 and Proposition
2.12.
Remark 3.14 Note that S1-equivariant instantons on Xλ are equivalent to monopoles on (S1 × Cw) \ Z. In
[35], by using Corollary 3.13, we study the correspondence of monopoles on (S1 × Cw) \ Z of GCK type and
filtered mini-holomorphic bundles on the compactification of (S1 × Cw) \ Z depending on λ. The latter objects
are regarded as difference modules with parabolic structure.
Remark 3.15 In [6], Charbonneau and Hurtubise efficiently applied the theorem of Simpson for the construction
of Hermitian-Einstein monopoles with Dirac type singularity on the product of a circle and a Riemann surface.
3.3.2 Doubly periodic monopoles
Let T 2 be the quotient space R2/Γ for a lattice Γ ⊂ R2. Take a finite subset Z ⊂ T 2×R. Let π : S1×T 2×R −→
T 2 ×R be the projection. We regard S1 × T 2 as the quotient of R3. We set X := (S1 × T 2 ×R) \ π−1(Z) with
the Euclidean metric gX as in §3.2.2. We take an R-isomorphism R×R2×R ≃ C2 for which the multiplication
of
√−1 is an isometry with respect to gX . It induces a complex structure on X . Let ϕX be a C∞-function on
X as in §3.2.2.
Proposition 3.16 (X, gX , ϕX) satisfies Assumption 2.1.
Proof It follows from Proposition 3.9 as in the case of Proposition 3.12.
Let (E, ∂E) be an S
1-equivariant holomorphic vector bundle on Xλ with an S1-invariant Hermitian metric
h0. Suppose that (a) |ΛF (h0)|h0 ≤ BϕX for some B > 0, (b) TrF (h0) = 0. By an argument similar to the
proof of Corollary 3.13, but by using Proposition 2.8 instead of Proposition 2.7, we obtain the following.
Corollary 3.17 Suppose that (E, ∂E , h0) on X
λ is analytically stable with respect to the S1-action.
• There exists a unique S1-invariant Hermitian metric h of E such that (i) h and h0 are mutually bounded,
(ii) det(h) = det(h0), (iii) ΛF (h) = 0, (iv) ∂E(hh
−1
0 ) is L
2. If h′ is an S1-invariant Hermitian metric
satisfying the conditions (i), (ii) and (iii), then h′ = h.
• If h0 satisfies the additional condition (c) F (h0)⊥ and ∂EΛF (h0)⊥ are bounded on {|t| > R} for some R,
then h satisfies the condition (v) F (h) is bounded on {|t| > R}.
Remark 3.18 S1-equivariant instantons on X are equivalent to monopoles on (T 2 × R) \ Z. We plan to
study the correspondence between monopoles on (T 2 × R) \ Z and filtered mini-holomorphic bundles on the
compactifications depending on complex structures, for which Corollary 3.17 would be useful. For appropriate
complex structures, the latter objects are regarded as q-difference modules with parabolic structure.
3.3.3 Doubly periodic monopole corresponding to some concrete algebraic data
To show that Proposition 3.16 (and hence Theorem 2.5) is already useful for the construction of doubly periodic
monopoles, let us explain the existence of doubly periodic monopoles corresponding to some algebraic data.
There are many similar constructions.
For simplicity, let us consider the case where T 2 is isometric to the product R/Z×R/2πZ. We may identify
S1 × T 2 × R with the Euclidean metric and (Cz/(Z+√−1Z))× C∗w with the metric dz dz + |w|−2dw dw. We
regard it as the quotient of C×C∗ by the (Z+√−1Z)-action given as κ˜χ(z, w) = (z + χ,w) (χ ∈ Z+
√−1Z).
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We set Tz := Cz/(Z+
√−1Z) and Γ := Z+√−1Z. We define the R-action on Cz×C∗w by ρs(z, w) = (z+ s, w).
The induced S1-action on Tz × C∗w is also denoted by ρ.
First, we give some easy and explicit examples of rank one. Take α ∈ C∗. Let L be the line bundle on
Cz × C∗w with a frame e. We define the Γ-action on L by κ˜∗1(e) = e and κ˜∗√−1(e) = αe. We also define the
R-action on L by ρ∗s(e) = e. We obtain the S
1-equivariant holomorphic bundle L on S1 × C∗w induced by L.
Let hL,α be the metric of L given by
hL,α(e, e) = |α|2 Im(z).
Then, we have κ˜∗χhL,α = hL,α for any χ ∈ Γ and ρ∗shL,α = hL,α for any s ∈ R. The curvature of (L, ∂L, hL,α)
is ∂∂ log |α|2 Im(z) = 0. Hence, (L, ∂L, hL,α) gives an (S1 × Γ)-equivariant unitary flat line bundle on Cz × C∗w.
It induces an S1-equivariant instanton (L, ∂L, hL,α) on Tz × C∗w, i.e., a monopole on S1 × C∗w.
Let V be a holomorphic vector bundle on Cz×C∗w of rank 2 equipped with a holomorphic frame e1, e2. Take
a ∈ C \ {0, 1,−1}. We define the Γ-action on V as follows:
κ˜∗1(e1, e2) = (e1, e2), κ˜
∗√−1(e1, e2) = (e1, e2)
(
w a
a w−1
)
.
We also define the R-action on V by ρ∗s(e1, e2) = (e1, e2). We obtain an S
1-equivariant holomorphic bundle V
on Tz × C∗w.
Set L := det(V ), which is equipped with the frame e := e1 ∧ e2. We have κ˜∗1(e) = e, κ˜∗√−1(e) = (1 − a2)e
and ρ∗s(e) = e. Note that (L, ∂L, hL,1−a2) is an S
1-equivariant unitary flat line bundle, as explained above. We
have the induced S1-equivariant instanton (L, ∂L, hL,1−a2) on Tz × C∗w.
Let us prove that we have a family of S1-invariant Hermitian metrics h
(c0,c∞)
V ((c0, c∞) ∈ R2) of V such that
(i) ΛF (h
(c0,c∞)
V ) = 0, (ii) det(h
(c0,c∞)
V ) = hL,1−a2 . It induces a family of monopoles on S
1 × C∗w.
As a preliminary, we construct S1-invariant metrics h
(c0,c∞)
0,V of V which satisfies the ASD-equation outside
a compact subset. Note that the roots of the polynomial T 2 − (w + w−1)T + 1− a2 are
1
2
(
w + w−1 ±
√
(w + w−1)2 − 4(1− a2)).
Let U∞ be a small neighbourhood of ∞ in P1w. Set U∗∞ := U∞ \ {∞}. On U∞, let δ∞(w−1) be the branch
of
√
1 + (−2 + 4a2)w−2 + w−4 such that δ∞(0) = 1. We set
β1(w
−1) =
w
2
(
1 + w−2 + δ∞(w−1)
)
.
It is a root of T 2 − (w + w−1)T + 1− a2. The other root is
β2(w
−1) =
w
2
(
1 + w−2 − δ∞(w−1)
)
= β1(w
−1)−1(1− a2).
We define a holomorphic frame v1, v2 of V on Cz × U∗∞ as follows:
vi := ae1 + (βi(w
−1)− w)e2 (i = 1, 2).
Then, we have κ˜n1+n2
√−1(vi) = βi(w
−1)n2vi and ρ∗s(vi) = vi (i = 1, 2). We have
v1 ∧ v2 = a
(
β2(w
−1)− β1(w−1)
)
e = −awδ∞(w−1)e.
Take any c∞ ∈ R. We define the metric h(c∞)0,U∗
∞
of V|Cz×U∗∞ as follows:
h
(c∞)
0,U∗
∞
(v1, v1) = |w|c∞ |β1(w−1)|2 Im(z)
∣∣awδ∞∣∣2, h(c∞)0,U∗
∞
(v2, v2) = |w|−c∞ |β2(w−1)|2 Im(z), h(c∞)0,U∗
∞
(v1, v2) = 0.
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Then, the metric h
(c∞)
0,U∗
∞
is invariant under the Γ-action and the R-action. The induced metric on L|Cz×U∗∞ is
equal to hL,1−a2|Cz×U∗∞ . We can easily see the following for i = 1, 2:
∂z∂z log h
(c∞)
0,U∗
∞
(vi, vi) = w∂ww∂w log h
(c∞)
0,U∗
∞
(vi, vi) = 0.
We also have
∂z
(
w∂w log h
(c∞)
0,U∗
∞
(vi, vi)
)
=
1
2
√−1
w∂wβ1(w−1)
β1(w−1)
, ∂z
(
w∂w log h
(c∞)
0,U∗
∞
(vi, vi)
)
=
√−1
2
w∂wβ1(w
−1)
β1(w−1)
.
Hence, we have ΛF (h
(c∞)
0,U∗
∞
) = 0, and F (h
(c∞)
0,U∗
∞
) is bounded.
We make a similar construction around w = 0. Let U0 be a small neighbourhood of 0 in Cw. We set
U∗0 := U0 \ {0}. On U0, let δ0(w) be the branch of
√
1 + (−2 + 4a2)w2 + w4 such that δ0(0) = 1. We set
γ1(w) =
w−1
2
(
1 + w2 + δ0(w)
)
.
It is a root of T 2 − (w + w−1)T + 1− a2. The other root is
γ2(w) =
w−1
2
(
1 + w2 − δ0(w)
)
= γ1(w)
−1(1− a2).
We define a holomorphic frame u1, u2 of V on Cz × U∗0 as follows:
ui = ae1 + (γi(w) − w)e2 (i = 1, 2).
Then, we have κ˜n1+
√−1n2(ui) = γi(w)
n2ui and ρ
∗
s(ui) = ui for i = 1, 2. We have u1 ∧ u2 = −awδ0e.
Take any c0 ∈ R. We define the metric h(c0)0,U∗0 of V|Cz×U∗0 as follows:
h
(c0)
0,U∗0
(u1, u1) = |w|−c0 |γ1(w)|2 Im(z)|aw−1δ0(w)|2, h(c0)0,U∗0 (u2, u2) = |w|
c0 |γ2(w)|2 Im(z), h(c0)0,U∗0 (u1, u2) = 0.
Then, the metric h
(c0)
0,U∗0
is invariant under the action of R and Γ. The induced metric on L|Cz×U∗0 is equal to
hL,1−a2|Cz×U∗0 . As in the case of h
(c∞)
0,U∗
∞
, we have ΛF (h
(c0)
0,U∗0
) = 0, and F (h
(c0)
0,U∗0
) is bounded.
We take a Hermitian metric h
(c0,c∞)
0,V of V such that (i) it is invariant under the actions of R and Γ, (ii) the
induced metric on L is equal to hL,1−a2 , (iii) the restriction to Cz × U∗∞ is equal to h(c∞)0,U∗
∞
, (iv) the restriction
to Cz × U∗0 is equal to h(c0)0,U∗0 .
We obtain the S1-invariant Hermitian metric h
(c0,c∞)
0,V of V induced by h(c0,c∞)0,V . By the construction, we
have det(h
(c0,c∞)
0,V ) = hL,1−a2 . We also have ΛF (h
(c0,c∞)
0,V ) = 0 on Tz × (U∗0 ⊔ U∗∞), and F (h(c0,c∞)0,V ) is bounded
on S1 × C∗w.
Proposition 3.19 For each (c0, c∞) ∈ R2, we have a unique S1-invariant Hermitian metric h(c0,c∞)V of V such
that (i) h
(c0,c∞)
V and h
(c0,c∞)
0,V are mutually bounded, (ii) det(h
(c0,c∞)
V ) = hL,1−a2 , (iii) ΛF (h
(c0,c∞)
V ) = 0, (iv)
∂E
(
h
(c0,c∞)
V · (h(c0,c∞)0,V )−1
)
is L2, (v) F (h
(c0,c∞)
V ) is bounded.
Proof According to Corollary 3.17, it is enough to prove that (V , ∂V , h(c0,c∞)0,V ) is analytically stable. Let us
check a stronger condition that a non-trivial S1-equivariant holomorphic subbundle of V is 0 or V .
Let V ′ be the product bundle on R× C∗w with a frame e′1, e′2. We define the action of Z on V ′ by
κ∗1(e
′
1, e
′
2) = (e
′
1, e
′
2)
(
w a
a w−1
)
.
We obtain the bundle V ′ on S1 × C∗w.
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We define the differential operators ∂V ′,t and ∂V ′,w on V
′ as follows, for any f ∈ C∞(R× C∗w):
∂V ′,t(fe
′
i) = ∂t(f)e
′
i, ∂V ′,w(fe
′
i) = ∂w(f)e
′
i.
It induces differential operators ∂V′,t and ∂V′,w on V ′.
The restriction V ′|{0}×C∗w and V
′
|{0}×C∗w are holomorphic vector bundles by ∂V′,w. We have the isomorphism
Φ : V ′|{0}×C∗w ≃ V
′
|{1}×C∗w given by the parallel transport along the paths (t, w) (0 ≤ t ≤ 1) for any w ∈ C
∗
with respect to ∂V ′,t. Because ∂V ′,t and ∂V ′,w are commutative, Φ is holomorphic. It induces the monodromy
automorphism Φ on V ′|{0}×C∗w .
Lemma 3.20 Suppose that V ′1 is a subbundle of V ′ such that the following holds:
• If s is a local section of V ′1, then ∂V′,ts and ∂V′,ws are also local sections of V ′1.
Then, V ′1 is V ′ or 0.
Proof By the condition, V ′1|{0}×C∗w is a holomorphic subbundle of V
′
|{0}×C∗ such that Φ(V ′1|{0}×C∗w ) = V
′
1|{0}×C∗w .
Because the eigenvalues of Φ are not single-valued under the assumption a ∈ C \ {0, 1,−1}, we can conclude
that V ′1|{0}×C∗w is V1|{0}×C∗w or 0. Then, we obtain the claim of Lemma 3.20.
Let p : Cz × C∗w −→ R× C∗w be given by p(z, w) = (Im(z), w). We have the C∞-isomorphism V ≃ p−1(V ′)
by identifying ei and p
−1(e′i). By the construction, for any section s of V
′, we have
∂V,zp
−1(s) =
√−1
2
p−1(∂V ′,ts), ∂V,wp−1(s) = p−1(∂V ′,ws). (49)
Let p1 : Tz × C∗w −→ S1 × C∗w be the projection induced by p. The isomorphism V ≃ p−1(V ′) induces an
isomorphism V ≃ p−11 (V ′).
Let V1 ⊂ V be an S1-invariant holomorphic subbundle. It induces a C∞-subbundle V ′1 ⊂ V ′. Moreover, for
any section s of V ′1, ∂V′,ts and ∂V′,ws are also sections of V ′1, which we can observe by (49). Hence, by Lemma
3.20, we obtain that V ′1 is V ′ or 0. It implies that V1 is V or 0. Thus, Proposition 3.19 is proved.
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