The folding dynamics of proteins at the single molecule level has been studied with single-molecule force spectroscopy (SMFS) experiments for twenty years, but a common standardized method for the analysis of the collected data and for sharing among the scientific community members is still not available. We have developed a new open source tool -Fodis-for the analysis of Force-distance curves obtained in SMFS experiments, providing an almost automatic processing, analysis and classification of the obtained data. Our method provides also a classification of the possible unfolding pathways and structural heterogeneity, present during the unfolding of proteins. Availability: The source code, executables for Win, Mac OS and Linux, datasets and user guide are available for download at https://github.com/nicolagalvanetto/Fodis.
I. INTRODUCTION
The investigation of proteins has been greatly advanced from the recent technical improvements of cryo-EM, which have allowed the determination of the structure of many proteins avoiding the bottleneck of crystallization (1) . However, fundamental single protein properties, such as their folding/unfolding dynamics and structural heterogeneity have to be addressed with other experimental methods like single molecule optical methods (sm-fluorescence and smFRET) or Single-Molecule Force Spectroscopy (SMFS) (2) . SMFS is an application of AFM and of optical tweezers (OT; Fig.1A , B) in which the force F required to unbind a ligand or unfold a polymer is measured as a function of the length d, at pN and nm resolution. The obtained Force-distance (F-d) curves are composed by a series of force peaks characterizing the unfolding of structural segments. A force peak occurs during the unfolding of an α-helix and/or β-sheets followed by an unfolded segment. When a protein changes its conformation, the force peaks of F-d curves change their location and amplitude: from these changes, structural information of the molecular rearrangements is obtained. The location of a force peak is obtained by fitting the experimental F-d curve with the Worm Like Chain (WLC) model, providing the values of the contour lengths (Lc). From the value of Lc, it is possible to estimate the number of a.a. of the polypeptide unfolded between the occurrence of consecutive force peaks, and to probe its structural heterogeneity from the distribution of the force peaks at different pulling rates (3) . Recent improvements allow the collection of more data and of an higher quality (4), but there is no universal ready-to-use and data sharing platform for the analysis of obtained Fd curves. Several algorithms to reduce manual intervention have been published (57), but the analysis has not been fully automated yet and still requires a significant amount of decisions to be taken by the researcher. We developed Fodis (for Force-distance software Fig. 1C ), an open-source software providing an all-in-one environment with several tools for the analysis of F-d curves, from the raw curves to data representations and novel analytical methods. 
II. MATERIALS AND METHODS
Fodis filters the F-d curves according to few set parameters ( Fig. S1 and S2 in the Supporting Material), that consist mainly in the expected distance of the fully stretched molecule (i.e. contour length maximum or Lc max). Fodis aligns automatically filtered F-d curves ( Fig.  2A and Fig. S3 ) and provides a thorough statistical characterization of their variability ( Fig. 2B, C; Fig. S4 ). heterogeneous, but Fodis identifies clusters of similar F-d curves with similar force peaks. These clusters, depending on the experiment under consideration, correspond either to the unfolding of different molecules, or to the same molecule in different states, or to different unfolding pathways ( Fig. 2E; Fig. S5) . Fodis can open raw data files from different AFM manufacturers (JPK and Bruker Instruments), and also ASCII matrices of F-d values (Supplementary Note 1). The software is designed to assist the user in the most common/critical steps with a reversible workflow allowing to keep track of the original information. Fodis permits to save working sessions, to export curves selections and to extract graphical data representations.
III. RESULTS AND DISCUSSION
As a testbed, we processed F-d curves obtained from SMFS experiments on oocyte membranes after the overexpression of the cyclic nucleotide-gated CNGA1 channels (8) (Supplementary data). On a typical notebook computer (4 GB memory, 2.0 GHz CPU), Fodis loads 1000 F-d curves in 5 seconds and perform a filtering routine in less than 20 seconds. Filtering depends on the type of analyzed data and in Fig S2 results from one-day experiment are presented. F-d curves selected from several experiments can be automatically aligned for statistical analysis: for this purpose we implemented the method developed by Bosshart et al. (7) with some modifications (see Fig. S3 and Supplementary note 3). All F-d curves are coded as strings into a Global Matrix (GM), a binary representation of the position of detected force peaks (see Figure 2D ). From the GM, different statistical tests and graphical representations are generated and users can integrate new and ad hoc analyses and tests. The Global Histogram of Maxima (GHM, Fig. S4 ) counts the frequency of occurrence of force peaks with a value of Lc in a given range. The GHM can be fitted by a multi Gaussian distribution to identify the most probable Lc positions of unfolding events. Fodis creates cumulative scatter plots of peak populations that can be selected on the basis of their position (Lc) or force, and then individually analyzed to extract force and position distributions (Fig. 1B, C) . The Lc-Lc plot shown in Fig. 1B is an example of how we can extract information about the periodicity of peak occurrence from the Global Matrix ( Figure 2D 
IV. CONCLUSIONS
In Fodis we implemented relevant published and new algorithms for SMFS analysis. Fodis provides a toolbox to the SMFS community for the development and sharing of analytical methods in an all-in-one open-source software. It has been developed to meet the needs of a broad audience, both for researchers with no programming skills and for those who could contribute to Fodis future versions. 
FIG. S2:
Automatic filtering of F-d curves: (a) starting from a dataset of 10,000 curves (Supplementary data), 3 steps are used to find the appropriate curves. Filtering step 1 tests the fully stretched condition (i.e. the total length of the primary structure of the protein). This condition excludes curves that are longer or shorter than expected value of Lc. The length of the trace corresponds to the position of the last peak in the contour length histogram (Fig S1 d) . The expected length of a protein is equal to the number of amino acids (N of a.a.) times the single a.a. length ( 0.4 nm (4)). The measured length, estimated in the in the contour length histogram, highly depends on the value of persistence length (p; commonly set to 0.4 nm (5)), but which can vary between 0.3 nm and 0.8 nm (4) . Because of all these uncertainties, we suggest to use a filtering window centered in the value of the expected length, and large at least 30% of that value. The expected length for the CNG channel is 280 nm (690 a.a. x 0.4 nm). The green window in (a) is 210-360 nm and determines the Lc region within which the trace must end. The filtering step 1 is intended to be a coarse tool for excluding curves with a wrong length. (b) filtering step 2 discards curves that display high non-specific adhesion at the very beginning of the unfolding (curves with forces over 150 pN in the first 70 nm were discarded (6)). (c) filtering step 3 finds groups of similar curves. We define similarity as the value of cross correlation between the contour length histograms (Fig. S1 d) of two curves (see Supplementary note 3, equation 3). If N is the number of curves, a symmetric N x N similarity matrix is formed containing all the correlation values for each couple of curves. The resulting matrix is ordered with the symmetric approximate minimum permutation algorithm(7) (symamd MATLAB function) to obtain clusters of similar curves. Those clusters can be opened, inspected, and compared with a candidate trace or with control experiments. More details about the similarity matrix can be found in the user guide of the software. On the basis of this division, each trace is coded in a binary string of 5 digits: 0 is assigned if no force peak is detected within the interval, 1 is assigned if at least one event is detected. From each string, we created two additional sequence: and Pn. is the sequence referred to the order of appearance of the force peak along the trace (in a trace with 2 peaks, the 1st peak has =1 and the 2nd peak has =2). Pn refers to the interval position occupied by a peak (a peak that fall within the 3rd interval has Pn=3). (e) Coded curves are plotted as broken lines into an orthogonal -Pn space, the line-width is proportional to the number of curves that follow the same path. This algorithm generalizes the previous proposed methods (9, 10) providing a representation able to distinguish different unfolding behaviors/clusters of a given set of curves, based on the number and position of occurrence of unfolding events. Curves pre-processing, curves transformations and peaks detection -Pre-processing Force-distance curve in Fodis must have in the x-axis the Tip Sample Separation in meters (TSS) with the contact point on the left, and in the y-axis the force in Newton (baseline corrected).
The imported data may not be already formatted for the analysis (wrong units, TSS transformation needed, etc). The tool Absolute height to TSS has been developed for this scope. It can perform 6 different types of transformations:
• Geometrical Adjustment: the mirroring option inverts the values of the Force. The rotation option swaps the coordinates.
• X-axis Adjustment: the x-axis values are multiplied by the constant Height multiplier (which is automatically read in the import files when present). This is necessary when the imported files contain only the non-corrected Height channel (e.g. in JPK files)
• Y-axis Adjustment: if the vertical deflection of the cantilever is imported in Volts, the curves need to be rescaled with the Sensitivity constant and the Spring constant. If the vertical deflection of the cantilever is imported in meters, the curves need to be rescaled with the Spring constant. (The constants are automatically read in the imported files when present).
• Subtract Baseline: if the Force values need to be vertically shifted, this option finds the baseline averaging the final part of the curve (red patch in the tool). The starting point and the ending point of the patch can be changed in the edit boxes.
• Find contact point: it finds the first positive value.
• From piezo height to TSS: it transforms the xcoordinate in tip sample separation (TSS). (The constant is automatically read in the import files when present).
-WLC-based transformations F-d curves were first smoothed with SavitzkyGolay filter to reduce white noise (Fig. S1 b) . Smoothed F-d curves were converted into a plot of force and contour lengths (F, Lc) (3, 8) (Fig. S1 c) . The Worm-like chain approximate equation used to perform curves transformation is (2):
Here, the contour length is represented by Lc, the persistence length by p, the extension is represented by d, the external force is represented by F , and k b and T are the Boltzmann constant and the absolute temperature. A persistence length (p) of 0.4 nm was used to compute the Lc value for each corresponding tip-sample separation (d or TSS) value, by solving the third order polynomial:
where λ = 1 − d/Lc and ω = 4F (d, Lc)/α − 3 and α = k b T /p. This equation had three roots and the root of interest was the real root λ such that 0 < λ < 1. In this manner, each point of the F-d curve (F, d) was transformed into a corresponding point (F, Lc), and each F-d curve was transformed into an (F, Lc) plot (Fig. S1 c) . Owing to this transformation, each portion of the F-d curve that was fitted perfectly by a constant Lc in the WLC model was mapped to a perfect vertical segment. The transformation of an F-d curve was therefore a relation (set of point) in the (F, Lc) plane rather than a function in the plane, and it was also not a continuous curve. Given the F-Lc values, the histogram of the counts/bin of Lc values (Lc histogram) was computed (Fig. S1 d) . The Lc axis of the (F, Lc) plot was first divided into bins. All points with a value of F larger than 30 pN were counted in the corresponding bin and summed.
-Peaks detection The automatic detection of peaks (i.e. unfolding events) was done operating on the Contour length (Lc, Fc) plot (Fig. S1 c) . A Force Profile is created dividing the Contour length (Lc, Fc) in bins, and taking the maximum force value in each bin. Then, Fodis uses the MATLAB function findpeaks( ) on the Force Profile, and it detects every maxima of the profile. Fodis allows to tune the Force Profile operating on the smoothing, on threshold N points (i.e. number of points to neglect for each bin) and the minimum peak proximity (see user guide, section 1.5.4). The default parameters are optimized to detect the force peaks of the CNG unfolding trace. A shorter F-d curve will require a smaller minimum peak proximity. Binary strings containing the information of peaks position are plotted as red bars in Lc histogram view (Fig. S1 d) and are grouped together in the Global Matrix (Fig. 1 e of the main text) .
Note 3
Cross-correlation and automatic alignment F-d curves to be compared to each other may require horizontal alignment. The main cause of the lateral shift are the different attachment points between the protein terminus and the tip, but also other effects may be present. Bosshart and colleagues (8) developed a reference free alignment method consisting of 4 steps. Starting from the contour length histogram of every trace (Fig. S1 d) , they:
• subdivided the curves into groups of homogeneous curves (i.e. curves with the same number of peaks);
• recursively aligned curves into the same group with the maximum correlation principle, building an average contour-length reference for each group;
• formed a global reference ( Fig. S3 c) ;
• aligned all the curves of the dataset to the global reference.
This procedure is suitable for identical globular multidomain proteins where force peaks generally occurred within conserved Lc values. Instead, in the case of soluble and complex proteins or membrane proteins, the occurrence of unfolding events may be variable due to the stochastic nature of the process, or because of the multiplicity of the unfolding pathways that may be accessed by the protein. For this reason, we introduced two additional features to their procedure:
1. In addition to the contour-length histogram, we assign to every trace a zero-point, that is the point of tip-sample contact. Given the correlation curve (C; equation 3) of two curves, we then multiply the correlation curve with a Gaussian curve centered at the point in which the zero-points of the two curves match with each other (equation 4; Fig. S3  b) . The idea is to apply a potential well to reduce the maximum displacement of the two zeros.
2. Group division proposed by Bosshart and colleagues works only if all the curves with the same number of peaks have the peaks in the same position, but this is not generally true for F-d curves of the same protein. Therefore, we used a group division following the method described in Fig S5 .
In this way, we imposed two constrains for a given trace to be part of a given group: to have a specic number of peaks and to have these peaks in a specic position.
Note 4
Multi Gaussian Fitting of Global Histogram of Maxima (GHM) GHM shows the distribution of unfolding events (peaks) along the Lc coordinate. In 2013 it has been shown by Kawamura and colleagues (12) that an ideal GHM can be fitted by a Gaussian mixture model to determine the probability of occurrence of a certain unfolding event (likely corresponding to a stable structural segment). The fitting implemented in Fodis uses fitgmdis MATLAB function over 100 iterations. To determine the correct number of Gaussian bells that best fit the distribution, we computed N different distribution of Gaussian mixtures g1, , gN where g1 has 1 Gaussian bell, and gN has N Gaussian bells. The best distribution gX is the one that minimize the Akaike Information Criterion (AIC) (13). A real GHM is characterized by a distribution that is the sum of Gaussian bells, plus a constant background noise (12). To overcome this problem, Fodis divides the Lc values relatively to the selected bin size, and within each bin it randomly removes one point of Lc distribution. In this way, by setting different bin sizes it is possible to tune the background noise and enhance peak detection and fitting.
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