Abstract. Despite its widespread commercial use throughout the twentieth century, primarily in the refrigeration industry, dichlorodifluoromethane (CFC-12) is now known to have the undesirable effect of depleting stratospheric ozone. As this long-lived molecule slowly degrades in the atmosphere, monitoring its vertical concentration profile using infrared sounders on satellite platforms crucially requires accurate laboratory spectroscopic data. This work describes new high-resolution infrared absorption cross sections of dichlorodifluoromethane over the spectral range 800-1270 cm −1 , determined from spectra recorded using a high-resolution Fourier transform spectrometer (Bruker IFS 125HR) and a 26 cm pathlength cell. Spectra of dichlorodifluoromethane/dry synthetic air mixtures were recorded at resolutions between 0.01 and 0.03 cm −1 (calculated as 0.9/MOPD; MOPD = maximum optical path difference) over a range of temperatures and pressures (7.5-761 Torr and 190-294 K) appropriate for atmospheric conditions. This new cross-section dataset improves upon the one currently available in the HITRAN and GEISA databases.
Introduction
Modern civilisation owes much to refrigeration, from medical applications such as the preservation of tissues and organs, and the manufacture and transport of drugs, to the air conditioning of vehicles, homes, offices, and factories, and the manufacture, storage, and transport of food. It was the food industry which provided the driving force for refrigeration technologies in the late nineteenth and early twentieth centuries; storing perishable foodstuffs of animal and plant origin at low temperatures reduces bacterial growth, thus minimising the chances of contracting food-borne illnesses (Rees, 2013) . Such innovative technologies allowed food to be transported vast distances from source to consumer, e.g. the first commercially successful transportation of refrigerated meat by sea from New Zealand to the United Kingdom on-board the Dunedin in 1882, thus beginning the global refrigerated meat industry (Williscroft, 2007) .
It was only a matter of time before artificial refrigeration as a method of food preservation entered the home, replacing the iceboxes, which, as the name suggests, required a reliable supply of ice. However, early refrigerators were large, expensive, and, by today's standards, unsafe due to the use of highly toxic, corrosive refrigerants, such as ammonia and sulfur dioxide, which often leaked. Consumers with an aversion to death by combustion or toxic gas inhalation resisted. The search for alternative refrigerants was on (Rees, 2013; Myers, 2007) .
The discovery of chlorofluorocarbons as inexpensive, reliable, safe, and non-toxic refrigerants for use in the home was made by Thomas Midgley, Jr., Albert Henne, and Robert McNary, in a cooperative effort between Frigidaire, at the time owned by General Motors, and DuPont (Myers, 2007) . The suitability of dichlorodifluoromethane, also known as CFC-12 or Freon-12 (Freon being a trade name of DuPont), as a refrigerant was discovered by this team in 1928. The Kinetic Chemical Company was formed in 1930 to produce CFC-12 and develop other refrigerants. By the end of the 1930s, millions of smaller, lighter, less expensive, and above all safer refrigerators that used CFC-12 had found their way into the homes and hearts of consumers (Myers, 2007) .
The uses for CFCs climbed steadily worldwide over the following decades; in addition to refrigerants for refrigerators and air conditioners, they were used, for example, as aerosol propellants, blowing agents, and solvents. This steady climb in production was matched by a rise in their atmospheric concentrations. Their uses might have been many and varied, but in the end CFCs were too good to be true. In the early 1970s Rowland and Molina (1974) hypothesised that long-lived organic halogen compounds, such as the CFCs, could reach the stratosphere where they are dissociated by ultraviolet radiation to release chlorine atoms, which catalyse the destruction of stratospheric ozone. A decade later measurements of stratospheric ozone (Solomon, 1999) revealed that this was indeed the case; human activity was seriously damaging the ozone layer. This prompted international action and the ratification of the 1987 Montreal Protocol (and its later amendments), which aimed to phase out the worldwide production and use of CFCs and other ozonedepleting substances (ODSs). Although CFC production has now ceased, CFCs are still emitted into the atmosphere from existing "banks" (e.g. old refrigerators and air conditioners containing CFCs), which are not regulated by the protocol (Harris et al., 2014) . Releases from such banks currently dominate emissions for many ODSs, including CFC-12, the focus of the present study.
Dichlorodifluoromethane is currently the most abundant CFC in the Earth's atmosphere and the single largest contributor to the atmospheric loading of chlorine. It has an ozone depletion potential of 0.73 and a long atmospheric lifetime of 102 years (Harris et al., 2014) . Additionally, it is a very strong greenhouse gas with a 100-year global warming potential of 10 300 (Harris et al., 2014) . It is unsurprising, therefore, that there is much work carried out in monitoring CFC-12 atmospheric concentrations, particularly as its decline is linked to stratospheric ozone recovery. For example, according to in situ ground-based AGAGE (Advanced Global Atmospheric Gases Experiment) measurements, the CFC-12 annual mean mole fraction peaked at 544.2 ppt in 2003 (Clerbaux et al., 2007) , decreasing to 527.5 ppt by 2012 (Carpenter et al., 2014) .
Measurements of CFC-12 in the atmosphere are also made using remote-sensing techniques. There are a number of such datasets available, three of these from measurements taken by instruments deployed on the space shuttle: AT-MOS (Atmospheric Trace MOlecule Spectroscopy) (Chang et al., 1996; Irion et al., 2002) , CIRRIS 1A (Cryogenic InfraRed Radiance Instrumentation for Shuttle) (Bingham et al., 1997) , and CRISTA (CRyogenic Infrared Spectrometers and Telescopes for the Atmosphere) (Offermann et al., 1999) . Most datasets are derived from measurements taken by instruments on satellites: the CLAES (Cryogenic Limb Array Etalon Spectrometer) instrument on UARS (Upper Atmosphere Research Satellite) (Nightingale, et al., 1996) , the ILAS (Improved Limb Atmospheric Spectrometer) instrument on ADEOS (ADvanced Earth Observing Satellite) (Khosrawi et al., 2004) and the follow-up ILAS II on ADEOS II (Wetzel et al., 2006) , the HIRDLS (HIgh Resolution Dynamics Limb Sounder) instrument on Aura (Hoffmann et al., 2014) , the MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) instrument on EN-VISAT (ENVIronmental SATellite) (e.g. Hoffmann et al., 2005; Dinelli et al., 2010; Kellmann et al., 2012) , and the ACE-FTS (Atmospheric Chemistry Experiment -Fourier transform spectrometer) instrument on SCISAT .
All these remote-sensing datasets have one thing in common: they crucially rely on the accuracy of the underlying laboratory spectroscopy used in the forward model. Errors in the spectroscopy lead directly to errors in the retrieved data products, so it is important that the laboratory measurements are as accurate as possible. Furthermore, since the dichlorodifluoromethane infrared (IR) spectrum consists of an abundance of densely packed lines, it is a virtually impossible task to derive spectroscopic line parameters for this molecule. The solution for remote-sensing purposes, therefore, is to derive absorption cross sections from airbroadened spectra recorded in the laboratory. In order to be most useful for remote sensing, these cross-section datasets require (1) accurate band intensities, (2) accurate wavenumber scales, (3) a wide coverage of atmospherically relevant pressure-temperature (PT) combinations, and (4) spectra recorded at an appropriate resolution (Doppler-limited at the lowest pressures). This work presents new spectroscopic data which improve upon those currently available in the HI-TRAN and GEISA databases. In Sect. 2, a discussion of previous CFC-12 IR absorption cross-section datasets, derived from laboratory measurements, is presented. Section 3 provides details on the new measurements taken as part of this work and the derivation of cross sections, with Sect. 4 providing a discussion of the results and comparison with previous measurements.
Previous quantitative spectroscopic measurements of dichlorodifluoromethane
Two stable isotopes of chlorine are found in nature, 35 Cl and 37 Cl, with abundances of ∼ 76 and ∼ 24 % respectively so it is no surprise that there are a number of dichlorodifluoromethane isotopologues, namely, C 35 C1 2 F 2 , C 35 C1 37 C1F 2 , and C 37 C1 2 F 2 , with approximate abundances of 57, 36, and 6 % respectively. C 35 C1 37 C1F 2 , the asymmetric isotopologue, has C s symmetry, while the other two symmetric species have C 2v symmetry (McNaughton et al., 1994; D'Amico et al., 2002) . Dichlorodifluoromethane, which is an asymmetric top, has nine fundamental vibrational modes, and the 800-1270 cm −1 spectral range covered in the present work contains four main band systems: the fundamental bands ν 6 ∼ 923 cm −1 , ν 1 ∼ 1101 cm −1 , and ν 8 ∼ 1161 cm −1 and the combination band ν 3 + ν 7 ∼ 888 cm −1 , which owes its intensity largely to a Fermi resonance with ν 6 . Note that these frequencies are for the most abundant isotopologue, C 35 C1 2 F 2 , and that the modes are numbered according to the x, y, z axis system convention outlined in D' Amico et al. (2002) . Figure 1 provides a plot of the new absorption cross section at 268.9 K and 7.54 Torr with these main band systems labelled. Full details on the measurement conditions and derivation of this cross section are given in Sect. 3. The HITRAN 1986 compilation (Rothman et al., 1987) included for the first time high-resolution cross sections for a first approximation simulation of the spectra of a number of important atmospheric molecules, including CFC-12, for which no line parameters were available. The cross sections were derived from laboratory absorption spectra of pure samples recorded at 296 K at the University of Denver (Massie et al., 1985) . The quoted accuracy of the data was of the order of 10-25 %.
Around this time there were many measurements of CFC-12 IR band strengths (e.g. Varanasi and Ko, 1977; Kagann et al., 1983; Varanasi and Chudamani, 1988; Nguyen et al, 1986) . However it was not until 1991 that temperaturedependent cross sections for CFC-12 appeared (McDaniel et al., 1991) ; these were derived from measurements of pure CFC-12 at 0.03 cm −1 resolution and 203, 213, 233, 253, 273, and 293 K. This dataset was introduced into the HITRAN 1991/1992 compilation (Rothman et al., 1992; Massie and Goldman, 1992) .
A comprehensive CFC-12 cross-section dataset, derived from measurements of N 2 -broadened CFC-12 over a range of temperatures down to 200 K at spectral resolutions between 0.01 and 0.03 cm −1 , was published in 1994 (Varanasi and Nemtchinov, 1994) . According to the official HITRAN 1996 publication (Rothman et al., 1996) , only cross sections for 15 of these PT combinations (temperatures ranging from 216 to 296 K and pressures from 170 to 760 Torr) were included in the compilation. However, in HITRAN 2000 (Rothman et al., 2003) this had increased to 52 PT combinations covering temperatures from 190 to 296 K and 8 to 760 Torr, the reference for these being a private communication from P. Varanasi (2000) ; each PT combination is spread across two wavenumber ranges, 850-950 and 1050-1200 cm −1 . This dataset has remained unchanged for subsequent HITRAN compilations, including the most recent HI-TRAN 2012 (Rothman et al., 2013) , and was also included in the most recent GEISA 2003 (Jacquinet-Husson et al., 2005) and 2009 (Jacquinet-Husson et al., 2011) compilations. It has been used extensively for atmospheric remote-sensing applications over the last decade and a half. The present study has identified a number of deficiencies with the Varanasi dataset; these will be fully discussed in Sect. 4.
New absorption cross sections of air-broadened dichlorodifluoromethane

Experimental
All air-broadened dichlorodifluoromethane IR spectra were recorded at the Molecular Spectroscopy Facility, Rutherford Appleton Laboratory, UK, using a Bruker Optics IFS 125 HR FTS operated by Bruker's OPUS software (refer to https://www.bruker.com/ products/infrared-near-infrared-and-raman-spectroscopy/ opus-software/overview.html for information on the software). The FTS instrumental parameters and settings are summarised in Table 1 . Spectra were recorded at resolutions between 0.01 and 0.03 cm −1 (defined as the Bruker instrument resolution of 0.9/MOPD; MOPD = maximum optical path difference), depending on the total pressure of the mixture -see Table 2 . Due to the nonlinear response of mercury cadmium telluride detectors to the detected radiation, which results in baseline perturbations, all interferograms were transformed using the nonlinearity correction in Bruker's OPUS software. The experimental setup is similar to that described previously for related measurements (Harrison et al., 2010; Harrison, 2015) . Briefly, all measurements utilised a 26 cm pathlength single-pass stainless-steel absorption cell, with wedged KBr windows sealed on sprung PTFE O-rings. The cell was mounted inside the sample compartment of the FTS, which was evacuated to < 0.2 Pa. Sample temperatures below room temperature were achieved using a Julabo cooler with ethanol coolant circulating through the outer jacket of the cell.
The cell temperature was monitored by four platinum resistance thermometers (PRTs) in thermal contact at different points on the exterior surface of the cell. For the majority of measurements the temperature gradient within the cell was below 0.5 K, although this was closer to 1.0 K for the lowest temperatures. A Pfeiffer turbomolecular pump (CompactTurbo TMH 071 P), backed by a Leybold rotary vane pump (Trivac D8B), was attached to the cell and used to evacuate it prior to preparing each sample; the baseline vacuum pressure was < 0.001 Torr. For all measurements, dichlorodifluoromethane (Matheson, 99.9 % minimum purity, natural-abundance isotopic mixture) was used "as is" without additional purification, as was the dry synthetic air ("Air Zero", BOC, total hydrocarbons < 3 ppm, H 2 O < 2 ppm, CO 2 < 1 ppm, CO < 1 ppm). Sample mixtures were prepared by introducing dichlorodifluoromethane directly into the cell and then adding dry synthetic air. Pressures were measured close to the cell inlet using Baratron capacitance manometers (MKS). Details of the sample pressures and temperatures, and their experimental uncertainties, are contained in Table 2 . Multiple interferograms were recorded at each PT combination in order to improve the signal-to-noise ratio (SNR), with empty cell background interferograms recorded before and after these sample measurements. Pure nitrous oxide (N 2 O) spectra were additionally recorded at each temperature to calibrate the wavenumber scale.
Determination of absorption cross sections for dichlorodifluoromethane
Measured interferograms were Fourier transformed using Bruker's OPUS software, and transmittance spectra were calculated directly as I sample /I background . The wavenumbers were calibrated against the positions of isolated N 2 O absorption lines in the range 1140-1320 cm −1 , taken from the HI-TRAN 2012 database (Rothman et al., 2013) . The wavenumber accuracy of the wavenumber-calibrated dichlorodifluoromethane measurements is comparable to the accuracy of the selected N 2 O lines, which HITRAN error codes indicate is between 0.001 and 0.0001 cm −1 but is likely closer to 0.0001 cm −1 . According to the Beer-Lambert Law, transmittance τ (υ, P air , T ), at wavenumber υ (cm −1 ), temperature T (K), and synthetic air pressure P air , can be related to the absorption cross section, σ (υ, P air , T ) with units cm 2 molecule −1 , where P is the pressure of the absorbing gas (Pa), l is the optical pathlength (m), and k B is the Boltzmann constant (= 1.3806488 × 10 −23 J K −1 ). Equation (1) was used to derive the initial absorption cross sections from the transmittance spectra. Integrated band strengths over the range 800-1270 cm −1 were then calculated for each of these cross sections and ratios taken against a "calibration standard" integrated band strength over the same spectral range; this was derived from two 760 Torr N 2 -broadened CFC-12 spectra (recorded at 278 and 298 K) from the Pacific Northwest National Laboratory (PNNL) IR database (http://nwir.pnl.gov) (Sharpe et al., 2004 
Note that each PNNL spectrum, recorded at 0.112 cm −1 spectral resolution, is a composite of multiple pathlengthconcentration burdens, and great care has been taken to ensure that sample concentrations have been determined accurately.
Previous experience with this experimental setup has revealed difficulties in characterising the absorber partial pressures during preparation of the mixtures (e.g. Harrison, 2013 Harrison, , 2015 . The reasons for this are assumed to relate to issues with CFC-12 adsorption in the vacuum line and on the cell walls. The procedure used to calibrate the cross-section intensities assumes that the integrated intensity over each band system is independent of temperature. The reader is referred to the discussion in Harrison et al. (2010) for a more complete explanation of the underlying assumption and to references cited within Harrison (2015) for details on the successful use of this approach in the past. Note that the Varanasi CFC-12 cross sections do exhibit some scatter in integrated band intensity; however there is no evidence for any temperature dependence.
In order to obtain an estimate of the random errors in the absorption cross sections, many measurements need to be taken for each PT combination. Due to time constraints, however, only one spectrum has been recorded for each of these combinations, in the same manner as the Varanasi dataset. Despite this, it is expected that systematic errors make the dominant contribution to the uncertainty. Maximum uncertainties in the sample temperatures (µ T ) and total pressures (µ P ) are 0.4 and 0.2 % respectively ( Table 2 ). The photometric uncertainty (µ phot ) is estimated to be ∼ 2 %. The pathlength error (µ path ) is estimated to be negligibly small, lower than 0.1 %. According to the relevant metadata files in the PNNL database, the systematic error in the PNNL dichlorodifluoromethane spectra used for intensity calibration is estimated to be less than 3 % (2σ ). Equating the error, µ PNNL , with the 1σ value, i.e. 1.5 %, and assuming that the error estimates for all quantities are uncorrelated, the overall systematic error in the dataset can be calculated from
Note that using PNNL spectra for intensity calibration effectively nullifies the errors in the dichlorodifluoromethane partial pressures and cell pathlength, so these do not have to be included in Eq. (3). According to Eq. (3), the systematic error contribution, µ systematic , to the new dichlorodifluoromethane cross sections is ∼ 3 %.
Discussion and comparison of absorption cross-section datasets
The SNRs of the new transmittance spectra, calculated by the OPUS software at ∼ 990 cm −1 where the transmittance is close to 1, range from 2000 to 3700 (rms). Without having access to the original Varanasi transmittance spectra and without knowledge of the absorber partial pressures, it is not possible to determine the same quantity for the Varanasi data. However, a direct comparison of those absorption cross sections at similar temperature and pressure reveal that the new cross sections possess on average improved SNRs. Additionally, a number of Varanasi cross sections, particularly those derived from spectra recorded at 0.01 cm −1 resolution at low temperature and pressure, contain channel fringes noticeably above the noise level (with an amplitude at most ∼ 1 % in absorption, relative to the Q branch features near ∼ 923 cm −1 ); these are caused by reflections from e.g. windows in the optical path of the spectrometer. For the measurements described in the present work, care has been taken to prevent channelling by using wedged cell windows. The new spectra were recorded at spectral resolutions between 0.01 and 0.03 cm −1 (defined as 0.9/MOPD), based on the resolutions of the Varanasi measurements, which were deemed suitable; 0.01 cm −1 resolution was appropriate for low pressures in the Doppler-limited regime, with 0.03 cm −1 more suitable at higher pressures. In order to compare integrated band strengths, integrals were taken over the ranges of the Varanasi cross-section files, 850-950 and 1050-1200 cm −1 , covering the ν 6 /ν 3 +ν 7 and ν 1 /ν 8 bands respectively. Unfortunately, the wavenumber ranges of these earlier cross sections do not quite extend far enough to obtain a true measure of the baseline position for comparison with the new dataset. Note also that the files in HITRAN/GEISA have had all negative y values set to 0, which has the effect of adjusting the baseline positions by a small amount near the band wings, slightly increasing the integrated band strengths. Figure 2 is a plot of integrated band strength (without error bars, for ease of comparison) against temperature for each dataset and wavenumber range. The Varanasi integrated band strengths at each temperature display a small spread in values. Although not explicitly identified in the figure, band strengths for measurements at pressures below 100 Torr are Figure 2 . A plot of integrated band strength versus temperature for each of the datasets over the wavenumber ranges 850-950 cm −1 (bottom) and 1050-1200 cm −1 (top). The Varanasi data at each temperature display a small spread in values, most likely arising from calibration errors between sets of measurements taken at different times, and problems with dichlorodifluoromethane adsorption on cell walls. Refer to the text for a more detailed discussion.
on average ∼ 1-2 % lower than those at higher pressures. One would not expect integrated band strengths to vary with pressure; there is certainly no statistically significant trend to indicate this is the case. Following the discussion in Sect. 2, it seems that the Varanasi measurements below 170 Torr were taken at a later date, so there could be some calibration error between measurement sets. Additionally, thermometry inaccuracies or CFC-12 adsorption on cell walls could play a role.
There is no information in the original publication of Varanasi and Nemtchinov (1994) regarding wavenumber calibration; however it is stated in the HITRAN 2000 publication (Rothman et al., 2003) that the wavenumber scales were calibrated using the absorption lines of ammonia, acetylene, carbon dioxide, methane, and nitrous oxide bands in the thermal IR (7-14 µm) as given in HITRAN. Despite this, the wavenumber scale does not agree with that determined for the new dataset; in fact there is some variation in wavenumber scale from cross section to cross section. Figure 3 provides a comparison for two cross sections at similar experimental conditions (∼ 216 K and 130 Torr), one from each dataset; the difference plot reveals particularly sharp features at ∼ 921.8 and 923.2 cm −1 , coinciding with the steepest part of the Q-branch features, a result of the Varanasi cross section shifted by ∼ 0.06 cm −1 (a correction factor of ∼ 1.000007) to low wavenumber. This is in line with the wavenumber calibration errors observed for the 1,1,1,2-tetrafluoroethane (HFC-134a) Varanasi dataset (Harrison, 2015) .
Although it is beyond the scope of this work to quantify numerically how the new dataset will improve atmospheric retrievals, the improvements in the new absorption crosssection dataset can be further illustrated with the aid of highresolution atmospheric spectra with strong CFC-12 absorption features, such as measured by the ACE-FTS (Bernath et al., 2005) , and a simple comparison of spectral residuals, i.e. differences between observed atmospheric and calculated spectra, from v3.0 ACE-FTS processing.
Firstly, in ACE-FTS v3.0 processing the spectral residuals associated with the ν 6 band reveal systematic features that cannot be accounted for in the forward model when using the Varanasi dataset (C. D. Boone, personal communication, 2012; Harrison, 2014) . These features are very similar in appearance to the sharp features observed in Fig. 3 , indicating that they arise from the poor wavenumber calibration of the Varanasi dataset. Note that for ACE-FTS retrievals the CFC-12 mixing ratios are adjusted in order to minimise the residuals (in the ν 6 band) and that these sharp features are negative when residuals are calculated in transmittance. The improvement in wavenumber scale of the new cross sections has been verified using the ACE-FTS forward model and retrieval software on a limited selection of measurements (see slide 18 of Harrison, 2014; C. D. Boone, personal communication, 2014) ; in all cases the systematic features were minimised.
Secondly, ACE-FTS residuals associated with the very strong Q-branch features of the ν 8 band are particularly large, so much so that the Varanasi data in this region cannot be used in ACE-FTS retrievals. This issue largely relates to the wavenumber calibration errors already discussed and additionally to the saturation of the strongest features in some of the Varanasi measurements. Figure 4 provides a plot of three new cross sections at ∼ 200 K and their differences from the Varanasi cross sections at similar PT. Again, it has been verified using the ACE-FTS forward model for a limited selection of measurements that systematic features are minimised when using the new dataset (see slide 19 of Harrison, 2014; C. D. Boone, personal communication, 2014) .
For a retrieval scheme in which the forward model uses absorption cross sections, the ideal situation is to interpolate between cross sections rather than extrapolate beyond them. Ideally the target pressure and temperature of an atmospheric spectrum should be bracketed with four cross sections, two of these at higher T and two at lower T , and one each of these at lower and higher P . This means that the PT combinations within the dataset must cover all possible combinations of pressure and temperature appropriate for the region of the atmosphere being observed. Of the 52 PT combinations in the Varanasi cross-section dataset, five are essentially redundant because they double up other measurements. There are also many PT combinations at relatively high temperature and high pressure, more than are strictly necessary. It has also been noted (C. D. Boone, personal communication, 2012) that the Varanasi dataset does not cover a wide enough range of pressures and temperatures to allow for the four-point interpolation scheme outlined earlier to always be used, thus contributing to errors in retrieved CFC-12 mixing ratios. The new dataset presented in this work has extended the PT coverage to resolve this problem. Due to time constraints, however, it has been necessary to optimise the new dataset to just 32 PT combinations. Figure 5 provides a graphical representation of the PT combinations for both datasets.
In summary, compared to the previous dataset of Nemtchinov and Varanasi (Varanasi and Nemtchinov, 1994; Rothman et al., 2003) , the new dichlorodifluoromethane absorptioncross-section dataset covers a wider range of pressures and temperatures, has a more accurately calibrated wavenumber scale, has more consistent integrated band intensities, exhibits no discernible channel fringes, and on average possesses improved SNR; it will therefore provide a more accurate basis for retrieving CFC-12 abundances from atmospheric spectra. Preliminary ACE-FTS retrievals for the upcoming v4.0 indicate an improvement in the 1σ retrieval errors; a more detailed investigation of these improvements will follow at a later date.
Since CFC-12 is a relatively strong absorber in the atmosphere, particularly in the limb, this new cross-section dataset will also enable improved retrievals for other molecules for which their spectral features overlap, e.g. CFC-113 (C. D. Boone, personal communication, 2012) . This new dataset is available electronically from the author and will be made available to the community via the HITRAN and GEISA databases.
Conclusions
New high-resolution IR absorption cross sections for dichlorodifluoromethane have been determined over the wavenumber range 800-1270 cm −1 , with an estimated uncertainty of 3 %. Spectra were recorded for mixtures of dichlorodifluoromethane with dry synthetic air in a 26 cm pathlength cell at resolutions between 0.01 and 0.03 cm −1 (calculated as 0.9/MOPD) over a range of temperatures and pressures appropriate for upper troposphere-lower stratosphere conditions. Intensities were calibrated against dichlorodifluoromethane spectra in the PNNL IR database. These cross sections greatly improve upon those currently available in the HITRAN and GEISA databases and will enable accurate retrievals of CFC-12 abundances from atmospheric spectra recorded by satellite-borne IR remotesensing instruments.
