This article presents a new method for localization of multiple concurrent speech sources that relies on simultaneous blind signal separation and direction of arrival (DOA) estimation, as well as a method to solve the intersection point selection problem that arises when locating multiple speech sources using multiple sensor arrays. The proposed method is based on a low complexity nonparametric blind signal separation method, making is suitable for real-time applications on embedded platforms. On top of reduced complexity in comparison to a previously presented method, the DOA estimation accuracy is also improved. Evaluation of the performance is done with both real recording and simulations, and a real-time prototype of the proposed method has been implemented on a DSP platform to evaluate the computational and the memory complexities in a real application.
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Introduction
Traditional blind signal separation methods have been designed and used for signal separation aiming at reconstruction or estimation of original source signals, and to maintain the audio quality of the reconstructed source signals.
One approach to blind speech signal separation is to exploit the sparse and disjoint structure of the signals in the time-frequency domain. It has been shown that masking of time-frequency points can separate additive mixtures of speech signals [1] . Various methods to design the masks have been presented, including methods based on signal model mixing parameters, observation vectors or direction of arrival estimates, and independent components [1, 2, 3, 4, 5] . Masking in the time-frequency domain generally introduces music distortion in the reconstructed signals, and there is often a tradeoff between the amount of separation and the level of introduced music distortion. Research aiming to reduce the music distortion through masking while maintaining a good signal separation has been conducted [6, 7] .
For the purpose of estimating the DOA of the separated sources, the signals do not necessarily have to be reconstructed. Any audible music distortion that would have appeared in the reconstructed signals due to masking does not have to be a concern either. The previously presented method [8] used a blind signal separation method based on DUET [1] with the aim of estimating the DOA of the separated sources instead of reconstructing the source signals. It was possible to tune the parameters of the blind signal separation stage for more aggressive and faster converging separation, and the DOA of each source was then estimated by using the robust steered response power (SRP) with phase transform weighting (PHAT) method. Even though the separated speech sources empirically had a significantly lower perceptual quality due to the aggressive separation when the signals were reconstructed to the time domain, the DOA estimation performed well.
Accurate information about the location of sources is of great benefit to many applications in signal processing. Blind methods, or automatic tracking methods, for example, can sometimes take advantage of this additional knowledge to improve their performance. This includes applications such as speech enhancement and separation in hand held and mobile devices, laptops and conference telephony systems, and also automatic camera tracking in video conference, surveillance and security systems.
In this article, a new method for DOA estimation of multiple concurrent speech sources, as well as a method to solve the problem with multiple combinations of intersection points that arises when locating multiple speech sources using multiple sensor arrays, is presented. The combined stages provides a new method for positional location estimation of multiple concurrent speech sources using multiple small sensor arrays. The method previously presented in [8] performed the blind signal separation and DOA estimation in two separate stages: the first stage separated the sources with a conventional signal separation method based on DUET, and the second stage performed the DOA estimation. In this article, the new proposed method combines the two stages into a new simultaneous blind signal separation and DOA estimation method.
The new proposed method eliminates the DUET for the signal separation stage from the previous method, and instead replaces it with a feedback from the DOA estimation stage. In addition to evaluating the performance with both real recordings and simulations, a real-time prototype of the proposed method has been implemented on a DSP platform to evaluate the computational and the memory complexities in a real application.
When employing multiple sensors arrays for source localization in the far field, intersecting DOA estimates from different sensor arrays yields the physical location of the source [9] . In the presence of multiple sources, there are multiple DOA estimates at each sensor array and also multiple combinations of intersection points, many of which do not correspond to real physical sources.
Also proposed in this article is an addition to the method presented in [10] to handle the problem with multiple intersection points, which is solved by correlating parameters from the blind signal separation stage. This allows the localization stage to intersect the correct DOA estimates from multiple sensor arrays so the resulting position estimate corresponds to a true source location.
Other methods to solve the multiple intersection point problem include methods based on clustering of intersection points and correlation of signals [11, 12] . Figure 1 shows the problem when intersecting DOA estimates for localiza- 
Multi-source DOA Estimation Stage
The first problem to address is the DOA estimation for multiple concurrent speech sources. A cluster-based blind signal separation method is proposed using a time-frequency domain masking approach. The observed time delay estimates for each time-frequency point are clustered around a set of cluster centroids. After masking the time-frequency points into the separate clusters, the proposed method estimates the DOA to each source and adjusts the cluster centroids using the SRP-PHAT method.
W-disjoint Orthogonality
Common to the time-frequency masking-based methods is the assumption that the time-frequency representations of the signal components are sparse and that their supports are disjoint. Denoted as W-disjoint orthogonal [1] , the methods exploit the sparse and disjoint structure of speech signals in the time-frequency domain for blind signal separation.
For two time signals s 1 (t) and s 2 (t), and the corresponding time-frequency representation S 1 (ω, τ ) and S 2 (ω, τ ), the disjointness of signals can be expressed as
The orthogonality states that there is no energy overlap in the time-frequency domain. From the W-disjoint orthogonality it follows that a set of time-frequency masks exists that can separate an additive mixture into its components. Under the assumption that the sources are indeed W-disjoint orthogonal, at most one source contribute with energy at a specific time-frequency point (ω, τ ), and a properly chosen mask will therefore mask the time-frequency point from a specific source. The disjointness of speech signals have been extensively researched, and it has been shown that multiple independent speech signals are nearly Wdisjoint orthogonal [1] .
Blind Signal Separation
The propagation path is assumed to be anechoic, where the sensor signals are subject to a time-shift and an attenuation due to the propagation distance.
For a small sensor array, the attenuation is assumed to be equal all over the sensor array, and is modeled by a unit gain. The sensor signal for the sensor m is modeled as
where N is the number of sources and is assumed to be known. The source signals s n (t) are subject only to a time-shift δ n,m from the source n to the sensor m. The sensor noise ν m (t) is modeled as zero-mean independent white Gaussian noise. It is assumed that the time-shift can, in the absence of noise, be modeled as a phase-shift in the time-frequency domain [13] :
In the discrete time-frequency domain, henceforth denoted by [ω, τ ] with discrete time τ and frequency ω, and with the propagation delay δ n,m denoting samples, the signal model is
Under the assumption that the sources are W-disjoint orthogonal, no more than one source is active at any time-frequency point. The signal model can thus be reduced to
where n is the index of the single active source at the corresponding timefrequency point [ω, τ ]. The cross-power spectrum for two sensor signals then
where E [·] is the expectation operator. For each time-frequency point, a time delay T p,q [ω, τ ] between sensors p and q can be derived from the cross-power spectrum as
For a small uniform linear sensor array with more than two sensors, an average time delay for a time-frequency point can be calculated as the average of the time delays for all sensor pairs as
The set P contains the sensor pairs {p, q} in the sensor array and |P| denotes its cardinality. Due to the assumed W-disjoint orthogonality, and the anechoic propagation path, the time delays depend only on what source is active in the given time-frequency point. Time delay estimates for all time-frequency points that are dominated by the same source will have the same value.
The estimated time delay for each time-frequency point is dependent on the phase of the cross-power spectrum. Thus, if the sensor array is too large and introduces spatial aliasing, the phase at some point in the cross-power spectrum becomes ambiguous. It is therefore necessary to ensure that there is no spatial aliasing by requiring that the inter-sensor distance d for any sensor pair {p, q} ∈ P is d < c/(2·f max ), where c is the propagation speed of sound and f max is the highest frequency in hertz. The sensor arrays used in the evaluation section have an inter-sensor spacing of d = 0.04 m, so f max < 4250 Hz. Thus, sampling at 8 kHz satisfies the limit for spatial aliasing.
A number of cluster centroids C n , one for each source present in the received sensor signals, are used to track the clusters of time delays for each timefrequency point. From the cluster centroids, a binary time-frequency mask for the source n is calculated as
The original source n, as recorded by sensor m, is demixed in the time-frequency domain asŜ
For source reconstruction, any one of the received sensor signals can be demixed and the time-frequency representation is transformed back to time domain. For source localization, which is the focus of this article, it is necessary to demix all sources from all sensor signals.
Time Delay Estimation
Since the original sources have been separated, conventional single-source DOA estimation methods can be used to locate the individual sources. A popular method for localization is the SRP-PHAT method, which is based on maximizing the output power from a delay-and-sum beamformer by steering it across a defined search space. The output power from the delay-and-sum beamformer for source n is
where ψ[ω] is a weighting function. A number of weighting functions are presented in [14] . One of the more popular weighting functions is the phase transform (PHAT):
The phase transform has been shown to perform well for speech signals in reverberant environments [15, 16] . The acoustic source is then located by maximizing the output power of the beamformer:
The signal model and the W-disjoint orthogonality assumes that at most a single source is active in any time-frequency point. The cross-power spectrum can therefore be estimated not in terms of the sensor signals, but in terms of the separated source signals:
whereÊ [·] is the sample-based estimator of the expected value. The signalŝ
are the estimates of the signal n in time-frequency point [ω, τ ] as received by the sensors p and q, respectively.
Proposed Cluster Centroid Tracking Stage
The proposed method is a novel method for updating cluster centroids in an online centroid tracking environment aiming at estimating the DOA of the separated sources. The previously presented method in [8] 
Proposed Intersection Point Selection Stage
By separating the sources and estimating the DOA at multiple sensor arrays, the DOA estimates can be intersected for localization purposes. The intersection point selection problem consists of intersecting the correct DOA estimates from the sensor arrays. A pair of masks produced by the blind signal separation stage at different sensor arrays for the same source are assumed to be correlated.
Clustering
Masking TDOA estimation with SRP Masks and signal estimates that correlate are assumed to belong to the same source, and so the corresponding DOA estimates intersect at a real physical source location.
By separating the sources at each sensor array, a set of masks M k n is estimated for each of the sources n at each sensor array k. A straightforward way to select a combination of DOA pairs from two sensor arrays is to calculate an
where
and where denotes element-wise multiplication and · denotes the Euclidean norm. A larger value of a matrix element a n1,n2 means that there are many common time-frequency points, which implies a higher probability that the corresponding DOA pair intersects at a true source location. 
Since the separated signalsŜ n,m are already masked during the separation of the sources from the mixtures, the energy-weighted masks equals the energy of the separated signals. Similar to the demixing in (12) , any one of the demixed sensor signals can be used.
Finding many common time-frequency points does not only imply a good DOA match, but it also suggests that a higher number of common dominant time-frequency points is used for the DOA estimation. To exploit this assumption, a scoring system is also implemented. Different scoring systems based on the matrix A and the corresponding sensor time-frequency signals were investigated. However, the scoring system that turned out to work best was to directly use the value of a n1,n2 as the score for the pair (n 1 , n 2 ). An additional observation regarding the proposed method is the order in which the pairs are selected.
The pairs are selected from A in decreasing order of the corresponding score 
Evaluation
The evaluation is performed in both a simulated room environment and using real room recordings. The blind signal separation and the DOA estimation stages are evaluated using simulated sensor array data to cover a range of controlled environments. Real room recordings are used to evaluate the intersection point selection stage to show its practical use. Room impulse responses for simulation are generated by the image method [18] , where reflection coefficients for the room boundaries are adjusted for different reverberation times. Sensor array data are finally generated by filtering a source signal by the generated synthetic room impulse responses.
The real sensor data are recorded in a typical small conference room environment measuring 4 × 4 × 2.6 meter. The same room dimensions and sensor and source placements are modeled to generate the synthetic impulse responses.
The two sensor arrays consist of four sensors each, with 4 cm sensor spacing.
The sample rate is 8 kHz, and the time-frequency transformation of the sensor signals is performed using oversampled uniform DFT filterbanks [19, 20] . The number of subbands vary, but throughout the evaluations, a two times oversam-pling and two-tap polyphase subband filter, have been used. Speech sequences, both for simulation and the real recordings, are taken randomly from the TIMIT database.
Multi-Source DOA Estimation
The blind signal separation is evaluated using simulated room impulse re- The results show a general trend towards larger standard deviation and mean estimation error when the number of subbands is reduced. However, the number of subbands also controls the delay of the filterbanks and is a tradeoff between signal separation and DOA estimation performance, and the delay between the input and output signals. The delay can be reduced by decreasing the polyphase subband filter length at the expense of increased subband aliasing, or by increasing the oversampling at the expense of a higher subband sample rate and higher processing requirements. The filterbank structure can furthermore be restricted by other processing, such as speech enhancement, if the same filterbanks are utilized.
The Intersection Point Selection Problem
The intersection point selection method is evaluated with simulations as well as real room recordings. The real recording setup consists of two sensor arrays and three sources, where the sensor array geometries and filterbank structures are the same as in the simulation setup for multi-source DOA estimation. Filterbanks with 256 subbands are used. Some locations due to erroneously selected DOA pairs are found, mostly visible between the sensor arrays and true source locations, as indicated in figure 3 by the dashed circle. These erroneous location estimates, however, have a lighter color and thus have a lower score. The location estimates with Table 4 lists the approximate number of operations needed to estimate the cross-power spectrum (CPS) and to evaluate the SRP-PHAT in (13) for a particular time delay τ . The cross-power spectrum is estimated using a first order AR-process, making the computational complexity low and independent of the effective integration time for the estimated value. The number of times needed to evaluate (13) depends on the numerical search method employed to find the point of maximum value in (15) . The search method used during evaluation was a two-step approach. First, a coarse search across the search space at evenly distributed time delays τ was performed, followed by a golden section search with parabolic interpolation [21] around the initial highest steered response power 
Implementation
The proposed method has been designed with focus on realtime online processing. A prototype implementation has been implemented on a custom float- set.
An immediate observation and a critical factor during the implementation is the result of the signal separation stage. A cross power spectrum is estimated for each source and for each sensor so the DOA can be estimated for each separated source. An approach to reduce the memory impact of the signal separation stage is to assume that the set of sensor pairs {p, q} for DOA estimation consists only of pairs of adjacent sensors. The memory impact can then be significantly reduced by only keeping one cross power spectrum for each source in memory. The memory impact is also reduced by using an AR-process to integrate the cross power spectrums. A variable integration time is achieved at a low constant memory impact. Another limiting factor is the number of filterbank subbands. Better localization performance can be achieved with a larger number of subbands, but at the cost of an increased memory impact. While the number of subbands increases the computational complexity per frame, the frame time is increased accordingly and the relative computational complexity remains constant. Table 6 shows the computational and the memory complexity of the prototype implementation. The computational complexity is listed as the percentage of time spent in the stage relative to the frame time. The memory complexity is the storage requirements for persistent states. For as many as five concurrent sources being separated and located, the total computational complexity is 10.9% of the available processing cycles, and the memory complexity is 14.1%
of the available memory. The sampling and filterbank setup is otherwise the same as in the evaluation section: 8 kHz sampling rate, 256 subbands, two times oversampling and two-tap polyphase subband filters.
Conclusions
The article presents a new method for simultaneous blind signal separation and DOA estimation of multiple speech sources, as well as a method to solve the intersection point selection problem when locating the sources using mul- The most computationally demanding stage is the SRP-PHAT step conducted to search for the peak in the steered response power from a sensor array.
While most overall improvements can be made by reducing the number of evaluations of the steered response power, the proposed method offers a significant computational reduction over the DUET-based method. Over all, the computational complexity is improved by 12-13%. A prototype implementation on an embedded DSP platform demonstrates that, for as many as five concurrent sources, the computational and memory complexity is well within bounds of the platform.
