In this paper, a new viable bandwidth reduction algorithm for reducing the bandwidth of sparse symmetric matrices, is described. The proposed algorithm provides a reliable procedure to reduce the bandwidth and can easily be applied to the sparse symmetric matrices of any size. This algorithm is tested on structured graphs and the reduced bandwidth results obtained are compared with the GPS algorithm. The bandwidth obtained by the present method is smaller than or equal to the one obtained by the GPS and standard examples are included to illustrate in detail the proposed algorithm.
Introduction
Analysis of many problems in science and engineering fields involves the solution of large, sparse, linear algebraic equations of the form Ax = b, where 'A' is n × n sparse symmetric matrix. Solving these equations at a less time and storage, is a challenging task. The problem of reordering a sparse symmetric matrix to reduce the bandwidth has played a central role in the solution of sparse linear systems.
The matrix bandwidth minimization problem is a long-established combinatorial optimization problem which originated in the 1950s. This problem, has played an important role in the solution of sparse systems. This minimization is achieved by permuting the rows and columns of the co-efficient matrix 'A' in an appropriate manner [1] . Alternatively, the bandwidth of a sparse matrix can be reduced by reordering the vertices of a suitable graph that corresponds to the given sparse matrix A.
We now define the bandwidth for the sparse symmetric matrices. For a given sparse symmetric matrix A = {a i j }, let θ i be the maximum difference between the row index i and the column index j such that a i j is the first non-zero element of ith row of the matrix A. The bandwidth of matrix A is defined as max 1≤i≤n {θ i }.
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For almost four decades now, the algorithm associated with the bandwidth reduction is commonly applied on graphs rather than on matrices directly. The procedure is as follows: first, a graph associated with the given sparse symmetric matrix is created. Then the bandwidth minimization algorithm is applied on the graph where the node relabeling is performed for the vertices of the graph. From the output graph returned by such an algorithm after relabeling the vertices of the graph, a matrix associated with the output graph is obtained, thereby leading to a reduced bandwidth value.
In this paper, a bandwidth reduction algorithm based on graph representation of standard structured graphs is presented and the test results are compared to the well-known Gibbs-Poole-Stockmeyer (GPS) algorithm. Since this algorithm is effectively applied in present day research, it is chosen for comparison. The GPS algorithm yields a near optimal bandwidth and an effort has been made to modify the complicated steps involved in this algorithm. The algorithm proposed in this paper tries to reduce the complication of finding out a pair of pseudo-peripheral nodes without affecting the near optimal bandwidth. The steps involved in the GPS algorithm in finding out a suitable pair of pseudo-peripheral nodes is quite hectic, that is when a forward search is performed from an arbitrary least degree node, the last level will contain more than one vertices. In such cases, backward level structure is to be performed for each and every node in the last level and the widths have to be compared. The level structure which has a width which is same as the width of the forward level structure is chosen and that particular node is one of the peripheral nodes.
The significance of the proposed algorithm is this procedure is simply performed by choosing an arbitrary node adjacent to a least degree node which yields the same or reduced bandwidth.
Literature review
Many algorithms have been proposed for the problem of matrix bandwidth minimization. The first extensive study of such a problem was done by Cuthill-Mckee (known as the CM algorithm) in the year 1969 [2] . A spanning tree is obtained on applying the algorithm. Methods proposed in the late 1970s and early 1980s include the reverse Cuthill-Mckee algorithm [3] , the Gibbs-King algorithm [4] and the Gibbs-Poole-Stockmeyer algorithm [5] . The main intention of these algorithms is to obtain a good pair of pseudo-peripheral nodes. Methods proposed in the 1990s include the spectral method [6] and the algorithm using simulated annealing (SA) procedure [7] . In recent days, Kaveh and Sharafi have proposed a new optimization technique using the ant system optimization [8] .
One of the most popular algorithms among all the bandwidth reduction methods is the GPS algorithm. The GPS algorithm finds a pair of nodes which are located at nearly maximal distances apart called the pseudo-peripheral nodes. In literature, the GPS algorithm has been demonstrated by extensive tests that this strategy provides good starting nodes [9] .
Though the algorithm provides good starting nodes, the algorithm cannot always find the pseudo-peripheral nodes in spite of having several candidates for good pseudo-peripheral nodes in a graph [10] . Certain other case of applying the bandwidth reduction technique is a meta-heuristic algorithm called DRSA (Dual Representation Simulated Annealing) to solve bandwidth reduction problem in graphs. The significance of the algorithm is the use of two internal representations of solutions for the problem [11] . A comparative study has been done on heuristics for bandwidth reduction, aimed at determining which of them offers the higher bandwidth reduction with a reasonable computational cost [12] .
In this paper, a new bandwidth reduction algorithm is presented, which is a modification of the GPS algorithm which reduces the complications involved, thereby leading to a reduced or same bandwidth. The aim of the paper is to provide an algorithm which finds a pair of pseudo-peripheral nodes (i.e. end points of the pseudo-diameter) in a simpler manner by constructing just two level structures. The best choice of pseudo-peripheral nodes leads to a reduction in the bandwidth. In addition, this algorithm can be applied to any random or structured graphs of various sizes.
The paper is organized as follows: Section 3 gives the basic procedure and the pseudocode of the proposed algorithm. Section 4 compares the simulated results and the performance of the proposed algorithm against the GPS algorithm with 11 examples.
New nodal relabeling algorithm
The problem of reordering a sparse symmetric matrix in reducing the bandwidth, has played a central role in the solution of sparse linear systems. A reduction in the bandwidth allows to attenuate the phenomenon of the fill-in and yields advantage both in memory requirements and computational time. A reduction in bandwidth occurs due to the selection of the good starting nodes. By choosing a good pair of endpoints of the pseudo-diameter, one can yield a good reduction in the bandwidth. This algorithm helps in finding out the good pair of endpoints of the pseudo-diameter by constructing minimum number of level structures. This algorithm can be applied to any random or structured graph of any size.
A detailed description of the above algorithm is given below. Let G be a structured graph obtained from the given sparse symmetric matrix.
Step 1: Choice of source node "s 1 " for forward search: Select a node "s 1 " from the set of nodes having minimum degree value with ties broken arbitrarily.
Step 2: With "s 1 " as the source node, the breadth-first search algorithm is applied. Then for vertices ω ∈ G, let d s 1 (ω) indicate the shortest distance δ(s 1 , ω) from the source s 1 to ω as an output of the breadth-first search algorithm. We now construct a level structure starting from "s 1 ", by grouping the vertices those having same
Step 3: Selection of the source vertex "s 2 " for backward search on the graph: Consider the last level, i.e., the level having maximum value among d s 1 [ ]-values. If this level contains a single vertex then go to step 8; otherwise pick an arbitrary vertex adjacent to an arbitrary minimum degree vertex in the last level of the level structure. Let this vertex be the source vertex "s 2 " for the backward search on the graph. Step 4: Construct another level structure (called the "backward level structure") starting from "s 2 " as follows: for
Step 5: Let  S be the collection of vertices having the same d s 1 1. Assign the starting number 1 to vertex "s 1 " (i.e. the source vertex of forward traversal [13] ). 2. Consider all vertices ω ∈ G other than source "s 1 " which have {ω(̸ = u) ∈ G : l[ω] = 1}. Start assigning final nodal numbers to these vertices from 2 onwards by giving priority to vertices with the least degree and adjacent to the vertices having the least final nodal number (i.e. for the first time, the forward source "s 1 " will have the least final nodal number). 3. Next, take vertices ω ∈ G which have level numbers l(ω) = 2. Repeat the procedure of assigning the final nodal number by giving priority to vertices with least degree and adjacent to a vertex having the least final nodal number. 4. Repeat the above step until all the vertices in the last level are numbered.
Pseudocode of the proposed algorithm
The pseudocode of the above proposed algorithm for any random or structured graph is explained below. The above random or structured graph can be taken as input graph in the form of an adjacency linked list or an adjacency matrix representation. Though the pseudocode of the proposed algorithm is given for an input graph, in the form of an adjacency linked list representation, the algorithm can also be suitably modified for other representations.
PROPOSED ALGORITHM (G, fnn[ ])
◃ Input: A graph G=G(V, E). for 
Results and discussion
In order to explain the performance of the proposed algorithm, a comparison with the well known GPS algorithm is carried out below for random and standard structured graphs of various sizes. The proposed algorithm is tested and explained in detail for three structured graphs listed in the literature. Example 1. The first structured graph is a 9-point grid graph [5] with 24 vertices. The original bandwidth of the graph is 21. The structured graph is depicted below in Fig. 1 . We first choose a minimum degree vertex of arbitrary choice from the set of all minimum degree vertices. From Fig. 1 , the vertices with minimum degree are {24, 9, 23, 17}. From this set we choose 24 as the source node "s 1 " and with this as the root node, a forward breadth-first search is applied. This results in a level structured graph consisting of 6 levels. This is shown in Fig. 2 . The vertices in the last level (i.e. 6th level) form set S * = {9, 15, 5, 17} from Fig. 1 . From this set, "s temp " the vertex with minimum degree is identified with ties broken arbitrarily. Let the vertex be 17. Next, an arbitrary vertex adjacent to 17 is chosen to be the second source node "s 2 " = 5 to construct a backward level structure. A backward search is performed with source node "s 2 " = 5. This is shown in Fig. 3 .
Using the forward and the backward level numbers and by using the new technique of the proposed algorithm we obtain a set  S which consists of the vertices having identical forward and backward level numbers (i. e. {24, 13, 7, 6, 1, 20, 14, 18, 19, 4, 10, 8, 16 , 5} from Fig. 1 ). Let G 1 , G 2 , G 3 be 3 components formed by removing  S from G as shown in Fig. 4 . Next, the first largest component with a vertex having d s 1 value 2 is computed. Fig. 3 shows that the component G 1 contains d s 1 value 2. Hence, the vertices in this component are numbered with the backward level number, whereas, the vertices in the other two components are numbered with the forward level numbers. This is the final level numbering "l[v]" obtained which is depicted in Fig. 5 . With this final level numbering, a final nodal renumbering "fnn[v]" is done which yields a reduced bandwidth. The bandwidth of the resultant graph is 5. This is shown in Fig. 6 .
Example 2. The next example is a structured graph with 34 nodes [14] . The original graph has an initial bandwidth of 24 and is depicted in Fig. 7 .
For this structured graph, the source node "s 1 " is chosen as 1 and a forward breadth-first search is applied as shown in Fig. 8 . Next, s 2 = 30 is computed from the set S * = {30, 33, 21, 29, 12, 17, 32, 34} and a backward search is applied. This is shown in Fig. 9 . Next, by applying the new technique, a final level numbering is achieved (Fig. 10 ). With this final level numbering the final nodal numbering is performed which leads to a reduced bandwidth of 8 as shown in Fig. 11 . Example 3. The other example is a triangulated graph [10] which is depicted below in Fig. 12 . This graph contains 49 vertices and the original bandwidth is 48.
For this structured graph, the source node "s 1 " is chosen as 1 and a forward breadth-first search is applied which is shown in Fig. 13 . Next, s 2 = 16 is computed from the set S * = {2, 9, 10, 11, 12, 13, 8, 15, 16, 17, 18, 19 , 14} and a backward search is applied. This is shown in Fig. 14. Next, by applying the new technique, a final level numbering is achieved (Fig. 15 ). With this final level numbering the final nodal numbering is performed which leads to a reduced bandwidth of 10 as shown in Fig. 16 .
In the same manner, typical standard graphs are chosen and the test results on applying the above algorithm are compared with the existing GPS algorithm. The graphs used in this study are st21, grids, paths, cycle and random graphs. The graph st21 is a standard graph with 21 nodes [7] . Among grids, 1. (mxn) square grid with grid points Grid5(mxn), 2. (mxn) rectangular grid with grid points Grid9(mxn) are chosen.
Finally, path n, a path with n vertices, cycle n, a cycle with n vertices and rand n, a random graph with n vertices are selected.
Results are obtained for varying sizes of the standard graphs mentioned above. A few selected data are presented in the table (see Table 1 ).
The table shows that the proposed algorithm gives a better reduction (i.e., the same or reduced bandwidth) when compared with the well known GPS algorithm. For the structured graph st21, though both the algorithms yield the same bandwidth, the proposed algorithm works easier than the GPS. In GPS, the backward search is performed for all the vertices in the last level to find the pseudo-diameter. In the case of the proposed algorithm, a node adjacent to an arbitrary least degree node is selected which makes the selection of the second source node simpler. In the case of grid graphs, the GPS algorithm needs to create four level structures to find the second source node, whereas, the proposed algorithm performs only one level structure to find the second source node. As in all cases, the selection of the starting node is arbitrary and the choice of the second source node is quite difficult on implementing the existing algorithm. In the case of L-structured graph (examples 4, 9) , the reduced bandwidth remains the same on applying both the algorithms, but the existing algorithm has to perform the backward search for all the nodes in the last level, in order to find the second source node, whereas, the proposed algorithm performs this search only once.
For cycle and path, both the algorithms give an optimal bandwidth. In examples 5, 7 and 11, it is observed that the last level of the forward level structure consists of a single node and hence the proposed algorithm stops here and proceeds with a final numbering technique. In the case of the GPS algorithm a backward search is done and then the final nodal numbering is performed. This increases the time taken to solve the bandwidth reduction problem. This is one of the drawbacks which is overcome by the proposed algorithm. A reduction in the bandwidth is seen when using the proposed algorithm in Example 8 (Ran49) where a suitable second source node is chosen leading to a good pair of pseudo-peripheral nodes. The existing algorithm leads to a higher bandwidth reduction.
Even though the bandwidth results are the same in almost all cases, the complications involved in performing the GPS algorithm are overcome by the proposed algorithm. This is because, in the selection of the second source node for performing the backward breadth-first search, a least degree node from the last level of the level structure is chosen arbitrarily and a vertex adjacent to it is selected to be the second source vertex. Example 8 shows that the proposed algorithm can be applied to all structured graphs, those which are triangulated. To conclude, the proposed algorithm is significantly better than the existing GPS algorithm and hence an easy and effective algorithm for bandwidth reduction.
