We obtain a maximum principle for stochastic control problem of general controlled stochastic differential systems driven by fractional Brownian motions (of Hurst parameter H > 1/2). This maximum principle specifies a system of equations that the optimal control must satisfy (necessary condition for the optimal control). This system of equations consists of a backward stochastic differential equation driven by both fractional Brownian motion and the corresponding underlying standard Brownian motion. In addition to this backward equation, the maximum principle also involves the Malliavin derivatives. Our approach is to use conditioning and Malliavin calculus. To arrive at our maximum principle we need to develop some new results of stochastic analysis of the controlled systems driven by fractional Brownian motions via fractional calculus. Our approach of conditioning and Malliavin calculus is also applied to classical system driven by standard Brownian motion while the controller has only partial information. As a straightforward consequence, the classical maximum principle is also deduced in this more natural and simpler way.
Introduction
Fix a finite time horizon T ∈ (0, ∞). Let (Ω, F , P ) be a basic probability space equipped with a right continuous filtration (F t ) 0≤t≤T satisfying the usual conditions ( [9] ). Let B H = (B This process has been applied in many fields such as hydrology, climatology, economics, internet traffic analysis, finance, and many other fields. The stochastic analysis associated with fractional Brownian motions has been extensively studied recently. The stochastic differential equations driven by fractional Brownian motions have also been considered by many researchers through several approaches, see for example, through general rough path analysis [7] , [12] , [16] , [25] or through fractional calculus [17] , [18] , [28] . In particular, we refer to the references therein.
Since stochastic control is a main tool of applications of stochastic analysis it is natural to consider the problem of stochastic control of systems driven by fractional Brownian motions. Along this direction there have been already some work. In [15] , [21] (see also [1] ) some specific stochastic control problems relevant to mathematical finance have been investigated. There is also a general sufficient condition of optimal control for general control problems in [20] . The explicit optimal linear Markov control was obtained in [22] by using the technique of completing squares and by using the Riccati equations.
However, the problem of optimal control for general stochastic systems driven by fractional Brownian motions is far away from being considered as resolved. In fact, there has been a lack of necessary conditions in a more general setting. In this paper, we shall fill this gap. More precisely, we shall obtain a set of necessary conditions that the optimal control must satisfy.
The theory of stochastic control of systems driven by standard Brownian motions is very rich and has found many applications. There have been mainly two general approaches toward the solutions. One is the Hamilton-Jacobi-Bellman dynamic programming which results in a highly nonlinear Hamilton-JacobiBellman equation. The study of viscosity solutions of this type of equations has experienced an explosive growth in recent years. See [11] , [35] , and the references therein for the stochastic control related development. The study of viscosity solutions of the nonlinear Hamilton-Jacobi-Bellman equation has become one main stream of partial differential equations. see [8] , [24] , and many more other references for general discussion. Another approach in stochastic control is the Pontryagin's maximum principle. Starting with [4] , [5] , and [6] , backward stochastic differential equations (abbreviated as BSDEs) has been used to describe the necessary (and sufficient) conditions that the optimal control must satisfy. We also refer to [11] , [29] , [35] and the references therein for some other work.
The approach of Bellman dynamic programming heavily depends on the semigroup property of the underlying system (namely, the Markov property of the underlying controlled stochastic processes). In fact, one can also obtain the Hamilton-Jacobi-Bellman equation for more general Markov processes, see for example, [26] . However, the fractional Brownian motions are not Markov except in the case of Brownian motion (H = 1/2). Thus, it is natural to concentrate on extending the Pontryagin's maximum principle to controlled system driven by fractional Brownian motions. The first main task is to find the appropriate backward stochastic differential equations (an extension of the Riccati equation). In this work, we obtain the backward stochastic differential equations in a natural way, through the idea of conditioning. This type of backward stochastic differential equations involved terms driven both by fractional Brownian motion and by the underlying standard Brownian motion. In the classical standard Brownian motion case, researchers usually obtain this backward stochastic differential equation by the duality approach for which one has to know the form of the BSDE in advance. Our approach is motivated by a recent work [19] on linear BSDE driven by standard Brownian motion by using Malliavin calculus. We are excited about this approach since it is very natural: the BSDE is deduced naturally without prior knowledge of the form of the BSDE! Our approach is also new in the classical setting of the controlled systems driven by standard Brownian motions. The advantage of our approach in the classical setting of standard Brownian motion is that it also works for stochastic control with partial information. Thus, we also present our approach to deduce the maximum principle in classical case, first with partial information and then to give an alternative way to deduce the classical maximum principle with complete information. This is done in Section 3.
To deduce the maximum principle for the controlled stochastic system driven by fractional Brownian motions, we need more results on stochastic analysis of the controlled systems, which has not been studied yet. In particular, we need to have the uniform Hölder continuity of the solutions, and the differentiability of the solution with respect to the control. These results are of interest themselves. We shall present these new results in Section 4. In Section 5.1, using the idea in Section 3, we obtain a necessary condition that the optimal control must satisfy when the controller has only partial information. The stochastic control problem with partial information is very important in finance, while not much theory has been developed yet. However, we refer to the work [20] (for partial information linear quadratic control) and the references therein. Section 5.2 aims to simplify the condition obtained in Section 5.1 when the controller has complete information available. The condition leads naturally to a new type of backward stochastic differential equation driven by the underlying standard Brownian motion and by the fractional Brownian motion. Besides the complexity of the BSDE which involves fractional Brownian motion and the underlying standard Brownian motion, the system of equations of maximum principle also involves the Malliavin derivatives. This system of equations of maximum principle is very complex. However, this is expected since the problem is much more complicated now. In the case of controlled system driven by standard Brownian motion, the theory obviously reduces to the classical maximum principle as demonstrated in Section 3.
To obtain our maximum principle we need some additional results on fractional calculus and Malliavin calculus. In Section 2, we introduce some notations and obtain some new results that we shall use. We also recall some necessary notations from [1] , [10] , [14] , [16] , [17] , and [18] to establish some new results for controlled system driven by fractional Brownian motions. In particular we shall establish some new important identity which is necessary in our approach.
It is interesting to have some examples that can be solved by using our new maximum principle. However, as it is well-known, the explicit solutions of stochastic control are always difficult to obtain even in the classical Brownian motion case. See however, [3] for some general discussion. It is expected that the problem will be more complex. In addition, this paper is already long. So, we shall discuss some particular control problems with this approach in the future.
Fractional calculus and Malliavin calculus 2.1 Fractional calculus
In this section we recall some results from fractional calculus. Let a, b ∈ R with a < b and let α > 0. The left-sided (and right-sided) fractional RiemannLiouville integrals of integrable function f is defined by
[and 
and
where a ≤ t ≤ b. For any β ∈ (0, 1), we denote by C β (a, b) the space of β-Hölder continuous functions on the interval [a, b]. We will make use of the notation It is clear that when f ∈ C β (a, b) with β > α, then both D α a+ f (t) and D α b− f (t) exist and we have
The following fractional integration by parts formula and its consequence are needed in the sequel (see [34] for a proof).
Let λ > α and µ > 1 − α. Then the Riemann Stieltjes integral b a f dg exists and it can be expressed as
4)
where
.
From the definition (2.1) of D α a+ f (t) and (2.3), we have immediately
Let λ > α and µ > 1 − α. Then the Riemann Stieltjes integral b a f dg exists and
Stochastic calculus for fractional Brownian motions
and define
is an m dimensional fractional Brownian motion. This means that B H j (t) , j = 1, · · · , m are independent Gaussian processes with mean 0 and variance given by
The stochastic integral with respect to B H j can be defined in a similar way as in [14] . We shall use the results in [14] .
Recall the operators IΓ * H,T and B * H,T (see the equations (5.21) and (5.35) of [14] )
where κ H is defined in (2.7) and
, where j = 1, 2, · · · , and l = 1, · · · , m. Let P be the set of all polynomials of the standard Brownian motion W over interval [0, T ]. Namely, P contains all elements of the form
where f is a polynomial of n variables. If F is of the above form (2.11), then its Malliavin derivative D s F is defined as
For any F ∈ P, we denote the following norm
It is easy to check that · 1,p is a norm p ∈ (1, ∞). Let D 1,p denote the Banach space obtained by completing P under the norm · 1,p . We can certainly define the higher derivatives. But we only need the first derivatives in this paper. For the above ξ j 's we can define η j = B * H,T ξ j and we denote by P H the set of all polynomial functionals ofη j,l := 
where g is a polynomial of n variables we define its Malliavin derivative D 
It is well-known from ( [14] , Theorem 6.23) that
The following proposition from ( [10] , Theorem 3.9) will also be used in this the sequel.
Proposition 2.4 Let ψ be a jointly measurable stochastic process which has Malliavin derivative and let the following hold:
The following proposition is easy consequence of the above identity (2.17) and the relation between path-wise integral and the stochastic integral obtained by using the Wick product (2.18).
Proposition 2.5 If F satisfies the condition in Proposition 2.3 and ψ satisfies the conditions in Propositions 2.3 and 2.4, then 
where IΓ * H,T and B * H,T are defined by (2.9) and (2.10). If F is given by (2.11), then F can also be represented by
Thus as a functional of
By a limiting argument, we have the following
, where f 1 , · · · , f m satisfy the conditions in Proposition 2.4 and let g 1 , · · · , g m be continuous adapted processes. Then
Proof We can prove this proposition in the same way as the proof for Theorem 2.1 of [22] .
Systems driven by Brownian motions
In this section, we shall use our approach of conditioning and Malliavin calculus to deduce the maximum principle for partially observed controlled system driven by standard Brownian motions. The complete information case will also be deduced. In this classical case, our approach seems to be new, straightforward and simpler.
General stochastic control with partial information
In this subsection we shall obtain a maximum principle when only partial information is available. This means that the control u t may not necessarily depends on full information determined by the Brownian motions {W (t) :
We assume in this subsection that (G t ) 0≤t≤T is any right continuous filtration which is contained in the σ-algebra (F t ) 0≤t≤T generated by {W (t) : 0 ≤ t ≤ T }. The space of admissible controls is defined as
To describe our stochastic control problem, we need to introduce four functions b, σ, l, and h. They are assumed to satisfy the following conditions.
and h : R n → R are continuous with respect variables t, x, and u and are continuously differentiable with respect to x, u for all
(H2) We assume that there is a constant C > 0 such that
[In what follows throughout this paper, we shall use C to denote a generic constant which may have different value at different occurrences.]
The controlled stochastic control system is described as the following stochastic differential equation:
where x 0 is a given vector in R n . For a given u ∈ U [0, T ] the existence and uniqueness of the solution x u (t) to the above equation follows from standard theory of stochastic differential equations. For simplicity, we sometimes omit the explicit dependence of x(t) on u, namely, we write x(t) = x u (t). The cost functional we shall deal with is
The first optimal control problem studied in this paper is to minimize the cost functional J(u(·)) over U [0, T ]. This means that we want to find the optimal control u
If such an optimal control u * (·) exists, then the corresponding state x * (·) = x u * (·) is called an optimal state process. (x * (·), u * (·)) is called an optimal pair for the optimal control problem described by (3.1), (3.2) and (3.3).
Assume (x * (·), u * (·)) is an optimal pair. Namely, J(u(·)) attains its minimum at u * (·). From the general theory of functional analysis, we know that u * (·) is a critical point of J(u(·)). We are interested in finding a necessary condition satisfied by (x
, and there is a unique x ε (·) satisfying the state equations (3.1) with control u replaced by u ε (·). Denote
The following lemma can be proved easily and it is necessary in obtaining the maximum principle for the stochastic control problem (3.1)-(3.3).
exists in L 2 and y(t) satisfies the following equations:
We need to solve the above linear stochastic differential equations (with random coefficients). In particular, we need to express y in an explicit form of v. For this reason we consider the following linear matrix-valued stochastic differential equations.
From the basic theory of stochastic differential equations, it is well-known that this equation has a unique solution, denoted by Φ(t). It is easy to verify that Φ −1 (t) exists and is the unique solution of the following stochastic differential equations ( [35] ):
From the Itô's formula we can obtain the solution of the equation (3.5) by using Φ(t), Φ −1 (t).
Since u * (·) is an optimal control, it is a critical point of the functional J(u(·)), namely, we have
Using (3.8) for the solution y(t), we have
Now we make use of the following identity from Malliavin calculus:
Combining this identity and Fubini type theorem, we have
Then from (3.10) and (3.11) we have
Since the above identity holds true for all (
We can also write the above equation as
Denote E Gt (X) = E X G t . Then we can state (3.14) as the following general maximum principle (e.g. the equation (3.15) below).
be an optimal pair of the control problem (3.1)-(3.3). Define
almost surely.
Stochastic control with complete information
is the σ-algebra generated by the Brownian motion W (s) = (W 1 (s) , · · · , W m (s)), then the above equation (3.15) for the maximum principle can be simplified.
, and l * u (t) are F t -adapted, then the equation (3.15) can be written as
where we denote
. From the definition of P (t) and Q j (t), we have
(3.17)
Lemma 3.3 If p(t) and q j (t) are defined as above, then
Proof From (3.7) we see that
. On the other hand, from Proposition 1.2.8 of [27] , we see that
This proves the lemma easily. From the equation (2.11) of [19] , we see that p(t) and (q 1 (t) , · · · , q m (t)) is the unique solution of the following backward stochastic differential equations.
be an optimal pair of the control problem (3.1)-(3.3). Let p(t) and (q 1 (t), · · · , q m (t)) be the unique solution pair to (3.19) . Then
Remark 3.5 The equations (3.1), (3.19) , and (3.20) is a system of coupled forward-backward stochastic differential equations. Usually they can be used to determine the optimal control u * and the corresponding optimal state x * . For the convenience we can write them together as
The system of coupled forward-backward stochastic differential equations (3.1), (3.19) , and (3.20) can also be written by using the so-called Hamiltonian. Let
Then the maximum principle (3.21) can be restated as
Controlled stochastic differential systems driven by fractional Brownian motions
To obtain our main results of maximum principle for the system driven by fractional Brownian motions, we need to develop some new results for controlled stochastic differential equations driven by fractional Brownian motions. Let us recall that
is an m-dimensional Brownian motion. Let (G t , 0 ≤ t ≤ T ) be a right continuous filtration contained in the filtration (F t , 0 ≤ t ≤ T ) generated by fractional Brownian motions B H (t). First, let us define our space of admissible controls:
there exist constant C > 0, c > 0, and β < H such that u µ,0,T ≤ Ce
Consider the following controlled stochastic differential equation driven by fractional Brownian motion:
Here the integral with respect to fractional Brownian motion is in the pathwise sense (or the Stratonovich type integral).
We assume that b : 
(H5) σ(t, x, u) is twice continuously differentiable in x and u and there exist some constants 1 − H < γ < 1 and 0 < δ ≤ 1, and L such that for each i = 1, · · · , n:
(i) The partial derivatives of σ with respect to x and u are bounded:
(ii) Hölder continuity in time:
(iii) Lipschitz continuity of second derivatives with respect to state and control variables.
If b and σ satisfy the above assumptions (H4) and (H5) and if u is an admissible control, then the coefficients b(t, x) = b(t, u(t), x) and σ(t, x) = σ(t, u(t), x) satisfy the conditions (H 1 ), (H 2 ), and (H 3 ) of [28] . Thus it follows that for any admissible control u, the controlled stochastic differential equation (4.2) has a unique solution (see also [17] ), denoted by x .2) depends on u. But to simplify the notation we often omit its explicit dependence on u and write x t = x u t . Let u * and v be two admissible controls. Denoteū = v − u * . For any ε ∈ R, we denote u ε = u * + εū. Thenū and u ε are also admissible controls. Corresponding to u * and u ε there are solutions x ε (·) = x(·; u ε (·)) and x * (·) = x(·; u * (·)) to the equations (4.2) . That is
To obtain our results of maximum principle, we need the following.
Proposition 4.1 Assume (H4) and (H5)
. Let x ε (·) and x * (·) be the solutions of equation (4.2) corresponding to u ε (·) and u * (·) respectively. Then
almost surely as ε → 0, where y(t) is the solution of the following equation.
Proof of Proposition 4.1 We shall follow the idea of [17] to prove the above lemma. Fix 1 2 > α > 0 and β > 0 such that 0 < 1 − α < β < H. Let g 1 (t) , · · · , g m (t) be any given functions of β-Hölder continuous. Consider the following deterministic differential equation
Corresponding to the admissible controls u * and u ε , the above equation (4.7) has also two solutions, still denoted by x * and x ε . Corresponding to u ε , we shall obtain an equations depending on a parameter ε. We can consider more general one:
Lemma 4.2 Let b(ε, t, ·) : R n → R n and σ j (ε, t, ·) : R n → R n , j = 1, · · · , m, be a continuously differentiable functions with uniformly bounded derivatives.
, be uniformly Hölder continuous with exponent γ > α. That means that there is a constant M ∈ (0, ∞), independent of ε, t, and x, such that
Assume also that b and σ j satisfy the following uniform linear growth condition:
Then there are constants C and c independent of ε, M , and g, such that for all T , Proof The existence of the solution x ε for every ε is known. See example in [17] and [28] . We shall sketch the proof of the bounds (4.9) following idea in the proof of Theorem 3.1 of [17] . Without loss of generality we assume that n = m = 1. Set g β = g 0,T,β . We can assume that g β > 0, otherwise the inequalities are obvious.
Step 1. From (2.5), we have for any 0 < s < t < T
where and in what follows, C is a universal constant (independent g and M ). It is easy to see from the assumption of the lemma that
I 2 can be estimated as
On the other hand
Therefore from (4.11)-(4.14) we see that the solution x ε to (4.8) satisfies
Then, for all s and t such that 0 ≤ t − s ≤ ∆ we have
Hence, 
Finally, we have from (4.16)
Step 3. From Equation (4.17), we see also when t − s ≤ ∆ and 0 ≤ s < t ≤ T x ε s,t,β ≤ Ce
since x ≤ Ce cx 1/β , ∀ x ≥ 0 with some constants c and C. For general 0 ≤ s < t ≤ T , we denote s = t 0 < t 1 < · · · < t n−1 < t n = t so that t k − t k−1 ≤ ∆. Then
With the same argument as (4.20), we have (4.10). The proof of the theorem is now complete. It is clear that the Proposition 4.1 is a consequence of the following lemma.
Lemma 4.4 Assume (H4) and (H5) and assume 0 < 1 − µ < 1 − α < β < H. Let g 1 (t), · · · , g m (t) be β-Hölder continuous functions of t ∈ [0, T ]. Let x ε (·) and x * (·) be the solutions of equations (4.7) corresponding to u ε (·) and u * (·), respectively. Then Proof We follow the idea of [17] . We divide the proof into several steps.
Step 1. To simplify the notation, we assume n = d = m = 1. The general case only increases the notational complexity. Throughout this paper we shall use C to denote a generic constant, independent of ε, whose values may be different in different occurrences. Denote σ(·, x ε (·), u ε (·)) and σ(·, x * (·), u * (·)) by σ ε (·) and σ * (·) respectively. Set y ε (·) = x ε (·) − x * (·). We have that 22) where
I 1 is handled easily.
Step 2. To estimate I 2 , let us consider the integral in I 2 , denoted byĨ 2 . .
Since σ x and σ u are bounded, we havẽ
Again since the second derivatives σ xx , σ uu , and σ xu are bounded and the first derivatives σ x and σ u are γ-Hölder continuous in t, we havẽ
Since both u and v are admissible controls, they are Hölder continuous of order (µ. Thus u ε is uniformly Hölder continuous of order µ. From Lemma 4.2, we know that x ε is also uniformly Hölder continuous of order β and hence x ε is also uniformly Hölder continuous of order 1 − α
We also use the boundedness of u. Hence, we havẽ
The above inequality gives
β+ν Therefore, we have
(4.24) Combining (4.23) and (4.24), we have
Thus we have
Step 3. We choose ∆ 1 such that
From the above equation (4.26) it follows that if 0 < t − s ≤ ∆ 1 , then
Since |y(t)| ≤ |y(s)| + |t − s| 1−α y 1−α,s,t , the above inequality yields
which implies easily
[Notice that the constant C may be different than that in the definition for ∆ 1 .] Then for all 0 ≤ s < t ≤ T, t − s ≤ ∆ 0 := ∆ 1 ∧ ∆ 2 , we have from equation (4.27) ,
We apply the above inequality to s = 0 and t−s ≤ ∆ 0 and notice that y ε (0) = 0. We have that |y ε | 0,∆0,∞ ≤ Cε g β ∆ β 0 . In general, for any integer positive k such that k∆ 0 < T , if we let s = ∆ 0 and t ∈ [k∆ 0 , (k + 1)∆ 0 ], then we have
This implies
In the equation (4.29), if we let
Then (4.29) yields
Therefore we obtain
In the same way as in Step 3 in Lemma 4.2, we can also prove
Step 4. Denote η ε (t) = 1 ε y ε (t) − y(t). Then we can write for all 0 ≤ t ≤ T ,
Hence we have
Using the argument as for I 1 and from the boundedness and the Lipschitz continuity of the derivative b x and b u , and from the inequality (4.30), we have for 0 ≤ s < t ≤ T ,
Since sup 0≤r≤T |y ε | ≤ Cε we obtain
Step 5. To estimate I 4 we shall use the consequence (2.5) of the fractional integration by parts formula (2.4). Denotē
From (2.5) it follows
Use the same technique as for I 3 and I 2 to obtain
Since sup 0≤t≤T |yHence,
By the boundedness and the Hölder continuity of the second derivatives of σ we have
By equation (4.30), we have
Combination of (4.37)-(4.39) yields
In similar way, we have
The inequalities (4.34), (4.35), (4.36), (4.40), and (4.41) yield
Step 6. From (4.32), (4.33) and (4.42), we have
This implies
Now we can follow the same argument as in Step 3 to complete the proof of the theorem.
Step 7. The L p convergence is from the Fernique Theorem. As we mentioned earlier Lemma 4.4 implies Proposition 4.1 easily. This completes the proof for Proposition 4.1.
To derive the maximum principle, we need to obtain an explicit solution to the equation (4.6). Let us consider the following linear matrix-valued stochastic differential equations.
From the basic stochastic calculus for fractional Brownian motions (see e.g. [22] ), it is clear that this equation has a unique solution, denoted by Φ(t). It is easy to verify that Φ −1 (t) exists and is the unique solution of the following stochastic differential equations:
(4.44)
Again from the Itô's formula we can obtain the solution of the equation (4.6) by using Φ(t) and Φ −1 (t).
Lemma 4.5 Let Φ(t) and Φ −1 (t) be defined by (4.43) and (4.44). Then the solution to (4.6) is given by
5 Maximum principle for stochastic control of system driven by fractional Brownian motion
Recall that we defined the space of admissible controls in Section 4,
, be some given continuous functions satisfying the assumptions (H4) and (H5) given in Section 4. Consider the following controlled system of stochastic differential equations driven by fractional Brownian motions:
Here the integral with respect to fractional Brownian motion is the Stratonovich integral. Some properties of this controlled system are given in Section 4.
Let l : [0, T ] × R n × R d → R and h : R n → R be some given functions satisfying the following conditions.
(H3) l and h are continuously differentiable with bounded derivatives.
The cost functional we use in this paper is given by
From the conditions (H4)-(H5) the controlled stochastic differential equation (5.2) has a unique solution (see e.g. [17] , [28] ). Moreover for P -almost all ω ∈ Ω, X(ω, ·) ∈ C 1−α (0, T, R d ). So assume that |x(r) − x(τ )| ≤ c 0 |r − τ | 1−α in probability. The solution x u t of above equation depends on u. But to simplify the notation we often omit its explicit dependence on u and write x t = x u t . Now our optimal control problem can be stated as to minimize the cost functional over U [0, T ]. That is to find optimal control u
Let u * (t) be an optimal control and x * (t) be the corresponding solution of equation (5.2) . (x * (·), u * (·)) is called an optimal pair. We will find a necessary condition that the optimal control u * (·) must satisfy, which is also called the maximum principle.
Stochastic control with partial information
Since u * (·) is an optimal control and since the space U [0, T ] of admissible controls is linear, we have that u * (·) is a critical point of nonlinear functional
We will follow the same idea as in Section 3 for the Brownian motion case to deduce a necessary condition from the above equation (5.5). As in Section 4, we denote y(r) = lim
. By Lemma (4.4) and Dominated Convergence Theorem, we have
Substituting (4.21) into (5.5) we obtain
The expectation of the above last two terms can be computed by the formula (2.19). Thus, we have
Since the equation ( 
We can use the formula (2.17) to compute the above two terms involving D j sū . we have then
Since the G a measurableū is arbitrary, we have 
Stochastic control with complete information
Now we assume that the filtration G = F and note that it is also the filtration generated by the (background) defining Brownian motions W . Namely, For any δ ∈ (0, 2 − 2H), there exist C δ > 0, depending on H, a and δ but independent of ε, such that
Proof Without loss of generality, we prove the case when a = 1. We choose some δ ∈ (0, 2 − 2H), and we have |t − s| 2H−2 (1 − s + ε) δ = |t − Lemma 5.4 Let X t be a Gaussion random variable with 0 mean and variance f 2 (t). If lim t→0 f (t) = ∞, then lim t→0 |X t | = ∞ in probability.
Proof We have
This implies that lim t→0 E(e −|Xt| ) = 0 and hence e −|Xt| goes to 0 in L 1 . Consequently, we have lim t→0 |X t | = ∞ in probability as t → 0. 
