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Resumen
En este trabajo se presenta un estudio comparativo de diferentes te´cnicas de agru-
pamiento no supervisado con enfoque particional y espectral, orientado a la agrupacio´n
de patrones representativos de latidos extra´ıdos de registros electrocardiogra´ficos am-
bulatorios. Debido a la naturaleza de las sen˜ales estudiadas y a que, en muchos casos,
no es factible el etiquetado de las mismas, se prefieren las te´cnicas de agrupamiento
no supervisado para su ana´lisis. El uso de un modelo gene´rico de agrupamiento par-
ticional y la estimacio´n de para´metros de inicializacio´n adecuados empleando te´cnicas
espectrales, son algunos de los aportes ma´s significativos de esta investigacio´n. Los
experimentos se realizan sobre una base de datos de arritmias esta´ndar del MIT (Mas-
sachusetts Institute of Technology) y la extraccio´n de caracter´ısticas se hace con te´cnicas
recomendadas por la literatura.
Otro aporte importante, es el desarrollo de un me´todo de ana´lisis por segmentos
que reduce el costo computacional y mejora el desempen˜o del agrupamiento en com-
paracio´n con el ana´lisis tradicional, es decir, analizando todo el conjunto de datos en
una sola iteracio´n del procedimiento. Adicionalmente, se sugiere un esquema com-
pleto de ana´lisis no supervisado de sen˜ales ECG, incluyendo etapas de caracterizacio´n,
seleccio´n de caracter´ısticas, estimacio´n del nu´mero de grupos, inicializacio´n y agru-
pamiento. Tambie´n se disen˜an medidas adecuadas de desempen˜o, basadas en la con-
formacio´n de los grupos, que relacionan el agrupamiento con el nu´mero de grupos
empleados y costo computacional. Este estudio se realiza teniendo en cuenta las re-
comendaciones de la AAMI (Association for the Advanced of Medical Instrumentation).
xxiii
Abstract
This work presents a comparative study of different partitional and spectral clustering
techniques to cluster heartbeats patterns of long-term ECG signals. Due to the nature
of signals and since, in many cases, it is not feasible labeling thereof, clustering is
preferred for analysis. The use of a generic model of partitional clustering and the
appropriate estimation of initialization parameters via spectral techniques represent
some of the most important contributions of this research. The experiments are done
with a standard arrhythmia database of MIT (Massachusetts Institute of Technology)
and the feature extraction is carried out using techniques recommended by literature.
Another important contribution is the design of a sequential analysis method which
reduces the computational cost and improves clustering performance compared to tra-
ditional analysis that is, analyzing the whole data set in one iteration. Additionally, it
suggests a complete system for unsupervised analysis of ECG signals, including feature
extraction, feature selection, initialization and clustering stages. Also, some appro-
priate performance measures based on groups analysis were designed, which relate
the clustering performance with the number of resultants groups and computational
cost. This study is done taking into account the AAMI standard (Association for the
Advance of Medical Instrumentation).
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Parte I
Preliminares
1
1. Introduccio´n
El electrocardiograma (ECG) es una de las pruebas diagno´sticas ma´s importantes
para el ana´lisis del comportamiento ele´ctrico del corazo´n [1]. Adema´s, es de uso muy
frecuente por tratarse de una te´cnica no invasiva. El examen electrocardiogra´fico ma´s
comu´n es el ECG de superficie de 12 derivaciones, que se realiza cuando el paciente
se encuentra en reposo y se aplica por un breve periodo de tiempo. Comu´nmente,
los registros o sen˜ales ECG son evaluadas por un especialista quien, de acuerdo a
su conocimiento y experiencia, emite un juicio sobre la salud card´ıaca del paciente.
En la actualidad, los especialistas se apoyan en herramientas computacionales, que
permiten obtener medidas ma´s precisas sobre las sen˜ales de forma que el diagno´stico sea
ma´s acertado. Existe otro tipo de prueba diagno´stica, denominada electrocardiograf´ıa
ambulatoria, que se realiza para evaluar al paciente durante prolongados periodos de
tiempo, sin alterar su actividad diaria, lo que permite el examen dina´mico del ECG en
su ambiente natural. La necesidad de un registro ambulatorio radica en que la deteccio´n
de algunas patolog´ıas transitorias e infrecuentes no puede hacerse con el examen ECG
de 12 derivaciones [1]. Los registros obtenidos del examen ambulatorio se les conoce
con el nombre de registros Holter, en honor a Norman Jefferis Holter, quien desarrollo´
el primer grabador de sen˜ales ECG porta´til.
1.1 Planteamiento del problema
Uno de los mayores problemas de la evaluacio´n diagno´stica ambulatoria es la longitud
de los registros, lo que hace que la inspeccio´n visual sea un trabajo laborioso para los
especialistas. Por esta razo´n se han desarrollado herramientas de asistencia diagno´stica
basadas en te´cnicas de procesamiento digital de sen˜ales y reconocimiento de patrones.
En este caso, la idea general de la asistencia diagno´stica es disminuir la cantidad de
latidos que debe revisar el especialista, de manera que, en lugar de revisar todos los
latidos, u´nicamente deba revisar los latidos representativos de cada grupo obtenido por
el sistema de ana´lisis y, al final, sugerir un tipo de patolog´ıa asociada [2]. No obstante,
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el ana´lisis computarizado de los registros Holter tambie´n representa un problema en
te´rminos de tiempo de procesado. En el proceso de formar subconjuntos de latidos
existen dos esquemas: supervisado y no supervisado. En el esquema supervisado es
necesario disponer de un conjunto completo de latidos conocidos y etiquetados para
clasificar los nuevos latidos del registro a trave´s de una comparacio´n con latidos de
las clases conocidas y, de esta manera, obtener un diagno´stico automa´tico, aunque de
rendimiento bajo porque una comparacio´n con latidos base o plantilla no genera, en
todos los casos, buenos resultados debido a la variabilidad morfolo´gica y de longitud
de los latidos. De otro modo, los me´todos supervisados requieren entrenamiento por
cada paciente o registro, y esto complica la labor del especialista.
Por otra parte, en los me´todos no supervisados, no es necesario etiquetar el con-
junto de datos, ni se requiere de entrenamiento por cada registro y la tarea es ma´s
flexible. Estos aspectos hacen que el ana´lisis no supervisado sea la te´cnica de uso ma´s
frecuente en el disen˜o de sistemas para examinar los latidos de un registro Holter. En
la clasificacio´n no supervisada, las te´cnicas de agrupamiento o clustering han resultado
muy u´tiles, sin embargo au´n existe el problema abierto de la seleccio´n del me´todo ade-
cuado para agrupar patrones homoge´neos, que sea robusto ante factores como la gran
cantidad de latidos, costo computacional, clases desequilibradas, inicializacio´n y la alta
variabilidad morfolo´gica [3].
En este trabajo de tesis se presenta una evaluacio´n de diferentes me´todos de agru-
pamiento particional y espectral, aplicados a patrones representativos de sen˜ales ECG,
extra´ıdos de segmentos de registros Holter que presentan una variedad de arritmias
card´ıacas, con el fin de determinar los que presentan un buen compromiso entre efecti-
vidad y tiempo de procesado en el agrupamiento de latidos homoge´neos.
1.2 Organizacio´n del documento
Este documento esta´ compuesto por 10 cap´ıtulos distribuidos en 5 partes, as´ı: pre-
liminares, marco teo´rico, marco experimental, resultados y discusio´n, y comentarios
finales. El contenido es el siguiente:
• En el cap´ıtulo 2 se presentan los objetivos de este estudio.
• En el cap´ıtulo 3 se presenta un recorrido conceptual de algunas generalidades de la
fisiolog´ıa del corazo´n y el procesamiento digital de sen˜ales ECG. Adicionalmente,
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se describe la base de datos empleada y algunos esta´ndares del ana´lisis ECG.
• El cap´ıtulo 4 es un estado del arte de la clasificacio´n de sen˜ales ECG, que corres-
ponde a una revisio´n bibliogra´fica de algunos trabajos relevantes en el a´rea
del procesamiento de sen˜ales ECG, espec´ıficamente, en procesos de extraccio´n
- seleccio´n de caracter´ısticas y clasificacio´n.
• Los cap´ıtulos 5 y 6, corresponden al marco teo´rico y abarcan los dos enfoques
de ana´lisis no supervisado estudiados: particional y espectral, respectivamente.
Cada uno de estos cap´ıtulos tiene una seccio´n de introduccio´n en la que se pre-
senta un breve contexto y se mencionan las secciones que componen el cap´ıtulo.
• En el cap´ıtulo 7 se describen las metodolog´ıas disen˜adas para evaluar los me´todos
de agrupamiento y en el cap´ıtulo 8 se mencionan las medidas de desempen˜o
aplicadas en este estudio. Los resultados de los experimentos se discuten en el
cap´ıtulo 9.
• Finalmente, en el cap´ıtulo 10 se presentan las conclusiones de este estudio y se
menciona el posible trabajo futuro.
2. Objetivos
2.1 Objetivo general
Comparar el desempen˜o de las mejores te´cnicas de agrupamiento no supervisado asocia-
das a esquemas de tipo particional y espectral, en la particio´n del conjunto de patrones
descriptivos de la sen˜al ECG, con el fin de encontrar las que presenten equilibrio entre
la efectividad en la separacio´n de clases y el costo computacional, considerando que
las clases son desequilibradas y puede existir una variedad de morfolog´ıas de latido en
cada sen˜al.
2.2 Objetivos espec´ıficos
* Implementar algoritmos representativos de agrupamiento particional y espectral
para aplicarlos a patrones de sen˜ales ECG y evaluar su desempen˜o, teniendo en
cuenta costo computacional y efectividad en la separacio´n de clases.
* Desarrollar una metodolog´ıa de comparacio´n de los algoritmos de agrupamiento
que permita identificar el algoritmo adecuado para el ana´lisis de sen˜ales ECG.
* Proponer una metodolog´ıa de ana´lisis de registros Holter basada en me´todos no
supervisados, orientada a la clasificacio´n de arritmias.
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En este cap´ıtulo se presentan algunos conceptos y discusiones preliminares orientadas al
soporte diagno´stico de ECG. En la seccio´n 3.1 se presenta un breve recorrido conceptual
alrededor de la fisiolog´ıa del corazo´n a nivel ele´ctrico, el trazado del electrocardiograma
y los tipos de latido. En las secciones 3.2 y 3.3, se describe la base de datos empleada y
se presentan generalidades del procesamiento digital de sen˜ales ECG. Adicionalmente,
en la seccio´n 3.3.1, se mencionan esta´ndares para el ana´lisis de sen˜ales ECG.
3.1 Contexto Fisiolo´gico
El corazo´n posee un sistema electroge´nico especializado que genera de forma r´ıtmica
impulsos que se transmiten por toda su superficie y producen la contraccio´n del mu´sculo
card´ıaco necesaria para el bombeo de la sangre. Este sistema r´ıtmico de conduccio´n es
susceptible de lesiones por cardiopat´ıas, especialmente, por la isquemia de los tejidos
card´ıacos, en consecuencia se presenta un ritmo anormal y el trabajo de bombeo se ve
gravemente afectado, incluso podr´ıa causar la muerte [4]. En el proceso de bombeo
de sangre intervienen cuatro cavidades que posee el corazo´n, dos superiores y dos infe-
riores denominadas aur´ıculas y ventr´ıculos, respectivamente. Las aur´ıculas reciben la
sangre del sistema venoso y la llevan a los ventr´ıculos, y desde ah´ı se transporta a la
circulacio´n arterial. La aur´ıcula y ventr´ıculo derecho reciben la sangre baja en ox´ıgeno
y la bombean al sistema de circulacio´n pulmonar, y las cavidades izquierdas bombean
la sangre oxigenada a todo el organismo.
A nivel ele´ctrico, este proceso genera un trazado que tiene una pauta normal de
acuerdo a la configuracio´n de los electrodos. Las configuraciones se conocen con el
nombre de derivaciones (ver Figura 3.1). El trazo obtenido se denomina electrocardio-
grama o sen˜al electrocardiogra´fica (ECG), en donde, en el caso normal, se presentan
tres ondas significativas: onda P, complejo QRS y onda T, como se muestra en la
Figura 3.2.
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(c) Unipolares y bipolares (d) Precordiales o tora´cicas
Figura 3.1: Derivaciones para el ana´lisis ECG
La onda P se genera antes de cada contraccio´n auricular, es decir, cuando las
aur´ıculas se despolarizan. El complejo QRS ocurre mientras el flujo de despolarizacio´n
atraviesa los ventr´ıculos. La onda T es de repolarizacio´n, por tanto se genera cuando
los ventr´ıculos se dilatan y se recuperan de su estado de despolarizacio´n. Los conceptos
de polarizacio´n y despolarizacio´n se asocian al estado de los potenciales de membrana,
en este caso, los tejidos del corazo´n.
Figura 3.2: Electrocardiograma normal
Algunos tramos de la sen˜al ECG tienen relacio´n directa con el tipo de anomal´ıa del
paciente. Por ejemplo, en la hipertrofia de un ventr´ıculo, la despolarizacio´n tarda ma´s
en pasar por el ventr´ıculo hipertro´fico y por tanto se extiende la longitud del complejo
QRS. Tambie´n en las miocardiopat´ıas ocurren alteraciones en el voltaje del complejo
QRS, en las que se nota una considerable disminucio´n del pico ma´ximo y puede sig-
nificar tendencia a infarto del miocardio [1].
El impulso card´ıaco, en el caso normal, debe propagarse a trave´s del haz de His
y sus divisiones (rama derecha e izquierda), atravesando las fibras de Purkinje. Sin
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embargo, cuando uno de los elementos de este sistema de conduccio´n se altera, el
impulso ele´ctrico puede dejar su trayectoria normal y propagarse a trave´s del propio
mu´sculo ventricular, lo que genera un retraso y cambios morfolo´gicos (melladuras) en
el complejo QRS que podr´ıan ser atribuidos a contracciones ventriculares prematuras
(V ), o un bloqueo de rama derecha (R) o izquierda (L). A este tipo de arritmias se les
denomina ventriculares y pueden detectarse analizando el ritmo, frecuencia y contorno
de los complejos QRS [1]. Las patolog´ıas auriculares, como los latidos auriculares pre-
maturos (A), se diagnostican analizando la onda P.
La Figura 3.3 muestra algunos tipos de morfolog´ıa de latido.
(a) Tipo R (b) Tipo V (c) Tipo L (d) Tipo A (e) Tipo N
Figura 3.3: Diferentes morfolog´ıas de latido
En la Tabla 3.1 se relacionan algunos tipos de patolog´ıa con sus caracter´ısticas
morfolo´gicas y de latencia.
Tipo de Onda P Complejo QRS
arritmia Frecuencia Ritmo Contorno Frecuencia Ritmo Contorno
o latido (bpm)∗ (bpm)
Ventricular 60 a 100 Regular Normal 60 a 100 Regular Anormal,
prematuro > 200 ms
Bloqueo de 60 a 100 Regular Normal 60 a 100 Regular Anormal,
rama derecha > 200 ms
Bloqueo de 60 a 100 Regular Normal 60 a 100 Regular Anormal,
rama izquierda > 200 ms
Auricular - - - Similar a Regular Normal
prematuro una taquicardia
Tabla 3.1: Caracter´ısticas de algunas arritmias. Informacio´n tomada de [1]. ∗ Latidos por
minuto.
Existen otras caracter´ısticas diagno´sticas como la respuesta a cierta medicina, res-
puesta ventricular despue´s de un masaje carot´ıdeo y otros indicadores provenientes de
la exploracio´n f´ısica.
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Adema´s de las patolog´ıas card´ıacas existen otros factores a nivel fisiolo´gico, asocia-
dos a antecedentes cl´ınicos y complexio´n del paciente, a los que se le atribuye la varia-
bilidad morfolo´gica de los latidos. Por ejemplo, la diferencia de potencial del punto
R al punto ma´s bajo de la sen˜al, normalmente, debe encontrarse entre 0.5 mV y 2
mV, sin embargo esta relacio´n no se cumple constantemente ni siquiera en pacientes
normales. Esto se debe a que la corriente ele´ctrica alrededor del corazo´n se genera en
proporcio´n a la masa muscular [4].
Una causa muy comu´n de la disminucio´n del potencial en el electrocardiograma
es la presencia del l´ıquido pericardio. Este l´ıquido es buen conductor y disminuye la
amplitud de la pauta normal de la sen˜al ECG. Otra razo´n por la que puede afectarse
la amplitud normal de los potenciales es el padecimiento de enfisema pulmonar, puesto
que el paciente diagnosticado con esta enfermedad suele tener un ensanchamiento de
la cavidad tora´cica y los pulmones tienden a envolver el corazo´n, por tanto se a´ısla el
voltaje entre la superficie del cuerpo y el corazo´n.
3.2 Base de datos de arritmias
El MIT (Massachusetts Institute of Technology) tiene para uso pu´blico bases de datos
de sen˜ales ECG, entre ellas la base de datos de arritmias MIT/BIH que dispone de
registros con diferentes tipos de arritmia (A, L, R, V, entre otros). Las sen˜ales fueron
adquiridas a trave´s de dos canales (0 y 1), con una frecuencia de muestreo de 360 hz,
11 bits de resolucio´n y 10 mv de rango. Esta base de datos consta de 48 registros
obtenidos de diferentes derivaciones. Estos registros se encuentran etiquetados con
diversas anotaciones u´tiles para su ana´lisis y clasificacio´n. En [5] se explica detallada-
mente la organizacio´n de esta base de datos.
3.3 Procesamiento digital de sen˜ales ECG
El procesamiento de sen˜ales ECG orientado a la asistencia diagno´stica consta de
varias etapas, en general, implica pre-procesamiento, reduccio´n de perturbaciones, seg-
mentacio´n, extraccio´n - seleccio´n de caracter´ısticas y clasificacio´n. El resultado final
del sistema de diagno´stico automa´tico depende del funcionamiento de todas las eta-
pas, en otras palabras, si el conjunto de caracter´ısticas no representa las propiedades
intr´ınsecas de la sen˜al ni genera buena separabilidad, los resultados de la clasificacio´n
no sera´n correctos [6].
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La sen˜al adquirida no debe utilizarse directamente para realizar un proceso de
diagno´stico, ya que e´sta posee informacio´n adicional o distorsionada debido a las varia-
ciones de la l´ınea base, interferencias con la red y otros tipos de ruido [6]. Esta infor-
macio´n, ajena a la sustancial, debe minimizarse para optimizar el proceso de ana´lisis
y obtener un soporte adecuado para el diagno´stico. Las perturbaciones de la sen˜al se
pueden clasificar en dos tipos: artificiales y biolo´gicas. Las perturbaciones artificiales se
refieren al equipo electro´nico y pueden darse por interferencia con la l´ınea de potencia,
ruido por dispositivos electro´nicos o artefactos por contacto de electrodos. Mientras
que las perturbaciones de tipo biolo´gico se le atribuyen a las sen˜ales electromiogra´ficas
(EMG), las cuales se superponen a la sen˜al requerida y ocultan rasgos caracter´ısticos.
El ruido por desplazamiento de la l´ınea base debido a la respiracio´n y los artefactos
por movimiento, tambie´n se catalogan como perturbaciones biolo´gicas. Las te´cnicas de
reduccio´n de perturbaciones se orientan al diagno´stico, por tanto, despue´s del proceso
de filtracio´n, la sen˜al no debe perder sus caracter´ısticas intr´ınsecas como su morfolog´ıa
y duracio´n [7]. Entre los principales me´todos que se emplean para la disminucio´n
del ruido se encuentran las te´cnicas cla´sicas de filtracio´n, en las que se aplican filtros
pasa bajas (FIR e IIR) [8], aunque no son muy utilizadas por su limitada selectividad.
Tambie´n se emplean filtros de media mo´vil [9], aunque su selectividad tambie´n es baja
y traslapa los componentes espectrales de alta frecuencia [10]. Otro me´todo comu´n es
el de promediado temporal de latidos que hace uso de la regularidad de los latidos y la
correlacio´n de la sen˜al con el ruido [6]. En [11] se plantean me´todos de aproximacio´n
mediante la representacio´n de la sen˜al con funciones ortogonales, utilizando productos
escalares y estimacio´n adaptativa basada en el algoritmo de los mı´nimos cuadrados.
Este estudio se extiende en [12]. Un me´todo relativamente nuevo para reducir pertur-
baciones es el de la transformada de wavelet (WT ), en el que se descompone la sen˜al
hasta el nivel que se requiera y al final se calcula la transformada inversa para recu-
perar la sen˜al sin los elementos atribuidos al ruido, que fueron eliminados de acuerdo
a un umbral preestablecido como se estudia en [13], [14] y [15]. La conveniencia de un
me´todo de filtracio´n u otro depende de las condiciones iniciales de la sen˜al, como la
relacio´n sen˜al a ruido, y de los requerimientos de disen˜o como costo computacional y
fidelidad.
En la etapa de segmentacio´n se identifican latidos y tramos significativos de los
mismos para analizar los patrones de la sen˜al, por tanto, es el punto de partida de todo
sistema de clasificacio´n. Debido a factores como perturbaciones, dina´mica de la sen˜al
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y la cantidad de morfolog´ıas de latido que se pueden presentar en el registro, es nece-
sario que los algoritmos de segmentacio´n empleen umbralizacio´n adaptativa en tiempo
y amplitud [16, 17, 18, 19] y, principalmente, ajuste adaptativo de morfolog´ıa, para la
deteccio´n de la marca fiducial del pico R, que es el punto relevante para separar los
latidos y continuar con el proceso. De acuerdo al tipo de latido o patolog´ıa que se re-
quiera clasificar, puede ser necesaria la deteccio´n de las ondas P, T y/o QRS [20, 21, 22].
Generalmente, en el procesamiento de sen˜ales ECG no se emplean directamente las
muestras, sino caracter´ısticas de las mismas o sen˜ales transformadas, porque esto u´ltimo
resulta ventajoso considerando que la sen˜al puede verse afectada por perturbaciones,
como se comento´ en pa´rrafos anteriores. Por otra parte, un conjunto de caracter´ısticas
que se encuentre en un espacio de ana´lisis grande puede presentar problemas asociados
a costo computacional e informacio´n redundante, por esta razo´n, si el conjunto de
caracter´ısticas resultante se encuentra en un espacio, relativamente, de alta dimensio´n,
es necesario realizar una etapa de seleccio´n de caracter´ısticas efectiva para reducir el
nu´mero de para´metros y obtener resultados de clasificacio´n mejores o iguales que los
obtenidos de emplear todo el conjunto. En suma, las etapas de extraccio´n y seleccio´n
de caracter´ısticas se llevan a cabo para encontrar, idealmente, la mı´nima informacio´n
relevante que permita identificar diferentes clases de latidos.
Existen diversos me´todos para la extraccio´n de caracter´ısticas: me´todos heur´ısticos,
me´todos que utilizan informacio´n estad´ıstica de la sen˜al (ana´lisis de componentes prin-
cipales PCA y sus variantes [23, 24]), me´todos de representacio´n a trave´s de bases
(Hermite [25], WT [26], distribuciones de tiempo-frecuencia [27]), me´todos de aproxi-
macio´n con polinomios o curvas caracter´ısticas [6], me´todos basados en muestreo no li-
neal de la sen˜al [6], entre otros. El conjunto de caracter´ısticas de la sen˜al, comu´nmente,
lo conforman patrones morfolo´gicos de la sen˜al, coeficientes de representacio´n de la
sen˜al o medidas del ritmo a partir de la distancia entre los picos R (HRV: Heart rate
variability) [2].
En el procedimiento de extraer latidos representativos de un registro, se puede optar
por te´cnicas de ana´lisis supervisado o no supervisado. En los me´todos supervisados,
es necesario disponer de un conjunto de latidos conocidos y etiquetados para clasificar
los nuevos latidos de acuerdo al ana´lisis comparativo con cada una de las clases cono-
cidas y, de esta manera, obtener un diagno´stico automa´tico. El mayor problema que
presenta este tipo de ana´lisis es la sensibilidad a la variabilidad de la sen˜al debido a
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la diversidad de patolog´ıas, equipos de adquisicio´n, artefactos, entre otras; adema´s, la
deteccio´n de un latido espec´ıfico exige entrenamiento para cada registro o paciente.
Cabe anotar que el diagno´stico automa´tico obtenido con estas te´cnicas no podr´ıa ser
suficiente para reemplazar, absolutamente y en todos los casos, a la inspeccio´n visual
realizada por el cardio´logo.
Por otra parte, en el ana´lisis no supervisado, no es necesario etiquetar el con-
junto y el proceso de clasificacio´n es ma´s flexible, sin embargo, no puede obtenerse un
diagno´stico automa´tico. Las te´cnicas no supervisadas son las ma´s empleadas porque,
considerando una medida de disimilitud adecuada, permiten obtener un pequen˜o sub-
conjunto de latidos representativos con el fin de reducir la cantidad de latidos que debe
revisar el especialista, entonces, la tarea del especialista es diagnosticar adecuada-
mente un prototipo de cada subconjunto de latidos homoge´neos. En la clasificacio´n
no supervisada, los me´todos de agrupamiento han resultado muy u´tiles en el ana´lisis
exploratorio de datos, sin embargo au´n representan un problema combinatorio grande
porque debe seleccionarse el me´todo adecuado para agrupar los patrones representa-
tivos del registro, considerando la gran cantidad de latidos, costo computacional y
clases desequilibradas [3].
3.3.1 Esta´ndares del ana´lisis ECG
La AAMI (Association for the Advanced of Medical Instrumentation), recomienda al-
gunos esta´ndares para reportar resultados de desempen˜o de algoritmos de ana´lisis del
ritmo card´ıaco [28]. Entre las recomendaciones se encuentran: el uso de al menos 5
clases de latidos y la comparacio´n de al menos 12 configuraciones de caracter´ısticas de
procesamiento obtenidas de uno o varios canales ECG. En la Tabla 3.2 se muestran
los conjuntos de arritmias que recomienda la AAMI relacionados con la notacio´n de la
base de datos MIT/BIH.
Descripcio´n N S V F Q
del latido Latidos diferentes Ecto´pico Ecto´pico Latidos Latidos
de S,V, F o Q supraventricular ventricular mezclados desconocidos
N, L, R, A, aberracio´n arterial, V, Unio´n Generado por
Tipos de latido fuga arterial (e), prematura (a), fuga de V y N (F), marcapasos
de la base de datos fuga de unio´n prematura (J), ventricular unio´n (P),
MIT-BIH unio´n nodal (j) supraventricular (E) de P y N (f) Sin clase
prematuro (S) (Q)
Tabla 3.2: Grupos de arritmias recomendados por la AAMI
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La AHA (American Heart Association), acogiendo las recomendaciones de la AAMI,
sugiere analizar, adema´s de los latidos normales, las arritmias esta´ndar (A, R, L y V),
porque la identificacio´n de este tipo de latidos permite diagnosticar diversas patolog´ıas
que se derivan de estas arritmias.
4. Estado del arte de la clasificacio´n
de sen˜ales ECG
A continuacio´n se presenta una revisio´n bibliogra´fica de algunos trabajos relevantes en
el a´rea del procesamiento de sen˜ales ECG, espec´ıficamente, en procesos de extraccio´n
y seleccio´n de caracter´ısticas, y clasificacio´n.
4.1 Extraccio´n y seleccio´n de caracter´ısticas
Los me´dicos especialistas emplean reglas basadas en caracter´ısticas morfolo´gicas y del
ritmo de la sen˜al ECG para emitir un concepto sobre la salud card´ıaca de un paciente.
Partiendo de este hecho, en muchos trabajos se realiza la extraccio´n de caracter´ısticas
a trave´s de la cuantificacio´n de factores diagno´sticos como morfolog´ıa y ritmo. En [29],
se propone realizar la caracterizacio´n de la sen˜al ECG a partir de su segmentacio´n.
Los para´metros obtenidos corresponden a la deteccio´n de puntos significativos (inicio,
final, pico) de las ondas P, T y el complejo QRS. El principal objetivo del trabajo fue
realizar la extraccio´n en tiempo real y brindar la informacio´n al especialista para su
posterior ana´lisis. En [30] se desarrolla un me´todo de clasificacio´n de latidos basado en
la comparacio´n de los latidos empleando plantillas del QRS de un conjunto descriptor
de ECG. Este me´todo considera la ma´xima correlacio´n cruzada, diferencia de los espec-
tros de frecuencia y caracter´ısticas temporales a trave´s del ana´lisis de los intervalos RR.
En [31] se presenta un algoritmo para la deteccio´n de latidos auriculares prematuros
(APB) empleando etapas de deteccio´n y clasificacio´n de latidos basadas en el ca´lculo
de las diferencias ponderadas entre latidos en el intervalo RR y la morfolog´ıa del QRS
(diferencia de ancho y a´rea), obteniendo 92.2% de sensibilidad y 96% de especificidad.
La extraccio´n del QRS se realizo´ con el me´todo propuesto en [32].
Otros trabajos utilizan caracter´ısticas resultantes de aplicar transformaciones o
representaciones de la sen˜al en otro espacio. Por ejemplo, en [33], se realiza la extraccio´n
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de caracter´ısticas aplicando me´todos generalizados que consisten en hacer aproxima-
ciones a tramos de la sen˜al, utilizando seis funciones definidas (constante, recta, trian-
gular, trapecio, exponencial y sinusoidal). Todas las funciones tienen para´metros que
se sintonizan a trave´s de un criterio basado en el error cuadra´tico medio. Se probaron
las funciones independientemente y tambie´n combinaciones de las mismas. Para medir
la efectividad de la te´cnica, se clasificaron 2 clases de sen˜ales (anormales y normales),
utilizando un clasificador de tipo a´rbol de decisio´n (CART ) y se comparo´ el desempen˜o
en porcentaje de clasificacio´n con te´cnicas como la transformada identidad, transfor-
mada de Fourier y WT. Se obtuvieron resultados superiores, aunque no mayores del
90% en porcentaje de clasificacio´n.
En tareas de reconstruccio´n y caracterizacio´n del complejo QRS, el modelo de Her-
mite constituye una buena alternativa [34, 35, 25]. En [34], se determino´ que, en
promedio, el 98.6% de la energ´ıa del complejo QRS puede representarse utilizando tres
coeficientes de Hermite. En [35], se desarrolla un sistema de deteccio´n, clasificacio´n e
identificacio´n en l´ınea de complejos QRS, en el que se aplica el modelo de Hermite como
uno de los me´todos para la extraccio´n de caracter´ısticas. Para esto, se automatiza el
ca´lculo del para´metro de escala (σ), a partir del algoritmo Levemberg-Marquardt. El
conjunto de caracter´ısticas resultantes lo conformaron, adema´s de los coeficientes de
Hermite, algunas caracter´ısticas heur´ısticas, y se obtuvieron errores de clasificacio´n del
orden del 3% para un total de 75988 latidos normales y anormales de la base de datos
MIT/BIH. Aunque el proceso es relativamente ra´pido, el ca´lculo del para´metro σ debe
realizarse para cada complejo QRS detectado, lo que retarda el proceso para requer-
imientos de tiempo real. En otros estudios [36, 37], se emplea la caracterizacio´n de
Hermite (coeficientes con n = 5, σ o´ptimo) y morfolo´gica (energ´ıa del QRS), y ana´lisis
no supervisado orientado a la deteccio´n de arritmias ventriculares (V, L y R). En [37],
se propone una metodolog´ıa para la reconstruccio´n y extraccio´n de caracter´ısticas del
complejo QRS, empleando el modelo parame´trico de Hermite. La reconstruccio´n de
las sen˜ales se realiza obteniendo, con me´todos iterativos, el valor o´ptimo del para´metro
de escala y el menor nu´mero de bases de Hermite que generan una reconstruccio´n con
poca pe´rdida de informacio´n espectral. El valor o´ptimo del para´metro de escala se
obtuvo a partir del menor grado de disimilitud entre la sen˜al original y la reconstruida,
empleando el algoritmo DTW (Dynamic Time Warping) como medida de disimilitud
[6]. Para estimar la cantidad mı´nima de bases necesarias, se analizan los espectros
de frecuencia de las sen˜ales reconstruidas con diferentes grados, considerando que las
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variaciones ma´s significativas del espectro de potencia del QRS se presentan en el rango
de 1−20 Hz [34], y adema´s, los componentes asociados a dicho rango de frecuencia, no
se alteran por elementos de alta frecuencia (superior a los 20 Hz) como la interferencia
de la l´ınea de potencia (50 Hz / 60 Hz) y el ruido muscular, ni por componentes de muy
baja frecuencia ( ≤ 1 Hz) [38]. La caracterizacio´n se evalu´a realizando un proceso de
agrupamiento con el algoritmo K-medias ma´x-mı´n, implementado como se explica en
[36]. Las caracter´ısticas aplicadas fueron la energ´ıa del QRS, la diferencia de los espec-
tros de los complejos originales y un complejo plantilla, y las caracter´ısticas de Hermite.
Otra te´cnica empleada en la extraccio´n de para´metros de sen˜ales ECG es la trans-
formada de Karhunen - Lo`eve (KLT ), que es lineal, ortogonal y o´ptima en te´rminos
del error cuadra´tico medio, es decir que concentra la informacio´n de la sen˜al en un
mı´nimo nu´mero de para´metros. Tiene propiedades adicionales tales como: entrop´ıa
de representacio´n mı´nima y coeficientes no correlacionados. Realizando un ana´lisis de
la expansio´n de alguna serie de tiempo con una base ortonormal, se puede llegar al
problema de los valores propios o autovalores, donde los vectores propios, asociados a
los autovalores de mayor valor, representan la mayor proporcio´n de energ´ıa proyectada.
Por tanto, la KLT como extractor de caracter´ısticas de orden N , debe usar los primeros
N vectores propios ordenados de manera descendente. La KLT ha sido empleada am-
pliamente en ana´lisis de sen˜ales ECG, como en ana´lisis del segmento ST y onda T [39],
y compresio´n de ECG [40].
El problema de la seleccio´n de caracter´ısticas de un conjunto de datos considerable-
mente grande es t´ıpico en el reconocimiento de patrones y aprendizaje de ma´quina, y
se presenta en diferentes ramas de la ciencia: procesamiento de texto, bio-informa´tica,
entre otras. La caracterizacio´n de latidos en sen˜ales ECG puede resultar en un con-
junto de caracter´ısticas de alta dimensio´n, debido a las diversas morfolog´ıas y la alta
variabilidad de la sen˜al, por esta razo´n se han realizado diversos trabajos en torno a
la seleccio´n de caracter´ısticas. En [41] se presenta una definicio´n de relevancia basada
en las propiedades espectrales del laplaciano de la matriz de caracter´ısticas empleando
ana´lisis supervisado y no supervisado. El proceso de seleccio´n de caracter´ısticas se
realiza a trave´s de un me´todo iterativo de optimizacio´n basado en mı´nimos cuadrados.
Debido a la naturaleza no estacionaria de la sen˜al ECG, su ana´lisis a partir de
la transformada de wavelet (WT), ha brindado buenos resultados en todas las tareas
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del ana´lisis de la sen˜al, desde preprocesamiento hasta clasificacio´n. En [42], se utiliza
WT con una funcio´n madre de tipo Mexican Hat que presenta un ajuste similar a la
sen˜al ECG, de acuerdo al trabajo realizado en [43]. Se utilizaron las escalas dia´dicas
2j, j = 1, 2, 3, para obtener los para´metros. Las transformaciones forman la entrada a
un modelo oculto de Markov (HMM ) para propo´sitos de caracterizacio´n de la sen˜al en
sus principales complejos. A partir de la transformada de wavelet se pueden disen˜ar
me´todos que pueden aplicarse a muchas tareas en el contexto del procesamiento de
sen˜ales. Las funciones wavelet son ideales para el ana´lisis de cambios su´bitos de las
sen˜ales de corta duracio´n. Una aplicacio´n muy importante es la capacidad de calcular
y manipular caracter´ısticas. El ca´lculo de la WT continua, implica que los para´metros
de escalamiento y traslacio´n cambien continuamente. Sin embargo, el ca´lculo de los
coeficientes de onda para cada posible escala puede representar un esfuerzo considerable
debido a la gran cantidad de datos. Por esta razo´n, la transformada wavelet discreta
(DWT ) es preferida en muchos estudios.
En [44] se realizo´ un ana´lisis espectral de sen˜ales ECG, pletismogra´ficas (PPG) y
electroencefalogra´ficas (EEG), mediante la DWT. Para esto se escogieron 4 niveles de
descomposicio´n, considerando los componentes de frecuencia dominantes de la sen˜al.
Estos niveles fueron escogidos de tal forma que se conserven, en los coeficientes wavelet,
las partes de la sen˜al que se correlacionan bien con las frecuencias requeridas en la
tarea de clasificacio´n. Entonces, las sen˜ales fueron descompuestas en 4 sub-bandas de
detalle: D1 (37.5 - 75 Hz), D2 (18.75 - 37.5 Hz), D3 (9.375 - 18.75 Hz), D4 (4.6875 -
9.375 Hz); y una aproximacio´n final A4 (0 - 4.6875 Hz). Se escogio´ la funcio´n madre
Daubechies de orden 2 (db2) porque fue la que presento´ la mayor eficiencia en la
deteccio´n de cambios en las sen˜ales consideradas en este estudio. Los coeficientes de la
DWT generan una representacio´n compacta de la distribucio´n de energ´ıa de la sen˜al
en el tiempo y la frecuencia, por esta razo´n fueron escogidos para realizar la etapa
de extraccio´n de caracter´ısticas. Las caracter´ısticas consideradas fueron: el ma´ximo y
mı´nimo coeficiente de la WT de cada sub-banda, y la media y desviacio´n esta´ndar de
los coeficientes de la WT de cada sub-banda.
En [45] se propone un me´todo para el reconocimiento y deteccio´n de latidos ECG
usando una red neuronal adaptativa basada en la WT (AWN ). Se realizo´ la extraccio´n
del complejo QRS mediante la deteccio´n del pico R y una ventana de 280 ms. Luego se
tomaron 100 muestras alrededor de dicho pico (50 puntos antes y 50 puntos despue´s),
con una frecuencia de muestreo de 360 Hz. Las caracter´ısticas extra´ıdas corresponden
a la parte real de las funciones wavelet (φRd,t(xi), i = 1, 2, . . . , 100).
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Despue´s de esta revisio´n de de algunos trabajos relevantes relacionados con la ex-
traccio´n y seleccio´n de caracter´ısticas de sen˜ales ECG se puede concluir que, en general,
las te´cnicas de representacio´n con bases ortogonales (Hermite, KL), te´cnicas basadas
en la estad´ıstica de la sen˜al (PCA), te´cnicas de representacio´n tiempo-frecuencia (WT)
y variantes de las mismas, son herramientas de uso frecuente por su eficacia en tareas
de extraccio´n y seleccio´n de informacio´n relevante de la sen˜al.
La Tabla 4.1 relaciona algunas te´cnicas de caracterizacio´n con la referencia princi-
pal y el tipo de latido.
Tipo de latido Te´cnica / Caracter´ıstica Ref.
A Diferencia ponderada de la distancia RR: [31]
RRDiff =
RRn −RRn−1
1
5
n−2∑
i=n−7
RRi
× 100%
Diferencia del ancho del QRS:
QRSWidthDiffn =
|QRSWidthn −QRSWidthREF | × 100
QRSWidthREF
Diferencia de a´rea del QRS:
QRSAreaDiffn =
|QRSArean −QRSAreaREF | × 100
QRSAreaREF
NSVT Radio de potencia espectral (LF/HF) para cuantificar la HRV: [46]
ri,j/m,n =
LF
HF
=
Pi,−5 + Pj,−5
Pm,−3 + Pn,−2
Pi,j =
1
Tj
iM−1∑
k=(i−1)M
d2j(k), dj son los coeficientes de la DWT
N, V, A, L, R Multiplicacio´n de LSAF de orden 20 y 30 con la sen˜al ECG. [47]
N, V, A, R, L, F Espectro de frecuencia del QRS (1-12 Hz) [48]
SV Distribucio´n de Husimi del QRS [49]
PVC Diferencia del espectro de frecuencia: [30]
FSDiff =
F∑
f=2
|SHWf − STWf |, F = 25Hz
N, anormal I´ndice de irregularidad del QRS (coeficiente de Lispchitz α): [50]
min
α
∑
(lg |W2j (n)| − lg k − jα log 2)2,
k es la constante de Lispchitz ([51])
s. a. lg |W2j (n)| ≤ lg k + jα log 2
Caracter´ısticas estad´ısticas obtenidas mediante DWT (db2): [44]
Ma´ximo coeficiente wavelet en cada sub-banda (D1 −D4).
Media de los coeficientes wavelet en cada sub-banda.
Mı´nimo coeficiente wavelet en cada sub-banda.
Desviacio´n esta´ndar de los coeficientes wavelet en cada sub-banda.
Tabla 4.1: Te´cnicas de caracterizacio´n de sen˜ales ECG
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La Tabla 4.1 se hizo de acuerdo a la siguiente notacio´n:
• RRi: Vector de distancias RR de un registro.
• RRDiff : Diferencia ponderada de las distancias RR.
• QRSWidth: Vector de las longitudes del QRS.
• QRSWidthREF : Longitud de la plantilla del QRS.
• QRSWidthDiffn : Diferencia de los anchos del QRS con respecto de una referencia.
• QRSAreaREF : A´rea de la plantilla del QRS.
• FSDiff : Diferencia de los espectros de frecuencia.
• SHW : Espectro de un latido en particular.
• STW : Espectro de la plantilla.
• NSVT: Taquicardia ventricular no sostenida.
4.2 Clasificacio´n
A continuacio´n, se realiza una revisio´n de algunos trabajos relacionados con la clasifi-
cacio´n de latidos en sen˜ales ECG considerando dos enfoques: supervisado y no super-
visado.
4.2.1 Clasificacio´n supervisada
En general, los me´todos de clasificacio´n supervisada se dividen en me´todos estad´ısticos,
sinta´cticos y de inteligencia artificial.
En muchos estudios, se plantean esquemas de clasificacio´n de latidos empleando
redes neuronales artificiales [38, 52]. Los ma´s conocidos son el perceptro´n multicapa,
redes auto-organizativas de Kohonen, sistemas difusos o neuro-difusos y la combinacio´n
de diferentes redes neuronales en sistemas h´ıbridos. El sistema de reconocimiento de
latidos t´ıpico aplica clasificadores neuronales entrenados con varias redes neuronales
y se escoge la mejor. El me´todo ma´s eficiente esta´ basado en la combinacio´n de
clasificadores utilizando diferentes estructuras de redes o diferentes me´todos de pre-
procesamiento (extraccio´n y seleccio´n de caracter´ısticas) [2]. En [53], se propone un
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me´todo para clasificar arritmias utilizando una arquitectura de red neuronal (NN )
y agrupamiento no supervisado difuso (FC ), denominada FCNN y se compara su de-
sempen˜o con un clasificador de redes neuronales con arquitectura perceptro´n multicapa
(MLP) desarrollado con entrenamiento de propagacio´n hacia atra´s. Las sen˜ales ECG,
son tomadas de la base de datos MIT/BIH las cuales se utilizan para entrenar el clasifi-
cador para 10 diferentes tipos de arritmias. Los resultados de las pruebas comprueban
que el me´todo FCNN puede generalizar mejor y aprender ma´s ra´pido que la arquitec-
tura cla´sica MLP. La ventaja del me´todo propuesto esta´ en que disminuye el nu´mero
de segmentos por grupo en los datos de entrenamiento debido al agrupamiento difuso
realizado con el algoritmo c-medias.
El estudio realizado en [54] emplea ma´quinas de vectores de soporte (SVM ) para
clasificar 12 tipos de arritmias de la base de datos MIT/BIH. La etapa de extraccio´n
de caracter´ısticas se realiza empleando dos enfoques: HOS (High Order Statistics) y
coeficientes de Hermite. Los errores de clasificacio´n para la caracterizacio´n de Hermite
y HOS fueron de 2.15 % y 3.04 %, respectivamente.
En [55], se presenta un clasificador de latidos espec´ıfico para un paciente (conocido
como clasificador local), combinado con un clasificador global disen˜ado a partir de
una base de datos de entrenamiento de sen˜ales ECG. Los dos clasificadores fueron
combinados utilizando mezcla de expertos (MOE ). El clasificador global, por s´ı solo,
alcanza una efectividad de 62.2% y el clasificador MOE alcanza un 94% de efectividad
para diferenciar latidos ecto´picos ventriculares (VEB) de otros (No VEB).
En [56] se desarrolla una metodolog´ıa para la deteccio´n de latidos de sen˜ales ECG
utilizando te´cnicas de preprocesamiento y clasificacio´n supervisada. Este trabajo tiene
en cuenta los esta´ndares de la AAMI e involucra etapas de filtracio´n, segmentacio´n,
extraccio´n de caracter´ısticas y clasificacio´n. La etapa de filtracio´n de perturbaciones
de alta y baja frecuencia se lleva a cabo con filtros digitales cla´sicos. La segmentacio´n
de las ondas significativas se realiza a trave´s de la estimacio´n de la ubicacio´n del pico
R. El conjunto de caracter´ısticas lo conforman para´metros heur´ısticos obtenidos de la
morfolog´ıa de la sen˜al, intervalos de tiempo (periodo RR), y duracio´n de las ondas P,
QRS y T. Para la etapa de clasificacio´n se utilizo´ un clasificador discriminativo lineal.
Este modelo fue determinado a trave´s de la estimacio´n de la ma´xima verosimilitud de
los datos de entrenamiento.
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4.2.2 Clasificacio´n no supervisada
La te´cnica ma´s usual para el ana´lisis no supervisado de latidos en sen˜ales ECG es el
agrupamiento no supervisado, que consiste en la clasificacio´n de patrones a trave´s de la
conformacio´n de grupos de patrones similares. El problema del agrupamiento ha sido
abordado por investigadores de muchas disciplinas y en diferentes contextos, compro-
bando su versatilidad, practicidad y efciencia en el ana´lisis exploratorio de datos. Sin
embargo, agrupar patrones homoge´neos au´n es un problema combinatorio abierto [57].
El enfoque cla´sico del agrupamiento no supervisado es el particional o agrupamiento
basado en centroides CBC, en el que iterativamente se actualizan centroides y se asig-
nan elementos a cada grupo, considerando criterios basados en distancias, disimilitudes
y medidas estad´ısticas, hasta la convergencia de una funcio´n objetivo, que debe ser co-
herente con la funcio´n de actualizacio´n de los centroides. El algoritmo representativo
en el agrupamiento basado en la mı´nima suma de cuadrados (MSSC ) es el K-medias
(MacQueen, 1967), del que se han planteado variantes y mejoras considerando crite-
rios de inicializacio´n como ma´x-mı´n, y diversas funciones de membres´ıa de los puntos
a cada grupo [58]. En [3] se presenta un me´todo heur´ıstico de bu´squeda para resolver
el problema del MSSC, en el que se actualizan los centroides realizando una evaluacio´n
local de la funcio´n objetivo, es decir, considerando u´nicamente una cierta vecindad de
los centroides y no todo el conjunto de datos. Los movimientos de los centroides se
realizan de forma aleatoria, y cada movimiento se acepta o se rechaza de acuerdo al
valor de la funcio´n objetivo. A este me´todo se le denomina J-medias.
En [58] se presenta una forma generalizada de realizar CBC, estudiando la pro-
porcio´n o grado de pertenencia de un punto a un grupo, dicha proporcio´n se denomina
funcio´n de membres´ıa. Adema´s, tambie´n se considera el grado de influencia o peso de
cada punto en el ca´lculo de los nuevos centroides por cada iteracio´n, que corresponde a
una ponderacio´n de los datos. De esta manera, el algoritmo de agrupamiento se realiza
estableciendo un agrupamiento inicial, luego se calculan las funciones de membres´ıa y
peso de cada punto, a partir de estos valores se actualizan los centroides, y por u´ltimo
se repiten los dos pasos anteriores hasta la convergencia del algoritmo o hasta se que
cumplan un nu´mero predeterminado de iteraciones.
En [59], se presenta una metodolog´ıa para el agrupamiento de latidos de sen˜ales
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ECG de la base de datos MIT/BIH. La primera etapa corresponde a la estimacio´n de
la ubicacio´n del pico R, utilizando el algoritmo propuesto en [60], donde se utiliza la
primera derivada de la sen˜al ECG, transformaciones no lineales y umbralizacio´n adap-
tativa, para la estimacio´n de la marca fiducial. Posteriormente, se extraen los latidos
teniendo en cuenta el criterio del 20% de la distancia entre el pico R actual y el anterior
para determinar el punto de inicio del latido, y el punto final, se encuentra con el 80%
de la distancia entre el pico siguiente y el actual. Para tener correspondencia entre los
latidos y realizar la comparacio´n de los mimos, se aplica un proceso de normalizacio´n
en amplitud y en tiempo. Para esta tarea, se utiliza la te´cnica DTW, aplicando res-
tricciones locales y globales para reducir el costo computacional, obteniendo resultados
aproximados al procesar sin aplicar las restricciones. La te´cnica se basa en submuestreo
e interpolacio´n uniforme de las sen˜ales que se comparan, teniendo en cuenta la mor-
folog´ıa de los latidos. La siguiente etapa corresponde a la extraccio´n de caracter´ısticas
del latido, en la que se prueban 4 te´cnicas: las muestras de la sen˜al, segmentacio´n de
traza (muestreo no lineal de la sen˜al), aproximacio´n poligonal y WT. Se realiza un
etiquetado de los latidos con el fin de medir el desempen˜o de los algoritmos de agru-
pamiento. Se probaron medidas de similitud para comparar las caracter´ısticas de los
latidos, como las normas L1 y L2 de Minkowski, que se usan comu´nmente. Se aplica
una primera etapa de pre-agrupamiento para disminuir la cantidad de latidos en el
ana´lisis, dado que un registro Holter puede albergar cientos de miles de latidos. Para
llevar a cabo esta tarea se aplico´ una medida de disimilitud entre latidos con un umbral
relativamente bajo. Con esto se descartan los latidos que presenten cierta semejanza
con los que ya han sido seleccionados.
Finalmente en la etapa de agrupamiento, se implementan dos algoritmos amplia-
mente utilizados en la literatura. En primer lugar, se aplica el algoritmo ma´x-mı´n, que
corresponde a un algoritmo particional no parame´trico basado en el criterio voraz que
disminuye el costo computacional. El segundo me´todo, corresponde al K-medias, que es
particional y no parame´trico, y se basa en re-calcular los centroides de forma iterativa.
En este caso, se hace necesaria una inicializacio´n completa de los centroides, porque
utilizar una inicializacio´n aleatoria, puede dar lugar a una particio´n inicial inapropiada.
Dado que se necesitan re-calcular los centroides, lo cual no es posible en un espacio no
euclidiano, se toma otro criterio, correspondiente a la mediana, modificando el algo-
ritmoK-medias. Esta modificacio´n recibe el nombre de algoritmoK-medianas. Despue´s
de realizar diversas combinaciones de los algoritmos de extraccio´n de caracter´ısticas y
los algoritmos de agrupamiento no supervisado, se concluyo´ que la combinacio´n que
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obtuvo mayor rendimiento en el proceso de agrupamiento, consistio´ en el me´todo de
extraccio´n de caracter´ısticas, segmentacio´n de traza y el algoritmo K-medianas.
En [61], se aplican los resultados obtenidos en [59] a la clasificacio´n de latidos VE
(Extras´ıstoles ventriculares), aplicando un esquema similar. Se encuentra el pico R,
de cada latido. Se extrae el latido y se aplica la etapa de extraccio´n de caracter´ısticas
donde se agregan algunas caracter´ısticas propias de los latidos VE. La duracio´n del
intervalo RR, una medida de polaridad que calcula la posicio´n relativa del valor de am-
plitud promedio del latido entre el ma´ximo y el mı´nimo valor, y los puntos obtenidos al
aplicar segmentacio´n de traza, conforman el grupo de caracter´ısticas que es evaluado
por el clasificador. Para la inicializacio´n se aplican algunas restricciones que tienen en
cuenta la morfolog´ıa de los latidos VE, con el fin de disminuir el costo computacional.
Finalmente, se aplica el algoritmo K-medias para agrupar los latidos. Se obtienen
resultados sobre el 90% en la sensibilidad, lo que resulta comparable con los mejores
me´todos que se encuentran en la literatura.
En [62], se estudia el desempen˜o de algunos me´todos de segmentacio´n y agru-
pamiento aplicados a sen˜ales de las bases de datos MIT/BIH y ST-T/VALE de la
sociedad Europea. El algoritmo de segmentacio´n propuesto es sensible al ruido, opera
en el dominio del tiempo y se fundamenta en el concepto de la longitud de curva.
En este procedimiento se extraen para´metros a lo largo del tiempo de la sen˜al ECG,
los cuales sirven como punto de decisio´n para determinar la presencia de un complejo
QRS. Aunque el algoritmo presenta buenos resultados en comparacio´n a otros tipos de
algoritmos cla´sicos de segmentacio´n, e´ste se puede ver afectado por morfolog´ıas donde
el pico R es pequen˜o respecto a los otros complejos, debido a la derivacio´n escogida.
Una vez se ha estimado la marca fiducial, se procede a extraer el latido estimando
los puntos caracter´ısticos de los otros complejos. En la siguiente etapa se extraen las
caracter´ısticas de los latidos, aplicando los tres primeros componentes de PCA para
caracterizar los complejos. La varianza acumulada de los tres primeros componentes es
superior al 90%. Con las caracter´ısticas obtenidas se realiza la etapa de agrupamiento,
donde se aplica el algoritmo propuesto en [63], que consiste en una modificacio´n del
K-medias, denominado el KHM. El mayor problema del K-medias, radica en la sen-
sibilidad a la seleccio´n de la particio´n inicial, convergiendo a un mı´nimo local de la
funcio´n objetivo si los centroides no son escogidos de manera adecuada. El algoritmo
KHM, resuelve dicho problema reemplazando la mı´nima distancia de una muestra a
los centroides por la media armo´nica de la distancia de la muestra a todos los centros.
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El algoritmo presenta mejor desempen˜o que el K-medias, principalmente al reemplazar
la media armo´nica por la estrategia winner-takes-all, propia del K-medias. Adema´s,
se demuestra que el costo computacional del algoritmo es menor que los algoritmos de
agrupamiento cla´sicos. Aunque en el trabajo no se especifica la cantidad de patolog´ıas
analizadas, se presenta un resultado global, donde el 97% de los latidos de las bases de
datos fue agrupado correctamente.
En [64], se realiza un estudio comparativo de medidas de similitud aplicadas al
agrupamiento de complejos QRS obtenidos de registros de la base de datos MIT/BIH.
Las medidas de similitud son cuatro: Manhattan (L1), euclidiana (L2), coeficiente
de correlacio´n y el grado relacional Grey. El algoritmo de agrupamiento analizado
corresponde al llamado me´todo no supervisado de dos pasos, el cual ha reportado
mejor desempen˜o que los algoritmos de agrupamiento jera´rquicos. Para evitar la sen-
sibilidad a la particio´n inicial, se realizaron aleatoriamente 5 particiones iniciales para
cada me´todo, seleccionando el promedio de las 5 iteraciones. Se realizo´ un ajuste de
umbral por cada iteracio´n con el fin de obtener mejores resultados por cada vez. Los
resultados de la clasificacio´n fueron empleados para medir el desempen˜o de las medidas
de similitud. Como resultado, la medida del grado relacional Grey presento´, en el peor
caso, un desempen˜o del 97.55% frente a un 3% por debajo de este porcentaje en las
otras medidas. Para las otras cuatro iteraciones el desempen˜o supera el 99%. Se con-
cluye que, con el algoritmo de agrupamiento propuesto, la medida del grado relacional
Grey presenta mejores resultados.
El agrupamiento no supervisado basado en teor´ıa espectral es un enfoque relativa-
mente nuevo del ana´lisis no supervisado, sin embargo ya ha sido estudiado en diferentes
trabajos que comprueban su eficiencia en tareas de clasificacio´n, sobre todo en los ca-
sos en que los grupos no son linealmente separables. Esta te´cnica de agrupamiento ha
sido empleada en una multitud de aplicaciones como disen˜o de circuitos [65], balan-
ceo eficiente de carga computacional en computacio´n intensiva [66], segmentacio´n de
ima´genes [67, 68], entre otras. Lo que hace atractivo al ana´lisis espectral aplicado en
el agrupamiento de datos es el uso de la descomposicio´n en valores y vectores propios
para obtener o´ptimos locales aproximados a los o´ptimos globales continuos.
Con base en que los elementos representativos de cada grupo corresponden a los
vectores propios asociados a los valores propios de mayor valor, han surgido diversos
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estudios empleando te´cnicas espectrales y kernels de algoritmos cla´sicos como k-medias
y el me´todo de los k vecinos ma´s cercanos K-NN. Por ejemplo, en [69] se presenta un
algoritmo de agrupamiento espectral sencillo en el que se aplica el me´todo convencional
para estimar los elementos representativos de los grupos a trave´s de la descomposicio´n
en valores y vectores propios (descomposicio´n propia) de la matriz de afinidad norma-
lizada. Subsecuentemente, se obtiene una matriz de vectores propios re-normalizada
en amplitud, la cual se agrupa en k subconjuntos empleando el algoritmo K-medias.
Por u´ltimo, se asignan los elementos a los grupos correspondientes, de acuerdo a la
matriz de datos inicial.
Un trabajo posterior [70], presenta de forma ma´s elaborada un me´todo de agru-
pamiento espectral multi-clase en el que se plantea un problema de optimizacio´n pa ra
garantizar que el valor de convergencia sea aproximado a los o´ptimos globales. Para
esto se formulan dos sub-problemas de optimizacio´n, uno para obtener los o´ptimos
globales en un dominio continuo y no restrictivo, y el otro en el que se obtiene una
solucio´n discreta a partir de la solucio´n obtenida en la primera parte. A diferencia
del algoritmo explicado en [69], este me´todo no requiere de un algoritmo de agru-
pamiento adicional sino que genera por s´ı mismo una matriz binaria que indica la
pertenencia de un elemento a un u´nico grupo. En este estudio se emplean transfor-
maciones ortonormales y descomposicio´n en valores singulares (SV D) para encontrar
la solucio´n discreta o´ptima, considerando el principio de la invariancia ortonormal y
el criterio de la solucio´n propia o´ptima. Otro estudio [71], reu´ne elementos de [70] y
[69] para explicar teo´ricamente la relacio´n entre el kernel K-medias y el agrupamiento
espectral, partiendo de la generalizacio´n de la funcio´n objetivo del K-medias hasta
obtener un caso especial de la funcio´n objetivo del agrupamiento que sea aplicable
al me´todo de particiones normalizadas (NC: Normalized cuts). Para esto se asume
una matriz positiva definida de similitud y se aplican algoritmos basados en vectores
propios, y diversos esquemas de bu´squeda local y de optimizacio´n para mejorar los
resultados del kernel, de forma tal que se garantice que la funcio´n objetivo del me´todo
NC sea mono´tona decreciente.
En [72] se presenta otra forma de plantear y resolver el problema de la discretizacio´n
de la solucio´n continua. Este trabajo reu´ne elementos que permiten explicar la dife-
rencia entre los me´todos basados en grafos asociados a laplacianos normalizados y sin
normalizar, y da una explicacio´n de por que´ los vectores propios del laplaciano pueden
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contener informacio´n de intere´s para realizar una agrupacio´n correcta. Una de las ven-
tajas de este me´todo es que permite realizar una interpretacio´n directa de la calidad del
agrupamiento a partir de un grafo aleatorio, demostrando que el agrupamiento espec-
tral puede ser visto como un agrupamiento de ma´xima verosimilitud bajo el supuesto
de que los datos corresponden a un grafo ponderado con afinidad aleatoria.
En el estudio realizado en [73], se discuten y se proponen alternativas para re-
solver problemas abiertos del agrupamiento espectral como la seleccio´n de la escala de
ana´lisis adecuada, manejo de datos multi-escala, la conformacio´n de grupos irregulares
y de conocimiento escaso, y la estimacio´n automa´tica del nu´mero de grupos. Para esto,
los autores proponen un escalamiento local para calcular la afinidad entre cada par de
puntos. Este escalamiento mejora el valor y tiempo de convergencia del algoritmo de
agrupamiento. Adema´s, se sugiere aprovechar la informacio´n contenida en los vectores
propios para deducir automa´ticamente el nu´mero de grupos. Al final, el algoritmo
genera una buena inicializacio´n para un algoritmo particional como el K-medias.
Parte II
Marco teo´rico
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5. Agrupamiento particional
5.1 Introduccio´n
El ana´lisis no supervisado abarca todos los me´todos denominados discriminativos, en
los que no se requiere de un conocimiento a priori de las clases para la clasificacio´n,
por lo general so´lo requieren de algu´n para´metro de inicializacio´n como la cantidad de
grupos resultantes o algu´n otro indicio acerca de la particio´n inicial. Entonces, la tarea
del ana´lisis no supervisado es agrupar patrones homoge´neos sin ninguna informacio´n
acerca de la naturaleza de las clases presentes en el conjunto de datos. Por esta razo´n,
el ana´lisis no supervisado no genera una clasificacio´n automa´tica, sino que genera un
subconjunto de datos homoge´neos a partir de algu´n criterio basado en distancias, disi-
militudes o medidas estad´ısticas. De ah´ı, que el te´rmino de clasificacio´n no supervisada
se refiere al agrupamiento de los datos en subconjuntos de elementos similares y no
algu´n tipo de clasificacio´n automa´tica. Existen diversas razones por las que los me´todos
no supervisados son de intere´s: convergen ra´pidamente y con buen desempen˜o en caso
de que las caracter´ısticas cambien poco en el tiempo, permiten categorizar elementos,
son u´tiles cuando el etiquetado de un conjunto grande de muestras no es factible, en-
tre otras. Sin embargo, la solucio´n generada por un sistema de ana´lisis no supervisado
puede verse afectada por factores, como para´metros iniciales no adecuados, que pueden
generar una mala convergencia.
El agrupamiento no supervisado o clustering, ha mostrado ser u´til en el ana´lisis
exploratorio de los datos y se han desarrollado diferentes me´todos de agrupamiento
que atienden a diversos problemas como costo computacional, sensibilidad a la ini-
cializacio´n, clases desbalanceadas, convergencia a un o´ptimo local, entre otros. Sin
embargo, la seleccio´n de un me´todo no es una tarea trivial, es necesario considerar la
naturaleza de los datos y las condiciones del problema con el fin de agrupar patrones
similares, de tal forma que se tenga un buen compromiso entre costo computacional
y efectividad en la separabilidad de las clases. Inclusive, en muchas ocasiones resulta
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conveniente unir me´todos para generar algoritmos h´ıbridos que mejoren la convergencia
y reduzcan el costo computacional.
En la literatura se denomina algoritmos particionales de agrupamiento a aquellos
en los que se agrupan patrones homoge´neos a partir de una divisio´n inicial de los datos
que se refina, comu´nmente, de forma iterativa. La diferencia de un algoritmo parti-
cional y otro se da en la medida que se aplique para cuantificar el agrupamiento y la
funcio´n de actualizacio´n de la divisio´n o particio´n.
En este cap´ıtulo se estudian los algoritmos representativos del agrupamiento no su-
pervisado de tipo particional: K-medias y H-medias. Tambie´n, se desarrolla un modelo
iterativo gene´rico que permite explicar diversos me´todos de agrupamiento basados en
el principio del algoritmo H-medias. En la seccio´n 5.3 se explican algunos algoritmos
de inicializacio´n asociados a me´todos particionales, y en la seccio´n 5.4 se propone un
me´todo de agrupamiento secuencial en donde se analiza el conjunto de datos inicial
por segmentos y al final se realiza la unio´n de grupos bajo un criterio de disimilitud.
La notacio´n dada en la seccio´n 5.2 se conservara´ a lo largo de todo este cap´ıtulo.
5.2 Agrupamiento basado en centroides
La te´cnica cla´sica del agrupamiento no supervisado, es la basada en centroides, tambie´n
denominada particional. La idea general del agrupamiento basado en centroides (CBC )
es minimizar una funcio´n objetivo, la cual define cua´n buena es la solucio´n del agru-
pamiento, dicha solucio´n se obtiene iterativamente a trave´s de la actualizacio´n de cen-
troides, y la particio´n resultante por cada iteracio´n corresponde a la asignacio´n de los
elementos al subconjunto cuyo centroide sea el ma´s cercano. Las variantes de los algo-
ritmos CBC consisten en cambios de la funcio´n objetivo y, por tanto, de la funcio´n de
actualizacio´n de los centroides.
Por ejemplo, en el agrupamiento basado en la mı´nima suma de cuadrados (MSSC),
explicado ampliamente en [3], la funcio´n objetivo se puede expresar como:
min
ρk∈Pk
k∑
j=1
∑
xl∈Cl
‖xl − qj‖2 (5.1)
donde ‖·‖ denota la norma euclidiana, Pk denota el conjunto de todas las particiones del
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conjunto de datos X = (x1, . . . ,xn)
T en el espacio eucl´ıdeo Rd, xi = (x1i, . . . ,xdi)
T
es el vector de atributos de la i-e´sima observacio´n, C = {C1, . . . ,Ck} represnta el
conjunto de grupos, Q = (q1, . . . , qk)
T es el conjunto de centroides y qj es el centroide
correspondiente al grupo j, dado por:
qj =
1
ne(Cj)
∑
l:xl∈Cj
xl, j = 1, . . . , k (5.2)
donde ne(·) denota la cantidad de elementos de su grupo argumento y k es el nu´mero
de grupos.
En adelante, se usara´ la misma notacio´n.
El objetivo de este me´todo de agrupamiento es encontrar la particio´n de los datos
que minimice la distancia entre los elementos contenidos en cada grupo y su respectivo
centroide, es decir, minimizar la varianza intra-clase. Este mismo principio lo aplican
los algoritmos ba´sicos de K-medias y H-medias.
5.2.1 K-medias
En este me´todo se escoge una particio´n inicial asociada a un conjunto de centroides
iniciales, y el movimiento de los mismos, que se da para generar nuevas particiones, se
evalu´a por cada centroide, por tanto, una vez se haya movido un centroide, se realizan
las asignaciones de todos los elementos y se calcula el cambio de la funcio´n objetivo.
Esta evaluacio´n continua de la funcio´n objetivo puede hacer que el algoritmo K-medias
presente mejor convergencia que otros algoritmos, dado que se evalu´a la actualizacio´n
de cada centroide de forma independiente, aunque podr´ıa representar un costo com-
putacional elevado.
Asumiendo que un elemento xi perteneciente a un grupo Cl en la solucio´n actual
es reasignado a algu´n otro grupo Cj , la actualizacio´n de los centroides puede realizarse
aplicando:
ql ← nlql − xi
nl − 1 , qj ←
njqj + xi
nj + 1
(5.3)
donde ni = ne(Ci) y l 6= j.
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El cambio de la funcio´n objetivo generado por cada reasignacio´n es
vij =
nj
nj + 1
‖qj − xi‖2 − nl
nl − 1‖ql − xi‖
2, xi ∈ Cl (5.4)
La anterior ecuacio´n aplica en caso de que la funcio´n objetivo sea la de MSSC, en
el caso general debe tenerse en cuenta la naturaleza de la funcio´n objetivo, as´ı:
vij =
nj
nj + 1
f(qj ,xi)− nl
nl − 1f(ql,xi), xi ∈ Cl (5.5)
donde f es el kernel de la funcio´n objetivo.
Los cambios de la funcio´n objetivo son calculados para todas las posibles reasigna-
ciones y si todos los valores son no negativos (vij ≥ 0), el algoritmo converge y la
solucio´n lograda corresponde a una particio´n asociada a un mı´nimo local de la funcio´n
objetivo [3]. En el Algoritmo 1 se explica el me´todo iterativo de actualizacio´n de las
particiones que se emplea en K-medias.
Algoritmo 1 K-medias
1. Inicializacio´n: escoger un valor de k y una particio´n inicial C(0) con centroides Q(0), fijar nu´mero
ma´ximo de iteraciones Niter, inicializar el contador: r = 1
Mientras r < Niter
Desde j = 1 hasta k hacer
2. Mover los centroides: q
(r)
l ←
nlq
(r−1)
l − xi
nl − 1 , q
(r)
j ←
njq
(r−1)
j + xi
nj + 1
3. Calcular el cambio de la funcio´n objetivo: vij =
nj
nj + 1
‖q(r)j − xi‖2 −
nl
nl − 1‖q
(r)
l − xi‖2,
xi ∈ C(r)l
Si vij ≥ 0 (i = 1, . . . , n y j = 1, . . . , k)
4. El proceso termina y la solucio´n es C(r)
en caso contrario
r ← r + 1
Termina Si
Termina Desde
Termina Mientras
No´tese que en los algoritmos se numeran u´nicamente los pasos significativos.
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5.2.2 H-medias
Entre los diferentes me´todos de agrupamiento desarrollados en los u´ltimos an˜os, el
algoritmo H-medias es uno de los me´todos ma´s conocidos y aceptados en muchas apli-
caciones, entre ellas, la clasificacio´n de patrones biome´dicos. El algoritmo H-medias
es una variante del K-medias, que mejora el costo computacional, calculando los cen-
troides una vez por cada ciclo, es decir, que bajo algu´n criterio se generan todos los k
centroides antes de evaluar el cambio de la funcio´n objetivo. La idea general de este
me´todo se ilustra en el Algoritmo 2.
Algoritmo 2 H-medias
1. Inicializacio´n: escoger un valor de k y el conjunto de centroides iniciales Q(0) = (q
(0)
1 , . . . , q
(0)
k )
T,
realizar la asignacio´n inicial C(0), fijar el nu´mero ma´ximo de iteraciones Niter , inicializar el contador:
r = 1, fijar para´metro de precisio´n δ
Mientras r < Niter
2. Actualizar los centroides: Q(r) = ϕ
Q
(C(r−1),Q(r−1))
2. Asignar los elementos: C(r) = ϕ
C
(X,Q(r))
Si | d(qj (r), qj(r−1))| < δ (j = 1, . . . , k)
3. El proceso termina y la solucio´n es C(r)
en caso contrario
r ← r + 1
Termina Si
Termina Mientras
La funcio´n d(·, ·) es una medida de distancia o de disimilitud entre los dos vectores
de su argumento, que en este caso se aplica para medir el cambio de los centroides
actuales con respecto a los obtenidos en la iteracio´n inmediatamente anterior, de tal
forma que cuando el cambio sea menor que cierto umbral δ, el algoritmo converge.
Las funciones ϕ
Q
y ϕ
C
representan, respectivamente, la actualizacio´n de los centroides
a partir de la particio´n previa y la actualizacio´n de la particio´n en funcio´n de los
centroides actuales. En la seccio´n 5.2.4 se extiende la explicacio´n de este me´todo.
5.2.3 Idea general del agrupamiento iterativo
Una forma generalizada de realizar CBC puede obtenerse estudiando la proporcio´n o
grado de pertenencia de un elemento a un grupo y la influencia de cada elemento en
la actualizacio´n de los centroides, como se explica en [58]. El grado de pertenencia
38 5. Agrupamiento particional
de un elemento a un grupo lo determina una funcio´n de membres´ıa, que se denota
con m(q
j
/xi): grado de pertenencia de xi al grupo cuyo centroide es qj . El grado de
membres´ıa es un valor no negativo y la pertenencia absoluta es 1, por tanto la funcio´n
m debe satisfacer
m(qj/xi) ≥ 0 y
k∑
j=1
m(qj/xi) = 1.
El grado de influencia o peso de cada punto w(xi) en el ca´lculo de los nuevos cen-
troides, es un factor de ponderacio´n de los datos xi. Ambas funciones, m y w, esta´n
directamente relacionadas con la naturaleza de la funcio´n objetivo como se podra´ ver
en las secciones 5.2.4 a 5.2.8.
La actualizacio´n de los centroides se puede escribir como:
q
j
=
n∑
i=1
m(qj/xi)w(xi)xi
n∑
i=1
m(q
j
/xi)w(xi)
, j = 1, . . . , k (5.6)
La anterior ecuacio´n es ana´loga a la expresio´n usada para el ca´lculo de un centro
de masa, que comu´nmente se emplea en geometr´ıa: q =
∑
i g(ri)ri/
∑
i g(ri), donde
ri es el vector de posicio´n del i-e´simo elemento y g(·) es la funcio´n de densidad de masa.
Dado que las funciones de membres´ıa y peso se pueden ajustar a cualquier funcio´n
objetivo (conservando las restricciones discutidas anteriormente) y que el refinamiento
de los centroides se hace de forma iterativa, se puede decir que este me´todo es un
modelo iterativo gene´rico del agrupamiento no supervisado (GIM ). La heur´ıstica de
este modelo es la misma del algoritmo H-medias, es decir que se actualizan todos los
centroides antes de aplicar el control de convergencia. La aplicacio´n de este modelo en
CBC se explica en el Algoritmo 3.
La convergencia de un algoritmo basado en GIM, puede evaluarse comparando el
valor de la funcio´n objetivo obtenido con la particio´n actual f(C(r)) y el valor obtenido
con la particio´n generada en la iteracio´n inmediatamente anterior f(C(r−1)), a trave´s
de criterios de diferencia |f(C(r))− f(C(r−1))| < δ, de cociente f(C(r))/f(C(r−1)) ≈ 1,
entre otros.
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Algoritmo 3 Modelo iterativo gene´rico para CBC
1. Inicializacio´n: escoger los centroides iniciales Q0 = (q
(0)
1 , . . . , q
(0)
k )
T, fijar el ma´ximo nu´mero de
iteraciones Niter , inicializar el contador: r = 1
2. Calcular las funciones de membres´ıa m(q
(r−1)
j /xi) y peso w(xi) para cada punto
3. Actualizar los centroides: q(r)
j
=
n∑
i=1
m(q
(r−1)
j /xi)w(xi)xi
n∑
i=1
m(q
(r−1)
j /xi)w(xi)
j = 1, . . . , k
4. r ← r + 1 y repetir los pasos 2 y 3 hasta que el algoritmo converja o hasta que r = Niter
5. Asignar los elementos: xi ∈ C(r)l si l = argmaxj m(q
(r)
j ,xi)
A continuacio´n se explican algunos me´todos de agrupamiento a partir del modelo
iterativo gene´rico.
5.2.4 H-medias basado en GIM
El objetivo del algoritmo H-medias (HM ) es encontrar una particio´n Pk de X con k
conjuntos disjuntos tal que minimice su funcio´n de costo, que corresponde a la varianza
intra-clase, es decir:
HM(X,Q) =
n∑
i=1
min
j∈1,...,k
‖xi − qj‖2 (5.7)
donde ‖·‖ representa la norma euclidiana en el caso de MSSC.
Las funciones de membres´ıa y peso asociadas a cada xi son:
mHM(qj/xi) =


1 si l = argmin
j
‖xi − qj‖2
0 otro caso
(5.8)
y
wHM(xi) = 1 (5.9)
Puede apreciarse que al evaluar las expresiones (5.8) y (5.9) en la funcio´n de actuali-
zacio´n de centroides mostrada en (5.6), se obtiene la misma ecuacio´n para el ca´lculo de
los centroides que se emplea en MSSC (5.2), con esto se comprueba la generalizacio´n
del agrupamiento iterativo a trave´s del GIM.
En el caso del H-medias, la funcio´n de membres´ıa se denomina fuerte porque toma
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valores discretos: 0 o´ 1. Adema´s, dado que sus pesos son fijos, este algoritmo da igual
importancia a cada elemento.
Uno de los mayores problemas del algoritmo ba´sico de H-medias es la sensibili-
dad a la seleccio´n de la particio´n inicial, lo que puede implicar la convergencia a un
mı´nimo local de la funcio´n objetivo distante del mı´nimo global, si los centroides no son
escogidos de manera apropiada. Por tal razo´n, se han desarrollado diversas alternati-
vas al H-medias empleando GIM, como el K-medias armo´nicas, H-medias difuso y el
agrupamiento basado en la ma´xima esperanza Gaussiana.
5.2.5 K-medias armo´nicas
A diferencia del H-medias, el algoritmo K-medias armo´nicas (KHM ) usa la media
armo´nica de la distancia de cada elemento a los centroides [74], en lugar del criterio
aplicado en MSSC. Por tanto, la funcio´n objetivo es:
KHM(X,Q) =
n∑
i=1
k
k∑
j=1
1
‖xi − qj‖p
(5.10)
donde p (p ≥ 2) es un para´metro de entrada a ser sintonizado, por ejemplo, usando
validacio´n cruzada.
Las funciones de membres´ıa y peso del algoritmo KHM son:
mKHM(qj/xi) =
‖xi − qj‖−p−2
k∑
j=1
‖xi − qj‖−p−2
(5.11)
y
wKHM(xi) =
k∑
j=1
‖xi − qj‖−p−2(
k∑
j=1
‖xi − qj‖−p
)2 (5.12)
La funcio´n objetivo de los algoritmos HM y KHM son similares, pero la del KHM
tiene una naturaleza suave como puede apreciarse en las ecuaciones 5.11 y 5.12.
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Una funcio´n de membres´ıa suave significa que, no necesariamente, todo xi tiene
una pertenencia absoluta a un grupo, sino un grado de pertenencia a cada grupo,
y las particiones se generan a razo´n del mayor valor de dicha pertenencia. En este
algoritmo, la importancia relativa de cada elemento cambia de acuerdo a la naturaleza
de la funcio´n objetivo.
5.2.6 H-medias difuso
El algoritmo H-medias difuso (FHM ), tambie´n denominado c-medias, es una variacio´n
del HM que consiste en usar una funcio´n de membres´ıa suave en lugar de pertenencia
absoluta, por tanto permite que cada punto tenga un grado de pertenencia a cada
grupo [58]. La funcio´n objetivo del me´todo FHM se puede escribir como:
FHM(X,Q) =
n∑
i=1
k∑
j=1
urij‖xi − qj‖2 (5.13)
El factor de ponderacio´n uij permite hacer difuso el me´todo HM ba´sico y debe
satisfacer que
∑k
j=1 uij = 1 y uij > 0 para que no se afecte la naturaleza de la funcio´n
objetivo. El para´metro r tiene la restriccio´n r ≥ 1, dado que si 0 < r < 1, los aportes
de cada factor reducen el acumulado de la funcio´n objetivo, lo que puede afectar la
convergencia. De igual forma ocurre si r < 0 porque puede aumentarse el valor de pon-
deracio´n de forma considerable. En el caso particular, r = 1 y si uij es de naturaleza
fuerte, este me´todo ser´ıa igual que el HM. Un valor grande de r hace que el sistema
sea ma´s difuso.
Dada las condiciones de uij, este para´metro podr´ıa ser la misma funcio´n de mem-
bres´ıa. La aplicacio´n de FHM usando GIM, se hace a partir de las siguientes funciones
de membres´ıa y peso:
mFHM(qj/xi) =
‖xi − qj‖−2/(r−1)
k∑
j=1
‖xi − qj‖−2/(r−1)
(5.14)
y
wFHM(xi) = 1 (5.15)
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5.2.7 Agrupamiento de ma´xima esperanza gaussiana
El me´todo de agrupamiento basado en la ma´xima esperanza gaussiana (GEMC ), hace
parte de los me´todos de agrupamiento basados en densidades (DBC ) y tiene como
funcio´n objetivo la combinacio´n lineal de distribuciones gaussianas centradas en los
centroides de cada grupo, as´ı:
GEMC(X,C) = −
n∑
i=1
log
(
k∑
j=1
p(xi/qj)p(qj)
)
(5.16)
donde p(xi/qj) es la probabilidad de xi dado que es generado por una distribucio´n
gaussiana centrada en qj y p(qj) es la probabilidad a priori del grupo cuyo centroide
es qj. Se emplea la funcio´n logaritmo por facilidad matema´tica y el signo menos con
el fin de que la tarea sea minimizar la funcio´n objetivo.
Las funciones correspondientes a la membres´ıa y el peso de cada elemento son,
respectivamente,
mGEMC(qj/xi) =
p(xi/qj)p(qj)
p(xi)
(5.17)
y
wGEMC(xi) = 1 (5.18)
No´tese que la funcio´n de membres´ıa es un valor de probabilidad, por tanto la regla
de Bayes puede emplearse para el ca´lculo de su valor, considerando p(xi) como la
evidencia:
p(xi) =
k∑
j=1
p(xi/qj)p(qj)
El factor p(xi/qj) puede obtenerse fa´cilmente con:
p(xi/qj) = f(xi,µ,Σj) =
1
det(Σj)
1
2
(2π)−d/2e−
1
2
(xi−µ)Σj−1(xi−µ)T (5.19)
donde µ es el centroide (µ = qj), d es la dimensio´n, Σ representa la matriz de co-
varianza y det(·) denota el determinante de su matriz argumento.
De acuerdo a la regla de Bayes, la matriz Σj puede ser u´nica (Σj = Σ = cov(X))
o puede calcularse para cada grupo (Σj = cov(Cj), j = 1, . . . , k). La segunda opcio´n
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es recomendable porque considera la varianza de cada uno de los grupos, adema´s, la
matriz Σj podr´ıa calcularse y refinarse por cada iteracio´n, aunque esto podr´ıa aumen-
tar el costo computacional.
Una variante del me´todo GEMC puede obtenerse calculando la probabilidad a pos-
teriori p(xi/qj) de forma no parame´trica, empleando el me´todo de Parzen, que consiste
en la superposicio´n de distribuciones gaussianas de un taman˜o fijo h centradas en cada
xi [75]. A este me´todo se le denomina DBC no parame´trico o NPDBC. El valor o´ptimo
de h se puede obtener con validacio´n cruzada.
Matema´ticamente, la distribucio´n de probabilidad empleando el me´todo de Parzen
es
p(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
(5.20)
donde K es un kernel gaussiano definido como:
K(z) = 1
(2π)−d/2
exp−
1
2
zzT (5.21)
5.2.8 Algoritmos h´ıbridos
Una forma de aprovechar las virtudes de dos me´todos a la vez, es conformar un par
membres´ıa - peso h´ıbrido, es decir, que se usa la funcio´n de membres´ıa correspondiente
a un me´todo y la funcio´n de pesos correspondiente a otro me´todo.
Por ejemplo, con membres´ıa fuerte y pesos variables:
mH1(qj/xi) =


1 si l = argmin
j
‖xi − qj‖2
0 otro caso
(5.22)
y
wH1(xi) =
k∑
j=1
‖xi − qj‖−p−2(
k∑
j=1
‖xi − qj‖−p
)2 (5.23)
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Otra alternativa se puede plantear con membres´ıa suave y pesos fijos:
mH2(qj/xi) =
‖xi − qj‖−p−2
k∑
j=1
‖xi − qj‖−p−2
(5.24)
y
wH2(xi) = 1 (5.25)
El h´ıbrido H1 puede presentar mejor desempen˜o que el algoritmo HM ba´sico debido
a la naturaleza suave de los pesos. Entre tanto, puede ser que el h´ıbrido H2, en algunos
casos, tenga mejor tiempo de convergencia que KHM y obtenga igual desempen˜o.
5.3 Criterios de inicializacio´n
Los algoritmos de CBC son sensibles a la inicializacio´n, es decir, que si la particio´n
inicial no es adecuada, el algoritmo puede converger a un mı´nimo local distante del
mı´nimo global. Una forma de solucionar este problema es garantizar una buena ini-
cializacio´n de los centroides, para esta tarea existen herramientas eficaces como el
algoritmo ma´x-mı´n y J-medias.
5.3.1 Criterio ma´x-mı´n
El algoritmo ma´x-mı´n [59], busca en el conjunto X, los k elementos ma´s alejados con
un criterio de distancia preestablecido, mejorando la cantidad de grupos necesarios
para separar las clases y el valor de convergencia. Este algoritmo inicia escogiendo un
punto arbitrario de X como el primer centroide y el resto se escogen siguiendo una
estrategia en la que el elemento elegido en la i-e´sima iteracio´n es aque´l cuyo elemento
ma´s cercano entre los i − 1 ya elegidos, se encuentra ma´s alejado [59]. Para esto, se
selecciona aleatoriamente el primer centroide q1 del conjuntoX, y el segundo centroide
q2 se obtiene como el elemento que presenta la ma´xima distancia entre q1 y los puntos
restantes {X − q1}.
A partir de estos dos centroides se encuentran los centroides restantes aplicando el
criterio ma´x -mı´n, as´ı:
f(xl) = max
xi∈{X−Q}
{
min
qj∈Q
‖xi − qj‖2
}
, j = 1, . . . , k (5.26)
donde ‖·‖ representa la norma euclidiana.
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5.3.2 Criterio J-medias
El algoritmo J-medias consiste en la actualizacio´n de los centroides a trave´s de una
evaluacio´n local de la funcio´n objetivo, es decir, considerando una determinada regio´n
alrededor de los centroides en lugar de todo el espacio [3]. Los puntos por fuera de
estas regiones son candidatos a ser la ubicacio´n del nuevo centroide, entonces, aleato-
riamente se mueve el centroide anterior a un punto disponible y se compara el valor
de la funcio´n objetivo obtenido de evaluar el centroide anterior con el que se obtiene
de evaluar el centroide actual. Por u´ltimo, se acepta o se rechaza un centroide, con-
siderando que la funcio´n objetivo disminuya. En el J-medias tradicional se emplean
las condiciones de MSSC, es decir, medidas de distancia, por tanto las regiones se es-
tablecen con esferas centradas en cada qj cuyos radios definen el taman˜o de la regiones.
Dichos radios deben ser menores que la mitad de la menor distancia entre los centroides
(ε < 1
2
min ||qj − qi||, i 6= j), para que no existan intersecciones entre las esferas. El
criterio J-medias se describe de forma resumida en el Algoritmo 4.
Algoritmo 4 Criterio J-medias
1. Inicializacio´n: escoger la particio´n inicial C0 = {C0j }kj=1 asociada a Q0, C1 ← C0.
2. Encontrar los puntos que no corresponden a centroides, elementos por fuera de la esferas de radio ε
(ε < 12 min‖qj − qi‖ i 6= j) centradas en qj (j = 1, . . . , k).
3. Encontrar la mejor particio´n C2k y calcular su correspondiente valor de funcio´n objetivo f
2.
Si f1 > f2
4. El algoritmo converge con la solucio´n Q1
en caso contrario
5. Cambiar de particio´n inicial: C1 ← C2, f1 ← f2 y volver al paso 2.
Termina Si
Si se realizan las asignaciones de los elementos a los centroides Q1, se tendr´ıa un
proceso completo de agrupamiento. Aqu´ı, el J-medias se expresa como un algoritmo
de inicializacio´n, bajo el principio de que una unio´n apropiada de algoritmos de agru-
pamiento mejora el desempen˜o individual.
Las variantes de este algoritmo pueden darse en la definicio´n de las regiones, por
ejemplo, si en lugar de distancias se empleara momentos estad´ısticos como la co-
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varianza. As´ı, la funcio´n objetivo ser´ıa la que se aplica en GEMC (ver (5.16)) y
las esferas se definir´ıan con matrices de covarianza. Con esta variante, el me´todo se
denomina J-GEM. Se denominar´ıa J-Parzen en caso de usar estimacio´n no parame´trica
de las probabilidades, y J-H-medias en el caso de evaluar la funcio´n objetivo despue´s
de calcular todos los centroides con criterios de MSSC.
5.4 Ana´lisis por segmentos
Adema´s de emplear una buena particio´n inicial para mejorar el tiempo de procesado y
valor de convergencia, se puede hacer un ana´lisis por segmentos del conjunto de datos.
La forma ma´s intuitiva de realizar un ana´lisis por segmentos consiste en partir el con-
junto de datos en Ns subconjuntos (que se denominara´n segmentos) y luego aplicar un
esquema de ana´lisis no supervisado a cada subconjunto. El conjunto de datos segmen-
tado es X = {X1, . . . ,XNs}, donde Xl es una matriz de nl × d, nl = aprox(n/Ns)
es la cantidad de elementos de cada segmento y aprox(·) representa el entero ma´s
aproximado al nu´mero de su argumento. Emplear directamente los grupos generados
en cada segmento no representa una contribucio´n significativa al procesado de datos
y distorsiona el objetivo de la clasificacio´n porque podr´ıa generarse una gran cantidad
de grupos. Por tanto, es necesario incluir una etapa de unio´n de grupos. Existen dos
formas ba´sicas para esta tarea. La primera consiste en obtener los grupos de todos los
segmentos y realizar la unio´n al final. En la segunda forma, se conforman los grupos
de los dos primeros segmentos y se realiza el proceso de unio´n de ellos, luego se hace
el agrupamiento en el siguiente segmento (tercer subconjunto) y al final se unen los
grupos del segmento actual con los generados en la unio´n previa. Este procedimiento
se aplica hasta unir los Ns segmentos. Esta forma de unio´n es ventajosa con respecto a
la primera porque representa un acercamiento al ana´lisis secuencial y a las aplicaciones
en tiempo real. Por ejemplo, en el ana´lisis de sen˜ales ECG, si se adquiere por tramos la
sen˜al se podr´ıa caracterizar y agrupar los latidos por cada tramo, reduciendo el costo
computacional y mejorando el desempen˜o del sistema de ana´lisis, debido a que agrupar
por segmentos es menos sensible a las clases minoritarias que agrupar todo el conjunto
de datos. Adema´s, reduce el costo computacional porque, en la mayor´ıa de los casos,
la suma de los tiempos de procesado de cada segmento es considerablemente menor
que el tiempo que requiere el ana´lisis del conjunto de datos en una iteracio´n, como se
vera´ en los cap´ıtulos 7 y 9.
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Para aplicar una metodolog´ıa por segmentos es necesario establecer el taman˜o nl
mı´nimo de los segmentos y un criterio de unio´n. El para´metro nl se puede fijar con-
siderando que el nu´mero de observaciones debe ser por lo menos 2 veces mayor que el
nu´mero de caracter´ısticas nl ≥ 2d, para que se obtengan buenos resultados de clasifi-
cacio´n. Adicionalmente, un criterio sencillo para la unio´n de grupos consiste en estimar
una medida de disimilitud o distancia ϑ entre los centroides de cada grupo, de forma
que dos grupos se unan si el valor de ϑ es admisible. Intuitivamente, podr´ıa pensarse
que la forma de hacer la unio´n de grupos es unir un grupo de un segmento con uno de
otro segmento, es decir, que un grupo de un segmento, necesariamente, debe unirse a
otro. Esto es de implementacio´n sencilla, sin embargo podr´ıa generar resultados bajos
en tareas de agrupamiento de conjuntos de datos con clases desbalanceadas, adema´s,
los segmentos podr´ıan resultar no homoge´neos a razo´n de la cantidad de clases con-
tenidas en cada uno. Por consiguiente, se deben incluir criterios de exclusio´n para las
clases minoritarias, lo que tambie´n resulta u´til en la deteccio´n de valores at´ıpicos. Este
criterio se puede plantear as´ı: si el valor de la funcio´n ϑ aplicada a un centroide con
respecto a los dema´s, no es, en ningu´n caso, un valor admisible, es decir, es mayor
que un valor preestablecido ǫ, el grupo asociado a dicho centroide no se une a otro y
se mantiene como un grupo independiente en la iteracio´n actual. El para´metro ǫ se
puede determinar con un ana´lisis previo sobre los posibles centroides de cada grupo,
por ejemplo, empleando disimilitudes como se plantea en [76].
En resumen, la unio´n de grupos se aplica como sigue. Sea P l = {C l1, ...,C lki} la
particio´n del segmento l, kl el nu´mero de grupos de la misma particio´n (ver estimacio´n
del nu´mero de grupos en la seccio´n 6.5), Ql = {ql1, . . . , qlkl} los centroides de cada
grupo, entonces la unio´n se hace a razo´n de
ϑ(jl, jl−1) = ϑ
(
qljl, q
l−1
jl−1
)
)
(5.27)
Con esto, si ϑ(jl, jl−1) es un valor admisible (ϑ(jl, jl−1) < ǫ), el grupo C ljl se une
con el grupo C l−1
jl−1
, de lo contrario se pasa a comparar con los dema´s grupos. En caso
de que un grupo no presente disimilitud admisible con ningu´n otro, dicho grupo se
mantiene como independiente para el ana´lisis del siguiente segmento, con esto se evita
la mala agrupacio´n de clases minoritarias y se reduce el costo computacional.
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En el Algoritmo 5 se explica, de forma condensada, el procedimiento del ana´lisis
por segmentos de un conjunto de datos.
Algoritmo 5 Agrupamiento por segmentos
1. Dividir el conjunto de datos: X = {X1, . . . ,XNs}, donde Xl es una matriz de nl × d, nl =
aprox(n/Ns)
2. Agrupar los datos de cada segmento en kl grupos: P l = {Cl1, ...,Clkl} asociados a los centroides
Ql = {ql1, . . . , qlkl}
Desde l = 2 hasta m hacer
3. Comparar los centroides de cada segmento: ϑ(jl, jl−1) = ϑ
(
qljl , q
l−1
jl−1
)
)
,
jl = 1, . . . , kl, jl−1 = 1, . . . , kl−1
Si ϑ(jl, jl−1) < ǫ
4. El grupo Cljl se une con el grupo C
l−1
jl−1
en caso contrario
El grupo Cljl se conserva como independiente para el ana´lisis con el siguiente segmento
Termina Si
Termina Desde
6. Agrupamiento espectral
6.1 Introduccio´n
En el a´rea de reconocimiento y clasificacio´n de patrones, los me´todos de agrupamiento
basados en grafos y ana´lisis espectral son relativamente nuevos, aunque ya han sido apli-
cados exitosamente en diversos contextos como el disen˜o de circuitos [65], balance efi-
ciente de carga computacional orientado a programacio´n en paralelo [66], segmentacio´n
de ima´genes [67, 68], entre otros. Estos me´todos son discriminativos, por tanto, no
requieren informacio´n a priori (suposiciones sobre la estructura de los datos), y las
particiones son generadas empleando informacio´n obtenida de la misma heur´ıstica del
me´todo, en este caso, un criterio de decisio´n global que considera el valor estimado de
la probabilidad de que dos elementos pertenezcan a un mismo grupo [70]. Por esta
razo´n, este tipo de ana´lisis se puede explicar fa´cilmente a partir de la teor´ıa de grafos
(como se vera´ en la seccio´n 6.2), donde dicha probabilidad puede asociarse a una me-
dida de afinidad entre los nodos. Comu´nmente, este criterio se aplica en un espacio
de representacio´n de dimensio´n menor que la del conjunto de datos, esto implica una
reduccio´n de la dimensionalidad en la representacio´n, conservando tan fiel como sea
posible las relaciones entre los elementos, y por lo tanto converge en un ana´lisis de
vectores y valores propios.
Los me´todos de ana´lisis espectral son de gran intere´s en tareas de clasificacio´n, de-
bido a que la estimacio´n de los o´ptimos globales en un dominio continuo no restrictivo
se obtienen de la descomposicio´n en valores y vectores propios (descomposicio´n propia)
[70], basa´ndose en el teorema de Perron - Frobenius en el que se establece que los mayo-
res valores propios, estrictamente reales, de una matriz positiva definida e irreductible
definen el radio espectral de la misma [77]. En otras palabras, el espacio generado por
los vectores propios esta´ directamente relacionado con la calidad del agrupamiento.
Considerando este principio y la posibilidad de obtener una solucio´n discreta a
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trave´s de los vectores propios, surgio´ un enfoque, relativamente nuevo, del agrupamiento
no supervisado, denominado agrupamiento espectral. Sin embargo, obtener dicha
solucio´n discreta implica resolver otro problema del agrupamiento, aunque en una
dimensio´n menor a la original [70]. En otras palabras, los vectores propios podr´ıan
ser considerados como un nuevo conjunto de datos que pueden ser agrupados emple-
ando algu´n algoritmo de agrupamiento como K-medias [68] (ver seccio´n 5.2.1). As´ı, se
tendr´ıa un algoritmo h´ıbrido en donde los algoritmos de ana´lisis espectral generar´ıan
los vectores propios y los para´metros de inicializacio´n, y los otros algoritmos parti-
cionales se encargar´ıan del agrupamiento en s´ı, es decir, que el ana´lisis espectral puede
apoyar a las te´cnicas cla´sicas generando una inicializacio´n que mejore el valor de con-
vergencia. No obstante, de modo similar que los valores fuertes de membres´ıa que se
obtienen de algunos algoritmos de agrupamiento basado en centroides (explicados en
el cap´ıtulo 5), un esquema de agrupamiento espectral genera una matriz binaria que
indica la pertenencia de un elemento a un grupo, lo que le permite realizar el proceso de
agrupamiento por s´ı mismo. Una estrategia como e´sta no so´lo necesita de los vectores
propios sino tambie´n de los datos obtenidos a trave´s de una transformacio´n ortonormal
de la solucio´n generada por la descomposicio´n en vectores propios (solucio´n propia).
Esto conduce a que el objetivo del agrupamiento espectral es encontrar la mejor trans-
formacio´n ortonormal que genere una discretizacio´n apropiada de la solucio´n continua
[68].
En el desarrollo de este cap´ıtulo, se explica detalladamente un me´todo de agru-
pamiento no supervisado denominado agrupamiento espectral normalizado. Para tal
propo´sito, se comienza por mencionar algunos conceptos preliminares sobre teor´ıa de
grafos, descritos en la seccio´n 6.2. Luego, en la seccio´n 6.3 se desarrolla el me´todo
de agrupamiento, deduciendo un criterio de particionado multi-clase a partir de un
ana´lisis topolo´gico (seccio´n 6.3.1) y por u´ltimo, en la seccio´n 6.3.3, se explica el algo-
ritmo de agrupamiento. Adicionalmente, se incluyen dos secciones, 6.4 y 6.5, en las que
se establecen algunas medidas de afinidad orientadas al agrupamiento y se describen
me´todos para la estimacio´n del nu´mero de grupos, respectivamente.
6.2 Preliminares sobre teor´ıa de grafos
Una forma sencilla de interpretar los me´todos de ana´lisis espectral es a trave´s de una
perspectiva geome´trica empleando bloques topolo´gicos o grafos. A continuacio´n se
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presentan algunas definiciones en torno a teor´ıa de grafos, as´ı como operaciones y
propiedades u´tiles para el ana´lisis posterior.
Los grafos son conjuntos, no vac´ıos, de objetos denominados nodos o ve´rtices y
de l´ıneas denominadas aristas que unen por pares los ve´rtices. Las aristas indican la
relacio´n entre los ve´rtices, de forma que si dos ve´rtices esta´n relacionados se traza una
l´ınea entre ellos, en caso contrario no debe existir ningu´n trazo.
En general, un grafo propiamente dicho puede ser descrito por el par ordenado
G = (V,E), donde V es el conjunto de ve´rtices y E es el conjunto de aristas. Por
ejemplo, en los grafos mostrados en la Figura 6.1, V = {a, b, c} y E = {ab, bc, ac} para
el caso 6.1(a), y para el caso 6.1(b) se tiene V = {a, b, c} y E = {ab, cb}. Un grafo
propiamente dicho, tambie´n denominado no dirigido, es aque´l en el que no interesa o no
esta´ definido el sentido de la relacio´n, por tanto si a, b ∈ V entonces las aristas ab y ba
representan el mismo elemento de E. Los grafos que contienen aristas con orientacio´n
definida, se denominan grafos dirigidos (ver 6.1(b)), en este caso, la denominacio´n de
las aristas tiene implicacio´n en el sentido de la relacio´n, es decir, ab 6= ba. Los grafos,
de acuerdo a la trayectoria que forman las relaciones de los ve´rtices, tambie´n pueden
clasificarse en conexos y no conexos: si dicha trayectoria es cerrada con respecto a un
ve´rtice, el grafo se denomina conexo, en caso contrario se denomina no conexo.
a
b
c
(a) Grafo conexo no dirigido
a
b
c
(b) Grafo no conexo dirigido
Figura 6.1: Ejemplos de grafos
Una forma generalizada de representar un grafo corresponde a los grafos ponderados
en los que, adema´s del orden y el sentido (en el caso de los grafos dirigidos), importa el
grado de relacio´n o afinidad entre los nodos, definido a trave´s de una matriz de pesos
W , donde wij es un valor no negativo que representa el peso de la arista ubicada entre
los nodos i y j, como se muestra en la Figura 6.2. Adema´s, en un grafo no dirigido, es
evidente que wij = wji. Por tanto, un grafo ponderado puede ser descrito de la forma
G = (V,E,W ), donde W es una matriz sime´trica y semidefinida positiva.
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a
b
c
w12 = w21 w23 = w32
w13 = w31
w11
w22
w33
Figura 6.2: Grafo ponderado
6.2.1 Medidas sobre los grafos
Existen diversas medidas, aplicables sobre los grafos, que resultan u´tiles para clasificar-
los y realizar operaciones entre ellos. En este trabajo se tienen en cuenta dos medidas
fundamentales, que sera´n de uso posterior: peso total de un subconjunto de ve´rtices
con respecto a otro y grado de un subconjunto.
Dado el grafo G = (V,E,W ) y los elementos A,B ⊂ V, el peso total de las co-
nexiones entre A y B, se puede calcular con
lazos(A,B) =
∑
i∈A,j∈B
wij (6.1)
El grado de un grafo no ponderado con respecto a un ve´rtice equivale a la cantidad
de aristas adyacentes al mismo. En los grafos ponderados, que es el caso de intere´s,
el grado representa el peso total de las conexiones de un subconjunto con respecto al
conjunto de todos los ve´rtices, por tanto el grado de A podr´ıa ser calculado empleando:
grado(A) = lazos(A,V) (6.2)
El grado es comu´nmente empleado en la normalizacio´n de los pesos de las co-
nexiones. Dicha normalizacio´n permite estimar la proporcio´n de un subconjunto de
conexiones con respecto a otro, por ejemplo, la proporcio´n de conexiones ponderadas
entre A y B con respecto al total de conexiones de A es:
lazosnor(A,B) =
lazos(A,B)
grado(A)
(6.3)
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6.3 Agrupamiento espectral normalizado
El ana´lisis espectral orientado al agrupamiento de datos se basa en grafos ponderados
no dirigidos y conexos G = (V,E,W ), en donde V = {1, · · · , n} representa los ı´ndices
del conjunto de datos a ser agrupado y W es la matriz de afinidad que, de acuerdo a
lo discutido en la seccio´n 6.2.1, se asume semidefinida positiva y sime´trica. El objetivo
del agrupamiento espectral es descomponer V en k subconjuntos disjuntos, por tanto,
V = ∪kl=1Vl y Vl ∩ Vm = ∅, ∀l 6= m, dicha descomposicio´n se realiza empleando infor-
macio´n espectral y transformaciones ortonormales, comu´nmente.
En el agrupamiento espectral, dos medidas son de particular intere´s: lazosnor(A,A),
que define la proporcio´n de conexiones de A agrupadas correctamente, en otras pala-
bras, indica el grado de conexio´n intra particiones, y lazosnor(A,A\V), es una medida
complementaria a la primera e indica el grado conexio´n entre particiones. Entonces,
un buen agrupamiento se obtiene maximizando el grado de asociacio´n o conexio´n intra
particiones y minimizando el grado de desviacio´n o conexio´n entre particiones. Estos
objetivos se pueden lograr aplicando un criterio de particionado multi-clase que, por
lo general, implica medir el total de las conexiones intra y entre particiones. Estas
medidas pueden calcularse a trave´s del total de asociaciones normalizadas (kasocn) y
el total de desviaciones normalizadas (kdesvn), que corresponden, respectivamente, a:
kasocn(Γk
V
) =
1
k
k∑
l=1
lazosnor(Vl,Vl) (6.4)
y
kdesvn(Γk
V
) =
1
k
k∑
l=1
lazosnor(Vl,Vl\V) (6.5)
donde Γk
V
= {V1, · · · ,Vk} es el conjunto de todas las particiones.
Debido a la normalizacio´n con respecto al grado, aplicada sobre las medidas de
asociacio´n y desviacio´n, se puede verificar que:
kasocn(Γk
V
) + kdesvn(Γk
V
) = 1 (6.6)
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6.3.1 Criterio de particionado multi-clase
De la ecuacio´n (6.6) puede concluirse que la maximizacio´n de la medida de asociaciones
y la minimizacio´n de la medida de desviaciones ocurren simulta´neamente [70], por
tanto no es necesario distinguir entre estas medidas. Con esto, la funcio´n objetivo a
maximizar podr´ıa plantearse como:
ε(Γk
V
) = kasocn(Γk
V
) (6.7)
Entre los diversos criterios que existen para la optimizacio´n de las asociaciones,
u´nicamente los criterios de desviaciones mı´nimas [67] y normalizadas [68] tienen esta
propiedad de dualidad. Sin embargo, se prefiere el criterio que emplea desviaciones
normalizadas porque es menos sensible al ruido y a la inicializacio´n de la matriz de
pesos que el me´todo de desviaciones mı´nimas.
6.3.2 Representacio´n matricial
En adelante, el conjunto Γk
V
se representara´ con la matriz de particionesM = [M1, . . . ,Mk]
que indica la pertenencia de un elemento a un grupo, de manera que:
mil = 〈i ∈ Vl〉, i ∈ V, l = 1, . . . , k (6.8)
donde mil es el elemento il de la matriz M , 〈·〉 es un indicador binario: toma el valor
de 1 si su argumento es verdadero y 0 en caso contrario.
Dado que un ve´rtice es asignado a una u´nica particio´n, se debe garantizar que
M1k = 1n, donde 1d es un vector d-dimensional en el que todos sus valores son iguales
a 1.
Sea la matriz D el grado de la matriz de pesos definido como:
D = Diag(W1n) (6.9)
donde Diag(·) denota a una matriz diagonal formada por el vector argumento, entonces
las medidas representadas en las ecuaciones (6.1) y (6.3), pueden replantearse como
sigue:
lazos(Vl,Vl) =M
T
l WMl (6.10)
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grado(Vl) =M
T
l DMl (6.11)
Con lo anterior, el criterio de particionado multi-clase puede expresarse como:
max ε(M) =
1
k
k∑
l=1
MTl WMl
MTl DMl
(6.12)
s. t. M ∈ {0, 1}n×k, M1k = 1n (6.13)
Esta formulacio´n se denotara´ con NCPM (Normalized cuts problem), la letra “M”
se usa para denotar que el problema de optimizacio´n esta´ planteado en te´rminos de la
matriz M .
6.3.3 Algoritmo de agrupamiento
El algoritmo de agrupamiento espectral que se estudia en este trabajo, se basa en
el me´todo desarrollado en [70] y consiste en resolver el problema de optimizacio´n
planteado en la ecuacio´n (6.12), en un dominio continuo y sin restricciones, aplicando
descomposicio´n en vectores propios, transformaciones ortonormales y un proceso de
discretizacio´n de la solucio´n, partiendo del hecho de que los vectores propios generan
todas las soluciones ma´s aproximadas a las soluciones o´ptimas continuas. A este algo-
ritmo se le denomina me´todo de desviaciones normalizadas. Este me´todo es robusto
a la inicializacio´n y converge ma´s ra´pido que las te´cnicas cla´sicas, sin embargo podr´ıa
generar un costo computacional ma´s elevado por cada iteracio´n, debido al ca´lculo de
los valores singulares. Las transformaciones ortonormales se aplican sobre la descom-
posicio´n propia para generar una familia completa de soluciones o´ptimas globales, que
posteriormente se normalizan en longitud para hacer que cada o´ptimo encontrado co-
rresponda a una particio´n solucio´n en el dominio continuo. A dicha solucio´n se aplica
un proceso iterativo de discretizacio´n que es llevado a cabo empleando descomposicio´n
en valores singulares (SVD) y seleccionando vectores propios de acuerdo a los valores
propios ma´ximos y la cantidad de grupos establecida. El diagrama mostrado en la
Figura 6.3 explica de forma gra´fica la idea general del algoritmo de agrupamiento.
Idea general del algoritmo
El primer paso en este me´todo es establecer el nu´mero de grupos y la matriz de afinidad
W , en las secciones 6.5 y 6.4 se muestran algunas alternativas para estimar el nu´mero de
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grupos y seleccionar la medida de afinidad. Luego, se descompone en vectores propios
Z∗ la matriz W normalizada con respecto a su grado. El conjunto Z∗ genera todas
las soluciones globales o´ptimas en un dominio continuo a trave´s de la transformacio´n
ortonormal R. Despue´s de una normalizacio´n en longitud, cada o´ptimo encontrado
corresponde a una particio´n solucio´n M˜ ∗. Por u´ltimo, en un proceso iterativo se
encuentra la solucio´n discreta M ∗ ma´s aproximada a M˜ ∗. El algoritmo termina con
el par (M˜ ∗,M ∗), donde ε(M˜ ∗) ≈ ε(M˜). En el ejemplo del diagrama explicativo de
la Figura 6.3, la convergencia ocurre en la segunda iteracio´n con (M˜ ∗(2),M ∗(2)). La
optimalidad de M˜ ∗ garantiza que M ∗ sea aproximado a un o´ptimo global [70].
M˜∗(0)
Inicializacio´n
M∗(0)
+
R∗
M∗(1)
Actualizacio´n
M˜∗(1)
M∗(2)M˜∗(2)
Convergencia
O
M˜∗
Normalizacio´n
Z∗
Solucio´n propia
{M∗R}
{Z˜∗R}
Figura 6.3: Diagrama explicativo del algoritmo de agrupamiento espectral
Solucio´n del problema de optimizacio´n
En esta seccio´n se estudia ma´s a fondo la solucio´n del problema de optimizacio´n del
agrupamiento espectral. Como se comento´ al comienzo de esta seccio´n, este problema
puede resolverse en dos etapas, la primera en la que se obtiene un o´ptimo global con-
tinuo, y la segunda en la que se realiza una discretizacio´n aproximada de la solucio´n
obtenida en la primera etapa.
La convergencia a un o´ptimo global continuo se garantiza a trave´s de la transfor-
macio´n ortonormal de la representacio´n en vectores propios de la matriz W norma-
lizada, por tanto resulta conveniente replantear el problema de optimizacio´n en te´rminos
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de Z∗. Para esto, se define Z como la matriz escalada de particiones [78], que corres-
ponde a un escalamiento de M de la forma
Z =M(MTDM)−
1
2 (6.14)
Dado que MTDM es una matriz diagonal, las columnas de Z corresponden a las
columnas de M escaladas por el inverso de la ra´ız cuadrado del grado de W . Con lo
anterior, puede establecerse que la condicio´n que deben cumplir las soluciones factibles
del problema de optimizacio´n es ZTDZ = Ik, donde Ik representa una matriz identi-
dad de k×k. Omitiendo las restricciones iniciales, se puede plantear un nuevo problema
de optimizacio´n empleando la matriz Z, as´ı:
max ε(Z) =
1
k
tr(ZTWZ) (6.15)
s. a. ZTDZ = Ik (6.16)
El hecho de emplear la variable Z en un dominio continuo y omitir las restricciones
iniciales, hace que el problema discreto de optimizacio´n se convierta en un problema
continuo relativamente sencillo. Resolver este problema implica tener en cuenta la
propiedad de invariancia ortonormal y el criterio de la solucio´n o´ptima basada en
vectores propios (solucio´n propia). En adelante, el problema de optimizacio´n continuo
del me´todo de desviaciones normalizadas se denotara´ con NCPZ.
Proposicio´n 6.1. (Invariancia ortonormal) Sea R una matriz de k× k y Z una
posible solucio´n a NCP, entonces ZR = RTR = Ik y ε(ZR) = ε(Z).
Por tanto una solucio´n factible de NCPZ, pese a la rotacio´n arbitraria debida a
la transformacio´n aplicada, conserva las mismas propiedades, es decir, sigue siendo
igualmente probable a ser considerada como un o´ptimo global. En la Proposicio´n 6.2
se plantea un nuevo enfoque del NCPZ orientado a la representacio´n en te´rminos de
Z∗ y se comprueba que entre los o´ptimos globales se encuentran los vectores propios
de la matriz de afinidad normalizada P definida como:
P = D−1/2WD−1/2 (6.17)
La matriz P es estoca´stica [79], por tanto puede verificarse que 1n es un vector pro-
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pio trivial de P asociado al mayor valor propio que, en este caso, es 1 debido a la
normalizacio´n.
Proposicio´n 6.2. (Solucio´n propia o´ptima) Sea (V ,S) la descomposicio´n propia
de P :
PV = V S, V = [v1, . . . ,vn] y S = Diag(s) con valores
propios ordenados de forma decreciente s1 ≥, . . . ,≥ sn ,
obtenida a partir de la solucio´n propia ortonormal (V˜ ,S) de la matriz sime´trica
D−
1
2WD−
1
2 donde
V = D−
1
2 V˜ (6.18)
D−
1
2WD−
1
2 V˜ = V˜ S, V˜ TV˜ = In (6.19)
entonces cualquier conjunto de k vectores propios es un candidato a ser un o´ptimo local
de NCPZ y los k primeros vectores conforman el o´ptimo global.
El valor de la funcio´n objetivo de los conjuntos candidatos a ser solucio´n de NCPZ,
se puede escribir como
ε[vπ1, . . . ,vπk] =
1
k
k∑
l=1
sπl (6.20)
donde pi es un vector de ı´ndices compuesto por k enteros distintos de {1, . . . , n}.
Entonces, de acuerdo a la Proposicio´n 6.2, los o´ptimos globales son obtenidos con
pi = [1, . . . , k] y pueden escribirse como:
Z∗ = [v1, . . . ,vk] (6.21)
cuya matriz de valores propios y funcio´n objetivo son, respectivamente:
Λ∗ = Diag([s1, . . . , sk]) (6.22)
ε(Z∗) =
1
k
tr(Λ∗) = max
ZTDZ=Ik
ε(Z) (6.23)
En conclusio´n, el o´ptimo global de NCPZ es un subespacio generado por los vectores
propios asociados a los k mayores valores propios de P a trave´s de matrices ortonor-
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males:
{ZTR : RTR = Ik,PZ∗ = ZΛ∗} (6.24)
El valor de funcio´n objetivo de las soluciones de la forma Z∗R, representa una cota
superior al valor de las soluciones de NCPM.
Corolario 6.1. (Acotado superior) Para cualquier k (k ≤ n) se cumple que
max ε(ΓkV) ≤ max
ZTDZ=Ik
ε(Z) =
1
k
k∑
l=1
sl (6.25)
Adema´s, el valor optimal de NCPZ disminuye conforme se aumente el nu´mero de
grupos considerados.
Corolario 6.2. (Monotonicidad decreciente) Para cualquier k (k ≤ n) se cumple
que
max
ZTDZ=Ik+1
ε(Z) ≤ max
ZTDZ=Ik
ε(Z) (6.26)
Despue´s de obtener la solucio´n en te´rminos de los vectores propios es necesario
aplicar una transformacio´n de Z para volver al problema inicial, por tanto si T es la
funcio´n de mapeo de M a Z, entonces T−1 es la normalizacio´n de M , es decir:
Z = T (M) =M(MTDM)−
1
2 (6.27)
y
M = T−1(Z) = Diag( diag−
1
2 (ZZT))Z (6.28)
donde diag(·) representa la diagonal de la matriz de su argumento. Desde una perspec-
tiva geome´trica, considerando las filas de Z como coordenadas de un espacio k-dimen-
sional, se puede de decir que T−1 es una normalizacio´n en longitud que ubica los puntos
dentro de una hiper-esfera unitaria. Con esta normalizacio´n, se transforma un o´ptimo
continuo Z∗R del espacio de Z al espacio de M . Dado que R es ortonormal se tiene
que:
T−1(Z∗R) = T−1(Z∗)R (6.29)
Esta simplificacio´n permite caracterizar directamente los o´ptimos continuos con
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T−1(Z∗) en el espacio de M , as´ı:
{M˜ ∗R : M˜ = T−1(Z∗),RTR = Ik} (6.30)
La segunda etapa para resolver NCPM es obtener la solucio´n discreta o´ptima. Los
o´ptimos de NCPZ, en general, no son soluciones o´ptimas de NCPM [70], sin embargo
resultan u´tiles para obtener la solucio´n discreta. Dicha solucio´n no puede ser el absoluto
maximal de NCPM pero si es aproximado al o´ptimo global, debido a la naturaleza
continua (continuidad) de la funcio´n objetivo. Con esto, el objetivo de la discretizacio´n
es encontrar una solucio´n discreta que satisfaga las condiciones binarias del problema
original, mostradas en (6.8) y (6.13), de forma que las soluciones encontradas sean
aproximadas al o´ptimo continuo, como se describio´ en (6.30).
Teorema 6.1. (Discretizacio´n o´ptima) Una particio´n o´ptima discreta M˜ ∗ es
aque´lla que satisface el siguiente problema de optimizacio´n, denominado OPD (Op-
timal discretization problem)
min φ(M ,R) = ‖M − M˜ ∗R‖2F (6.31)
s. a. M ∈ 0, 1n×k, M1k = 1n, RTR = Ik (6.32)
donde ‖A‖F denota la norma Frobenius de la matriz A: ‖A‖F =
√
tr(AAT). Por
tanto, un o´ptimo local (M ∗,R∗) del problema de optimizacio´n puede ser resuelto
iterativamente, dividiendo OPD en dos partes ODPM y ODPR que corresponden al
problema de optimizacio´n en te´rminos de M y R, as´ı:
El problema de optimizacio´n con R∗ conocido (ODPM),
min φ(M) = ‖M − M˜ ∗R‖2F (6.33)
s. a. M ∈ 0, 1n×k, M1k = 1n (6.34)
y con M ∗ conocido (ODPR),
min φ(R) = ‖M − M˜ ∗R‖2F (6.35)
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s. a. RTR = Ik (6.36)
La solucio´n o´ptima de ODPM se obtiene seleccionando los k vectores propios asociados
a los k mayores valores propios:
m∗il = 〈l = argmin
j
m˜ij〉, j ∈ {1, . . . , k}, i ∈ V (6.37)
y la solucio´n de ODPR se obtiene a trave´s de vectores singulares,
R∗ = U˜UT (6.38)
M ∗T = UΩU˜T, Ω = Diag(ω) (6.39)
donde (U ,Ω, U˜) es la descomposicio´n en valores singulares deX∗TX∗, con UTU = Ik
, U˜TU˜ = Ik y ω1 ≥, . . . ,≥ ωk.
Demostracio´n. La funcio´n objetivo puede ser extendida de la forma
φ(M ,R) = ‖M ∗ − M˜R‖2F = ‖M‖2F + ‖M˜‖2F − tr(M˜RTM˜ +MTM˜R) =
2N − 2 tr(MRTM˜ ∗T)
lo que demuestra que minimizar φ(M ,R) es equivalente a maximizar tr(MRTM˜ ∗T).
Por tanto, en ODPM, dado que todos los elementos de diag(MR∗TM˜ ∗T) pueden ser
optimizados independientemente, se demuestra la ecuacio´n (6.37). Para demostrar la
solucio´n de ODPR, se puede calcular un lagrangiano usando como multiplicador la
matriz sime´trica Λ, as´ı:
L(R,Λ) = tr(M˜ ∗RTM ∗T)− 1
2
tr(ΛT(RTR− Ik)) (6.40)
donde el o´ptimo (R∗,Λ∗) debe satisfacer:
LR = M˜
∗TM ∗ −RΛ = 0⇒ Λ∗ = R∗TM˜ ∗TM ∗ (6.41)
Por u´ltimo, dado que Λ∗ = UΩUT, se tiene que R∗ = U˜UT, φ(R) = 2N − 2 tr(Ω) y
el mayor valor de tr(Ω) genera la matriz M ∗ ma´s aproximada a M˜
∗
R∗.
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En resumen, resolver OPD en dos etapas alternantes implica: primero, encontrar
el o´ptimo discreto aproximado M˜ ∗R (ODPR), luego determinar la transformacio´n
ortonormal ma´s apropiada (ODPM), e iterar hasta lo que establezca un determinado
criterio de convergencia. Ambas etapas emplean la misma funcio´n objetivo φ, pero
difieren en el para´metro de referencia y las restricciones. Este me´todo iterativo so´lo
garantiza la convergencia a un o´ptimo local, pero e´ste puede aproximarse a un o´ptimo
global a trave´s de una buena estimacio´n inicial.
El Algoritmo 6 reu´ne los pasos del me´todo de agrupamiento espectral.
Algoritmo 6 Agrupamiento espectral normalizado
1. Inicializacio´n: W , k
2. Calcular el grado de la matriz W : D = Diag(W1n)
3. Encontrar la solucio´n propia o´ptima Z∗:
D−
1
2WD−
1
2 V˜[k] = V˜[k] Diag(s˜[k]), V˜
T
[k]V˜[k] = Ik
Z∗ =D−
1
2 V˜[k], [k] = {1, . . . , k}
4. Normalizar Z∗: M˜∗ = Diag( diag−
1
2 (Z∗Z∗T))Z∗
5. Inicializar M∗ calculando R∗:
R∗1 = [m˜
∗
i1, . . . , m˜
∗
ik], donde i es un ı´ndice aleatorio i ∈ 1, . . . , n
c = 0n×1
Desde l = 2 hasta k
c = c+ |M˜∗R∗l−1|
R∗l = [m˜
∗
i1, . . . , m˜
∗
ik], donde i = argmin c
Termina Desde
6. Establecer para´metros de convergencia: δ, φ¯∗ = 0.
7. Encontrar la solucio´n discreta o´ptima M˜∗ :
M˜ = M˜∗R∗
m∗ij = 〈l = argmax
j
m˜ij〉, j, l ∈ {1, . . . , k}, i ∈ V
8. Encontrar la matriz ortonormal o´ptima R∗:
M∗TM˜∗ = UΩU˜T, Ω¯ = Diag(ω)
φ = tr(Ω)
Si |φ¯− φ¯∗| < δ
El proceso termina y la solucio´n es M∗
en caso contrario
φ¯∗ = φ¯
R∗ = U˜UT
Volver al paso 7.
Termina Si
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En el paso 3 del Algoritmo 6, V˜[k] denota una forma compacta de [v˜1, . . . , v˜k] y
puede obtenerse calculando los k primeros vectores propios de la matriz de afinidad
normalizada D−
1
2WD−
1
2 . Lo mismo aplica para el vector de valores propios s˜[k]. En
el paso 5, |·| denota el valor absoluto de los elementos de su argumento.
Este me´todo de agrupamiento es robusto a la inicializacio´n aleatoria, debido a la
invariancia ortonormal de los o´ptimos continuos [70]. No obstante, una buena iniciali-
zacio´n (W , k) podr´ıa mejorar la velocidad de convergencia del algoritmo.
6.4 Medidas de afinidad
Como se discutio´ en la seccio´n 6.2, el grado de relacio´n o conexio´n entre nodos, tambie´n
denominado grado de afinidad, corresponde a una matriz sime´trica y semidefinida
positiva. Entonces, una forma aleatoria de establecer la afinidad es Wr = XrX
T
r ,
donde Xr es una matriz aleatoria de n× d. La forma trivial corresponde a una matriz
que captura los productos internos entre todas las filas de la matriz de datos, es decir,
Wt =XX
T, dondeX corresponde a la matriz de datos. Esta es la medida de afinidad
de uso ma´s frecuente.
Dado que la afinidad es una medida de similitud, es decir, tiene un sentido opuesto
a la distancia o disimilitud, intuitivamente podr´ıan plantearse alternativas como wij =
1/ d(xi,xj) para (i 6= j) con wii = cte, donde d(·, ·) es alguna medida de distancia.
Esta medida de afinidad presenta una relacio´n inversamente proporcional a la distancia
y esto no es conveniente, en todos los casos, porque podr´ıa generar cambios bruscos
en la matriz W , por esta razo´n, se han propuesto versiones suaves empleando una
funcio´n exponencial, as´ı: wij = e
−d2(xi,xj) con wii = cte. El valor de la constante wii se
establece de acuerdo a las condiciones de ana´lisis, en caso de que no sea de intere´s la
afinidad de un elemento con el mismo, wii = 0.
Una mejora a la anterior medida, propuesta en [73], corresponde a la afinidad expo-
nencial escalada de forma que wij = e
−d2(xi,xj)/(σiσj), con wii = 0, donde σi = d(xi,xN)
y xN es el N -e´simo vecino ma´s cercano. La seleccio´n de N es independiente de la
escala y se da en funcio´n de la dimensio´n de los datos [73].
En la Tabla 6.1 se muestran algunas medidas de afinidad.
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Medida de afinidad Expresio´n
Aleatoria Wr =XrX
T
r , donde Xr es una matriz aleatoria de n× d
Trivial Wt =XX
T, donde X corresponde a la matriz de datos.
Exponencial wij = e
−d2(xi,xj) con wii = cte
Exponencial escalada wij = e
−d2(xi,xj)/(σiσj), con wii = 0,
donde σi = d(xi,xN ) es el N -e´simo vecino ma´s cercano [73].
Tabla 6.1: Algunas medidas de afinidad
6.5 Estimacio´n del nu´mero de grupos
En el estado del arte del ana´lisis no supervisado, no se encuentran muchos estudios
alrededor de la estimacio´n automa´tica del nu´mero de grupos, por lo general, este
para´metro se establece manualmente. En las te´cnicas de ana´lisis espectral, se encuen-
tran herramientas que permiten obtener un indicio del nu´mero de clases contenidas en
el conjunto de datos. En este trabajo se describen dos alternativas para esta tarea, una
basada en la descomposicio´n en valores singulares (SVD) y otra empleando los vectores
propios de de la matriz de afinidad.
6.5.1 Estimacio´n basada en SVD
Muchas de las propiedades de la SVD son u´tiles en una variedad de problemas y apli-
caciones del procesamiento de sen˜ales. Por ejemplo, mapear un conjunto de datos a un
espacio en donde quedan mejor representados para posteriores tareas de clasificacio´n,
mejorando la velocidad y el desempen˜o de los clasificadores (ver ape´ndice A). Otra
aplicacio´n, no tan comu´n, es la estimacio´n del nu´mero de grupos, que se explica a
continuacio´n. Sea X una matriz de datos de n × d, entonces su descomposicio´n en
valores singulares es:
X = UΣV T =
p∑
i=1
σiuiv
T (6.42)
donde p = min(n, d), U = [u1, . . . ,um] es una matriz ortonormal de n × n, V =
[v1, . . . ,vm] es una matriz ortonormal de d× d, Σ = Diag(σ) es una matriz diagonal
y σ es el vector de valores singulares. La matriz U corresponde a los vectores propios
de XXT y V corresponde a los vectores propios de XTX, y se denominan matrices
singulares derecha e izquierda, respectivamente.
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La estimacio´n del nu´mero de grupos se hace a partir del principio que establece que
si una matriz esta´ normalizada con respecto a la norma de Frobenius, esto es,
‖X‖2F =
n∑
i=1
d∑
j=1
xij = n
se cumple que
‖X‖2F =
ρ(X)∑
l=1
σ2l (6.43)
donde ρ(·) denota el rango de la matriz argumento.
Con esto, el nu´mero de grupos se escoge como
k = argmin
{
αn ≤
k∑
l=1
σ2l
}
(6.44)
donde α es un para´metro a ser sintonizado.
En el estudio realizado en [80], se explica ampliamente esta definicio´n y se discuten
otras propiedades u´tiles de la SVD.
6.5.2 Estimacio´n empleando vectores propios
Una forma intuitiva de encontrar el posible nu´mero de grupos contenidos en un conjunto
de datos, es analizar los valores propios de la matriz de afinidad. En [69] se demues-
tra que el primer valor propio (que corresponde al mayor) de la matriz de afinidad
normalizada P (ver ecuacio´n (6.17)) es 1 y tiene una multiplicidad igual al nu´mero de
grupos, es decir, que el nu´mero de grupos corresponde al nu´mero de valores propios
iguales a 1. Estimar el nu´mero de grupos analizando los valores propios de la matriz
de afinidad, es apropiado cuando los grupos presentan buena separabilidad porque la
multiplicidad de valores propios iguales a 1 coincide con la cantidad de grupos. Sin
embrago, si los grupos no son claramente separados, los valores propios se alejan de
ser 1 y la eleccio´n se hace complicada. En este caso, podr´ıa considerarse los valores
ma´s aproximados a 1, aunque esto podr´ıa derivar en un nu´mero muy grande, lo cual
no tendr´ıa sentido pra´ctico. Adema´s, carece tambie´n de sentido conceptual porque
un valor propio puede aproximarse a 1 debido a razones diferentes de ser representa-
tivo de un grupo, por ejemplo, la presencia de valores at´ıpicos puede causar este efecto.
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Una alternativa mejor para la estimacio´n del nu´mero de grupos puede lograrse
teniendo en cuenta los vectores propios de la matriz de afinidad [73]. Para esto se divide
la matriz P en c submatrices {P 1, . . . ,P c}, y luego se genera una matriz diagonal por
bloques de n× c. El valor de c (c ≤ n) representa la cantidad tentativa de grupos con
la que se inicializa la heur´ıstica de bu´squeda, este para´metro se fija manualmente. La
matriz diagonal por bloques Vˆ agrupa los vectores propios en la diagonal de la matriz
y los dema´s elementos son 0, as´ı:
Vˆ =


v1 0n 0n
0n · · · 0n
0n 0n v
c


n×c
(6.45)
donde vi es de 1× n y representa el i-e´simo vector propio de la submatriz P i y 0n es
un vector columna n-dimensional en el que todos sus elementos son 0.
Como se menciono´ antes, el valor propio igual a 1 se repite con multiplicidad igual
a la cantidad de grupos, por lo mismo, la solucio´n propia pudo haber sido generada
por cualquier otro conjunto de vectores ortogonales que abarcan el subespacio de las
mismas columnas de Vˆ . Por tanto, Vˆ puede ser reemplazado por V = Vˆ R, donde R
es cualquier matriz de rotacio´n ortonormal de c× c. Para esto se debe garantizar que
exista una rotacio´n Rˆ, tal que cada una de sus filas tenga un u´nico elemento diferente
de 0.
Sea Z = V R y βi = maxj zij , entonces para encontrar un espacio en donde los
grupos queden bien representados, en te´rminos de separabilidad, se puede plantear la
siguiente funcio´n de costo:
J =
n∑
i=1
c∑
j=1
z2ij
β2i
(6.46)
Minimizar esta funcio´n de costo sobre todas las posibles rotaciones genera la mejor
rotacio´n de los vectores propios, por tanto el nu´mero de grupos se escoge como el valor
comprendido entre 1 y c que genere el valor mı´nimo de J . En caso de que ma´s de un
valor cumpla esta condicio´n, se escoge el mayor de ellos. El proceso de optimizacio´n
se lleva a cabo empleando el esquema del gradiente descendiente estoca´stico, descrito
en [73].
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7. Descripcio´n de los experimentos
En este estudio se aplicaron diversas pruebas para evaluar los diferentes algoritmos
de agrupamiento, en todos los aspectos de intere´s: efectividad en la separacio´n de las
clases, efecto de la inicializacio´n, tiempo de procesado, nu´mero de grupos resultantes
y, en general, el funcionamiento de cada una de las etapas con respecto al desempen˜o
de todo el proceso de ana´lisis. Todo esto, enmarcado en dos metodolog´ıas de ana´lisis
de sen˜ales ECG, que se describen en las secciones 7.3 y 7.4. En la seccio´n 7.1 se explica
el proceso de extraccio´n y normalizacio´n de las sen˜ales, y en la seccio´n 7.2 se describe
el conjunto de caracter´ısticas utilizado.
7.1 Sen˜ales ECG
Las sen˜ales empleadas en este estudio fueron obtenidas de los registros de la base de
datos de arritmias del MIT (MIT/BIH), descrita en la seccio´n 3.2. Se utilizo´ para todos
los experimentos el canal 0, que en la mayor´ıa de los casos corresponde a la derivacio´n
MLII. Con el fin de evitar el efecto de DC y ajustar la sen˜al de tal forma que la ma´xima
amplitud sea 1, se aplico´ una normalizacio´n a cada registro y, de forma que
y ← y − µ(y)
max |y| (7.1)
Los latidos y complejos QRS fueron extra´ıdos usando las anotaciones de la base de
datos que se encuentran sobre el pico R, as´ı:
bi = y(pi − 0.35RRi : pi + 0.65RRi) (7.2)
y
ci = y(pi − αFs : pi + βFs) (7.3)
donde pi es la ubicacio´n del pico R del i-e´simo latido bi del registro, ci es el complejo
QRS del latido i, RR es el vector que almacena la distancia entre picos R (HRV ),
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Fs es la frecuencia de muestreo y v(a : b) representa todos los elementos del vector
v comprendidos entre las posiciones a y b. No´tese que la extraccio´n de los latidos se
hace a partir de una variable dina´mica, por tanto la longitud de cada latido extra´ıdo
es diferente.
Los complejos se extrajeron con un ancho de ventana de 150 ms y con el pico R
centrado, es decir, α = β = 0.075 s.
7.2 Conjunto de caracter´ısticas
El conjunto de datos corresponde a caracter´ısticas tomadas de trabajos previos que
han reportado buen desempen˜o en la caracterizacio´n de la morfolog´ıa, variabilidad y
representacio´n de la sen˜al. Estas caracter´ısticas han sido empleadas en aplicaciones
para detectar latidos de tipo N, V [61], L [36], R [36, 52], A [81], entre otros. La Tabla
7.1 muestra, en detalle, el conjunto de caracter´ısticas, incluyendo su descripcio´n y una
posible forma de calcularlas.
♯ Tipo Descripcio´n
1 HRV [81] • Intervalo RR (f1)
2 • Intervalo pre-RR (f2)
3 • Intervalo post-RR (f3)
4 Prematuridad [81] • Diferencia entre intervalos RR y pre-RR, f4 = f1 − f2
5 • Diferencia entre intervalos post-RR y RR, f5 = f3 − f1
6 • Latidos A continuos
◦ f6 =
(
f3
f1
)2
+
(
f2
f1
)2
−
(
f4 + β · 1
3
3∑
i=1
f2i · log(fi)2
)
, 0 < β < 0.1
7 Morfolog´ıa [81, 61] • DTW entre onda P actual y onda P promedio
8 • Polaridad del complejo QRS
◦ Sea b las muestras de un latido, entonces, f8 = |max(b)
min(b)
|
9 • Energ´ıa complejo QRS
◦ f9 = Ebj =
n∑
i=1
bj(i)
2
10, . . . , 19 Representacio´n [82] • 10 Coeficientes de Hermite:
fi
i=10:19
= Cσn = 〈x,φσn
n=0:9
〉, donde φσn
n=0:9
=
e−t
2/2σ
2
√
2nn!
√
π
Hn(t/σ),
Hn es el polinomio de Hermite de grado n,
x es el complejo QRS y σ es el ancho de la ventana
20, . . . , 90 [44] • Wavelet Db2 (A4: 20− 25, D4: 26− 31, D3: 32 − 41, D2: 43− 58, D1: 59− 90)
◦ Usando Transformada Wavelet Discreta (DWT)
Tabla 7.1: Conjunto de caracter´ısticas seleccionadas para el ana´lisis de arritmias
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7.3 Metodolog´ıa 1
Esta metodolog´ıa corresponde al enfoque tradicional de ana´lisis, en la que se llevan
a cabo, en el orden, las etapas de pre-proceso y extraccio´n de latidos (seccio´n 7.1),
extraccio´n de caracter´ısticas (seccio´n 7.2), seleccio´n de caracter´ısticas (ape´ndice A),
estimacio´n del nu´mero de grupos (seccio´n 6.5), inicializacio´n de centroides (seccio´n 5.3
y cap´ıtulo 6) y agrupamiento no supervisado (cap´ıtulo 5), sobre todo el conjunto de
datos. El diagrama de bloques de la Figura 7.1 muestra la aplicacio´n de la metodolog´ıa
1.
Sen˜ales ECG
Preproceso Extraccio´n de latidos
y segmentos de latido
Extraccio´n y
seleccio´n de
caracter´ısticas
Clasificacio´n
no supervisada
Grupos resultantes
Figura 7.1: Diagrama de bloques de la metodolog´ıa 1 (tradicional)
La etapa de clasificacio´n no supervisada incluye: estimacio´n del nu´mero de gru-
pos, inicializacio´n y agrupamiento. La aplicacio´n de esta etapa es diferente para cada
prueba.
7.4 Metodolog´ıa 2
En esta metodolog´ıa se propone un ana´lisis a tramos de la sen˜al, en donde, se caracteriza
y se agrupa el subconjunto de datos de dicho tramo antes de procesar el siguiente. Para
esto se establece el taman˜o de la ventana de ana´lisis y un criterio de unio´n. De acuerdo
a la cantidad de caracter´ısticas se determino´ que el mı´nimo nu´mero de latidos de cada
tramo debe ser de por lo menos 300, lo que corresponde, aproximadamente, a ventanas
de 5 minutos. El criterio para la unio´n de grupos se establece a partir de la disimilitud
de los latidos asociados a los centroides de cada grupo. La disimilitud es estimada
con el algoritmo DTW, explicado en el ape´ndice C, y se denotara´ como dtw(·, ·). La
unio´n de grupos se aplica con en el principio explicado en la seccio´n 5.4, empleando
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Ns segmentos. Sea P
i = {Ci1, . . . ,Ciki} la particio´n obtenida con el segmento i, ki el
nu´mero de grupos de la misma particio´n, Qi = {qi1, . . . , qiki} los centroides de cada
grupo y b(q) el latido asociado al centroide q, entonces la unio´n se hace a razo´n de:
ϑ(ji, ji+q) = dtw
(
b(qiji), b(q
i+1
ji+1
)
)
, j = 1, . . . , ki, i = 1, . . . , Ns (7.4)
Con esto, si ϑ(ji, ji+1) es un valor admisible, el grupo Ciji se une con el grupo C
i+1
ji+1
,
de lo contrario se pasa a comparar con los dema´s grupos. En caso de que el centroide
asociado a un determinado grupo no presente disimilitud admisible con ningu´n otro,
dicho grupo se mantendra´ como independiente para la siguiente iteracio´n. As´ı, se evita
la mala agrupacio´n de latidos de clases minoritarias. En la Figura 7.2 se muestra el
diagrama explicativo de la metodolog´ıa 2.
Sen˜al ECG
Extraer el
segmento i
Metodolog´ıa 1 Unio´n de grupos
Grupos resultantes
i ← i + 1
i 6= Ns
i = Ns
i = 1
Figura 7.2: Diagrama explicativo de la metodolog´ıa 2 (por segmentos)
El ana´lisis por cada tramo se hace con el esquema planteado en la seccio´n previa
(seccio´n 7.3). En la seccio´n de resultados y discusio´n (cap´ıtulo 9), se mencionan los
me´todos espec´ıficos aplicados en cada prueba.
8. Medidas de desempen˜o del
agrupamiento
Para evaluar los resultados del agrupamiento se usaron medidas de sensibilidad (Se),
especificidad (Sp) y porcentaje de clasificacio´n (CP ), definidas como:
Se =
TN
TN + FP
× 100 (8.1)
Sp =
TP
TP + FN
× 100 (8.2)
CP =
TN + TP
TN + TP + FN + FP
(8.3)
de acuerdo a la siguiente convencio´n:
• TP : Verdaderos positivos. Un latido de la clase de intere´s (CI ) es clasificado
correctamente.
• TN : Verdaderos negativos. Un latido diferente de la clase de intere´s (NCI ) es
clasificado correctamente.
• FP : Falsos positivos. Un latido NCI es clasificado como CI.
• FN : Falsos negativos. Un latido NCI es clasificado como NCI.
La sensibilidad y especificidad miden, respectivamente, la proporcio´n de latidos NCI
y la proporcio´n de latidos CI, clasificados correctamente. Estas medidas se aplican
sobre todas las clases presentes en el registro y se usan para medir el desempen˜o del
sistema, pero no tienen implicacio´n en la sintonizacio´n de los para´metros del proceso de
agrupamiento (todos los criterios de sintonizacio´n son estrictamente no supervisados
debido a las razones discutidas anteriormente). Dado que no es de utilidad un nu´mero
de grupos relativamente grande, se aplica un factor de penalizacio´n sobre las anteriores
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medidas, con el fin de que un agrupamiento correcto realizado con un nu´mero de grupos
considerablemente grande no registre un desempen˜o del 100%. El factor de penalizacio´n
aplicado en este trabajo es de la forma
e−ηkr/ka (8.4)
donde kr es la cantidad de grupos resultantes del agrupamiento, ka es el valor admisible
de la cantidad de grupos y η es un factor de ajuste. Con esto, la medida m (que en
este caso, puede ser Se, Sp o CP ), se pondera de modo que
m ←

me
−ηkr/ka kr > ka
m kr ≤ ka
(8.5)
El te´rmino η se fija de acuerdo al rigor de penalizacio´n que se determine, teniendo
en cuenta que debe ser estrictamente mayor que 0, adema´s, es aconsejable que sea
menor que 1 para que la penalizacio´n no sea tan rigurosa: 0 < η ≤ 1.
Otro ı´ndice utilizado en este trabajo, es la medida complementaria al radio de dis-
persio´n o desviacio´n del valor de la funcio´n objetivo, que se denota con f1/f2. Este
ı´ndice mide el desempen˜o del proceso de agrupamiento a trave´s de la relacio´n entre el
valor o´ptimo de la funcio´n objetivo f1 y el valor calculado usando la particio´n resultante
f2. La funcio´n objetivo evaluada para la estimacio´n de este ı´ndice debe ser coherente
con el me´todo de agrupamiento empleado. Dado que el mı´nimo valor de f2 es f1, esto
es, f2 ≥ f1, esta medida indica un buen agrupamiento cuando su valor se aproxima a 1.
A partir de lo discutido en la seccio´n 6.3, se puede plantear una medida no su-
pervisada del desempen˜o del agrupamiento, que cuantifica la coherencia de los grupos
empleando un criterio de particionado, as´ı:
ε
M
=
1
k
k∑
l=1
MTl WMl
MTl DMl
(8.6)
donde M es la matriz conformada por los valores de pertenencia de todos los elemen-
tos a cada grupo: Mij = m(qj/xi) (ver seccio´n 5.2.3), Ml denota una submatriz de
pertenencia asociada al grupo l, W es la matriz de afinidad y D es el grado de la
matriz W . De acuerdo a las restricciones mostradas en (6.13), la matriz M debe ser
binaria, por tanto, para los casos en los que se aplique agrupamiento de naturaleza
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suave, debe hacerse la siguiente conversio´n:
mij = 〈max argm(qj/xi)〉 , j = 1, . . . , kr
donde 〈·〉 es 1 si su argumento es verdadero y 0 en otro caso.
Debido a la normalizacio´n con respecto de la matriz de afinidad, el ma´ximo valor de
ε
M
es 1, por tanto indica un buen agrupamiento si su valor es cercano a 1. El problema
de esta medida es la sensibilidad a la matriz de afinidad, por eso es aconsejable usar
una afinidad recomendada por la literatura, como la exponencial escalada (ver seccio´n
6.4); otra buena alternativa es emplear la matriz de afinidad resultante de la etapa de
seleccio´n de caracter´ısticas (ver ape´ndice A).
En la Tabla 8.1 se relacionan las medidas de desempen˜o consideradas en este estu-
dio con su respectiva notacio´n y expresio´n matema´tica.
Denominacio´n Notacio´n Expresio´n
Sensibilidad Se
TN
TN + FP
× 100
Especificidad Sp
TP
TP + FN
× 100
Porcentaje de clasificacio´n CP
TN + TP
TN + TP + FN + FP
× 100
Desviacio´n de la funcio´n objetivo f1/f2
f1
f2
Coherencia de los grupos ε
M
1
k
k∑
l=1
MTl WMl
MTl DMl
Tabla 8.1: Medidas de desempen˜o empleadas
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9. Resultados y discusio´n
9.1 Resultados obtenidos con la metodolog´ıa 1
Esta seccio´n de resultados consta de diferentes pruebas realizadas para analizar el
desempen˜o de los criterios de inicializacio´n y me´todos de agrupamiento.
9.1.1 Prueba 1
Esta prueba esta´ enfocada al agrupamiento de arritmias ventriculares de tipo R, L y
V, empleando caracter´ısticas morfolo´gicas y de representacio´n a trave´s del modelo de
Hermite:
• Energ´ıa del QRS.
• Para´metro de escala o´ptimo σopt.
• Sexto coeficiente de Hermite (Cnσ con n = 6).
• Diferencia de ci y un complejo plantilla ctemp aplicando (B.11).
Este conjunto de caracter´ısticas se explica ampliamente en el Ape´ndice B.
La etapa de agrupamiento es llevada a cabo con los me´todos HM (seccio´n 5.2.4) y
KHM (seccio´n 5.2.5).
Los ı´ndices de evaluacio´n corresponden a los mencionados en el cap´ıtulo 8, calcula-
dos de acuerdo a la siguiente convencio´n:
TP : Verdaderos positivos. Un latido normal es clasificado como normal. En caso
de que no existan normales, se aplica como latidos V clasificados como V.
TN : Verdaderos negativos. Un latido patolo´gico es clasificado como patolo´gico.
En caso de que no existan normales, se aplica como latidos diferentes de V (noV)
clasificados como noV.
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FP : Falsos positivos. Un latido patolo´gico es clasificado como normal o un latido
noV es clasificado como V.
FN : Falsos negativos. Un latido normal es clasificado como patolo´gico o un latido
V es clasificados como noV.
La Tabla 9.1 relaciona la cantidad y tipos de latido con los registros empleados en
esta prueba.
Registro Latidos
N R L V
118 – 2164 – 16
124 – 1529 – 47
207 – 85 1457 105
214 – – 200 256
215 3194 – – 164
217 244 – – 162
219 2080 – – 64
221 2029 – – 396
223 2027 – – 473
228 1686 – – 362
230 2253 – – 1
233 2229 – – 830
234 2698 – – 3
Tabla 9.1: Registros empleados en la prueba 1
Las tablas 9.2 y 9.3 muestran los resultados del agrupamiento. Las tres primeras
columnas de cada tabla corresponden al desempen˜o del algoritmo con inicializacio´n
aleatoria y las tres columnas restantes corresponden al desempen˜o del algoritmo apli-
cando el criterio de inicializacio´n ma´x-mı´n. El procedimiento se itero´ 10 veces para
los dos algoritmos de agrupamiento y se registraron los valores de la media (µ) y
desviacio´n esta´ndar (σ) de los ı´ndices de desempen˜o. En las pruebas realizadas sin
aplicar el criterio de inicializacio´n, no se consideraron criterios de convergencia del
proceso de agrupamiento y se fijo´ como ma´ximo nu´mero de iteraciones Niter = 20.
Los resultados empleando ma´x-mı´n fueron obtenidos con Niter = 100 y evaluando la
convergencia del algoritmo a trave´s del valor de la funcio´n objetivo.
En la Figura 9.1 se muestra como ejemplo el espacio de caracter´ısticas del registro
207. Se agregan los latidos de tipo N de otro registro porque el registro 207 no posee
latidos de este tipo (ver Tabla 9.1).
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Reg. Inicializacio´n aleatoria (µ − σ) ma´x- mı´n (µ− σ)
Se(%) Sp(%) CP (%) Se(%) Sp(%) CP (%)
118 99.26− 38.46− 98.75− 99.26− 51.61− 98.85−
0 16.97 0.12 0 0 0
124 99.48− 72.34− 95.77− 99.54− 74.75− 95.94−
0.14 6.73 0.002 0 0.12 0.002
207 98.4− 99.1− 99.5− 98.9− 99− 99.5−
0.1 0.01 0.002 0.01 0.002 0.001
214 69.5− 77.94− 75.64− 70.12− 79.35− 78.2−
0.0474 0.09 0.009 0.021 0.09 0.008
215 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
217 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
219 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
221 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
223 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
228 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
230 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
233 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
234 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
Tabla 9.2: Resultados obtenidos empleando el algoritmo H-medias en la prueba 1
Reg. Inicializacio´n aleatoria (µ − σ) ma´x - mı´n (µ− σ)
Se(%) Sp(%) CP (%) Se(%) Sp(%) CP (%)
118 99.26− 63.19− 99.6− 99.26− 63, 2− 99.72−
0 3.7 0.02 0 0.1 0.001
124 99.53− 74.86− 95.94− 99.54− 74.87− 95.94−
0.1 1.2 0.0009 0 0.08 0.001
207 98.9− 99− 99.5− 98.9− 99− 99.5−
0.1 1.2 0.0009 0 0.08 0.001
214 69.9− 80.94− 78.14− 70.2− 80.94− 78.2−
0.009 0.05 0.009 0.008 0.092 0.002
215 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
217 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
219 100− 100− 100 100 100 100
0 0 0 0 0 0
221 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
223 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
228 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
230 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
233 100− 100− 100− 100− 100− 100−
0− 0 0 0 0 0
234 100− 100− 100− 100− 100− 100−
0 0 0 0 0 0
Tabla 9.3: Resultados obtenidos empleando el algoritmo KHM en la prueba 1
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Figura 9.1: Caracter´ısticas de los registros 207(R, L, V) y 215 (N)
Las caracter´ısticas morfolo´gicas y de representacio´n del complejo QRS brindan
buena separabilidad de las arritmias ventriculares tratadas en este trabajo, debido
a la naturaleza fisiolo´gica de estas patolog´ıas y su relacio´n directa con la generacio´n del
trazado del QRS. En este caso, la energ´ıa, las caracter´ısticas de Hermite (Cσn , σopt) y las
diferencias espectrales empleando plantillas del QRS fueron caracter´ısticas adecuadas
para esta tarea de clasificacio´n.
En general, los dos me´todos de agrupamiento aplicados generan resultados simi-
lares, de acuerdo a las Tablas 9.2 y 9.3, cuando se aplica el criterio de inicializacio´n
ma´x-mı´n. Esto se debe a que la principal fortaleza del algoritmo K-medias armo´nicas
sobre el H-medias es la robustez a la inicializacio´n debido a la media armo´nica y la
naturaleza suave de sus funciones de membres´ıa y peso. Sin embargo, se puede apre-
ciar que sin utilizar inicializacio´n, el algoritmo H-medias baja el rendimiento, mientras
que el algoritmo K-medias armo´nicas, pra´cticamente, mantiene su desempen˜o. De esta
manera, se podr´ıa concluir que es posible obtener iguales resultados con los algoritmos,
aunque sacrificando costo computacional debido a que el algoritmo KHM puede obviar
este paso, mientras que el H-medias necesariamente debe incluir la inicializacio´n para
garantizar buenos resultados. No obstante, con un criterio de inicializacio´n apropiado
se tiene una probabilidad mayor de obtener un buen valor de convergencia.
Los resultados de desempen˜o son similares para todos los casos (9 u´ltimas filas, regis-
tros 215 al 234), aunque en los registros 118, 124 y 214 se aprecia que la especificidad
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fue baja. Esto ocurre porque las caracter´ısticas consideradas no generan, en todos los
casos, buena separabilidad de los latidos V con respecto de los otros latidos considerados
en este estudio. En los registros 118 y 124, el valor de Se es alto, en contraste con el
valor bajo de Sp, debido a que la cantidad de latidos V de estos registros es mucho
menor en comparacio´n a la cantidad de los otros latidos (ver Tabla 9.1), por tanto, un
solo latido mal agrupado tendr´ıa implicaciones considerables en el valor de Sp.
9.1.2 Prueba 2
En esta prueba se evalu´an distintos criterios de inicializacio´n sobre el registro 207.
Se escogio´ este registro porque posee 4 de las clases de latidos de intere´s (A, V, L
y R), por tanto, es un registro representativo de la base de datos. En la Tabla 9.4
se muestra el desempen˜o del algoritmo GEMC inicializado con criterios ma´x-mı´n, J-
medias y J-GEM. Los valores registrados en esta tabla corresponden a la media y
desviacio´n esta´ndar de los ı´ndices de Sp y Se obtenidos de evaluar todo el conjunto
en 10 iteraciones del procedimiento, considerando la convencio´n dada en el cap´ıtulo 8.
En la primera columna se mencionan los me´todos aplicados, en la segunda columna se
muestran los resultados obtenidos iterando el algoritmo sin control de convergencia y la
tercera columna corresponde a los resultados obtenidos evaluando la funcio´n objetivo.
En esta prueba se aplica uno de los algoritmos de DBC, partiendo del hecho de que
los algoritmos de naturaleza suave presentan mejor desempen˜o y son menos sensibles
a una mala inicializacio´n, como se discutio´ en la prueba 1 (seccio´n 9.1.1).
Iteraciones Funcio´n Objetivo
Me´todo Iter. Se Sp δ Iter. Resultantes Se Sp
µ− σ µ− σ aprox(µ) − σ µ− σ µ− σ
101 0.52 - 0.016 0.87 - 0.02 10−1 10 - 0.707 0.56 - 0.022 0.88 - 0.027
ma´x - mı´n 102 0.96 - 0.027 0.99 - 0.032 10−2 15 - 1.01 0.63 - 0.015 0.88 - 0.017
103 0.94 - 0.03 0.99 - 0.025 10−3 25 - 1.13 0.95 - 0.032 0.99 - 0.015
101 0.63 - 0.01 0.91 - 0.008 10−1 5 - 0.48 0.72 - 0.014 0.85 - 0.01
J-medias 102 0.95 - 0.012 0.99 - 0.009 10−2 11 - 0.53 0.95 - 0.018 0.99 - 0.01
103 0.95 - 0.013 0.99 - 0.008 10−3 14 - 0.39 0.95 - 0.016 0.99 - 0.01
101 0.64 - 0.009 0.91 - 0.004 10−1 5 - 0.32 0.72 - 0.006 0.87 - 0.002
J-GEM 102 0.95 - 0.008 0.99 - 0.004 10−2 11 - 0.31 0.95 - 0.004 0.99 - 0.002
103 0.95 - 0.007 0.99 - 0.004 10−3 12 - 0.31 0.95 - 0.004 0.99 - 0.002
Tabla 9.4: Resultados aplicando GEMC y diferentes criterios de inicializacio´n
En general, se puede decir que los algoritmos de inicializacio´n mejoran el desempen˜o
del agrupamiento, brindando una particio´n inicial apropiada. Los algoritmos basados
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en el criterio J-medias presentaron mejores resultados que los obtenidos con ma´x-mı´n,
esto se debe a la evaluacio´n sistema´tica de la funcio´n objetivo que se realiza en el algo-
ritmo J-medias. Adema´s, dicha funcio´n objetivo se puede definir de manera adecuada
al tipo de agrupamiento espec´ıfico que se emplee (DBC o´ MSSC). En cambio, el ma´x-
mı´n usa un criterio de distancia preestablecido y no tiene en cuenta la naturaleza de la
funcio´n objetivo del proceso de agrupamiento. Adicionalmente, el algoritmo J-medias
reduce el costo computacional porque calcula el valor de la funcio´n objetivo localmente
(ver seccio´n 5.3.2).
Como se menciono´ anteriormente, los me´todos de naturaleza suave, como el KHM
y DBC, son menos sensibles a la inicializacio´n porque los valores de membres´ıa tienen
mayor posibilidad de cambio que en los me´todos de naturaleza fuerte. En la gra´fica
mostrada en la Figura 9.2 se aprecia la robustez hacia la inicializacio´n de centroides
del me´todo GEMC. En esta gra´fica, los puntos verdes son los centroides iniciales y los
puntos negros son los centroides finales. El espacio de caracter´ısticas corresponde a
un conjunto de datos artificiales de 3 clases y 150 observaciones, 50 por cada clase.
El desempen˜o del agrupamiento obtenido en esta prueba, sin control de convergencia
(esto es, sin evaluar la funcio´n objetivo), por cada iteracio´n fue de CP = 89% y el
nu´mero de iteraciones fue Niter = 20.
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Figura 9.2: Robustez hacia la inicializacio´n en DBC
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9.1.3 Prueba 3
En esta prueba, se aplica la metodolog´ıa 1 con agrupamiento basado en densidades
(GEMC y NPDBC usando el me´todo de Parzen) e inicializacio´n J-H-medias. El de-
sempen˜o del proceso de agrupamiento se midio´ en te´rminos de Se y Sp por cada clase, y
el ı´ndice f1/f2. En este caso, las clases corresponden al grupo de arritmias recomendado
por la AAMI (ver Tabla 3.2). En la Tabla 9.5 se muestran los resultados obtenidos.
La primera columna muestra el nu´mero del registro, la segunda columna el desempen˜o
obtenido con NPDBC y en la tercera columna el desempen˜o del me´todo GEMC. Nhb
indica el nu´mero de latidos que tiene el registro, este valor se especifica por cada clase.
En la fila de Σ se registra el desempen˜o total,
∑ |yi| representa el total de latidos de
la clase relacionada en la respectiva columna y µ(·) es la media aritme´tica.
NPDBC usando el me´todo de Parzen GEMC
Reg. N S V F Q f1/f2 N S V F Q f1/f2
100 Nhb 2237 33 1 0 0 2237 33 1 0 0
Se 100 100 100 1 Se 100 93.94 100 0.99
Sp 100 100 100 Sp 94.12 100 100
106 Nhb 1506 0 520 0 0 1506 0 520 0 0
Se 97.81 100 0.99 Se 99.67 96.53 0.98
Sp 100 97.81 Sp 96.53 99.67
107 Nhb 0 0 59 0 2076 0 0 59 0 2076
Se 100 99.95 1 Se 100 100 1
Sp 99.95 100 Sp 100 100
111 Nhb 2121 0 1 0 0 2121 0 1 0 0
Se 100 100 1 Se 100 100 1
Sp 100 100 Sp 100 100
113 Nhb 1787 6 0 0 0 1787 6 0 0 0
Se 100 83.33 0.95 Se 100 83.33 0.95
Sp 83.33 100 Sp 83.33 100
119 Nhb 1541 0 444 0 0 1541 0 444 0 0
Se 100 100 1 Se 100 100 1
Sp 100 100 Sp 100 100
123 Nhb 1513 0 3 0 0 1513 0 3 0 0
Se 100 100 1 Se 100 100 1
Sp 100 100 Sp 100 100
207 Nhb 1542 106 210 0 0 1542 106 210 0 0
Se 97.34 97.14 98.1 0.98 Se 97.42 0 98.1 0.85
Sp 97.78 98.63 98.97 Sp 65.4 100 98.06
215 Nhb 3194 2 164 1 0 3194 2 164 1 0
Se 100 0 99.39 0 0.85 Se 100 0 99.39 0 0.85
Sp 98.18 100 100 100 Sp 98.18 100 100 100
217 Nhb 244 0 162 260 1540 244 0 162 260 1540
Se 100 93.83 95.38 99.81 0.99 Se 99.59 88.27 92.66 99.87 0.98
Sp 99.34 99.76 99.9 99.25 Sp 98.62 99.9 99.64 99.25
220 Nhb 1951 94 0 0 0 1951 94 0 0 0
Se 98.82 92.55 0.97 Se 99.74 46.81 0.84
Sp 92.55 98.82 Sp 46.81 99.74
221 Nhb 2029 0 396 0 0 2029 0 396 0 0
Se 99.9 99.75 1 Se 99.9 99.75 1
Sp 99.75 99.9 Sp 99.75 99.9
230 Nhb 2253 0 1 0 0 2253 0 1 0 0
Se 100 100 1 Se 100 100 1
Sp 100 100 Sp 100 100
234 Nhb 2698 50 3 0 0 2698 50 3 0 0
Se 99.96 76 100 0.95 Se 99.96 78 100 0.95
Sp 77.36 99.96 100 Sp 79.25 99.96 100∑
|yi| 24616 291 1964 261 3616 µ(·)
Σ µ(Se) 99.53 74.84 99.26 47.7 99.88 99.75 50.35 98.5 46.33 99.93
µ(Sp) 96.02 99.57 99.7 99.95 99.62 0.98 89.39 99.95 99.7 99.82 99.62 0.96
Tabla 9.5: Resultados de los me´todos DBC empleando la metodolog´ıa 1
Las figuras 9.3 y 9.4, muestran los resultados de la metodolog´ıa 1 de forma gra´fica.
Estas gra´ficas muestran los valores medios, dispersio´n, ma´ximos y mı´nimos de las
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medidas Sp y Se de los dos me´todos de agrupamiento evaluados.
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Figura 9.3: Desempen˜o de GEMC en la metodolog´ıa 1
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Figura 9.4: Desempen˜o de NPDBC en la metodolog´ıa 1
Los me´todos DBC presentan buenos resultados porque usan informacio´n estad´ıstica,
como el segundo momento estad´ıstico y la probabilidad a posteriori, para el refi-
namiento de la particio´n. Adema´s, son menos sensibles a la inicializacio´n que los
me´todos cla´sicos.
9.2 Resultados obtenidos con la metodolog´ıa 2
En esta prueba se aplica la metodolog´ıa 2 empleando, en la etapa de seleccio´n de
caracter´ısticas, el algoritmo Q − α no supervisado (seccio´n A.5) y una medida de
relevancia basada en la ponderacio´n de los elementos de los vectores propios (seccio´n
A.7). El proceso de agrupamiento se aplico´ a los datos transformados: Z = XU ,
donde U es la matriz de vectores propios de la matriz de covarianza de WPCA, dada
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en la ecuacio´n (A.13), con wi = αi para el caso de Q − α y wi = ρi (criterio del 90
%) para el caso de WPCA con ponderacio´n de vectores propios (ver seccio´n A.4). Se
empleo´ el algoritmo NPDBC con estimacio´n de Parzen como me´todo de agrupamiento.
Los criterios de evaluacio´n del desempen˜o del agrupamiento fueron los mismos que se
aplicaron en la prueba de la seccio´n 9.1.3, adicionando, el nu´mero de grupos resultantes
kend, el nu´mero de caracter´ısticas relevantes p y el ı´ndice εM . El valor de εM se calculo´
empleando la matriz resultante de la seleccio´n de caracter´ısticas, en el caso de Q− α,
y para la otra prueba se uso´ la medida de afinidad exponencial escalada. Las medidas
Sp y Se fueron penalizadas aplicando la ecuacio´n (8.5), con η = 0.05 y ka = 12. Para
generar los centroides iniciales se aplico´ el algoritmo descrito en la seccio´n 6.3.3, con un
ma´ximo de iteraciones igual a 2 y la misma matriz de afinidad aplicada para obtener
ε
M
. En las tablas 9.6 y 9.7, se muestran los resultados obtenidos de esta prueba. Las
figuras 9.5 y 9.6 muestran los mismos resultados de forma gra´fica.
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Figura 9.5: Desempen˜o de NPDBC con Q− α en la metodolog´ıa 2
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Figura 9.6: Desempen˜o de NPDBC con WPCA (vectores propios ponderados) en la
metodolog´ıa 2
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Reg. N S V F Q Tiempo (s) f1 f2 f1/f2 p kend εM
100 Latidos 2237 33 1 0 0
Se 100 100 100 39.64 -1634.54 -1634.54 1 6 12 0.93
Sp 100 100 100
101 Latidos 1858 3 0 0 2
Se 100 100 100 32.11 -1265.34 -1265.34 1 5 12 0.91
Sp 100 100 100
103 Latidos 2080 2 0 0 0
Se 100 100 35.9 -1407.01 -1407.01 1 5 7 0.93
Sp 100 100
106 Latidos 1506 0 520 0 0
Se 99.67 99.81 34.75 -962.07 -967.27 0.99 5 8 0.93
Sp 99.81 99.67
107 Latidos 0 0 59 0 2076
Se 100 100 36.97 -967.79 -967.79 1 5 8 0.91
Sp 100 100
111 Latidos 2121 0 1 0 0
Se 100 100 36.62 -1474.27 -1474.27 1 4 4 0.95
Sp 100 100
112 Latidos 2535 2 0 0 0
Se 100 100 44.25 -1793.16 -1793.16 1 5 7 0.91
Sp 100 100
113 Latidos 1787 6 0 0 0
Se 100 100 30.68 -1211.32 -1211.32 1 5 11 0.91
Sp 100 100
118 Latidos 2164 96 16 0 0
Se 99.95 96.84 64.29 39.28 -1727.78 -1922.98 0.89 5 6 0.71
Sp 98.17 99.72 99.96
119 Latidos 1541 0 444 0 0
Se 100 100 34.78 -754.8 -754.8 1 6 5 0.93
Sp 100 100
121 Latidos 1859 1 1 0 0
Se 100 100 100 31.37 -1284.33 -1284.33 1 5 10 0.92
Sp 100 100 100
123 Latidos 1513 0 3 0 0
Se 100 100 25.68 -979.14 -979.14 1 5 12 0.94
Sp 100 100
124 Latidos 1534 31 47 5 0
Se 99.93 80 89.36 75 27.76 -1213.84 -1445.01 0.84 6 8 0.71
Sp 85.19 99.94 100 100
201 Latidos 1633 128 198 2 0
Se 99.51 88 96.97 100 33.85 -1474.16 -1638.04 0.9 7 8 0.8
Sp 94.44 99.4 100 100
207 Latidos 1542 106 210 0 0
Se 99.81 100 99.52 21.7 -1777.18 -1777.18 0.99 6 12 0.9
Sp 99.68 100 99.82
210 Latidos 2421 22 195 10 0
Se 99.83 47.62 92.78 80 46.78 -1666.93 -1742.51 0.79 6 9 0.62
Sp 93.78 99.92 99.51 99.89
213 Latidos 2639 28 220 362 0
Se 99.54 96.3 81.82 57.73 57.95 -1916.98 -2081.31 0.92 7 13 0.79
Sp 78.49 99.97 99.21 98.27
214 Latidos 2000 0 256 1 2
Se 100 99.22 100 100 39.39 -1215.36 -1215.36 0.99 6 10 0.9
Sp 99.22 100 100 100
217 Latidos 244 0 162 260 1540
Se 89.34 94.9 84.23 99.48 39.41 -1340.65 -1341.88 0.94 7 10 0.84
Sp 98.31 99.61 98.19 98.94
220 Latidos 1951 94 0 0 0
Se 100 97.83 35.66 -1331.81 -1331.81 0.99 5 8 0.88
Sp 97.83 100
221 Latidos 2029 0 396 0 0
Se 99.85 99.49 42.69 -1534.08 -1534.08 0.99 6 9 0.87
Sp 99.49 99.85
222 Latidos 2272 209 0 0 0
Se 98.72 53.92 44.56 -1961.96 -2746.74 0.71 7 5 0.52
Sp 53.92 98.72
230 Latidos 2253 0 1 0 0
Se 100 100 41.2 -1658.06 -1658.06 1 6 8 0.93
Sp 100 100
231 Latidos 1566 1 2 0 0
Se 100 100 100 34.25 -1399.04 -1399.04 1 6 9 0.9
Sp 100 100 100
232 Latidos 397 1381 0 0 0
Se 90.43 100 31.17 -1575.12 -1.7698 0.9 7 7 0.66
Sp 100 90.43
234 Latidos 2698 50 3 0 0
Se 100 90 100 48.71 -1873.5 -1943.55 0.93 7 6 0.69
Sp 90.57 100 100
Σ µ(Se) 99.06 91.21 95.7 82.83 99.87 µ(·) µ(·) µ(·) µ(·) µ(·)
µ(Sp) 95.56 99.3 99.88 99.39 99.74 37.2 0.95 6 9 0.84
Tabla 9.6: Resultados obtenidos con la metodolog´ıa 2, empleando NPDBC y Q − α no
supervisado
9.2. Resultados obtenidos con la metodolog´ıa 2 89
Reg. N S V F Q Tiempo (s) f1 f2 f1/f2 p kend εM
100 Latidos 2237 33 1 0 0
Se 94 94 94 39.53 -1791.07 -1791.07 1 10 15 0.9
Sp 94 94 94
101 Latidos 1858 3 0 0 2
Se 94.3 94.3 94.3 32.4 -1268.76 -1268.76 1 9 14 0.89
Sp 94.3 94.3 94.30
103 Latidos 2080 2 0 0 0
Se 100 100 36.3 -1443.28 -1443.28 1 10 9 0.9
Sp 100 100
106 Latidos 1506 0 520 0 0
Se 99.73 100 35.14 -951.91 -9547.05 0.99 10 9 0.87
Sp 100 99.73
107 Latidos 0 0 59 0 2076
Se 100 100 37.6 -1046.24 -1046.24 1 9 10 0.9
Sp 100 100
111 Latidos 2121 0 1 0 0
Se 100 100 36.81 -1474.3 -1474.3 1 8 9 0.9
Sp 100 100
112 Latidos 2535 2 0 0 0
Se 100 100 44.65 -1793.13 -1793.13 1 8 10 0.92
Sp 100 100
113 Latidos 1787 6 0 0 0
Se 100 100 30.82 -1211.39 -1211.39 1 9 10 0.91
Sp 100 100
118 Latidos 2164 96 16 0 0
Se 99.91 97.89 64.29 39.92 -1709.49 -1997.6 0.86 10 14 0.69
Sp 98.17 99.72 99.96
119 Latidos 1541 0 444 0 0
Se 100 100 34.88 -783.16 -783.16 1 9 9 0.89
Sp 100 100
121 Latidos 1859 1 1 0 0
Se 93.6 93.6 93.6 31.5 -1280.23 -1280.23 1 10 16 0.88
Sp 93.6 93.6 93.6
123 Latidos 1513 0 3 0 0
Se 100 100 25.68 -1014.66 -1014.66 1 8 9 0.92
Sp 100 100
124 Latidos 1534 31 47 5 0
Se 99.93 80 89.36 75 28.16 -1213.01 -1461.5 0.83 9 11 0.66
Sp 85.19 99.94 100 100
201 Latidos 1633 128 198 2 0
Se 99.51 80.83 94.44 0 33.88 -1471.78 -1839.72 0.8 10 11 0.63
Sp 89.69 99.4 100 100
207 Latidos 1542 106 210 0 0
Se 94 94 94 21.85 -196.2 -196.2 1 10 15 0.9
Sp 94 94 99
210 Latidos 2421 22 195 10 0
Se 99.75 33.33 91.24 44.44 46.83 -1773.79 -2073.34 0.85 8 16 0.58
Sp 91.07 99.96 99.27 99.89
213 Latidos 2639 28 220 362 0
Se 99.47 100 82.27 57.43 57.81 -1885.29 -2049.23 0.92 9 12 0.83
Sp 79.83 99.97 99.07 98.23
214 Latidos 2000 0 256 1 2
Se 93.5 93.5 93.5 93.5 39.32 -1396.67 -1396.67 1 10 16 0.9
Sp 93.5 93.5 93.5 93.5
217 Latidos 244 0 162 260 1540
Se 84.84 91.98 87.69 99.28 39.29 -1372.59 -1373.85 0.99 9 12 0.9
Sp 98.32 99.66 97.63 98.95
220 Latidos 1951 94 0 0 0
Se 99.9 96.81 36.17 -1327.62 -1327.62 0.99 10 9 0.9
Sp 96.81 99.9
221 Latidos 2029 0 396 0 0
Se 100 99.49 43.42 -1534.98 -1534.98 0.99 10 9 0.91
Sp 99.49 100
222 Latidos 2272 209 0 0 0
Se 98.72 50.75 44.84 -1956.25 -2934.38 0.67 9 7 0.49
Sp 50.75 98.72
230 Latidos 2253 0 1 0 0
Se 100 0 42.35 -1745.38 -2618.07 0.67 9 10 0.5
Sp 0 100
231 Latidos 1566 1 2 0 0
Se 95 95 95 34.82 -1402.27 -1402.27 1 9 13 0.92
Sp 95 95 95
232 Latidos 397 1381 0 0 0
Se 94.71 100 31.25 -674.52 -691.669 0.98 8 10 0.91
Sp 100 94.71
234 Latidos 2698 50 3 0 0
Se 100 90 100 49 -1999.52 -1999.52 1 1 12 0.93
Sp 90.57 100 100
Σ µ(Se) 97.64 88.27 88.59 59.68 96.77 µ(·) µ(·) µ(·) µ(·) µ(·)
µ(Sp) 89.77 97.84 98.57 98.21 96.68 37.47 0.94 9 11 0.83
Tabla 9.7: Resultados obtenidos con la metodolog´ıa 2, empleando NPDBC y WPCA con
ponderacio´n de vectores propios
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Se puede apreciar que el ana´lisis por segmentos mejora el desempen˜o del proceso de
agrupamiento, en comparacio´n con el ana´lisis tradicional (seccio´n 9.1.3), porque reduce
la mala agrupacio´n de las clases minoritarias. En efecto, si se estima un nu´mero de gru-
pos k para todo el conjunto de datos, existira´n k grupos que podr´ıan no ser suficientes
para separar las clases presentes en el conjunto, por tanto las clases minoritarias se
agrupar´ıan equivocadamente. Por otra parte, estimar el nu´mero de grupos y agrupar
por cada segmento, es menos sensible a las clases minoritarias, porque en un segmento
es menor la probabilidad de agrupar mal un latido de alguna clase minoritaria.
Un algoritmo de agrupamiento espectral, es una buena opcio´n para la inicializacio´n
de un esquema particional aunque de costo computacional elevado. Por esta razo´n, el
algoritmo so´lo se itera dos veces, considerando que como se discutio´ en la seccio´n 6.3.3,
converge ra´pidamente y no es tan sensible a la inicializacio´n.
En la seleccio´n de caracter´ısticas, los dos algoritmos presentan resultados similares,
sin tener en cuenta la penalizacio´n debida al nu´mero de grupos. Sin embargo, el al-
goritmo Q− α es preferible porque genera un nu´mero de caracter´ısticas menor y esto
podr´ıa disminuir el costo computacional. Adema´s, tambie´n se aprecia que la estimacio´n
del nu´mero de grupos y la medida de ε
M
es mejor empleando los valores resultantes
de Q − α. La matriz de afinidad resultante del algoritmo Q − α fue obtenida de un
refinamiento iterativo, es decir, que tiene en cuenta informacio´n intr´ınseca de los datos.
Por esta razo´n, funciona mejor que la matriz de afinidad exponencial escalada.
La medida no supervisada ε
M
demostro´ ser un buen indicador del agrupamiento
resultante porque penaliza el nu´mero de grupos (ver Corolario 6.2) y genera un valor
cercano a 1 cuando el agrupamiento es correcto, aunque es sensible a la matriz de
afinidad. Una buena alternativa para la matriz de afinidad es tomar la matriz resul-
tante de la seleccio´n de caracter´ısticas. En caso de que no se aplique Q− α, la matriz
de afinidad de tipo exponencial escalada es una medida aconsejable.
En la Tabla 9.7, el registro 100 es uno de los registros, en donde se aprecia el efecto
del factor de penalizacio´n. No´tese que f1/f2 = 1, es decir, que los valores de Sp y
Se debieron estar en el rango de 98 a 100%, pero esto no ocurre porque el nu´mero de
grupos resultantes fue mayor que el nu´mero admisible.
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10. Conclusiones y trabajo futuro
En este estudio comparativo de me´todos de agrupamiento de latidos de sen˜ales ECG,
se estudiaron te´cnicas no supervisadas, entre otras razones, porque no requieren del
etiquetado de los latidos, ni de entrenamiento por cada registro. Adema´s, los me´todos
de agrupamiento no supervisado son los de uso ma´s frecuente en el disen˜o de dispositivos
de ana´lisis de ECG.
10.1 Conclusiones
Considerando lo expuesto en este estudio se puede concluir lo siguiente:
• Un ana´lisis secuencial, en donde se divida la sen˜al en segmentos y se agrupen
patrones homoge´neos por cada segmento teniendo en cuenta las disimilitudes de
los centroides y criterios de exclusio´n, mejora el desempen˜o de todo el proceso de
agrupamiento, en comparacio´n con el ana´lisis tradicional, porque reduce la mala
agrupacio´n de las clases minoritarias. Adema´s, en la mayor´ıa de los casos, la
suma de los tiempos de procesado de cada segmento es considerablemente menor
que el tiempo de ana´lisis de todo el registro en una iteracio´n, por tanto, se puede
decir que reduce el costo computacional.
• Una alternativa para garantizar una mejor convergencia del agrupamiento, es in-
cluir un criterio de inicializacio´n que genere una particio´n inicial adecuada. Para
esto, los criterios basados en la evaluacio´n local y sistema´tica de la funcio´n ob-
jetivo, representan una buena alternativa porque presentan un buen compromiso
entre costo computacional y desempen˜o.
• Los me´todos de agrupamiento particional de naturaleza suave, presentan mejor
desempen˜o que los de naturaleza fuerte, porque los valores de membres´ıa tienen
mayor posibilidad de cambio en caso de una asignacio´n errada, adema´s, son menos
sensibles a la inicializacio´n que los me´todos cla´sicos.
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• El agrupamiento espectral es un me´todo de agrupamiento que presenta buen de-
sempen˜o, au´n cuando los grupos no son linealmente separables, debido a que em-
plea informacio´n de los vectores propios y transformaciones de los datos, aunque
es de costo computacional elevado.
• Un me´todo de ana´lisis basado en agrupamiento no supervisado de tipo espec-
tral y particional, teniendo en cuenta el costo computacional, puede lograrse de
forma que los algoritmos de ana´lisis espectral se encarguen de la inicializacio´n,
estimacio´n del nu´mero de grupos y seleccio´n de caracter´ısticas, y los algoritmos
particionales realicen el agrupamiento de los datos.
• La medida no supervisada asociada a la coherencia de los grupos, obtenida a
trave´s de un criterio de particionado espectral, es un buen ı´ndice del desempen˜o
del proceso de agrupamiento porque penaliza el nu´mero de grupos y, con una
matriz de afinidad apropiada, genera un valor cercano a 1 cuando el agrupamiento
es correcto.
• Las medidas supervisadas aplicadas en el agrupamiento no supervisado, deben
tener cuenta el nu´mero de grupos resultantes, de forma que el desempen˜o de un
agrupamiento correcto realizado con un nu´mero de grupos relativamente grande
no sea de 100 %.
10.2 Trabajo futuro
Como trabajo futuro se pretende desarrollar opciones eficaces para aproximarse a
la solucio´n del problema del agrupamiento de patrones homoge´neos de latidos, con-
siderando clases desbalanceadas, variabilidad morfolo´gica y costo computacional. Adema´s,
teniendo en cuenta los resultados y conclusiones de este estudio, desarrollar un sistema
completo de diagno´stico automa´tico de sen˜ales ECG desde los enfoques particional y
espectral, incluyendo etapas o´ptimas de preproceso, seleccio´n de caracter´ısticas, esti-
macio´n del nu´mero de grupos, inicializacio´n y clasificacio´n no supervisada. Todo esto,
orientado a aplicaciones en tiempo real a nivel de microcontrolador, que impliquen bajo
costo computacional y sean de implementacio´n factible.
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A. Seleccio´n de caracter´ısticas
En el a´rea de reconocimiento de patrones, es comu´n encontrar problemas en los que al
momento de extraer patrones descriptivos de observaciones o muestras, que posterior-
mente sera´n clasificadas, no se tiene informacio´n a priori sobre la cantidad necesaria de
dichos patrones, ni de la relevancia en la clasificacio´n de los mismos. Por esta razo´n, los
procesos de caracterizacio´n generan matrices de datos de alta dimensio´n, lo que puede
representar un problema para la subsecuente tarea de clasificacio´n en te´rminos de de-
sempen˜o debido a la informacio´n redundante y, adema´s, podr´ıa tener implicaciones en
el costo computacional del algoritmo. A este problema se le denomina seleccio´n de
caracter´ısticas o atributos. Este problema es t´ıpico en el reconocimiento de patrones y
aprendizaje de ma´quina, y se presenta en diferentes ramas de la ciencia (procesamiento
de texto, bio-informa´tica, procesamiento de sen˜ales biome´dicas, etc).
Existen diversas alternativas para esta tarea y la escogencia de un me´todo u otro
depende de las condiciones del problema y de la naturaleza de los datos [83]. El
ana´lisis de componentes principales (PCA) y sus variantes, como WPCA, represen-
tan una buena opcio´n, entre otras razones por su naturaleza no parame´trica, facilidad
de implementacio´n y versatilidad. Diversos estudios han comprobado su aplicabilidad
como te´cnica de mapeo, extraccio´n de caracter´ısticas y reduccio´n de dimensionalidad
en diferentes contextos como procesamiento de sen˜ales biome´dicas [23], [24], deteccio´n
de rostros [84], entre otros.
A continuacio´n se describen algunos me´todos cla´sicos de seleccio´n de caracter´ısticas
de inferencia supervisada y no supervisado derivados del algoritmo PCA cla´sico, desde
un enfoque unificado obtenido de la proyeccio´n ortonormal y la descomposicio´n en
valores propios. Para esto se deduce una funcio´n objetivo de PCA a partir del error
cuadra´tico medio de los datos y su proyeccio´n sobre una base ortonormal. Luego se
generaliza este concepto para plantear una expresio´n asociada al algoritmo fundamental
de WPCA. Adicionalmente, se estudia a fondo el algoritmo Q− α, propuesto en [41],
para casos supervisados y no supervisados, y se explica su relacio´n con PCA.
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A.1 Convencio´n
En este estudio, xi denota la i-e´sima observacio´n de q atributos o caracter´ısticas y
X = (x1, . . . ,xn)
T denota la matriz de datos.
A.2 Proyeccio´n ortonormal
Un vector x de dimensio´n q puede escribirse como una combinacio´n lineal de los ele-
mentos de una base ortonormal, as´ı:
x =
q∑
i=1
ciui (A.1)
donde U = (u1, . . . ,uq) representa la base ortonormal y c = (c1, . . . , cq) son los
pesos de la combinacio´n lineal.
En general, cualquier proyeccio´n ortonormal x˜ se realiza en un espacio p-dimensional
(p < q), que mejor represente a x:
x˜ =
p∑
i=1
ciui (A.2)
El error cuadra´tico medio de la proyeccio´n ortonormal con respecto de la sen˜al
original, puede estimarse de la forma:
e2 = E
{
(x− x˜)T(x− x˜)} (A.3)
Reemplazando las expresiones (A.1) y (A.2) en (A.3), el error se puede re-escribir como:
e2 = E


(
q∑
i=1
ciui −
p∑
i=1
ciui
)
T
(
q∑
i=1
ciui −
p∑
i=1
ciui
)
 = E



 q∑
i=p+1
ciui


T
 q∑
i=p+1
ciui




(A.4)
A.3 Ana´lisis de componentes principales
En estad´ıstica, la aplicacio´n ma´s comu´n de PCA es la reduccio´n de la dimensionalidad
de un conjunto de datos. El principio fundamental de este me´todo es determinar el
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nu´mero de elementos descriptivos subyacentes tras un conjunto de datos que contengan
informacio´n de la variabilidad de dichos datos [83]. En otras palabras, en PCA se busca
la proyeccio´n en la que los datos queden mejor representados en te´rminos de mı´nimos
cuadrados, dicha proyeccio´n corresponde a la varianza acumulada de cada observacio´n.
Una de las ventajas de PCA es que reduce la dimensionalidad de un conjunto de datos,
reteniendo aquellos atributos o caracter´ısticas del conjunto de datos que contribuyen
ma´s a su varianza.
PCA construye una transformacio´n lineal de los datos originales de manera que
se genere un nuevo sistema de coordenadas en donde la mayor varianza del conjunto
de datos es capturada en el primer eje (denominado primer componente principal), la
segunda varianza ma´s grande en el segundo eje, y as´ı sucesivamente; donde la medida
de varianza la define una estimacio´n de la matriz de covarianza de los datos [83]. Por
tanto, el objetivo de PCA es minimizar el error cuadra´tico medio de la proyeccio´n de
los datos sobre los vectores propios de la matriz de covarianza, sujeto a una condicio´n
de ortonormalidad. Minimizar dicho error (ver (A.4)), es equivalente a maximizar el
complemento del mismo, es decir:
E


(
p∑
i=1
ciui
)T( p∑
i=1
ciui
)
 = E
{
p∑
i=1
c2i
}
= tr(cTp cp) = tr(Cp) (A.5)
donde cp es un vector compuesto por los p primeros elementos de c y tr(·) representa
la traza de su matriz argumento.
Se puede apreciar que Cp es una matriz de p× p sime´trica y semi-positiva definida.
En el caso de PCA, para realizar la proyeccio´n de todos los vectores xi, la matriz C
es de q × q y corresponde a la matriz de covarianza, que puede ser estimada como:
CPCA =
1
n
XTX (A.6)
La anterior ecuacio´n se aplica despue´s de centrar los datos en la media de cada
observacio´n, es decir:
xi ← xi − µ(xi), i = 1, . . . , n (A.7)
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donde µ(·) representa la media.
Con lo anterior y considerando el criterio de invariancia ortonormal [70], puede
plantearse el siguiente problema de optimizacio´n:
max
1
n
tr(UTXTXU) =
p∑
j=1
λj (A.8)
s. a. UTU = Ip (A.9)
donde Id representa una matriz identidad de dimensio´n d y λj los valores propios de
CPCA.
Debido a la simetr´ıa de la matriz CPCA, existe una base completa de vectores
propios de la misma y por tanto la transformacio´n lineal que mapea los datos a esta
base es, justamente, la representacio´n de los datos que se utiliza para la reduccio´n de
la dimensionalidad. Los elementos de la base ortogonal se denominan componentes
principales y la proyeccio´n de los datos se obtiene con:
ZPCA =XU (A.10)
En la ecuacio´n (A.8) se aprecia que el valor de la funcio´n objetivo se asocia directa-
mente a la suma de los valores propios de la matriz de covarianza, por tanto la solucio´n
de este problema de optimizacio´n conduce al absurdo de tomar todas las caracter´ısticas,
por esta razo´n es necesario aplicar un criterio adicional sobre los componentes princi-
pales para la seleccio´n de caracter´ısticas.
En el algoritmo general de PCA, se considera U como la matriz de vectores propios
de CPCA ordenados de forma descendente, es decir,
[U ,Λ] = eig(CPCA), Λ = Diag(λ),
λ = (λ1, . . . , λn) y U = (u1, . . . ,un) con λ1 > . . . > λn
(A.11)
donde eig(·) representa la descomposicio´n en valores y vectores propios, y Diag(·) de-
nota una matriz diagonal formada por el vector de su argumento.
Por u´ltimo, se escogen los p primeros componentes principales como los elementos
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relevantes, es decir, los que mejor representan a X. El valor de p, puede definirse a
trave´s de algu´n criterio de varianza acumulada o evaluando iterativamente los resulta-
dos de un clasificador. El criterio de varianza acumulada se aplica sobre el valor de la
funcio´n objetivo normalizado, as´ı:
z∗ = diag(UTXTXU)/ tr(UTXTXU) (A.12)
donde diag(·) representa la diagonal de su matriz argumento.
z∗ es un indicador de la variabilidad de cada componente, entonces, para un criterio
del N% se consideran los p elementos de Z que correspondan a un valor de varianza
acumulada del N%, es decir,
∑p
i=1 z
∗
i ≈ N/100.
A.4 PCA ponderado
La diferencia de este me´todo y el algoritmo ba´sico de PCA radica en la estimacio´n
de la matriz de covarianza. En PCA ponderado (WPCA), se emplea una matriz de
covarianza denominada ponderada para la cual existen dos maneras fundamentales de
estimacio´n [85]. La primera corresponde al caso de la ponderacio´n de caracter´ısticas,
es decir:
CWPCA =W
TXTXW (A.13)
dondeW = Diag(w) es una matriz diagonal de pesos. De este modo se puede cambiar
la importancia relativa de cada caracter´ıstica en la representacio´n de X.
Por tanto, el problema de optimizacio´n para WPCA con ponderacio´n de carac-
ter´ısticas podr´ıa plantearse como:
max tr(UTW TXTXWU) =
p∑
j=1
λj (A.14)
s. a. UTU = Ip, W
TW = Ip (A.15)
donde λj corresponde a los valores propios de X
TX.
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En este caso, la proyeccio´n sobre los componentes principales se obtiene con: ZWPCA =
XWU .
La segunda forma ba´sica de WPCA consiste en la ponderacio´n de las observaciones
o muestras, donde la matriz de covarianza se puede escribir como:
CsWPCA =X
TW TWX (A.16)
No´tese, que estimar la covarianza ponderada empleando (A.16), es equivalente a
ponderar las observaciones y luego calcular la matriz de covarianza usando (A.6). En
efecto, siXw =WX representa los datos ponderados entonces la proyeccio´n se realiza
sobre los vectores propios de XTwXw que corresponde a C
s
WPCA.
El problema de optimizacio´n de WPCA empleando la ponderacio´n de observaciones
es:
max tr(UTXTW TWXU) =
p∑
j=1
λj (A.17)
s. a. UTU = Ip, W
TW = Ip (A.18)
Con esto, la proyeccio´n sobre los componentes principales se determina comoZWPCA =
XUW [84]. Existen diversas formas de estimar los pesos. En la Tabla A.1 se muestran
algunos me´todos no supervisados de ponderacio´n.
En general, la ponderacio´n wi se aplica partiendo de la idea de que no siempre los
elementos que generan una buena representacio´n, generan tambie´n una buena separa-
bilidad [84]. Adema´s, un elemento relevante en la representacio´n, debera´ seguir siendo
relevante pese a la ponderacio´n; mientras que un elemento que no sea relevante en la
representacio´n pero que si lo sea en la clasificacio´n, podr´ıa llegar a ser considerado
dentro de los componentes principales despue´s de dicha ponderacio´n.
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Me´todo Expresio´n
Pre-normalizacio´n de PCA wi =
1√
1
q
q∑
j=1
X2ij
Ponderacio´n empleando los valores propios [84] wi = λ
−1/2
i
Tabla A.1: Algunos me´todos de ponderacio´n para WPCA
A.5 Algoritmo Q-α
En [41] se presenta una definicio´n de relevancia en te´rminos de una matriz de afinidad
que captura los productos internos de las observaciones y un vector de ponderacio´n.
Este concepto se basa en la coherencia de los subconjuntos o grupos resultantes de
un proceso de agrupamiento, empleando propiedades espectrales y ana´lisis topolo´gico
derivado de la teor´ıa de grafos, donde la matriz de datos representa los ve´rtices de los
grafos ponderados no dirigidos y la matriz de afinidad indica los pesos de cada arista
del grafo [70]. A este me´todo, los autores lo denominan Q − α debido a que α es el
vector de ponderacio´n y Q es la matriz ortonormal de rotacio´n. En este estudio la
matriz ortonormal se denota con U .
SeaM una matriz de q×n, definida comoM =XT = (m1, . . . ,mq)T y preproce-
sada de forma que los vectores mi tengan media cero y norma unitaria, entonces la
matriz de afinidad se puede obtener con:
Cα =
q∑
i=1
αimim
T
i =M
T Diag(α)M (A.19)
Desde el punto de vista estad´ıstico, la idea general del algoritmoQ−α es la misma de
PCA, parte de un principio de variabilidad acumulada basada en mı´nimos cuadrados,
con la diferencia que, en este caso, la variabilidad se mide con la matriz Cα y no con la
covarianza. El factor de escalamiento αi permite ajustar la importancia relativa de cada
observacio´n. Intuitivamente, a partir de estas premisas se podr´ıa plantear una funcio´n
objetivo como la mostrada en (A.8), sin embargo, dado que en este algoritmo se parte
de una transformacio´n ortonormal arbitraria, Z : Z =XU no representa la proyeccio´n
sobre los componentes principales y por tanto la seleccio´n de caracter´ısticas relevantes
se relaciona directamente con el valor de αi. Entonces, considerando que la solucio´n
del problema de optimizacio´n consiste en encontrar el vector α, resulta conveniente
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re-formular el problema de optimizacio´n planteado en (A.8) como la siguiente forma
cuadra´tica:
max
α
tr(UTCαCαU) =
p∑
j=1
λ2j (A.20)
s. a. UTU = Ip, α
Tα = 1 (A.21)
donde λ = (λ1, . . . , λn) son los valores de propios de Cα y U es una matriz ortonormal
arbitraria.
Duplicar el te´rmino Cα en la formulacio´n planteada en la seccio´n A.3, no cambia
la naturaleza de la funcio´n objetivo porque Cα es un matriz sime´trica y semi-positiva
definida, adema´s, en te´rminos matema´ticos, esto resulta ventajoso porque permite
plantear una forma cuadra´tica con respecto a la variable de intere´s, as´ı:
max
α
αTGα (A.22)
s. a. αTα = 1 (A.23)
donde G una matriz auxiliar cuyos elementos son Gij = (m
T
imj)m
T
i UU
Tmj .
Esta u´ltima ecuacio´n corresponde a la funcio´n objetivo de la versio´n no supervisada
de Q − α. Dado que, en principio, la matriz G es obtenida a partir de una transfor-
macio´n ortonormal arbitraria, es necesario plantear un me´todo iterativo en el que se
sintonicen la matriz U y el vector α. Del problema de optimizacio´n planteado en la
ecuacio´n (A.20) se aprecia que mientras el vector α apunta a la direccio´n de las carac-
ter´ısticas relevantes, la matriz U indica su rotacio´n; por tanto la sintonizacio´n de estos
para´metros es mutuamente dependiente y debe realizarse de forma alternante, como
se aprecia en el Algoritmo 7.
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Algoritmo 7 Me´todo Q− α esta´ndar
1. Inicializacio´n: M =XT, U (0) de k × n (U (0)TU (0) = In), mi ← (mi − µ(mi))/‖mi‖.
2. Formar G : Gij = (m
T
i mj)m
T
i UU
Tmj
3. Calcular α como el vector propio asociado al mayor valor propio de G.
4. Calcular Cα =M
T Diag(α)M
5. Obtener la transformacio´n ortonormal: Z(r) = C
(r)
α U
(r−1)
6. Descomposicio´n QR: [U (r),R] = qr (Z(r))
7. Incrementar r : r ← r + 1 y retornar al paso 2
En [41], tambie´n se estudian dos alternativas del Q−α no supervisado: La primera
empleando una normalizacio´n a trave´s del laplaciano de la matriz Cα, y la segunda
se basa en el criterio de la aceleracio´n de Ritz y descomposicio´n en valores singulares
cuando se asume un vector α inicial. Adicionalmente, demuestran la convergencia
del algoritmo. No obstante, un indicador de la convergencia del algoritmo puede es-
tablecerse con el cambio del vector α, es decir, la diferencia del vector obtenido en la
iteracio´n actual y el inmediatamente anterior: ‖α(r) − α(r−1)‖ < δ, donde δ define la
precisio´n.
En el paso 1 del algoritmo 7 se establece una matriz ortonormal inicial de n × k,
donde k : k < n puede ser arbitrario, dado que no tiene implicacio´n en la funcio´n
objetivo a razo´n de que esta matriz se convierte en una matriz cuadrada de n × n, a
partir la segunda iteracio´n. Al final, dicha matriz correspondera´ a la base que genera
la transformacio´n lineal de los datos.
Es fa´cil de comprobar que la solucio´n del problema de optimizacio´n planteado
en (A.22) corresponde al vector propio asociado al mayor valor propio de G. De
la definicio´n de valores y vectores propios se tiene que:
Gα = λα ⇒ α−1Gα = αTGα = λ (A.24)
Por tanto, para que αTGα sea ma´ximo, α debe estar asociado al mayor valor pro-
pio de G.
En los paso 5 y 6, se realiza una proyeccio´n ortonormal de Cα y se aplica des-
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composicio´n QR, respectivamente, para obtener la matriz U refinada de la siguiente
iteracio´n.
Por u´ltimo, las p caracter´ısticas relevantes se seleccionan como los elementos deM
que cumplan
∑p
i=1 α
2
i ≈ N/100, para un criterio del N% de varianza acumulada.
A.6 Q− α supervisado
En la versio´n supervisada del algoritmo Q − α, la matriz C puede indicar la afinidad
intra y entre clases empleando las etiquetas, es decir:
Cghα =
q∑
i=1
αim
g
im
h T
i (A.25)
donde g y h son indicadores de las clases.
Entonces, si se tienen k clases se deben formar nα : nα =
(
k
2
)
+ k matrices.
Estas matrices se analizan en el siguiente problema de optimizacio´n:
max
α, Ugh
k∑
l=1
tr(U ll TC llαC
ll
αU
ll)− γ
∑
g 6=h
tr(U gh TCghα C
gh
α U
gh) (A.26)
s. a. U gh TU gh = Ip, α
Tα = 1 (A.27)
El anterior problema de optimizacio´n captura los dos objetivos que generan un buen
agrupamiento, desde el punto de vista topolo´gico: Maximiza la afinidad intra clase
(parte izquierda de la funcio´n) y minimiza la afinidad entre clases (parte izquierda de
la funcio´n), todo sujeto a una condicio´n de ortonormalidad. El para´metro de regulari-
zacio´n γ se puede determinar por validacio´n cruzada γ = 0.5.
La solucio´n de (A.26) puede ser obtenida a trave´s del algoritmo 7, generando un
vector α por cada matriz, es decir, ∆ = (α1, . . . ,αnα). Dada la naturaleza aditiva de
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la funcio´n objetivo, el vector resultante puede ser obtenido as´ı:
α =
k∑
l=1
αll − γ
∑
g 6=h
αgh (A.28)
Al final, dado que α debe ser unitario (αTα = 1), es necesario aplicar la siguiente
normalizacio´n en amplitud:
α← 1||α||α (A.29)
donde || · || denota la norma eucl´ıdea.
De otro modo, el problema de optimizacio´n planteado en (A.26) se puede interpretar
como:
max
α
k∑
l=1
tr(αTGllα)− γ
∑
g 6=h
tr(αTGghα) = max
α
αTGα (A.30)
donde Gghij = (m
g T
i m
g
j )m
h T
i U
ghU gh Tmhj y G =
k∑
l=1
Gll − γ ∑
g 6=h
Ggh.
De este modo, se puede aplicar directamente el algoritmo 7, empleando la matriz
auxiliar G.
A.7 Otra medida de relevancia
Antes se discutio´ que el problema de optimizacio´n asociado a PCA, podr´ıa plantearse
como maximizar el complemento del error cuadra´tico medio de los datos originales y
su proyeccio´n ortonormal (ver ecuacio´n (A.5)), es decir:
E


(
p∑
i=1
clivli
)T( p∑
i=1
clivli
)
 = E
{
p∑
i=1
λiu
2
li
}
(A.31)
donde V y U son las matrices resultantes de la descomposicio´n en valores singulares
de X: X = UΣV T, donde Σ = Diag(σ) y cli = σiuli.
Lo anterior corresponde a la combinacio´n lineal de los elementos del vector propio
i al cuadrado donde los valores propios son los pesos. La demostracio´n conduce a
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que una medida de relevancia puede escribirse como
∑p
i=1 λi(u
T
i )
2, donde (ui)
2 es
un vector donde cada elemento es el cuadrado del elemento asociado de ui. Esto
comprueba que cada elemento de los componentes principales representa el aporte
de cada caracter´ıstica. Adicionalmente, los valores propios se asocian a la varianza
acumulada de cada componente. Con esto, la medida de relevancia se puede establecer
como:
ρ =
q∑
i=1
λi(u
T
i )
2 (A.32)
El j-e´simo elemento de ρ (ρj) indica la relevancia de la j-e´sima caracter´ıstica. Este
vector tambie´n puede ser utilizado para rotar los datos en un esquema de WPCA, de
forma que wi = ρi.
En la Figura A.1 se muestran los valores de relevancia obtenidos de cada uno de los
me´todos mencionados al analizar una base de datos experimental de 23 caracter´ısticas.
Se puede apreciar que el me´todo Q−α no supervisado es el ma´s estricto o fuerte al
momento de seleccionar las caracter´ısticas, como se muestra en la Figura A.1, esto se
debe a que la relevancia la mide el primer (correspondiente al mayor) vector propio de
la matriz auxiliar, y por esta razo´n la variabilidad tiende a concentrarse radicalmente
en los primeros elementos. La seleccio´n de un nu´mero de caracter´ıstica podr´ıa ser una
ventaja del me´todo Q−α, si los resultados de clasificacio´n son mejores o por lo menos
iguales a los que se obtienen con las caracter´ısticas seleccionadas por otros me´todos.
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Figura A.1: Valores de relevancia de los diferentes me´todos
B. Caracterizacio´n del complejo
QRS usando el modelo de Hermite
En este Ape´ndice se presenta una metodolog´ıa para la reconstruccio´n y caracterizacio´n
de los complejos QRS empleando el modelo parame´trico de Hermite. Los complejos son
extra´ıdos de la base de datos MIT/BIH, con un taman˜o de ventana fijo y empleando
las anotaciones de los registros. La reconstruccio´n se realiza aplicando el valor o´ptimo
del para´metro de escala de las bases de Hermite obtenido mediante la minimizacio´n
de la disimilitud de la sen˜al original y la reconstruida. Se emplea DTW como medida
de disimilitud (ver Ape´ndice C). Adicionalmente, se explica un me´todo para obtener
la cantidad mı´nima de bases que generan una reconstruccio´n con alta confiabilidad,
basado en la comparacio´n de los espectros de frecuencia en el rango de 1− 20 Hz.
B.1 Modelo parame´trico de Hermite
El polinomio de Hermite H de orden n es una solucio´n de la ecuacio´n diferencial
ϕ′′(z)− 2zϕ′(z) + 2nϕ(z) = 0
donde n es un entero no negativo. Con esto se puede definir los polinomios de Hermite
como:
Hn(z) = (−1)nez2 d
n
dzn
e−z
2
(B.1)
Los polinomios de Hermite forman un conjunto ortonormal con respecto a la funcio´n
peso e−z
2
, es decir que:
1√
2nn!
√
π
〈e−z2Hn(z), Hm(z)〉 = δm,n
donde δm,n es el delta de Kronecker y 〈·, ·〉 es el producto interno.
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Haciendo z =
t
σ
es posible construir bases de la forma:
φσn(t) =
e−t
2
/2σ2√
2nσn!
√
π
Hn(t/σ) (B.2)
donde σ es el para´metro de escala (ver Fig. B.2).
A (B.2) se le conoce como modelo parame´trico de Hermite.
Los coeficientes de Hermite asociados a las sen˜al x(t) se obtienen con:
Cσn =
1
Fs
∞∫
t=−∞
x(t)φσn(t)dt (B.3)
Por u´ltimo, la reconstruccio´n de la sen˜al ser´ıa:
x(t) =
∞∑
n=0
Cσnφ
σ
n(t) (B.4)
B.2 Me´todo de reconstruccio´n y caracterizacio´n
B.2.1 Extraccio´n del complejo QRS
La extraccio´n de los complejos QRS se realiza empleando las anotaciones de la base de
datos del MIT que se encuentran sobre el pico R, as´ı:
ci = y(pi − αFs : pi + βFs) = xi (B.5)
donde pi es la ubicacio´n del pico R del i-e´simo latido del registro y y Fs es la frecuencia
de muestreo.
La extraccio´n se hace de manera que el ancho de la ventana sea de 200 ms y el pico
R estuviese centrado. Por tanto α = β = 0.1 s. Adicionalmente, se debe aplicar una
normalizacio´n de manera que:
x← x− µ(x)
max |x| (B.6)
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B.2.2 Reconstruccio´n de la sen˜al
Para la reconstruccio´n de la sen˜al se puede aplicar la ecuacio´n recursiva de los poli-
nomios de Hermite, como sigue:
Hn(z) = 2zHn−1(z)− 2(n− 1)Hn−2(z) (B.7)
con H0 = 1 y H1 = 2z.
Las bases se extienden en el intervalo (−t0, t0) con t0 = 100 ms. Luego, para ajustar
la longitud de la base a la de la sen˜al se emplea el vector de tiempo
t = −t0 : 2t0LQRS−1 : t0
donde LQRS es la longitud de los complejos (200 ms).
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Figura B.1: Ejemplos de Bases de Hermite obtenidas con σ = 15 ms (a) n = 2 (b) n = 4
El para´metro de escala σ se agrega para que la ventana se ajuste al ancho del QRS,
como se aprecia en la Figura B.2.
Los coeficientes de Hermite se obtienen con la forma discreta de (B.3), asumiendo
que los te´rminos por fuera del intervalo (−t0, t0) son cero:
Cσn =
1
Fs
t0∑
i=−t0
x(i).φσn(i) =
1
Fs
〈x,φσn〉 (B.8)
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Figura B.2: Primera base de Hermite (n = 0) obtenida con diferentes valores de σ
Con esto, la reconstruccio´n se puede escribir como
x(t) =
N−1∑
n=0
Cσnφ
σ
n(t) + ξ(t) = xˆ
σ
N
(t) + ξ(t) (B.9)
donde xˆσ
N
(t) es la sen˜al reconstruida empleando las N primeras bases y ξ(t) es el factor
de truncamiento.
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Figura B.3: Reconstruccio´n con las primeras 6 bases de Hermite con σ = 25 ms (Latido 20 del
registro 200)
La sen˜al discreta xˆσ
N
se normalizo´ aplicando (B.6).
B.2. Me´todo de reconstruccio´n y caracterizacio´n 115
B.2.3 Comparacio´n de los espectros
En esta etapa se estudia el cambio del espectro de la sen˜al reconstruida considerando
diferentes valores de N (N ∈ (3, 20)). Para esto se compara el espectro de frecuencia
de la sen˜al original con el espectro de la sen˜al reconstruida (xˆσn) en el rango de 1− 20
Hz con el fin de obtener el orden adecuado, es decir, la cantidad mı´nima de bases
(Nmin) que deben considerarse para que la pe´rdida de informacio´n sea despreciable en
comparacio´n con los resultados de la reconstruccio´n. En esta etapa se debe emplear
un valor de σ fijo, por ejemplo, σ = 25 ms es un valor aconsejable.
La densidad espectral de potencia se estima empleando periodograma [86]:
S(ejω) =
1
n
||
n∑
l=1
x
l
ejωl||2 (B.10)
La diferencia de los espectros se realiza aplicando:
diff
N
=
1
F
F∑
f=2
|Sf(x)− Sf (xˆσN )| (B.11)
donde F = 20 Hz y N ∈ (3, 20).
B.2.4 Bu´squeda de σ o´ptimo
El valor o´ptimo del para´metro de escala (σopt) se obtiene aplicando una medida de
disimilitud entre la sen˜al original y su reconstruccio´n. En este caso, se emplea el
me´todo ba´sico de alineamiento temporal no lineal DTW. El algoritmo DTW se empleo´
como se sugiere en [6], sin aplicar restricciones globales.
Considerando que un valor de σ menor a 5 ms o mayor a 100 ms no es necesario para
la reconstruccio´n de los complejos QRS, la obtencio´n de σopt se puede plantear como
el siguiente problema de optimizacio´n:
min
σ
dtw(xi, xˆ
σ
Nmin
)
S.T. σ ∈ (5, 100)ms
(B.12)
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B.3 Caracter´ısticas resultantes
Con esta metodolog´ıa se puede formar el siguiente conjunto de caracter´ısticas:
• Energ´ıa del QRS:
La morfolog´ıa de las arritmias ventriculares sugiere que la energ´ıa es una carac-
ter´ıstica adecuada:
E(x) =
LQRS∑
i=1
x2i
• σopt
• Cnσ con n = 6.
• Diferencia de xi y un complejo plantilla xtemp aplicando (B.11), donde:
xtemp = µ(xi) ∀i
En todos los casos, se comprueba que, con n > 6 la diferencia del espectro de la
sen˜al original y el espectro de la sen˜al reconstruida con σ = 25 ms es pequen˜a (ver
Figura B.5), y la reconstruccio´n es muy aproximada (ver Figura B.9).
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Figura B.4: Espectro de la reconstruccio´n empleando las 3 primeras bases (Latido 20 del registro
200)
El valor admisible para la diferencia de los espectros de la sen˜al reconstruida y la
original (B.11) se encuentra en el rango max|diffn| ≤ 5.
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Figura B.5: Espectro de la reconstruccio´n empleando las 6 primeras bases (Latido 20 del registro
200)
Con esta metodolog´ıa se logra reducir el espacio de bu´squeda del valor o´ptimo
del para´metro de escala σopt del modelo parame´trico de Hermite a trave´s de la mini-
mizacio´n de la disimilitud de la sen˜al reconstruida y la original y, a la vez, se reduce
el costo computacional estableciendo la cantidad mı´nima de bases necesarias para la
reconstruccio´n, que genere la menor pe´rdida de informacio´n espectral. La medida de
disimilitud DTW genera buenos resultados porque considera factores morfolo´gicos.
C. Alineamiento temporal no lineal
DTW
El me´todo DTW (Dynamic time warping), es un algoritmo de alineamiento temporal
no lineal, que se usa comu´nmente en la normalizacio´n en longitud y en la estimacio´n
de la disimilitud entre dos sen˜ales. El algoritmo DTW se aplico´ en muchas secciones
a lo largo de este estudio, por eso se ha destinado este Ape´ndice para dar una breve
descripcio´n.
En el agrupamiento no supervisado y, en general, en los me´todos de clasificacio´n de
patrones, la eleccio´n de la funcio´n de disimilitud no es menos importante que la eleccio´n
de caracter´ısticas. Las opciones ma´s inmediatas son la norma L1 y L2. Sin embargo, en
algunas ocasiones las sen˜ales o vectores representativos son de longitudes diferentes y
estas medidas no pueden aplicarse directamente. Por ejemplo, en el ana´lisis de sen˜ales
ECG, el proceso de extraccio´n de latidos genera sen˜ales de diferentes longitudes porque
se extraen a partir de la distancia entre picos, que es una variable dina´mica. Entonces,
en estos casos, debe hacerse una normalizacio´n temporal previa, que consiste en ajus-
tar las longitudes de las sen˜ales a una mismo valor, para que los vectores puedan ser
comparados a trave´s de alguna de las medidas mencionadas. La normalizacio´n puede
llevarse a cabo con me´todos lineales y no lineales. En la normalizacio´n temporal lineal
se escala el vector de menor longitud para que los dos vectores a comparar tengan la
misma longitud. As´ı, para calcular la disimilitud entre dos sen˜ales se deben repetir o
interpolar muestras de la sen˜al de longitud menor hasta que coincida con la longitud
de la otra sen˜al. De esta manera, se puede interpretar los vectores como elementos de
un espacio vectorial y se puede aplicar medidas como la distancia eucl´ıdea. Aunque, en
el ana´lisis de algunas sen˜ales, como las de ECG, al aplicar una normalizacio´n temporal
lineal se produce un desplazamiento que puede generar resultados inadecuados para el
ca´lculo de un valor de disimilitud, debido al mal ajuste [6].
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El me´todo de alineamiento temporal no lineal DTW, mejora las deficiencias de la
normalizacio´n temporal lineal y se basa en ajustar u´nicamente la longitud de los tramos
de las sen˜ales que resulte ma´s conveniente desde el punto de vista de su comparacio´n, sin
alterar el resto. Todo esto se logra en un esquema de programacio´n dina´mica. Por esta
razo´n el algoritmo DTW es de uso frecuente en la clasificacio´n de muestras de longitudes
diferentes. La programacio´n dina´mica se puede implementar con una multitud de
variaciones de acuerdo a su aplicacio´n. Esta te´cnica se ha aplicado en reconocimiento
automa´tico del habla [87], tanto a palabras aisladas como a palabras conectadas [88].
Tambie´n se ha empleado como medida de disimilitud para el agrupamiento de latidos
en sen˜ales ECG [89].
C.1 Algoritmo DTW
El valor de la disimilitud se obtiene en el u´ltimo elemento de una matriz, denominada
matriz de programacio´n dina´mica G, que se denota con G[nx − 1, ny − 1], donde nx y
ny son las longitudes de los vectores x e y a comparar. Este valor debe normalizarse
respecto a la longitud del camino de alineamiento para evitar el efecto de la longitud.
La matriz G tiene tantas filas como la longitud del primer vector y tantas columnas
como la longitud del segundo vector, como se muestra en la Figura C.1. Esta matriz
se construye de forma que cada uno de sus elementos o nodos, represente el costo
acumulado del alineamiento entre los vectores hasta llegar a ese punto.
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Figura C.1: Matriz de programacio´n dina´mica G asociada a los vectores x e y
La matriz de programacio´n dina´mica es el plano discreto en donde se traza el
camino de alineamiento. El objetivo del algoritmo consiste en encontrar el camino de
C.1. Algoritmo DTW 121
alineamiento de costo mı´nimo entre los dos vectores. Este camino se definira´ como el
conjunto ordenado de nodos que se encuentran desde el nodo inicial (i1, j1) hasta el
nodo final (iN , jN ), de la forma: (i1, j1), (i2, j2) . . . (iN , jN).
Para establecer el costo del camino, es necesario definir el costo debido a la tran-
sicio´n entre cada par de nodos. La funcio´n de costo asociada a la k-e´sima transicio´n
se denota como d[(ik−1, jk−1)|(ik, jk)]. El costo debe ser un valor positivo y se puede
medir a trave´s de la norma L1 o L2.
El camino de alineamiento debe satisfacer las siguientes condiciones:
• Monotonicidad: El camino debe tener el sentido de izquierda a derecha, y de
arriba a abajo de la matrizG, es decir, se debe cumplir que ik ≤ ik+1 y jk ≤ jk+1.
• Continuidad: El paso de un nodo al siguiente debe hacerse de modo que no hayan
nodos intermedios: ik − ik−1 ≤ 1 y jk − jk−1 ≤ 1.
• Frontera: i1 = j1 = 0, iN = nx − 1 y jN = ny − 1. Con esta condicio´n se
establece que el principio y el final de los vectores deben coincidir con ciertos
puntos independientemente del camino seguido.
• Ventana: |ik − jk| = ∆, donde ∆ es un entero positivo.
• Pendiente: Se aplican restricciones sobre las pendientes del camino para evitar
la bu´squeda en zonas donde es dif´ıcil realizar un buen ajuste.
El costo asociado a un camino completo puede calcularse con la suma del costo de
cada una de las transiciones:
D =
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)] (C.1)
donde K representa la cantidad de nodos del camino.
Adicionalmente, es necesario aplicar un factor de ponderacio´n a las transiciones.
Este factor se relaciona con el conjunto de transiciones o producciones y representa la
longitud correspondiente a la transicio´n [6]. El costo acumulado ponderado es de la
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forma:
D =
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)]w(ak, bk) (C.2)
donde w(ak, bk) representa el factor de ponderacio´n debido a la transicio´n de (ik, jk) a
(ik−1, jk−1).
Finalmente, se realiza una normalizacio´n con respecto de la longitud, as´ı:
D =
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)]w(ak, bk)
K∑
k=1
w(ak, bk)
(C.3)
Haciendo N =
K∑
k=1
w(ak, bk), se tiene que
D =
G[nx − 1, ny − 1]
N
(C.4)
La expresio´n recursiva para la obtencio´n de cada elemento de la matriz G es:
G[i, j] = min
a,b P
K∑
k=1
d[(ik−1, jk−1)|(ik, jk)]w(ak, bk) (C.5)
donde G[i−a, j−b] representa el costo mı´nimo acumulado considerando el conjunto de
producciones P . En la Figura C.2 se muestran algunos conjuntos de producciones de
uso comu´n en programacio´n dina´mica, indicando el factor de ponderacio´n correspon-
diente de cada transicio´n [87].
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(c) P3
Figura C.2: Diferentes producciones para las transiciones
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Utilizando el conjunto de producciones P1, la matriz G se obtiene con:
G[i, j] = min


G[i, j − 1] + d[(i, j)|(i, j − 1)]
G[i− 1, j] + d[(i, j)|(i− 1, j)]
G[i− 1, j − 1] + 2d[(i, j)|(i− 1, j − 1)]
(C.6)
donde el nodo inicial es G[0, 0] = |x[0] − y[0]|. Con esto la disimilitud entre los dos
vectores es:
D =
G[nx − 1, ny − 1]
nx − 1 + ny − 1 (C.7)
Por lo general, se aplican restricciones globales al camino de alineamiento para
reducir el costo computacional (ver Figura C.3). Para esto se establece una regio´n
va´lida R, de forma que los elementos que se encuentren fuera de esta regio´n se les
asigna un costo muy grande en comparacio´n con los posibles costos del resto, para que
el camino no los tenga en cuenta. Esto es G[i, j] =∞, si (i, j) /∈ R.
Figura C.3: Restricciones globales de DTW
En [76] se presenta un me´todo para la obtencio´n de una regio´n va´lida o´ptima,
definida con rectas paralelas alrededor de la diagonal principal de la matriz G.
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