Abstract. We give a new (shorter) proof of a result of L. Ephremidze showing that if two functions have the same ergodic maximal function, then they are equal a.e.
. In [2] the following result is proven.
Theorem 0.1. Assume f and g are two L 1 functions such that f (x) = g (x) for a.e. x, then f = g a.e.
In this note we give a different proof of this fact based on the Kakutani skyscraper construction. See [3] where similar ideas are used to study the integrability of the ergodic maximal function.
The following lemma will play a key role in the proof.
Lemma 0.2. Let τ be a measurable invertible ergodic measure-preserving transformation from
Proof. To make the computations below easier, let
be the base for the Kakutani skyscraper construction and denote by C 1 , C 2 , . . . the resulting sequence of disjoint columns whose union is the whole space. Let B n denote the base of the nth column. Thus B n ⊂ B, the sets τ i B n are disjoint for i = 0, 1, . . . , n − 1, and τ n B n ⊂ B. We claim that for points in the column C n \ B n , with n > 1, we have F λ (x) = G λ (x). To see this we first show that for x ∈ C n \ B n the maximum must occur before leaving the tower. Assume x ∈ τ n−i B n for some i ∈ {1, 2, . . . , n − 1}. Given
R. JONES
> 0, there is a positive integer m such that
. If m > i, then using the fact that τ i x ∈ B, and for y ∈ B we
Because of our choice of we now have
Since we cannot have
, since the maximum must occur in the tower and we are already at the top of the tower. Thus
Now we argue by induction on the distance from the top of the tower. Assume we are in the set τ n−i B n , that is, there are i − 1 levels above our current level. By induction, we can assume
Since the maximum must occur while we are still in the tower, and F λ = G λ for all x above the current level, if F λ (x) = G λ (x) for x in the current level, we could not have
The following lemma (and proof) appears in [2] . We include it here for completeness. In what follows let I(f ) denote the essential infinum of f and E(f ) = X f (x)dm(x).
Lemma 0.3. Let τ be a measurable invertible ergodic measure-preserving transformation from
Proof. By the ergodic theorem, f (x) ≥ E(f ) a.e. since for a.e. x we know that lim n→∞
We now complete the proof in the case that τ is invertible. We have three possible cases. Case 1. Assume m{x : f (x) = I(f )} = 0. In this case we can select a decreasing sequence {λ 1 , λ 2 , . . . } such that lim n→∞ λ n = I(f ). By Lemma 0.3 each of the sets {f > λ n } has positive measure, and hence we can apply Lemma 0.2. Applying Lemma 0.2, we see that for each λ n we have f (x) = g(x) for a.e. x ∈ {f > λ n }. Since the union of these sets is {f > I(f )}, a set of full measure, we are done. Case 2. Assume 0 < m{x : f (x) = I(f )} < 1. In this case, with λ = I(f ) we already have by Lemma 0.2 that f (x) = g(x) for a.e. x in {f > I(f )}. Using the notation in the proof of Lemma 0.2 we will show that for a.e.
x ∈ B n , we have
If m(H n ) = 0 for some n, then using the fact that for x ∈ B n we know
We cannot have 0 < 0; thus we must have m(H n ) = 0 for each n.
have by Lemma 0.3 that their integrals are the same and both equal I(f ).
Since our assumption then implies that f (and g) cannot be more than their integral, both f and g must be constant a.e.
To handle the non-invertible case, form the natural extension of (X, Σ, m, τ) (see [1] , p. 240) resulting in a new space (X,Σ,m,τ ) withτ invertible. Let
, thenf (x) =g (x), and hence we must havef =g a.e. This implies that f = g in the non-invertible case too.
Remark 0.4. In [2] Ephremidze shows that the analogue of Theorem 0.1 is false if m(X) = ∞. However, in the case m(X) = ∞, he proves that f = g a.e. implies f = g a.e. on {f > 0}. Using this he shows that the conclusion of Theorem 0.1 holds if f and g are nonnegative L 1 functions.
Remark 0.5. The proof in [2] involves first proving results for the discrete maximal operator on Z and using these results to obtain conclusions in the dynamical system. In the above argument we work directly in the dynamical system. This allows us to take advantage of the recurrence properties and the fact that we have a finite measure space.
