In this paper, we study the problem of event-triggered control for stabilization of general nonlinear time-delay systems. Based on a Razumikhin-type input-to-state stability result for time-delay systems, we propose an event-triggered control algorithm to stabilize nonlinear time-delay systems. In order to exclude the Zeno behaviors, we combine a novel impulsive control mechanism with the proposed event-triggered strategy; in this sense, our proposed algorithm is a hybrid impulsive and event-triggered strategy. We then obtain sufficient conditions for the stabilization of the nonlinear control systems with time-delay by using Lyapunov method and Razumikhin technique. Numerical simulations are provided to show the effectiveness of our theoretical results.
algorithm works as follows: We first prescribe a threshold constant h > 0 which serves as a lower bound of each inter-execution time (the time between two successive control updates). If the measurement error becomes large enough at a time later than h units of time after the last control update, then we update the control input. Otherwise, the control signal will not be updated until h units of time after the previous control update, at which time we execute an impulsive control input and then update the feedback control signal. This newly proposed hybrid algorithm ensures that the inter-execution times are at least h units of time, which implies the exclusion of Zeno behavior in the control systems. By using Lyapunov function method and Razumikhin technique, we construct sufficient conditions on the impulse inputs and impulse moments to guarantee the asymptotic stability of the corresponding control systems under this hybrid control algorithm.
The rest of this paper is organized as follows. Sections II contains some mathematical preliminaries. In Section III, we derive an event-triggered control algorithm and show that in the presence of delay, even a linear control system can exhibit Zeno behavior. In Section IV, we propose a hybrid impulsive and event-triggered control algorithm to exclude such Zeno behaviors.
Our idea of future research is summarized in Section V.
II. Preliminaries
Let N denote the set of positive integers, R the set of real numbers, R + the set of nonnegative reals, and R n the n-dimensional real space equipped with the Euclidean norm denoted by · . where x(t + ) and x(t − ) denote respectively the right-and left-hand limits of x at t. December 6, 2019 DRAFT Consider the following time-delay control system:
where x(t) ∈ R n is the system state; u ∈ PC([t 0 , ∞), R m ) represents the input; ϕ ∈ PC is the initial
and assume g satisfies all the necessary conditions in [22] so that, for any initial condition ϕ ∈ PC, system (1) has a unique solution x(t, t 0 , ϕ) that exists in a maximal
Remark 1. Throughout this paper, we assume the initial condition ϕ, the continuous dynamics described by f and the system trajectory x are all piecewise right-continuous. This is a less conservative requirement than what has been considered in the community of time-delay systems which suppose the system trajectories are continuous (see, e.g., [9] , [23] , [24] ). The main reason of making such less conservative assumption is that we will introduce impulsive control input to control system (1) that will bring in the discontinuities (due to the state jumps or impulses) to the system state. The fundamental theory for existence and uniqueness of solutions to impulsive time-delay systems established in [22] are applicable to time-delay control system (1), since system (1) is a special case of impulsive time-delay systems.
The notion of input-to-state stability (ISS), introduced by Sontag in [25] , has been proved powerful in the analysis and controller design of dynamical systems, especially in the design of event-triggered controllers (see, e.g. [3] , [4] , [11] , [21] ). We introduce the following function classes before giving the formal ISS definition for system (1) . A continuous function α : R + → R is said to be of class K and we write α ∈ K, if α is strictly increasing and α(0) = 0. If α is also unbounded, we say that α is of class K ∞ and we write α ∈ K ∞ . A continuous function β : R + × R + → R + is said to be of class KL and we write β ∈ KL, if β(·, t) ∈ K for each t ∈ R + and β(s, t) decreases to 0 as t → ∞ for each s ∈ R + . Now we are in the position to state the ISS definition for system (1) .
is said to be input-to-state stable (ISS) if there exist functions β ∈ KL and γ ∈ K ∞ such that, for each initial condition ϕ ∈ PC and input function u ∈ PC([t 0 , ∞), R m ), the corresponding solution to (1) exists globally and satisfies
Next, we present several concepts regarding to Lyapunov functions and review a Razumikhintype ISS result that will be used for the design of our event-triggered control mechanism. A function V : R + × R n → R + is said to be of class ν 0 and we write V ∈ ν 0 , if, for each x ∈ PC(R + , R n ), the composite function t → V(t, x(t)) is also in PC(R + , R n ) and can be discontinuous at some t ∈ R + only when t is a discontinuity point of x. Given a function V ∈ ν 0 and an input u ∈ PC([t 0 , ∞), R m ), the upper right-hand derivative D + V of the Lyapunov function candidate V with respect to system (1) is defined as follows:
Reference [26] studied a more general form of system (1) with impulse effects.
Here, we review a special case in which no impulses are considered and the corresponding ISS result is as follows, see also [27] .
Theorem 1. Assume that there exist functions V ∈ ν 0 and α 1 , α 2 , χ ∈ K ∞ , and constants q > 1, c > 0 such that, for all t ∈ R + , x ∈ R n and φ ∈ PC,
Then system (1) is ISS.
It can be seen from the proof of Theorem 1 in [26] that the global asymptotic stability (GAS) of system (1) is guaranteed when u = 0. The Razumikhin-type condition (ii) in Theorem 1 plays an essential role in the event-triggered controller design, as we demonstrate in the next section.
III. Event-Triggered Control Algorithm
Consider system (1) with a feedback control input u as follows:
where u ∈ R m is the feedback control input and k : R n → R m is the feedback control law. The time sequence {t i } ∞ i=1 is implicitly defined by certain execution rule to be determined later based on the measurement of the system states, and each time instant t i corresponds to a control input update u(t i ). To be more specific, the controller u samples the system states and updates its input signal both at each t i while remaining constant between two successive control updates.
Let us define the state measurement error by
for t ∈ [t i , t i+1 ) with i ∈ N, and then rewrite
Substituting (4) into system (2) gives the following closed-loop system:
),
We make the following assumption on the control system (5) .
Assumption III.1. There exist functions V ∈ ν 0 and α 1 , α 2 , χ ∈ K ∞ , and constants q > 1, c > 0 such that all the conditions of Theorem 1 hold for system (5) with input u replaced with e.
It can be seen from Theorem 1 that assumption III.1 guarantees that the closed-loop system (5) is ISS with respect to the measurement error e, and system (5) is GAS provided e = 0. In this paper, we design an execution rule to determine the time sequence {t i } ∞ i=1 for the updates of the feedback control input u so that the closed-loop system (5) with the measurement error e is still GAS. To do so, we restrict e to satisfy
then the dynamics of V is bounded by
whenever qV(t, x(t)) ≥ V(t + s, x(t + s)) for all s ∈ [−τ, 0]. This guarantees the control system (5) is GAS provided σ < c. The updating of the control input u can be triggered by the execution rule (or event)
The event times are the instants when the event happens, that is,
According to the control law in (2), the control input is updated at each t i (the error e is set to zero simultaneously), remains constant until the next event time t i+1 , and then the error e is reset to zero again. Therefore, the proposed event times in (9) insures the GAS of control system (2) .
Since the event times in (9) are defined implicitly, it is essential to rule out the existence of Zeno behavior, which we define below for completeness.
Definition 2 (Zeno Behavior). If there exists T > 0 such that t l ≤ T for all l ∈ N, then system
(2) is said to exhibit Zeno behavior.
It worth mentioning that for control systems without time-delay, a well-known result in [21] says that if the functions f and k in (2) are Lipschitz continuous on compact sets, then it is possible to exclude Zeno behavior (some extra conditions are required for a definite exclusion, see [21] for more details). However, this is not true for event-triggered control systems with time-delay. For demonstration, let us study the following linear scalar control system with time-
where state x ∈ R, φ(s) = 1 for s ∈ [−r, 0], r = 16, b = −0.1, and u(t) = kx(t) is the state feedback control with k = −0.2. By considering Lyapunov function V(x) = x 2 , it can be derived from Theorem 1 (with e = 0) that system (10) is GAS. However, the system is unstable without the control input (i.e., u = 0, and see Fig. 1 for illustration).
Consider the event-triggered implementation of u in system (10), and then the closed-loop system can be rewritten in the form of (5):
where
with i ∈ N, and the sequence of event times t 1 , t 2 , ... is to be determined according to (9) . To derive the functions α 1 and χ in (9), we choose Lyapunov function V(x) = x 2 . Then condition (i) of Theorem 1 is satisfied with α 1 (|x|) = α 2 (|x|) = x 2 . From the dynamics of system (11) , it follows thaṫ
for all s ∈ [−r, 0] with some q > 1, we havė
then, condition (ii) of Theorem 1 holds with
Therefore, assumption III.1 is satisfied for system (11) . The event times defined by (9) are as follows:
where positive constant σ satisfies σ < c. Using the fact = σ/|k|, we can rewrite (12) as
and the condition σ < c as
where σ 0 = 2 . Then,
implies (14), by the facts that ε = √ q and = σ/|k|. According to our analysis of the nonlinear control system (5), if (15) holds, then closed-loop system (11) is GAS with the event times determined by (13) .
We now choose σ 0 = 0.36 so that (15) is satisfied, and we will show there are infinitely many event times over the time interval [0, 10]. We first prove that t 1 < 10 and 0 < x(t 1 ) < 1 − t 1 /10.
For t ≤ r, we have x(t − r) = x(t 0 ) = 1 anḋ 
Sl op e: -0 .3 for t ≤ min{t 1 , r}. Therefore, both x and e are positive, x is strictly decreasing, and e is strictly increasing for t ∈ (t 0 , min{t 1 , r}). By (13), e 2 (t 1 ) = σ 0 x 2 (t 1 ), that is, e(t 1 ) = 0.6x(t 1 ) which implies
x(t 1 ) = x(t 0 )/1.6. We then can conclude that x strictly decreases from 1 at t 0 to x(t 0 )/1.6 at t 1 with t 1 < 10 and the decreasing rate is smaller than −0.1. Thus, 0 < x(t 1 ) < 1 − t 1 /10. See Fig.   2 for a demonstration. Next, suppose t m < 10 and 0 < x(t m ) < 1 − t m /10 for some m ≥ 1. From the dynamics of system (11), we havė
. Then we derive that x strictly decreases from x(t m ) at t = t m to x(t m+1 ) =
x(t m )/1.6 at t = t m+1 with t m+1 < 10 and decreasing rate less than −0.1. Hence, x(t m+1 ) < 1 − t m+1 /10. Based on the above discussion, we conclude from mathematical induction that there are infinitely many event times on [0, 10], that is, control system (11) exhibits Zeno behavior (see Fig. 3 for demonstration).
For this specific system, its trajectory intersects with the time axis, andẋ is bounded. Therefore, it takes less and less time for e 2 to evolve from 0 to σ 0 x 2 as x getting closer and closer to 0.
For linear scalar systems without time-delay, this property does not hold mainly because its trajectory does not go to zero in a finite time. Thus, the well-known result in [21] for delay-free determined by (9) assures the GAS of the event-triggered control system (11) . Excluding the existence of Zeno behavior is the objective of Section IV.
IV. Excluding Zeno Behavior via Impulses
As we demonstrated, a linear control system with time-delay can exhibit Zeno behavior under natural event-triggered control strategies. Our main objective is to show that one can still use event-triggered strategies, as long as they are paired with impulsive control signals, designed to exclude Zeno behaviors.
To proceed, let us define a sequence of event-time candidates
where the sequence of event times t 1 , t 2 , t 3 , ... is to be determined with a lower bound h > 0 of the inter-execution time inf i∈N {t i+1 − t i } according to the execution rule displayed at Hybrid-EI below.
It can be seen from Hybrid-EI that the inter-execution times {t i+1 − t i } i∈N are lower bounded by h, that is, t i+1 − t i ≥ h for all i ∈ N. This excludes the existence of Zeno behavior. The
Hybrid Event-triggered/Impulsive Strategy (Hybrid-EI)
1. Ift i+1 − t i > h, then let t i+1 =t i+1 and update the control input signal at t = t i+1 .
2. Ift i+1 − t i ≤ h, then activate an impulse (state jump) ∆x(t) = I(t, x) at t = t i + h where I : R + × R n → R n regulates the state jump. Let t i+1 = t i + h and update the control input at t = t i+1 after the jump. closed-loop system can be written as an impulsive system:
If t i+1 = t i + h, we call t i+1 an impulse time. We assume that x is right-continuous at each impulse time and system (17) satisfies all the necessary conditions in [22] so that for any initial condition ϕ ∈ PC, system (17) has a unique global solution x(t, t 0 , ϕ). To ensure the asymptotic stability of system (17) , the next theorem presents several sufficient conditions on the continuous dynamics of system (17) , the impulses, the lower bound of inter-execution times, and the relation among them.
Theorem 2. Suppose that assumption III.1 holds with V ∈ ν 0 , q > 1 and c > 0. For some h > 0, the event times t 1 , t 2 , t 3 , ... are defined according to Hybrid-EI with the event-time candidates given in (16) and σ < c. If t i+1 = t i + h, we further assume that there exist positive constantsc and ρ < 1 such that
Then the closed-loop system (17) is GAS.
Proof. Condition (iii) implies that there exists a small enough ε > 0 such that 1 ρ > 1 ρ+ε > e¯c h . We then can find a positive constant λ close to zero and λ ≤ c − σ so that both 
For s ∈ [−τ, 0], we have
Therefore, (18) is true on [t 0 − τ, t 0 ]. We now prove (18) holds on [t 0 , t 1 ). To do this, we consider the following two cases.
Case I: t 1 > t 0 + h. We will show that
is true for t ∈ [t 0 , t 1 ). We do this by contradiction. Suppose (19) is not true on [t 0 , t 1 ), then there exists some t ∈ (t 0 , t 1 ) so that w(t) > (ρ + ε)Mα 2 ( ϕ τ ).
Define now
By the continuity of w, we conclude that
and
for all t ∈ [t 0 , t * ]. We next define and that
for t ∈ [t * * , t * ]. Thus, for any t ∈ [t * * , t * ], we have t + s ≤ t * for all s ∈ [−τ, 0] and w(t + s) ≤
where we used the facts that (ρ + ε)M > 1, ρ + ε < 1 and M = qe −λτ . We then can conclude from condition (ii) of Theorem 1 and (7) that for t ∈ [t * * , t * ]
which indicates that w(t) is nonincreasing on [t * * , t * ] and then w(t * * ) ≥ w(t * ) which is a contradiction to the definitions of t * and t * * . Hence, (19) is true on [t 0 , t 1 ) for Case I.
Case II: t 1 = t 0 + h. We will show that
holds on [t 0 , t 1 ) by contradiction. Assume that (21) does not hold, then there exists some t ∈ [t 0 , t 1 )
such that w(t) > Mα 2 ( ϕ τ ); we definē
It follows from the continuity of w on [t 0 , t 1 ) that
for all t ∈ [t 0 ,t]. Since w(t 0 ) ≤ α 2 ( ϕ τ ), there exists a t ∈ [t 0 ,t) so that w(t) > α 2 ( ϕ τ ). Let
Then we have that w(t) = α 2 ( ϕ τ ) and
for all t ∈ [t,t]. Therefore, for t ∈ [t,t], we have
for all s ∈ [−τ, 0], which then implies
for all t ∈ [t,t], then
which is a contradiction to the definition oft. Therefore, (21) is true on [t 0 , t 1 ) for this case. We hence conclude from the above two cases that (18) holds for t ∈ [t 0 , t 1 ). Now suppose (18) holds on [t 0 , t m ) where m ≥ 1 and we next prove that (18) is still true for t ∈ [t m , t m+1 ). Similar to the above discussion, we consider two scenarios.
Case I': t m+1 > t m + h. We have w(t) ≤ Mα 2 ( ϕ τ ) for all t < t m from (18), and will prove (19) holds on [t m , t m+1 ). For t = t m , we have
that is, (19) is true for t = t m . We next show (19) is true on (t m , t m+1 ) by a contradiction argument.
Suppose (19) does not hold, then we can find a t ∈ (t m , t m+1 ) so that w(t) > (ρ + ε)Mα 2 ( ϕ τ ).
To proceed, we define
Using the facts that
and the continuity of w on (t m , t m+1 ), we conclude
. We further define
Since w(t m ) ≤ ρMα 2 ( ϕ τ ) and w(t * ) > ρMα 2 ( ϕ τ ), we conclude from the continuity of w that w(t * * ) = ρMα 2 ( ϕ τ ) and
Therefore,
where we used the fact e λτ ρ ≤ q. Similar to Case I, we can derive the contradiction: w(t * ) ≤ w(t * * ). Thus, we conclude that (19) is true on [t m , t m+1 ) for Case I'.
Case II': t m+1 = t m + h. We will show (21) holds on [t m , t m+1 ). Base on the assumption of w on [t 0 , t m ), we have w(t) ≤ Mα 2 ( ϕ τ ) for t ∈ [t 0 , t m ). When t = t m , it follows from condition (ii) that
which implies (21) is true at t = t m . We next will prove (21) holds on (t m , t m+1 ) by contradiction.
Suppose there exist a t ∈ (t m , t m+1 ) so that w(t) > Mα 2 ( ϕ τ ). We define
The continuity of w yields that
Then the facts that w(t m ) ≤ ρMα 2 ( ϕ τ ) and w(t) > ρMα 2 ( ϕ τ ) imply that w(t) = ρMα 2 ( ϕ τ ) and w(t) ≥ ρMα 2 ( ϕ τ ) on [t, t]. Therefore, for s ∈ [−τ, 0] and t ∈ [t, t], it follows that
By an argument similar to the one in Case II, we have that
for s ∈ [−τ, 0]; therefore, (22) holds on [t, t] that implies
which is a contradiction with the definition of t. Hence, (21) is true on (t m , t m+1 ). This completes the induction proof for all t ≥ t 0 . Therefore, w(t) ≤ Mα 2 ( ϕ τ ) on [t 0 , ∞), as claimed and the global asymptotic stability of closed-loop system (17) hence follows.
Let us revisit the event-triggered control system (11) . We incorporate the linear impulses ∆x = βx at t = t i+1 when t i+1 = t i + h and use the proposed hybrid strategy with Hybrid-EI.
Here, the constants β and h are to be determined by using Theorem 2. The closed-loop system can then be written as a linear impulsive system:
It is not hard to observe that assumption III.1 holds with the given parameters and by selecting the Lyapunov function as V(x) = x 2 . Next, we show that conditions (i) and (ii) of Theorem 2 hold for system (23) : When t i+1 = t i + h, we can derive from the continuous dynamics of (23) that, whenever qV(x(t)) ≥ V(x(t + s)) for all s ∈ [−τ, 0], we have thaṫ
where ε = q/|b|, = q/|k|, c = 2 √ q(|b| + |k|) and τ = max{r, h}.
In the fourth inequality of (24), we used the fact x(t i ) = x(t − δ(t)) with δ(t) = t − t i and
. Here, we have deemed δ(t) to be a time-varying delay when checking the Razumikhin-type condition (i) of Theorem 2. The impulses in (23) implies
that is, condition (ii) of Theorem 2 holds with ρ = (1 + β) 2 . Therefore, we concludes from Theorem 2 that if there exists a q > 1 such that both (15) and condition (iii) of Theorem 2 are satisfied, the closed-loop system (23) is globally asymptotically stable, and the lower bound of the inter-execution times is h. To demonstrate the effectiveness of the proposed control algorithm and Theorem 2, let q = 3, h = 0.666 and β = −0.293 so that both (15) and condition (iii) of Theorem 2 hold. Fig. 4 shows the stability of system (23) , and a clear view of the impulse effects in system (23) is also provided within the figure. Actually, system (23) is globally exponentially stable since α 1 (|x|) = α 2 (|x|) = V(x) = x 2 in condition (i) of Theorem 1. As discussed for system (11) , the event-triggered control inputs are updated more and more frequently when the state x gets closer and closer to zero. This explains why the impulses are generally activated around the intersections between the trajectory x and the time axis in Fig. 4 . The reason for the existence of large inter-execution times is that it takes more time for e 2 to evolve from zero at each event time to σ 0 x 2 at the next event time if x 2 is fairly large and/or |ẋ| is relatively small.
V. Conclusions
We have studied the event-triggered control problem of general nonlinear time-delay systems.
An event-triggered control algorithm has been proposed to stabilize the nonlinear systems with time-delay. To exclude Zeno behavior due to the presence of delay, we have incorporated the impulsive control mechanism into the event-triggered control algorithm to guarantee the nonexistence of Zeno behavior. Future work includes applying our control algorithm to various related control problems, such as, consensus of multi-agent systems and distributed optimization, seeking parallel control algorithms based on the method of Lyapunov-Krasovskii functionals, and extending these algorithms to control of switching time-delay systems.
