Abstract. We focus on the special case of catchments covered by a single rain gauge and develop a theoretical framework to obtain estimates of spatial rainfall averages conditional on rainfall measurements from a single location, and the flow conditions at the catchment outlet. In doing so we use (a) statistical tools to identify and correct inconsistencies between daily rainfall occurrence and amount and the flow conditions at the outlet of the basin; (b) concepts from multifractal theory to relate the fraction of wet intervals in point rainfall measurements and that in spatial rainfall averages, while accounting for the shape and size of the catchment, the size, lifetime and advection velocity of rainfallgenerating features and the location of the rain gauge inside the basin; and (c) semi-theoretical arguments to assure consistency between rainfall and runoff volumes at an interannual level, implicitly accounting for spatial heterogeneities of rainfall caused by orographic influences. In an application study, using point rainfall records from the Glafkos river basin in western Greece, we find the suggested approach to demonstrate significant skill in resolving rainfall-runoff incompatibilities at a daily level, while reproducing the statistics of spatial rainfall averages at both monthly and annual time scales, independent of the location of the rain gauge and the magnitude of the observed deviations between point rainfall measurements and spatial rainfall averages. The developed scheme should serve as an important tool for the effective calibration of rainfall-runoff models in basins covered by a single rain gauge and, also, improve hydrologic impact assessment at a river basin level under changing climatic conditions.
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Introduction
For many hydrological applications, such as calibration of rainfall-runoff models, estimation of river discharges Q(t) at the outlet of a basin and quantification of runoff extremes, one needs to calculate spatial averages of daily precipitation. A frequently used estimator for the spatially averaged rainfall intensity I (t) over a basin iŝ
where I j (t) is the average rainfall intensity on day t at location j = 1, ..., s inside the basin, and c j (j = 1, ..., s) are strictly positive weighting coefficients that sum to 1. One can obtain c j (j = 1, ..., s) using a simple method based on Thiessen polygons (Thiessen, 1911 , and more recently, Eagleson, 1970; Shaw, 1983; Chow et al., 1988; Singh, 1992) or Kriging (Krige, 1951 , and more recently Journel and Huijbregts, 1978; Isaaks and Srivastava, 1989; Banerjee et al., 2004; Press et al., 2007; Koutsoyiannis and Langousis, 2011) , or alternatively apply equal weights. In the latter case c j = 1/s for any j . The accuracy of the estimator in Eq.
(1) increases with increasing number s of the measuring locations inside the basin. In many cases, however, obtaining an accurate estimate of I (t) solely from point rainfall measurements using Eq. (1) is not possible. This can be caused by measurement errors, incompleteness of the historical records and topographic influences or, more frequently, by the low density of measuring locations inside the basin; see e.g. Hutchinson (1970) , Willmott et al. (1994) , Gebremichael and Krajewski (2004) , Langousis (2005) , Veneziano and Langousis (2005a) and Veneziano et al. (2006) . The latter is an important issue for many catchments in Greece, and other countries in the Mediterranean region, which causes important problems in the calculation of annual water budgets and the calibration of hydrological models.
In what follows, we focus on the special case of catchments covered by a single rain gauge (i.e. j = s = 1). In this caseÎ = I 1 = I and Eq. (1) approximates spatial rainfall averages over the basin using rainfall measurements at a single location. This approximation has well-known limitations originating from the highly variable and lacunar character of rainfall fields (see Smith, 1993; Lovejoy and Schertzer, 1995; Veneziano and Langousis, 2010; Koutsoyiannis and Langousis, 2011, among others) , which causes the process of spatial rainfall averages to differ significantly from that of point rainfall measurements; see e.g. Langousis (2005) , Veneziano and Langousis (2005a) , Veneziano et al. (2006) , and Eleuch et al. (2010) .
To prove this argument theoretically, it suffices to note that for spatially intermittent rainfall intensity fields and finite sized catchments P [I (t) > 0|I (t) = 0] > 0 and, therefore, P [I (t) > 0] > P [I (t) > 0]. Note that the difference P [I (t) > 0] − P [I (t) > 0] increases with increasing catchment size.
The latter inequality highlights an important issue that emerges when approximating spatial rainfall averages over a catchment using point rainfall measurements. This is the underestimation of the fraction of wet intervals of the spatially averaged rainfall series which leads to incompatibilities between rainfall occurrences and observed changes of the daily river runoff. Another issue concerns the observed imbalances in annual water budgets, caused by the underestimation of the fraction of wet intervals, as well as orographic influences.
To illustrate the first issue, Fig. 1 compares the time series of daily river discharges at the outlet of the Glafkos river basin in western Greece (see Sect. 2) to measured precipitation depths at a single location (point A in Fig. 2 ) for the period 1 October 1990-30 September 1992. Base flow variations and snowmelt may cause the flow conditions at the outlet of the catchment to vary somewhat, but abrupt and intense changes of the river discharge should be associated with rainfall events. The vertical arrows in Fig. 1 indicate such changes in the absence of rain. Table 1 shows annual precipitation depths and river discharges per unit area of the basin for the hydrological years (i.e. 1 October-30 September) 1974 . Note that for hydrological years 1975 -1976 , 1978 -1979 , 1979 -1980 , 1981 -1982 and 1985 -1986 , the annual runoff volume is higher than that of precipitation. In addition, for all years on record, the readily available volume of water for evapotranspiration (ET) (i.e. precipitation − runoff) is significantly lower than the ET-estimates reported in the literature for the wider region of the Glafkos catchment; see Voudouris (1995) , Nikas (2004) and Mandilaras (2005) . The latter are on the order of 500 mm per year. In the absence of physical indications for groundwater inflow from adjacent catchments (Kaleris and Ziogas, 2011) , the aforementioned water imbalances can be attributed to incompatibilities between the historical point rainfall and runoff time series.
A rather straightforward way to correct the available point rainfall series and ensure consistency between annual rainfall and river discharge volumes is to (1) calibrate a hydrological model using the historical rainfall and river discharge data, (2) calculate the difference RO between measured and simulated annual runoffs, (3) adjust daily rainfall data using a multiplicative factor, calculated as the ratio between RO and the measured annual precipitation depth, and (4) repeat steps 1-3 using the adjusted rainfall series; see Kaleris and Ziogas (2011) . The suggested approach can be seen as an extension of the Parsons (or Sacramento) method developed in 1941 at the Corps of Engineers District Office in Sacramento (see US Army Corps of Engineers, 1941, and more recently Gilman, 1964) to determine mean annual precipitation in orographic areas. The Parsons method uses measurements of precipitation and runoff, as well as qualitative knowledge on soil and vegetation, to construct mean annual precipitation maps that minimize annual water imbalances in hydrological budgets.
While simple, the approach of Kaleris and Ziogas (2011) exhibits several intrinsic limitations. One is related to the fact that the hydrological model is calibrated using the original point rainfall records that are subject to adjustments. Hence, the level of the imposed correction and the quality and effectiveness of model calibration are strictly coupled.
Other, more theoretically oriented limitations relate to differences between the statistical characteristics of spatial rainfall averages, which drive river flow and determine annual discharge volumes, and those of point rainfall measurements (see e.g. Eleuch et al., 2010) . The latter can be seen as noisy observations of the former. For example, while a constant multiplicative correction factor may ensure consistency between annual rainfall and river discharge volumes, it does not resolve incompatibilities between daily rainfall occurrence and flow conditions at the outlet of the catchment (see Fig. 1 ). In addition, such correction alters the distribution of rainfall intensities inside wet intervals without changing the fraction of dry intervals. In essence, the resulting time series do not resemble the structure of spatial rainfall averages. As previously outlined, the latter exhibit a lower fraction of dry intervals relative to rainfall measurements at distinct locations inside the catchment. A theoretically more appealing approach to ensure consistency between recorded rainfall and river discharges is to adjust point rainfall measurements to better resemble the statistical structure of spatial rainfall averages at a daily level and, also, be consistent with the measured discharges at both daily and inter-annual levels.
In the next sections we propose a theoretical framework that uses rainfall data from a single rain gauge to obtain estimates of spatial rainfall averages over a catchment conditional on the same-and previous-day discharges at the outlet. Consistency between the obtained estimates and observed runoffs is sought at both daily and inter-annual time scales.
The developed scheme should serve as an important tool for the effective calibration of rainfall-runoff models in basins covered by a single rain gauge (a frequent case for many catchments in Greece and other countries in the Mediterranean region), which is of particular importance when studying the impacts of climate change on river basin 1244 A. Langousis and V. Kaleris: Theoretical framework to estimate spatial rainfall averages hydrology, the quality and availability of water resources in space and time, and the sustainability of the natural environment; see e.g. Kaleris et al. (2001) and Wilby et al. (2006) . In Europe, the issues of water resource quality, availability and management have officially been stressed by the Water Framework Directive (WFD) 2000/60/EC of the European Parliament and of the Council on 23 October 2000.
The analysis is conducted using daily rainfall data and river discharges from the Glafkos river basin in western Greece. Temperature measurements do not enter the analysis, but they are used in Sect. 5 to obtain estimates of the actual evapotranspiration height in the basin. More details on the available data are given in Sect. 2.
Sections 3 and 4 present the theoretical framework of the suggested methodology. In Sect. 3 we develop a statistical approach to identify and correct inconsistencies between daily rainfall occurrence and amount at the location of the rain gauge and the observed flow conditions at the outlet of the basin. Rainfall occurrence is checked using a statistical test based on the concept of linear reservoirs for river discharges (see Sect. 3.1), whereas daily rainfall intensities are modeled using a lognormal distribution with parameters that depend on the same-and previous-day discharge conditions at the outlet of the catchment (see Sect. 3.2).
As noted above, the fraction of wet intervals in spatial rainfall averages differs from that observed in point rainfall measurements. In Sect. 4 we use concepts from multifractal theory to relate the fraction of wet intervals in point rainfall, P 1 , to that observed in spatial rainfall averages, P 1 , while accounting for the shape and size of the basin, the characteristics of rainfall-generating features (size, lifetime and advection velocity vector), and the location of the rain gauge relative to the centroid of the basin (see Sect. 4.2). Since P 1 > P 1 (see above), several "dry" days in the record of point rainfall measurements should be transformed to "wet". Selection of those days is done conditional on the daily changes of the river discharge.
Section 5 focuses on the inter-annual consistency between rainfall measurements at a point and river discharges at the outlet of the basin and suggests a semi-theoretical approach to resolve water budget imbalances at an inter-annual level, implicitly accounting for spatial heterogeneities of rainfall (see Gilman, 1964; Smith, 1979; Langousis, 2011 among others) .
In Sect. 6 we apply and validate the efficiency of the method in resolving rainfall-runoff incompatibilities at both daily and annual time scales. A discussion of the main findings of this work as well as extensions and modifications of the suggested methodology for application to different climates and catchment sizes are presented in Sect. 7.
Available data
The watershed of the Glafkos river is shown in Fig. 2 . It extends from the coast of the Gulf of Patras to the slope of the Panachaikon Mountain. The highest altitude of the catchment is about 1800 m (a.m.s.l.). In what follows, we focus on the upper mountainous part of the catchment, with outlet at the dam of Glafkos (point B in Fig. 2 ). The area of this part of the catchment is 65.62 km 2 , and its water is used for energy production, the water supply of the city of Patras and irrigation. Table 2 . Physiographic properties of the study basin. The concentration time t c has been calculated using the method of Watt and Chow (1985) ; see also Loukas and Quick (1996) and Dingman (2002 The hydroelectric plant (HP) is located downstream from the dam at a distance of about 2 km (point A in Fig. 2 ). Several physiographic properties of the study basin are summarized in Table 2 .
Precipitation time series
Daily precipitation measurements are available by the Public Power Corporation (PPC) at three locations: (1) the dam (point B in Fig. 2 ), (2) the hydroelectric plant (HP) (point A in Fig. 2 ), and (3) the station of PPC at Moira (point C in During the wet period of the year (from November to April) the rainfall measurements at the Moira station were found to exhibit numerous small values in the range from 0.01-1 mm day −1 . Since the accuracy of the rain gauge at the Moira station is on the order of 1 mm day −1 (PPC, personal communication, 2012) and the Moira station is located in a forested area with significant vegetation, those values should be associated with dew and fog drip (occult precipitation) and were set to zero. Tables 4 and 5 show annual rainfall depths and the fraction of wet days for the available historical rainfall records. One sees that (1) contrary to the original precipitation series at Moira the corrected ones exhibit lower wet-day fractions that are closer to those observed at different locations inside and outside the catchment (see Table 5 ) and that (2) the corresponding correction affects minimally the annual rainfall totals (see Table 4 ). For the period common to all stations (i.e. 1 October 1975 to 30 September 1993), we used the original precipitation data at station B (dam) and the corrected ones at station C (Moira) to calculate spatial rainfall averages using the method of Thiessen polygons; see Tables 4 and 5 . The weighting coefficients were found to be 0.2 for station B and 0.8 for station C.
While station A is located outside the study area, its small distance from the boundaries of the basin (2 km) allows one to include it in the analysis as it was located on the basin divide; see also Sects. 3 and 4.2. Since rain gauge A is not used for the calculation of the mean areal precipitation inside the catchment (see above), obtaining results also for this station allows one to compare the estimated mean areal precipitation from stations B and C (using the method of Thiessen polygons), to rainfall products derived independently from station A using the suggested methodology.
River discharge time series
Daily discharge measurements at the outlet of the hydroelectric plant (point A in Fig. 2 ) are available from 1 October 1974 onward. These measurements correspond to the mean daily river flow at the outlet of the catchment (dam), as the river water from the reservoir is led to the hydroelectric plant through a pipeline. In the case of very high river discharges, a portion of the river water entering the reservoir is not used for energy production and flows downstream through the spillway of the dam. This portion of the river discharge is measured at the spillway. The mean daily discharge is obtained as the sum of the daily water volume supplied to the hydroelectric plant and the daily water volume flowing out of the reservoir through the spillway of the dam. The historical discharge series have been corrected to eliminate sudden and intense drops of the measured runoff caused by abrupt operations on the energy production unit. In addition, daily discharge measurements below 0.25 m 3 s −1 were found to exhibit irregular fluctuations during summer months, in the absence of rain. Those fluctuations relate to the observation accuracy of the water level in the discharge channel of the hydroelectric plant (PPC, personal communication, 2012) and were smoothed out by assigning a minimum discharge value = 0.25 m 3 s −1 . (Note that the Glafkos river is a perennial stream with non-zero base flow during all years on record.) Table 6 shows annual discharges, per unit area of the basin, for the historical years on record, using the original and corrected discharge series. One sees that the applied corrections affect minimally the annual water volumes.
Temperature time series
Daily mean temperatures are available from the stations of the Hellenic National Meteorological Service (HNMS) in Patras (point T in Table 2 ) and the altitude of the station, using a pseudo-adiabatic lapse rate equal to 0.65 • C/100 m (see Table 7 ). For the period 1 October 1982-30 September 1993 we use the daily mean temperatures recorded at the Patras station (the closest station to the basin), also corrected to account for the difference between the mean elevation of the catchment and the altitude of the station. As shown by Ziogas (2006) , the daily mean temperatures measured at Patras and Araxos are highly correlated (correlation coefficient R = 0.96) and one can combine those records to cover the whole period of the analysis.
3 A statistical approach to identify and resolve incompatibilities between daily rainfall measurements and river discharges 3.1 Checking rainfall occurrence using a theoretically based statistical model Define Q(t) to be the river discharge at the outlet of a basin on day t, and denote by S(t) the subsurface storage on the same day. A simple theoretical model to approximate river discharges on dry days is that of a linear reservoir with zero inflow (see e.g. Chow, 1964; Lettenmaier and Wood, 1993) :
where α ≥ 0 is a time constant. For dt = 1day, it follows from Eq. (2) that the ratio Deviations from the model in Eq. (2) may cause the time constant α and consequently the ratio ω to vary slowly with the previous-day discharge Q(t − 1). Strictly speaking, in the absence of rain, positive values of ω are very likely not feasible, especially in Mediterranean basins. Hence, while small positive values (say on the order of 0.2-0.5) may be justified by snowmelt, variations of base flow and light rainfall occurrence at some ungauged part of the catchment, larger values of ω should be associated with measurement errors or heavy rainfall at some ungauged part of the catchment.
Figures 3-5 show scatter-plots and empirical histograms of [ω(t) > 0|I (t) = 0] using daily river discharges and rainfall depths measured at points A (HP) and B (dam) for the period 1 October 1974-30 September 1993 (19 yr) and C (Moira) for the period 1 October 1975-30 September 1993 (18 yr). The analysis has been conducted by (1) calculating the ratio ω(t) on days that appear as dry in the historical record of point rainfall measurements and (2) classifying the positive values of ω into n = 2 equally populated categories with respect to the previous-day river discharge Q(t − 1). Classification is done in order to study how the statistics of ω depend on Q(t − 1); see below. The solid and dashed lines on the right panels of Figs. 3-5 correspond to gamma and lognormal distribution models, respectively, fitted directly to the empirical ratios using the method of moments. The fitting procedure is suited to account for and remove irregularly high values of ω, as follows.
1. For each category of previous-day river discharges, Q(t − 1), one removes a single value of ω and fits the corresponding theoretical distribution model to the remainder values.
2. One checks whether the removed value can be classified as an outlier at a certain level of significance β (e.g. β = 5 %) 3. One repeats steps 1 and 2 for all values of ω in the category.
4. One fits the corresponding theoretical distribution model to those values of ω identified as non-outliers.
One sees that, independent of the category of the previousday discharge Q(t − 1), both gamma and lognormal distribution models fit equally well the data. In what follows, we choose to model ω using a lognormal distribution with parameters that depend on Q(t − 1). As noted above, irregularly large values of ω should be associated with measurement errors or heavy rainfall at some ungauged part of the catchment. That said, one can formulate a simple statistical test using the lognormal (or gamma) distribution models in Figs. 3-5 to identify incompatibilities between days indicated as dry in the historical record of point see Figs. 3-5) and a variance that increases with increasing Q(t-1). The latter increase is physically justified since larger values of Q(t − 1) indicate intense discharge conditions that can more easily produce extreme runoffs. An additional observation is that, independent of the category of previous-day discharge Q(t − 1), the statistics of the values of ω that satisfy the null hypothesis do not depend on the rainfall data set. This highlights the robustness of the statistical method in identifying and eliminating incompatibilities between daily rainfall occurrences and changes in the river runoff, while maintaining those values of ω that share similar statistics. In the next section we focus on wet days and model daily rainfall intensities using a lognormal distribution with parameters that depend on the same-and previous-day discharge conditions at the outlet of the catchment.
Statistical model for daily rainfall intensities conditioned on river discharges
Our interest is in developing a statistical tool to (a) assign synthetic rainfall intensity values to days that appear as dry in the historical record of point rainfall measurements, but the flow conditions at the outlet of the catchment classify them as wet at a certain confidence level γ (e.g. γ = 1 − β = 95 %; see empty circles in Figs. 3-5) and (b) check and correct inconsistencies in rainfall amounts on wet days conditional on the flow conditions at the outlet of the catchment. The solid lines on the left panels of Figs. 6-8 are best fits of Eq. (4) (see below) to the empirical data using the method of least squares,
a j and b j in Eq. (4) are parameters that depend on the category j of the previous-day discharge Q(t − 1), and V j is a zero-mean random error term that is stochastically independent from the variable [Q(t) − Q(t − 1)]. Calculation of the parameters a j and b j proceeds as follows.
1. One identifies the wet days (i.e. I (t) > 0) in the historical record for which Q(t) − Q(t − 1) > 0. For those days, the measured rainfall intensities I (t) and the observed changes of the river runoff Q(t) − Q(t − 1) are ranked based on the previous-day river flow Q(t − 1) and split into m = 4 equally populated categories.
2. The coefficients a j and b j , as well as the residuals of the regression v j , k, k = 1, 2, ..., are calculated separately for each category j using the method of least squares. 3. To put residuals at a comparable scale, one divides them by an estimate of their standard deviation (see Chatterjee and Hadi, 1986, Eq. 13 ) that is independent of their value. As shown on the right panels of Figs. 6-8, independent of the category j of the previous-day river discharge Q(t − 1), the residuals of the log-log linear regression are well approximated by a normal distribution with zero mean and variance σ 2 j that depends on the category j . Hence, the resulting samples of the standardized residuals should be well approximated by a Student t distribution with N j − p − 1 degrees of freedom (df), where N j is the sample size of category j and p = 2 is the number of parameters of the log-linear regression; see e.g. Belsley et al. (1980) , Velleman and Welsch (1981) , Atkinson (1981) and Chatterjee and Hadi (1986) . 4. For a certain level of significance β (e.g., 5 %), one uses the standardized residuals from step 3 and the Student t theoretical distribution model to identify outliers of the initial regression (see empty circles on the left panels of Figs. 6-8), remove them, and then obtain a new set of coefficients a j and b j . Figure 9 shows how the empirical estimates of the parameters a j and b j in Eq. (4) and the error standard deviation σ j vary with the previous-day discharge Q(t − 1). The solid lines are least-squares fits to the empirical values. One sees that both a and b decrease log-log linearly with increasing Q(t − 1). This is physically expected since larger values of Q(t − 1) correspond to more-intense discharge conditions, where large changes of the river discharge between two sequential days Q(t) − Q(t − 1) can also be caused by less intense rainfall events. Two additional observations one makes are that, independent of the rainfall data set, the empirical distribution of the residuals of the regression in Eq. (4) is close to normal with variance that does not depend on the previous-day discharge Q(t − 1). The first observation is in accordance with the findings of many studies suggesting the use of a lognormal distribution model for rainfall intensities; see e.g. Kedem et al. (1990a Kedem et al. ( ,b, 1997 , Shimizu (1993) , Cheng and Qi (2002) , Cho et al. (2004) , Veneziano and Langousis (2005a,b) , Shoji and Kitaura (2006), Veneziano et al. (2006 Veneziano et al. ( , 2007 , Suhaila and Jemain (2007) , Langousis and Veneziano (2007) , and . The second observation is physically justified since the variability of rainfall should not depend on the previous-day flow conditions. Based on the above findings, in what follows we model daily rainfall intensities, conditional on river discharge conditions, using a lognormal distribution model with parameters 
where µ ln I and (σ ln I ) 2 are the mean and variance of the associated normal distribution, a Q(t−1) and b Q(t−1) can be calculated from the equations in Fig. 9 based on the previousday discharge Q(t − 1), and c is a constant independent of Q(t − 1). Equation (5) is used to assign synthetic rainfall intensity values to (1) days identified with inconsistencies between point rainfall measurements and flow conditions at the outlet of the catchment (see empty circles in Figs. 3-8) and to (2) additional wet days when adjusting point rainfall measurements to better resemble the fraction of wet intervals in spatial rainfall averages; see next section.
Using concepts from multifractal theory to relate the fraction of wet intervals in point rainfall to that in spatial rainfall averages
Define I (t) to be the spatially averaged daily rainfall depth over a catchment on day t, and denote by I (t) the daily rainfall depth at a certain location j inside the basin on the same day. From total probability theorem one has
where P 0 = P [I (t) = 0] and P 0 = P [I (t) = 0], and from conditional probability theorem one has
By combining Eqs. (6) and (7) one obtains
It follows from the definition of spatial rainfall averages that when j is located inside the catchment or at the basin divide, δ = 1. Thus,
In the next two sub-sections we use scaling arguments from multifractal theory and a simple theoretical model to relate the probability P [I (t) = 0|I (t) > 0] in Eq. (9) (i.e. the probability that it does not rain at location j given that it rains inside the basin) to the shape and size of the catchment and the characteristics of storms.
Borrowing concepts from multifractal theory to approximate Eq. (9)
Rainfall-generating features evolve in time and advect in space. Hence, rain gauge rainfall measurements are representative estimates of spatial rainfall averages over an indicative area A 0 , which depends on the characteristics (size, lifetime, advection velocity vector, etc.) of rainfall-generating features. Suppose now that spatial rainfall is homogeneously multifractal below some maximum area A max ∝ (L max ) 2 , where L max is the linear spatial dimension of the rainfallgenerating features; see below. In this case (see e.g. Schertzer and Lovejoy, 1987; Gupta and Waymire, 1993; Veneziano, 1999; Veneziano and Langousis, 2010) ,
where d = denotes equality in all finite dimensional distributions, Y r is a unit mean random variable independent of I (t) with parameters that depend on the resolution r = A/A 0 < A max /A 0 , and A is the area of the catchment. Estimates of A max and L max are summarized in Table 8 ; see e.g. Austin and House (1972) , Orlanski (1975) , Veneziano and Langousis (2005a) , and the review in Langousis (2005) . For subtropical regions where rainfall is mainly dominated by stratiform formations, an average value of L max is on the order of 50-100 km or more.
For spatial rainfall fields, a commonly used assumption to model the alternation of wet and dry regions is the use of a beta-lognormal distribution model for Y r (Schertzer and Lovejoy, 1987; Over and Gupta, 1996; Schmitt et al., 1998; Langousis and Veneziano, 2007; . In this case, Y r has a concentrated mass at zero P [Y r = 0] = 1 − r −C β and ln [Y r |Y r > 0] follows a normal distribution with mean µ = -C ln ln r and variance σ 2 = 2 C ln ln r. The parameter C β controls the alternation of wet and dry intervals inside A max , whereas C ln is responsible for the intensity fluctuations inside rainy regions; see e.g. .
Several empirical studies (Over and Gupta, 1996; Kundu and Bell, 2003; Deidda et al., 2004 Deidda et al., , 2006 Gebremichael et al., 2006) have shown that spatial rainfall scales in an approximately multifractal way for areas A from 4-4000 km 2 , with values of C β that vary from 0.2-0.3 for areas 4 km 2 ≤ A ≤ 256 km 2 (Kundu and Bell, 2003) and from 0.3-0.6 for 256 km 2 ≤ A ≤ 4096 km 2 (Over and Gupta, 1996; Deidda et al., 2004 Deidda et al., , 2006 Gebremichael et al., 2006) ; see also the review in Veneziano and Langousis (2010) . Based on the multifractal model in Eq. (10), one obtains
and Eq. (9) simplifies to
Given the aforementioned C β ranges, for small catchments (i.e. 4 km 2 ≤ A ≤ 256 km 2 , as is the case for the Glafkos basin) the value of C β can be set to a constant ≈ 0.25. For medium-and large-sized catchments (i.e. 256 km 2 ≤ A ≤ 4096 km 2 ) the value of C β can be taken to increase log-log linearly with A from 0.3-0.6. In what follows, we propose a theoretical approach to obtain estimates of the resolution r in Eq. (12).
Linking the resolution r in Eq. (12) to the shape and size of the catchment and the characteristics of storms
Define θ to be the direction of motion of rainfall-generating features (see Fig. 10 ), and denote by L c the characteristic linear dimension of the catchment. For regularly shaped catchments L c ∝ √ A, whereas for highly elongated catchments L c can be taken proportional to their largest linear dimension (Veneziano and Langousis, 2005a) . As rainfall features propagate in space and evolve in time, a rain gauge located at point samples rainfall along line ε (see Fig. 10 ). Note, however, that only line segment B = x(θ) falls inside the basin. Consequently, for a storm moving along line ε, the characteristic linear sampling dimension of the rain gauge is
where
T is the vector of meteorological variables that characterize the storm, and v ad and d L are the advection velocity and lifetime of rainfall-generating features. Indicative ranges of values for v ad and d L for different types of rainfall-generating features are given in Table 8 ; see Austin and House (1972) , Orlanski (1975) , Martin and Schreiner (1981) , Kawamura et al. (1996) , Deidda (2000) , Veneziano and Langousis (2005a) , and the review in Langousis (2005) . Equation (13) directly accounts for the effects of (a) the location of the rain gauge inside the basin and (b) the lifetime d L and advection velocity v ad of rainfall-generating features on the characteristic sampling length L. In the case when the joint distribution f z (z) of the vector z = [θ, v ad , d L ] T of meteorological variables is known or can be calculated from data, the expected linear sampling dimension of rain gauge is obtained as
Examples of the calculation of similar expectations can be found in , for the special case of tropical cyclones. In the case when no meteorological data are available, one can assume a uniform distribution for θ in the interval [0, 2 π], estimate d L from rainfall data as the average duration of wet periods, and use d L to obtain a value for v ad from Table 8 . Under these assumptions, Eq. (14) reduces to
is given by Eq. (13). The resolution r in Eq. (12) is calculated as r = (A/A 0 ) = (L c /L) 2 , where L can be obtained from Eqs. (14) or (15). In Appendix A, we derive an analytical expression for Eq. (15) for regularly shaped catchments approximated as discs with diameter equal to their characteristic linear dimension L c . Table 9 shows estimates of d L , L and r for locations A, B and C (see Fig. 2 ), using the suggested approximation. In our calculations the Glafkos catchment has linear dimension L c = 2 √ A/π = 9.14 km, points A (HP) and B (dam) are taken to be located approximately at the basin divide (i.e. the circumference of the disc; see Eq. A.3 in Appendix A), and point C (Moira) at the centroid of the basin (i.e. the center of the disc). The resolution r in Table 9 is used in Eq. (12) with C β = 0.25 (see discussion under Eq. 12) to calculate the number of additional wet days, needed in each month of the corrected time series (obtained in Sect. 3), to match the expected fraction of wet intervals in spatial rainfall averages. Additional wet days are prescribed starting from the largest value of the ratio ω in each month of the record and moving to smaller values till either the number of additional wet days is reached or ω ≤ 0.
Multiplicative correction for the annual rainfall depth
In Sect. 3 we developed a methodology to identify and resolve incompatibilities between daily rainfall measurements I (t) at a point and river discharges Q(t) at the outlet of the catchment, and in Sect. 4 we used concepts from multifractal theory to relate the fraction of wet intervals in point rainfall to that in spatial rainfall averages. In this way we corrected the record of point rainfall measurements I (t) for incompatibilities with river discharges at the outlet of the basin and, also, adjusted the resulting rainfall time series to exhibit the fraction of dry days outlined by multifractal theory for spatial rainfall averages, I (t), over the catchment. This was done without altering the distribution of daily rainfall inten-
, where I adj (t) denotes the adjusted rainfall time series and md = denotes equality of the marginal distributions).
Maintaining the same marginal distribution for point rainfall measurements and spatial rainfall averages on wet days would correspond to a spatially homogeneous rainfall intensity field. However, orographic effects might cause the distribution of spatial rainfall averages to deviate somewhat from that of point rainfall measurements. Several studies (see Pathinara and Herath, 2002; Badas et al., 2005; and Deidda et al., 2006) have shown that orography does not affect the statistical structure of rainfall time series (i.e. alternation of wet and dry intervals, fraction of dry days, etc.) and, hence, rainfall at different elevations can be modeled by multiplying a spatially homogeneous rainfall intensity field by a smooth increasing function of the elevation; see Badas et al. (2005) and the review in Veneziano and Langousis (2010) . This is equivalent to multiplying the adjusted rainfall intensity series, I adj (t), by a constant multiplicative correction factor h. In this case,
whereÎ is the suggested estimate for spatial rainfall and d ≈ denotes approximate equality in distributions. In what follows, we propose a semi-theoretical approach to estimate h in the absence of rainfall measurements at multiple locations inside the catchment.
Define V l to be the annual rainfall volume reaching the catchment in year l = 1, 2, ..., and denote by RO l the annual river discharge volume at the outlet of the basin in the same year. In the absence of groundwater inflows from adjacent catchments (see Introduction), the water budget equation is written, at an annual time scale, as
where A is the area of the basin, ET act,l is the actual annual evapotranspiration height in year l for a flat catchment (see Eq. 18 below), w is a correction factor that accounts for the effects of the mean slope J of the catchment and its orientation ϕ on ET act (see below), and S l is the change in the subsurface storage in year l. Figure 11 shows how the correction factor w varies with ϕ and J . For the catchment of the Glafkos river, which exhibits a significant mean slope of about 30 % (see Table 2 ) facing northwest, w ≈ 0.8.
Estimates of ET act can be obtained using semi-empirical relationships, as functions of the annual precipitation depth P and the mean annual temperature T or the potential evapotranspiration ET pot ; see e.g. Shaw (1983) . The latter is a function of T . To check consistency of different actual evapotranspiration models (e.g. Pike and Turc), we calculated ET act using precipitation measurements from stations A, B and C and the temperature time series available for the catchment (see Sect. 2.3 and Table 7 ). We found that, for all years on record, the relative differences between different evapotranspiration models are below 5 % and, hence, selection of a specific evapotranspiration model does not affect results. In what follows, we use the Turc model to estimate ET act ,
since it does not require separate calculation of the potential evapotranspiration.
Summing Eq. (17) over the recorded years l = 1, 2, ..., n, one obtains
Assuming that the catchment does not exhibit over-year depletion of the available water resources, the annual changes in the subsurface storage should balance out over the years.
In this case 
Using Eq. (20), an estimate of the multiplicative correction factor h can be obtained as
where P adj,l is the annual rainfall depth in year l = 1, ..., n calculated using the adjusted point rainfall series I adj , and ET act,l is calculated from Eq. (18) using P adj,l . Table 9 shows estimates of the multiplicative correction factor h using rainfall data from stations A, B and C. One sees that the correction factors for locations A (h = 1.16) and B (h = 1.08) are larger than 1, whereas for location C (h = 0.86) it is below 1. This means that stations A and B underestimate annual rainfall volumes (as noted in the Introduction and shown in Table 1), whereas station C overestimates them. The observed differences between the annual rainfall volumes measured at locations A, B and C are highly associated with the intense topography of the catchment, with more than 1500 m altitude change in less than 10 km. This is further justified by the fact that the inter-annual multiplicative correction factor h decreases with increasing elevation (see Table 9 ), as larger altitudes are associated with higher annual precipitation volumes; see e.g. Gilman (1964) , Smith (1993) and Badas et al. (2005) .
Model application and validation
To illustrate the use of the statistical framework presented in Sects. 3-5, Fig. 12 shows a realization of the estimated spatial rainfall series,Î (see Eq. 16), obtained using point rainfall measurements from station A (hydroelectric plant, HP) for the period 1 October 1990-30 September 1992 (same period as in Fig. 1 ), as well as daily discharges per unit area of the basin (solid lines) at the catchment outlet (point A in Fig. 2 ). Dots correspond to measured rainfall depths, empty circles to synthetic rainfall intensities assigned to dry days incompatible with observed discharges at the 95 % confidence level (see Sect. 3.1 and empty circles in Fig. 3 ), triangles to synthetic rainfall intensities that substitute the outlier values (empty circles) in Fig. 6 (see Sect. 3.2) , and diamonds to synthetic rainfall intensities assigned to additional wet days so that the resulting series match the fraction of wet intervals in spatial rainfall averages predicted by multifractal theory (see Sect. 4). Synthetic rainfall intensities are simulated randomly using a lognormal distribution model with parameters obtained from Eq. (5) and Fig. 9a . In addition, all rainfall values have been multiplied by a correction factor h = 1.16 (see Sect. 5 and Table 9 ) to account for the effects of spatial heterogeneity of rainfall on the annual water budgets. Direct comparison of Figs. 1 and 12 shows good correspondence between observed changes of the river discharge and synthetic rainfall occurrence, with synthetic rainfall events located inside wet periods of the year. Hence, artificial interruptions of prolonged dry periods are avoided. This is an important attribute of the suggested approach, since it respects the seasonal character (see e.g. Langousis and Koutsoyiannis, 2006) and the clustered nature of rainfall; see LeCam (1961) , Waymire and Gupta (1981a,b,c) and the review in Koutsoyannis and Langousis (2011) .
To be suitable for calibration of hydrological models and engineering applications, the proposed framework for spatial rainfall estimation should reproduce the statistics of spatial rainfall averages independent of the location of the rain gauge. Figures 13-15 show the monthly means, standard deviations, and fraction of dry days, of the measured (I (t); dotted lines) and estimated (Î (t); dashed-dotted lines) rainfall time series, for daily rainfall intensities measured at points A (HP), B (dam) and C (Moira), and compare them to those of spatial rainfall averages (I (t), solid lines; see Sect. 2.1). The statistics of spatial rainfall estimates have been calculated by ensemble averaging the results from 100 realizations ofÎ , obtained by applying the procedure described in Sects. 3-5 to point rainfall measurements from each location. Spatial rainfall averages (see Sect. 2.1) are used for validation purposes only, and do not enter the analysis at any step.
One sees that point rainfall measurements (dotted lines) from locations A (HP) and B (dam) exhibit lower monthly means and standard deviations relative to those of spatial rainfall averages (solid lines) (see Figs. 13 and 14) , whereas point rainfall measurements from location C (Moira) slightly overestimate them (see Fig. 15 ). In addition, the fraction of dry intervals in point rainfall measurements is, in all cases, higher than that observed in spatial rainfall averages (for a justification, see Sect. 1).
Contrary to point rainfall measurements, the estimated rainfall intensities (dashed-dotted lines) reproduce well the statistics of spatial rainfall averages at a monthly time scale, independent of the location of the rain gauge, and the magnitude of the observed deviations between point rainfall measurements and spatial rainfall averages (see Figs. 13-15) . The same is true, also, at an annual level.
To illustrate this, Fig. 16 shows annual rainfall totals, yearly standard deviations, and the fraction of dry days in different years, for the same rainfall series used in Fig. 13 . One sees that, contrary to point rainfall measurements where the annual rainfall totals and yearly standard deviations are significantly underestimated (note that for some years on record the observed annual runoff -gray line -is higher than the corresponding rainfall volume -dotted-line; see also Introduction and Table 1), the estimated rainfall intensities match the statistics of spatial rainfall averages for all years on record. Similarly good results have been obtained, also, when using point rainfall measurements from locations B (dam) and C (Moira) (not shown here).
As noted above, the statistical framework alters the fraction of dry days in the historical record. To check whether the cross-statistics between rainfall and runoff are affected significantly by this operation, we calculated for each month the cross-correlation between daily rainfall and runoff values conditional on wet conditions (i.e. corr[Q(t), I (t)|I (t) > 0]) and the lag-1 autocorrelation of river discharges conditional on either wet (i.e. corr[Q(t), Q(t − 1)|I (t) > 0]) or dry (i.e. corr[Q(t), Q(t − 1)|I (t) = 0]) conditions. The dotted lines in Fig. 17 correspond to the historical rainfall and runoff time series from the location of the hydroelectric plant (HP, point A in Fig. 2 ) and the solid lines to spatial rainfall averages, whereas the dashed lines have been obtained by ensemble averaging the results from 100 realizations ofÎ , obtained by applying the procedure described in Sects. 3-5 to point rainfall measurements. One sees that for all months the corresponding change imposed by the statistical correction is relatively small and within the range of statistical variability. Similarly good results have been obtained when using point rainfall measurements from locations B (dam) and C (Moira) (not shown here).
Discussion, comments and future developments
For many hydrological applications, one needs accurate estimates of spatially averaged rainfall intensities. In the case of catchments covered by a single rain gauge (a frequent case for many catchments in Greece and other countries in (I (t) ; dotted lines) and simulated (Î (t); dashed-dotted lines) rainfall time series, obtained using daily rainfall intensities from the location of the hydroelectric plant (HP, point A in Fig. 2) . The aforementioned quantities are compared with those of spatial rainfall averages over the catchment (I (t); solid lines). In (a), the annual discharge per unit area of the basin is shown in gray.
the Mediterranean region), one approximates spatial rainfall averages using point rainfall measurements. Since the marginal and joint statistics of the two processes are different (see Sect. 1), one faces important problems when calibrating hydrological models, calculating annual water budgets and, more importantly, when studying the impacts of climate change on river basin hydrology, the quality and availability of water resources in space and time, and the sustainability of the natural environment.
In this work, we developed a theoretical framework to obtain estimates of spatial rainfall averages over a catchment conditional on river discharges at the outlet of the basin and point rainfall measurements at a single location. This was done by developing a statistical tool that (a) identifies and corrects inconsistencies between daily rainfall occurrence and amount at the location of the rain gauge and the observed flow conditions at the outlet of the basin (Sect. 3); (b) uses concepts from multifractal theory to relate the fraction of wet Fig. 2 ), solid lines using the spatially averaged rainfall intensities, and dasheddotted lines have been calculated by ensemble averaging the results from 100 realizations of spatial rainfall estimates, using the procedure described in Sects. 3-5. intervals in point rainfall to that observed in spatial rainfall averages and, also, to account for the shape and size of the basin, the characteristics of rainfall-generating features (i.e. size, lifetime and advection velocity vector), and the location of the rain gauge relative to the centroid of the basin (Sect. 4); and (c) adjusts daily rainfall intensities to resolve water budget imbalances at an inter-annual level, caused by spatial heterogeneities of rainfall due to orographic influences.
In an application study, we used point rainfall records from different locations in the Glafkos river basin and found that the suggested statistical approach efficiently identifies and resolves rainfall-runoff incompatibilities at a daily level, while respecting the seasonal character and clustered nature of rainfall. Although the statistical correction applies at a daily time scale, the method demonstrates significant skill in reproducing the statistics of spatial rainfall averages at both monthly and annual time scales, independent of the location of the rain gauge inside the basin and the magnitude of the observed deviations between point rainfall measurements and spatial rainfall averages.
The developed scheme should serve as an important tool for the effective calibration of rainfall-runoff models in basins covered by a single rain gauge and, also, improve hydrologic impact assessment at a river basin level and under changing climatic conditions. That said, several important modifications/extensions of the suggested approach should be implemented and checked.
One concerns ephemeral streams. The Glafkos river is a perennial stream with significant (non-zero) base flow in all years on record; hence, the case of zero runoff did not explicitly enter the analysis. In the case of ephemeral streams, a way to account for intermittent discharges is to include an additional category for zero previous-day runoff [i.e. Q(t − 1) = 0] in the statistical analysis presented in Sects. 3.1 (see Figs. 3-5) and 3.2 (see .
Another extension concerns large basins with concentrations times t c on the order of a day or higher. In our analysis, we conditioned rainfall occurrence and amount on changes of the river discharge between two sequential days. While this is valid for small-and medium-sized catchments with concentration times of less than a day (i.e. the concentration time of the Glafkos catchment is approximately 3.5 h; see Table 2 ), when dealing with catchments with concentrations times on the order of a day or higher one should extend the methodology to account for the flow conditions on several previous days. Alternatively, one can apply the same methodology to the rainfall and runoff time series aggregated over a timewindow that exceeds the concentration time of the basin.
Other extensions/modifications of the suggested framework include heuristic approaches for outlier identification (see Sects. 3.1 and 3.2) conditional on atmospheric variables (e.g. mean sea level pressure (MSLP), surface temperature, relative humidity, convective available potential energy (CAPE), cloud cover, etc.) and possible extensions for rainfall and runoff records with temporal resolution higher than daily. The aforementioned issues will form the subjects of future communications. where θ is the direction of storm motion and x = O ≤ L c /2 is the distance of the rain gauge from the centroid of the basin (i.e. the center of the disk) (see Fig. A1 ).
Using an indicative advection velocity on the order of 20-30 km h −1 (see Table 8 ), Eq. (A1) is valid for small-and medium-sized catchments in subtropical regions, where rainfall is dominated by formations with lifetimes, d L , on the order of several hours or more.
Assuming a uniform distribution for θ and combining Eqs. (A1) and (15), one obtains
Based on symmetry arguments for the integrated function, Eq. (A2) can be written as
where K c (y) = π/2 0 1 − y sin 2 θ dθ is the complete elliptic integral of the second kind. For a rain gauge located at the circumference of the disc (i.e. the basin divide; x = L c /2), Eq. (A3) gives L = 2 L c /π, whereas for a rain gauge located at the centroid of the basin (i.e. the center of the disk; x = 0) L = L c . 
