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In this work we study two different low-cost detector designs to measure cos-
mic radiation. This is motivated by the interest in cheap and easily available
detectors in the fields of education and citizen-science. First, we study a scin-
tillator detector called CosMO. We show that it is possible to successfully
measure the angular distribution of cosmic rays on ground level. Secondly,
we developed an amplification circuit for a proof of concept detector based
on PIN-diodes. This detector has a smaller active area than the CosMO-
detector, but its parts are a much less expensive and more readily available
on the market. We show that it is a sensitive radiation detector with low
dark-count rate and give an outlook on how to further improve on the current
design.
Zusammenfassung
Innerhalb dieser Bachelorarbeit untersuchen wir zwei kostengu¨nstige Detek-
tordesigns zur Messung kosmischer Strahlung. Dies wird motiviert durch
das Interesse an preiswerten und gut verfu¨gbaren Detektoren in dem Bil-
dungswesen und den Amateurwissenschafen. Als erstes untersuchen wir
einen Szintillatordetektor namens CosMO. Wir zeigen, dass es mo¨glich ist
die Winkelverteilung der kosmischen Strahlung auf Bodenho¨he zu charakter-
isieren. Als zweites entwickeln wir eine Versta¨rkerschaltung fu¨r einen Detek-
tor auf Basis von PIN-dioden. Der Detektor hat eine kleinere aktive Fla¨che,
als der CosMO-Detektor, er ist jedoch preiswerter und seine Komponenten
sind auf dem Markt besser verfu¨gbar. Wir zeigen, dass der Detektor einzelne
kosmische Strahlen mit einer geringen Dunkelza¨hlrate wahrnehmen kann.
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1 CosMO-detector
The Netzwerk Teilchenwelt [1] is an outreach project lead by the Technische
Universita¨t Dresden (TU Dresden). The goal is to engage students and
teachers in particle physics. For the wide-spread participation of schools
the reduction of cost for experiments is necessary. A cost effective design
was developed and built together with the Deutsches Elektronen-Synchrotron
(DESY). The result of this combined effort is the ”Cosmic Muon Observer”
(CosMO), see [2].
1.1 Detector concept
Figure 1: CosMO-detector with two sets of
scintillator-boxes, two DAQ-cards and one
analysis-laptop. The two sets of scintilla-
tor boxes, three each, can be seen as the six
stacked metal boxes text to the laptop. On
top of the scintillator boxes are two DAQ-
cards. Only three of the six available scintil-
lator boxes were used in this work.
The CosMO-detector (seen in Fig.
1) is a basic device designed for the
study of cosmic radiation. As a
self contained system it is easy to
operate and able to run in differ-
ent environments. In fact, given a
power supply, the detector can run
without the need for any external
hard- or software. It is designed
using proven technology and hard-
ware. The CosMO-detector setup is
separated into four main hardware
components: the scintillator boxes,
the data acquisition (DAQ) card, the
analysis-laptop, and optionally a de-
vice for using the global positioning
system (GPS). A short outline of will
be given below. For a more in depth
description see the technical manual of the CosMO detector [3].
• Scintillator boxes
These boxes are the active particle detector. A stack of six of these can
be seen in the photograph shown in Fig. 1. A CosMO-detector setup
comes with three of these. Each box contains a 20x20 cm2 organic
scintillator slab, which emits light when an ionizing particle passes
through it. The light is detected by silicon photo-multipliers (SiPMs)
and converted into an electric pulse. This pulse is then amplified and
passed on to the DAQ-card for readout. While in total six scintillator
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boxes were available to us only three were used within this work. This
corresponds to using one of the two available detector sets.
• DAQ-card
The photograph in Fig. 1 also shows two of the DAQ-cards. At this
element the signals from all scintillator boxes come together. The
DAQ-card determines what is to be considered a potential particle de-
tection from the continuous signal coming from each scintillator box.
This is done by checking whether the incoming signal exceeds an ad-
justable threshold. Originally the DAQ-cards were developed within
the QuarkNet-project, see [4]. A more in depth description of the
DAQ-card follows in section 1.2.
• Analysis-Laptop
While the DAQ-card can read out the scintillators and GPS au-
tonomously, it does not offer a simple way of displaying and analyzing
the data. The CosMO-detector is equipped with a separate laptop for
this task. The laptop is connected to the DAQ-card by an universal
serial bus connector (USB) that provides a serial interface (serial-over-
USB). Settings and results can be exchanged between the DAQ-card
and the computer via this connection. The software providing the user
interface is developed by the Netzwerk Teilchenwelt. More details can
be found in the corresponding manual [5].
• GPS-device
The GPS-device itself is an optional component of the CosMO-detector.
Many types of measurements will work fine without it. If it is connected
to the DAQ-card, the card will synchronize triggered events to the
global UTC-time. This makes it possible to synchronize detectors over
a wider area and aggregate data. The resulting data can be used to
investigate e.g. extensive air-showers over an area spanning multiple
kilometers.
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Figure 2: DAQ-card of the CosMO detector with high-level description of the hardware.
The path of the incoming signals can be traced from left to right; coming from the input
connectors, through the amplifiers, then into the discriminators and finally into the Field
Programmable Gate Array (FPGA) and µC.
1.2 Data acquisition and analysis
For this study we used two ways of acquiring data from the CosMO-detector.
While the primary way of acquiring data from the scintillator boxes is to
use the DAQ-card, we also used electronic modules based on the Nuclear
Instrumentation Standard (NIM). The goal of the utilization of two data
acquisition systems was, on one side, to cross check if both systems work
as expected and on, the other side, to take advantage of the more flexible
NIM-system. Both methods will be described here.
DAQ-card
The DAQ-card offers an all in one solution for discriminating pulses, deter-
minating pulse lengths and applying a coincidence filter between multiple
channels. A high-level hardware description is shown in Fig. 2. When
attached to a computer it is possible to directly communicate with the mi-
crocontroller on the card through the USB connection. This communication
channel allows a user or program to update the software running on the
card, to configure different parameters of the card or to simply read out
data. Much of the communication protocol is documented in the QuarkNet
manual [4]. However the manual does not provide all information, so that
3
Scintillator boxes Used NIM-modules
Figure 3: Setup with the CosMO-scintillator-slabs directly connected to a NIM-crate.
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we had to monitor the communication between the analysis-laptop and the
DAQ-card to reverse engineer parts of the protocol.
It was possible to automate threshold scans and efficiency measurements for
each scintillator box using the direct serial communication to the DAQ-card.
NIM-system
For the NIM-standard a great variety of modules is available from different
vendors. While somewhat outdated, the NIM-Standard is still widely used
within many experiments. Our setup can be seen in Fig. 3. It utilizes three
different modules in the following order.
1. The first module from the left (see Fig. 3 is an eight channel discrimi-
nator (LRS Model 623 [6]), used for determining if a signal is above a
set threshold.
2. As the second module a triple 4-Fold coincidence unit is used (LeCroy
465 [7]). With this unit the output from multiple discriminator units
can be set in coincidence in order to determine if a particle has been
seen in multiple scintillators within a set time frame.
3. The final module is a quad scaler and preset counter/timer (C.A.E.N.
N145 [8]). The unit offers the functionality to be used as a counter for
the number of measured coincidences. Furthermore, this unit allows
time measurements with sub-microsecond precision.
The other NIM modules visible in the crate (Fig. 3) were not used.
1.3 Calibration and operational tests
We first wanted to calibrate and test the detector. Only by following these
steps could we guarantee that the following results are reliable. The primary
calibration that we did was to determine a threshold for the discriminators.
A method for the determination of the threshold is to scan over a large range
of thresholds for all input channels. In order to be able to switch between
the DAQ-card and the NIM-system the selected threshold needs to work with
both systems. In addition, the selected threshold should not reduce the final
event rate.
A sketch of the setup can be seen in Fig. 4. All three scintillator boxes of
the CosMO-detector were stacked directly on top of each other. A threefold
coincidence counter N1 was setup for all scintillators and a twofold coinci-
dence counter N2 was setup between the top and bottom scintillator, which






Figure 4: Two dimensional sketch of the setup as seen from the front. This setup was
used for both threshold and efficiency measurements. The count of the coincidence trigger
between all three scintillators is called N1, while the count of the coincidence trigger
between the top and bottom scintillator is called N2.


















Figure 5: Threshold scan for all scintillators, done with the DAQ-card and custom Python
code.
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Python [9] script, which automates this measurement. The script uses the
pyserial [10] library to directly interface with the DAQ-card and was writ-
ten with the Jupyter notebook environment [11]. Some parameters in the
script can be set by the user. These are the measurement time for each
threshold setting and the range of thresholds to scan. A second script then
analyses and plots the recorded data. The source code of both scripts can
be found on github [12].
The final result of this measurement can be seen in Fig. 5. Each mea-
surement point was recorded over a time frame of five minutes. For the count
rate of each of the channels two distinct parts of the curve are visible. At
very low thresholds the DAQ-card mostly triggers on noise, until the curve
levels out when the signal starts to dominate the noise. This inflection point
is clearly visible for channels two and three at about 15 mV and for the first
channel it appears even earlier at about 5 mV. For the combined trigger of all
three channels (threefold trigger), it is expected that the curve would at first
be almost constant. Here all coincidences of the three scintillators are being
selected, until the thresholds on the individual channels become so high, that
signals are filtered out and the coincidence rate drops. This happens shortly
above 30 mV.
The discrepancy between the first to the second and third channel is likely
due to manufacturing tolerances of the SiPMs or different settings of the high
voltage supply for the SiPMs. A controlled study of the high voltage setting
could not be performed without risking damage to the scintillator boxes.
Thus they were left unchanged.
We chose 30 mV as the final threshold setting. This setting offers a
high noise rejection, while at the same time not reducing the signal on the
coincidence trigger. In addition, it can equally be used with the DAQ-card
and the NIM-system.
After finding an appropriate threshold for the detector we decided to test
whether all scintillator boxes are working with sufficient efficiency ε. Only
by knowing how efficiently each scintillator detects particles we can make
sure that the detector works correctly and later on adjust for it. Since real
scintillators are not perfect systems a certain percentage of passing particles
is not detected. In nearly all scintillating materials defects can be found,
so that some parts are less sensitive to ionizing radiation that others. In
addition losses can occur due to high threshold settings which exclude some
real events. In order to test this, the three scintillator boxes were again
stacked as shown in Fig. 4. Here we used the NIM-system as the readout
system, since it offers higher flexibility for the set up as compared to the
DAQ-card. With the NIM-system, one counter N1 was set to increment
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when a coincidence was seen on all three scintillators and a second counter
N2 incremented when when a coincidence was seen on the upper and lower






















Where ∆±ε is the asymmetric uncertainty, as calculated by the Wilson score
interval [13]. The interval was fixed to have a 68.3 % coverage, by setting
z = 1. It was calculated numerically, by pyik [14]. The results can be seen
in Fig. 6 and are written down in Tab. 1. All scintillator boxes perform with
an efficiency around 99 % for passing ionizing particles.




Table 1: Efficiency of the three used scintillator boxes














With G the number of used scintillator boxes, ∆εi the bigger of the two
uncertainties calculated by the Wilson score method and εi the efficiency of
an individual scintillator box. Later on we used εtot to correct the count rate
of the CosMO-detector. While the approximate uncertainty ∆εtot is likely
larger than the actual uncertainty, it is no dominant factor in the following
results and did not influence the results presented in equation 14 and 15.
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Detector acceptance and error
Figure 6: Efficency of the sintillator boxes.
1.4 Operational challenges
During the experiments with the CosMO-detector multiple issues were found
that were not immediately obvious from the available documentation. All of
them were accounted for and can be avoided. In order to provide a guide
towards successful operation in future experiments, a short summary is given
below.
• Signals going into the DAQ-card are at first amplified by a factor of 10,
as visible in Fig. 2. This means that all signal processing is done with
an already amplified signal. This affected the threshold settings. For
example, setting a threshold of 50 mV on the DAQ-card results in a
threshold of 5 mV relative to the original signal, which means that the
set threshold needs to be divided by 10 to reflect the actual threshold
setting.
• The thresholds set by the DAQ-card have significant tolerances. Their
offsets can be determined by measuring the actual threshold voltage
at testpoints on the DAQ-card with a multimeter. In the case of the
DAQ-card used in this work the offsets were as large as 1.7 mV, on
a scale from 1 to 60 mV. This results in a significant offset for small
thresholds that must be accounted for.
9















Figure 7: Threshold scan for all scintillators, done with the DAQ-card and custom Python
code. Note how the automatic reset of the DAQ-card periodically influences the counts.
• The DAQ-card manual does not name a maximum threshold setting of
the DAQ-card. And it is not obvious if the DAQ-card will be damaged
by setting the threshold too high. While working with the card we
found that values up to 600 (e.g. 60 mV relative to the original signal)
are well within the design parameters of the DAQ-card and can be used
without problems.
• In Fig. 7 one of the first threshold scans is shown. There a secondary
pattern of regular dips was superimposed onto the data. It was later
found out that this pattern is due to an automatic reset routine within
the DAQ-card, which is enabled by default. For later measurements
(such as Fig. 5) this automatic reset was disabled before each mea-
surement. This can be done by disabling the ”send status” feature of
the DAQ-card, as shown in the DAQ-card manual in Fig. 20 [4, p.18].
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1.5 Measurements of the angular distribution of cos-
mic radiation
Cosmic radiation as seen at the surface of the earth mostly consists of elec-
trons, muons and gamma rays. The penetration depth of muons is high and
any particle detector not build far underground will see these particles. Even
if the particle detector is not designed to observe cosmic radiation, it is very
likely that cosmic radiation will still turn up as a background source, which
needs to be accounted for. To test the CosMO-detector on a signal that
is well understood we decided to test the capabilities of this device for the
characterization of this background. Using the CosMO-detector it should
be possible to characterize the total flux of cosmic radiation as well as its
angular distribution. It is however not possible to determine the energy of
the arriving particles.
In order to measure the angular distribution of cosmic radiation two meth-
ods were considered, the differential and the integral method. The setup for
both methods is sketched in Fig. 8. The differential method sets up two scin-
tillators of the CosMO-detector far apart from each other. The whole setup
then needs to be rotated and for each angle the coincidence rate between
the two scintillators is recorded. The advantage of the differential method is,
that it directly yields the angular distribution of cosmic muons. This however
comes at a cost. In order to make precise measurement the two scintillators
need to be very far apart. This in turn means that the measurement time
to accumulate sufficient statistics becomes very long. Moreover it is difficult
to accurately align the two scintillators for a given angle without significant
construction overhead.
We therefore decided to use an integral method. The distribution is
known to be symmetric around the vertical axis. Thus it is sufficient to
measure the coincidence rate of two scintillators at different vertical dis-
tances. This method has the additional advantage that it is very simple to
precisely set up while using little to no customized equipment. The integral
method also requires less measurement time, since the observed solid angle is
much larger. The main drawback of the integral method is that the angular
distribution of cosmic radiation must be inferred from a simulation of the ac-
ceptance of the setup for an assumed distribution of the cosmic muons. This
model dependent approach is required because the method itself does not




Figure 8: Sketch of the setup for the differential and the integrated measurement method.
For the differential method d would have needed to be fixed and large, while changing θ
from one measurement to the next. For the integrated method θ would have been fixed






Figure 9: Setup for measuring the acceptance of the CosMO-detector at different scintil-




As data acquisition system we used the NIM-system described in section
1.2, because the NIM-system allows for more flexibility compared to the
DAQ-card. The coincidence rate of three scintillators was measured over
a fixed time frame of 20 minutes for each setting. For this measurement
we used the scintillator boxes for which we had determined the efficiency
beforehand. In Fig. 9 this are the top scintillator box and the two at the
bottom. Between measurements, we moved the upper most scintillator to
a fixed distance in relation to the lower scintillators. Figure 9 displays a
photograph of the setup. The distance between the scintillators was set by
off-the-shelf packaging boxes used as spacers. The alignment between the
scintillators was ensured by placing them to a fixed reference, supplied by
the plastic box behind the setup.
The distance between the scintillators was measured with a folding ruler.
To account for systematic errors, such as temperature change in the labo-
ratory or the time of the day, we conducted the measurement twice on two
different days. The first measurement was done with increasing scintillator
distances, while the second was done with decreasing scintillator distances.
1.5.2 Acquired data
The results of these measurements can be seen in Fig. 10. The count rate
was corrected for the detector efficiency εtot. The uncertainty of the count
rate σr was estimated assuming Poisson statistics. While σr is as well influ-
enced by the uncertainty of εtot the influence of ∆εtot is small and does not
influence the final result. Systematic errors for the count rate may occur due
to misalignment of the scintillators with respect to each other or inhomoge-
neous acceptance. Variations in acceptance were discarded as likely having a
negligible influence, since all scintillators operated with a very high efficiency
in earlier tests. Similarly we assumed that the misalignment of the scintil-
lators is likely very small and thus negligible, compared to the statistical
uncertainty of the measurement.
For the measured distances a systematic uncertainty σd was applied. We
estimated this to be 2 mm per measurement, as the ruler can only be read
with up to 1 mm precision and additionally bending or misalignment of the
ruler leads to further uncertainties. While most distance uncertainties have
the same size, there are three points, which have notable bigger uncertainties.
These bigger uncertainties come from adding up the size of different spacers.
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Measured rate with distance - Detector geometry: (0.2, 0.2) [m,m]
Detector time per point: 20.0 [min]
Measurement on the: 2017-11-23
Measurement on the: 2017-11-27
Figure 10: Count rate of the CosMO-detector at different distances of the scintillator
slabs. Each measurement was done over a time frame of 20 minutes. For the rate the
Poisson uncertainty was assigned as statistical uncertainty. For the distance a systematic
uncertainty was assigned that reflects the estimated uncertainty of the measurement with
the folding ruler.




Here K is the number of measurements added up. The systematic uncer-
tainties were added linearly because we assumed them to be fully correlated.
The resulting plot (Fig. 10) shows monotonously decreasing count rates with
increased distance. This decrease is expected, since the setup will detect less
particles with greater distance d, as the observed solid angle decreases.
1.5.3 Tested models
We tested and fitted two different models with the previously obtained data.
A polar coordinate system is used for all following calculations concerning
the detector. The zenith angle is indicated by θ, while the azimuthal angle
is indicated by ϕ.
15

















Comparison of different angular distributions




Figure 11: Different parametrizations of the angular probability density function of cosmic
radiation, that were used within this work.
Power law in cos(θ)
Often cos2(θ) is used as an approximate model for the distribution of cosmic
radiation, such as in the manual of the experiment concerning scintillators at
the Fortgeschritten Praktikum of the University Heidelberg [15, p.31]. The
distribution as a function of the zenith θ angle can be seen in Fig. 11. Since
this model is mostly determined by its exponent we decided to test the model
by formulating it as follows:
d3Φ = I0 · cosn(θ) (4)
With: Φ: the flux for a given zenith angle θ; n: the power of the cosine-
function and I0: the observed total flux. The flux is defined as the particle
rate through a two dimensional area oriented parallel to the surface of the











Where dN is the differential count rate; dA the differential area; dΩ the dif-
ferential solid angle; A the area of one scintillator slab, i.e. 400 cm2 for the
CosMO-detector and the rate is the number of detected particles per second
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when the detector is modeled as a two dimensional plane. In the following
sections the power law in cos(θ) will be called cosn-model for simplicity.
Biallass & Hebbeker
In addition to the simple cosn-model, we also investigated a more complex
parametrization published by Philipp Biallass and Thomas Hebbeker [16].
While describing the angular distribution with respect to any given zenith
angle, this model also characterizes the distribution as a function of particle
energy, covering the range from 3 GeV and 3 TeV.
The CosMO-detector can not measure the energy of passing particles,
but we can compare the angular distribution of the model. For this we
integrated the given model over its energy range and tested it with respect
to its angular parametrization. The numerical integration was performed
using Mathematica 10.2 [17]. The source code of the integration procedure
can be found in the github repository [12], giving:
d3Φ = I0 ·
(
H1 +H2 · cos(θ) +H3 · cos2(θ)
)
(6)
Where: Φ is the estimated flux for a given zenith angle θ; I0: the observed






Note that the parametrization factors H1 through H3 are given up to the
fifth significant digit, as was done for most parameters in the original paper
[16].
1.5.4 Simulations of detector response
To connect our measurements with a flux model, we needed to calculate the
detector response to an incoming flux. For this three methods were available
to us.
• Analytical calculation
Our first choice would have been to represent the detector response as a
mathematical model, which is analytically solvable. The advantage of
this approach would have been that the calculation would have likely
been very fast. Additionally the result from this model would have
been a continuous function and likely differentiable at all points of in-
terest. This in-turn would have made the parametrization of the tested
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models very precise. However the approach was not feasible, because
the resulting mathematical system was not analytically solvable with
any method known to us.
• Numerical calculation
The next best approach was to numerically calculate the detector re-
sponse. This means that the mathematical model of the detector re-
sponse is now solved by numerically approximating the result. The
advantage of this approach is, that it is still relatively fast, while pro-
ducing a function which is continuous.
• Monte Carlo calculation
The idea behind a Monte Carlo (MC) simulation is that naturally oc-
curring stochastic processes can be simulated as such with random
number generators. The advantages of this method are that it is rel-
atively easy to implement and yields results which can be handled in
the same way as the measurements. The disadvantage is, however, that
a MC simulation is inherently random, which implies that the result
is not continuous and not differentiable without significant overhead,
such as forced rounding.
Finally we chose to calculate the detector response numerically and by a
Monte Carlo simulation. The main parametrization results were obtained
using the numerical calculation, while the Monte Carlo simulation was used
as a cross check for the results. The results of the Monte Carlo simulation
can be found in the appendix in section A.
Numerical calculation
In order to calculate the event rate of the CosMO-detector the program would
first define a function to calculate the overlapping scintillator area depending
on how far the scintillators are apart and under which angle they are viewed:
Aoverlap(d, θ, ϕ) (8)
Where Aoverlap is the overlapping area, depending on the distance d of
two scintillators, the zenith angle θ and the azimuthal angle ϕ. To cal-
culate this area vector algebra is needed. The exact implementation of
Aoverlap can be found in the github repository [12], with the function name
calculate overlapping detector area. The resulting area was then inte-















Aint(d, θi) · Φ(θi) · sin(θi) ·∆θ (10)
Here R(d,Φ) is the resulting rate for a given model and distance; Φ the
chosen angular distribution; θ the zenith angle, sampled equally spaced from
0 to pi/2 with a sample size L ≥ 2 and spacing ∆θ = θ2 − θ1.
For the integration of equation 9 the QUADPACK [18] function provided by
scipy [19] was used. All other calculations were either performed directly
within Python or with numpy [20].
For each of the models we wanted to know how well it describes the recorded
data. To obtain the optimal parametrization we performed an iterated least
















With: M : the number of measurement points; m: The number of degrees
of freedom, i.e. the number of measurement points minus the number of
parameters for the model; Oi: the observed count rate at a given scintillator
distance; Ri: the estimated count rate at the same scintillator distance; x:
the vector of parameters for a given model (n and I0) and σ
2
i (xˆ): the variance
of a given estimated point, dependent on the minimized parameters xˆ of the
previous iteration.










Where: σ2i,r and σ
2
i,d are the uncertainties of a measurement point i concern-



























Figure 12: Optimization of the numerical calculation precision. Here the cosn-model was
parametrized for a changing number of sampled azimuthal angles L. The χ2red resulting
from the parametrization is then plotted against L.
derivative of the tested model in d with the parameters of the previous iter-
ation. For the first iteration xˆ should be set to sensible starting values. In
this case we were very sure, that the final parameters were between 0 and
30, thus we initialized xˆ to unity.
For all fits done with this approach the model parameters x converged
within five iterations. As a numerical minimizer iminuit [21] was used.
Iminuit provides a Python interface to the MINUIT algorithm [22]. The
partial derivative of Ri(xˆ) was calculated using scipy [19].
For a good fit 〈χ2red〉 = 1 is expected. A model resulting in a higher
χ2red does not accurately describe the data. On the other side, a model with
χ2red < 1 provides a description, which might be too accurate to be likely.
This means that either the model has too many parameters or the assumed
uncertainties of the data are too large.
The speed and precision of the parameter optimization is greatly domi-
nated by how many samples L of the zenith angle θ are being calculated. In
Fig. 12 the change of χ2red for the the cos
n-model depending on L is shown.
One can see how χ2red converges towards a fixed value and then reaches a
plateau above about 200 calculation steps. Similar behavior can be observed

























Figure 13: Optimization of the numerical
calculation precision. Here the cosn-model
was parametrized for a changing number of
sampled azimuthal angles L. The n result-



























Figure 14: Optimization of the numerical
calculation precision. Here the cosn-model
was parametrized for a changing number
of sampled azimuthal angles L. The Flux
resulting from the parametrization is then
plotted against L.
deducted that the calculation gains in precision, up to a certain number of
calculated samples. To ensure good precision, we configured the calculation
to run with L = 500 for the final results.
In Fig. 15 the final parametrization for both models is shown. Qualitatively
both models provide a good fit to the data. Quantitatively the optimal
parameters for the cosn-model are:
n = 2.13± 0.14





χ2 = 9.38 for m = 15.
(14)
While they are the following for the Biallass and Hebbeker model:





χ2 = 12.42 for m = 16.
(15)
With respect to χ2red both fits are very good representations of the data.
Furthermore, the parametrization of the cosn-model shows that n = 2 is
within uncertainties consistent with the result of the fit. Since χ2red of both
models is notably below unity we wanted to determine whether this deviation
is significant. For sufficiently many degrees of freedom the distribution of χ2
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BH and cos^n comparison
Number of steps in the numerical area calculation 500
Numerical calculation: cosn
n = 2.129 ± 0.139; Flux = 5.42 ± 0.08
2
red=0.625
Numerical calculation: Biallass & Hebbeker
Flux = 5.26 ± 0.04; 2red=0.776
Measurement
Figure 15: Comparison of the final parametrization of the cosn-model and the Biallass
and Hebbeker model. Here the parametrizations are plotted over the recorded data.





Where m is the number of degrees of freedom; 〈χ2〉 the mean of the χ2
distribution and σχ2 its standard deviation.
Computing these values for the results of both models yields, that none
of the χ2red deviates significantly from its estimated value, i.e. none of them
deviates from the mean by more than three standard deviations.
In order to better understand the results of the calculation we observed
how the different model parameters changed the result. It was clear to us that
the I0 parameter of both models simply represents a constant multiplication
factor to the curves in Fig. 15. However the behavior of the result of the
cosn-model with respect to n was not obvious. Fig. 16 shows this behavior.
Here the parameter n is fixed to the values 1, 2 and 3 and only I0 is fitted.
It can be seen that n strongly influences the change in rate and indirectly
influences the result of I0. In addition, Fig. 16 shows, that for n = 2 the
resulting χ2red is well below 1. This additionally supports our finding that,
n = 2 can be used as a good approximation.
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Cos^n with different n
Number of steps in the numerical area calculation 500
Numerical calculation: cos^1.0
Flux = 6.49 ± 0.05; 2red=6.195
Numerical calculation: cos^2.0
Flux = 5.52 ± 0.05; 2red=0.652
Numerical calculation: cos^3.0
Flux = 4.91 ± 0.04; 2red=2.673
Measurement
Figure 16: Comparison of different values of n for the cosn-model . Here the best
parametrization for n = 1, n = 2, and n = 3 are plotted over the recorded data.
1.6 Summary of Results
Within this section it has been shown that it is possible to provide very
precise measurements of the flux and angular distribution of cosmic radia-
tion, using a very simple setup. Furthermore two models for describing the
angular distribution were tested with the setup. Most importantly the com-
monly used approximation of modelling the angular distribution by means
of cos2, has been validated, by showing that n = 2 is compatible with the
measurement; see equation 14.
Finally all three, the cosn-, the cos2-, and the ”Biallass & Hebbeker”-





Organic scintillators, such as those used in the CosMO-detector, have been
employed for a very long time. Their characteristics are thus well understood.
However using scintillators as particle detectors comes with disadvantages as
well. Scintillators and their readout electronics such as photo multipliers are
components that are not produced in large volumes. Taking Hamamatsu as
a reference for photo multiplier electronics, photo multiplier tubes (PMTs)
often cost in the range of hundreds of euros [23] and the newer and cheaper
silicon photo multipliers (SiPMs) are within the range of thirty euros per
piece [24]. Additionally, some scintillator materials are subject to special ex-
port regulations [25], which makes it difficult for schools and citizen scientists
to buy such detectors.
To reduce cost and increase the availability of parts, we considered to
develop an alternative setup using off-the-shelf components. One approach
used by hobbyists [26] and professionals [27, p.29], [28, p.41] alike, is to use
PIN-diodes as particle detectors. PIN-diodes are PN-diodes with an added
intrinsic layer in-between, which is not doped or only lightly doped. This
intrinsic layer is then used to detect passing ionizing particles. Compared to
scintillators and photo multipliers, PIN-diodes are mass produced in large
quantities, not export regulated, and the needed signal amplifier can be built
with off-the shelf components. However, using PIN-diodes is not without
disadvantages either. The active area of PIN-diode is very small. While the
CosMO-detector has an active area of a few hundred square-centimeters, a
single PIN-diode has the area of a few square-millimeters. Furthermore, se-
tups such as the Opengeiger-circuit [26] are known to be sensitive to electrical
noise and must thus be well shielded. In this work we want to explore a way
towards a working PIN-diode detector and to characterize its performance.
The concrete goals set for this work are as follows. First we want to
design a circuit with a charge sensitive amplifier, that gives a measurable
output from the energy deposit of cosmic ray particles passing through a
PIN-diode. This circuit can be based on any from a number of the already
existing examples [27] [26] [29]. Secondly, we want to optimize this circuit,
with respect to signal strength, while trying to work as much as possible with
cost effective components.
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Figure 17: Hardware overview of the µTelescope. Important components are marked in
red.
2.2 Prior work and lessons learned from the uTele-
scope of the CosmicPi project
As mentioned before, work in this direction has already been made, and
we were in the lucky position to be in contact with people with experience
on such circuits. One of them is Olliver Keller, who has before worked
with the Opengeiger circuit [26], the other is James Devine, who has worked
on the CosmicPi project [30] for many years. The goal of the CosmicPi
project is to build a low-cost detector for cosmic radiation. The detector
units will then be distributed around the world and used by schools and
citizen science enthusiast. As such the project is similar in scope to the
Netzwerk Teilchenwelt and the CosMO-detector.
However, the resources of the CosmicPi project are very limited and every
detector design thus far had the goal of a $300 price tag and a hard limit
of $500. Compared to the CosMO-detector this is about three to five times
cheaper. Of course this comes at the cost of features that the detector can
provide. As example the current version (1.5) of the CosmicPi only supports
two channels instead of four, can not determine the pulse width of a signal
and provides its user interface via a web page. Following the low-cost design
goal a prototype board for a PIN-diode detector had been developed within
the CosmicPi project [31]. The prototype board is called the µTelescope and
shown with a description of its components in Fig. 17. The development
took place during the summer of 2017 and was performed by James Devine
and me. This development effort was made possible in the context of the
Geneva Tsinghua Initiative [32].
25
μTelescope Sr-90 source
Figure 18: Noise shielding box with µTelescope mounted inside. The Sr-90 source can be
seen mounted on the lid of the box.
Within the work of this thesis, the µTelescope has been tested and de-
bugged. We noticed however, that the board does not work as expected and
have thus backtracked to develop a better amplification circuit. Since the
µTelescope only plays a minor role in the result of this work, our findings
will be quickly summarized here:
• All components on the board have been tested for placement and a
power up test has been completed. Some parts were wrongly assembled
due to faulty requirements in the bill of materials. A detailed list can
be found on the github page [12].
• The microcontroller on the board works as expected and can be pro-
grammed via the In Circuit Serial Programming (ICSP) interface.
• A good noise shielding is needed to be able to extract signals from the
circuit. We build a shielding box for our tests, which can be seen in Fig.
18. This box reduces the noise down to a level which is comparable to
the internal noise of the used oscilloscope.
• The analog circuit on the board works as expected and can be used
for one PIN-diode per amplification chain. However, the circuit is not
able to cope with the high capacitance of four PIN-diodes in parallel
as in the original design. This problem prevents the µTelescope from
detecting particles as designed.
The tests were aborted at this point, because the board could not detect
cosmic radiation in its current configuration. The following components thus
remain untested:
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• High voltage supply on the board
• 12-Bit ADC
• Parallel-to-serial converter
We then reoriented our work towards finding a better amplification circuit.
2.3 Experimentation setup
We used a LeCory HDO 6004 oscilloscope [33] as our main readout system.
Where power supply units (PSUs) were needed we used the TTi PL303QMD-
P Dual supply [34] for DC voltages up to 30V or the TTi PLH120-P [34] for
DC voltages up to 120V. As a function generator we used the TTi TG2511A
[35]. However the final design does not make use of these PSUs and instead
uses a 9V battery as its power supply, as the PSUs introduced low frequency
noise into the circuit. Wherever single electronics components were needed,
we worked together with the electronics lab to obtain these. While most
components were in storage, some needed to be ordered or alternatives were
found, with the advice of the electronics group. In our tests of the µTelescope
we made use of the surface-mounted device (SMD) equipment present in the
electronics lab. For building specific equipment, such as the shielding box (see
Fig. 18), we worked together with the mechanics workshop of the division.
To test the response to ionizing radiation we had access to a Sr-90 radi-
ation source. The source can be seen in Fig. 18 mounted on the back of the
lid of shielding box. The activity of this source was calculated to be about
250 Bq.
2.4 Design of the amplification circuit
The design of the final circuit is derived from the one on the µTelescope,
which is in turn based on the circuit from reference [29] shown in Fig. 19.
The PIN-diode is operated in reverse bias mode, such that it gets charged
with a set capacitance. When a particle passes through the diode, free charge
carriers are created in the material and the capacitance within the diode is
nearly instantly discharged by a small fraction. The diode then begins to
charge again. This recharging process is then measured at the gate of the
attached junction field effect transistor (JFET). The JFET pre-amplifies the
signal, and provides impedance decoupling between the operational amplifier
(op-amp) and the diode. This impedance decoupling is needed, as the at-
tached op-amp is a low-cost model with not sufficiently high input-resistance.
27
Figure 19: Circuit from reference [29].
The signal from the JFET is further enhanced by two non-inverting amplifi-
cation circuits using operational amplifiers.
For our first tests we assembled the circuit on a breadboard (Fig. 20).
In its original configuration the circuit immediately began to ring at a fixed
frequency. This problem was solved by reducing the amplification of the
whole circuit. We then changed the circuit to use two inverting amplifiers
instead of non-inverting ones. We did this because inverting circuits are
inherently more stable, and their quiescent point can be freely adjusted.
We ensured, that the op-amps would operate at a near optimal setting by
keeping the quiescent point at half the current supply voltage. Our final
circuit setup is shown for the PIN-diode and JFET in Fig. 21 and for the
operational amplifier in Fig. 22.
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Figure 20: One of the tested circuits on a breadboard.
Figure 21: Final PIN-Diode and JFET circuit.
29
Figure 22: Final circuit for the operational amplifier.
2.5 Circuit testing and optimization
After finding a working base circuit in Fig. 22, we optimized the amplification
characteristics of this circuit for signals due to cosmic ray particles passing
the PIN-diode. Specifically, we wanted to set the values of the capacitors C30
to C33 and the resistors R76 and R84 to R86. The PIN-diode and JFET
circuit (Fig. 21) was mostly left unchanged compared to the circuit from
reference [29]. In Fig. 23 pulses for an early circuit setup can be seen as
displayed on an oscilloscope in persistence mode. Signals from the first and
second amplifier stage are overlaid, leading to two opposing peaks. These
pulses were generated by exposing the PIN-diode to the radiation of the
Sr-90 source.
To better understand the amplification characteristics of our circuit we
needed a deterministic input signal. However the pulses vary greatly in height
with the Sr-90 source. This is because the passing ionizing particles deposit
a non deterministic amount of energy in the circuit. We thus built a circuit
which could simulate pulses as they would be generated by the PIN-diode.
To simulate a realistic pulse, we estimated the pulse height of a typical
energy deposit of an electron coming from the Sr-90 source. For this the
following assumptions were made. The PIN-diode has a capacitance of about
25 pF and we attached a resistor of 10 MΩ. The time constant of the re-
charging process of the diode follows as:
τ = 25 pF · 10 MΩ = 250µs. (17)
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Output of the first op-amp
Output of the second op-amp
Figure 23: Sample output of a tested op-amp circuit, when driven by the PIN-diode. The
configuration is the same as in Fig. 26. Multiple waveforms are overlaid in persistence
mode. Both first and second op-amp are shown (first: 5 mV/div; second: 200 mV/div).
Timebase: 500 µs/div.
We assume for the pulse height that the diode has a thickness of about 0.3
mm. From prior experiments at the lab work of the Fortgeschritten Prak-
tikum, we knew that in aluminum β-radiation from a Sr-90 source is deposited
with a factor of 324 keV ·mm−1. Since silicon is only slightly heavier than
aluminum we assumed that the deposited energy in silicon would be very
similar to that of aluminum. The deposited energy was then calculated as
E = 0.3 mm · 324 keV ·mm−1 = 97.2 keV, (18)
leading to a pulse height Umax of
Umax =








Here N is the number of electrons freed in the process; 8.151eV the ionization
energy of silicon and 1.602 · 10−19 C the charge of an electron. Using this
knowledge, we tested different configurations of generating a realistic pulse
with the function generator, that we had access to.
The final circuit we designed is shown in Fig. 24. A sample pulse from this
circuit is shown in Fig. 25. The sharp peak of the generated signal is visible,
followed by a decay of about 200 µs. This signal generation circuit works
by charging and discharging the capacitor C28. The NPN transistor Q11
controls this process. The driving voltage for Q11 is supplied by the function
generator, which is used to produce a short rectangular pulse (green curve in
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Figure 24: Circuit for the pulse generator that was used for testing the op-amp circuit.
Figure 25: Output from the pulse generator circuit, shown in Fig. 24. The yellow curve
is the output of the Q12 JFET (2 V/div), while the green curve is the input at the Q11
transistor gate (10 V/div). Timebase: 100 µs/div.
32
Figure 26: Sample output of a tested op-amp circuit, when driven by the pulse generator.
Pink: output of the first op-amp (5 mV/div). Blue: output of the second op-amp (100
mV/div). Green: Function generator (5 V/div). Timebase: 200 µs/div.
Fig. 24). The pulse length of the generated signal is mainly determined by
the time constant of C28 and R70, while the peak height can be configured
by the height of the signal at the gate of Q11 and by the resistors R72 to R47.
Tunable potentiometers were used for all resistors, except for R75. This gave
us great flexibility with the setup.
A sample waveform from the op-amp, driven by the signal generator, is
shown in Fig. 26. The same circuit for the op-amp was used as in Fig. 23.
One can visually see that both outputs match qualitatively. In addition to
building this function generator, we moved our testing platform from a circuit
on a breadboard to a fixed circuit on a grid-style PC board (Fig. 27). This
has two advantages. The circuit does not react as strongly to movement and
the parasitic capacitances between components are greatly reduced. With
this testing setup we started optimizing the values of the external circuitry.
To get a better understanding of the circuit, an analytical model of the
schematic shown in Fig. 22 was used [36]. This model works by calculating
the response of two ideal op-amps, which are connected in series, in the
frequency domain. The output of the simulation for the final circuit is shown
in Fig. 28 and 29. This simulation models the circuit with ideal op-amps.
While the approach does not perfectly model the physical circuit, it gives a
good qualitative description, with which one can test different circuit setups
in a flexible manner.
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Figure 27: Final circuit and pulsegenerator on the soldered board. The board is mounted
within the noise shielding box and a 9V battery is attached for power supply (VCC).



















Figure 28: Output from the analytical model for the final op-amp circuit. Blue: Input
signal ×10. Orange: Output of the first operational amplifier. Green: Output of the
second operational amplifier.
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Event at: 2018.03.19 14:11:13
Channel 3
Simulation: U2
Figure 29: Output from the analytical model overlaid with the output from the second
op-amp when driven by the PIN-diode. Red: Output from the physical circuit at a particle






Figure 30: Sketch of the setup to test the precision of the PIN-diode detector with an
Sr-90 source. The PIN-diode is not to drawn to scale and is a lot smaller in reality.
In Fig. 29 the simulation output is overlaid with the output from the
physical op-amp circuit, attached to the PIN-diode. While the simulation
and the physical output do not match exactly, the result is close enough for
our application. Using this simulation and the signal generator circuit, we
optimized the circuit to produce signals with a high peak maximum and a
low undershoot. We chose a high peak maximum, so that the signal does
not get disturbed when being outside of the noise shielding. The design goal
of the low undershoot is to enable an attached analog to digital converter to
make better use of its dynamic range.
2.6 Measurements
2.6.1 Testing basic functionality with the Sr-90 source
At first we wanted to run a basic functionality test with the developed de-
tector. We decided to test whether it is possible to detect signals introduced
by the β-radiation coming from the Sr-90 source.
The setup is shown in Fig. 30. We conducted one measurement with
the Sr-90 radiation source in the setup and one without it. The lead blocks
we added to block out γ-rays coming from the outside. It is impossible to
completely block out the cosmic radiation though and some signals due to it
are always present.
The threshold of the oscilloscope was set to 120 mV, for both measure-
ments. The oscilloscope input was coupled in AC-mode, meaning that the
quiescent point of the op-amp is seen as 0 V at the oscilloscope. Each mea-





Figure 31: Sketch of the setup to test the precision of the PIN-diode detector with cosmic
radiation. The scintillators 1 and 2 are provided by the CosMO-detector. The PIN-diode
and the scintillators are is not to drawn to scale. In reality the PIN-diode is a lot smaller,
while the scintillators are thinner and wider.
We obtained the following event counts:
Counts with source: N1 = Ntrue +Ndark = 281









Where Ntrue is the count of incidences of when an ionizing particle passed
the PIN-diode and Ndark the number of dark counts. This shows, that the
detector can indeed detect ionizing radiation in the form of electrons. At a
120 mV threshold, precision of the setup is very high. Meaning that likely
about 96 % of all seen counts can be attributed to real signals.
2.6.2 Coincidence measurements with the CosMO-detector
Next we wanted to determine how many of the detected signals can be at-
tributed to cosmic radiation. We used the setup shown in Fig. 31. The
readout works slightly different than before. The oscilloscope acquires the
signal from the PIN-diode and both scintillators at the same time. When the
PIN-diode signal exceeds a threshold of 100 mV, the acquisition is stopped
and all three signals are saved to disk. The acquisition is then started again
and the process repeats.
We save the raw signal to disk in order to do an offline analysis afterwards.
Here the threshold is set relatively low compared to the prior measurement.
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This is done to make sure, that we capture signals from the PIN-diode
and noise for further study. An example for the voltage recorded by the
oscilloscope is shown in Fig. 29. It contains noticeable steps, therefore we
smoothed all signals to get a more continuous approximation. We smoothed
the signal from the scintillators by averaging over a bin width of 32 data
points. For the PIN-diode signal we averaged over a bin width of 16384 data
points. The reason for the different bin sizes is that the signal length of the
two systems varies greatly. While a signal curve from the scintillators is only
about one µs long, a signal from the PIN-diode has a time constant of O(100
µs) with a typical pulse length of up to a millisecond at the output of the
second amplifier stage.
Determination of CosMO-signals
We identified the two maximum voltages for each of the two scintillator
channels and their positions within a recording. To be considered an event,
the maximum voltage of each channel has to exceed 20 mV and the two
maxima must occur within 1 µs from each other.
Determination of PIN-diode signals
Since the PIN-diode was not setup as a coincidence system, we needed a
more sophisticated event discrimination method. We noticed that signals,
as compared to noise, have a distinctive bend at the beginning of the curve
(see Fig. 29). This bend becomes most apparent in the second derivative of
the voltage. The derivative was calculated numerically by numpy using the
numpy.gradient function.
To search for correlations, we then plotted a scatter plot between the
voltage and its second derivative (see Fig 32). This results in a noise and
signal region. When applying a cut at 0.002 for the second derivative of the
voltage we can extract the signal region (Fig. 33) and a noise region (Fig.
34). In total we find Ntot = 51 events in the signal region.
The signal appears to exhibit a close to linear correlation between the
maximum voltage and the maximum of the second derivative of the voltage.
While the noise appears to be approximately Gaussian-distributed in both
dimensions. We thus determined that it is possible to discriminate signals
from noise for the PIN-diode.
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Figure 32: Scatterplot to distinguish the signals of the PIN-diode from noise.
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Figure 33: Enlarged part of Fig. 32.
Only the selected signals are shown.
Figure 34: Enlarged part of Fig. 32.
Only the not selected noise is shown. The
noise exhibits an approximate Gaussian dis-
tribution in the second derivative of the volt-
age.
Coincidences between the CosMO-detector and the PIN-diode
We now define a coincidence between the CosMO-detector and the PIN-
diode as follows. A coincidence is found, when we observe a signal from the
scintillators, before the maximum of a PIN-diode signal. This results in a
coincidence window of about 400 µs. In total we findNcoinc = 21 coincidences.








This precision seemed very low to us compared to what we had found with the
Sr-90 source. According to those prior findings most of the dark counts should
actually be induced by radiation, although not necessarily by cosmic rays.
Thus, we investigated the connection between the maximum voltage of a PIN-
diode signal and coincidences. Above 0.3 V we find no coincidences, below
that we binned the maximum voltages in bins of 0.1 V with the following
results:
Voltage region Ncoinc Ntot p
0 V - 0.1 V 3 7 42.9 %
0.1 V - 0.2 V 16 26 61.5 %
0.2 V - 0.3 V 2 11 18.2 %
>0.3 V 0 7 0 %
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Figure 35: Precision of the PIN-diode detector for different voltage bins.
Table 2: Precision of the PIN-diode detector for different voltage regions
A graphical representation of the precision is shown in Fig. 35. This plot
includes for each bin a confidence interval, calculated as an approximation,
using the Wilson score interval [13]. The precision is best between 0.1 and
0.2 V, showing that 61.5 % of the ionizing particles detected by the PIN-
diode are also observed by the scintillators. Since the lower voltage region
is closer to the noise region it makes sense that the precision is lower. Here
noise may easily be misclassified as a signal. However it was not immediately
obvious to us why stronger signals exhibit a lower precision. We would have
expected the precision to rise as the signal from the PIN-diode gets stronger
and moves further away from the noise region. After thorough discussion of
the issue, we believe that this drop in precision is due to one or both of the
following reasons:
• The high voltage signals may be γ-radiation interacting in the silicon.
A photon could deposit more energy than an electron or a muon. Ad-
ditionally, such a photon would not be seen by the CosMO-detector.
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This γ-radiation could come from cosmic radiation or from the Sr-90
source, which was a few meters away from the setup.
• Another explanation would be that materials decaying close to the
PIN-diode could introduce these signals. This could as example be
Radon, which naturally occurs and decays within the earths atmo-
sphere. Such decay would then not be seen by the CosMO-detector.
Furthermore, the silicon of the PIN-diode itself could be a source of
these signals, since silicon naturally contains trace amounts of the iso-
tope Si-32, which emits β-radiation.
2.7 Summary of results
We have shown that the PIN-diode detector designed in this thesis work can
detect ionizing radiation. Additionally, we arrive at the conclusion, that the
detector works with an precision up to 61.5 % for cosmic radiation within a
selected voltage region. Two possible explanations for the low average pre-
cision of 41.2 % for the whole voltage region are presented. To increase this
precision we propose to either develop a more sophisticated triggering algo-
rithm or to have two PIN-diodes working in coincidence. Both approaches
are likely to increase the performance. We propose to extend the testing
efforts to further evaluate this detector concept.
For an SMD-design the presented circuit costs about 1.7 Euro in parts.
Where the costs are attributed as follows:
• 0.3 Euro: op-amp (LM358DR)
• 0.4 Euro: JFET (BF245B)
• 0.5 Euro: PIN-Diode (BPW34 from Osram)
• 0.5 Euro: Estimate for passive components if bought in bulk
Of course a complete design also needs a printed circuit board (PCB) and
a readout system. For this the per-part price strongly depends on the total
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A Monte Carlo simulation
In addition to the numerical calculation of the detector response, we devel-
oped a Monte Carlo simulation for the CosMO-detector. Monte Carlo simu-
lations are comparably easy to implement even for complex systems. Every
step a particle goes through can be modelled and checked independently.
This allows an incremental development which helps to avoid mistakes.
The code for the Monte Carlo simulator, can be divided into the following
steps:
1. A fixed number N of particles is created.
2. Each particle is assigned a zenith and an azimuthal angle. The az-
imuthal angle is uniformly sampled between 0 and 2pi. The zenith
angle is sampled between 0 and pi/2, using the chosen model for the
angular distribution as the probability density function.
3. For each particle, a position on the upper scintillator is sampled uni-
formly over a rectangle with the geometry of the scintillator slab.
4. Using vector algebra, it is determined whether a particle would hit
the second scintillator, which is placed below the first scintillator at a
distance d.
5. The number M of particles which hit the second scintillator is counted.




The uncertainty for the calculated acceptance is dominated by statistical
uncertainty of M and N , as being counting statistics. Rounding errors can be
ignored, since all variables were stored as 64-bit wide floating point numbers.
The Monte Carlo simulation can be found on github [12].
Chronologically the Monte Carlos simulation for the CosMO-detector was
developed first, but it is now mainly used to confirm the results of the numer-
ical calculation, because the numerical simulation offers better ways to fit a
parametric model to the given data. While this is certainly as well possible
with the Monte Carlo simulation it is not easily doable with standard nu-
merical gradient descent methods, such as MINUIT. This is due to the fact
that a Monte Carlo simulation does not provide a continuous or deterministic
function as its result due to the inherently statistical nature of the system.
While it is possible to generate deterministic outputs by using pseudo ran-
dom number generators, it is not possible to make the result a continuous
function without significant overhead, such as smoothing of the results.
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Monte carlo simulation with parameters from the numerical simulation.
Simulated time: 100 [h]
Monte carlo simulation: cosn
n = 2.129; Flux = 5.42; | i|=0.020
Monte carlo simulation: Biallass&Hebbeker
Flux = 5.26; | i|=0.001
Measurement
Figure 36: Detector response, as simulated by the Monte Carlo simulation. For the cosn-
model and the Biallass and Hebbeker model the parameters found in 1.6 were used.
With the MC simulation we want to verify the results of the numerical
calculation. We do this as a cross check for our results. Fig. 36 shows
the resulting curves produced by the MC simulation, when used with the
parameters from equation 15 and 14. Qualitatively there is no difference to
the numerical calculation visible. To quantify this result the distance between







Where: Rnum(di) and RMC(di) are the rates returned by the numerical calcu-
lation and the MC simulation respectively; M the total number of distances
di, that were compared. For both models the returned |∆| is very small:
cosn model: |∆| = 0.020
Biallass and Hebbeker model: |∆| = 0.001 (23)
Since the average discrepancy between the numerical calculation and the MC
simulation is very small, we concluded that the MC confirms the results we
had obtained by the numerical calculation.
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