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Abstract
In order to measure fractal oscillatority of solutions at t = ∞, we define oscillatory and phase dimensions
of solutions of a class of second-order nonlinear differential equations. The relation between these two
dimensions is found using formulas for box dimension of chirps and nonrectifiable spirals. Applications
include the Liénard equation and weakly damped oscillators.
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Résumé
Pour mesurer l’oscillarité fractale des solutions à t = ∞, nous introduisons les notions de dimension
d’oscillarité et de dimension de phase pour les solutions d’une classe d’équations différentielles non li-
néaires de deuxième ordre. On établit une relation entre ces deux dimensions en utilisant les formules pour
box dimension des chirps et pour spirales non rectifiables. Les applications inclusent l’équation de Liénard
et oscillateurs faiblement amorties.
© 2008 Elsevier Masson SAS. All rights reserved.
MSC: primary 28A12, 28A75, 37C45, 34C15; secondary 26A30, 28A80
Keywords: Nonlinear differential equation; Nonlinear oscillations; Box dimension; Chirp; Spiral; Liénard equation;
Weakly damped oscillator
* Corresponding author.
E-mail address: mervan_pasic@net.hr (M. Pašic´).0007-4497/$ – see front matter © 2008 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2008.03.004
860 M. Pašic´ et al. / Bull. Sci. math. 133 (2009) 859–8741. Introduction
The notion of fractal oscillatority near a point for real functions of a real variable has been
introduced in Pašic´ [12], and studied for the second-order linear differential equations of Euler
type, as the basic model, see also Pašic´ [11] and Wong [17]. This includes the nonrectifiabil-
ity of graph of oscillatory solutions and the computation of their box dimension. Recently it
has been extended to the Riemann–Weber equation (see Pašic´ [13]), and in a more general set-
ting to second-order linear differential equations of Hartman–Wintner type (see Kwong, Pašic´,
Wong [8]) as well as to second-order half-linear and nonlinear differential equations (see Pašic´,
Wong [14], and Wong [18]). In all these articles chirp-like solutions have been studied.
On the other hand, the spiral solutions in the phase plane have been studied from the point of
view of fractal geometry. In Žubrinic´ and Županovic´ [20], box dimension of spiral trajectories of
normal forms of planar vector fields with pure imaginary eigenvalues has been computed. The
result is related to the Hopf–Takens bifurcation. In Elezovic´, Županovic´ and Žubrinic´ [5] we con-
sidered bifurcations of one-dimensional discrete dynamical systems. Then the results from [20]
have been improved in [23] using a different approach, based on [5] and the Poincaré map of
the system. In [21,22] box dimension of some spirals in R3 are found, and the results have been
applied to systems with normal form having two pure imaginary eigenvalues and the third one
equal to zero.
Here we study the connection between the fractal oscillatority of solutions of second-order
nonlinear equations and spiral oscillatority of trajectories of the corresponding planar vector
field. The aim is to introduce tools for measuring fractal oscillatority of solutions of autonomous
differential equations near t = ∞ using box dimension. Our idea is to analyse fractal proper-
ties of solutions of second-order nonlinear autonomous differential equations x¨ = g(x, x˙) using
phase plane analysis. We assume that g(0,0) = 0, and consider nonconstant solutions x(t) such
that x(t) → 0 and x˙(t) → 0 as t → ∞. Here we consider differential equations whose related
planar systems have linear part near the origin with pure imaginary eigenvalues, and with spiral
trajectories. We propose the concept of oscillatory and phase dimensions of such solutions of the
second-order nonlinear differential equation. We first do it in the setting of functions.
Let x : [t0,∞) → R, t0 > 0, be a continuous function. We say that x is oscillatory function
(near t = ∞) if there exists a sequence tk → ∞ such that x(tk) = 0, and functions x|(tk,tk+1)
intermittently change sign for k = 1,2, . . . . Let us define X : (0,1/t0] → R by X(τ) = x(1/τ).
We say that X(τ) is oscillatory near the origin if x = x(t) is oscillatory near t = ∞. We measure
the rate of oscillatority of x(t) near t = ∞ by the rate of oscillatority of X(τ) near τ = 0. More
precisely, the oscillatory dimension dimosc(x) (near t = ∞) is defined as the box dimension of
the graph of X(τ) near τ = 0. The box dimension is defined in (2) below.
Assume now that x is of class C1. We say that x is a phase oscillatory function if the following
stronger condition holds: the set Γ = {(x(t), x˙(t)): t ∈ [t0,∞)} in the plane is a spiral converging
to the origin. By a spiral here we mean the graph of a C1-function r = f (ϕ) in polar coordinates
for which f (ϕ) > 0 and f (ϕ) → 0 as ϕ → ∞ (or ϕ → −∞). Note that in this definition the
spiral may have self-intersections, but this will not be the case in this paper. The phase dimension
dimph(x) of the function x(t) is defined as the box dimension of the corresponding spiral Γ =
{(x(t), x˙(t)): t ∈ [t0,∞)}.
We consider these two notions in the context of solutions x of autonomous second-order
differential equations, for which the corresponding function X is chirp-like, that is, behaving
“similar” to the function τα cos 1/τ . The relation between these two dimensions is found in the
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defined by
Xα,β(τ ) = τα cos
(
τ−β
)
. (1)
For 0 < α < β we have dimB G(Xα,β) = 2 − (α + 1)/(β + 1), and the same for Xα,β(τ ) =
τα sin(τ−β), see Tricot [16, p. 121]. Also we use a result for box dimension of spiral trajectories
of planar system with pure imaginary eigenvalues from [20] and [23]. It is based on the fact that
for the spiral Γ defined by r = ϕ−α , ϕ  ϕ0 > 0, we have dimB Γ = 2/(1 +α) when 0 < α  1,
see Tricot [16, p. 121].
Oscillatory and phase dimensions are fractal dimensions, which are well known tool in the
study of dynamics, see [24].
The upper s-dimensional Minkowski content of a bounded nonempty set A in RN , s  0,
is M∗s(A) = lim supε→0 |Aε |εN−s , and analogously the lower s-dimensional Minkowski contentMs∗(A). Here Aε is the open ε-neighborhood of A, and |Aε| denotes the N -dimensional
Lebesgue measure of Aε . The corresponding upper box dimension of A is defined by
dimBA = sup
{
s  0: M∗s(A) = ∞}= inf{s  0: M∗s(A) = 0}, (2)
and analogously the lower box dimension. If these two quantities coincide, the common value is
called box dimension of A and denoted by dimB A. If there exists d  0 such that 0 <Md∗(A)
M∗d(A) < ∞, we say that A is Minkowski nondegenerate, see [19]. For more details concerning
box dimensions and Minkowski contents see Falconer [6] and Mattila [9].
We shall also use the following notation. Given any two real functions a(t) and b(t) of real
variable, such that a(t)  0 and b(t)  0 for all t , we write a(t)  b(t) as t → 0 (as t → ∞),
and say that a(t) and b(t) are comparable, if there exist positive constants C and D such that
Ca(t) b(t)Da(t) for all t sufficiently close to t = 0 (sufficiently large).
2. Box dimension of the graph of functions with chirp-like behavior
In this section we formulate our results in terms of functions y(x), which in Section 3 will be
applied to functions of the form X(τ). Depending on the asymptotic behavior of two arbitrarily
given real functions p(x) and q(x) near x = 0, in this section we present a method to determine
the box dimension of the graph G(y) of a class of real functions of the form
y(x) = p(x)S(q(x)), (3)
defined on the bounded interval I = (0,1]. Here and in the sequel, the functions p = p(x) and
q = q(x) are defined on the interval I , p,q ∈ C(I¯ ) ∩ C2(I ),∣∣p(x)∣∣ is increasing on I, (4)
q ′(x) < 0 for all x ∈ I, and lim
x→0q(x) = ∞. (5)
The function S = S(t) is a periodic real function defined on R such that{
S ∈ C2(R), S(a) = 0 for some a ∈R, and
S(t + T ) = S(t) for all t  0, (6)
where the period T is a positive real number, S(t) is either convex or concave function on
(a, a + T ), and S(t) 	= 0 on (a, a + T ). In the sequel we assume without loss of generality
that a = 0.
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means of (5). Let μ1, μ2 be positive constants, and h = h(t) a function such that h(t) > 0 and
h′(t) < 0 on (0,∞), and for all 0 < s < t ,
μ1h(t)(t − s) q−1(s) − q−1(t) μ2h(s)(t − s). (7)
The assumptions (4)–(7) are satisfied for example by the following choice: p(x) = xα , α > 0,
q(x) = x−β , β > 0, and S(t) = sin(t) (or S(t) = cos(t)). It is easy to check that q−1(t) = t−1/β
and h(t) = t−1−1/β since for any a  b 0 and λ > 0,
λmin
{
aλ−1, bλ−1
}
(a − b) aλ − bλ  (1 + 
λ)aλ−1(a − b).
It is worth noticing that the function y(x) = xα sinx−β from (3) represents a mathematical model
for chirp-like behavior near x = 0. Also, such a class of functions given in (3) is appearing in the
frequency modulations. For a general theory of local oscillations see Jaffard and Meyer [7].
Now, we present the first main result of this section.
Theorem 1. Let y(x) = p(x)S(q(x)), where assumptions (4)–(7) are presumed. Let ε0 > 0 and
let for each ε ∈ (0, ε0), a number k(ε) ∈N be such that
k(ε) 1
T
h−1
(
ε
2T μ2
)
. (8)
If there are two real constants σ ∈ (0,1] and c0 > 0 such that
∞∑
k=k(ε)+1
∣∣p(q−1(kT ))∣∣h(kT ) c0εσ , ε ∈ (0, ε0), (9)
then
dimBG(y) d = 2 − σ. (10)
Moreover,Md∗(G(y)) > 0.
The proof of this theorem is based on a lemma about lower bound for asymptotic behavior
of ε-neighborhood of the graph of any continuous function on I , as well as on two elementary
propositions dealing with some properties of the zero points of the function y(x) defined by (3).
Lemma 1. Let y = y(x) be a real function, y ∈ C(I¯ ). Let ak ∈ I be a decreasing sequence of
consecutive zeros of y such that ak ↘ 0. For any ε ∈ (0, ε0), where ε0 is a positive real number,
we suppose that there is a k(ε) ∈ N, k(ε) → ∞ as ε → 0, such that
|ak − ak+1| ε/2, for each k  k(ε). (11)
If there are two sequences of real numbers, δk > 0, and bk ∈ (ak+1, ak) such that |y(bk)|  δk ,
for each k ∈ N, then
∣∣Gε(y)∣∣
∞∑
k=k(ε)
δk(ak − ak+1). (12)
This lemma is a discrete version of [10, Lemma 2.1] and it appeared for the first time in [12,
Lemma 4.1], see also [8, Lemma 2.1].
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and sk be two sequences of real numbers defined by ak = q−1(kT ) and sk = q−1(t∗ + kT ),
k ∈ N, where t∗ ∈ (0, T ) such that S(t∗) = max(0,T )|S(t)|. Then we have:
(i) ak ↘ 0 as k → ∞, and y(ak) = 0, k ∈ N;
(ii) there is k0 ∈ N such that ak ∈ I for all k  k0;
(iii) for c0 = S(t∗) and for all k ∈ N, we have sk ∈ (ak+1, ak) and∣∣y(sk)∣∣ c0∣∣p(sk)∣∣. (13)
Proposition 2. Let y(x) = p(x)S(q(x)), where (5)–(7) are presumed. Let ak = q−1(kT ). Then
we have:
μ1T h(kT ) ak − ak+1  ε/2 for all k  k(ε), ε > 0, (14)
where the natural number k(ε) is defined in (8).
Proof of Theorem 1. Now, with the help of Propositions 1 and 2, all required assumptions of
Lemma 1 are fulfilled in particular for the function y(x) = p(x)S(q(x)), where ak = q−1(kT ),
bk = sk , and δk = c0|p(sk)|. Hence, from Lemma 1, (14), and (9) follows that
∣∣Gε(y)∣∣
∞∑
k=k(ε)
δk(ak − ak+1)
∞∑
k=k(ε)
c0
∣∣p(sk)∣∣(ak − ak+1)
 c0
∞∑
k=k(ε)
∣∣p(ak+1)∣∣(ak − ak+1)
 c0μ1T
∞∑
k=k(ε)
∣∣p(q−1((k + 1)T ))∣∣h(kT )
 c0μ1T
∞∑
k=k(ε)
∣∣p(q−1((k + 1)T ))∣∣h((k + 1)T )
= c0μ1T
∞∑
k=k(ε)+1
∣∣p(q−1(kT ))∣∣h(kT ) c1εσ ,
for all ε ∈ (0, ε0). Thus, |Gε(y)| c1εσ and hence we have:
Md∗
(
G(y)
)= lim inf
ε→0 ε
−σ ∣∣Gε(y)∣∣ c1 lim inf
ε→0 ε
−σ εσ = c1 > 0.
In particular,Ms∗(G(y)) = ∞ for all s < d , and therefore,
dimBG(y) = sup
{
s  0: Ms∗
(
G(y)
)= ∞} d.
This proves Theorem 1. 
The main consequence of the previous theorem is the lower bound for the fractal dimension
of graphs of functions with chirp-like behavior.
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|p(x)| c1xα for x close to 0, and 0 < α < β < ∞. Then we have:
dimBG(y) d = 2 − α + 1
β + 1 .
Moreover,Md∗(G(y)) > 0.
Proof. First of all, it has been mentioned above that the functions q(x) = x−β , S(t) = sin(t)
or S(t) = cos(t), q−1(t) = t−1/β , and h(t) = t−1−1/β satisfy the assumptions (5)–(7). Also,
h−1(t) = t−β/(β+1), and so by (8), we can take a k(ε) ∈ N, ε > 0, such that for an appropriate
chosen constant c0 > 0 and ε0 = c1+1/β0 , the natural number k(ε) satisfies
c0ε
− β
β+1  k(ε) 2c0ε−
β
β+1 for all ε ∈ (0, ε0). (15)
We claim that the inequality (9) is fulfilled for this choice of p(x) and q(x), where σ = α+1
β+1 and
T = π . Indeed,
∞∑
k=k(ε)+1
∣∣p(q−1(kT ))∣∣h(kT ) c1
∞∑
k=k(ε)+1
(
q−1(kT )
)α
h(kT )
= c1
∞∑
k=k(ε)+1
(kT )
− α
β (kT )
− 1
β
−1
= c2
∞∑
k=k(ε)+1
(
1
k
) α+β+1
β
 c3
(
1
k(ε) + 1
) α+β+1
β
−1
,
since α+β+1
β
> 1. Hence, for all ε ∈ (0, ε0), by (15) we observe that
∞∑
k=k(ε)+1
∣∣p(q−1(kT ))∣∣h(kT ) c4
(
1
k(ε)
) α+β+1
β
−1
 c5
(
ε
β
β+1
) α+1
β = c5ε
α+1
β+1 .
The claim follows from Theorem 1. 
Now, we present the second main result of this section.
Theorem 2. Let y(x) = p(x)S(q(x)), where assumptions (4)–(7) are presumed. Let
p(0) = 0, and either p(x) > 0 or p(x) < 0 on I. (16)
Let ε0 ∈ R and k0 ∈ N be two arbitrarily given numbers such that ε0 > 0 and k0  2. Let the
number m(ε) ∈ N, ε > 0 satisfy
k0 + 1 < m(ε) < 1 h−1
(
4ε
)
, for all ε ∈ (0, ε0). (17)T T μ1
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am(ε)
∣∣p(am(ε))∣∣+ ε
m(ε)∑
k=k0+1
∣∣p(ak−1)∣∣+ ε2h−1
(
4ε
T μ1
)
 c0εσ (18)
for all ε ∈ (0, ε0), then
dimBG(y) d = 2 − σ. (19)
Moreover,M∗d(G(y)) < ∞.
The proof of this theorem is based on a lemma about an upper bound for asymptotic behavior
of ε-neighborhood of the graph of any smooth enough convex-concave function on I as well as
on an elementary proposition dealing with some properties of the zero points of y(x) defined
by (3).
Lemma 2. Let ak ∈ I be a decreasing sequence of real numbers converging to zero. Let us
suppose that there is an ε0 > 0 satisfying{ for all ε ∈ (0, ε0) there is an m(ε) ∈ N
such that |ak−1 − ak| > 4ε, for each k m(ε). (20)
Let ω˜(x) be a continuous and increasing function on I such that ω˜(0) = 0. Let y ∈ C2(I )∩C(I)
be a real function such that |y(x)|  ω˜(x) for all x ∈ I , and let y be either concave or convex
function on (ak+1, ak), for each k  1. Then there is a constant c > 0 which does not depend
on ε such that∣∣Gε(y|[0,a1])∣∣ c(L1,ε + L2,ε), (21)
where a1 is the first point of the sequence ak , and
L1,ε = 2(am(ε) + 2ε)
(
ω˜(am(ε)) + ε
)
, (22)
L2,ε = ε
m(ε)∑
k=2
[
2ω˜(ak−1) + ak−1 − ak
]+ ε2m(ε). (23)
For the proof of this lemma see [10, Lemma 2.2].
Proposition 3. Let y(x) = p(x)S(q(x)), where (5)–(7), and (16) are presumed. Let ak =
q−1(kT ). Then |y(x)|  M0|p(x)| for all x ∈ I and y(x) is either convex or concave on
(ak+1, ak), k  1. Furthermore, we have that
4ε < ak−1 − ak  μ2T h(kT ) for all k m(ε), (24)
where the number m(ε) ∈ N is defined in (17).
Proof of Theorem 2. Under the hypotheses of this theorem and with the help of Proposition 3,
it is not difficult to check that the function y(x) = p(x)S(q(x)) satisfies all assumptions of
Lemma 2 with respect to ak = q−1(kT ) and ω˜(x) = M0|p(x)|. Therefore, Lemma 2 can be
used in this case. Next, from (21)–(23), we immediate conclude that
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 c1ε
(
am(ε) +
∣∣p(am(ε))∣∣+ ε)+ c1am(ε)∣∣p(am(ε))∣∣
+ c1ε
m(ε)∑
k=k0+1
∣∣p(ak−1)∣∣+ c1ε
k0∑
k=2
∣∣p(ak−1)∣∣
+ c1ε(a1 − am(ε)) + c1ε2m(ε).
Since ak ↘ 0 and |p(x)| is bounded on I , from previous inequality and (17), we obtain that
∣∣Gε(y|[0,a1])∣∣Mε + c1am(ε)∣∣p(am(ε))∣∣+ c1ε
m(ε)∑
k=k0+1
∣∣p(ak−1)∣∣
+ c1ε2 1
T
h−1
(
4ε
T μ1
)
 c2εσ , ε ∈ (0, ε0),
since (18) and σ  1. Hence, we have that
M∗d(G(y))= lim sup
ε→0
ε−σ
∣∣Gε(y)∣∣ c2 lim sup
ε→0
ε−σ εσ = c2 < ∞.
In particular,M∗s(G(y)) = 0 for all s > d , and therefore
dimBG(y) = inf
{
s  0: M∗s(G(y))= 0} d.
This proves Theorem 2. 
The main consequences of this theorem are the following upper bounds.
Corollary 2. Let y(x) = p(x) sinx−β or y(x) = p(x) cosx−β , where p(x) satisfies (4), (16),
and let |p(x)| c2xα for x close to 0, and 0 < α < β < ∞. Then we have:
dimBG(y) d = 2 − α + 1
β + 1 and M
∗d(G(y))< ∞.
Proof. The claim follows using the similar arguments as in the proof of Corollary 1 and exploit-
ing Theorem 2, by proving (18) in particular for ak = (kπ)−
1
β , h−1(t) = t− ββ+1 , m(ε)  ε− ββ+1
when ε → 0, and σ = α+1
β+1 . 
The following result is an immediate consequence of Theorems 1 and 2.
Theorem 3. Assume that the conditions of Theorems 1 and 2 are fulfilled. Then
dimB G(y) = 2 − σ, (25)
and the graph G(y) is Minkowski nondegenerate.
Finally, combining Corollaries 1 and 2 we complete the discussion in this section with the
following result.
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and p(x)  xα as x → 0, 0 < α < β < ∞. Then we have:
dimB G(y) = 2 − α + 1
β + 1 ,
and the graph G(y) is Minkowski nondegenerate.
Remark 1. In the case of p(x) = xα , Corollary 3 reduces to a result due to C. Tricot, see [16,
p. 121].
3. Relation between chirps and spirals
For a function X : (0, a) → R we say to be (α,β)-chirp-like if it has the form
X(τ) = p(τ) cosq(τ),
or p(τ) sinq(τ), with p and q satisfying the conditions of Theorems 1 and 2. Theorems 1 and 2
show that the graph of a (α,β)-like chirp has box dimension equal to 2 − (α + 1)/(β + 1),
0 < α < β . In what follows we shall have β = 1, and we denote Xα = Xα,1, see (1). The graph
of Xα has box dimension equal to (3 − α)/2, provided 0 < α < 1. We shall apply the results of
the preceding section on (α,1)-like chirps X(τ).
The following result will be used to compute oscillatory dimension of x(t) near t = ∞ using
its phase dimension. As usual, by (r, ϕ) we denote polar coordinates in the plane.
Theorem 4 (Chirp–spiral comparison). Let α ∈ (0,1), and assume that x : [t0,∞) →R, t0 > 0,
is a C1-function such that the planar curve Γ = {(x(t), x˙(t)): t ∈ [t0,∞)} is a spiral r = f (ϕ),
ϕ ∈ (ϕ0,∞), such that f (ϕ) is monotonically decreasing, f (ϕ)  ϕ−α in polar coordinates, near
the origin, and ϕ˙(t)  1 as t → ∞, where ϕ(t) is a continuous function defined by tanϕ(t) =
x˙(t)
x(t)
.
Define X(τ) = x(1/τ). Then X = X(τ) is (α,1)-chirp-like, and
dimB G(X) = 3 − α2 , (26)
where G(X) is graph of the function X. Furthermore, G(X) is Minkowski nondegenerate.
Proof. We exploit Theorem 3 with σ = (1 + α)/2 and
S(q) = cosq, p(τ) = f (ϕ(1/τ)), q(τ ) = ϕ(1/τ),
for τ > 0 sufficiently small. It suffices to check the conditions of Theorems 1 and 2 with β = 1.
The function p(τ) is decreasing since f (ϕ) is decreasing and ϕ(t) increasing. Furthermore,
p ∈ C([0, τ0]) since p(0) = limτ→0 f (ϕ(1/τ)) = 0, by noting that ϕ˙  1 implies ϕ(t) → ∞ as
t → ∞. From q ′(τ ) = −ϕ˙(1/τ)τ−2 and ϕ˙(1/τ)  1, we have q ′(τ ) < 0, hence condition (5) is
satisfied. Conditions (4) and (16) are clear. In order to verify condition (7), let q−1(ψ) be the
inverse function of q(τ). Using ϕ˙(t)  1 we conclude that ϕ(t)  t , hence ϕ−1(ψ)  ψ . Let us
denote h(ψ) = ψ−2. Since q−1(ψ) = 1/ϕ−1(ψ), then using the Mean Value Theorem we obtain
that for all 0 < ψ1 < ψ2,
q−1(ψ1) − q−1(ψ2) = ϕ
−1(ψ2) − ϕ−1(ψ1)
−1 −1ϕ (ψ1)ϕ (ψ2)
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(
ϕ−1(ψ1)
)−2(
ϕ−1(ψ2) − ϕ−1(ψ1)
)
 μ2h(ψ1)(ψ2 − ψ1),
where μ2 is a positive constant. In the same way q−1(ψ1) − q−1(ψ2)  μ1h(ψ2)(ψ2 − ψ1).
Condition (9) of Theorem 1 holds with d = (α + 1)/2, since q−1(ψ)  1/ψ . Indeed, for k(ε) =
cε−1/2 (2π)−1h−1(ε/(4πμ2)) we have
∞∑
k=k(ε)
p
(
q(2πk)
) · h(2πk) 
∞∑
k=k(ε)
1
kα+2

∞∫
ε−1/2
x−α−2 dx  ε(α+1)/2.
Now we verify condition (18). From p(τ)  τα , q−1(ψ)  ψ−1, h−1(ψ) = ψ−1/2, by taking
k(ε) c · ε−1/2, where c is a positive constant, m(ε) as in (17), and denoting
L(ε) = am(ε)p(am(ε)) + ε
m(ε)∑
k=k0+1
p(ak−1) + ε2h−1(4ε/T μ1),
we have:
L(ε) = q−1(2πm(ε))p(q−1(2πm(ε)))
+ ε
m(ε)∑
k=k0+1
p
(
q−1
(
2π(k − 1)))+ c1ε3/2
 m(ε)−1p(m(ε)−1)+ ε
m(ε)∑
k=k0+1
p
(
(k − 1)−1)+ c1ε3/2
 ε(α+1)/2 + ε
m(ε)∑
k=k0+1
(k − 1)−α + c1ε3/2
 ε(α+1)/2 + c1ε
cε−1/2∫
0
x−α dx + c1ε3/2
= ε(α+1)/2 + c2ε(3−α)/2 + c1ε3/2  ε(α+1)/2.
In the last two lines we have used that 0 < α < 1. 
We derive two trivial consequences of the above formulas in the following corollary.
Corollary 4. Let x : [t0,∞) → R, t0 > 0, be a C1 function such that the corresponding planar
curve Γ = {(x(t), x˙(t)): t ∈ [t0,∞)} is a spiral described by r = f (ϕ), ϕ  ϕ0, where f is
decreasing, f (ϕ)  ϕ−α as ϕ → ∞, with 0 < α < 1, ϕ˙  1 as t → ∞, and dimB Γ = 2/(1+α).
Then
dimph(x)
(
2 − dimosc(x)
)= 1,
dimosc(x) dimph(x). (27)
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Remark 2. The claims of Theorem 4 and Corollary 4 hold also if we change the condition ϕ˙  1
(which implies that the dynamics is in positive direction along the spiral) to ϕ˙  −1 as t → ∞
(the dynamics is in negative direction). In this case we also have to assume that r = f (ϕ) is
defined for ϕ ∈ (−∞, ϕ0), f (ϕ)  |ϕ|−α as ϕ → −∞, and f is monotonically increasing.
Remark 3. As we know, for the spiral Γ described by f (ϕ) = ϕ−α , α ∈ (0,1), we have
that dimB Γ = 2/(1 + α). However, it is easy to see that for the spiral r = f (ϕ) satisfying
f (ϕ)  ϕ−α this need not be the case. Indeed, take the spiral r = ϕ−α , ϕ  ϕ0, and perturb its
first cycle by adding a real C1-function defined in a sufficiently small interval (0, ε) in a cor-
responding Cartesian system, such that its graph has box dimension d ∈ (2/(1 + α),2). In this
way we obtain a new spiral Γ1 described by r = f (ϕ) such that f (ϕ)  ϕ−α (indeed, we have
equality for ϕ  ϕ0 + 2π ). It is easy to see that due to finite stability of box dimension we have
that dimB Γ1 = δ > dimB Γ . This shows that the condition on box dimension in the corollary
is necessary. However, it is possible to indicate a family of spirals Γ , defined by r = f (ϕ) of
class C2, for which f (ϕ)  ϕ−α , for which dimB Γ = 2/(1 + α) under some additional growth
properties on f ′ and f ′′, see [20, Theorems 5 and 6].
Remark 4. Formula (26) is a special case for β = 1 of the formula for box dimension of the
graph of standard (α,β)-chirp with 0 < α < β .
(i) For α + 1 > β using the procedure described in the formulaton of Theorem 4 we have a
planar curve r = f (ϕ) accumulating near the origin. However, if β 	= 1, we have no spiral
comparable to r = ϕ−α , α ∈ (0,1). Namely, for β 	= 1 it is easy to see that the function f (ϕ)
converges to zero in “oscillating” way when ϕ → ∞. By this we mean that f (ϕ) is non-
monotone on (ϕ0,∞) for any ϕ0.
(ii) In Theorem 4 we consider spirals r = f (ϕ) comparable to r = ϕ−α with α ∈ (0,1), which
generate (α,1)-like chirps. All these curves are nonrectifiable. The same holds also for
α = 1. Fixing β = 1 we achieve the whole interval of nonrecifiability both for spirals and
corresponding chirps. See Figs. 1 and 2.
(iii) Two-parametric chirps can be obtained by projection of spirals in R3. In [21, 1. Introduc-
tion] we have described the relation between box dimension of the spatial spiral defined
in cylindrical coordinates (r, ϕ, z) by r = ϕ−α , α ∈ (0,1], z = rβ , where β > 0, and box
Fig. 1. (1,1)-chirp.
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dimension of the (1/β,1/αβ)-chirp y = z1/β sin(z−1/αβ), obtained by projecting into the
(y, z)-coordinate plane.
4. Applications to Liénard equation and weakly damped oscillator
4.1. Liénard equation
Liénard equation has been studied in the context of sustained oscillations. The related system
has been studied also in the context of 16th Hilbert problem, see for instance Caubergh and
Françoise [1], De Maesschalck and Dumortier [2], and Dumortier, Panazzolo and Roussarie [4].
An illustration of Theorem 4 is provided by the Liénard equation
x¨ + g′(x)x˙ + x = 0. (28)
The Liénard system{
x˙ = −y − g(x),
y˙ = x, (29)
is equivalent to the Liénard equation (28). We consider analytic functions of the form
g(x) =
∞∑
i=1
a2ix
2i +
∞∑
i=k
a2i+1x2i+1, (30)
where k  1.
Box dimension of the spiral trajectory of (29) has been computed in [20] using normal forms,
and in [23] using information about the asymptotic behavior of iterates of the Poincaré map (see
[15]). This is precisely the phase dimension of the Liénard equation (28). In [23] we have con-
sidered Liénard systems of polynomial type. Here we consider a more general, analytic Liénard
system as in (29). It is easy to see that the analogous result as in [23, Theorem 6] holds for such
systems.
Theorem 5 (Liénard system). Let k  1 and a2k+1 	= 0 in (30), that is, a2k+1 is the first nonzero
coefficient corresponding to an odd exponent of x. Then any spiral trajectory Γ of (29), viewed
near the origin, is of power type, and has box dimension equal to
dimB Γ = 2
(
1 − 1
2k + 1
)
. (31)
Now we are ready to prove the main result of this section.
Theorem 6 (Liénard equation). Let k  1 and a2k+1 	= 0 in (30). Then the oscillatory and phase
dimensions of any solution x(t) of (28) near the origin are equal to
dimosc(x) = 32 −
1
4k
, dimph(x) = 2
(
1 − 1
2k + 1
)
.
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lary 4. First, using ϕ = arctan(y/x) and (29), we have by direct computation that
ϕ˙ = y˙x − x˙y
x2 + y2 = 1 +
yg(x)
x2 + y2  1,
as t → ∞, since then (x, y) → (0,0), see also (32) below, and k  1. In other words, ϕ˙  1.
The spiral corresponding to the planar system is of the form r = f (ϕ) where f is defined for
ϕ ∈ (ϕ0,∞), is decreasing. Indeed, we have
−f (ϕ)f ′(ϕ)ϕ˙ = −1
2
d(r2)
dt
= −(xx˙ + yy˙) = xg(x)  x2k+2 (32)
when t → ∞. Hence, f ′ < 0 when (x, y) is sufficiently close to the origin and x 	= 0. It is easy
to see that the spiral is almost perpendicular to the axis x = 0 for y small enough, so that f (ϕ)
is strictly decreasing.
Now we show that f (ϕ)  ϕ−α as ϕ → ∞ with α = 1/2k. Since ϕ˙  1, we obtain writing
r = f (ϕ), see (32),
−r dr
dϕ
 x2k+2 = r2k+2(cosϕ)2k+2,
as ϕ → ∞. Hence, −r−2k−1 dr
dϕ
 (cosϕ)2k+2, and integrating from ϕ0 to ϕ, ϕ  ϕ0, we obtain
r−2k − r−2k0  ϕ, (33)
because
I (ϕ) =
ϕ∫
ϕ0
(cos θ)2k+2 dθ  ϕ, (34)
as ϕ → ∞. Indeed, we can write ϕ = ϕ0 + nπ + ϕ1 with uniquely determined n ∈ N and ϕ1 =
ϕ1(ϕ) ∈ [0,π). Defining Fk(θ) = (cos θ)2k+2, and noting that Fk is π -periodic, we have
I (ϕ) =
ϕ∫
ϕ0
Fk(θ) dθ =
n−1∑
j=0
ϕ0+(j+1)π∫
ϕ0+jπ
Fk(θ) dθ +
ϕ∫
ϕ0+nπ
Fk(θ) dθ
= n
ϕ0+π∫
ϕ0
Fk(θ) dθ +
ϕ0+ϕ1∫
ϕ0
Fk(θ) dθ
= ϕ − ϕ0 − ϕ1
π
π∫
0
Fk(θ) dθ +
ϕ0+ϕ1∫
ϕ0
Fk(θ) dθ.
Since ϕ1 = ϕ1(ϕ) ∈ [0,π), the last integral is a bounded function of ϕ:
0
ϕ0+ϕ1∫
Fk(θ) dθ  ϕ1 sup|Fk| < π.
ϕ0
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∫ π
0 Fk(θ) dθ is independent of ϕ, and (34) follows immediately. From (33) we obtain
the desired asymptotics:
r  (r−2k0 + ϕ)−1/2k  ϕ−1/2k.
The value of oscillatory dimension is obtained from Corollary 4, see (27). 
Remark 5. Oscillatory dimension of Liénard systems is contained in the interval [5/4,3/2),
while the phase dimension is in [4/3,2).
Remark 6. Theorems 5 and 6 can be extended to the Liénard equation x¨ + g′(x)x˙ + h(x) = 0
where h(x) has linear part equal to x, and the first nonzero Lyapunov coefficient (see Dumortier,
Llibre, Artés [3, p. 124]) is still V2k+1, the same as for the system (29).
4.2. Weakly damped oscillators
Now we consider a class of weakly damped oscillators, that is, oscillators with a very small
damping compared to x or x˙ near the equilibrium point (x, x˙) = (0,0):
x¨ + ax2kx˙2l+1 + x = 0. (35)
Here k and l are nonnegative integers such that k + l  1, and x = x(t) is a scalar function. For
k = 0 and l = 1 we obtain a special case of the Rayleigh equation:
x¨ + ax˙3 − λx˙ + x = 0. (36)
It has a Hopf bifurcation for λ = 0, and this is precisely the case we are interested in Eq. (35) is
equivalent with the planar system{
x˙ = −y,
y˙ = x − ax2ky2l+1. (37)
In the proof of the following result we shall use the method of Lyapunov coefficients.
Theorem 7 (Weakly damped oscillator). Assume that k + l  1 in (37). Oscillatory dimension of
any nonconstant solution x(t) of (35) near the origin is equal to
dimosc(x) = 32 −
1
4(k + l) ,
and the phase dimension is
dimph(x) = 2
(
1 − 1
2(k + l) + 1
)
.
Proof. By direct computation, we obtain that trajectories of system (37) in polar coordinates
satisfy
dr
dϕ
= −ar
2(k+l)+1(cosϕ)2k(sinϕ)2l+2
1 − r2(k+l)(cosϕ)2k+1(sinϕ)2l+1 .
Expanding this quotient into power series with respect to r , and substituting the expression for
r = r(ϕ, r0), see [3, p. 124], we obtain dr as a power series of r0. On the other hand, we havedϕ
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dϕ
=∑∞i=2 u′i (ϕ)ri0, and comparing the coefficients we obtain u2 = u3 = · · · = u2(k+l) ≡ 0. The
first nonzero Lyapunov coefficient is
V2(k+l)+1 = u2(k+l)+1(2π) = −a
2π∫
0
(cosϕ)2k(sinϕ)2l+2 dϕ 	= 0,
since the subintegral function is positive a.e. in (0,2π). The claim about phase dimension
dimph(x) follows from [23, Theorem 7].
The value of dimosc(x) follows from Corollary 4. The conditions of Corollary 4 are satisfied
since r = f (ϕ) is decreasing,
ϕ˙ = 1 − a x
2k+1y2l+1
x2 + y2 ,
and x
2k+1y2l+1
x2+y2 = r2(k+l)(cosϕ)2k+1(sinϕ)2l+1 → 0 as r → 0, hence ϕ˙  1 as t → ∞. Also,
−r dr
dϕ
 ax2ky2l+2 = r2(k+l)+2(cosϕ)2k(sinϕ)2l+2,
and from this r  ϕ−1/(2(k+l)) similarly as in the proof of Theorem 6, using Fk(θ) =
(cos θ)2k(sin θ)2l+2. 
Remark 7. The previous theorem can be extended to the equation x¨ + g(x, x˙)+h(x) = 0 where
g(x, y) has x2ky2l+1 as the lowest odd order term, and h(x) has linear part x. Also, the first
nonzero Lyapunov coefficient should be V2(k+l)+1, the same as for the system (37).
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