Fixed size without replacement sampling designs with probability functions that are linear or quadratic functions of the sampling indicators are defined and studied. Generality, simplicity, remarkable properties, and also somewhat restricted flexibility characterize these designs. It is shown that the families of linear and quadratic designs are closed with respect to sample complements and with respect to conditioning on sampling outcomes for specific units. Relations between inclusion probabilities and parameters of the probability functions are derived and sampling procedures are given.
Introduction
In the first part of the paper, we consider the most general fixed size without replacement sampling design with a probability function that is linear in the sampling inclusion indicators-the linear sampling design. The linear design, being an unequal probability design, is remarkable due to simple explicit relations between inclusion probabilities and parameters of the probability function. This enables sampling with desired inclusion probabilities, design-unbiased estimation and variance estimation. As special cases, the design covers the classical Midzuno [1] and the complementary Midzuno (see [2] ) designs. It is shown that the linear design can be seen as a mixture of the two types of Midzuno designs. It is also shown that the family of linear designs is closed with respect to conditioning on sampling outcomes. This property, as well as the mixture representation, offers easy methods for sampling from the linear design. The family is also closed with respect to sample complements, i.e. the complement of a sample from a linear design is a sample from another linear design.
In the second part of the paper, the fixed size without replacement design with quadratic probability function-the quadratic sampling design-is defined and studied. It is the natural extension of the linear design. A classical design by Sinha [3] is a special case of the quadratic design. His design aimed at sampling with prescribed second-order inclusion probabilities. Together with Sinha's design, two other special quadratic designs are studied more closely. These three designs are easy to use for sampling. There are explicit expressions for the second-order inclusion probabilities of Sinha's design. In the general case, the formulas are more complicated. A lemma is proved which relates the second-order inclusion probabilities and the parameters of the quadratic design. Like the family of linear designs, the family of quadratic designs is closed with respect to sample complements and with respect to conditioning on sampling outcomes. The last property makes list-sequential sampling from these designs efficient.
The linear and the quadratic designs are simple but somewhat restricted when the aim is sampling with prescribed first-or second-order inclusion probabilities. They cannot be used for all such probabilities. In the final section of the paper, possible extensions are mentioned.
Linear Sampling Designs
We treat without replacement (WOR) sampling designs of size n from a population of size N. Let ( ) 1 2 , , , N I I I =  I be the binary random sampling inclusion vector. A sampling design is given by its probability function ( ) ( )
S is the set of all possible "samples" x of size n.
Definition 1.
A sampling design of size ( )
.
Of course, equal c k s give SRSWOR. Below it is always assumed that the c k s are normalized to have sum 1.
In fact, ( )
The inclusion probabilities ( ) π Pr 1
of the linear design are given by ( )
Indeed, since 1 
1,
The i c s can be expressed in terms of the i π s
By similar algebra, the second-order inclusion probabilities 
i.e. the ij π s are linear in the first-order inclusion probabilities.
Without restriction we may assume that the c k s are given in increasing order. Obviously, in order to get
it is then necessary and sufficient that A constant A such that ( ) ( )
is first found. Assuming that the c k s are in increasing order, it suffices to put
Then we generate a tentative sample x according to SRSWOR of size n and a random number
The sample is accepted as a sample from the linear design if ( )
The full procedure is repeated until a sample is accepted. The acceptance rate equals 1 1 . The complementary Midzuno design (see [2] ) has the probability function
k This design is considered in [6] with the k b s proportional to auxiliary variables. We may sample from the design by removing one unit according to the probabilities k b and sample n units by SRSWOR among the remaining 1 N − ones. For the complementary Midzuno design, we then get ( )
The formula for the second-order inclusion probabilities coincides with (3). Since
we also see that the complementary Midzuno design is a linear design with coefficients 1
for all k, it is even a Midzuno design and hence the two designs overlap each other. 
Remark 1. Let
which is a contradiction as the sample size is n.
The family of linear designs can be considered as closed with respect to sample complements. More precisely, the complement of any sample of size n from a linear design, is a sample of size N n − from another linear design. This follows from the relation ( )
Another interesting property of the family of linear designs is that it is closed with respect to conditioning on the sampling outcomes for specific units. For instance, if we know that unit 1 is selected (i.e. 1 1 x = ), then the probability function for the remaining size 1 n − sampling among 1 N − units is still linear. In fact, given that 1 0 π > and that 1 1 1,
we have by (1) that 1 1 . n c N n
The conditional probability function of ( )
, , ,
The new coefficients 1 , 2, 1 
A Mixture Result
A linear design can also be called a mixed Midzuno design because of the following theorem. The components of the mixture are not unique. The very last statement in the theorem follows from the re-writing ( )
The full proof of the theorem is somewhat technical and is given in an appendix. The proof yields the following procedure for finding suitable components of the mixture. It is assumed that the design is not a pure Midzuno design and that the units in the population are ordered such that 
The first component, the Midzuno one, is used with probability α and the second component, the complementary Midzuno one, is used with probability . β 
Theorem 2 implies another simple way of generating samples from the linear design. First it is decided by a random choice whether a Midzuno or a complementary Midzuno design should be used. Then one of these designs is applied. In Tillé's ( [4] , pp. 99-104) terminology, we can see this technique as a special splitting technique which after two steps ends with SRSWOR.
Quadratic Sampling Designs
There is a natural extension of the linear designs. In this section we look at fixed size designs with quadratic probability functions. We could use ordinary quadratic forms. However, it is more appropriate to sum over sets of size 2 than over pairs with ordered elements. Below 
Definition 2. A sampling design of size ( )
In particular, if 2 n = then ij d is the probability to select the sample { } However, this set is rather complicated if n is not very small.
For 2 2, n N ≤ ≤ − a linear design can also be seen as a quadratic design, because ( )
. There are three natural quadratic designs with their basic parameters symmetric and nonnegative:
Assuming that { } 
This gives us the following theorem.
It can happen that a design is of all the three types simultaneously. For example, SRSWOR is such a design. 
This result is due to Sinha [3] but more generally also a special case of Lemma 1 below. Sinha used his result to find a method to sample with prescribed second-order inclusion probabilities. However, for the method to work with nonnegative , 
Additional Comments
As recently becoming more common in sampling articles, we have used sampling indicators and focused on the probability function of these. The names linear design and quadratic design become very natural for this reason.
There are several advantages of the linear design: there are simple relations between the parameters and the inclusion probabilities of first and second order. It is also easy to sample. Thus the design is easy to use and for the Horvitz-Thompson estimate of a population total, we can also readily find a variance estimate. The drawback of the design is its lack of sufficient flexibility: although much more general than SRSWOR, it is not able to cover all possible first-order inclusion probabilities.
The quadratic design is more complicated than the linear one. By using a quadratic design, it is possible to sample with prescribed second-order inclusion probabilities. However, it cannot be used for all such possible inclusion probabilities and therefore this design is also not flexible enough.
To get more flexibility, the linear and quadratic functions need to be complemented by binomial factors. To sample with prescribed first-order inclusion probabilities, we may generally use a probability function of the form ( ) ( ) 
