Abstract. Defined on Birman-Ko-Lee monoids, the rotating normal form has strong connections with the Dehornoy's braid ordering. It can be seen as a process for selecting between all the representative words of a Birman-Ko-Lee braid a particular one, called rotating word. In this paper we construct, for all n 2, a finite state automaton which recognizes the rotating words on n strands. As a consequence the language of rotating words on n strands is proved to be regular for any n 2.
Introduction
Originally, the group B n of n-strand braids was defined as the group of isotopy classes of n-strand geometric braids. An algebraic presentation of B n was given by E. Artin in [1] σ 1 , ... , σ n−1 σ i σ j = σ j σ i for |i − j| 2 σ i σ j σ i = σ j σ i σ j for |i − j| = 1 .
An n-strand braid is an equivalence class consisting of (infinitely many) words in the letters σ
±1
i . The standard correspondence between elements of the presented group B n and geometric braids consists in using σ i as a code for the geometric braid where only the ith and the (i + 1)st strands cross, with the strands originally at position (i + 1) in front of the other. In 1998, J.S. Birman, K.H. Ko, and S.J. Lee [3] introduced and investigated for each n a submonoid B + * n of B n , which is known as the BirmanKo-Lee monoid. The name "dual braid monoid" was subsequently proposed because several numerical parameters obtain symmetric values when they are evaluated on the positive braid monoid B + n and on B + * n , a correspondence that was extended to the more general context of Artin-Tits groups by D. Bessis [2] in 2003. The dual braid monoid B + * n is the submonoid of B n generated by the braids a i,j with 1 i < j n, where a i,j is defined by a i,j = σ i ... σ j−1 σ j σ i . In geometrical terms, the braid a i,j corresponds to a crossing of the ith and jth strands, both passing behind the (possible) intermediate strands. We denote by A n the set {a p,q | 1 p < q n}. The following presentation of the monoid B + * n is given in [3] . Proposition 1.1. The monoid B + * n is presented by generators A n and relations a p,q a r,s = a r,s a p,q for [p, q] and [r, s] disjoint or nested,
a p,q a q,r = a q,r a p,r = a p,r a p,q for 1 p < q < r n.
The integral interval [p, q] is said to be nested in [r, s] if the relation r < p < q < s holds.
Since [2] and [3] it is known that the dual braid monoid B + * n admits a Garside structure whose simple elements are in bijection with the noncrossing partitions of n. In particular, there exists a normal form associated with this Garside structure, the so-called greedy normal form.
The rotating normal form is another normal form on B + * n , it was introduced in [8, 9] . Roughly speaking, for every braid β ∈ B + * n the rotating normal form picks up a unique representative word on the letters A n among all of these representing β. It can be see as a map r n from the dual braid monoid B + * n to the set of words A * n . The language of all n-rotating words, denoted by R n is then the image of B + * n under the map r n . The aim of this paper is to construct for all n 2 an explicit finite state automaton which recognizes the language R n . As a consequence we obtain that the language R n of n-rotating words is regular.
The paper is divided as follow. In section 2 we recall briefly the construction of the rotating normal form and its useful already known properties. In third section we describe the left reversing process on dual braid monoids. In section 4 we give a syntactical characterization of n-rotating normal words. In fifth section we construct, for each n 2, a finite state automaton which recognizes the language R n of n-rotating normal words.
The rotating normal form
The main ingredient to define the rotating normal form is the Garside automorphism φ n of B + * n defined by φ n (β) = δ n β δ −1 n where δ n = a 1,2 a 2,3 ...a n−1,n is the Garside braid of B + * n . In terms of Birman-Ko-Lee generators, the map φ n can be defined by
Geometrically, φ n should be viewed as a rotation, which makes sense provided braid diagrams are drawn on a cylinder rather than on a plane rectangle. 
for each k 1, the B
Under the above hypotheses, the sequence (β b , ... , β 1 ) is called the φ nsplitting of the braid β. It is shown in [9] that Condition (6) can be replaced by . Starting from the right, we extract the maximal right-divisor that keeps the sixth strand unbraided, then extract the maximal rightdivisor that keeps the first strand unbraided, etc. Example 2.3. Consider the braid β = a 1,2 a 2,3 a 1,2 a 2,3 of B + * 3 . Using relations (3) on the underlined factors we obtain β = a 1,2 a 2,3 a 1,2 a 2,3 = a 1,2 a 2,3 a 1,3 a 1,2 = a 1,2 a 1,3 a 1,2 a 1,2
We decompose β as φ 3 (γ 1 ) · β 1 with γ 1 = φ −1 3 (a 1,2 a 1,3 ) = a 1,3 a 2,3 and β 1 = a 1,2 a 1,2 . The braid φ 3 (γ 1 ) = a 1,2 a 2,3 is exactly the one of (6) for n = 3 and k = 1. As the word a 1,3 a 2,3 is alone in its equivalence class the braid φ 3 (γ 1 ) is not right divisible by a 1,2 and so its B + * 2 -tail is trivial. Considering γ 1 instead of β we obtain γ 1 = φ 3 (γ 2 ) · β 2 with γ 2 = φ −1 3 (a 1,3 a 2,3 ) = a 2,3 a 1,2 and β 2 = 1. The braid φ 3 (γ 2 ) = a 1,3 a 2,3 is the braid of (6) for n = 3 and k = 2 and it is always alone in its equivalence class, implying that its B + * 2 -tail is trivial. We express γ 2 as φ 3 (γ 3 ) · β 3 with γ 3 = φ −1 3 (a 2,3 ) = a 1,2 and β 3 = a 1,2 . Since γ 3 equals a 1,2 we obtain γ 4 = 1 and β 4 = a 1,2 . We conclude that the φ 3 -splitting of β is (a 1,2 , a 1,2 , 1, a 2 1,2 ). Before giving the definition of the rotating normal we fix some definitions about words. n is an A ± n -word. The braid represented by the A ± n -word w is denoted by w. For w, w ′ two A ± n -word, we say that w is equivalent to w ′ , denoted by w ≡ w ′ if w = w ′ holds. The empty word is denoted by ε.
The n-rotating normal form is an injective map r n from B + * n to the set of A n -words defined inductively using the φ n -splitting. representing β. The rotating normal form of a braid β ∈ B + * n with n 3 is r n (β) = φ
where (β b , ... , β 1 ) is the φ n -splitting of β. A word w is said to be n-rotating if it is the n-rotating normal form of a braid of B + * n . As the n-rotating normal form of a braid of B + * n−1 is equal to its (n − 1)-rotating normal form we can talk without ambiguities of the rotating normal form about a dual braid. Example 2.6. We reconsider the braid β of Example 2.3. We know that the φ 3 -splitting of β is (a 1,2 , a 1,2 , 1, a 2 1,2 ). Since r 2 (1) = ε, r 2 (a 1,2 ) = a 1,2 and r 2 (a 2 1,2 ) = a 2 1,2 we obtain
Some properties of the rotating normal form have been established in [9] . Connections, established in [8] and [9] , between the rotating normal form and the braid's ordering introduced by P. Dehornoy are based on these properties.
We finish this section with some already known or immediate properties about φ n -splittings and n-rotating words.
Definition 2.7. For every nonempty word w, the last letter of w is denoted by w # . For each nontrivial braid β in B + * n , we define the last letter of β, denoted β # , to be the last letter in the rotating normal form of β.
Lemma 2.8 (Lemma 3.2 of [9] ). Assume n 3 and let (β b , ..., β 1 ) be a φ n -splitting (i) For k 2, the letter β # k is of type a ..,n−1 unless β k = 1. (ii) For k 3 and k = b, we have β k = 1.
The fact that β b is not trivial is a direct consequence of the definition of φ n -splitting. As, for k 2, the braid n−1 -tail of φ n (a p,n β k ) is trivial by (6) . Definition 2.9. We say that a letter a r,s is an a p,n -barrier if 1 r < p < s n − 1 holds.
There exist no a p,n -barrier with n 3 and the only a p,4 -barrier is a 1,3 , which is an a 2,4 -barrier. By definition, if the letter x is an a p,n -barrier, then in the presentation of B + * n there exists no relation of the form a p,n · x = y · a p,n allowing one to push the letter a p,n to the right through the letter x: so, in some sense, x acts as a barrier.
Lemma 2.10 (Lemma 3.4 of [9] ). Assume that n 3, β is a braid of B + * n−1 and the B + * n−1 -tail of φ n (a p,n β) is trivial for 2 p n − 2. Then the rotating normal form of β is not the empty word and it contains an a p,n -barrier. Lemma 2.11 (Lemma 3.5 of [9] ). Let (β b , ..., β 1 ) be a φ n -splitting of some braid of B + * n with n 3.
is not a n−2,n−1 (if any), the rotating normal form of β k contains an φ n (β # k+1 )-barrier.
Left reversing for dual braid monoid
Left reversing process was introduced by P. Dehornoy in [5] . It is a powerfull tool tfor the investigation of division properties in some monoids as stated by Proposition 3.6.
and if f (x, x) = ε holds for all x ∈ S.
As the relation x = x is always true for x ∈ S we say that M is left complemented even if x = x does not occur in R for x ∈ S.
The monoid B + * 3 with presentation of Proposition 1.1 is left complemented with respect to the map f given by
However the monoid B In general for 1 p < r < q < s n, the word f (a p,q , a r,s ) and f (a r,s , a p,q ) are not defined for the presentation of B + * n given in Proposition 1.1. In order to obtain a left complemented presentation of B + * n we must exhibit some extra relations from these given in Proposition 1.1.
By example, the relation a 2,3 a 1,4 a 1,3 ≡ a 3,4 a 1,2 a 2,4 holds and so we can consider f (a 1,3 , a 2,4 ) to be a 2,3 a 1,4 . However the relation a 1,4 a 2,3 a 1,3 ≡ a 3,4 a 1,2 a 2,4 is also satisfied and so f (a 1,3 , a 2,4 ) = a 2,3 a 1,4 is an other valid choice.
for q = r, a s,q for p = r and q > s, a r,p for q = s and p > r, a r,q a p,s for p < r < q < s, a s,q a r,p for r < p < s < q, a r,s otherwise.
provides a structure of left complemented monoid to B + * n . Proof. Direct computations using Proposition 1.1 establish f n (x, y) · x ≡ f n (y, x) · y for all (x, y) ∈ A 2 n . Our choice for f n (a p,q , a r,s ) with p < r < q < s is well suited for the sequel and some proof would be invalid if we made an other one. Definition 3.3. For w and w ′ two A ± n -words, we say that w left reverses in one step to w ′ , denoted w 1 w ′ , if we can obtain w ′ from w substituting a factor xy −1 (with x, y ∈ A n ) by f n (x, y) −1 f n (y, x). We say that w left reverses to w ′ , denoted by w w ′ , if there exists a sequence
1,3 left reverses to a 2,3 a 2,3 as the following left reversing sequence shows (left reversed factor are underlined)
which is denoted by a 1,2 a 2,3 a 1,2 a
Definition 3.5. For w an A ± n -word, we denote by D(w) and N (w) the unique A n -word, if there exist, such that w D(w) −1 N (w). The word N (w) is the left numerator of w while the word D(w) is its left denominator.
Reconsidering Example 3.4, we obtain that the left denominator of u is D(u) = ε and that is left numerator its N (u) = a 2,3 a 2,3 .
A consequence of Example 8 and Proposition 3.5 of [6] based on [5] and [3] is that N (w) and D(w) exists for any A ± n -word w. We obtain also the following result: Proposition 3.6. Let w be an A n -word and a p,q be in A n . The braid w is right divisible by a p,q if and only if D(w · a
Since the denominator of a 1,2 a 2,3 a 1,2 a −1 1,3 is empty, the braid a 1,3 right divides the braid a 1,2 a 2,3 a 1,2 .
Characterization of rotating normal words
The aim of this section is to give a syntactical characterization of nrotating words among A n -words. n there is equivalence between (i) an A n -word representing β contains an a p,n -barrier, (ii) every A n -word representing β contains an a p,n -barrier.
Proof. Clearly (ii) implies (i). For (i) ⇒ (ii) it is sufficient to prove that relations of Proposition 1.1 preserve a p,n -barriers. For relation (2) this is immediate since it conserves involved letters. If one of the three words a r,s a s,t , a s,t a r,s and a r,t a r,s of relations (3) contains an a p,n -barrier then the two others also, as illustrated by the following chord diagram (the chord of an a p,n -barrier intersects properly the chord of the letter a p,n .) t s p r n As a consequence, containing an a p,n -barrier is not a word property but a braid one. Proof. Let u be an A n−1 -word representing β. As the B + * n−1 -tail of φ n (β) is trivial, the last letter u # of u not belongs to A n−2 and so u # is a p,n−1 for some integer p < n − 1. Assume now v is an other A n−1 -word representing β. For the same reason as u, we have v # = a q,n−1 for some q < n − 1. Since the two braids a p,n−1 and a q,n−1 are right divisors of β, their left lcm is also a right divisor of β. Assume for a contradiction that p and q are different. The braid β is then right divisible by a p,q a q,n−1 , which is the left lcm of a p,n−1 and a q,n−1 . Since a p,q a q,n−1 is equivalent to a p,n−1 a p,q , the braid a p,q is also a right divisor of β. In particular a p+1,q+1 , with q + 1 < n, is a right divisor of φ n (β), which is impossible since the B + * n−1 -tail of φ n (β) is supposed to be trivial. Therefore, every A n−1 -word representing β ends with the same letter, namely β # .
We conclude that, under some hypotheses, the last letter of a word is a braid invariant. Definition 4.3. For n 3 and 2 p n − 1, we say that an n-rotating word w is an a p,n -ladder is there exist a decomposition
Condition (ii) is equivalent to: for each k h, the letter x k is an a j(k−1),nbarrier of type a ..,j(k) .
An immediate adaptation of Proposition 3.9 of [9] is :
Lemma 4.4. Assume that n 3, β belongs to B + * n−1 , the B + * n−1 -tail of φ n (β) is trivial and β contains an a p,n -barrier for some 2 p n − 2. Then the normal form of β is an a p,n -ladder.
In order to obtain a syntactical characterization of n-rotating words we want a local version of condition (6) characterizing a φ n -splitting. The following result is the first one in this way. n−1 -tail of φ n (a p,n β) is trivial, (ii) the B + * n−1 -tail of φ n (β) is trivial and β contains an a p,n -barrier, (iii) the only A n -letter that right divides a p,n β is β # , which is of type a ..,n−1 .
Our proof of Proposition 4.5 rests on the following Lemma. k with y k = a r,n . Lemma 3.2 implies
for j = r, a r,j a i,n for i < r < j, a r,n otherwise, which gives in particular
It follows that y k+1 is equal to a s,n for some s r. Eventually we obtain that ua n−1 -tail of φ n (β) is also a right divisor of φ n (a p,n β) the first statement of (ii) holds. The second statement is Lemma 2.10. Let us prove that (iii) implies (i). By hypothesis the last letter of β is a q−1,n−1 for some q. As the only A n -letter that right divides φ n (a p,n β) is φ n (a q−1,n−1 ) = a q,n , the B + * n−1 -tail of φ n (a p,n β) must be trivial.
We now prove (ii) ⇒ (iii). Since the B + * n−1 -tail of φ n (β) is trivial, the letter β # must be of type a ..,n−1 . We denote by w the rotating normal from of
By Lemma 4.6, there exist two maps η and µ from N to itself such that
By construction w 0 is v 0 while w ′ 0 is the empty word. Lemma 4.6 implies
Following Definition 4.3 we write x k = a i(k),j(k) . We will now prove by induction
, and we are done in this case. The remaining case is µ(k + 1) > i(k + 1). By relation (8) , with i = i(k + 1), j = j(k + 1) and r = η(k + 1) we obtain
i(k+1),n v with some A ± n -word v. In particular, we have η(k) = i(k + 1) < j(k) and (10) is established. For k = h − 1 the left hand member of (10) is satisfied since j(h) is equal to n − 1 and r n − 1 holds by definition of r. Properties (9) and (10) imply µ(k) < j(k) for all k ∈ [0, h − 2]. In particular we have µ(0) < j(0) = p together with wa −1 r,n a −1 µ(0),n · · · . As a µ(0),n can not be a right divisor of a p,n it follows that the left denominator of a p,n w a −1 r,n is also non empty and so that a r,n is not a right divisor of a p,n β.
As the reader can see, the case p = n − 1 is excluded from Proposition 4.5. It is the aim of the following result. n−1 -tail of φ n (a n−1,n β) is trivial, (ii) the only A n -letter right divising a n−1,n β is β # which is of type a ..,n−1 .
Proof. (ii) ⇒ (i) is similar as (iii) ⇒ (i) of Proposition 4.7. We now show that (i) implies (ii). Condition (i) implies in particular that the B + *
n−1 -tail of φ n (β) is trivial. It follows that the last letter of β is of type a ..,n−1 . Let w be the rotating normal form of β and a r,s be an A n -letter different from β # . For s n − 1 we follow proof of Proposition 4.7 to obtain that a r,s is not a right divisor or the braid a n−1,n . Assume now s = n. By Lemma 4.6 there exists q r such that wa
q,n · · · holds and so we obtain a n−1,n wa −1 r,n a n−1,n a −1 q,n · · · . As, for q = n − 1 the braid a q,n−1 is not a right divisor of a n−1,n it is sufficient to show q = n − 1 for concluding that a r,n not right divides a n−1,n β. For r n − 2 it is obvious since q r holds. Assume finally r = n − 1. We denote by a p,n−1 the last letter of β. By (8) we have a p,n−1 a is a p−1,n−1 . We denote by ua p−1,n−1 and v two A n -words representing γ k and β k−1 respectively. The braid γ k−1 is then represented by φ n (u)a p,n v. Let y be an A n -letter different from β # k−1 . Proposition 4.5 with Condition (iii) and Proposition 4.7 imply that y is not a right divisor of a p,n β k−1 . Therefore, by Proposition 3.6 there exists an A n -letter x different from a p,n such that φ n (u)a p,n vy
The word φ n (u)a p,n represents φ n (γ k ). By induction hypothesis x is not a right divisor of φ n (γ k ). Then Proposition 3.6 implies that D(φ n (u)a p,n x −1 ) is not empty. It follows D(φ n (u)a p,n vy −1 ) = ε and so always by Proposition 3.6, the letter y is not a right divisor of γ k−1 . Eventually we have established (11) for k 3.
A direct consequence of (11) and Condition (ii) is that the only A n -letter right divising φ n (γ k ) is of type a ..,n and so the B + * n−1 -tail of he braid γ k is trivial for k 3 and for k = 2 whenever β k = 1. It remains to establish that the B + * n−1 tail of φ n (γ 2 ) is also trivial whenever β 2 is trivial. Assume β 2 = 1. Condition (iii) implies β # 3 = a n−2,n−1 . By (11), a n−2,n−1 is the only A n -letter that right divides the braid γ 3 . Since γ 2 = φ n (γ 3 ), the letter φ 2 n (a n−2,n−1 ) = a 1,n is the only letter right divising φ n (γ 2 ). In particular the B + * n−1 -tail of φ n (γ 2 ) is trivial. 
is n-rotating if the following conditions are satisfied (i) for k 1, the word w k is (n − 1)-rotating, (ii) for k 3, the word w k ends by a p−1,n−1 for some p, (iii) the word w 2 is either empty (except for b = 2) or ends by a p−1,n−1 for some p, (iv) if, for k 3, the word w k ends by a p−1,n−1 with p = n − 1 then the word w k−1 contains an a p,n -barrier.
Proof. Assume that (w b , ..., w 1 ) satisfies Conditions (i)-(iv) and let us prove that the word w defined at (12) is rotating.
We denote by β i (resp. β) the braid represented by w i (resp. w). By Condition (i) and Definition 2.5, the word w is rotating if and only if (β b , ..., β 1 ) is a φ n -splitting. Conditions (ii) and (iii) imply Condition (i) of Theorem 4.8. Theorem 4.8.(iii) is a consequence of (ii) and (iv). We remark that the B + * n−1 -tail of a braid γ is represented by a suffix of the rotating word of γ. If the B + * n−1 -tail of φ n (β k ) is not trivial, then there exists a p,q with 1 p < q < n that right divides φ n (β k ). As β k lies in B + * n−1 , we have p = 1 and therefore β k is right divisible by a p−1,q−1 with q − 1 n − 2. Assume the B + * n−1 -tail of w k is not trivial for k 2. The previous remark implies that w k must end with a letter a i,j satisfying j n − 2, which is in contradiction with Conditions (ii) and (iii).
It is not true that any decomposition of an n-rotating word as in (12) satisfies Conditions (i)−(iv) of Corollary 12. However we have the following result.
Proposition 4.10. For every n-rotating word w with n 3 there exists a unique sequence (w b , ..., w 1 ) of (n − 1)-rotating words such that w decompose as in (12) and Conditions (ii) − (iv) of 4.9 hold.
Proof. By definition of a rotating normal word and by Lemma 2.8 such a sequence exists. Let us prove now the unicity. Assume w is a n-rotating normal word and that (w b , ..., w 1 ) and (w ′ c , ..., w ′ 1 ) are two different sequences of (n − 1)-rotating normal words satisfying Conditions (ii) and (iii) of Corollary 4.9. Let k be the minimal integer satisfying w k = w ′ k . Since the sum of the word lengths of the two sequences are the same, we have k min{b, c}. Without lost of generality, we may assume that w ′ k is a proper suffix of w k , i.e., w k = u · w ′ k . By Conditions (ii) and (iii) of Corollary 4.9, the last letter x of u comes from the last letter of w ′ k+1 or w ′ k+2 . Hence the letter x is equal to a p−1,n−1 for some p and w k admits either
The first case is impossible since w k is an A n−1 -word. The second case may occur only for k = 1 and w ′ 2 = ε. As w ′ 2 is empty, the last letter of w ′ 3 , which is x, is equal to a n−2,n−1 . This implies that w k admits a 1,n u as suffix which is also impossible since it is an A n−1 -word.
A direct consequence of Corollary 4.9 and Proposition 4.10 is Theorem 4.11. An A n -word w is rotating if and only if it can be expressed as in (12) subject to Conditions (i) − (iv) of Corollary 4.9.
Regularity
In this section we will show that the language of n-rotating words, denoted by R n is regular, i.e., there exists a finite state automaton recognizing the nrotating words. As the rotating normal form is defined using right division it is more natural for an automaton to read word from the right. For w = x 0 ·...· x k an A n -word we will denote by Π(w) the word x k ·...·x 0 . By Theorem 1.2.8 of [7] the language R n is regular if and only if the language Π(R n ) is. In this section we will construct an automaton recognizing Π(R n ).
For us a finite state automaton is a quintuplet (S ∪{⊗}, A, µ, Y, i) where S is the finite set of states, A is a finite alphabet, µ : S × A → S is the transition function, Y ⊆ S is acceptating states and i is the initial state. In this paper each automaton is equipped with an undraw dead state ⊗ and all states except the dead one is accepting, i.e., Y = S always holds.
Therefore an automaton will be briefly denoted by A = (S, A, µ, i). To describe A it is enough to describe µ on (s, x) ∈ S × A where µ(s, x) = ⊗ and s = ⊗. By example an automaton recognizing the language R 2 is A 2 = ({1}, {a 1,2 }, µ 2 , 1) with µ 2 (1, a 1,2 ) = 1. The corresponding automaton diagram is :
The horizontal arrow points to the initial state.
is rotating if and only if e k = 0 for all k 3.
Proof. The 2-rotating words are powers of a 1,2 . Let w be the word of the statement. Defining w k to be a e k 1,2 , we obtain
As there is no barrier in B + * 3 , the word w is rotating if and only if it satisfies Conditions (ii) and (iii) of Corollary 4.9, i.e., the exponent e k is not 0 for k 3.
As a consequence the following automaton recognizes the language Π(R 3 ): Unfortunately, for n 4 there is no so simple characterization of nrotating words. We will describe an inductive construction for an automaton recognizing language Π (R n ). The process will be illustrated on n = 4. The first step is to focus on n-rotating words ending with a letter of type a ..,n .
Definition 5.2. We denote by R * n the language of n-rotating words which are empty or ends with a letter of type a p,n for some p.
Before constructing an automaton A n recognizing the language Π (R n ), we construct by induction on n 3 an automaton A * n for the language Π (R * n ).
Definition 5.3.
A partial automaton is a quadruplet P = (S, A, µ, I) where S, A and µ are defined as for an automaton and I : A → S is a map. The closure of a partial automaton P is the automaton A(P ) = (S ∪{•}, A, µ c , •) given by
A partial automaton is represented as an automaton excepted for the function I. For each x ∈ A we draw an arrow attached to state I(x) and labelled x. We say that a partial automaton recognizes a given language if its closure does. We will now show how to construct by induction a partial automaton P n recognizing Π (R * n ) for n 3. For n = 3 this is already done by Figure 6 . For the sequel we assume n 4 and that P n−1 = (S n−1 , A n−1 , µ n−1 , I n−1 ) is a given partial automaton which recognizes the language Π (R n−1 ).
We define S 0 n to be the set S 0 n = {0} × (S n−1 \ {⊗}) × P({a 2,n , ..., a n−2,n }). A state in S 0 n is then written (0, s, m). For x = a i,j ∈ A n−1 we denote by bar(x) the set {a p,n | i < p < j}.
Definition 5.4. We define P 0 n = (S 0 n ∪ {⊗}, A n−1 , µ 0 n , I 0 n ) to be the partial automaton where for all x ∈ A n−1 ,
and for all (0, s, m) ∈ S 0 n and for all x ∈ A n−1 ,
Proposition 5.5. The partial automaton P 0 n recognizes the language Π (R * n−1 ). Moreover an accepted A n -word Π(w) contains an a p,n -barrier if and only if P n,0 has state (s, m) with a p,n ∈ m after reading Π(w).
Proof. Let w be an A n -word of length ℓ, A and A ′ be the closure of P n−1 and P 0 n respectively. We denote by s k (resp. (s ′ k , m k )) the state of automaton A (resp. A ′ ) after reading the k-th letter of Π(w). If w does not contains an
Hence Π(w) is accepted or not by the two automata and in particular m ℓ is the empty set. Assume now w contains an a p,n -barrier. Let ℓ ′ be the first occurrence on such a barrier in Π(w). By construction of µ n we have (s ′ k , m k ) with a p,n ∈ m k for k ℓ ′ except if s k = ⊗. As A (resp. A ′ ) recognizes the word Π(w) if and only if s ℓ (resp. s ′ ℓ ) is different from ⊗, the word w is recognized or not by both automata. Moreover, in this case m ℓ contains a p,n .
As the only a p,4 -barrier in A 4 is a 1,3 , the partial automaton P 0 4 is obtained from P 3 by connecting edges labelled a 1,3 to a copy of P 3 , as illustrated on figure 5 For t = (0, s, m) ∈ S 0 n we define φ k n (t) to be (k, s, m). We also define S k n to be φ k n S 0 n and P
k n to be the partial automaton given by
with the convention φ k n (⊗) = ⊗. In other words, P k n is obtained from P 0 n by replacing the letter x by φ k n (x) and state (0, s, m) by (k, s, m). We obtain immediately that P k n recognizes the word φ k n (Π(w)) if and only if P 0 n recognizes Π(w). We can now construct the partial automaton P n by plugging together n partial automaton P k n for k ∈ [0, n − 1] together.
Definition 5.6. We define P n = (S * n ∪ {⊗}, A n , µ * n , I n ), with S * n = S 0 n ⊔ ... ⊔ S k n to be the partial automaton given by
and with transition function
) if x = a p,n with 2 p n − 2 and a p,n ∈ m, ⊗ otherwise with the convention I n n = I 0 n . We summarize the construction of the partial automaton P n on the following diagram.
after reading a letter of φ i−1 n (w i ) the automaton A is in state (t, s, m) with t = i mod n. By construction of P t n , the word φ i−1 n (w i ) provides an accepted state if and only if w i is a word of Π(R n−1 ). At this point we have shown that Π(w) is accepted by A only if w is empty or if w satisfies w ′ # = a p,n together with Conditions (i), (ii) and (iii) of Corollary 4.9. Let i be in [j, k − 1], and assume that A is in an acceptable state (t, s, m) with t = i mod n after reading the word Π(φ i−1 n (w i )·...·φ n (w 2 )·w 1 ). We denote by x the letter w # i+1 . By construction of w i+1 we have x ∈ φ i−1 n (A n−1 ) and so x = φ i n (a p,n ) for some p. By definition of µ * n we have µ * n ((t, s, m), φ i n (a p,n )) = ⊗ if and only if p = n − 1 of p ∈ [2, n − 2] and a p,n ∈ m. By construction of P t n , we have a p,n ∈ m if and only if w i contains an a p,n , which corresponds to Condition (iv) of Corollary 4.9. Eventually, by Corollary 4.9, the word Π(w) is accepted by A if and only if w ∈ R * n . Assume that an automaton A n−1 = (S n−1 ∪{⊗}, A n−1 , µ n−1 , i) recognizing the language Π(R n−1 ) for n 4 is given. Using the partial automaton P n = (S * n ∪{⊗}, A n , µ * n , I n ) we construct the automaton A n = (S n ∪{⊗}, A n , µ n , i) defined by S n = S n−1 ⊔ S * n and µ n (s, x) =      µ n−1 (s, x) if s ∈ S n−1 and x ∈ A n−1 , I n (x) if s ∈ S n−1 and x ∈ A n \ A n−1 , µ * n (s, x) if s ∈ S * n . Proposition 5.8. If A n−1 recognizes Π(R n−1 ), the automaton A n recognizes the language Π(R n ).
Proof. Let w be an A n -word, w 1 be the maximal suffix of w which is an A n−1 -word and w ′ be the corresponding prefix. By Corollary 4.9, the word w is rotating if and only if w 1 and w ′ are. By construction of A n , the automaton is in acceptable state after reading Π(w 1 ) if and only if w 1 is an (n − 1)-rotating word. Hence w is accepted only if w 1 is rotating. Assume that it is the case. By Lemma 5.7 the automaton A n is always in an acceptable state after reading Π(w ′ ) if and only if the word w ′ is rotating. Eventually the word Π(w) is accepted by A if and only if w 1 and w ′ are both rotating, which is equivalent to w is rotating.
By Proposition 5.8, the language Π(R n ) is regular and so we obtain: Theorem 5.9. The language of n-rotating words R n is regular.
Further work
Using syntactical characterization of rotating words we have proved that the language of n-rotating words is regular. For W a finite state automaton, we denote by L(W ) the language recognized by W . Following [4] and [7] we have the following definition: Definition 5.10. Let M be a monoid. A right automatic structure, resp. left automatic structure, on M consists of a set A of generators of M , a finite state automaon W over A, and finite state automata M x over (A, A), for x ∈ A ∪ {ε}, satisfying the following conditions:
(i) the map π : L(W ) → M is surjective.
(ii) for x ∈ A ∪ {ε}, we have (u, v) ∈ L(M x ) if and only if ux = y, resp. xu = y, and both u and v are elements of L(W ).
Naturally we can ask if the rotating normal form provides an left or right automatic structure for the dual braid monoid B + * n . Such a result may needs to obtain some syntactical properties on the word x w or w x where w is an n-rotating word and x is an A n -generator. At this time no result have been obtained in this direction. Figure 9 . Automaton A 4 for the language Π(R 4 ).
