The uncovering of the role of monodromy in integrable Hamiltonian fibrations has been one of the major advances in the study of integrable Hamiltonian systems in the past few decades: on one hand monodromy turned out to be the most fundamental obstruction to the existence of global action-angle coordinates while, on the other hand, it provided the correct classical analogue for the interpretation of the structure of quantum joint spectra. Fractional monodromy is a generalization of the concept of monodromy: instead of restricting our attention to the toric part of the fibration we extend our scope to also consider singular fibres. In this paper we analyze fractional monodromy for n 1 :(−n 2 ) resonant Hamiltonian systems with n 1 , n 2 coprime natural numbers. We consider, in particular, systems that for n 1 , n 2 > 1 contain one-parameter families of singular fibres which are 'curled tori'. We simplify the geometry of the fibration by passing to an appropriate branched covering. In the branched covering the curled tori and their neighborhood become untwisted thus simplifying the geometry of the fibration: we essentially obtain the same type of generalized monodromy independently of n 1 , n 2 . Fractional monodromy is then recovered by pushing the results obtained in the branched covering back to the original system.
Introduction
In this paper we consider Liouville integrable Hamiltonian systems defined by a smooth Hamiltonian function H on the phase space R 4 with canonical coordinates (q 1 , q 2 , p 1 , p 2 ). The second, also smooth, integral of motion J is assumed to generate an S 1 symmetry action. The integral map
encodes the dynamics and the geometry of our systems. F defines a fibration of R 4 which we call integrable Hamiltonian fibration.
The complete understanding of the integrable Hamiltonian fibration is one of the central problems in the modern theory of Hamiltonian systems [3, 11, 16] . The most fundamental fact in this direction is the Arnol'd-Liouville theorem [1, 2] . Recall that a value f ∈ R 2 of F is regular if D F p is submersive for all
and f is critical if this condition fails at some p ∈ F −1 ( f ). We denote by R the set of regular values of F. The Arnol'd-Liouville theorem tells us that if f ∈ R and if the fibre F −1 ( f ) is compact then it is a smooth two dimensional torus T 2 or the disjoint union of such tori. In fact, F R = F|F −1 (R) defines a T 2 fibre bundle. If, on the other hand, f is a critical value of F then the fibre F −1 ( f ) has at least one connected component that is not a smooth T 2 . This connected component is either a lower dimensional torus (S 1 or point) or a singular set. If F is polynomial this singular set is a singular algebraic variety. Furthermore, the Arnol'd-Liouville theorem tells us that R is open in R 2 and that if f ∈ R then there is an open neighborhood U ⊆ R of f where local action-angle coordinates can be defined.
Standard monodromy. After this basic classification of the fibres of F we can ask
what is the global geometry of the integrable Hamiltonian fibration. The monodromy of the regular part F R of this fibration gives the first insights and a partial answer to our question. If the monodromy is non-trivial then the bundle F R is non-trivial. 1 Duistermaat [16] was the first to highlight the importance of monodromy to integrable Hamiltonian systems from the point of view of the existence of global smooth action-angle coordinates: if the monodromy is non-trivial then such coordinates do not exist. Let us briefly describe the concept of monodromy as it applies to our context. Consider a regular value f ∈ R of F and a piecewise smooth closed path Γ : [0, 1] → R in the set of regular values of F that starts and ends at f = Γ (0) = Γ (1) . Assume that the fibre F −1 ( f ) is connected, so it is a smooth T 2 . The fact that image(Γ ) ⊂ R implies that the number of connected components of F −1 (Γ (t)) remains constant for t ∈ [0, 1] so all fibres along Γ are T 2 . Let (a, b) be a basis of the homology group H 1 (F −1 ( f )) Z 2 . Since the first homology group of regular fibres is a discrete set there is a unique notion of parallel transport of homology cycles along Γ which defines an automorphism of H 1 (F −1 ( f )). This automorphism is the same for all paths in the homotopy class [Γ ] of Γ . Thus one defines on the first fundamental group π 1 (R; f ) the monodromy map
that maps each homotopy class of closed paths in R to the corresponding automorphism.
The matrix of μ([Γ ]) is called the monodromy matrix along Γ and in general is an element of GL(2, Z). An integrable system has non-trivial monodromy if μ is not trivial, that is, if there is a homotopy class [Γ ] for which μ([Γ ])
is not the identity. In other words, if the parallel transport of the initial basis (a, b) along the closed path Γ gives a basis (a , b ) = (a, b) of H 1 (F −1 ( f )) then F has non-trivial monodromy. We emphasize that the idea of characterizing an aspect of the global geometry of the integrable Hamiltonian fibration by the parallel transport of homology cycles along a closed path is, with appropriate modifications, central to the concept of fractional monodromy and to our approach in the present paper. There are several examples of Hamiltonian systems with non-trivial monodromy and thus no global action coordinates, see [11, [13] [14] [15] 17, 23, 34, 35] . One sufficient condition for a system to have non-trivial monodromy is the existence of focus-focus singularities. Consider a critical value c of F such that the fibre F −1 (c) is a k-pinched torus, i.e., it contains k > 0 focus-focus singularities and no other critical points of F, see Fig. 1 . In this case the critical value c is isolated in the image of F, i.e., there is an open neighborhood of c that contains no other critical values of F. Then the geometric monodromy theorem [33, 36] states that if Γ is a closed path in R that encircles once the critical value c then the monodromy matrix μ( [Γ ] ) is conjugate in GL(2, Z) to 1 0 k 1 ∈ SL(2, Z).
This result highlights the central role that critical fibres play for the global geometry of the fibration and it shows that standard monodromy, although a global aspect of the fibration, has essentially local origins.
Fractional monodromy.
If instead of pinched tori we consider critical fibres F −1 (c) with critical points p where rank D F p = 1 then the situation becomes very different compared to standard monodromy. Such critical fibres are not isolated but generically appear in one-parameter families. When p is a hyperbolic singularity then such families locally separate the phase space. It follows that in this case there is a curve C of critical values in the image of F that locally separates R, i.e., if c is a critical value on C then there is an open neighborhood U of c such that U \C consists of two disjoint parts of regular values of F separated by C. The geometry of the integrable Hamiltonian fibration in the neighborhood of one such critical value has been studied in [3, 10, 37] . But in order to understand the role of the whole one-parameter family for the geometry of the integrable Hamiltonian fibration we must consider not only the neighborhood of one critical value but also how the complete family is embedded in phase space. In other words, and unlike the case of pinched tori where we need only local assumptions in order to make statements about the global geometry, here global assumptions about the one-parameter family become essential [5] . The first system studied from this point of view is an 1:(−2) resonant system [19, 29, 30] . In this system the Hamiltonian H is chosen so that it has the integral J = 1 2 ( p global assumption that we mentioned before corresponds here to the fact that C − has an endpoint c * , see Fig. 2 (a), and thus separates R locally but not globally. The consequence of this is that we can take a closed path Γ in the image of F that goes around c * crossing C − exactly once. Following the same approach as for standard monodromy [11] we can consider the parallel transport along Γ of a basis of the first homology group
h)), where ( j, h) is a regular value of F = (J, H ).
The very surprising fact, first understood intuitively by Zhilinskií, and then proved in [30] , is that such parallel transport at the level of homology 3 is actually possible even though Γ goes through a point c ∈ C − that corresponds to a singular fibre of F. More precisely in [30] it is shown that only homology cycles in an index-2 subgroup H( j, h) of the first homology group This property is strongly reminiscent of standard monodromy except for the fact that we have to restrict our attention to the subgroup H( j, h) of the first homology group
The name fractional monodromy is due to the fact that the matrix of the resulting automorphism when formally expressed in terms of the basis (a, b) of
is given by the matrix 1 0 1 2
.
We emphasize the formal character of the latter expression, due to the fact that the cycle a cannot be parallel transported along Γ . Fractional monodromy was soon thereafter studied in n 1 : (−n 2 ) resonant systems [27, 31, 32] for n 1 , n 2 coprime natural numbers with n 1 < n 2 . In such systems the Hamiltonian H has, in suitable coordinates, the integral
The flow of X J induces in R 4 a resonant n 1 :(−n 2 ) action described in detail in §3.1. For the specific choices of H used in [27, 32] the integral map F = (J, H ) has one curve of critical values C − that ends at a point c * when n 1 = 1, or two curves of critical values, C − and C + that join at a point c * when n 1 ≥ 2, see Fig. 3 . For f ∈ C − the fibre F −1 ( j, h) is a n 1 :n 2 -curled torus and for f ∈ C + the fibre F −1 ( j, h) is a n 2 :n 1 -curled torus.
A m:n curled torus is most intuitively described in the following way, see Fig. 4 . Start with a single 'petal' on a plane, i.e., with a circle which is smooth everywhere except a single singular point. Then construct a 'rose' by joining n copies of the single 'petal' at the singular point, where each copy of the 'petal' is rotated by angle 2π/n relative to the previous one, see Fig. 4 (a). Now consider a (finite height) cylinder over the 'rose', see Fig. 4(b) . Glue the upper and lower sides of the cylinder after twisting the upper side by an angle 2π(m/n) in the clockwise direction, see Fig. 4 (c). The resulting gadget, shown in Fig. 4(d) , is a m:n-curled torus.
We now come back to probing the global geometry of the integrable Hamiltonian fibration through the parallel transport of homology cycles. Just as we did for 1:(−2) resonant systems we here consider a closed path Γ that goes around c * and crosses the curves of critical values C − and C + exactly once (the latter only in the case n 1 ≥ 2), see Fig. 3 . Then there is a basis (n 1 n 2 a, b) of an index-n 1 n 2 subgroup H( j, h) of the first homology group H 1 (F −1 ( j, h)) which after parallel transport along Γ comes back to (n 1 n 2 a − b, b) [27, 32] . Thus in the basis (n 1 n 2 a, b) the monodromy matrix reads 1 0 1 1 , and formally in the basis (a, b) of H 1 (F −1 ( j, h)) the matrix becomes 1 0
The situation described so far is highly degenerate when n 1,2 ≥ 3. In these cases a generic integrable perturbation of H that commutes with J breaks up the curves C + and C − of curled tori and leaves in their place a much more complicated arrangement of critical and regular fibres that occupy a 'strip' S of small width. This situation has been studied by Nekhoroshev who introduced the notion of fuzzy fractional monodromy and showed that removing the degeneracy does not affect fractional monodromy [27, 28] . In this paper we show that the precise structure of the critical sets is irrelevant to the existence of fractional monodromy.
More precisely, we prove fractional monodromy for a very general class F n 1 :n 2 of n 1 :(−n 2 ) resonant systems, see Definition 1 in §3.2. The class L of paths Γ around the origin is made precise in Definition 2. In particular, we use the idea of branched coverings to prove the following result extending previous work on fractional monodromy.
Theorem 1 (Fractional monodromy)
. Consider a n 1 :(−n 2 ) resonant system F = (J, H ) where H ∈ F n 1 :n 2 and a closed path Γ ∈ L with Γ (0) = ( j, h). Then there is an index- 
only homology cycles in H( j, h) can be parallel transported along Γ , (ii) the parallel transport of homology cycles in H( j, h) along Γ is unique and it induces an automorphism μ on H( j, h), (iii) if (a( j, h), b( j, h)) is an ordered basis of H
1 (F −1 ( j, h)),
Covering maps.
The idea of simplifying the study of a dynamical system by passing to an appropriate covering space has been widely used and has proved to be very fruitful. For example, covering maps have been used in the study of Riemann surfaces, in algebraic topology, and also in dynamical systems. We mention here the study of subharmonic bifurcations of periodic and quasiperiodic tori [4, [6] [7] [8] [9] . In the context of integrable Hamiltonian fibrations it has been already noted in [10, 37] that when the S 1 action has Z 2 isotropy at a hyperbolic critical point p then the S 1 action becomes free by passing to a suitable double covering. Note that the situation of an S 1 action with Z 2 isotropy at a hyperbolic critical point p here corresponds to a 1:2 curled torus. The 'twist' of the curled tori that exist in the n 1 :(−n 2 ) resonant systems considered in this paper complicates the geometry, not only of the critical fibres themselves, but also of nearby regular fibres. Thus it is natural to pass to an appropriate covering space in order to locally 'untwist' the geometry of the fibration and simplify its study. Furthermore, computations in the covering space related to the parallel transport of homology cycles are considerably simpler than similar computations in the original space.
We discuss now briefly how our covering map ρ, to be introduced in §4.1, simplifies the study of fractional monodromy. The map ρ : C 2 → C 2 is a (n 1 n 2 )-fold branched covering; here we identify R 4 C 2 . The n 1 :(−n 2 ) resonant S 1 action becomes 1:(−1) resonant in the covering space and is thus free in C 2 \{0}. Using ρ we pull back the integrable Hamiltonian fibration of our n 1 :(−n 2 ) resonant systems to the covering space. Each fibre F −1 ( j, h) lifts to a fibreF −1 ( j, h) in the covering space. Provided that the 1:(−1) resonant S 1 action onF −1 ( j, h) is free, that isF −1 ( j, h) does not contain the origin 0 ∈ C 2 , we have the following description ofF −1 ( j, h). The intersection of F −1 ( j, h) with a suitably chosen Poincaré surface of section is a one-dimensional set λ( j, h) which typically is a disjoint union of smooth circles. Furthermore,λ( j, h) can be seen as a global section for the restriction of the free 1:(−1) resonant S 1 action oñ
If, in particular,F −1 ( j, h) T 2 which implies thatλ( j, h) S 1 (or if we restrict our attention to a T 2 component ofF −1 ( j, h)) then a basis of the homology group
Z 2 is given by two cycles: the first cycle is represented byλ( j, h) while the second cycle is represented by an orbit of the S 1 action. This very simple description of a basis of H 1 (F −1 ( j, h)) permits one to easily compute the parallel transport of homology cycles in the covering space.
The deck group D Z n 1 n 2 of ρ here plays an important role. All objects that are lifted through ρ to the covering space are either invariant or equivariant with respect to the action of D. This in particular allows the use of D in order to simplify the study of the fibres and their homology in the covering space, but also in order to transfer the results from the covering back to the original space.
Note finally that the covering map does not trivialize the whole fibration. Indeed the parallel transport of homology cycles in the covering space is not trivial and is reminiscent of standard monodromy, see Proposition 2.
1.4.
Overview of the paper. In this paper we prove fractional monodromy for a large class of Hamiltonian functions H that commute with the n 1 :(−n 2 ) resonant oscillator J in Eq. (2) . The class of Hamiltonian functions that we consider is defined in §3.2 and it includes as special cases all systems considered in [12, 19, 22, [27] [28] [29] [30] 32] .
We give a short overview. In §2 we give specific examples of resonant systems with standard or fractional monodromy emphasizing their common properties. In §3 we describe in detail the setup for Theorem 1. In particular, in §3.1 we present some common properties of n 1 :(−n 2 ) resonant systems focusing on the choice of Poincaré surfaces of section and the isotropy of the induced S 1 action on the phase space and on these surfaces; in §3.2 we precisely define the class of Hamiltonians for which we prove the existence of standard or fractional monodromy; and in §3.3 we define the class of closed paths along which we consider monodromy. In the rest of the paper we set up the methods for proving Theorem 1. In §4 we define the branched covering used for the proof and study the properties of the lift of the fibration to the covering space, including the parallel transport of homology cycles in the covering space. In §5 we show how the covering map acts on the homology of individual fibres. In §6 we define a generalized parallel transport of homology cycles that can be applied to our systems. We compute the parallel transport of homology cycles in the covering space and then push the results back to the original space to obtain the parallel transport there. In §7 we combine the previously obtained results to give the proof of Theorem 1. Finally, in §8 we further discuss our approach and results.
Examples
In this section we give a few examples of n 1 :(−n 2 ) resonant Hamiltonian systems with standard or fractional monodromy. Most of these examples have already appeared in the literature and we use them here in order to motivate and explain our choices in §3.2.
Hamiltonian systems.
We consider n 1 :(−n 2 ) resonant systems described by a Hamiltonian of the form
where
2 |z 2 | 2 , and 2s > n 1 + n 2 in order to ensure compactness of the fibres. Here z k = q k + ip k , for k = 1, 2. We consider in particular the following cases:
The parameter ε is a scaling parameter and does not qualitatively affect the geometry of the system.
Note that for the first four systems with δ = 0 the geometry near the origin is determined by the term of order n 1 + n 2 . In the last case the geometry near the origin is described by the term δ R but in a slightly larger neighborhood of the origin the terms of order n 1 + n 2 become again important and as we show later the two 3:(−5) resonant systems have the same type of fractional monodromy although the two fibrations are not equivalent. In the following we refer to the systems (i) and (ii), where n 1 = 1, as lower order resonances and to the rest of the systems where n 1 > 1 as higher order resonances.
Restriction to a Poincaré section.
Consider in phase space the Poincaré surface of section
and define on Σ + 0 coordinates (x, y) = (q 2 , p 2 ). Recall that J , given in (2), describes the n 1 :(−n 2 ) resonant oscillator. Denote by H + 0 the restriction of H on Σ + 0 and by λ + (0, h) the h-level set of H + 0 . We describe here the common features of the level sets λ + (0, h) for the examples given in §2.1. These features will turn out to play a crucial role in the subsequent discussion of fractional monodromy in the more general setting.
In all cases we find that there is a range of values h for which the level set λ + (0, h) is a smooth circle with winding number 4 equal to 1 and Z n 1 symmetry and another range of values h for which λ + (0, h) consists of n 1 smooth circles, each with winding number 0.
Recall that on Σ + 0 we have Arg(z 1 ) = 0, thus z 1 = |z 1 |, and we use coordinates z = z 2 ∈ C; in the following we write z = x + iy. Thus from (3) we obtain that the restriction of H to Σ + 0 is
In Fig. 5 we show the level sets λ + (0, h) for different values of h for the resonant systems described by the Hamiltonian functions (3). Starting with the 1:(−1) and 1:(−2) resonant systems ( Fig. 5(a) and Fig. 5 (b) respectively), both having n 1 = 1, we observe that the level set λ + (0, h) is always a smooth circle. For h > 0 the circle has winding number 1 with respect to the origin, while for h < 0 it has winding number 0.
For the rest of the systems where n 1 > 1 the situation is different. The level set λ + (0, h) for 2:(−5) and 3:(−5) resonant systems is for h > 0 a circle with winding number 1. At h = 0 the level set goes through the origin and it is no longer a manifold since the origin has non-trivial isotropy Z n 1 . For h < 0 the level set breaks into n 1 pieces (2 and 3 respectively for the 2:(−5) and 3:(−5) systems). These pieces are mapped to each other by the Z n 1 action on Σ + 0 . Recall that the level set λ + (0, h) is the intersection with Σ + 0 of the fibre F −1 (0, h). In all cases shown until now, when h = 0 the fibre F −1 (0, h) is a T 2 . This means that the n 1 pieces of λ + (0, h) for h < 0 are intersections of the same T 2 with Σ + 0 . Finally, for the detuned 3:(−5) system shown in Fig. 5 (e) we observe that for h > h c , where h c 0.015304 the level set λ + (0, h) is a circle with winding number 1 and Z 3 symmetry, while for h < 0 it consists of 3 circles with winding number 0 that are mapped to each other by the Z 3 action. For 0 < h < h c the fibre F −1 (0, h) consists of two connected components which are both T 2 . The corresponding level set λ + (0, h) consists of a circle with winding number 1 that comes from one T 2 and 3 circles with winding number 0 that come from the second T 2 .
Bifurcation diagrams.
In Fig. 6 we show the bifurcation diagrams of the examples of resonant systems given in §2.1. Note that in all cases the origin c * is a critical value of the integral map F = (J, H ) and the corresponding fibre the image of F into two parts, one above C and one below C. When n 1 > 1, which also implies n 2 > 1, both C + and C − are sets of critical values of F. Therefore, it is impossible to have a continuous path that goes from a regular value below C to a regular value above C without going through a critical value of F. When n 1 = 1 but n 2 > 1, then C − is still a set of critical values, but C + is, in our examples, a set of regular values of F and thus the set R of regular values of F is connected. Finally, if n 1 = n 2 = 1 then both C + and C − are sets of regular values of F.
In the examples of higher order resonances, 2:(−5), 3:(−5), and detuned 3:(−5), we mark in Fig. 6 regions S + , S − and S. In the interior of such regions each regular value corresponds to a fibre that consists of two disjoint T 2 , while the boundary of these regions is formed by critical values of F. In particular, C + forms the lower part of the boundary of S + , C − forms the lower part of the boundary of S − , and both C + and C − , together with {c * } form the lower part of the boundary of S.
Recall from §2.2 that in all these examples there is a range of values of h, and in particular a value h upper > 0, for which the level set λ + (0, h upper ) is a smooth circle with winding number 1 and Z n 1 symmetry and, similarly, a value h lower < 0 for which λ + (0, h lower ) consists of n 1 smooth circles, each with winding number 0. In the bifur- 
Monodromy.
We now describe the monodromy in our examples, cf. Theorem 1. The 1:(−1) resonant system has only one focus-focus point at the origin and it thus has standard monodromy, see also [18, 29, 30] . The 1:(−2) resonant system has been studied in [12, 19, 29, 30, 32] where it was shown to have fractional monodromy. Resonant 2:(−5) and 3:(−5) systems have been studied in [32] in a degenerate case and in [27] in the non-degenerate case presented here. The case of the detuned 3:(−5) resonant system has not been studied in the literature, although the methods of [27] can be extended also to this case.
In all cases we have the following description of monodromy. Consider any closed path Γ that goes once around the origin and starts and ends at a regu-
Recall here that in the 1:(−1) and 1:(−2) cases we have D = R, while in the higher order resonances an inspection of the bifurcation diagrams shows that ∂D ∩ R = ∅ and thus D = D. Furthermore, in all cases we assume that Γ crosses the j = 0 axis only at points inside D. Then there is a basis
and a subgroup H( j, h) spanned over Z by (n 1 n 2 a( j, h), b( j, h)) such that only homology cycles in H( j, h) can be parallel transported along Γ and such parallel transport induces an automorphism of H( j, h). The automorphism is written in this basis as 1 0 1 1 ,
.
Note that in the 1:
thus the system has standard monodromy. In all other cases the system has fractional monodromy and its type is determined by n 1 n 2 .
Definitions
We consider an integrable Hamiltonian 2-DOF system on R 4 with canonical coordinates
given by a smooth Hamiltonian function H which Poisson commutes with the n 1 :(−n 2 ) resonant oscillator J in Eq. (2). We assume that n 1 , n 2 are coprime integers with 1 ≤ n 1 ≤ n 2 ; we allow in particular the case of 1:(−1) resonance. We first give some general facts about Hamiltonians that commute with the n 1 :(−n 2 ) resonant oscillator, define suitable Poincaré surfaces of section for the flow of X J , and study the corresponding Poincaré maps. Then we specify, in §3.2, the class of Hamiltonian functions H and, in §3.3, the class of closed paths for which we prove Theorem 1 on fractional monodromy.
Poincaré surfaces of section.
We identify R 4 and C 2 by the assignment
In suitable coordinates (z 1 , z 2 ) the resonant oscillator J is written as
The flow ϕ t J of the Hamiltonian vector field X J on C 2 defines the S 1 action
The S 1 action (5) has trivial isotropy whenever z 1 = 0 and z 2 = 0; it has Z n 1 isotropy when z 2 = 0, and Z n 2 isotropy when z 1 = 0. The origin 0 ∈ C 2 is a fixed point of the S 1 action. On the level set J −1 ( j) consider the two-dimensional Poincaré section given by
and
Note that separately each one of the families Σ + j and Σ − j depends continuously on j but the whole family of surfaces of section is discontinuous at j = 0 where we have two distinct surfaces Σ + 0 and Σ − 0 .
Remark 1. The same family Σ ± j of Poincaré sections was first used for n 1 :(−n 2 ) resonant systems in [28] .
For j = 0, the surfaces Σ ± j are smooth manifolds diffeomorphic to the complex plane C. The surfaces Σ ± 0 are half-cones and are thus only homeomorphic to C. Therefore all surfaces of section can be described using the coordinates z ∈ C. In particular, for Σ + j we let z = z 2 , while for Σ − j we let z = z 1 . The corresponding inclusion maps
are smooth for j = 0 and continuous for j = 0. The n 1 :(−n 2 ) resonant S 1 action (5) on C 2 induces the action of the cyclic group
where we let n + = n 1 , n − = n 2 , and here 2π/n ± is the first return time for all points on Σ ± j (except for 0 ∈ Σ ± 0 which is an equilibrium of X J ). Equation (5) then gives that
where on Σ + j we have m + = n 2 , n + = n 1 while on Σ − j we have m − = n 1 , n − = n 2 . Note that since the Hamiltonian function H on C 2 commutes with J , then H •ϕ t J = H and thus the restriction H
Equation (7), together with the fact that m ± and n ± are coprime, implies that H ± j is a Z n ± invariant function where the action of the cyclic group Z n ± on Σ ± j is given by
Note that 0 ∈ Σ ± j is a fixed point of the Z n ± action and thus has non-trivial isotropy for n ± > 1. Comparing definitions one sees that the point 0 ∈ Σ ± j is the intersection with Σ ± j of an orbit of the S 1 action with the same non-trivial isotropy Z n ± . Denote by λ ± ( j, h) the level set (H
It follows from the preceding discussion that such level sets are Z n ± invariant. Furthermore, in the interior of the image of F, denoted by image(F) • , define the sets
that is, if ( j, h) ∈ C ± then the level set λ ± ( j, h) contains the origin on Σ ± j . For n − = n 2 > 1 the Z n − action on Σ − j , j < 0, has non-trivial isotropy at the origin. This implies that in this case the level set λ − ( j, h), and thus also the corresponding fibre F −1 ( j, h), is not a smooth manifold and furthermore, that C − is a set of critical values of F. The same is true for C + whenever n + = n 1 > 1 but note that in this case we also have n − = n 2 > 1, so when n 1 > 1 both C + and C − are sets of critical values of F. 
Hamiltonian functions.
We now define the class of Hamiltonian systems to be considered in this paper. Recall that all the examples described in §2 share some common characteristics. In particular, in all cases there is a regular value (0, h upper ) of F for which the corresponding level set λ + (0, h upper ) is a single smooth circle with winding number 1 and a regular value (0, h lower ) for which the corresponding level set λ + (0, h lower ) consists of n 1 smooth circles with winding number 0. The following definition is motivated by these examples and is further illustrated in Fig. 7 for the cases of 1:(−n 2 ) and 2:(−n 2 ) systems. The first thing to note about Definition 1 is that since H Poisson commutes with J there is an induced Z n 1 action on Σ + 0 that leaves H + 0 invariant, see §3.1. This implies that λ + (0, h upper ) is Z n 1 invariant while the n 1 circles that constitute λ + (0, h lower ) are mapped to each other by this Z n 1 action. Furthermore note that by subtracting H (0) from H and by possibly changing the sign of H we can always arrange so that h lower < H (0) = 0 < h upper . Thus from now on we assume without any loss of generality that our H has this property.
Definition 1 (Hamiltonian functions

Remark 2.
Although the level set λ + (0, h lower ) consists of more than one component when n 1 > 1, the corresponding fibre F −1 (0, h lower ) consists of one single component, i.e., it is a smooth T 2 . This can be seen in the examples of §2.2 and it will be proved in §5.1. Furthermore,
Let 
Remark 3. The conditions h < H
This in particular means that the winding number of the level sets λ ± ( j, h) with respect to the origin is well defined and constant in each open set D lower and D upper . Furthermore, these conditions will ensure that the lift of any regular fibre F −1 ( j, h) for ( j, h) ∈ D to the covering space is also a regular fibre.
Closed paths.
We now define the class of closed paths to be considered for the parallel transport of homology cycles, see also Fig. 8 . Γ h (s) ) which satisfy the following: Γ (s) ) the transversality condition 
therefore condition (iv) in Definition 2 would be violated.
Having given the precise definitions of the class of n 1 :(−n 2 ) resonant systems F n 1 :n 2 and closed paths L we proceed in the following sections with the proof of Theorem 1.
The Branched Covering Map and Geometry in the Covering Space
In this section we introduce a branched covering map that locally trivializes the geometry of the fibres of the system and we study its properties in detail.
Definition and basic properties of the branched covering map.
We consider the branched covering map
The map ρ has degree
The n 1 :(−n 2 ) resonant S 1 action (5) defined by the flow of X J lifts to the covering space to the 1:(−1) resonant S 1 action
which makes the diagram
commute.
Proceeding just like in §3.1 we define a Poincaré section inJ −1 ( j), whereJ is the lift of J to the covering space, i.e.,
Specifically, in the covering space we define the families of Poincaré sections
We describe all surfaces of section with coordinates w ∈ C where w = w 2 forΣ + j and w = w 1 forΣ − j . The corresponding inclusions are denoted byι
The restriction ρ ± j of the map ρ in (9) toΣ ± j is a degree m ± covering map, where m + = n 2 and m − = n 1 , and is given by
Denote byH = ρ * H the lift through ρ of the Hamiltonian function H , i.e.,
Then the restrictionH
Consider the action onΣ ± j of the cyclic group Z N , N = n 1 n 2 = m ± n ± , which is given by
The functionH ± j is invariant under this Z N action. Indeed, using that H ± j is Z n ± invariant, see §3.1, we compute that
Thus we find that the level setsλ
The deck group of the covering map ρ is
where 
The pull back of the integrable Hamiltonian fibration to the covering space.
In this section we consider the lifted fibresF −1 ( j, h), whereF := ρ * F = (J ,H ) and their relationship to the level setsλ ± ( j, h) ofH ± j . Note that the S 1 actionφ t J preserves the fibres ofF. Indeed, if L :
We now have the following fundamental result.
Lemma 1 (Product structure of lifted fibres). If a fibreF −1 ( j, h) does not contain the origin in C 2 then it is diffeomorphic toλ
Proof. We show that the map
is the inclusion map. Since the S 1 actionφ t J preserves the fibresF −1 ( j, h) the map Φ is well defined, i.e., Φ(w, t) ∈F −1 ( j, h).
Φ is smooth, injective, and ontoF −1 ( j, h). We show this for j ≥ 0, i.e., for level setsλ + ( j, h) on Σ + j , the case j ≤ 0 being similar. If (w 1 , w 2 ) ∈F −1 ( j, h) then there are unique t = Arg(w 1 ) ∈ [0, 2π) and w = w 2 w 1 /|w 1 
The expressions for t and w are well defined since for j > 0 and for j = 0, but away from the origin in C 2 we have |w 1 | > 0. These expressions show that Φ −1 is smooth.
Remark 7. Lemma 1 implies that the fibreF −1 ( j, h) has as many connected components as the connected components ofλ ± ( j, h).
Compare this with the situation in the original space where λ ± ( j, h) for ( j, h) ∈ D lower has n ± connected components (with n ± possibly larger than 1) but these are the intersections with Σ ± j of a connected fibre
We now relate the geometry of the level sets λ ± ( j, h) to the geometry of the corresponding level setsλ ± ( j, h). Our aim for the moment is to determine the properties of the level setsλ ± ( j, h) for ( j, h) ∈ D = D lower ∪ D upper from the properties of λ + (0, h lower ) and λ + (0, h upper ) given in Definition 1. In Fig. 9 we illustrate our results for the specific cases 1:(−2) and 2:(−5).
We will need the following result that relates the regularity of values of F to the regularity of values ofF. Recall that we denote by R the set of regular values of F and the sets C ± are defined in (8). 
Lemma 2 (Regularity of values ofF). Points ( j, h) ∈ R\(C
) is a critical value of F it must also be a critical value ofF.
Assume now that ( j, h) is a regular value of F, that is, rank D F( p ) = 2 for all
p ∈ F −1 ( j, h). If p ∈F −1 ( j, h) then ρ( p) ∈ F −1 ( j, h) and
DF( p) = D F(ρ( p)) Dρ( p),
where Dρ( p) can be computed using Eq. (9) . Note that if Dρ( p) has full rank then rank DF( p) = rank D F(ρ( p)) = 2. We find that Dρ( p) with p = (w 1 , w 2 ) ∈ C 2 has full rank if w 1 w 2 = 0. The latter is true for all points p ∈F −1 ( j, h) with ( j, h) ∈ R\(C + ∪ C − ). Therefore such ( j, h) are regular values ofF.
Finally, consider the case where n 1 n 2 = 1. In this case ( j, h) ∈ C − are critical values of F and thus also critical values ofF. If n 1 > 1 the same is true for ( j, h) ∈ C + . Therefore we are only left to consider values ( j, h) ∈ C + in the case n 1 = 1. Note that if ( j, h) ∈ C + then there is a point p = (w 1 , 0) ∈ C 2 such thatF( p) = ( j, h). Then a direct computation shows that
where the partial derivatives are evaluated at ρ( p) = (w 1 , 0). Evaluating the Poisson bracket {J, H }(ρ( p)) = 0 gives
Therefore rank DF( p) ≤ 1 and p is a critical point ofF.
Remark 8. Lemma 2 shows that for N = 1 the set of regular values ofF is always separated by the set C = C − ∪ {c * } ∪ C + into at least two disjoint components. This is the reason we have defined D upper and D lower as connected components of regular values For D lower we observe that since λ + (0, h lower ) on Σ + 0 consists of n + = n 1 circles with winding number 0 it follows thatλ + (0, h lower ) onΣ + 0 consists of N = m + n + = n 1 n 2 circles with winding number 0. For ( j, h) ∈ D lower , using a similar argument as for D upper , we find that the fibreF −1 ( j, h) is diffeomorphic toF −1 (0, h lower ) which is the union of N disjoint T 2 . Thusλ ± ( j, h) consists of N disjoint circles and again an argument similar to the case ( j, h) ∈ D upper shows that their winding number is 0.
We denote byλ ± ( j, h) (k) with k = 1, . . . , K the connected components ofλ ± ( j, h). Note that for ( j, h) ∈ D upper we have K = 1, while for ( j, h) ∈ D lower we have K = N . Similarly, we denote byF −1 ( j, h) (k) λ ± ( j, h) (k) × S 1 with k = 1, . . . , K the corresponding connected components ofF −1 ( j, h). Lemma 1 implies that for each connected componentF −1 ( j, h) (k) there is a diffeomorphism
where ζ : S 1 →λ ± ( j, h) (k) is a parameterization of the level setλ ± ( j, h) (k) . In particular for ( j, h) ∈ D upper the parameterization ζ is chosen so that ζ(s + 2π/N ) = ζ(s) exp(2πi/N ). When K = 1 we often drop the index k from our notation.
Remark 9. Using Eq. (14) we can also determine the properties of the level sets λ ± ( j, h) in the original space. We will not need these properties further and for this reason we only describe them briefly here. For ( j, h) ∈ D upper each level set λ ± ( j, h) is a circle with winding number 1 and Z n ± symmetry. For ( j, h) ∈ D lower each level set λ ± ( j, h) consists of n ± circles with winding number 0 and the whole level set is Z n ± invariant. In Fig. 10 we illustrate these properties for the specific cases 1:(−2) and 2:(−5). 
(a)
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Homology of fibres in the covering space.
We now turn our attention to the first homology group
We now want to fix a basis for each
where [s → γ (s)] denotes the homology cycle represented by the closed path γ . By construction, each cycleg ± ( j, h) (k) corresponds to the level setλ ± ( j, h) (k) on the surface of sectionΣ
is generated by the S 1 action (10) on the componentF −1 ( j, h) (k) . Finally, we defineg (1) . Note that for j = 0 there are two cyclesg (k) . We aim to find the relation between these cycles.
Because of the last lemma from now on we writeb(
Proof. Fixing the componentF −1 (0, h) (k) we temporarily simplify notation tog ± = g ± (0, h) (k) andb ± =b ± (0, h) (k) . The cyclesb + andb − are generated by the S 1 action and lie on the same connected component. Therefore these cycles are homologous. We give now a proof of the relation between the cyclesg + andg − . From the same proof we recover the fact aboutb + andb − being homologous. Consider a parameterization ζ + ofλ + (0, h) (k) given by 17), we obtain the parameterization
where we used the fact thatι + 0 (ζ + (s)) has the form (R 1 (s), R 2 (s) exp(iθ(s))) with R 1 (s) > 0. It follows from the expression for Φ + that the setλ
, where Arg(w 2 ) = 0, is given by t = θ(s) and can therefore be parameterized asι
Then, applying again Eq. (17), we obtain an alternative parameterization forF −1 (0, h) (k) given by
The diffeomorphisms Φ + and Φ − are related by
is a diffeomorphism on T 2 . Let (c 1 , c 2 ) be the standard ordered basis of
where deg(θ ) is the degree of the map θ , and ψ * c 2 = c 2 . Thus we obtaiñ
Fibres and Homology in the Original Space
In this section we study the action of the covering map on the homology groups of individual fibres and determine bases for the homology groups of fibres in the original space. Consider the restriction of the covering map ρ to the fibreF −1 ( j, h), that is,
Then in this section we prove the following result concerning the basis of
Recall that we denote by b( j, h) the homology cycle on F −1 ( j, h) T 2 which is represented by any closed orbit of the S 1 action.
Proposition 1. The homology group H 1 (F −1 ( j, h)) for ( j, h) ∈ D is spanned over Z by an ordered basis (a ± ( j, h), b( j, h)) for which we have that
Here, N = n 1 n 2 and M ∈ Z is determined in the course of the proof.
In the rest of this section we give the proof of Proposition 1. 1 ( j, h) . Since D is a subset of the set R of regular values of F we conclude using the Arnol'd-Liouville theorem that
The action of the covering map on individual fibres. Consider a fibreF
) and the latter is again a T 2 .
We now study in more detail the action of the covering map on individual fibres. Specifically, we want to find a diffeomorphism Ψ
commutes. Here Φ ± j,h;k :
) is the restriction of ρ toF −1 ( j, h) (k) . Our main interest here is determining r ± j,h;k , since then it becomes trivial to study the relation between homology cycles in the covering space and the original space. The two cases ( j, h) ∈ D lower and ( j, h) ∈ D upper are different and we treat them separately.
The case (
) and the map ρ j,h;k is injective since the N points in the covering space that are mapped under ρ to the same point belong to the N different connected components ofF −1 ( j, h). Finally, ρ j,h;k is smooth and its inverse ρ
is also smooth. Therefore ρ j,h;k is a diffeomorphism. Then the diagram (21) can be made commutative by choosing r ± j,h;k to be the identity map on T 2 and Ψ
and which we compute to be
where, in analogy with n ± , we define k + = k 1 and k − = k 2 . Then T 2 /D T 2 and the required map r ± j,h is the reduction map of the discrete action of D on T 2 . In particular, giving coordinates (u, v) on T 2 /D T 2 the map r ± j,h is given by
Note that r
Bases of the homology groups and the action of the covering map on homology.
Recall that for eachF −1 ( j, h) (k) T 2 in the covering space we have defined ordered
It follows from the commutative diagram (11) that the cycleb(
We want to construct an ordered basis of H 1 (F −1 ( j, h) ) where the second element in the basis is the cycle b( j, h). We discuss again separately the cases ( j, h) ∈ D lower and ( j, h) ∈ D upper . F −1 ( j, h) ). Furthermore, we have 
The case (
, where
The case ( j, h) ∈ D upper
. In this case, using Eq. (22), we find that F −1 ( j, h) ), see Fig. 12. An ordered basis (a ± ( j, h), b( j, h) ) of H 1 (F −1 ( j, h) ) can then be obtained from (e
. ) is represented by the thin black curves that start at the upper side of the cylinder and end at the lower side while winding by 2/5 of a full circle around the cylinder. We have to take all 5 such curves in order to obtain a closed curve so we obtain that in this case b( j, h) = 2e 
Since m ± , n ± are coprime, it is always possible to find 1 , 2 ∈ Z such that det A = n ± 1 ± m ± 2 = 1, so A ∈ SL(2, Z). Finally note that
Thus we find (24) where N = m ± n ± = n 1 n 2 and M = − 2 m ± .
Parallel Transport of Homology Cycles
The standard notion of parallel transport of homology cycles in [11, 16] applies to the situation where the path Γ is in the set R of regular values of F. In this section we give a definition of parallel transport of homology cycles which generalizes the standard notion of parallel transport to cases where Γ goes through critical values of F. Furthermore, we compute the parallel transport of homology cycles in the covering space and we push these results down to the original space.
Definition of parallel transport.
We first recall and then reformulate the standard notion of parallel transport. Assume that ( j 0 , h 0 ) ∈ R and that F −1 ( j 0 , h 0 ) T 2 . This implies that if Γ is a path in R that starts at ( j 0 , h 0 ) and ends at a regular value (
then for all points ( j, h) along Γ the fibre F −1 ( j, h) is also diffeomorphic to T 2 . Focusing on the homology groups H 1 (F −1 ( j, h)) Z 2 we find over the image of Γ a smooth bundle with discrete fibre Z 2 . Given a cycle α 0 ∈ H 1 (F −1 ( j 0 , h 0 )) the path Γ lifts to a unique path with initial point α 0 in the Z 2 bundle. Then the parallel transport of α 0 along Γ is the endpoint α 1 ∈ H 1 (F −1 ( j 1 , h 1 ) ) of the lifted path. For further details see [16, 26] . For any path Γ : [0, 1] → image(F) we define the set
If Γ is a path in R then M Γ is diffeomorphic to [0, 1] × T 2 and the corresponding bundle of homology groups is diffeomorphic to 
where ∂ * is the corresponding connecting homomorphism, see [25] . Since α 0 and α 1 are
. Therefore each parallel transport from α 0 to α 1 can be associated to the image under ∂ * of a relative cycle in H 2 (M Γ , ∂ M Γ ).
Definition 4 (Parallel transport group).
The parallel transport group along the path Γ for the fibration F is the subgroup of
Thus the cycle α 1 is a parallel transport along Γ of the cycle α 0 if and only if (α 0 , α 1 ) ∈ PT(F, Γ ).
Remark 10 (On the uniqueness of parallel transport).
Note that when Γ goes through critical values of F then the parallel transport of homology cycles may not be unique. One example where this occurs is given in [21] . In that case, the path Γ goes through a curve of critical values of F that in phase space lift to bitori (the cartesian product of a Fig. 8 and a circle) . Nevertheless, for our systems we show that the parallel transport along closed paths Γ ∈ L is unique, see Theorem 1 and §7.1.
We close this section with two remarks concerning the relation of the parallel transport of homology cycles as given by Definition 3 to other approaches that have appeared in the literature.
Remark 11 (The parallel transport as cobordism). Definition 3 of parallel transport of homology cycles is a refinement of a closely related notion from [22] . In [22] the cycle α 1 is the parallel transport of α 0 along Γ if these cycles can be realized as 1-dimensional manifolds that are cobordant. It is implied in [22] that the cobordism lies, not in M Γ but, in F −1 (image(Γ )). The approach of [22] and our definition coincide whenever M Γ and F −1 (image(Γ )) are diffeomorphic, and all elements of H 2 (M Γ , ∂ M Γ ) can be realized as embedded 2-dimensional submanifolds of M Γ . The latter is true whenever M Γ is a three dimensional topological manifold, see [24, Lemma 3.6] . [27] uses the notion of admissible deformations of homotopy classes instead of the parallel transport of homology cycles. Such deformations include, for example, the breaking of a single closed curve to several closed curves, or the vanishing of closed curves. Note that in the case of paths in R, where the first homology group and the fundamental group of each fibre are always isomorphic it makes no difference whether we consider homotopy classes or homology cycles. Furthermore, as it has been clarified in [22] , fractional monodromy is properly described in the context of homology groups.
Remark 12 (Admissible deformations of homotopy classes). Nekhoroshev in
The covering map and parallel transport.
The following result shows that it is possible to compute the parallel transport of homology cycles in the covering space and then use the covering map to compute the corresponding parallel transport in the original space. 
Lemma 5 (Commutation of the covering map and parallel transport). Consider a cycle
Thus we obtain
and the following diagram commutes:
Now take α 0 ∈ H 1 (M 0 ) and letα 0 be a homology cycle in
and thus α 1 is a parallel transport along Γ of α 0 .
Computation of the parallel transport of homology cycles in the covering space.
We consider the parallel transport along a closed path Γ of homology cycles in the covering space. Our main result is the following. 
where K is the number of connected components ofF −1 ( j, h). Then, for any k and k with 1 ≤ k , k ≤ K , we have that
where PT(F, Γ ) is the parallel transport group along Γ forF.
Remark 13. In the case ( j, h) ∈ D upper , where K = 1, Proposition 2 reads that the cycles b( j, h) andg ± ( j, h) −b( j, h) are parallel transports along Γ of the cyclesb( j, h) and g ± ( j, h) respectively. In the case ( j, h) ∈ D lower , where K = N , we have to take into account that two cyclesb( j, h) (k) andb( j, h) (k ) with k = k are not homologous in the fibreF −1 ( j, h) but they are homologous inM Γ since, as we show in Lemma 6, all boundary components ofM Γ belong to the same connected component ofM Γ . This further implies that for ( j, h) ∈ D lower the parallel transport of homology cycles along Γ in the covering space is not unique, cf. Remark 10. This situation does not arise in the original space where, as we show in §7.1, parallel transport along Γ is unique.
Before giving the proof of Proposition 2 we prove the following result asserting that the boundary componentsM 0 andM 1 are connected inM Γ even though they may be disconnected when considered in isolation. Proof. Recall from Definition 2 that for the path Γ there exists a smooth path Γ F :
Consider now the lift of Γ F through the branched covering map ρ. Note that if a point p ∈ C 2 belongs in the branching locus of ρ then, for n 1 > 1, it is also a critical point of F. Recall also from Remark 6 that Γ F cannot contain any critical points of F. Therefore we conclude that Γ F does not go through the branching locus of ρ for n 1 > 1. For n 1 = 1 it may occur that branching points of ρ are regular points of F. In this case, Γ F can still be chosen so that it avoids going through the branching locus of ρ. If, for example, we are given a path Γ F that goes through a branching point then the path can be smoothly deformed in order to avoid such points, while at the same time continuing to satisfy the relation F(Γ F (s)) = Γ (s). The fact that Γ F can always be chosen so that it does not go through a branching point implies that for each s ∈ [0, 1] the preimage ρ −1 (Γ F (s) ) consists of N = n 1 n 2 distinct points and since ρ is a local homeomorphism away from the preimage of the branching locus it follows that there exist N continuous pathsΓ 
F (1) to p 1 . The crucial part of the argument is that the path Γ goes through D upper , whereM s F −1 (Γ (s)) T 2 is connected. In a similar way one can show that all componentsM
. . , N belong to the same connected component ofM Γ and that the same is true forM
a similar argument shows thatM 0 andM 1 (each diffeomorphic to T 2 ) belong to the same connected component ofM Γ .
We denote byM c Γ the connected component ofM Γ that containsM 0 andM 1 . The setsM 0 andM 1 form the boundary ofM Γ and since they both belong to the connected componentM c Γ they also form the boundary of the latter.
Proof (Proposition 2).
Consider first a path Γ , not necessarily closed, that starts at a point ( j 0 , h 0 ) and ends at a point ( j 1 , h 1 ). Recall that, according to Definition 3, a cycle
if α 1 and α 0 are homologous iñ 
Considering now the closed path Γ of Proposition 2 recall from Lemma 6 that all boundary components ofM Γ belong in the same connected componentM c Γ ofM Γ . This implies that for any choice of k and
We now turn our attention to the parallel transport of the homology cyclesg
. Note first that we can decompose Γ as the sum of successive paths Since the winding number of Γ around the origin is 1, if the number of paths of type (iv) is then the number of paths of type (v) is − 1.
We study the parallel transport ofg ± ( j, h) for each one of these types of paths separately. In particular, we show that for each type of path Γ i we can make the following statement concerning the parallel transport. In the following list the numbering indicates the type of the path Γ i :
Consider first a path Γ of type (i) from
is a parallel transport along Γ of the cycleg + ( j 0 , h 0 ). The same argument shows that the cycleg − ( j 1 , h 1 ) is the parallel transport along a path Γ type (ii) of the cycleg − ( j 0 , h 0 ). The results for paths of type (iii), (iv), and (v) follow directly from Lemma 4.
Then the proposition follows from the parallel transports for each Γ i and the fact that there is one more path of type (iv) than paths of type (v) that make up the complete path Γ .
Computation of the parallel transport of homology cycles in the original space.
We consider here the parallel transport along a closed path Γ as given by Definition 2 and we show that the cycle b( j, h) is a parallel transport of itself along Γ , while
Proposition 3 (Transport along a closed path in the original space). Consider a closed path Γ ∈ L, see Definition 2. Consider also the cycles N a ± ( j, h) and b( j, h). Then we have that
where PT(F, Γ ) is the parallel transport group along Γ for F.
but Proposition 2 can be applied only for paths Γ for which ( j, h) ∈ D. For this reason and in order to be able to apply Proposition 2 we consider first the case where ( j, h) ∈ D.
In this case the cycleb( j, h) (k 1 ) is the parallel transport along Γ ofb( j, h) (k 0 ) , where
) for all k ∈ {1, . . . , K } we conclude using Lemma 5 that b( j, h) is a parallel transport of itself along Γ . The cyclẽ g ± ( j, h) −b( j, h) (k) with 1 ≤ k ≤ K is the parallel transport along Γ ofg ± ( j, h).
Using again Lemma 5 we obtain that the cycle
is the parallel transport along Γ of the cycle (ρ j,h ) * g ± ( j, h). ± ( j , h ), b( j , h ) ) of H 1 (F −1 ( j , h ) ) there is a unique parallel transport of this basis to all points in U . Thus for ( j, h) ∈ R ∩ ∂D upper it is possible to define the basis (a ± ( j, h), b( j, h) ) as the parallel transport of (a ± ( j , h ), b( j , h ) ) along a path Γ 0 in (D upper ∩ U ) ∪ {( j, h)} that connects ( j , h ) to ( j, h). Then the path Γ that starts and ends at ( j, h) ∈ R ∩ ∂D can be decomposed as Γ = −Γ 0 + Γ + Γ 0 with the path Γ joining ( j , h ) ∈ D upper to itself and Γ ∈ L. Thus N a ± ( j , h ) − b( j , h ) is the parallel transport along Γ of N a ± ( j , h ) and since parallel transport along ±Γ 0 is trivial we conclude that N a ± ( j, h) − b( j, h) is the parallel transport along Γ of N a ± ( j, h).
Proof of Theorem 1
Proposition 3 gives the parallel transport of homology cycles in the index-N subgroup H( j, h) of H 1 (F −1 ( j, h) ) spanned over Z by the cycles N a ± and b, that is, the computational part (iii) of Theorem 1. We now show that the parallel transport of cycles in H( j, h) is unique and that only cycles in H( j, h) can be parallel transported along Γ . This completes the proof of Theorem 1. Thus the parallel transport along Γ gives a well-defined automorphism of the index-N subgroup H( j, h) of the full homology group H 1 (F −1 ( j, h) ). In the basis (N a ± ( j, h), b( j, h) ) of H( j, h) this automorphism is given by the matrix 1 0 1 1 .
Uniqueness of parallel transport along Γ .
As we have mentioned in §6.1 the parallel transport of homology cycles along a path Γ may not be unique. We show here that this situation does not occur in our problem.
Recall that if α 1 ∈ H 1 (F −1 (Γ (1))) is a parallel transport along Γ of α 0 ∈ H 1 (F −1 (Γ (0))) then there is a relative cycle C ∈ H 2 (M Γ , ∂ M Γ ) such that N a + k 2 b, k 1 N a + (k 1 + k 2 )b) = (0, 0) , which implies k 1 = k 2 = 0. Thus W 1 and W 2 span a rank-2 subgroup of PT (F, Γ ) .
In order to show that parallel transport along Γ is unique we have to show that PT(F, Γ ) does not contain any elements of the form (0, c) with c = 0. Assume for a contradiction that (0, c) ∈ PT(F, Γ ). Then, since W 1 and W 2 span a rank-2 subgroup of PT(F, Γ ), there are , k 1 , k 2 ∈ Z with = 0 such that (0, c) = k 1 W 1 + k 2 W 2 . This implies k 1 = k 2 = 0 and thus also = 0.
Only cycles in H( j, h
) can be parallel transported along Γ . In order to complete the proof of Theorem 1 we need to show that only cycles in H( j, h) can be parallel transported along Γ . In order to see this, consider a cycle γ ∈ H 1 (F −1 ( j, h))\H( j, h) and assume that there is a cycle γ ∈ H 1 (F −1 ( j, h)) such that γ is the parallel transport of γ along Γ . ( j, h) . Furthermore, since γ is parallel transported to γ we deduce that N γ is parallel transported to N γ . Since parallel transport along Γ is unique we conclude that N (γ −γ ) = k 1 b( j, h). This implies that k 1 is an integer multiple of N which contradicts our initial assumption.
Discussion
We proved the existence of fractional monodromy in n 1 :(−n 2 ) resonant systems by passing to an appropriate covering space. This allowed us to study the parallel transport of homology cycles in the covering space without the complications presented by the 'twisting' of the fibres in the original space.
Our method of proof of standard and fractional monodromy has a particularly geometric character. In this respect it is very close to the approach of [27] [28] [29] [30] and uses some of the same techniques, such as the choice of appropriate surfaces of section, that were first used in these earlier works.
One remarkable feature of the present approach is that the conclusions do not depend on the detailed knowledge of the structure of the critical sets of the integral map F. Indeed in this paper we have only studied the regular fibres in the sets D upper and D lower and ignored the critical fibres existing between these regular fibres. It is the n 1 :(−n 2 ) resonant action that 'forces' the geometry of the fibration. Note in particular that both in the original and in the covering space it is possible to have several different critical sets but we always obtain the same kind of parallel transport and the same type of standard or fractional monodromy.
This clearly shows that our results are persistent for perturbations that commute with the resonant n 1 :(−n 2 ) oscillator. Furthermore, our approach and results firmly establish that standard and fractional monodromy are purely geometric properties of this system that nevertheless can be approached from a dynamical point of view as earlier work [5, 12, 19, 31, 32] has shown.
A complete understanding of the absolutely essential properties of a dynamical system that lead to fractional monodromy is still missing. Such understanding will prove to be fundamental for generalizing the notion of fractional monodromy to non-Hamiltonian, e.g. non-holonomic, contexts. The simplification of the study of the geometry by passing to a covering space and the resulting improved understanding of the geometry is one of the first steps toward such goal.
