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Abstract
In digital photography, two image restoration tasks have
been studied extensively and resolved independently: demo-
saicing and super-resolution. Both these tasks are related
to resolution limitations of the camera. Performing super-
resolution on a demosaiced images simply exacerbates the
artifacts introduced by demosaicing. In this paper, we show
that such accumulation of errors can be easily averted by
jointly performing demosaicing and super-resolution. To
this end, we propose a deep residual network for learning
an end-to-end mapping between Bayer images and high-
resolution images. By training on high-quality samples,
our deep residual demosaicing and super-resolution net-
work is able to recover high-quality super-resolved images
from low-resolution Bayer mosaics in a single step without
producing the artifacts common to such processing when
the two operations are done separately. We perform ex-
tensive experiments to show that our deep residual net-
work achieves demosaiced and super-resolved images that
are superior to the state-of-the-art both qualitatively and in
terms of PSNR and SSIM metrics.
1. Introduction
There is an evergrowing interest in capturing high-
resolution images that is in step with the increasing qual-
ity of camera sensors and display devices. Ironically, the
most prevalent image capture devices are mobile phones,
which are equipped with small lenses and compact sensors.
Despite the large advancements made in improving the dy-
namic range and resolution of images captured by mobile
devices, the inherent design choices limit the ability to cap-
ture very high-quality images over the last decade.
The limitations come from two design issues. Firstly,
the single CMOS sensor in most of the cameras, including
mobile cameras, measures at each spatial location only a
limited wavelengths range (red, green or blue) of the elec-
tromagnetic radiation instead of the full visible spectrum
(red, green, and blue). This is achieved by placing a color
filter array (CFA) in front of the sensor. The most common
type of CFA is the Bayer pattern, which captures an image
mosaic with twice green for each red and blue waveband.
Secondly, as the sensor needs to be compact to fit into the
device, resolution is limited by the size of the photon wells.
Small photon wells have a low well capacity, which lim-
its the dynamic range of the image capture. Large photon
wells limit the number of pixels and thus resolution. To
reconstruct full color from the CFA mosaiced image, de-
mosaicing algorithms are applied, while low resolution can
only be dealt with using super-resolution algorithms in a
post-processing step.
In the last few decades, demosaicing and super-
resolution have been independently studied and applied in
sequential steps. However, the separate application of de-
mosaicing and super-resolution is sub-optimal and usually
leads to error accumulation. This is because artifacts such
as color zippering introduced by demosaicing algorithms is
treated as a valid signal of the input image by the super-
resolution algorithms. As most of the super-resolution al-
gorithms [5] rely on the assumption that the human vi-
sual system is more sensitive to the details in the lumi-
nance channel than the details in chroma channels, they
only deal with noise in the luminance channel, which ne-
glects the artifacts in chroma channels caused by demosaic-
ing algorithms. As a result, sequential application of super-
resolution algorithms after demosaicing algorithms leads to
visually disturbing artifacts in the final output. (see exam-
ples in Figure. 1).
The algorithms for demosaicing and super-resolution are
meant to overcome the sampling limitations of digital cam-
eras. While they have been dealt with in isolation, it is rea-
sonable to address them in a unified context, which is the
aim of this paper. With the advent of deep learning, there are
several methods for super-resolution [5, 6, 15, 19, 24, 29]
that successfully outperform traditional super-resolution
methods [8, 7, 11, 10, 16, 30, 34]. Only recently, deep learn-
ing has also used successfully for image demosaicing [26].
When using deep learning, it is possible to address demo-
saicing and super-resolution simultaneously, as we show in
this paper.
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Reference image from RAISE [3]
ADMM[21]+SRCNN[5] FlexISP[27]+SRCNN[5]
(27.9406 dB,0.8082) (28.2927 dB,0.8420)
DemosaicNet[26]+SRCNN[5] Our output
(30.1896 dB,0.8920) (30.9535 dB,0.9118)
Figure 1: Comparison of our joint demosaicing and super-
resolution output to the state-of-the-art. The two numbers
in the brackets are PSNR and SSIM, respectively. Note
how the sequential application of demoisacing and super-
resolution carries forward color artifacts (second row) or
blurring (third row, left). Our method exhibits none of these
artifacts and is able to faithfully reconstruct the original.
1.1. Contributions
Unlike previous works, in this paper we propose to use a
deep residual network for end-to-end joint demosaicing and
super-resolution. More specifically, our network can learn
an end-to-end mapping between RGGB Bayer patterns and
high-resolution color images. This network generalizes to
other color filter arrays (CFA) with a simple modification of
2 layers of the network.
To the best of our knowledge, ours is the first attempt to
perform joint demosaicing and super-resolution. Unlike ex-
isting super-resolution methods that usually super-resolve
only the luminance channel (while resorting to interpola-
tion of the chroma channels), we generate full-color three
channel super-resolution output directly.
Since both demosaicing and super-resolution are jointly
optimized through the network, conventional artifacts such
as moire´ and zippering, which pose a post-processing chal-
lenge, are nearly eliminated.
We demonstrate both quantitatively and qualitatively that
our approach generates higher quality results than state-of-
the-art. In addition, our method is computationally more
efficient because of the joint operation. Our approach can
be extended to videos, and can potentially be integrated into
the imaging pipeline.
2. Related work
Our goal of joint demosaicing and super-resolution is
to directly recover a high-resolution image from a low-
resolution Bayer pattern. Both demosaicing and super-
resolution are well-studied problems. Since we are the
first to address the joint solution, in this section we briefly
present the traditional literature that deal with these two
problems independently.
2.1. Demosaicing
To reduce manufacturing costs, most camera sensors
capture only one of red, green, or blue channels at each
pixel [9]. This is achieved by placing a color-filter array
(CFA) in front of the CMOS. The Bayer pattern is a very
common example of such a CFA. Demosaicing is the pro-
cess to recover the full-color image from the incomplete
color samples output from this kind of image sensor, which
is the crucial first step of most digital camera pipelines.
To solve this problem, early approaches use different in-
terpolations for luminance channel and chrominance chan-
nel in spatial domain [31, 33] or frequency domain [2, 17]
to fill the missing pixels. However, these methods intro-
duce artifacts like zippering and false color artifacts. Some
methods resort to post-processing approaches such as me-
dian filtering [14] to mitigate these artifacts at the cost of
introducing other artifacts.
Advanced works tend to build the demosaicing on the
underlying image statistics. These methods rely on tech-
niques ranging from SVM regression to shallow neural net-
work architectures. These methods outperform the tradi-
tional methods and give the state-of-the-art result. Heide et
al. [27] formulate the demosaicing as an image reconstruc-
tion problem and embed a non-local natural image prior to
an optimization approach called FlexISP to achieve natural
results. Klatzer et al. [21] build a variational energy mini-
mization framework SEM to efficiently learn suitable regu-
larization term from training data, thus yield high-quality
results in the presence of noise. More recently, Gharbi
Figure 2: Block diagram presenting the assumed image formation in our model. Where IHR is the intensity distribution of
the real scene, B, D, M present the blurring, downsampling and mosaicing process, IBayer is the observed Bayer image.
et al. [26] proposed a deep learning-based demosaicing
method (DemosaicNet) to improve the quality of demosaic-
ing by training on a large dataset.
2.2. Single Image Super-Resolution
Single image super-resolution aims to reconstruct a high-
resolution image from a single low-resolution image. Tra-
ditional interpolation approaches based on sampling the-
ory [1, 23] has encountered limitations in producing real-
istic details. Recent methods [7, 8] tend to constrain this ill-
posed problem by embedding prior knowledge from large
datasets. While these data-driven methods were using sim-
ple architectures and hard-coded heuristics, they do not
compare favorably with the recent state-of-the-art, which
relies on CNN’s for super-resolution.
Inspired by the success of CNN in image classifica-
tion tasks [22], various CNN architectures have been pro-
posed for single image super-resolution [5, 6, 15, 19, 25].
By using modern neural network techniques such as skip-
connections [32] and residual blocks [13], these networks
alleviate the burden of carrying identity information in the
super-resolution network. They have significantly improved
the performance of super-resolution in terms of peak signal-
to-noise ratio (PSNR).
Note that almost all modern super-resolution methods
have been designed to increase the resolution of a single
channel (monochromatic) image, they usually only focus on
the luminance channel in the YCbCr color space as human
eyes are more sensitive to luminance changes [28]. These
methods are sub-optimal as they do not fully exploit the cor-
relation across the color bands. These methods may gener-
ate poor quality outputs when color artifacts are inherited
from the lower-resolution images (Figure. 1).
In our work, the joint addressing of demosaicing and
super-resolution results in fewer visual artifacts, higher
PSNR, and at the same time, lower computational cost.
3. Joint Demosaicing and Super-Resolution
A common image formation model for imaging systems
is illustrated in Figure. 2. In this model, the real world
scene IHR is smoothed by a blur kernel which respects to
the point spread function of the camera, then it is down-
sampled by a factor of r and mosaiced by the CFA by the
CMOS to get the observed Bayer image IBayer. Our goal
is to provide an approximate inverse operation estimating
a high-resolution image ISR ≈ IHR given such a low-
resolution Bayer image IBayer. In general, IBayer is a real-
valued tensor of size H ×W × 1, while IHR is a tensor of
r ·H × r ·W × 3. This problem is highly ill-posed as the
downsampling and mosaicing are non-invertible.
To solve this, traditional methods usually design nonlin-
ear filters that incorporate prior heuristics about inter- and
intra-channel correlation. A deep CNN is a better substitute
for such methods, as convolutional layers can automatically
learn to exploit inter- and intra-channel correlation through
a large dataset of training images. Moreover, the exclusive
use of a set of convolutional layers enables joint optimiza-
tion of all the parameters to minimize a single objective as
is the case in joint demosaicing and super-resolution.
We thus build our framework in a data-driven fashion:
we create the training set from a large set of high-quality
images IHR, and produce the input measurements IBayer
using the same process as the image formation model il-
lustrated in Figure. 2, then we train our deep convolutional
network on this dataset.
3.1. Deep Residual Network Design
We use a standard feed-forward network architecture
to implement our joint demosaicing and super-resolution,
which is presented in Figure 3. The goal of the network is
to recover from IBayer an image ISR = F (IBayer) that
is as similar as possible to the ground truth high-resolution
color image IHR. We wish to learn a mapping F from a
Figure 3: Illustration of our proposed network architecture. The network is a feed-forward fully-convolutional network that
maps a low-resolution Bayer image to a high-resolution color image. Conceptually the network has three components: color
extraction of Bayer image, non-linear mapping from Bayer image representation to color image representation with feature
extraction, and high-resolution color image reconstruction.
Stage Layer Output Shape
Input (Bayer image) h× w × 1
1 Conv with a stride of 2 h2 × w2 × C
Sub-pixel Conv h× w × C4
Conv, PReLU h× w × C
2 Residual Block h× w × C
... h× w × C
Residual Block h× w × C
3 Sub-pixel Conv 2 · h× 2 · w × C4
Conv, PReLU 2 · h× 2 · w × C
Conv 2 · h× 2 · w × 3
Output (color image) 2 · h× 2 · w × 3
Table 1: The summary of our network architecture. The
stages 1, 2, 3 of the first column correspond to the three
stages of color extraction, feature extraction & non-linear
mapping, and reconstruction, respectively) illustrated in
Figure. 3. We set the number of filters C = 256 and use
24 residual blocks in stage 2.
large corpus of images, which conceptually consists of three
stages:
1. Color Extraction: this operation separates the color
pixels into different channels from the mono-channel
Bayer image. With this operation, no hand-crafted re-
arrangement of the Bayer input is needed unlike other
demosaicing algorithms [12, 27, 26]. This operation
gives a set of color features from the Bayer input.
2. Feature Extraction & Non-linear Mapping: follow-
ing the intuition of building the first deep neural net-
work for super-resolution [5], this operation extracts
overlapping patches from the color features to use
high-dimensional vectors to represent the Bayer image
in a low-resolution manifold, which is then mapped to
the high-resolution manifold.
3. Reconstruction: this operation aggregates high-
resolution representations to generate the final high-
resolution color image ISR.
3.1.1 Color Extraction
The Bayer image is a matrix with the three color channel
samples arranged in a regular pattern in a single channel. To
make the spatial pattern translation-invariant and reduce the
computational cost in latter steps, it is essential to separate
the colors in the Bayer image into different channels at the
beginning. The Bayer pattern is regular and has a spatial
size of s× s, where s = 2 and since the neighboring colors
may also affect the result, we build our first convolutional
layer L1 with a spatial size of 2 · s and a stride of s:
I1 = L1(I
Bayer)(x,y) = (W1 ∗ IBayer + b1)(2·x,2·y), (1)
where I1 represents the output from the first layer, W1 and
b1 represent the filters and biases of the first convolutional
layer, and ∗ denotes the convolution operation. Here, W1
corresponds to C = 256 filters of support 2 · s× 2 · s.
We build an efficient sub-pixel convolutional Layer [29]
L2 to upsample the color features back to the original reso-
lution:
L2(I
1)(x,y,c) = I
1
(b xs c,b ys c,Cm˙od(y,s)s +C·mod(x,s)s2 +c), (2)
here, the sub-pixel convolutional layer is equivalent to a
shuffling operation which reshapes a tensor of size H ×
W × C into a tensor of size s · H × s · W × Cs2 . We
Figure 4: Illustration of the architecture of our residual
blocks. We remove the batch normalization layer in the
original residual blocks [13] and replace the ReLU with
Parametric ReLU [18]. This structure enables faster con-
vergence and better performance.
find that applying this sub-pixel convolutional layer helps
reduce checkerboard artifacts in the output.
Due to the linearity of the separation operation, no ac-
tivation function is utilized in either layer. Note that the
color extraction operation can be generalized to other CFAs
by modifying s respect to the spatial size and arrangement
of the specific CFA. Thus we have s = 2 for all kinds of
Bayer CFAs, CYGM CFA or RGBE CFA, and s = 6 for
the X-trans pattern [4].
3.1.2 Feature Extraction & Non-linear Mapping
Inspired by Dong et al. [5], to explore relationships within
each color channel and between channels, as well as to rep-
resent the Bayer image in a high-resolution manifold, we
exploit a group of convolutional layers in this step.
Previous works [13] have demonstrated that residual net-
works exhibit excellent performance both in accuracy and
training speed in computer vision problems ranging from
low-level to high-level tasks. We build a set of nb residual
blocks each having a similar architecture as Lim et al. [24],
which is demonstrated in Figure. 4. We remove the batch
normalization layers in the original residual blocks [13]
since these layers get rid of range flexibility from networks
by normalizing the features [24]. We also replace the acti-
vation functions ReLU with Parametric ReLU [18](PReLU)
for preventing dead neurons and vanishing gradients caused
by ReLU. These modifications help stabilize the training
and reduce color shift artifacts in the output. For conve-
nience, we set all residual network blocks to have the same
number of filters C = 256.
3.1.3 Reconstruction
In the reconstruction stage, we apply another sub-pixel con-
volutional layer to upsample the extracted features to the
desired resolution. This is followed by a final convolutional
layer to reconstruct the high-resolution color image.
4. Experiments
4.1. Datasets
For training and evaluation of the network, we use pub-
licly available dataset RAISE [3] which provides 8,162 un-
Figure 5: Illustration of the steps we take to create the input
and output images of our training and testing dataset. The
original 16 megapixel images are downsized to 4 megapixel
eliminate demosaicing errors. The 4 megapixel images
serve as reference super-resolution images, whose down-
sampled 1 megapixel version provide the the single-channel
Bayer CFA images used as input to our network.
compressed raw images as well as their demosaiced coun-
terparts in TIFF format.
It is to be noted that if we use images that are already de-
mosaiced by a given algorithm to our network, the network
will learn to generate any artifacts introduced by the demo-
saicing algorithm. We circumvent this problem as follows.
We use the demosaiced images of RAISE that are larger
than 16 megapixels in size. We then perform a progressive
downsizing of the image in steps by a factor of 1.25 each
time until we obtain one-fourth of the original image size
(i.e down to about 4 megapixels). This is done to eliminate
artifacts that have potentially been introduced by the demo-
saicing algorithm as well as by other factors in the camera
processing pipeline (like sensor noise). This way we ob-
tain high-quality ground-truth IHR, to serve as the super-
resolved images.
To create input Bayer images IBayer from these ground-
truth images, we further downsample the previously down-
sample images to one-fourth of the size (to about 1
megapixels). We follow the assumed image formation
demonstrated in Figure. 2. As required for the Bayer
pattern, we set the downsample factor r = 2, and sam-
ple pixels from the three channels in the Bayer CFA pat-
tern to obtain a single-channel mosaiced images as low-
resolution input images for training. Thus for a H ×W × 1
Bayer image input, the desired color image output is of size
2 ·H × 2 ·W × 3.These steps are illustrated in Fig. 5.
To train our network, we use a subset of RAISE of 6,000
images. In particular, we randomly selected 4,000 photos
from Landscape category and randomly selected 2,000 pho-
tos from other categories. We also randomly select 50 im-
ages from the rest of RAISE dataset to build the testing set.
4.2. Training Details
For training, we use 64× 64× 1 sized patches from the
created Bayer mosaics as input. As output images we use
color image patches of size 128 × 128 × 3 from the high-
resolution (4 megapixel) images. We train our network with
(a)
(b)
Figure 6: (a) is our framework for joint demosaicing and
super-resolution, our network can perform the whole pro-
cess in an end-to-end manner. (b) shows a typical pipeline
to combine the demosaic algorithms and super-resolution
algorithms, which we use for comparing with other algo-
rithms. Unlike most super-resolution algorithms that output
only the luminance channel, we directly generate full color
output.
ADAM optimizer [20] by setting learning rate = 0.0001,
β1 = 0.9, β2 = 0.999, and  = 10−8. We set mini-batch
as 16. For better convergence of the network, we halve the
learning rate after every 10000 mini-batch updates.
4.3. Results
Since we are not aware of any other joint demo-
saicing and super-resolution algorithms in existing liter-
ature, we compare our method with the sequential ap-
plication of different state-of-the-art demosaicing algo-
rithms(FlexISP [27], SEM [21] and DemosaicNet [26]) and
the state-of-the-art super-resolution algorithm(SRCNN [5]).
Note that SEM [21] and DemosaicNet [26] perform joint
demosaicing and denoising, for fair comparison, we set
noise-level = 0 for these methods. As SRCNN only pro-
vides upsampling in the luminance channel, we upsample
the chroma channels using bicubic interpolation. The pro-
cess is shown in Figure. 6. We use the 9-5-5 model of
SRCNN.
4.3.1 Quantitative Results
In Table. 2 we report the PSNR values of our approach in
comparison to other methods on the testing dataset. Our ap-
proach outperforms the PSNR scores of the next best com-
bination of state-of-the-art techniques of demosaicing and
super-resolution by a significant PSNR difference of 1.3dB
on the average computed over the 50 images of the test-set.
4.3.2 Qualitative Results
To further validate the quality of our results, we show qual-
itative comparisons in Figure. 7 and Figure. 8.
The combination of FlexISP [27] and SEM [21] pro-
duces some disturbing artifacts such as zippering around the
Method PSNR SSIM
FlexISP [27]+SRCNN [5] 29.6092 dB 0.9182
SEM* [21]+SRCNN [5] 29.4978 dB 0.9348
DemosaicNet* [26]+SRCNN [5] 30.1313 dB 0.9374
Ours 31.4093 dB 0.9476
Table 2: The mean PSNR and SSIM of different methods
evaluated on our testing dataset. For the methods that per-
form joint demosaicing and denoising, we set their noise-
level to 0 for fair comparison. There is a significant differ-
ence between the PSNRs and SSIMs of our proposed net-
work and existing state-of-the-art methods.
edge and false color artifacts. These are particularly visible
in the man’s clothes (in the first column of Figure. 7) and
the text (in the last column of Figure. 8).
Both DemosaicNet [26] and our network can produce de-
mosaiced images without these artifacts, but our network is
able to recover more realistic details. This is demonstrated
in the first and the third column of Figure. 8. Our network is
able to produce higher quality color images without the vi-
sually disturbing artifacts introduced by the other methods.
4.3.3 Running Time
We test the running time of DemosaicNet [26] and our
method on 10 256 × 256 input images using a Nvidia TI-
TAN X. While DemosaicNet takes on average 650 ms for
demosaicing alone, our method has an average of 619 ms
for the joint operation of demosaicing and super-resolution.
5. Conclusion
The ill-posed problems of demosaicing and super-
resolution have always been dealt with as separate problems
and then applied sequentially to obtain high-resolution im-
ages. This has continued to remain the trend even after the
advent of CNN’s. In this paper, for the first time as far as
we know, we propose a CNN-based joint demosaicing and
super-resolution framework, which is capable of directly re-
covering high-quality color super-resolution images from
Bayer mosaics. Our approach does not produce disturb-
ing color artifacts akin to algorithms in the literature. Our
proposed method outperforms all the tested combinations
of the state-of-the-art demosaicing algorithms and the state-
of-the-art super-resolution algorithms in both quantitative
measurements of PSNR and SSIM as well as visually. This
augurs well for the use of our approach in camera image
processing pipelines. For mobile devices this can encour-
age the use of sensors with large pixels that capture a better
dynamic range, rather than sacrificing dynamic range for
higher resolution as is done at the moment.
Reference:
FlexISP [27] + SRCNN [5]:
(22.2315dB , 0.8855) (32.9956dB , 0.9812) (26.2782dB , 0.9133) (27.5929dB , 0.9230)
SEM [21] + SRCNN [5]:
(19.9758dB , 0.7898) (32.5800dB , 0.9792) (26.1953dB , 0.9153) (27.5932dB , 0.9335)
DemosaicNet [26] + SRCNN [5]:
(23.2090dB , 0.8995) (32.3014dB , 0.9798) (26.7680dB , 0.9261) (28.5400dB , 0.9329)
Ours:
(23.1523dB , 0.9052) (34.2992dB , 0.9857) (27.5472dB , 0.9382) (29.6846dB , 0.9557)
Figure 7: Joint demosaicing and super-resolution results on images from the RAISE [3] dataset. The two numbers in the
brackets are the PSNR and SSIM scores, respectively.
Reference:
FlexISP [27] + SRCNN [5]:
(25.3831 dB , 0.9130) (24.7385dB , 0.8852) (32.3718dB , 0.9929) (36.2369dB , 0.9805)
SEM [21] + SRCNN [5]:
(25.0950dB , 0.9131) (27.1955dB , 0.9354) (30.8814dB , 0.9900) (34.6032dB , 0.9807)
DemosaicNet [26] + SRCNN [5]:
(25.7484dB , 0.9206) (27.4267dB , 0.9326) (32.3960 dB , 0.9928) (36.0122dB , 0.9829)
Ours:
(25.8677dB , 0.9259) (28.1375 dB , 0.9468) (34.0613dB , 0.9950) (38.0707dB , 0.9892)
Figure 8: Joint demosacing and super-resolution results on images from the RAISE [3] dataset. The two numbers in the
brackets are the PSNR and SSIM scores, respectively.
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