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PERIODIC POINTS OF HOLOMORPHIC MAPS 
DAVID FRIED 
(Receiced 1S March 1985) 
WE ~~v~criteria for a holomorphic map to have infinitely many periodic points that are based 
on the Atiyah-Bott formula for holomorphic Lefschetz numbers [ 11. This extends results of 
Lusztig, Kosniowski, and O’Brian on holomorphic vector fields [K, O] to the discrete case. 
The corresponding theory for smooth and continuous maps, using a twisted Lefschetz 
formula, can be found in [S]. 
For a holomorphic Morse-Smale diffeomorphism of a compact complex manifold there 
are two natural filtrations of the De Rham complex, one based on dynamics (due to Smale) 
and the other based on the complex structure (due to Dolbeault). This gives two natural 
decompositions of the ordinary Lefschetz number and we show that these coincide. This 
suggests a strong (and poorly understood) connection between Dolbeault cohomology and 
handlebody theory. 
The paper is organized as follows. In Section 1 we study holomorphic maps with finite 
nondegenerate periodic set using the Atiyah-Bott formula. Section 2 deals with holomorphic 
Morse-Smale diffeomorphisms. Sections 3 and 4 indicate how to cope with degenerate 
periodic points. In Section 5 we extend our results to Dolbeault cohomology with twisted 
coefficients and give a related result for isometries of Riemannian manifolds. 
This paper is an updated version of a 1983 IHES preprint “Finitely Periodic 
Holomorphic Maps”. We thank the IHES, the National Science Foundation and the Sloan 
Foundation for their support. 
$1. THE ATIYAH-BOTT FORMULA AND DYNAMICS 
Let M be a compact complex manifold of complex dimension d. Let -_’ = x’i iy’, 
i=l,..., d be local coordinates on M. The forms dz” = dx’ + idy” span a certain subspace 
of the complexified cotangent bundle T* M @ C called forms of type (1,0) or holomorphic 
I- forms. The forms d?’ = dx’ - idy’ span a complementary subspace of type (0, 1) or 
antiholomorphic l- forms. This direct sum decomposition depends only on the complex 
structure of M, not on the choice of local coordinates. Passing to the complex valued 
differential forms on M one obtains a direct sum decomposition of A’M into summands 
A’*‘M, r + s = i, spanned by forms dz=l A . A dz”r A dZpl A A d8 in local coordinates 
and called forms of type (r, s). The usual exterior differential d takes a form of type (r, s) to one 
of mixed types (r + 1, s) and (r, s + 1). We let d’: A’.‘M -+ A,’ ‘A M and d”: A’,‘M + A’*‘+ 1 ,I4 
be the two halves of d: A’*“M + N+l.‘M @Ar*‘+’ M. The (r, s)-th Dolbeault cohomology 
group H’,‘(M) is the homology of the complex A’**(M) with the differential d”. As Jf is 
compact the vector spaces H’.“(M) are finite dimensional [6], 
Now letf: M + M be a holomorphic map. The action offon differential forms preserves 
type and commutes with d”. Thusfacts on the Dolbeault cohomology groups by linear maps 
fr.‘: H’*‘M -+ H’.‘M. We define the (r, *) Lefschetz number to be L,(j) = 1 (- 1)5 trace 
s 
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(T.“). Using the Frohlicher spectral sequence it is shown that these numbers are related to the 
usual Lefschetz number L(f) by the identity f.(f) = I( - l)‘L,(f) [6]. 
Shimura conjectured in 1965 that these summands L,(f) were computable from the fixed 
points offin a way compatible with the usual expression for L(f) as a sum of fixed point 
indices. This conjecture was proven by Atiyah and Bott when the fixed points off are 
nondegenerate, i.e. graph (f) is transverse to graph(id) in M x M [l]. 
The formula of Atiyah-Bott. Let M be a compact complex manifold and f: .tl + M a 
holomorphic map with nondegenerate fixed points. For each p E Fix(f) we let A = Of@) be 
the differential off acting on the complex vector space T,M. Then 
L,(f) = c trace (,\‘A) 
p det (I-A) ’ 
There is an element of surprise in this formula since L, was defined as a difference but 
equals a quotient. Ultimately this will lead to our criterion for showing that certainf have 
infinitely many periodic points. 
So let us suppose that the periodic set P = u, , ,, Fix( f”) is finite and deduce all we can 
about the complex numbers L,(f). To use the Atiyah-Bott formula, we suppose thatfhas 
nondegenerate periodic points, that is that f” has nondegenerate fixed points for all n > 0. 
THEOREM 1. Let M be a compact complex manifold and f: M -+ M a holomorphic map 
with finitely many nondegenerate periodic points. One may partition P into incariant sets 
P,, r = 0, . . . , d, so that for all n > 0 
L,(f”) = (- 1)’ card (P, n Fix (I”)). 
When P is hyperbolic then P, can be chosen canonically to be all periodic points of Morse index 
2r. 
Note that this formula shows the L,‘s are integers under our hypotheses. This is nontrivial 
since there is no integral version of Dolbeault cohomology. 
Before proving this theorem we will use it to deduce our criterion for infinite periodicity. 
We will use a well known result usually proven using the Vandermonde determinant. 
LEMMA 1. 7’he sequences (i.“)R= 1, i. E C*, are linearly independent. 
Fixf, r as in Theorem 1. Let C be the permutation matrix associated to the action offon 
P,. Let A be the linear transformation of’.’ taken over s E r (mod 2) and B = of.’ over the 
remaining s’s. The above theorem gives trace A” - trace B” = trace C” for all n > 0. Then 
Lemma 1 shows that every nonzero i. occurs equally often as an eigenvalue of A and as an 
eigenvalue of B @C. Thus det (I - tA) = det (I - tB).det (I - rC), where all 3 determinants 
are polynomials in the indeterminate t with constant term 1. 
Now u priori the rational expression l, = det (I-tA)/det (I-tB) determined by the 
action offon Dolbeault cohomology was not known to be a polynomial. We see, however, 
that in our setting i, = det (I - tC) is a polynomial and in fact is a product of polynomials 
1 - t’ where k varies over the periods of the periodic orbits that form P,. So 
COROLLARY 1. Suppose that f is a holomorphic map of a compact complex manifold with 
nondegenerate periodic points. If for some r = 0, . . . , d the rational function <, is not 
expressible as a product of polynomials of the form 1 - tk then f has infinitely many periodic 
points. 
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As it stands, this corollary says that the behavior offon Dolbeault cohomology may force 
f to have either an infinity of periodic points or a degenerate one. As will be discussed in 
Section 4, the undesirable hypothesis of nondegeneracy in this corollary can be eliminated if 
one strengthens the hypothesis a bit. 
Proof of Theorem 1. Note that a point p of period k is a nondegenerate periodic point 
precisely when each nonzero eigenvalue 11 of the differential T, f” is of infinite order in C*, i.e. 
no v is a root of unity. 
Let S = ZC* be the integral group ring of C* and let [x] ES denote the element 
corresponding to x E C*. Then x is a root of unity u 1 - [x] is a divisor of zero in S, as is 
easily checked. We let R be the extension of S obtained by localizing at all elements 1 - [p] 
where pk = v is a nonzero eigenvalue associated to a periodic point p of period k. We let 
bP = 2 [w] ES where o is a k-th root of unity and we let A, be a linear transformation with 
A”, eqEa1 to the semisimplification of Of”(p). 
Let A be a linear transformation of a finite dimensional complex vector space. We define 
the formal trace of A to be TR(A) = %ni[pi] ES where pi varies over the nonzero eigenvalues 
of A and mi is the multiplicity of pi. Likewise we define a formal determinant 
DET(I -A) = c (- 1)’ TR(A’A)ES. 
i>O 
Now we can express the Atiyah-Bott formula for the iterates off as an identity in R. 
LEMMA 2. I(- l)‘TR(f’*“) = ~~E~I~~p where p runs over one point from each 
I P 
periodic orbit. 
First note that each denominator is a product of terms 1 - [p], so the formula makes 
sense in R. By Lemma 1, it suffices to check that the 2 sides take the same value under the ring 
homomorphisms $.: R + C for all n > 0, where $.[x] = x”. 
Apply $. to both sides. Since $,(TR(A)) = Tr (A”), @,(DET (I-A)) = Det I-A” and 
k 
*.(a,) = 
if kin 
0 otherwise 
we obtain exactly the Atiyah-Bott formula for f”, as desired. 
Let now H c C* be the subgroup generated by all the roots of unity w and nonzero 
eigenvalues p that occur in the linear transformations of Lemma 2. We choose a 
homomorphism a: H + R with a(p) # 0 for all p: such z exist because H is a finitely generated 
abelian group and the p are of infinite order. Take a homomorphism j.: H -+ C* and let 
fi: S + CR be the homomorphism sending h E H to I(h) xZth), where CR is the complex group 
ring of R consisting of polynomial-like expressions with complex coefficients and real 
exponents. Note that /I induces a map 7: R + F where F is the quotient field of CR consisting 
of rational expressions in x with complex coefficients and real exponents. 
Consider A = X( - l)“TR(f’v’) E R. Using Lemma 2, we compute y(A) as 
c y(up)qpi,)x=(“~) . . A(/q)x-) 
p Isi,<.; <i,<m (l-E.(~,)X”‘l’). . . (l-E.(/&)Xa(rd) 
where PI, . . . , p, are, as above, the eigenvalues of A,, repeated with multiplicity. We absorb 
all E.‘s and x’s in the numerator into the denominator using the identity Jx”(1 - 1x=)- ’ = 
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-(l-E.-lx -‘)- 1 to obtain a sum of terms of the form (- l)‘y(oJ TI (1 - vx6)- t. Here ~(a,) 
must be 0 or k since 0: = ka, 
Since A ES, y(A) E CR. So we can use 
LEMMA 3. Suppose an element <ECR is a sum ofterms a fI(1 -vx’)-‘, a, VEC, PER*. 
Then 5 is the sum of those a’s for which all 6’s are positive. In particular <EC. 
Proof of Lemma 3. Regard x as a positive real variable. As x -+ 0 each term takes a finite 
value, either 0 or a. Thus if 5 = Ctlx” E CR then tr = 0 for 1 < 0. Likewise we can let x + CO 
and show that {A = 0 for ,I > 0. Thus < = to E C. We evaluate <, by letting x + 0. Q.E.D. 
Applying Lemma 3 to 5 = y(A) we find y(h) = E’( - l)‘y(a,) where p varies over one point 
from each periodic orbit in P, = {periodic points for which exactly r of the exponents a(pi) 
are negative). 
Keep CL fixed but let /I vary over the fl., n > 0, given by b”(h) = h”x’(“). Then Lemma 1 gives 
A = Z’( - l)lupr by comparing coefficients of x’ for all j. E R. 
Now apply II/,, to A to get the formula of the theorem. 
When all the p’s are hyperbolic we can choose a canonically by the formula r(h) = 
- log1 h I. Then p E P, CI T, f” has r complex eigenvalues outside the unit disc c--) p has 2r 
unstable real eigenvalues, i.e. Morse index 2r. Q.E.D. 
Note that we were rather free to choose a in the preceding proof so that there is no 
canonical way to partition Pin general. One can always choose a, however, so that z(h) is near 
-log1 hl. With such a choice a periodic point with s stable eigenvalues and u unstable 
eigenvalues is assigned to 
P, for rE t,d-f . [ 1 
52. HOLOMORPHIC IMORSE-SMALE DIFFEOMORPHISMS 
Suppose f: M --+ M is a Morse-Smale diffeomorphism of a closed manifold [9]. Then 
there is an essentially unique filtration of M by compact invariant submanifolds of full 
dimension M0 c M, c . . . c M, = M, m = dim 1M, where Mi is a neighborhood of the set 
of points with a-limit set a periodic orbit of Morse index I i. The relative Lefschetz numbers 
L(f; Mi, Mi _ 1) = X( - 1)’ trace ( fk), wheref, denotes the action off on the relative De Rham 
cohomology Hk(Mi, Mi_ 1, R), are known to satisfy c L(f; Mi, Mi_ I) = L( f ). 
Suppose also that M is a complex manifold and f i: holomorphic. Then, as in Section 1, 
we have C( - l)‘L,( f) = L( f ). These two intuitively unrelated expressions for L(f) are in 
fact identical. 
COROLLARY 2. 
L(J~M,,,M,,-11 = (-- l)‘L,(f) 
L(f; Ml,+ ,, Mzr) = 0. 
The second formula is evident since L(fi Mzr+ Ir Mlr) is a sum of fixed point indices of 
points of Morse index 2r + 1. But as/ is holomorphic and the fixed points off are hyperbolic 
each fixed point has a Morse index that is the real dimension ofa complex vector space, hence 
even. 
For the first formula, use Theorem 1 with the canonical chaise of P, and n = 1. Here P, 
consists of all periodic points of Morse index 2r. This Fix f n P, has cardinality (- l)‘L,( f ). 
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But each p E Fix f n P, contributes to L( f; MZr, M2, _ i) its fixed point index ind (J p). 
Smale’s formula for ind (f, p) is ( - 1)‘sgn det (~5.) where v is the unstable dimension at P and L 
is the differential at P restricted to the unstable subspace [9]. As the unstable subspace has a 
complex structure, Y is even. As L preserves this structure, det (L) > 0. Thus ind (J p) = 1 for 
all p of Morse index 2r. The first formula follows. 
It is an interesting problem to find a more conceptual proof of this corollary that relates 
the filtration Mi and the complex structure in a more direct way. 
$3. INDICES AT A DEGENERATE FIXED POlNT 
In this section we will study the behavior of the Atiyah-Bott indices of a holomorphic 
map at an isolated fixed point under iteration. The difference with earlier sections is that we 
allow the fixed point to be degenerate. 
We will begin by recalling the situation for Lefschetz fixed point indices and C’ maps 
from [lo, 41. Let f be a C’ map and p a fixed point off that is isolated in Fix (f”) for all 
n > 0 (i.e. an isolated periodic point). The sequence of indices ind (f”, p), n > 0, is a finite 
integral linear combination of simple sequences of the sort that arise from hyperbolic 
periodic points. It follows that in a study of C’ maps with finite periodic set, such as [S], one 
may essentially suppose all periodic points hyperbolic, hence nondegenerate. 
In the holomorphic setting of this paper, we cannot make such a simplification. There is 
a generalization of the Atiyah-Bott formula for isolated (possible degenerate) fixed points 
[l, 11, 123 in which L,(f) is expressed as the sum over the fixed points of terms involving 
Grothendieck residues namely 
L(f) = c ind,(L P) 
IP = P 
where the index ind,(f, p) is determined in local coordinates (pi, . . . , zp) with p = (0, . . . ,O) 
as 
ind,(J p) = Reso 
Tr A’Df(z) dz, A . . . A dz, 
z1 -ji (z), . . . 7 zd --/dtz) ’ 
We must recall the properties of this Grothendieck residue. The residue of w at 0 relative 
to $71,. . * 9 gd, denoted Res, 
(g1, .:.; ,d)’ 
is defined for functions gi, . . , gd holomorphic 
near 0 that have 0 as an isolated zero and a d-form w holomorphic near 0. It satisfies these 
properties: 
(1) Rese o = Res, 
w.detA 
917. ‘. P gd h,, . . . , hd 
if hi = Caijgj, A = (aij) a matrix holomorphic near 0 and vanishing at 0 
Res, Wdz, A . . . A dz, 
zy, .. . ) zd” 
is the coefficient of the term (zi . . . zd) N-’ in the power series expansion of b(z) at 0. 
Since the Nullstellensatz allows one to express the given gj in terms of hi = zf as in (1) for 
N sufficiently large, (1) and (2) determine Res,. One may (somewhat crudely) regard these 
properties as defining Res,, [2], the essential point being that these properties are consistent: 
f(z)dz . 
there is a more geometric treatment in [6], for instance. For d = 1, Rese- 
g(z) 
is the usual 
134 David Fried 
Cauchy residue of the meromorphic function 
*(=, at:=O, 
d=) 
For d > 1, Res, is skew symmetric in the gi (the determinant of a permutation matrix 
intervenes), so one cannot simply assign a residue to the meromorphic form o/g, . . . g,,. We 
note two other useful properties of the residue: 
(3) If o’ = o + Zgiqi. vi holomorphic, then 
(4) If gi = Zi for i > b (i.e. these gi are independent at 0) then 
Reso U = Reso ’ 
919 . . . 7 gd h,, . . , hb 
where hi is the restriction of gi to zb + r = . . zd = 0 and q is the restriction of the contracted b- 
form 
( s 0 x,....,x,- 2 -3 &b+l”“‘dZd . 
We postpone until the next section all global considerations involving the Atiyah-Bott 
formula and instead consider the sequence ind,Cfk, p) for a given isolated fixed point p for 
k 2 1. The first difficulty is that these terms are only defined if p is isolated in Fix (I”) and it is 
not clear for which k this holds. 
For this preliminary question little smoothness is needed. Let R be the local ring of germs 
of continuous functions defined near OE R”. Letfi, . . . ,f, E R withfi(0) = 0, and define the 
localmapf= (fi,. . . , f.). The iteratesf, k 2 1, are defined on small neighborhoods of 0, 
depending on k. There is for each k a displacement ideal Zk c R generated by the coordinate 
functions of the displacement function 
6,(x) = f’(x) - x. 
PROPOSITION 1. Suppose f is C’. Let m. be a common multiple of the orders of the roots of 
unity that occur as eigenvalues of Df (0) = A. Then Ik depends only on the g.c.d. (k, mo) of k and 
m,. If (k, m,) = 1 and 0 is an isolatedjixed point for f then 0 is also isolated for f”. 
The second conclusion (which answers our preliminary question) follows immediately 
from the first, since 0 is isolated in Fix (f”) iff 0 is an isolated point for the ideal Ik. The first 
conclusion reduces to comparing k with (k, mo) = a. Replacing f by f”, we may suppose 
a = 1. We will show II, c I, for ali k and that equality holds if (k, m,) = 1. By Taylor’s 
theorem there is a continuous function g: R” x R” ---) Horn (R”) defined near (0, 0) so that 
scv, X).Y =f(x +Y) -f(x). 
Since 
f” + ‘(x) = f (x + 6ktx)) 
= f (x) + d6ktx), x). 6k(x) 
we have 6,+ r(x) = s,(~)+g(6~(x),x).6~(x). Inductively, 6,(x) = A,(x).G,(x) where A,(x) = 
~+g(61,_~(x),x)+g(6k_,(x),x)g(61:_~(X),X)+ . . . +g(dk_l(x),x). . . g@,(x),x).Thisgives 
the inclusion I, c II. Clearly A,(O) = I + A + . . + AkW1 where A = g(0, 0) = Of(O). If (k, 
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m) = 1 then A,(O) is invertible, hence A,(x) is invertible. So for such k and small x, 6,(x) 
= A,(x)-‘. dl,(x), whence Ii c I, and the proposition follows. By computing degree, 6,, 
= sgn det A,(O). degree, 6,. one recovers the local results of [4] and [9] which motivated this 
calculation, namely that the Lefschetz indices offk at an isolated periodic point is a periodic 
sequence. 
Now we return to the holomorphic setting. 
We decompose A = Df(0) by dividing its spectrum into + 1 and other eigenvalues. This 
gives Cd = V@ W where the splitting is invariant, B = A 1 V is unipotent and C = A 1 W does 
not have 1 as an eigenvalue. We will show that formally there is an analytic invariant manifold 
tangent to V, which we will call the subcenter manifold of/at 0. This will then simplify our 
residue calculations. 
LEMMA 4. There is a (unique) formal power series R(u) with domain V and range W with 
vanishing linear term so that rhe graph of R is invariant under f. 
Proof. We will write 
R= c R, 
nt2 
and define the R, inductively. Assume Ri known for i < n and that the invariance relation 
R(f& OR(x))) =fw(x OR(x)) 
holds up to order < n, wheref = fv@fw. Then considering the terms of order n, one obtains 
the equation 
(C, - B,)R, = S, 
where S, is determined byf and the Ri, i < n, and where C,, B, are certain linear operators on 
the space S” ( V*) @ W of degree n homogeneous maps from V to W. Namely C, = I @C and 
B, = S”(B*) @I. It is clear that Spec C, = Spec C and Spec B = { 1;. As B, and C, commute 
and have disjoint spectra, C, - B, is invertible and so one can solve for R, (uniquely). Q.E.D. 
The above argument is used often in dynamical systems to construct invariant manifolds: 
here we are not concerned with questions of convergence since the formal result suffices for 
our calculations. 
Now we flatten our subcenter manifold by choosing formal coordinates Ui = zi, 1 5 i I 
b=dimV,andw,=r,,, - R(z), 1 I m I c = dim W: in these coordinates the subcenter is 
given by (w,,, = 0; = V. Take k prime to me and 0 I r 5 d, let 4(u, w) = Tr A’Df’(u, w)and let 
(P(L’, w), Q(c, w)) = z -f”(z). Then we compute 
ind,(f’,(O, 0)) = RqO.O, 
b(u,w)dv, A A do, A dw, A . . A dw, 
Pi(u,w), Qm(u,w) 
= Res,o.o, 
~(tl,w)l;Qm/~w,i,,iv,dv, A . . . A du, /\ dQ, A . . h dQ, 
Pi(u,w), Qm(~,w) 
= Rese 
Q(c,O)I~Q,/ twnIr;,$,duI A . A dv, 
pi(c30) 
where we have used that 
is invertible to change variables (recall k prime to m,) and where the invariance of V shows 
that it is the locus where the Q, vanish. 
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Now we observe that 
SQm 
N,(v)=Z- i_w ( 1 n 
is the part of the differential Df’(v, 0) acting on vectors normal to I’. Let g(v) =f(~, 0)~ V, 
and filter Df”(v, 0) by 0 c V c V@ W to get 
This gives 
4(V, 0) = 2-r A’(Dg’ @Nk) = c Tr AP Dg”. Tr AqNk. 
p+q = I 
PROPOSITION 2. For k prime to mO, 
ind,(f’,O) = 1 Res, 
Tr (ApDgk) Tr (1\‘Nk) Det (I - N,)- ’ 
pfq = I (v - g%)i 
The advantage of this formula is that the w coordinates have been linearized away and the 
new map g is slow moving, since D,(O) = B is unipotent. 
We now will show that the denominator can be taken independent of k. We first note that 
for any formal power series h there is an expansion 
h(o) - h(gu) = i c,(h). (v -gv)i 
i= I 
If h = Up we take ci = 6ij For each monomial v, we use the relation (hi/r,) (v) - (hrh,) (gv) 
= h,(v) (h,(a) - h2(gv)) + h2(gv) (h,(v) - hi (gu)) to define ci(U,). Then we extend by linearity to 
all h. Observe that 
_I 
c,(h) (0) = $ . 
GUi 0 
Replacing h by a vector valued formal power series H, we obtain a matrix valued formal 
power series M,, on H, with M,,(O) = DH(0) and with H(v)- H(gu) = MH.(v-gv). If H 
vanishes to order n, our construction shows that M, vanishes to order n - 1. 
We find v - gkv = MHk .V-gVWheRH, = I+g+. . . +gk-‘.NOtek?,(O) = I+k?+. . . 
+ B”- I is invertible. This allows us to simplify the residue 2 ways. We can replace the 
denominator by (v - gv)r by introducing a factor of Det M&’ in the numerator. We can also 
change Nk to Nk throughout, where N = N,, since N,(u) = N(gk- ‘v) . . N(gu)N(v) E No 
modulo the displacement ideal of g, where we use property (3) of the residue. This proves 
PROPOSITION 3. For k prime to m,, 
ind,(f”, 0) = c Res, 
Tr (ApDgk) Det (M;;,‘)Tr (AqNk)Det (I - iv’)-’ 
p+q=r (u - gv)i 
Now we fix a partition r = p + q and study the corresponding term as a function of k. By 
the algorithm, these residues are a certain finite linear combination (determined by g) of the 
power series coefficients of the numerator. We factor the numerator into the first two and 
second two terms, i.e. those involving tangential and normal derivatives, and analyze these 
separately. 
We will show that 
LEMMA 5. Up to terms in v of any given order, Tr (ApDgk) Det (M;,‘) = kebP(k) where P is 
a polynomial in k. 
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LEMMA 6. Up to terms in t’ of an_v given order, Tr (AqNk) Det II - IV’)- I is a polynomial in k 
and (1 - j.“)- ‘, i. E Spec C, for k 2 d and prime to m,. 
By Leibniz’s rule we then see how the indices behave under iteration. 
THEOREM 2. Let i.,, , i., be the distinct eigenculues of Of(O) other than 1. Then for 
r=O,.... d there is a polynomial in s + 1 variables P, so thatfor k 2 d prime ro rhe orders of 
any roots of unity & one has 
ind,(f*, 0) = kedP,(k, (1 -$)-I). 
For Lemma 5 note that on the space of power series modulo those of order > n right 
composition by g defines a linear map U that preserves the filtration by order. On each 
filtration quotient U induces a symmetric power of E*, so U is unipotent. But then U’ is a 
polynomial in k. So, up to terms of order > n, gk = U”(v) is polynomial in k. Thus Dgk is 
polynomial, up to terms of order 2 n, whence the same holds for Tr Ap(Dgk). 
As U is unipotent, I + U + . . + Uk- ’ is a polynomial in k with zero constant term and 
linear term kl. Thus H, = kQ,, (kj where Q,, is polynomial (mod terms of order > n) and so 
M Hk = kQ,(k) where Qi is polynomial (mod terms of order 2 n). As the constant term in u of 
M, is kl, (.Mnk)- ’ = k- ‘Q2(k), where Qz. is polynomial (mod terms of order 2 n). Taking 
determinants proves Lemma 5. Note that this lemma is exactly the case of Theorem 2 for A 
unipotent: the complementary part of the spectrum is easier to handle. 
One uses that the operation of right composition with N is linear and preserves degree 
to reduce Lemma 6 to the universal case where V = Horn W and N(u) = v. Here (with 
A = Nk) one notes that TrAqA is a linear combination of TrA’(I - A), i I q, and that 
TrA’(I-A)/Det (I-A) = TrAC-‘(I--A)-’ is polynomial in (I-A)- ‘. Writing N = 
@j. (I -E,) @ E0 where E, and the Ei are nilpotent, we see that (I - Nk)- ’ is polynomial in (1 
- j.k)-i and k for k > rank E,, hence for k 2 d. Lemma 6 and Theorem 2 follow. 
In the case of a holomorphic vector field X with an isolated zero at 0 these methods also 
apply. There is a formal manifold tangent to the generalized nullspace of D,X and invariant 
for the local flow &generated by X. One finds as above that ind, (4,. 0) is polynomial in t, t-’ 
and (I - D04J-’ hence polynomial in t, t- ’ and (1 - epr)-’ for ~~Spec D,X, u # 0. This 
was first proven by O-Brian in a less geometric way [8]. 
54. FISITE PERIODlC SET !lMPLlES PERIODIC HOLOMORPHIC LEFSCHETZ NUMBERS 
We will use Theorem 2 to prove 
THEORE.M 3. Iff: M -+ M is a holomorphic map of a compact complex manifold M and for 
somer = 0, 1: . . . , d the numbers L,,( f ‘) are not periodic in k then f has infinitely many periodic 
points. 
One can rephrase the hypothesis in terms of the rational zeta functions <, as saying that 
some <, has a zero or Dole at i. E C with i. # 0 and i. not a root of unity. Or, equivalently, there 
is such a i. whose spectral multiplicity on @ H’.‘(M) = Hr.‘“‘” differs from that on 
seven 
@ H’*f(.Cf) = H’,Odd. For C’ maps and Lefschetz numbers. the corresponding resuits are in 
scdd 
c41, ClOl. 
Proof We of course assume thatfhas finitely many periodic points. Let m, be a common 
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multiple of all the periods of tangent vectors periodic for DjY We will show that for k = k, 
(mod m,) the sequence L’(f”) is periodic. 
If a = (mo, k,) then we pass fromftof” and so we may assume that k, is prime to m,. Then 
Fix (f’) = Fix (f). For p in Spec (f* /H’.el‘P”), and v in Spec (f* IH’*Odd) (taken with 
multiplicity) we have for k 2 d 
&p - z,:vk = Q(k, (1 - i.‘)- ‘)kYd 
where i. E u pEFix(/,Spec Of@), and Q is a polynomial. By our choice of m,, we have that if i is 
a root of unity then Lk = Ako. These E,‘s thus contribute constant amounts and can be absorbed 
into Q, so we may suppose that the only i.‘s that occur are of infinite order. 
Next we clear denominators by multiplying both sides by a sufficiently high power of 
(1 - j?) and by kd. We obtain an identity 
C k’ (IZcziak) = 0 
for certain r E C* and for k = k, (mod me), k 2 d. But this implies that each inner sum 
vanishes, for all k = k,. Taking i = d, we obtain a simpler identity 
En’--Cvk= P((l--AL)_‘) 
where P is polynomial, valid for k = k,. 
From this we deduce, as in Section 1, that there is a forma1 identity 
(*) Z~ko[~mo] - Cvko[vmo] = P( (1 - j_kOIAmO])-‘) 
valid over the localization of the group ring CC* at all nondivisors of zero. Let H c C* be 
the subgroup generated by all the ~~0, vmo and AmO’s and take a homeomorphism 1: H -+ R 
so that ker IX is precisely the torsion in H. One can modify P if necessary (using (1 -x)- ’ 
= 1 - (1 -x-t)-‘) to replace the right hand side by p( (1 - cy[y])-‘) where a(r) > 0, C.,E C. 
Replacing h E H by r’th’ throughout, we obtain an identity in f > 0 whose right hand side 
approaches a constant for t -+ co. Thus all terms in C~kotZ(~m~) - CvkY(vmo) with positive 
exponent cancel identically. 
By our choice of r this means that all terms in [h] on the left of (*) with a(h) > 0 cancel 
identically. Replacing a by - a we see that only [h] with h of finite order occur on the left, 
after all cancellations are made. Thus the sequence L,(f’), k = k, is indeed periodic. 
Letting k, vary, we see that L,(f”) is periodic in k, as desired. Q.E.D 
If in the above proof one replaces h by hVh), n 2 0, then one can deduce as in Section 1 
that L,(f’) is constant for k = k,. This gives a quantitative form of Theorem 3: the period of 
the sequence of (r, *) Lefschetz numbers L,(f”), k > 0, divides the period of Dfon the set of 
periodic tangent vectors, provided P is finite. 
We now present an example that shows that our methods cannot prove Theorem 3 under 
the condition of Theorem 1 that some <, is not a product of (1 - t’)‘s. This means that those 
theorems are independent. It will also show that our methods do not decide whether finite 
periodic set alone implies that the holomorphic Lefschetz numbers are integral, although we 
see from the above that they are integers in some cyclotomic field. 
We begin with the formula, for w a primitive cube root of unity (w’ + w + 1 = 0): 
3 ( 
1 1 
2,-- 
l-w’l-w= J 
= (1, w2. w)+2(1,0.09)+ 3(1, 1, 1). 
What we do is to produce a polynomial in one variablef(c) withf(0) = 0 such that ind,(f”,O) 
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takes the values 2, (1 -w)-l,(l -e~*)-t fork 3 0, 1,2 (mod 3) respectively. Then the above 
formula will imply that it is consistent, as far as the Atiyah-Bott formula goes, to have 3 such 
fixed points, no other periodic points, PDdd = 0, and flH”““e” with eigenvalues 1 (of 
multiplicity 3). w (of multiplicity 2) and o* (of multiplicity 1). 
We take_/(z) = O(I + Y’ + 0:‘). Computingf3(z) mod z* (it is simplest to cube the matrix 
1 0 0 
0’ 1 1 0 
( > a 4 1 
which describes composition by f (mod 2’) on polynomials with terms in z, z4 and z’) we 
obtain g(z) = z + 3z4 + bz’, b = 3a + 12. Since the index offk for k $ 0 (mod 3) is obviously 
(1 - wk)- ‘, we need only show that be C can be chosen so ind (g”, 0) = 2 for all m 2 1. 
We compute for h(c) = z + EC + #lz’ + (higher order), with a # 0, that Res,(z - h(z))- ’ 
= ResO(-rz4)-‘(1 -zz’+. . . ) = /?/a*.Forh = g”(z)wehavecc = 3mandp = bm+36(?) 
(note that o g is given by I + N, where 
00 0 
N= 3 0 0 
( > b 12 0 
satisfies N 3 = 0, and use the binomial theorem). Thus we can choose b = 18 so B = 18m2, 
B/Z’ = 2 as desired. So our example is a = 2, f(z) = w(z + z4 + 2~‘). 
Of course these methods allow one to compute the sequence of Theorem 2 explicitly for 
d = 1. Ford > 1, the proof of Theorem 2 actually gives an algorithm, once one knows how to 
express the z; in terms of (fz - r)i for some n: one merely does all the coordinate changes 
through this order n, ignoring terms of higher order. 
For a holomorphic flow 4, with isolated zeroes, we see that L,(c#+) must be constant: 
otherwise for almost every t E R, f = $, would violate Theorem 3. Thus we recover O’Brian’s 
main result [S] from our discrete approach. 
We also note that there is a result for a holomorphic vector field X on a compact Kahler 
manifold M that may have a discrete analogue. Carrel1 and Lieberman showed that if X is 
singular with isolated zeroes then HP*q(M) = 0 for p # q [3]. One may ask whether a 
holomorphic map f: ,I4 + M whose periodic set is finite and nonempty acts nilpotently on 
HP.qM for p # q. New methods would be needed for this since those of [3] are highly 
infinitesimal. 
$5. OTHER ELLIPTIC COMPLEXES 
1. Twisted coe@cients 
Suppose E is a flat vector bundle over M associated to a finite dimensional unitary 
representation p of n,M. Suppose f *p = p so that there is a holomorphic bundle map 
&f*E + E. Then the Atiyah-Bott formula generalizes to 
where p E Fixf, A = Df(p), $P: E, + E,, and L,(f, 4) is defined like L,(f) except using twisted 
Dolbeault cohomology Cl]. Theorem 1 then generalizes to 
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THEOREM 4. Let f be holomorphic Hith a finite hyperbolic periodic ser. Then 
L,(f,~)=C(-l)'Tr~,,p~FixfnP,, 
P 
where P, is all the periodic points of Morse index 2r. 
The proof of Theorem 2 is a straightforward extension of that of Theorem 1. One simply 
replaces cP bya; TR B, throughout, where B,: E, + E, is a kth root of the semisimplification 
of @I&. 
One defines a twisted Dolbeault zeta function i,( f, 4) to be n det (I -f’.‘)‘- ly”. As 
before, ;, (1; 4) is a product of polynomial terms corresponding to ;he periodic orbits in P,. 
Each p of period k contributes the polynomial det (I - t’4:). Since 4; is unitary, all these 
terms are polynomials with roots on the unit circle. We obtain 
COROLLARY 3. Supposef is a holomorphic map of a compact complex manifold. Suppose that 
for some unitary representation und some r that the zeta function <,(L$) has a zero off the unit 
circle or has a pole. Then either f has infinitely many periodic points or f has a nonhyperbolic 
periodic point. 
2. Isometrics 
We drop all assumptions of holomorphicity. Let M be a closed oriented Riemannian 
manifold of dimension 2d. Then one can define a direct sum decomposition of the space of 
harmonic d-forms as H+ OH-, using the eigenvalues of the Hodge * operator [l]. An 
orientation preserving isometry f: M + M then determines a signature Sign(f) = trace 
(f * 1 H+) - trace( f *I H-) that generalizes the signature of M (i.e. the case f = id). If Fix f is 
finite then for each p E Fix f one chooses a sequence i.,, . . , 2, of eigenvalues of Tpf so that 
the tangent space at p is a direct sum of oriented 2 dimensional subspaces on which f acts like 
complex multiplication by ik. Then Atiyah and Bott proved [l] 
signtf)=Cfi i.; ’ - ii pi= 1 (l-~.;‘)(l-~i)’ 
If f has only finitely many periodic points then one can use the methods of Section 1. The 
term in E.i is just 
(i+)-(A); 
so one is in essentially the same framework as the case r = 0 of Theorem 1 except that each 
periodic point makes 2* contributions. One finds 
THEOREM 5. For an orientation preserving isometry f with finite periodic set P one can 
partition P into invariant sets P+ and P- so that Sign (f “) = card (P’ A Fix f”) -card 
(P- n Fix f”). 
To partition P, one chooses a homomorphism z: C* + R that is nonzero on all the i.i and 
then one divides the p’s according to the parity of the number of i’s for which z(j.i) > 0. 
Reasoning as for Corollary 1, we obtain 
COROLLARY 4. Suppose that f T and f- are the linear maps defined by the orientation 
preserving isomerry f on H+ and H- respectively. If the rational expression < = det (I 
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- rf’)/det (I - tf-) is not a product of terms (1 - t')*' then f has infinitely many periodic 
points. In particular, this holds whenever Sign (f) is not an integer. 
Note that we need not worry about degenerate periodic points in this corollary since these 
would automatically give an infinity of periodic points for the isometry I: Also fcan be 
approximated by Morse-Smale diffeomorphisms (first approximate by a periodic map and 
then perturb by the time E map of the gradient flow of an equivariant Morse function) so there 
is no way to use the ordinary Lefschetz formula to obtain the conclusion of our corollary. 
Finally it is easy to see that all zeroes and poles of i are roots of unity for any isometryf: our 
hypothesis is essentially that < is defined over Q and not some extension field. 
It is not difficult to generalize the last theorem and corollary to allow for twisted 
coefficients as well. 
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