A one-step analysis of Anderson acceleration with general algorithmic depths is presented. The resulting residual bounds within both contractive and noncontractive settings clearly show the balance between the contributions from the higher and lower order terms, which are both dependent on the success of the optimization problem solved at each step of the algorithm. In the contractive setting, the bounds sharpen previous convergence and acceleration results. The bounds rely on sufficient linear independence of the differences between consecutive residuals, rather than assumptions on the boundedness of the optimization coefficients. Several numerical tests illustrate the analysis primarily in the noncontractive setting, and demonstrate the use of the method on a nonlinear Helmholtz equation and the steady Navier-Stokes equations with high Reynolds number in three spatial dimensions.
Introduction
Anderson acceleration (AA) is an extrapolation technique which recombines a given number of the most recent iterates and update steps in a fixed-point iteration to improve the convergence properties of the sequence. The coefficients of the linear combination used in the update are recomputed at each iteration by the solution to an optimization problem which determines a least-length update step. The technique was originally introduced in the context of integral equations by D.G. Anderson in 1965 [3] , and has since been used in many applications over the last decade for various types of flow problems [5, 7, 17, 19] , geometry optimization [18] , electronic structure computations [10] , radiation diffusion and nuclear physics [2, 22] , computing nearest correlation matrices [15] , molecular interaction [20] , machine learning [12] , and on a wide range of nonlinear problems in the context of generalized minimal residual (GMRES) methods in [23] , among others. The first mathematical results showing local convergence of AA for contractive nonlinear operators were developed in [21] and sharpened in [16] , and the first results to prove that AA improves the convergence rate in fixed point iterations were written by the authors in [7, 19] . Other important theoretical results establish a connection of AA to nonlinear GMRES [23] , and relate AA to multisecant and quasi-Newton methods [8, 10] . This paper presents a novel one-step analysis which both sharpens and generalizes the AA convergence theory developed for contractive operators in [7] . The new one-step estimates hold for fixed-point iterations of contractive operators or for zero-finding fixed-point iterations based on operators whose Jacobians do not degenerate, which are of particular importance in the numerical g(x) − x, converts between the fixed-point and zero-finding problems. Under Assumption 2.1 it holds that f has a zero x * ∈ X, f ∈ C 1 (X), and f (x) − f (y) = (g (x) − I) − (g (y) − I) ≤κ g x − y , for all x, y ∈ X.
(2.1)
The AA algorithm with depth m applied to the fixed-point problem g(x) = x, reads as follows.
Algorithm 2.2 (Anderson iteration).
The Anderson acceleration algorithm with depth m ≥ 0 and damping factors 0 < β k ≤ 1 reads:
Step 0: Choose x 0 ∈ X.
Step 1: Find w 1 ∈ X such that w 1 = g(x 0 ) − x 0 . Set x 1 = x 0 + w 1 .
Step k + 1: For k = 1, 2, 3, . . . Set m k = min{k, m}. Then the update (2.3) can be written in terms of the averages x α k and w α k+1 , by
The stage-k gain θ k which quantifies the success of the optimization problem is defined by
This important quantity is shown to scale the first-order term in the residual expansion [7] (also shown below), which up to that scaling agrees with the residual in the standard fixed-point iteration.
The higher-order terms on the other hand are shown in the sequel to be scaled by a factor of 1 − θ 2 k , meaning a successful optimization increases the relative weight of the higher-order terms, and an unsuccessful optimization increases the relative weight of the first-order term in the residual expansion.
The constrained optimization problem (2.2) is often useful for analysis of the method (see, e.g., [7, 16, 19, 21] ). In the current view however the following unconstrained form of the optimization problem (2.2) which is more easily implemented in practice is also more convenient for the analysis.
Define the matrices E k and F k formed by the respective differences between consecutive iterates and residuals by E k := e k e k−1 · · · e k−m k +1 ,
2) is equivalent to the unconstrained minimization problem 9) and the averages x α k and w α k+1 used in the update (2.6), and the transformation between the two sets of optimization coefficients is given by
This form of the optimization problem is instrumental in the analysis of [7] , and its direct use in the practical implementation of Algorithm 2.2 is carefully discussed in [10, 23] . While the algorithm in its most general form does not identify the norm that should be used in the optimization, it is common and efficient to consider the minimization in the l 2 sense, where the least-squares problem can be solved by a (fast) QR method (see [21] for a discussion on minimizing in l 1 or l ∞ ). Throughout the rest of this manuscript, the optimization problem (2.9) is considered the norm · induced by inner product ( · , · ), which then falls under the least-squares setting. For example in [19] , the optimization is done in the H 1 0 sense as the nonlinear operator there is contractive in H 1 0 ; this is interpreted (and implemented) as a least-squares optimization of a (discrete) gradient.
The QR decomposition of F k will be explicitly used in the analysis to extract relations between the optimization gain θ k and optimization coefficients γ k . A key repercussion of this approach is that assumptions on the boundedness of the optimization coefficients as used in [7, 19] and [16, 21] for m > 1 are replaced by assumptions on the sufficient linear independence between columns of F k .
Expansion of the residual
This section is summarized from [7] and included here both to make the paper more self-contained and to introduce a consistent notation. The novelty in the current paper is how the differences between consecutive iterates are bounded in terms of the nonlinear residuals under more general assumptions than contractiveness of the underlying fixed-point operator; and, without explicit assumptions on the boundedness of the optimization coefficients. The results of Sections 4 and 5 are applied to the residual expansion of this section to obtain the main results.
Starting with the definition of the residual by (2.4) and the expansion of iterate x k by the update (2.6), the nonlinear residual w k+1 has the expansion
The first term on the right-hand side of (3.1) can be expanded by (2.5). Consistent with (2.10), the optimization coefficients α k j are collected into the coefficients γ k j by γ k j :=
This equality shows the approximation to the fixed-point g(x k ) is decomposed into the average of the previous iterates x α k−1 , the average over previous updates w α k corresponding to the optimization problem from the last step, and a weighted sum over the differences of consecutive approximations. Due to Assumption 2.1, each term g(x j ) − g(x j−1 ) has a Taylor expansion g(x j ) − g(x j−1 ) = 1 0 g (z j (t))e j d t, where z j (t) = x j−1 + te j . Rewriting (3.1) with (3.2) with this expansion yields
Adding and subtracting consecutive averages, each summand of the last term of (3.3) can be written as
Summing over the j's, the sum on the right hand side of (3.3) may be expressed as
Section 2] for explicit details) and (2.6) it holds that
Putting (3.6) together with (3.5) and (3.3) then yields
Taking norms in (3.7) and applying Assumption 2.1 followed by triangle inequalities applied to the terms of the final sum produces the expansion of w k+1 in terms of w α k and e j , j = k − m k , . . . , k, by 8) where the last equality follows from reindexing the sums. The next step is to bound the e j terms by w j terms. This will be shown first in the simpler case of depth m = 1 in Section 4, and then extended to more general depths m > 1 in Section 5.
4 Acceleration for depth m = 1
For depth m = 1, the matrix F k has only one column, which removes several technicalities from the analysis. It is useful however to use this case to overview the general framework and to introduce the extension to a noncontractive setting.
Lemma 4.1. Let Assumption 2.1 hold, and let m = 1 in Algorithm 2.2. Assume there is a constant σ > 0 for which the residuals on stages j + 1 and j satsify
Then the following bound holds on the difference between consecutive accelerated iterates e j+1 = x j+1 − x j .
Before the proof of Lemma 4.1, then next remark discusses the key assumption (4.1).
Remark 4.2. The hypothesis (4.1) is considered in more detail under the two following settings.
1. If g is a contractive operator then its Lipschitz constant given by Assumption 2.1 satisfies κ g < 1, and by the triangular inequality
Then (4.1) is always satisfied with σ = (1 − κ g ).
2. In terms of seeking a zero of f (x), the nonlinear residual is w j+1 = g(
Rather than assuming g(x) is contractive, the next assumption requires that the smallest singular value of the Jacobian f is uniformly bounded away from zero on X.
Assumption 4.3. Assume for each x, y ∈ X it holds that
Then, under Assumptions 2.1 and 4.3, and in accordance with (2.1), it holds for any x, y ∈ X that
Then for e j ≤ σ f /κ g it holds that
3)
which satisfies (4.1) with σ = σ f /2.
In this case it will be shown that w j+1 ≤ σ f / κ g σ 2 f + 4 , suffices to ensure e j+1 ≤ σ f /κ g . However, while contraction of a sufficiently small residual assures the condition on e j remains satisfied, the contraction of the residual sequence { w j } is only ensured if the gain θ j at each stage is bounded sufficiently below one in addition to the condition on e j .
Proof. The update (2.6) for the case m = 1 is 
Inequality (4.5) will be used to convert terms of the form e j+1 to expressions in terms of w j+1 . The argument follows by relating the expressions for optimization coefficient γ j+1 j and optimization gain θ j+1 .
For m = 1, the coefficient γ j+1 j can be explicitly written as
In particular, this determines the decomposition of w j+1 into w R = γ j+1 j (w j+1 − w j ), in the range of (w j+1 − w j ), and w N = w α j+1 = w j+1 − γ j+1 j (w j+1 − w j ), in the nullspace of (w j+1 − w j ) . By the orthogonality of w R and w N it follows that
by which
, and
where the expression for θ j+1 in (4.8) can be recognized as the (absolute value of the) direction sine between w j+1 and w j+1 − w j . Applying the expression for γ j+1 j in (4.8) to (4.5) yields
Applying now they key inequality (4.1) to (4.9) yields 
where the last bound was obtained by maximizing the previous expression with respect to θ j+1 .
Setting this expression no greater than σ f /κ g it follows that w j+1 ≤ σ 2 f / κ g σ 2 f + 4 is sufficient to ensure e j+1 ≤ σ f /κ g , which implies satisfaction of (4.3) on the subsequent iteration.
Relation (4.10) is now used in the expansion of the residual (3.8) to bound w k+1 .
Theorem 4.5. Suppose the hypotheses of Lemma 4.1 for j = k − 1 and j = k − 2. Then the following bound holds for the nonlinear residual w k+1 generated by Algorithm 2.2 with depth m = 1.
This result shows not only how the first order term is scaled by the optimization gain θ k , but also that the higher order terms are scaled by 1 − θ 2 k . This explicitly establishes that if θ k = 1, then the higher order terms do not contribute to the total residual and the bound for the fixed-point iteration is recovered. This holds as well for the case m > 1 shown in the next section.
Proof. Expanding the residual by (3.8) yields for depth m = 1
where consistent with (2.10), γ k k−1 = α k k−2 . Applying (4.10) with j = k − 1 and j = k − 2 allows
Combining relation (4.8) with hypothesis (4.1) yields
establishing the result (4.11).
The bound (4.11) shows for θ k small, the higher-order terms have a greater contribution whereas for θ k close to unity (the optimization did little), the residual is dominated by the first order term, andκ g , the Lipschitz constant of g has less influence on the the residual.
In light of Remark 4.2, the two presented conditions under which the hypothesis (4.1) must hold are now discussed. First, if g is contractive on X, then (4.1) continues to hold on subsequent iterates without further conditions. Moreover in that case it makes sense to run the iteration without damping (β j = 1 for all j) and (4.13) reduces to
If instead, f (y)(x − y) ≥ σ f x − y for all x, y ∈ X is assumed, then at the next iteration w k+1 − w k ≥ (σ f /2) e k continues to hold if e k+1 ≤ e k . As discussed in Remark 4.4, this is guaranteed upon sufficient decrease of the sequence of residuals { w k }. This explains the observation (as demonstrated by the steady examples of [17] , for instance) that Anderson accelerated noncontractive iterations can show rapid convergence. However, this does not guarantee convergence without some ability to enforce an inequality such as θ k ((1 − β k−1 ) + κ g β k−1 ) < 1 − ε, with sufficient frequency. As θ k sufficiently less than one is essential to the success of the algorithm, this also encourages the consideration of the theory for m > 1 in the next section, as at least in exact arithmetic θ k is a decreasing function of m. Numerical experiments with adaptively set damping (mixing) parameters β k are shown to yield encouraging results in [7] , and a heuristic method for adaptively setting the depth m k is shown for the nonlinear Helmholtz equation below in Section 6.
Finally, a corollary to (4.5) shows a simplified residual bound for contractive operators together with a condition for monotonic decrease of the residual featuring tighter bounds on the higher order terms than in [7] , and without explicit assumptions on the boundedness of the optimization coefficients.
Corollary 4.6. Suppose the hypotheses of Lemma 4.1 for j = k −1 and j = k −2, and the Lipschitz constant of g satisfies κ g < 1. Then the following bound holds on the nonlinear residual w k+1 generated by Algorithm 2.2 with m = 1 and β k = β = 1:
After the first two consecutive iterations j = k − 1, k where the following inequality is satisfied
monotonic decrease of the residual is ensured.
Proof. From (4.11) with β k = 1 and σ = (1 − κ g ), the residual w k+1 satisfies
The maximum of
Applying this to θ k−1 , θ k within the higher order terms yields (4.15) .
Following the same idea, maximizing the bracketed term on the right hand side of (4.15) over θ k yields
Setting (the square of) the right-hand side expression less than one, it follows that w k+1 < w k under condition (4.16) . If this condition is satisfied for two consecutive iterates, then w k+1 < w k and w k < w k−1 , which is sufficient to ensure monotonic decrease of the sequence.
This corollary quantifies (in the contractive setting) the transition from the preasymptotic regime where the residuals may be large to the asymptotic regime where the residuals are small enough that the higher order terms "don't count," and previous convergence results such as those in [19] hold (see also [16, 21] for a different but related approach). This will be generalized in Corollary 5.7 for algorithmic depths m > 1 where it will be sufficient for a similar condition to hold for m + 1 consecutive iterates. However the monotonicity result holds only for contractive operators. For counterexamples in the noncontractive setting, see Figures 1 and 4 in Section 6.
Acceleration for depth m > 1
The analysis for m > 1 is somewhat more complicated than it is for m = 1, if only because in the optimization problem for m = 1, the matrix F k has only one column. For m > 1, the columns of F k are in general not orthogonal, and the estimates that follow show how detrimental this lack of orthogonality can be to the convergence rate. First some standard results from numerical linear algebra are recalled. Then, Theorem 4.5 is generalized to m > 1.
Proposition 5.1. Let R j be a j × j upper triangular matrix given by
where R j−1 is an invertible j − 1 × j − 1 upper triangular matrix, b j is a j − 1 × 1 vector of values, and r jj = 0. Then R j is invertible and the inverse matrix satisfies
This is an elementary (but useful) result whose proof is to consider the solution to the system R j c =û i for standard Euclidean basis vectorû i , i = 1, . . . , j.
The next two results are specific to the economy (or thin) QR decomposition of n × m matrix A (see, for instance [14, Chapter 5] ). The following notation will be used throughout the remainder of this section. For u, v ∈ R n , let cos(u, v) = (u, v)/( u v ) be the usual direction cosine between vectors u and v, with the corresponding direction sine satisfying sin 2 (u, v) = 1 − cos 2 (u, v). Let A j be the subspace of R n given by A j = span{a 1 , . . . , a j }, with orthogonal basis {q 1 , . . . , q j }; then let sin
, denote the square of the direction sine between vector u and subspace A j .
Proposition 5.2. LetQR be the economy QR decomposition of a matrix A ∈ R n×m , n ≥ m where A has columns a 1 , . . . a m , andQ has orthonormal columns q 1 , . . . q m . Then
The proof is standard and follows from writing the columns ofQ as
(q i , a j ) 2 from orthogonality. Factoring out a j 2 from each term yields the result.
The next technical lemma gives a bound on the elements ofR −1 ; it is proven here (in the appendix) to make the manuscript more self-contained. Suppose there is a constant 0 < c s ≤ 1 such that | sin(a j , A j−1 )| ≥ c s , j = 2, . . . , m, which implies another constant 0 ≤ c t < 1 with | cos(a j , q i )| ≤ c t , j = 2, . . . , m and i = 1, . . . , j − 1. Then it holds that
The constant c s > 0 ensures the full rank of A and essentially boundsQ away from degeneracy, assuring sufficient linear independence of its columns. While the results are simpler in form if the second constant is taken as c t = 1, the condition c s > 0 implies c t < 1. By taking this second constant into account, the results reflect that if the columns of A are close to (or actually) orthogonal, then c t and the off-diagonal elements are close to (or actually) zero. The proof of Lemma 5.3 is given in the appendix.
The next lemma generalizes Lemma 4.1 to m > 1. The technical difficulty of the more complicated relationship between the optimization coefficients and optimization gain is handled by expressing both in terms of a QR decomposition and then making use of Lemma 5.3. Let v n+1 = w n+1 − w n and further assume there is a constant c s > 0 such that
which implies there is a constant 0 ≤ c t < 1 which satisfies
. . , j − 1, and p = n + 2, . . . , j + 1.
Then the following bound holds for the difference between consecutive iterates e j+1 = x j+1 − x j :
where the constant C F,j+1 is given by
Additionally, the following bounds hold for terms of the form e n γ j+1 n .
where the constants C n,j+1 are given by , n = j − m j , . . . , j − 1
The assumption of (5.4) and two settings under which it holds are discussed in Remark 4.2 and the discussion following the proof of Theorem 4.5. The additional assumption of (5.5) not found in the m = 1 case requires that the columns of the matrix used in the least squares problem (2.9), v j+1 , . . . , v j−m+2 , maintain sufficient linear independence.
Proof. Throughout this proof, depth m j will be denoted by m, for simplicity. Starting with the update for x j+1 from (2.6) and (2.10), defined for optimization coefficients γ j+1 from (2.9), and the matrix E j given by (2.8), shows x j+1 − x j = −E j γ j+1 + β k w α j+1 . Taking norms and applying (2.7) yields
By (2.9), the coefficients γ j+1 are the least-squares solution to F j γ j+1 = w j+1 , where F j is given by (2.8). Using an economy QR-decomposition then providesRγ j+1 =Q w j+1 , by which the bound (5.10) may be written as
The first term on the right of (5.11) can be bounded in terms of w j+1 by considering an explicit expression for the optimization gain θ j+1 , as first discussed in [7] . From (2.7) and the unique decomposition w j+1 = w R + w N with w R ∈ Range (F j ) and w N ∈ Null ((F j ) ), the nullspace component w N is the least-squares residual satisfying w N = F j γ j+1 − w j+1 = w α j+1 = θ j+1 w j+1 , meaning θ j+1 = 1 − Q w j+1 2 / w j+1 2 , or, by rearranging
The first term on the right-hand side of (5.11) can now be controlled by (5.12), yielding
It remains to bound E jR −1 . WritingR −1 = S = (s ij ), 
with C F,j+1 given by (5.7), hence the result (5.6). For the second result, (5.8), expanding (5.11), shows
Accordingly, e j−p+1 γ j+1 j−p+1 = e j−p+1 s pQ w j+1 , where s p is row p ofR −1 . Hence following (5.15) and applying (5.12) produces for the first column of (5.18): 
19)
where 20) and the constants C F,j and C j,k are given by (5.7) and (5.9), respectively.
Remark 5.6. Theorem 5.5 gives three significant improvements for the higher order terms, compared to the results for general m in [7] . First, the results above show
whereas previous results show
This helps to explain how the steady Navier-Stokes numerical test of Section 6 is able to converge with very large m. Second, the theorem makes no assumptions on the boundedness of the optimization coefficients. Instead, a more practical assumption is made for how close the matrix F k from the least-squares problem (2.9) comes to degeneracy.
Third, similar to the m = 1 case of Theorem 4.5, Theorem 5.5 shows the higher order terms do not contribute to the residual if there is no gain from the optimization problem (θ k = 1). To see this, note that each h j (θ k ) in (5.19) has 1 − θ 2 k as a factor, so if there is no gain from the optimization problem, then all the higher order terms in (5.19) vanish.
More explicitly, each h j (θ k ) in (5.19) is bounded by C 1 − θ 2 k for a constant C (given in (5.25), where the factor of (1 − κ g ) in the denominator can be replaced by σ for the general case). Applying these simplifications to (5.19) shows w k+1 satisfies the bound
The proof of Theorem 5.5 follows the same essential outline as Theorem 4.5. In contrast to the technique used in [7] , a direct rather than inductive approach will be taken, as the optimization gain (which depends on m) appears in both higher and lower order terms.
Proof. The expansion of the residual (3.8) from Section 3 shows
Opening up the first sum of (5.21) allows 
Putting the bound of (5.23) back into (5.22) then yields
hence the result. The next corollary gives conditions to assure the monotonic decrease of the residual, in the contractive setting.
Corollary 5.7. Suppose the hypotheses of Lemma 5.4 for j = k − m, . . . , k − 1, and the Lipschitz constant κ g satisfies κ g < 1. Then the following bound holds for the nonlinear residual w k+1 generated by Algorithm 2.2 with β k = β = 1. After the first m + 1 consecutive iterations j = k − m, . . . , k, (assuming here for simplicity that k ≥ 2m, so the subscript on m may be dropped) such that the following inequality is satisfied
monotonic decrease of the residual is assured.
The proof follows similarly to the m = 1 case in Corollary 4.6, with the additional steps of bounding the two types of h coefficients.
Proof. For each β j = 1 and σ = 1 − κ g , as in Remark 5.6 the coefficients h n (θ k ) are each bounded by C 1 − θ 2 k , with C given by (5.25). Applying this to (5.19) allows
The coefficients h(θ j ) are each bounded by C 1 − θ 2 j + θ j ≤ √ 1 + C 2 . Applying this to (5.27) yields (5.24). Maximizing in terms of θ k , the square of the bracketed terms on the right hand side of (5.24) is bounded by
Setting (5.28) less than one implies w k+1 < w k under the condition (5.26). Satisfaction of w j+1 < w j for m + 1 consecutive iterates j = k − m, . . . , k, then implies reduction in every subsequent residual.
It is interesting to notice in the numerical section that for noncontractive operators, particularly for lesser algorithmic depths m, that monotonicity is not always observed, even in the asymptotic regime.
Numerical Experiments
In this section, three test problems will illustrate the theory above, extend the AA methodology to a new application in the nonlinear Helmholtz equation, and improve on existing results for AA applied to the steady Navier-Stokes equations.
Analytical test problem
The first test problem illustrates the theory above for estimating the change to the residual at each iteration, from Theorem 4.5 for the m = 1 case and then Theorem 5.5 for the case of m > 1.
An Anderson accelerated fixed point iteration to find the fixed point x * = (1, 1, 1, 1) for the function
using an initial guess of x 0 = (1.2, 1.2, 1.2, 1.2) is considered. For this problem, g (x * ) = 6.609, so g(x) is not a contractive operator around x * , and the usual fixed point iteration will fail unless it is started at exactly the fixed point. Note also that the Jacobian of f (x) = g(x) − x, is symmetric positive definite, and J f (x * ) and J f (x 0 ) have minimum eigenvalues of 2 and 2.13 respectively. Thus Assumption 4.3 is satisfied, provided the iteration does not stray far from the initial guess and the fixed point. For depth m = 1, the relaxation parameter is chosen to be β k = β = 0.1, and results of the iteration are shown in Figure 1 . The nonlinear residuals converge, but not monotonically (the line appears thick because the residuals alternate increasing and decreasing, although with a decreasing trend. This behavior is explained from Theorem 4.5, where it is shown that the gain factors θ k scale the linear convergence rate, and the plot in Figure 1 of k vs. θ k shows they are sometimes near one and sometimes near 0.5 (the pattern of θ k factors is interesting here and likely specific to this polynomial system; for tests on large practical problems, the θ k factors generally have a less predictable pattern of behavior, and this pattern is not investigated further herein).
The figure also shows on the left a plot of the actual ratio
of nonlinear residuals together with its bound from Theorem 4.5, split into the lower order contributions θ k (1−β k−1 )+κ g β k−1 and higher order contributions. The parameters for the calculations were set as κ g = 6.609, σ = σ f /2 with σ f = 2 (minimum eigenvalue of J f (x * )), andκ g = 1. These values are determined analytically at the point x * , and for early iterations may be slight underestimates, but become accurate as the iteration converges. The bound of the theorem's lower order terms is observed to be a good estimate, and as expected the higher order part of the bound is only significant during the early iterations when the residual is large, as afterward the lower order terms dominate the upper bound estimate. It is further noted that the normed residual expansion (3.8) on which the bound is based does not take into account cancellation between the higher-order terms. Results from choosing m = 3 are shown in Figure 2 , and here β k = β = 0.5 is chosen. A significant improvement in convergence is observed compared to the m = 1 results: 46 iterations compared to 1067, to converge the norm of the nonlinear residual below 10 −8 . To test the sharpness of the bound in Theorem 5.5, also shown in the figure is a plot of ratios of successive nonlinear residuals along with the lower order terms from the bound. The bound from the lower terms is fairly sharp when the ratios are small, but can be pessimistic when the ratios are larger.
Also shown in the figure at center is a plot of the gain factors θ k , which take values throughout the range (0,1). The effect of small and large values of θ k can be seen in the convergence plot of nonlinear residuals: each nonlinear residual w k corresponding to θ k−1 > 0.5 is marked with a red circle over the 'x'. One can observe that each time the nonlinear residual increases, it corresponds precisely to the associated gain of the optimization problem being larger than 0.5, i.e. not small enough for this problem.
Nonlinear Helmholtz equation
The following 1D nonlinear Helmholtz (NLH) equation, arises in nonlinear optics and describes the propagation of continuous-wave laser beams through transparent dielectrics. Following the formulation from [4] , the system may be written as : Find u : [0, 10] → C satisfying
Here, (x) is a given non-negative function of x representing a material constant at each point in space, and k 0 is the linear wave number in the surrounding medium. For simplicity, (x) = is taken as a non-negative constant. Even in 1D with constant ε(x) > 0, this is a very challenging problem, especially for larger values of and k 0 , each of which increases the effect of the cubic nonlinearity. The system is discretized by applying a second order finite difference method (with uniform point spacing of h = 0.01) to the iteration
This iteration can be considered a fixed point iteration u j+1 = g(u j ), with g defined to be the solution operator of the (discretized) system (6.1)-(6.3). Following [4] , u 0 = e ik 0 x is used as the initial iterate. This NLH test uses = 0.22, for which the fixed point iteration (6.1)-(6.3) does not converge. Figure 3 shows the fixed-point iteration (m = 0) with varying levels of relaxation (damping); this figures illustrates that (uniform) relaxation alone is not sufficient for convergence. In Figure 4 , results of AA applied to the iteration using relaxation parameter β k = β = 0.3 are shown for m = 1, 3, 5, 10, all of which converge. The plot of k vs. θ k shows a clear reduction in gain factors θ k as the depth m increases. Comparing convergence histories for varying depths m, none of the depths tested show monotonic decrease, particularly in the preasymptotic regime. Depth m = 10 which becomes nearly monotone in the asymptotic regime, has gain values generally less than 0.6; whereas depth m = 1 which is far from monotone has gain values that return to nearly one throughout the first 250 iterations shown in Figure 4 , on the right.
The results of a heuristic m-adaptive strategy based on the observation that depth m = 3 gives a faster initial decrease in the residual, and m = 10 gives the fastest eventual decrease, are shown in Figure 5 . Here, depth m k is switched from m k = 3 to m k = 10 on the condition of a sufficiently small residual, where the tolerance is set at 0.005. The depth-switching approach yields substantially faster convergence than either constant-depth strategy. This is again consistent with the theory, as larger higher order terms play a greater role earlier in the iteration history, and moreso at greater algorithmic depths. Once the higher order terms are sufficiently small, (attained through a sequence of sufficiently small gain values), the decrease in gain θ k for greater depths m yields better performance as the residual is small enough to be dominated by the first order term even as the number and weight of the higher order terms increase. 
3D Steady Navier-Stokes equations
The last example shown is for the 3D driven cavity benchmark test problem for the steady NavierStokes equations (NSE). The steady NSE are given in a domain Ω ⊂ R d (d=2,3) by
where ν is the kinematic viscosity which is inversely proportional to the Reynolds number Re := ν −1 , f is a forcing term, and u and p represent velocity and pressure. The NSE are well-known to be more difficult to solve with larger Reynolds number. The 3D driven cavity is a widely studied benchmark problem for the NSE, and typically with Re ≤ 1000 (see [24] and reference therein). For this problem, Ω = (0, 1) 3 , and there is no forcing (f = 0). For boundary conditions, s = 0 is enforced on the bottom and sides, and on the top, s = 1, 0, 0 , by which the driving force is provided by the moving lid. Recently, higher Re have been considered, but as a time dependent flow, in an attempt to find the first Hopf bifurcation where the flow becomes oscillatory and will not converge to a steady state [6, 11] . This bifurcation appears to occur around Re ≈ 2000. Here, the system (6.4)-(6.6) is solved by applying AA to the Picard iteration, given by [13] as
∇ · u k+1 = 0, (6.8)
The system above defines a fixed-point iteration with u k+1 = g(u k ), where g is the solution operator for a spatial discretization of (6.7)-(6.9). The system is discretized using (P 3 , P disc 2 ) Scott-Vogelius finite elements on a barycenter refined tetrahedral mesh that provides 1.3 million total degrees of freedom. The tetrahedral mesh was created using a first a box mesh to subdivide all axes using Chebyshev points (to be more refined near the boundary), then splitting each box into 6 tetrahedra, then splitting each tetrahedron with a barycenter refinement. The initial guess for each of the NSE tests is u 0 = 0 (no continuation methods are applied). In the paper [19] , AA applied to (6.7)-(6.9) (referred to here as AAPicard) was studied both theoretically and numerically. Under a small data condition that implies the underlying fixed-point iteration is contractive, it was shown that the method converges, and that the linear convergence rate is improved by AA in a manner analogous to that shown herein. It is remarked however that the techniques used in that analysis and the coefficients in front of the higher order terms differ significantly from those shown here.
For the current test problem, as shown in [19] , with an initial guess of u 0 = 0, the Picard method does not converge when Re = 400. Hence, for Re ≥ 400, Picard iterations for steady solutions are not globally contractive. In fact, AAPicard with m = 1 fails as well, although convergence is attained with depths m = 2, 3, 4 as demonstrated in [19] . To show the effectivness of AAPicard, considerably higher Reynolds numbers are considered herein: results are presented for Re = 2500 and Re = 3100, far beyond the range where the Picard iteration is contractive; and moreover, well past the first Hopf bifurcation [6, 11] . Thus the method is converging to steady solutions in a time dependent regime, which from a mathematical point of view is interesting in itself; and, as discussed in [1] , such solutions can serve as base-flow solutions in instability studies and flow control.
The Re = 2500 tests show different choices of the depth m, including the largest possible (m k = k − 1), with no relaxation (β k = β = 1). Results are shown in Figure 6 . For m ≤ 50, convergence is not achieved (nor is it close to being achieved) after 500 iterations. For m = 100, 150, and m = k − 1, the method does converge. It appears that the stability of the NSE Picard iteration [13] bounds the magnitude of any residual, and the improved analysis herein shows that higher order terms are all scaled by the latest residual, which together allows the method to benefit from the small gain factor θ k that comes from a greater algorithmic depth m (m ≥ 100 creates gain factors θ k that get to 0.25 and below). Notably, choosing m as large as possible, m k = k − 1, gives the fastest convergence.
Finally, a combination of AAPicard with Newton (cf. [9] ), was tested. The Newton iteration differs from the Picard in that the term (u k+1 − u k ) · ∇u k is added to the left side of (6.7). Additionally, a line search was used in the Newton iterations. The results shown used m k = k − 1 for the initial AAPicard iterations and switched to Newton once the nonlinear residual reached a sufficiently low tolerance. For a H 1 0 -norm tolerance of 1, the method failed to converge, but for tolerances of 0.1 and 0.01, the method converged, and much faster than AAPicard does on its own (see the top plot in Figure 6 ). With this technique, the solver attained convergence up to Re = 3100 (using AAPicard with m k = k − 1 and β k = β = 0.5, up to a residual tolerance of 0.03, then switching to Newton with a line search). With this method, 217 iterations were needed to converge to a tolerance of 10 −8 in the H 1 0 -norm. With a continuation method that improves the initial guess, solutions at even higher Re can be obtained. Plots of the Re = 2500 and 3100 solutions are shown in Figure 7 as midsliceplanes of the velocity fields.
Conclusion
The presented one-step analysis of Anderson acceleration sharpens the previously developed residual bounds for contractive operators and extends them to a class of potentially noncontractive operators which are important for the the approximation of solutions to nonlinear PDEs. The new analysis shows how the relative scaling of the higher-order terms increases as the solution to the underlying optimization problem improves. Understanding the balance of the higher and lower order terms in the residual expansion is instrumental in the design of robust and efficient algorithms for challenging nonlinear problems. This is demonstrated in the numerical section where Anderson acceleration is used to attain results for the nonlinear Helmholtz equation and 3D steady Navier-Stokes past the first Hopf bifurcation which cannot be attained by the usual combinations of Picard iterations, Newton iterations and relaxation techniques alone.
