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Multi-View Label Prediction for Unsupervised
Learning Person Re-Identification
Qingze Yin , Guan’an Wang, Guodong Ding , Shaogang Gong , and Zhenmin Tang
Abstract—Person re-identification (ReID) aims to match pedes-
trian images across disjoint cameras. Existing supervised ReID
methods utilize deep networks and train them with identity-
labeled images, which suffer from limited annotations. Recently,
clustering-based unsupervised ReID attracts more and more at-
tention. It first clusters unlabeled images and assigns cluster index
to the pseudo-identity-labels, then trains a ReID model with the
pseudo-identity-labels. However, considering the slight inter-class
variations and significant intra-class variations, pseudo-identity-
labels learned from clustering algorithms are usually noisy and
coarse. To alleviate the problems above, besides clustering pseudo-
identity-labels, we propose to learn pseudo-patch-labels, which
brings two advantages: (1) Patch naturally alleviates the effect of
backgrounds, occlusions, and carryings since they usually occupy
small parts in images, thus overcome noisy labels. (2) It is plausible
that patches from different pedestrians belong to the same pseudo-
identity-label. For example, pedestrians have a high probability
of wearing either the same shoes or pants but a low possibility of
wearing both. The experiments demonstrate our proposed method
achieves the best performance by a large margin on both image-
and video-based datasets.
Index Terms—Unsupervised learning, multi-view learning,
person re-identification, clustering.
I. INTRODUCTION
P ERSON re-identification (ReID) is an important computervision task which deals with pedestrian image matching
under non-overlapping camera installations. Recently, deep su-
pervised ReID methods [1]–[3], [36], [43], [42] have made
impressive progress. However, those supervised methods be-
come somewhat limited in some real-world scenarios where data
annotation is not available. This motivates the community to
explore the task in an unsupervised setting.
Unsupervised ReID methods can be mainly grouped into four
streams: conventional, domain-transfer-based, trajectory-based,
and cluster-based. Conventional unsupervised ReID methods
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Fig. 1. Challenges in unsupervised person ReID with only pseudo-identity-
labels. (a) Occlusions make distinct identities visually similar. (b) Large intra-
identity variance is caused by viewpoint changes and illumination conditions.
are built on top of hand-crafted features [16], [38], dictionary
learning [4], and saliency analysis [14], [15]. Due to the lacking
of semantic information, the methods often have inferior per-
formance. Domain-transfer-based unsupervised ReID meth-
ods [17], [20], [26], [40] transfer knowledge from a labeled
source domain to a target unlabeled domain. Yang et al. [35]
aims to learn discriminative ‘individual’ patch features to solve
the transfer gap on the image-level feature by pre-training
on a very large dataset to learn the label knowledge. Those
methods seriously rely on the small gap between source and
target domains, which may not be very flexible in real sce-
narios. Trajectory-based unsupervised ReID methods utilize
trajectories from tracking algorithms [22], [23], [29], [40], and
suppose all images in a trajectory are the same pedestrians, then
train a ReID model in a self-supervised way. Trajectory-based
unsupervised ReID methods may suffer from inaccurate tracking
and are not applicable in image-based ReID scenes.
Clustering-based unsupervised ReID [7], [10], [37]
alternatively generate pseudo-labels with clustering and training
a ReID model with them. This stream requires neither manual
annotations nor detected trajectory, which is more flexible in
real-world application meanwhile achieving decent accuracy,
Ding et al. [7] proposed a dispersion-based clustering framework
that progressively merges similar clusters based on a dispersion
criterion and learns representations with cluster labels. However,
only holistic image features are considered in this work.
We can still observe some drawbacks of the existing
clustering-based unsupervised methods as below: (1) Noisy
labels. As in Fig. 1 a, due to the small inter-class variation (such
as backgrounds, occlusions, and carryings), the pseudo-labels
are easily polluted by some local similarity and lead to noisy
labels. (2) Coarse labels. As in Fig. 1 b, due to the large intra-
class variation (such as poses, views, illuminations), images
from a pedestrian often have more than one pseudo-labels, lead
to coarse labels and confusing model training. Considering the
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Fig. 2. Our proposed Multi-View Learning framework. CNN model and pseudo-labels are trained with multi-view features in an alternating manner. The
multi-view voting mechanism helps to form more robust clusters. i.e, the circles of different colours represent the corresponding patch-clusters. Their merging
results will be used in the final merging stage (multi-view voting merge) with the image-cluster merging result.
observations above, we propose a novel multi-view unsuper-
vised ReID method, which both learns pseudo-patch-labels and
pseudo-identity-labels. Our proposed multi-view unsupervised
ReID enjoys two merits: (1) Patches naturally alleviate the effect
of backgrounds, occlusions, and carryings since they usually
occupy small parts in images. Besides, it is more reasonable
that patches from different pedestrians belong to the same
pseudo-patch-label. For example, pedestrians dress in the same
shoes. (2) Patches focus more on texture information, alleviating
the effect of intra-class variations. Specifically, MV-ReID
includes a multi-view feature learning module and a multi-view
pseudo-label learning. The former learns holistic and patch
features from given images with convolutional neural networks
(CNN). The latter separately learns pseudo-labels for holistic
and every patch with a clustering algorithm. Then holistic and
patch features are trained by their corresponding pseudo-labels.
They are iteratively performed until the model converges.
We list our contributions as (1) We propose a novel multi-
view unsupervised ReID (MV-ReID), which learns, aside
from pseudo-identity-labels, noise-tolerant, and complementary
pseudo-patch-labels to cumulatively vote for the identity tag.
Such design enables a more stable learning process. (2) MV-
ReID proposes to describe a person identity by a multi-view
feature set. The descriptor set comprises the holistic and patch-
level representations, which contain more discriminative cues
than other single feature descriptors. (3) Extensive experiments
on both image- and video-based ReID datasets demonstrate the
effectiveness of our proposed MV-ReID.
The rest of the paper is organized as follows: Section II
elaborates on the proposed framework and algorithm. Then,
experiments, evaluations, and discussions are presented in Sec-
tion III. Finally, Section IV concludes the paper.
II. THE PROPOSED METHOD
We present our novel Multi-View unsupervised ReID (MV-
ReID) approach in Fig. 2.
A. Multi-View Feature Learning
We first utilize a CNN to learn feature maps from given batch
images. The learned feature maps are then post-processed to be
holistic features vector via a global average pooling (GAP), and a
group of the patch features p by horizontally stripping and GAP.
The generated holistic and patch feature vectors own the same
dimension (in channel), and are trained with a non-parametric
cross-entropy loss, similar as [7]–[10]:







where p(y|x, V ) is the probability of x belonging to the y-th
cluster. Here, x could be a image x or the i-th patch xi and
so does y for both image and p patch cluster. v = φ(θ;x)‖φ(θ;x)‖ is
l2 normalized image/patch feature, V is a look up table which
stores the centroid features of that cluster and updated on-the-
fly. C is the number of clusters at present, τ is a temperature
parameter that controls the softness of probability distribution
over clusters.
The overall multi-view loss is calculated as a combination of
all 1 + p losses by a weighting term α:






p is the number of local views, h represents the loss of holistic
feature, and ip represents the loss for i-th patch.
With the above loss formulation, our model learns discrimina-
tive holistic-view and local-view features. The resulting features
collectively form a multi-view feature set considered as the final
person descriptor for testing written as:
f = {fh, f ip}, i = 1, . . ., p (3)
B. Multi-View Pseudo-Labels Learning
It is nontrivial to design an alternative supervision signal
to train CNN models when labels are not provided. Inspired
by [30], we can obtain pseudo-labels by utilizing agglomerative
clustering. Initially, each image is considered as a singleton
cluster. As clustering progresses, pairs of clusters will merge
according to a given similarity criterion. The idea is based on the
observation that images of the same identity need to be visually
similar and should be close [7], [10]. However, existing works
only use the image-level feature to calculate similarities, easily
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introducing errors due to the significant variations in person
images. Thus, it is critical to find a robust criterion.
This multi-view pseudo-label learning module considers the
multi-view distance of samples from two different level clusters
to calculate the dissimilarity. In this work, we consider seven
views; each view is in the form of feature representation. As
shown in Fig. 2, for each sample, we can obtain one unique
view of holistic appearance and six different patches providing a
complementary set of different multi-views of the person image.
We calculate the distances between each corresponding patch
of image pairs and aggregate the average of all patch distances
with a balancing parameter (β) to influence the contributions of
local features in each pair of image matching (Re-ID). Moreover,
these local feature distances are assisted by a global feature
distance to estimate whether the image pairs belong to the same
cluster when voting. Then we rank all calculated final distances
of pairs images and merge the top-ranked similar pairs with
the smallest distance. The fact that both images and patches are
considered, our concept of multi-view is also very different from
the conventional idea of multi-patch in both model design and
rational. The multi-view voting criterion is formulated as below:
D(A,B) = min
f∈A,g∈B








β is a hyper-parameter to balance the impact of holistic and
patch distance similarities, f and g denote the samples from two
different clusters A and B, respectively.
The overall training strategy is the iterative update of feature
learning and pseudo-label learning. Algorithm 1 provides the
detailed training process.
C. Discussion
Our proposed MV-ReID is related to two types of existing
methods. PCB [11] learns patch features in the supervised
setting. [7], [10] learn holistic features and cluster to produce
pseudo labels with different criteria. Different from them, our
proposed methods form a multi-view voting mechanism to learn
a robust pseudo label at both the patch-level and the holistic-
level. These multi-granularity features vote for a more robust
pseudo label, supervising the feature learning module to generate
better representations in our alternating update scheme. Our




We evaluate the proposed MV-ReID on three datasets.
Market-1501 [6] is an image-based dataset of 1501 identities
captured by 6 out-door cameras, of which the training set com-
poses 12936 images of 751 identities, and the testing set com-
poses 19732 images of 750 identities. DukeMTMC-reID [12]
contains 36411 images of 1404 identities captured by 8 cameras.
Its training set composes 16522 images of 702 identities, and its
query set has 2228 images of the other 702 identities, 17661
for gallery images. DukeMTMC-VideoReID [25] is derived
from DukeMTMC dataset which is a large-scale video-based
Algorithm 1: Multi-View Unsupervised Learning.
Require:training data X = {xi}Ni=1, merging rate
m ∈ (0, 1), parameter α, β, CNN model φ(·; θ), number
of partitions p
Ensure:Optimised CNN model φ̂(·; θ̂)
1: Initialize: cluster labels Y = {yi = i}Ni=1, cluster
number C = N , number of iterations T
2: while t < T do
3: Multi-view Feature Learning (Section II-A):
4: train φ(·; θt) with X and Y with loss in 2 for a given
number of epochs;
5: Multi-view Pseudo-Label Learning
(Section II-B):
6: extract both holistic and local feature sets
{Fh, Fp} = φ(X; θt) on the entire training set X;
7: calculate the distance of fh and each patch-level
feature f ip between all pairs across all clusters with
Eq.4.
8: merge m of top-ranked cluster pairs to form new
clusters;
9: update Y t with updated clustering results;
10: evaluate ReID performance with person descriptor f
in 3 on validation data and denote as P t;
11: if P t > P̂ then
12: P̂ = P t, φ̂(·; θ̂) = φ(·; θt)
13: end if
14: end while
dataset contains 2196 tracklets of 702 identities for training,
and 2636 tracklets of other 702 identities for testing. Same as
most existing work, rank-k, an indicator of retrieval accuracy,
and mean average precision (mAP) for precision are reported in
our results.
B. Implementation Details
For a fair comparison, the pre-trained ResNet50 [34] is
adopted as our CNN backbone. The learning comprises of 20
iterations of alternating updates. The feature learning module is
trained 20 epochs for the first iteration and two epochs each after,
with a batch size of 16. We optimize the model by Stochastic
Gradient Descent (SGD) with momentum set to 0.9; the initial
learning rate is 0.1 and decayed to 0.01 after 15 iterations. The
merging percentage for each update iteration is set to 0.05 and
τ is set to 0.1. Our choice of the number of local views p is 6.
α is set to 0.001 and β is 1 in Market-1501 and DukeMTMC-
VideoReID, α is 0.01 in DukeMTMC-reID.
C. Parameter Study
To analyze the effects of balancing factors α, β, and view
number p have on ReID task, we perform a parameter study
on the Market-1501 dataset. Fig. 3 shows the comparisons for
diverse settings of hyper-parameters α, β, and p. Note that when
α and β are equal to 0, the model would be the same as DBC [7],
where only holistic image features are considered.
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TABLE I
EXPERIMENTAL RESULTS ON IMAGE-BASED REID DATASET: MARKET-1501, DUKEMTMC-REID AND VIDEO-BASED REID DATASET: DUKEMTMC-VIDEOREID.
“ONEEX” DENOTES SINGLE-EXAMPLE ANNOTATION, WHERE EACH PERSON ID IN THE DATASET ONLY HAS ONE LABELED SAMPLE. “TRANSFER” USES FULL
ANNOTATIONS FROM AN EXTERNAL DATASET
Fig. 3. Sensitivity study of balancing parameter α, β, and number of view p
on Market-1501 dataset.
Loss term α. Fig. 3 a outlines the comparisons for various
α with p=6 and β=1 partitions. As we can see, as α varies
from 0 to 0.1, the rank-1 accuracy(73.3%) fluctuates and the
highest value is at α=0.001. The same trend can be observed on
mAP(45.6%).
Similarity term β. We fix α=1e−3, p=6, and report in Fig. 3
c, the performance undulates and achieves the best result at
β=1. Another noteworthy fact is that despite the choice of
α and β (except 0), the model has consistently outperformed
DBC [7] (69.2% rank-1 accuracy and 41.3% mAP), highlighting
the importance of multi-view features.
Number of views p. We next fix α=1e−3, β=1 to study how
the number of views p affects performance. As Fig. 3 b shows,
when p=6 the model achieves the best performance.
D. Comparison With State-of-The-Arts
We summarize and compare our approach with the state-
of-the-art approaches on both image-based and video-based
datasets in Table. I.
Image-based ReID. As we can see in Table I, ‘Transfer’ ReID
methods, compared with others, can perform very competitive
results on these two datasets. SSG [32] achieved 80% and
73% rank-1 scores on Market-1501 and DukeMTMC-reID,
respectively. While ‘OneEx’ approach EUG [25] achieved
49.8% and 45.2% rank-1 accuracy on Market-1501 and
DukeMTMC-reID, respectively. ‘None’ setting is more
challenging than ‘Transfer,’ as it does not require any
form of annotation. Fully unsupervised approach DBC [7]
achieved 69.2%/41.3% (rank-1/mAP) and 51.5%/30.0%
scores on two datasets. Compared with theirs, our MV-ReID
model managed to achieve the best performance by a large
margin of 4.1%(rank-1) and 4.3%(mAP) on Market-1501 and
3.0%(rank-1) and 1.7%(mAP) on DukeMTMC-reID. This has
shown the effectiveness of the multi-view learning of features.
Video-based ReID. Results of different methods on video-
based dataset DukeMTMC-VideoReID can also be found in Ta-
ble I. Notably, DBC [7] which is strictly unsupervised achieves
75.2%(rank-1) and 66.1%(mAP) surpassing ‘OneEx’ approach
EUG (72.7% and 63.2%). This big improvement shows that the
clustering-based method has the potential to recognize person
identities. By incorporating multi-view learning, our MV-ReID
model further achieves the best performance at 80.9%(rank-1)
and 73.8%(mAP), which is 5.7% and 7.7% higher than DBC [7]
on rank-1 and mAP. The results have demonstrated the effective-
ness of our proposed MV-ReID approach in this unsupervised
setting.
IV. CONCLUSIONS
In this paper, we propose a Multi-View learning approach
that works cyclically for the task of unsupervised person ReID.
It can generate discriminative features and reciprocally produce
more accurate pseudo labels. The approach exploits holistic and
local-view features synchronously. Local-view features are re-
inforced within-patch consistency, which encodes finer-grained
information, particularly for person ReID. Extensive studies and
comparative evaluations have demonstrated the effectiveness
of MV-ReID. In future work, as the unsupervised clustering
is sensitive to the camera domain gap, we are interested in
exploring how to incorporate cross-camera discriminative in-
formation to further improve the accuracy of our multi-view
learning framework.
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