While the timing of intracellular events is essential for many cellular processes, gene expression inside a cell can exhibit substantial cell-to-cell variability, raising the question of how cells ensure precision in the event timing despite such stochasticity. We address this question by analyzing a biologically reasonable model of gene expression in the context of first passage time (FPT), focusing on two experimentally measurable statistics: mean FPT (MFPT) and timing variability (TV). We show that: (1) transcriptional burst size (BS) and burst frequency (BF) can minimize the TV; (2) translational BS monotonically reduces the MFPT to a nonzero low bound and can minimize the TV; (3) the timescale of promoter kinetics can minimize both the MFPT and the TV, depending on the ratio of the off-switching rate over the on-switching rate; and (4) positive feedback regulation of any form can all minimize the TV, whereas negative feedback regulation of transcriptional BF or BS always enhances the TV. These control strategies can have broad implications for diverse cellular processes relying on precise temporal triggering of events.
Introduction
The timing of intracellular events is pivotal for many cellular processes, ranging from cellular responses to external stimuli to cell fate decision (1) (2) (3) (4) (5) (6) (7) (8) , cell differentiation (9) (10) (11) , cell apoptosis (1， 12, 13) , and cell cycle (14) (15) (16) (17) (18) . For example, an activated gene may be required to reach in a precise time a threshold level of the regulatory protein expression that triggers a particular downstream signal pathway (16, 19, 20) . Also for instance, fractional killing of a cell population (i.e., some cells in a clonal population die while others survive) depends on the time that time-keeping proteins reach threshold levels (called arrival time for brevity), e.g., cells must reach a threshold level of p53 to 2 execute apoptosis and this threshold was experimentally shown to increase with time (21) , and exposure of an isogenic bacterial population to a cidal antibiotic typically fails to eliminate a small fraction of refractory cells (22) . Similarly, fractional killing of a cancer cell population by chemotherapy depends also on the arrival time (21, 23) the shorter the arrival time is, the more are the cells killed, indicating the therapeutic efficacy is better. In a word, timing events are ubiquitous.
On the other hand, intracellular events take place often in a stochastic manner. This necessarily leads to variability in the event timing (which will be called timing variability in this paper). It is unclear how stochastic sources of timing events affect the timing of events. Characterization of control strategies for buffering timing variability is critically needed to understand reliable functioning of diverse intracellular pathways relying on precision in the timing as well as the efficacy of drugs depending on the time that drug-dependent regulatory proteins reach threshold levels.
Many of many cellular processes are based on gene expression, which is inherently noise due to low copy numbers. This stochasticity naturally gives rise to the cell-to-cell variability in the threshold-crossing time with potential consequences on biological functions and phenotypes and increasing experimental evidence has also shown timing variability and its consequences (20) .
However, stochastic sources of gene expression may be complex, since it would involve recruitment of transcription factors and polymerases (24) (25) (26) (27) (28) (29) , transitioning between active (on) and inactive (off) states of promoter (30, 31) , and chromatin remodeling (32) (33) (34) (35) . Each of these processes can all affect the crossing of threshold events. Given complexity of gene expression, two questions naturally arise:
Are there optimal strategies to regulate the synthesis of a protein to ensure that an intracellular event will occur at a precise time while minimizing deviations or noise about the protein mean? How is the timing variability controlled in more realistic situations of gene expression?
Mathematically, threshold crossing can be formulated as a first passage time (FPT) problem (36) . There have already been many works that used FPT frameworks to study the timing of events in biological and physical sciences (37) (38) (39) (40) and the obtained results have provided insights into how model parameters shape statistical fluctuations in the event timing. Recently, Ghusinga, et al. (37) analyzed a simplified model of stochastic gene expression in the context of FPT. They claimed that for a stable long-lived protein, the optimal strategy is to express the protein at a constant rate without any feedback regulation, and any form of feedback (positive, negative, or any combination of them) will always amplify noise in event timing, whereas for an unstable protein, a positive feedback 3 mechanism provides the highest precision in timing. Unfortunately, however, these qualitative results are not always correct but depend on the detail of feedback regulation (5, 8, (41) (42) (43) (44) (45) . In other words, the strategies for control of the variability in the timing of intracellular events are not elucidated. This motivates the study of this paper.
In order to conclude biologically reasonable control strategies for timing variability, we use an experimentally validated and extensively used stochastic model of gene expression (46) (47) (48) (49) to address the above questions. This model, an extended version of the common on-off model of gene expression (50) (51) (52) , considers complexity of gene expression such as switching between promoter states, transcriptional and translational bursts as well as two kinds of feedback regulations with different forms (i.e., transcriptional regulations of burst size (BS) and burst frequency (BF) by positive or negative feedback). First, we formulate threshold crossing as a FPT problem where an event is triggered once a regulatory protein reaches a critical threshold, and establish a chemical master equation for this FPT problem. Second, we numerically solve this equation and analyze the FPT statistics. Third, we obtain qualitative results independent of the choice of model parameter values, e.g., both translational BS and positive feedback can minimize the TV; the timescale of promoter kinetics can minimize both the MFPT and the TV; and negative feedback always increases the TV. Our qualitative results actually give strategies for controlling timing variability, and can have broad implications for diverse cellular processes that rely on precise temporal triggering of events.
Stochastic model formulation and FPT calculation 2.1 Model description
Here, we simply describe an extended version of the common on-off model of stochastic gene expression, referring to Fig. 1(A) . This model assumes that a gene promoter has one active (ON) and one inactive (OFF) states, between which there are transitions. Denote by on k and off k transition rates from OFF to ON and vice versa, respectively. Assume that the gene is initially at ON state at time 0 t = and begins to express a regulatory protein that a constant degradation rate denoted by  . The intracellular event of interest is triggered once this protein reaches a threshold level in the cell. In addition, we assume translation in bursts and incorporates feedback regulation by considering ON-and/or OFF-switching rates as functions of the protein level, i.e., x represents the number of protein molecules, which is a function of time t , i.e.,
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( )
To explore the effects of feedback on the timing of events, we adapt Hill-type functions to describe regulation. Specifically, transcriptional burst frequency (BF) regulation and transcriptional burst size (BS) regulation are mathematically described as 
Figure1. Modeling event timing as a first passage time (FPT) problem. (A)
Schematic depiction of a gene model, where we assume that the gene switches between active and inactive states and when the gene is at active state, the DNA is transcribed into mRNAs with a constant rate, which are further translated into proteins. The resulting proteins regulate the switch rate from inactive to active states or vice versa or both, where BF and BS represent burst frequency and burst size, and PF and NF represent positive feedback and negative feedback. (B) Schematic description of the timing of an intracellular event that is formulated as the FPT for the protein level to reach a critical threshold, where the right-below inset shows a distribution of FPTs.
The translational burst approximation is based on assuming short-lived mRNAs, that is, each mRNA degrades instantaneously after producing a burst of B protein molecules. In agreement with experimental and theoretical studies (51, 52) , B is assumed to follow a geometric distribution where b represents the mean protein burst size. Then, we can show
In what follows, we denote ; ; ;
On the other hand, the time to an event is the FPT for ( ) 
Distribution of the FPT
. Note that Eq. (4) can be rewritten as the following vector
where the matrix M takes the form
Here, matrix A describes state transitions, matrices T and T j with 11 c jx   − are associated with burst transcription, and matrix D describes degradation. These matrices take the following forms 1 00
00
Note that Eq. (4) allows an analytical solution of the form ( ) ( ) t t = M P P 0 e (7) Next, we give the formal expression of the PDF of FPT, ( ) T ft . For this, we introduce vector
. According to the definition of FPT, we then know that the PDF of FPT is given by:
Moments of the FPT
Although the PDF of FPT given by Eq. (8) provides complete characterization of the event timing, we are particularly interested in the lower-order statistical moments of FPT. Here, we exploit 7 the structure of matrix A to obtain analytical formulas for the first and second-order moments of FPT.
First, the n -order raw moment of FPT is calculated according to
is a n -dimensional column vector.
Second, the mean FPT (MFPT), i.e., the first order moment of FPT is calculated according to
The TV, which also represents the noise intensity of FPT, is measured by the square of the coefficient In order to obtain analytical results of MFPT and TV, we consider the limit of large mean burst size Finally in this subsection, we point out that to model the complexity of gene expression mentioned above, we let model parameters change in broad yet biologically reasonable ranges. Fig. 2(B) ) and of BS for a fixed BF (referring to Fig.   2(C) ). This qualitative result is in accordance with our intuition and is not strange. , respectively. We observe from Fig. 2 (G) that the MFPT is a monotonically decreasing function of b , implying that translational burst reduces the mean time that the protein reaches a given threshold. In addition, as b tends to infinity, the MFPT has a finite, positive limit (i.e., the MFPT eventually tends to a stable value) given analytically by Eq. (11a). The inset in Fig. 2(G) demonstrates three different distributions of FPT. An interesting phenomenon is shown in Fig. 2(H) , from which we observe that there is an optimal mean translational burst size such that the variability in the event timing is lowest. Moreover, there is a finite, positive limit as b tends to infinity, seeing the analytical expression given by Eq. (11b).
Main results

Optimal burst control strategy
The results shown in Fig. 2 indicate that transcriptional and translational bursts both are an effective mechanism of controlling the timing of intracellular events.
Optimal promoter-switching control strategy
In general, the switching rates between promoter states are not fixed constants but are regulated often by, e.g., external signals. Experimental evidence has pointed to the fact that promoter fluctuations generated due to stochastic switching between promoter states are a major source of cell-to-cell variability (i.e., gene expression noise). Note that in our model, two switching parameters, on k and off k , can characterize promoter kinetics. In this subsection, we allow these two parameters to change in biologically reasonable ranges and consider only the case of 0 H = (i.e., without self-feedback). In order to characterize the size of promoter fluctuations, we introduce a common timescale factor (denoted by  ) for on k and off k while keeping the ratio of on k over off k fixed. Apparently, this factor has the following property: the smaller the ratio is, the more slowly does the promoter switch between two states, implying that promoter fluctuations are larger, 10 and the larger the ratio is, the more quickly does the promoter switch between two states, implying that promoter fluctuations are smaller. Here, we are interested in how the timescale factor ( ) of promoter kinetics impacts the mean of FPT (i.e., MFPT) and the variability in the event timing (i.e., TV). For clarity, we consider two cases: (1) on off kk is fixed but  changes; (2)  is fixed but on off kk changes. Numerical results are demonstrated in Fig. 3 .
In order to show the global scenario of how timescale factor,  , and the ratio of off-switching rate over on-switching rate, on off kk , altogether affect the time that the protein of intracellular events reaches a threshold for the first time, we plot Fig. 3(A) , a three-dimensional pseudo-diagram, where a canary dashed line and a red dashed line represent the paths of the minimum value of MFPT under fixing  and on off kk, respectively. We observe that if ratio on off kk is fixed and small than 1, then timescale factor  can minimize the mean first passage time or there is an optimal timescale factor such that the MFPT is minimal, referring to Fig. 3(B) . If ratio on off kk is fixed and larger than 1, then the MFPT is a monotonically decreasing function of timescale factor  (referring to Fig. 3(C) ), implying that the timescale of promoter kinetics can enhance response. are fixed, respectively. Figure 3 (F-H) shows results in special cases of  and on off kk. Specifically, if ratio on off kkis fixed and small than or equal to 1, then timescale factor  can minimize the variability in the event timing or there is an optimal timescale factor such that the TV is minimal, referring to Fig. 3(F) . If ratio  is fixed and smaller than 1, then the ratio of the off-switching rate over the on-switching rate can also minimize the TV, referring to Fig. 3(G) . If ratio  is fixed and larger than 1, then the TV is a monotonically decreasing function of ratio on off kk, referring to Fig. 3 (H).
Optimal feedback control strategy
Our model introduces two kinds of feedbacks: the one is to regulate the transition rate from off to on states and the other to regulate the transition rate from on to off states, referring to Fig. 1(A) .
These feedbacks may be positive or negative. Here, the question we are interested in is how feedback strength represented by c affects the timing of intracellular events (in fact, the expression level of the protein). We may assume that c changes in the interval of 4 10 1 − due to our setting. In order to find the optimal feedback mechanism, our strategy is to change ( ) Fig. 4(A-F) . These panels show six modes for the dependence curve of timing variability ( TV ) vs feedback strength ( c ). In all the modes, the curve for TV vs c in the case of negative feedback is beyond that in the case of no feedback but may be below (referring to Fig. 4 (A-C)) or cross (referring to Fig. 4(D-F) ) that in the case of no feedback. Specifically, Fig. 4(A) shows that the curve for TV vs c is monotonically increasing c in the case of negative feedback but monotonically increasing function of c in the case of positive feedback and below that in the case of no feedback. Fig. 4(B) shows that in each of feedback regulation cases, the curve for TV vs c is not monotonically increasing c but there is a critical feedback strength such that TV reaches an optimal value (the maximum for negative feedback but the minimum for positive feedback). Fig. 4(B) , Fig. 4(C) shows that TV does not has an optimal value in the case of negative feedback but has an optimal value in the case of positive feedback. The only difference between Fig. 4(C) and Fig. 4(D) is that the curve for TV vs c in the case of positive feedback crosses that in the case of no feedback. Fig. 4(E) is similar to Fig. 4(D) but TV has an optimal value in both regulation cases. The only difference between Fig. 4(F) and Fig. 4(E) is that the curve for TV vs c in the case of positive feedback intersects with that in the case of no feedback.
Different from
Then, let us examine the case of transcriptional BS. Numerical results are demonstrated in Fig.   4 (G-L). From theses panels, we observe that there are also six modes for the dependence curve of TV vs c . Overall, these modes are similar to those in Fig. 4(A-F) . The detailed description is omitted.
We point out that all results shown in Fig. 4 are obtained in the case of Hill coefficient
However, H may take other values. Fig. S1 in Appendix demonstrates numerical results obtained in the case of 1 H  , showing that Hill coefficient can also influence the mode for the dependence curve of TV as c . In addition, we point out that the qualitative results claimed in ref. (37) are not always correct but depend on details of feedback regulation.
Discussions
Previous studies focused on cell-to-cell variability or fluctuations in the molecule numbers of gene products (53, 54) , and less considered and event ignored the cell-to-cell variability in the timing of intracellular events. In this paper, using an experimentally validated and commonly used stochastic model of gene expression, we have systematically investigated how intracellular events cross critical thresholds, focusing on control strategies of MFPT and TV. We have demonstrated that the timescale of promoter kinetics can minimize both the MFPT and the TV, depending on the ratio of the off-switching rate over the on-switching rate; in contrast to negative feedback that always increases the TV, positive feedback can minimize the TV, independent of regulation forms; and translational BS monotonically reduces the MFPT to a nonzero low bound, whereas translational BF can minimize the TV. 
where n is a Hill coefficient, and K k k −+ = represents a threshold (in fact a dissociation 14 constant) of variable Z . In general, reaction rate k + or k − is regulated by external signals that are stochastically generated due to biochemical reactions, e.g., We have seen that the noise in gene expression levels can affect both first passage time and timing variability and there are control strategies for buffering the noise in event timing. However, sources of gene expression noise may be complex, e.g., promoter noise generated by switching between multi-states of the promoter (55) , and the noise resulting from chromatin remodeling, DNA methylation, and nucleosome positioning (56) . These stochastic sources can influence not only gene expression levels but also threshold crossing. How they affect first passage time and timing variability remains unexplored.
Finally, the qualitative results obtained here can have broad implications for diverse cellular processes (as mentioned in the introduction) that rely on precise temporal triggering of events. In addition, fractional killing, a phenomenon occurring in, e.g., bacteria and drug therapy, relies on the time that relevant proteins reach threshold levels (called arrival time for brevity), e.g., exposure of an isogenic bacterial population to a cidal antibiotic typically fails to eliminate a small fraction of refractory cells (57) , and cells must reach a threshold level of p53 to execute apoptosis and this threshold increases with time (58) . Similarly, fractional killing of a cancer cell population by chemotherapy depends on the arrival time: the shorter the arrival time is, the more are the cells killed, indicating the therapeutic efficacy is better. Revealing the mechanisms behind these phenomena is significant and has potential application perspectives. Fig. S1 , which shows several different modes. This figure indicates that the qualitative results in ref. (37) are not always correct. From Fig. S2 , we find that in the case of stable protein or unstable protein, the influence of feedback is similar.
In Fig. 3 , we are interested in how the timescale factor ( ) of promoter kinetics impacts the mean of FPT (i.e., MFPT) and the variability in the event timing (i.e., TV), here, we further consider the situation of stable proteins, how they affect MFPT and TV. Compare Fig. 3(A) and Fig. S3(A) , in Fig. 3(A) , we observe that if ratio on off kk is fixed, there is an optimal timescale factor such that the MFPT is minimal, but in Fig. S3(A) , the MFPT is a monotonically decreasing function of timescale factor if ratio on off kk is fixed. 
