ABSTRACT In this paper, by jointly considering resource reuse and allocation, we formulate a stochastic optimization programming to investigate the spectral efficiency maximization problem in dynamic wireless self-backhaul small cell networks, where random and finite-traffic loads are considered while keeping the system stable. Then, by leveraging the fractional programming theory and the Lyapunov optimization technique, an extremely simple but optimal queue-aware dynamic resource reuse and joint allocation algorithm (QDRRJAA) is proposed to solve the formulation. In the QDRRJAA, at the beginning of each time slot, the system will exploit the current queue states of all users and channel state information first to calculate four resource scheduling priority matrixes. Then, the category of each resource block (RB), i.e., either an access-only RB, a backhaul-only RB or a common RB can be determined. The theoretical analysis and simulation results reveal that the proposed algorithm can flexibly strike a balance between spectral efficiency and delay by simply adjusting an introduced control parameter, and also reduce the required resources for packet transmission. In particular, no iteration and optimization tools are required in the QDRRJAA, which paves the way for practical applications.
I. INTRODUCTION
The demand for massive data traffic has grown due to the exponential increase in the number of mobile broadband devices such as smartphones and tablets. To support these ever-increasing demands, dense small cell networks have attracted great attentions, where a mass of low-power small cell base stations (SBSs) are deployed to deliver seamless coverage to the cell-edge users and enhance the spectral efficiency. However, since data destined to the local users is often received from the core network through backhaul transmissions, this also means that a denser backhaul connection establishment with the core network is required. Thus, optimizing backhaul is critical to satisfy the quality of service (QoS) of users and reduce the capital expenses (CapEx) and operation expenses (OpEx).
The backhaul technologies for small cells can be classified into three categories. The first is the wired optical fiber, which has high capacity and will undoubtedly connect a major portion of small cells, especially in the long run. The second is wireless point-to-point microwave or mmWave, which uses high-gain directional antennas in line-of-sight (LoS) environments and provides high-capacity backhaul link. Unfortunately, installing fibers, microwave or mmWave equipment is expensive and time-consuming, preventing fast deployment of small cell eNodeBs (SeNBs). What is worse, the microwave and mmWave usually operate in the LoS environment and are not suitable for the urban environment because of the massive buildings. The third is wireless backhaul (WB) technology, which is introduced as a viable solution that reuses available cellular spectrum to communicate backhaul data via the wireless X2 interface. It is suitable for the non-LoS environment because of the radio nature of cellular spectrum and the mobile operators can rely on WB technology to reduce the installation cost and overcome the difficulties of backhaul deployment at some rural areas. Although providing a promising costeffective alternative, WB needs to share the available spectrum and power resources with the forward communication.
Thus, efficient resource allocation becomes a challenging task.
Although some excellent works have been done on resource allocation optimization for backhaul/access links in self-backhaul small cell networks, most researches are based on the assumption that orthogonal resources in time/frequency domain are allocated to the two types of transmission links. The authors in [1] propose a novel interference management based on reverse time division duplexing (RTDD) and orthogonal spectrum splitting to maximize the achievable sum rate of small cells on both uplink (UL) and downlink (DL) for the WB heterogeneous cellular networks (HCNs). Reference [2] jointly optimizes the downtilt and resource allocation for users in a RTDD heterogeneous network (HetNet) with 3D massive antennas configured in the macro base station (MBS) to improve the system performance, and the objective of its formulated problem is to maximize the overall logarithmic user data rates constrained by the backhaul limit and available resources. Since orthogonal resource allocation is considered in both [1] and [2] , the interference between backhaul and access links is nonexistent. Unlike the joint resource allocation for UL and DL in [1] and [2] , the authors in [3] formulate an optimization problem where the objective is to maximize the sum of the logarithm of user throughputs in the long-term, and provide a solution to the resource allocation, scheduling, and flow control problems for the access and backhaul links for DL transmission for dense HetNets consisting of halfduplex (HD) self-backhaul small cells. By jointly considering power and subchannel allocation, the work in [4] investigates the energy-efficient resource allocation in two-tier massive multiple-input multiple-output (mMIMO) HetNets with wireless backhaul, where millimeter wave frequency is adopted at the mMIMO MBS and the cellular frequency is considered at SBSs with orthogonal frequency-division multiple access (OFDMA). Based on the fact that the receiving and transmitting of SeNBs are finished on orthogonal resources in all of the researches above, self-backhaul SeNBs can be considered working under HD self-backhaul mode, which may result in reducing the resource utilization and a high resource consumption since there is no resource reuse between backhaul and access links.
With the development of self-interference cancellation techniques [5] , [6] , the full-duplex (FD) communication makes it possible for SeNBs to transmit and receive simultaneously in the same frequency band, which nearly doubles the spectrum efficiency. By equipping FD communication hardware in SeNBs, they can either receive data from the macro eNodeB (MeNB) and transmit data to their users in DL, or transmit data to the MeNB and receive data from their users in UL in same frequency simultaneously, which can be called FD self-backhaul. The proposed FD self-backhaul scheme will be a great application of FD technology since it makes up the bandwidth limitation of traditional HD selfbackhaul scheme and it can be used in TDD system or frequency division duplex (FDD) system. In [7] , the authors propose a self-backhaul scheme for small cell networks with massive MIMO and FD, which enable the access of users and backhaul of SBSs simultaneously in the same frequency band. They also formulate the power allocation problem as an optimization problem to maximize the system spectrum efficiency (SE) and mitigate the inter-tier and the intra-tier interference. Moreover, [8] and [9] aim at improving the system's energy efficiency (EE) while the FD self-backhaul scheme is considered.
From the above mentioned, considering resource utilization and the interference existing in the network, this paper attempts to combine the HD self-backhaul scheme with the FD self-backhaul scheme for SeNBs in a coordinated way from the perspective of spectrum resource allocation. Through reasonable reuse of spectrum resources, we define different working modes for different RBs in order to achieve the purpose of reducing interference and improving resource utilization. In addition, we take the stochasticity and finiteness of traffic packets into consideration and perform queueaware dynamic resource allocation based on the lengths of traffic queues and channel conditions to improve the network performance metrics while guaranteeing the QoS of users. Therefore, the main issues to be investigated in this paper are as follows:
• How are resources reused appropriately between backhaul and access links, i.e., partitioning the whole frequency band into backhaul-only resources, access-only resources and common resources.
• How do we allocate resources for backhaul and access links effectively so that the capacity of access link could match with that of backhaul link. Once assigning overmany resources to backhaul/access links, there will be plenty of packets accumulated in SeNBs/MeNB and they cannot be delivered to users in time, which can cause a waste of resources.
Lyapunov optimization is an effective stochastic optimization method dealing with dynamic network. It has already been widely used in addressing resource allocation issues [10] - [14] . In this paper, we investigate the queue-aware resource reuse and joint allocation problem in dynamic wireless self-backhaul networks with random and finite traffic loads. We firstly formulate a stochastic optimization problem to maximize the spectral efficiency while keeping the system stable. Then, by leveraging the fractional programming theory and the Lyapunov optimization technique, we propose an extremely simple but optimal algorithm QDRRJAA to solve the formulation. The main contributions of this paper are summarized as below:
• We combine network stability with resource reuse and joint allocation for backhaul and access links to formulate the spectral efficiency maximization problem while keeping the system stable where random and finite traffic loads are taken into account.
• Using the fractional programming theory and the Lyapunov optimization technique, we first transform the time-averaged formulation with ratio-form objective to optimization problems within time slots. Then, by exploiting the special structure of the optimization problem in each time slot, we further divide it into multiple subproblems and develop the extremely simple but optimal QDRRJAA where no iteration and optimization tools are required to solve it, which is important for practical applications.
• Both theoretical analyses and simulation results are given to verify that our proposed algorithm can flexibly strike a balance between spectral efficiency and delay by tuning an introduced control parameter while keeping the system stable, and also reduce the required resources for data transmission.
The rest of this paper is organized as follows. In Section II, we introduce the system scenario. The procedures about how we formulate our stochastic optimization problem and transform it using the fractional programming theory and the Lyapunov optimization technique are given in Section III. Then, an effective algorithm to solve the formulation is elaborated in Section IV. The theoretical performance analyses on the proposed algorithm are introduced in Section V. Moreover, simulation results are given in Section VI to further demonstrate the capability of our proposed algorithm. Finally, this paper is concluded in Section VII.
II. SYSTEM MODEL
In this section, after introducing the interference analysis and resource management of the system model, we illustrate the definition of network stability and spectral efficiency, which will then be employed in our problem formulation.
A. INTERFERENCE ANALYSIS AND RESOURCE MANAGEMENT
In this paper, a typical downlink transmission scenario in a HetNet is considered, shown in Fig. 1(a) , where there is one MeNB and multiple self-backhaul SeNBs are deployed within its coverage. Each eNB is equipped with a buffer space for storing data packets that have not been sent yet. There are altogether two types of communication in our considered network scenario: one is the DL access link data transmission from the MeNB to its macro cell users (MUEs), and the other is the DL data transmission of self-backhaul small cell networks from the MeNB to small cell users (SUEs), where when the MeNB transmits DL backhaul link data to its associated SeNBs, the SeNBs simultaneously receive the backhaul data and transmit data packets to its SUEs through DL access link, respectively. Assume that all eNBs share the whole spectrum resources and RB is the smallest unit for resource allocation. Then there is no interference among the communications on different RBs. Since no interference exists among the communications allocated different RBs in the considered system scenario and the main purpose of this paper is to study the resource reuse and joint allocation scheme for backhaul and access links in dynamic wireless self-backhaul small cell networks, hence, in order to grasp the key issues and ease of discussing and analyzing, in the rest of this paper we only consider the DL transmission scenario in self-backhaul small cell communication consisting of one MeNB and one SeNB, where only SUEs are concerned, as shown in Fig. 1(b) .
We can see from Fig. 1(b) that if the same RB is scheduled for both backhaul and access links, there will be self-interference from the access link to the backhaul link, together with the inter-tier interference from the MeNB to SUE. Conversely, if different RBs are assigned to the access and backhaul links respectively (no reuse), there is no interference. Referring to [15] , the self-interference power on one RB can be expressed as ϑp s , where p s is the average transmission power on each RB of SeNB s. 0 ≤ ϑ < 1 is selfinterference cancellation coefficient determined by the selfinterference cancellation performance of SeNB. Suppose that this paper considers a frequency-nonselective fading channel, that is, the attenuation on different RBs is the same, therefore, if self-interference exists, the signal to interference plus noise ratio (SINR) of SeNB s for backhaul transmission on one RB can be calculated as follows:
where p m is the average transmission power on each RB of the MeNB and g m,s (t) denotes the channel gain of the backhaul link from the MeNB to SeNB s at slot t. B RB is the bandwidth of a single RB and N 0 is the power spectral density. It should be noted that if self-interference exists, there will be inevitable inter-tier interference from backhaul link to access link. Hence, the SINR of SUE u for access transmission on one RB can be expressed as:
Similarly, G ra (t) = g s,u (t) , u ∈ U s represents the access channel gains at time slot t where g s,u (t) denotes the channel gain of the access link from SeNB s to SUE u, and g m,u (t) is the channel gain from the MeNB to SUE u at slot t, which can be interpreted as inter-tier interference. U s represents the set of SUEs served by SeNB s. If different RBs are separately assigned for access and backhaul data transmissions, there will be neither self-interference nor inter-tier interference. Thus, the SINRs of SeNB s and SUE u for backhaul and access transmissions on one RB can be respectively denoted as:
Based on the DL link adaptation [16] , the corresponding modulation and coding schemes will be selected according to the SINRs calculated by eqs. (1) - (4). Thus, the data rates over single RB corresponding to eqs. (1) - (4) can be denoted as r (t) respectively. For an arbitrary SUE u, the data rates (bit/ms) that can be provided by backhaul link and access link using all the assigned RBs are separately expressed as follows:
where N is the number of RBs. Rather than actual data rates, R bh u (t) andR ra u (t) are theoretical data rates for backhaul and access links of SUE u, respectively. Note that the actual data rates R bh u (t) and R ra u (t) are up bounded by the packets in the buffers at slot t.
where α i (t) , β i (t) , η i (t) ∈ {0, 1} are RB type indicators for RB i at slot t and the constraint β i (t) + η i (t) + α i (t) ∈ {0, 1} should be satisfied at any time slot, which represents that for an arbitrary RB i, at most one of the indicators is supposed to be 1. If β i (t) or α i (t) is 1, RB i will be classified into the RBs that are only available to backhaul link or access link, and when η i (t) is equal to 1, RB i will belong to the common resources that are reused for both types of links. Moreover, if the sum of the three indicators is zero, RB i is idle at slot t. Let w bh (t) = (w bh i,u (t)) and w ra (t) = (w ra i,u (t)) where w bh i,u (t) , w ra i,u (t) ∈ {0, 1} are backhaul and access resource allocation indicators respectively. If w bh i,u (t) = 1, RB i will be allocated to SUE u at slot t as backhaul RB for its backhaul data transmission, otherwise w bh i,u (t) = 0. Similarly, w ra i,u (t) = 1 means that RB i will be assigned to user u as access RB for access data transmission, otherwise w ra i,u (t) = 0. Besides, an arbitrary RB i can be allocated to at most one UE as access/backhaul RB, i.e., 
B. DEFINITION OF SPECTRAL EFFICIENCY AND NETWORK STABILITY
Suppose that the queue lengths of SUE u at the MeNB and SeNB s are Q m u (t) and Q s u (t) respectively to be transmitted through backhaul and access links. The queue backlogs evolve according to:
where a u (t) is the packet arrival rate of SUE u at slot t. Moreover, a (t) = (a u (t) , u ∈ U s ) is assumed to be independent and identically distributed (i.i.d.) over time slots following the Poisson distribution with expectation E {a (t)} = λ. Furthermore, throughout this paper we assume that the average arrival rate vector λ = (λ u , u ∈ U s ) lies within the capacity region and λ u for different SUEs is the same. In other words, only one type of service is considered in our scenario. b bh u (t) is the number of packets of SUE u that can be transmitted from the MeNB to SeNB s through backhaul link during time slot t, and b ra u (t) is the number of packets departing from SeNB s to SUE u during slot t. Since the number of transmitted packets are determined by the packet backlog in the buffer and specific resource allocation scheme, there is:
where L denotes the size of one packet in bits. This paper considers one transmission time interval (TTI) as the duration of a single time slot, which is 1ms. Since one time slot is too short, we assume that the backhaul packets receiving from the MeNB during slot t should at least wait until next slot to be transmitted to SUEs as given in equation (11) . According to (10) and (11), the actual backhaul and access data rates are R bh
Since the real throughput is determined by the actual data received by SUEs, the system throughput is defined as the total access rates of all SUEs, i.e., R tot (t) = u∈U s R ra u (t). Therefore, the time-averaged system throughput within t time slots and of the network are separately calculated by:
Furthermore, the time-averaged number of occupied RBs within t time slots and of the network can be denoted respectively as: 1
Because of the stochasticity considered in our system model, the optimal resource reuse and joint allocation scheme that maximizes spectral efficiency could differ at each time slot. Therefore, this paper intends to study the problem of maximizing the time-averaged spectral efficiency of the network. First, we give the definition of the time-averaged spectral efficiency of the network (spectral efficiency in short) in our system scenario. Definition 1: Spectral efficiency of the network is defined as the ratio of the total delivered amounts of data to the corresponding number of occupied RBs over time slots in 1 The expectation operations taken onR tot (t) andN tot (t) are for clearer elaboration later.
units of bit/RB, given as
, · · · ) and w ra = (w ra (0), w ra (1), w ra (2), · · · ). Indeed,R tot andN tot are functions of α, η, w ra and α, η, β respectively and thus can be separately expressed asR tot (α, η, w ra ) and N tot (α, η, β).
Since only the packets waiting in the MeNB need to be transmitted through backhaul link, and both the packets in the MeNB and SeNB are supposed to be transmitted through access link eventually, we separately define the backhaul queue and access queue of SUE u at slot t as
In this paper, the queue of SUE u is defined as the sum of the two queues above and it evolves according to
Definition 2: A discrete time queue process Q(t) is strongly stable [17] if
Definition 3: A network of queues is stable if all the individual queues are stable [17] .
III. PROBLEM FORMULATION AND TRANSFORMATION
In this section, we first formulate a stochastic optimization model to investigate the maximization problem of spectrum efficiency subject to resource allocation constraints and a bounded delay requirement. Then the fractional programming theory is adopted to equivalently reform the proposed formulation. Furthermore, a general optimization framework is devised based on Lyapunov optimization technique. Finally, we design a queue-aware dynamic resource reuse and joint allocation algorithm (QDRRJAA) to solve the simplified optimization problem.
A. PROBLEM FORMULATION
In self-backhaul network, when SeNB is working in HD mode, the resources for backhaul link and access link are orthogonal, so there is no interference between the two types of links. However, since the resources are not reused, if a SeNB needs more backhaul and access resources, there will be fewer resources available to its nearby SeNBs and MUEs, VOLUME 6, 2018 so a large amount of resources may be needed to satisfy the user requirements. Besides, if a SeNB is working in FD mode, same resources will be allocated to backhaul and access links, which may result in high interference, including selfinterference and inter-tier interference. Hence, the capacity obtained with each RB can be relatively low, and a large amount of resources may be required as well. Thus, in this paper, we joint resource reuse and allocation to maximize the spectral efficiency of the network in units of bit/RB while guaranteeing the network stability and optimizing the amount of RBs occupied by the MeNB and SeNB. The problem is formulated as the following stochastic optimization programming:
In (19) , ρ eff in bit/RB is equivalent to the spectral efficiency in bit/s/Hz, since one RB is a time-frequency block occupying 1ms and 180kHz in time and frequency domains respectively. C1 is the queue stability constraint, which guarantees all the arriving data leaving the buffer within a finite time. C2 is the rate constraint, which means that the time-averaged data rate of access link should be less than the time-averaged data rate of backhaul link. C3 and C4 represent the resource reuse constraints. C5 and C6 are the RB allocation constraints. Note that we depict the average delay by the queue length in C1. This is because the average delay is proportional to the average queue length for a given traffic arrival rate [12] , observing the Little's Law (i.e., average delay=average queue length/traffic arrival rate).
B. PROBLEM TRANSFORMATION
Since the optimization objective in (19) is the ratio between two time-averaged quantities, we cannot directly employ the classical drift-plus-penalty algorithm in the Lyapunov optimization theory [17] , which is designed to solve stochastic optimization problems. However, (19) belongs to a nonlinear fractional programming problem [18] , so we can exploit relevant methods to transform the ratio to a time average of a quantity. We denote the optimal value of (19) by ρ opt eff and α * , η * , β * , w bh * and w ra* are the corresponding optimal resource reuse and joint allocation policy. Next, we first present the following theorem to reformulate (19) [12] . It can be proved using a standard conclusion in the nonlinear fractional programming theory and we omit the proving process for brevity. 
The objective in (21) can be seen as the time average of the quantity R tot (t) − ρ opt eff N tot (t). However, the optimal spectral efficiency ρ opt eff is usually unknown in advance, so it is still challenging to solve (21) . Thus, we introduce a new parameter ρ eff (t) with ρ eff (0) = 0 and define it as:
Then, replacing ρ opt eff by ρ eff (t), (21) can be recast as max α,η,β,w ra ,w bhR tot α, η, w
Based on the previous resource reuse and joint allocation decisions, ρ eff (t) becomes available unlike ρ opt eff . This type of transformation technique has been widely used to solve stochastic optimization problems with ratio objectives in renewal systems and has been shown to be significantly effective [17] , [18] .
Since the objective in (23) can be seen as the time average of R tot (t) − ρ eff (t) N tot (t), we can exploit the Lyapunov optimization method which minimizes the upper bound of drift-plus-penalty expression to solve (23), i.e, (19) . For this purpose, we first give the definition of the penalty function p (t) of (23) and introduce some practical and necessary boundedness assumptions. We define the penalty function of optimization problem (23) as follows
Under any channel condition G (t) = g m,s (t) , G ra (t) , any queue state Q (t) = (Q u (t) , u ∈ U s ) and the corresponding resource reuse and joint allocation policy α (t), η (t), β (t), w ra (t) and w bh (t) ∈ A (t) , we assume N min E {N tot (t)} N max (25) R min E {R tot (t)} R max (26) where (t) = [G (t) , Q (t)], and A (t) denotes the set of all the resource reuse and joint allocation options for a given (t). N max , N min , R min and R max are some finite constants. Furthermore, we assume that the packet arrival rate vector a (t) has a bounded second moment at any time slot t, i.e.,
for some finite constant ℵ.
It should be noted that the assumptions (25) - (27) are reasonable due to the bounded arrival/departure rates and resource reuse and joint allocation in realistic systems. These lower and upper bounds will not be applied to our algorithm.
To acquire the drift-plus-penalty expression of optimization problem (23), we first introduce the concepts of the Lyapunov function and Lyapunov drift, which will also be used in Lemma 1. Based on the properties of Lyapunov function [17] , and the queue state vector Q (t), the scalar Lyapunov function L (Q (t)) and the one-slot conditional Lyapunov drift (Q (t)) are respectively defined as:
(Q(t)) = E{L(Q(t + 1)) − L(Q(t))|Q(t)}
Therefore, the drift-plus-penalty expression of (23) is denoted as
where V is an introduced non-negative control parameter for the purpose of striking a balance between the spectral efficiency and network delay. Lemma 1: For any resource reuse and joint allocation algorithm, all control parameters V 0 and all possible queue state vectors Q (t), the drift-plus-penalty expression of (23) is upper bounded by
where B is a positive constant [according to the boundedness assumptions (25) - (27) ] and for all t, it satisfies
Aforementioned lemma offers an upper bound of the driftplus-penalty expression. Its proof uses a standard method [17] in the stochastic optimization theory.
According to the stochastic optimization theory in [17] , the upper bound of the drift-plus-penalty expression is required to be minimized subject to the same constraints, except the stability one to solve a stochastic optimization problem. Therefore, in our case, the right-hand side of (31), which is also the upper bound of the drift-pluspenalty expression of (23) , is supposed to be minimized to solve (23) subject to C2-C6 as C1 is a stability constraint. Besides, the upper bound of the drift-plus-penalty expression can be simplified since the term
is a constant and has nothing to do with the optimization parameters of (23), which will not affect the selection of the optimal solution of (23). Thus, the further transformed and simplified optimization problem 2 is given as follows max α(t),η(t),β(t) w ra (t),w bh (t)
where C2 is equivalent to R ra u (t) /L Q s u (t), which can be automatically satisfied.
Recall that ρ eff (t) is a constant and u∈U s R ra u (t) − ρ eff (t)N tot (t) can be interpreted as a metric to measure the spectral efficiency at time slot t. An intuitional explanation to the physical meaning of (33) is that it maximizes the weighted sum (by V ) between the spectral efficiency and the weighted (by queue length, i.e., delay) transmit rate subject to resource reuse and joint allocation constraints. In other words, (33) couples two targets, i.e., spectral efficiency and delay, and balances them by adjusting V .
IV. QUEUE-AWARE DYNAMIC RESOURCE REUSE AND JOINT ALLOCATION ALGORITHM
In what follows, this paper introduces the proposed algorithms which can maximize the spectral efficiency and keep the system stable, with elaborate procedures to deal with (33). Regarding its performance, we leave the detailed performance analyses in Section V. By substituting (5) - (7) and (10) - (11) into (33), the objective function of (33) is transformed as 
where
Ignoring the relevance among RBs, the optimization problem can be decomposed into multiple subproblems as given:
where w ra i (t) and w bh i (t) are resource allocation vectors about RB i for access link and backhaul link, respectively, i.e., the i-th rows of matrices w ra (t) and w bh (t). According to the constraints C3 and C4, there are four possible cases for an arbitrary RB i, including only for backhaul transmission, only for access transmission, for both backhaul and access transmissions, and unoccupied (idle). Under these four cases, Util i (t) can be separately expressed as (37), shown at the bottom of this page.
According to (37), to obtain the maximum of (37), the optimal values of terms
need to be severally calculated first. If RB i is assigned as access-only resource, the maximum value of Util i (t) can be acquired by (38) (39).
max
Similarly, (42) and (44) give the maximum values of Util i (t) when RB i is regarded as common resource and backhaulonly resource, respectively.
By comparing the utility values (39), (42), (44) and 0, we can obtain the optimal value of Util i (t), i.e., max
. Then, the type of RB i, i.e., the values of α i (t), η i (t) and β i (t) will be determined, as well as the corresponding resource allocation vectors w bh i (t) and w ra i (t). The details to classify and allocate all the RBs are summarized as the queue-aware dynamic resource reuse and joint allocation algorithm (QDRRJAA) shown in Algorithm 1.
The four matrixes e (t), f ra (t), f bh (t) and l (t) mentioned in step two of the QDRRJAA can be regarded as the scheduling priority matrixes and we denote the i-th columns of these four matrixes by e i (t), f ra i (t), f bh i (t) and l i (t) respectively, which can be understood as the scheduling priority vectors about RB i. The elements in e (t) and f ra (t) separately reflect the priorities of SUEs on access-only RBs and common RBs for access link transmission. The elements in l (t) and f bh (t) reflect SUEs' priorities on backhaul-only RBs and common RBs for backhual link transmission, respectively. Once certain users have been allocated sufficient RBs for access or backhaul link transmission, it doesn't make sense to allow them to still compete for the remaining RBs since there are no packets needed to be transmitted in their buffer queues and redundant allocated RBs will not increase the corresponding b ra u (t) and b bh u (t) to improve the objective function value of (33) but will only result in the waste of resources. Therefore, the scheduling priority matrixes need to be updated to exclude those users in the following resource allocation process. The details of the updating procedures of the scheduling priority matrices, mentioned in steps 8 and 9 of the QDRRJAA, are elaborated in Algorithm 2 where steps 5 -7, 10 -15 and 18 -19 are the updating procedures of scheduling priority. Once a SUE has been allocated enough RBs, its priority will be set to zero.
Furthermore, the execution process of the proposed algorithm is online, and the computational complexity of the QDRRJAA is O(|U s | · N ), where |U s | denotes the number of SUEs served by SeNB s. Hence, the computational complexity is not a challenge to eNBs and the QDRRJAA is applicable for practical application.
Algorithm 1 Queue-aware dynamic resource reuse and joint allocation algorithm (QDRRJAA) 1: At the beginning of each time slot t, observe the current queue state Q (t) and obtain the channel condition G (t). 2: Calculate four matrixes respectively, i.e., e (t) = e u,i (t) , f ra (t) = f ra u,i (t) , f bh (t) = f bh u,i (t) and l (t) = l u,i (t) . Each of them has Card (U s ) rows and N columns. 3: Resource scheduling matrixes and resource reuse indicator vectors initialization: w ra (t) = 0, w bh (t) = 0, α (t) = 0, η (t) = 0 and β (t) = 0. 4: i = 1. 5: while i ≤ N do 6: Select the users u α , u ra η , u bh η and u β using (38), (40), (41) and (43), respectively, and calculate max Util i (t) α i (t)=1 , max Util i (t) β i (t)=1 and max Util i (t) η i (t)=1 by (39), (42) and (44) separately.
7:
Compare max Util i (t) α i (t)=1 , max Util i (t) β i (t)=1 , max Util i (t) η i (t)=1 and 0 to obtain the max Util i (t).
8:
Based on the results above, update the resource reuse indicator vectors and resource scheduling matrixes α (t), η (t), β (t), w ra (t) and w bh (t).
9:
Once RB i is assigned, identify that if the user/users occupying RB i has/have already been allocated enough RBs for its access/backhual data transmission, and update matrixes e (t), f ra (t), f bh (t) and l (t).
10:
i + +;
11:
if e i (t) == 0&&f
break 13: end if 14 : end while 15: Ensure:w ra (t), w bh (t), α (t), η (t) and β (t)
V. PERFORMANCE ANALYSIS
In this section, we exploit the Lyapunov optimization technique to analyze the performance of our proposed QDRRJAA.
A. PRELIMINARY
Assume that the time averages of the number of occupied RBs, rate, and spectral efficiency converge. if SUE u α has enough access RBs then 6: e u α ,j (t) = 0, f ra u α ,j (t) = 0, ∀ j = i, ..., N
7:
end if 8: else if max Util i (t) == max Util i (t) η i (t)=1 then 9: w ra i,u ra
if SUE u ra η has enough access RBs then 11: e u ra η ,j (t) = 0, f ra u ra
end if 13: if SUE u bh η has enough backhaul RBs then 14: f bh
end if 16: else 17: w bh i,u β = 1 18: if SUE u β has enough backhaul RBs then 19 :
end if 21: end if
Under the assumptions (25) - (27) and (45) - (47), the equivalence of the following equations
is guaranteed by the Lebesgue dominated convergence theorem [17] , [18] . According to (48), there are
Observing a standard analysis method in the Lyapunov optimization theory, a predefined capacity region of the network is necessary. In this paper, the capacity region is defined as the set of all the average arrival rate vectors that can be stably supported by the network [12] . In other words, there must exist at least one resource reuse and joint allocation policy to stabilize the network under an arbitrary λ ∈ .
B. ANALYTICAL RESULTS
With the help of Lemma 1 and the above preliminary, we can quantify the performance of the proposed QDRRJAA as follows.
Theorem 2: Suppose that problem (19) is feasible and E {L (Q (0))} < ∞. If λ is strictly interior to the network VOLUME 6, 2018 capacity region , then the QDRRJAA with any V > 0 has the following properties.
a) The performance bound of spectral efficiency satisfies
b) The average queue lengthQ has the following performance bound
(52) Proof : Define an i.i.d algorithm as the one that can choose a resource reuse and joint allocation strategy α (t), η (t), β (t), w ra (t) and w bh (t) independently and probabilistically in a predefined policy space according to a certain distribution in all time slots t. For ease of understanding, we first review a basic result in the following lemma in the Lyapunov optimization technique. Its proof uses a standard result in the stochastic optimization theory [17] .
Lemma 2: Suppose that λ is strictly interior to the capacity region , and that there is a positive ε allowing λ+ε ∈ too. Moreover, (19) is feasible and the boundedness assumptions (25) - (27) hold. Then, for any δ > 0, there exists an i.i.d. algorithm α * (t), η * (t), β * (t), w ra * (t) and w bh * (t) that satisfies
where N * tot (t), R * tot (t), R ra u * (t) and R bh u * (t) are the resulting values under i.i.d. α * (t), η * (t), β * (t), w ra * (t) and w bh * (t). Since the QDRRJAA minimizes the right-hand side of (31), we have
where N * tot (t), R bh u * (t) and R ra u * (t) are the resulting values under any alternative (possibly i.i.d.) resource reuse and joint allocation policy α * (t), η * (t), β * (t), w ra * (t) and w bh * (t). Plugging (53) and (54) into (55) and taking a limit as δ → 0 yield Taking iterated expectation at both sides of (56) yields
Using telescoping sums over τ ∈ {0, 1, ..., t − 1} and exploiting the fact that Q u (t) 0, we get
The remaining proof for a) and b) is similar to that in [12] and we thus omit it for brevity. Remark 1: Equations (51) and (52) together show a tradeoff of [O (1/V ) , O (V )] between spectral efficiency and queue length (i.e., delay). That is, we can tune the spectral efficiency-delay performance via V , which will be further verified in the following by simulations.
VI. SIMULATION RESULTS AND DISCUSSIONS

A. SIMULATION SCENARIO AND PARAMETERS
Based on the parameters given in TABLE I, in this section, we take a basic dynamic wireless self-backhaul network where the MeNB is equipped with multiple antennas for backhual transmission with beamforming and the SeNB uses one omnidirectional antenna for access transmission as an example to evaluate the performance of the proposed QDRRJAA. We refer to [19] to calculate the transmission antenna gain from the MeNB. Reference [19] applies the Bulter method to form the beams with a linear array of K equally spaced identical isotropic antenna elements. All the MeNB antenna elements are equally spaced at distance d = 0.5λ, where λ is the propagation wavelength. The normalized array factor of any beam k, k ∈ {1, 2, ..., K }, with respect to an angle of departure (AoD) θ of signal is given by
The directivity of beam k, with regard to an AoD θ is simplified and given by
16 antenna elements are considered in this paper and the MeNB will select the beam with maximum antenna gain for backhaul transmission. With beam switching, each SeNB can only use one beam for its backhaul data transmission. Moreover, to avoid severe intra-beam interference, each beam can be used at most by one SeNB.
B. SIMULATION RESULT ANALYSES
In Fig. 2-8 , the self-interference cancellation coefficient ϑ is set to -110dB. In Fig. 2 , the resulting spectral efficiency is plotted against V . It is shown that ρ eff converges as V increases. Therefore, it inevitably converges to ρ opt eff and can arbitrarily approach ρ opt eff from (51). Besides, it is clear that the spectral efficiency increases to the optimal value at the speed of O (1/V ) as V increases for any given average traffic arrival rate λ. Meanwhile, the average queue backlogs (i.e., delay) grow linearly in O (V ), as shown in Fig. 3 . Fig. 2 and 3 together show that there is a tradeoff between spectral efficiency and delay, and it can be given by [O (1/V ) , O (V )], which verifies the theoretical results (51) and (52) in Theorem 2. Hence, the QDRRJAA provides an important method for the system to flexibly balance spectral efficiency and average delay by simply tuning control parameter V . Specifically, if the system prefers a better spectral efficiency, a larger V is required at the cost of the delay performance. Otherwise, a smaller V is desired for a smaller delay. In addition, it is noted that the spectral efficiency will increase with the increase of the average traffic arrival rate, as shown in Fig. 2 . It is due to that when the average arrival rate increases, to maintain the network stability, the number of the required RBs will be improved as well. Hence, a higher average traffic arrival rate in the capacity region can result in a relatively higher spectral efficiency.
According to the Little's Law, the average delay of SUE u can be expressed asQ u /λ u , thus, the average delay also increases linearly in O (V ) (see Fig. 4 ). Fig. 5 shows the convergence behavior of the average queue backlogs under the QDRRJAA. As shown in this figure, when V = 0.4, 0.8 and 1.2, the average queue backlogs converge to 18, 40 and 62, respectively. Thus, we can observe the good convergence performance and robustness to our proposed algorithm (QDRRJAA).
For benchmarking purposes, the proposed QDRRJAA is compared to the RTDD scheme in [2] , the HD selfbackhaul scheme (in the long-term) in [3] and the FD selfbackhaul scheme presented in [7] . In Fig. 6 , the comparison of RB occupancy rate among different self-backhaul schemes for self-backhaul SeNBs is depicted. It is shown that RB occupancy rate grows along with the increase of the average traffic arrival rate. When SeNBs adopt the HD self-backhaul strategy (in the long-term), more RBs will be required to achieve the expected spectral efficiency since we need to allocate orthogonal RBs for its backhaul and access link transmissions. And the RTDD scheme outperforms the HD self-backhaul strategy because it can effectively eliminate the self-interference and the inter-tier interference between backhaul and access links for SeNBs. If the FD selfbackhaul scheme is employed, the spectral efficiency could be affected by severe mutual interference. Therefore, the proposed queue-aware dynamic resource reuse and joint allocation algorithm achieves lower RB occupancy rate. Moreover, the larger V is, the more inclined the network is to improve the spectral efficiency. So RBs will be assigned only when the expected spectral efficiency is realized or the queue backlog is too heavy. Thus, RB occupancy rate will be lower. 7 describes the variation of the spectral efficiency with the average traffic arrival rate under different self-backhaul schemes for SeNBs. It can be seen from the figure that a large value of the average arrival rate λ u is beneficial for improving the spectral efficiency. This is because the larger the average arrival rate is, the more number of packets to be transmitted the user's queue will be in each time slot, and thus each RB can be used to transmit more bits of data. In addition, the proposed algorithm QDRRJAA is superior to the other three self-backhaul schemes. It is due to that when allocating each RB, the QDRRJAA will comprehensively take the current queue backlogs of all users, CSI as well as the mutual interference into consideration to make the best decision.
Similarly, Fig. 8 displays the variation of the delay with the average traffic arrival rate for different self-backhaul strategies. As shown in this figure, when the average arrival rate vector λ lies within the capacity region , i.e., λ ∈ , the delay will decrease as the average arrival rate λ u increases. This is because we can learn from Fig. 7 that the larger λ u is, the higher the spectral efficiency will be, and thus more packets could be transmitted on each single RB, so the growth rate of the user's packet backlogs is relatively low (see Fig. 3 ). According to the Little's Law mentioned before, it can be known that the delay is reduced.
In Fig. 9 , we study the effect of self-interference cancellation performance on RB occupancy rate under the QDR-RJAA. As shown in Fig. 9 , the RB occupancy rate gets lower with better self-interference cancellation performance. This is because a larger value of ϑ means more serious self-interference, which results in the increase of the number of the occupied RBs. What's more, it is observed that when the self-interference cancellation coefficient decreases from -95dB to -110dB, there are more common RBs gradually. It is due to that the smaller the self-interference is, the higher the spectral efficiency can be achieved using common RBs. Hence, to increase the overall spectral efficiency, more common RBs are necessary. However, when the selfinterference cancellation coefficient decreases from -110dB to -115dB, the percentage of common RBs decreases. This is because there are relatively more cases than ever before that allocating orthogonal RBs for access and backhaul link transmissions can achieve higher spectral efficiency than using common RBs, i.e., with good enough self-interference cancellation performance, less common RBs are needed for data transmission.
VII. CONCLUSION
Considering the self-interference and inter-tier interference between backhaul and access links in wireless self-backhaul small cell networks, in this paper, we have formulated a stochastic optimization problem to investigate the spectrumefficient resource reuse and joint allocation problem while keeping the network stable. Resorting to the fractional programming theory and the Lyapunov optimization technique, we have simplified the problem and proposed the QDRRJAA where no iteration is required to solve it. The theoretical analyses and simulation results have verified the capability of the QDRRJAA to flexibly balance the tradeoff between spectral efficiency and delay. Besides, our proposed algorithm can also reduce the number of the required RBs for packet transmission. He has authored or co-authored over 100 papers in journals and peer-reviewed conference proceedings, and has co-authored seven books. He holds 47 granted national patents.
