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LAGRANGIAN SUBMANIFOLDS AND MOMENT CONVEXITY
BERNHARD KRO¨TZ AND MICHAEL OTTO
Abstract. We consider a Hamiltonian torus action T×M →M on a compact
connected symplectic manifold M and its associated momentum map Φ. For
certain Lagrangian submanifolds Q ⊆ M we show that Φ(Q) is convex. The
submanifolds Q arise as the fixed point set of an involutive diffeomorphism
τ : M → M which satisfies several compatibility conditions with the torus
action, but which is in general not anti-symplectic. As an application we
complete a symplectic proof of Kostant’s nonlinear convexity theorem.
1. Introduction
In the context of Hamiltonian torus actions T ×M → M on a connected sym-
plectic manifold M one is interested in convexity properties of the image of the
associated momentum map Φ:M → t∗. This is because of its many applications to
classical eigenvalue problems and their Lie theoretic generalizations. In this paper
we will determine a class of Lagrangian submanifolds Q ⊆M for which Φ(Q) is con-
vex. Applications to a symplectic proof of Kostant’s non-linear convexity theorem
will be given.
Before we will describe our results in more detail, it is useful to summarize some
known convexity results for the momentum map Φ. We recall that the critical set
of Φ is the set Fix(M) of T -fixed points in M . Then the convexity theorem of
Atiyah-Guillemin-Sternberg [2,5] reads as follows.
Theorem 1.1. If M is compact, then Φ(M) is convex. More precisely, Φ(M) is
the convex polyhedron spanned by the finite set Φ(Fix(M)).
This theorem has been generalized by Duistermaat [4]. Assume that M carries
an anti-symplectic involution τ :M → M and write Q for the fixed point set of τ .
We require that Q is non-empty. Then Q is a Lagrangian submanifold of M , and
Duistermaat’s convexity theorem [4, Th. 2.5] says:
Theorem 1.2. If M is compact, and τ :M → M is an anti-symplectic involution
which satisfies Φ ◦ τ = Φ, then Φ(Q) = Φ(M). In particular Φ(Q) is convex.
Duistermaat’s Theorem was further generalized to the case where M is non-
compact and the momentum map proper [9, 14]. But even if Φ is not proper, there
are interesting classes of symplectic manifolds for which Φ(M) is still convex (cf.
[7, 10,14]).
In this paper we want to give another generalization of Theorem 1.2 which goes
in a different direction. It turns out that the assumption that the involution τ
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is anti-symplectic is too strong for certain applications. However, we will show
that under relaxed conditions on τ we can still derive the results of Duistermaat’s
theorem. In particular,
Theorem 3.1. Let M be a compact connected symplectic manifold with Hamilton-
ian torus action T ×M → M and momentum map Φ:M → t∗. In addition, let
τ :M →M be an involutive diffeomorphism with fixed point set Q such that
1. t ◦ τ = τ ◦ t−1 for all t ∈ T .
2. Φ ◦ τ = Φ.
3. Q is a Lagrangian submanifold of M .
Then Φ(Q) = Φ(M). In particular Φ(Q) is a convex subset of t∗. Moreover, the
same assertions hold if Q is replaced with any of its connected components.
As our main application of Theorem 3.1 we will complete the symplectic proof
of Kostant’s non-linear convexity theorem as given in [13].
Let us briefly recall Kostant’s result. Let G = NAK be an Iwasawa decomposi-
tion of a semisimple linear Lie group G. Write a˜:G→ A for the associated middle
projection. The Lie algebras of G,N,A and K shall be denoted by g, n, a and k.
Then Kostant’s Theorem [11] asserts
(1.1) (∀X ∈ a) log a˜(K exp(X)) = conv(W .X)
where conv(W .X) ⊆ a denotes the convex hull of the Weyl group orbit W .X .
Lu and Ratiu [13] were able to deduce Kostant’s result from the AGS-convexity
theorem for a complex group G.
IfG is not complex the situation is different. For those groups for whichm = zk(a)
is abelian one can show (1.1) using Duistermaat’s Theorem [13], since in these cases
the involution τ one encounters is indeed anti-symplectic [8].
If m is not abelian, τ still satisfies the assumptions 1.-3. in Theorem 3.1. There-
fore, Theorem 3.1 can be used to give a symplectic proof of Kostant’s theorem for
an arbitrary G.
It is our pleasure to thank Robert J. Stanton for his very useful advice on struc-
ture and presentation of the underlying paper. We would also like to thank the
referee for his careful work.
2. Local results
This section lays the foundation for the proof of the convexity theorem in Chapter
3. We will give local descriptions for the momentum map Φ and its restriction
Φ |Q in Subsection 2.2. In 2.1, we fix the notation and prove a lemma on the
characterization of anti-symplectic involutions on a symplectic vector space which
is needed in 2.2.
2.1. Background.
Let (M,ω) denote a connected symplectic manifold with dimM = 2n. Then
every smooth function f ∈ C∞(M) determines a Hamiltonian vector field Xf onM
which is defined by df = i(Xf )ω. From ω one obtains the usual Poisson structure
om M :
{·, ·}:C∞(M)× C∞(M)→ C∞(M), (f, g) 7→ {f, g} = ω(Xf ,Xg).
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Our next datum is a torus T which we require to act symplectically onM . Write
T ×M →M, (t,m) 7→ t.m
for this action.
Let t denote the Lie algebra of T . For X ∈ t let X˜ be the corresponding vector
field on M , i.e.,
X˜m =
d
dt
∣∣∣
t=0
exp(tX).m (m ∈M).
We will always assume that the action of T on M is Hamiltonian, that is there
exists a T -equivariant Lie algebra homomorphism
t→ (C∞(M), {·, ·}), X 7→ ΦX
such that
(2.1.1) i(X˜)ω = dΦX
holds for all X ∈ t. If t∗ denotes the dual of t, then the assignment
Φ:M → t∗; 〈Φ(m), X〉 = ΦX(m) (m ∈M,X ∈ t)
defines a smooth map, called the momentum map.
Let τ :M → M be an involutive diffeomorphism. We will denote by Q its fixed
point set, i.e.
Q = {m ∈M : τ(m) = m},
and require Q to be non-empty. Notice that Q is a closed submanifold of M . If in
addition τ is anti-symplectic, then Q is a Lagrangian submanifold of M .
Write Fix(M) for the set of T -fixed points in M . Equivalently Fix(M) is the
critical set of the momentum map Φ:M → t∗.
We will be interested in involutions τ satisfying the following conditions:
t ◦ τ = τ ◦ t−1 for all t ∈ T .(2.1.2)
Φ ◦ τ = Φ.(2.1.3)
Q is a Lagrangian submanifold of M .(2.1.4)
Some remarks on (2.1.2)-(2.1.4) are appropriate.
Remark 2.1.1. (a) Notice that we do not assume that the involution τ is anti-
symplectic; however we require the fixed point manifold Q to be Lagrangian.
(b) The conditions in Duistermaat’s Theorem are stronger than (2.1.2)-(2.1.4). In
fact, if τ is anti-symplectic, then (2.1.2) and (2.1.3) are equivalent.
Note that condition (2.1.2) is equivalent to
(2.1.2a) dτ(m)X˜m = −X˜τ(m) (m ∈M, X ∈ t).
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In particular we have
(2.1.5) dτ(m)X˜m = −X˜m (m ∈ Q, X ∈ t).
First we shall investigate conditions (2.1.2) and (2.1.4) in the linear case, i.e.
when (M,ω) is a symplectic vector space with linear torus action and linear invo-
lution τ .
Let (V,Ω) denote a finite dimensional symplectic vector space and τ :V → V a
linear involution. As τ◦τ = idV , the linear operator τ is semisimple with eigenvalues
+1 and −1. Accordingly we have an eigenspace decomposition V = V1 ⊕ V−1.
Next we endow (V,Ω) with a linear symplectic torus action T × V → V . Then
V decomposes into fixed and effective part
(2.1.6) V = Vfix ⊕ Veff ,
where
Vfix = {v ∈ V : (∀X ∈ t) X.v = 0}
= {v ∈ V : (∀t ∈ T ) t.v = v} ,
and
Veff = t.V.
Notice that Ω is non-degenerate when restricted to Vfix or Veff. Hence both Vfix and
Veff become symplectic subspaces of V .
The following lemma might be known to many; different versions of it are fre-
quently encountered in the literature. Nevertheless we wish to provide its simple
proof. Note that the first three statements do not rely on the existence of the torus
action at all.
Lemma 2.1.2. Let (V,Ω) be a symplectic vector space and τ :V → V be a lin-
ear involution with eigenspace decomposition V = V1 ⊕ V−1. Then the following
statements are equivalent:
1. τ is anti-symplectic.
2. V1 and V−1 are Lagrangian.
3. V1 is Lagrangian and there exists a symplectic isomorphism ϕ : V → V with
ϕ(V1) = V−1 and ϕ(V−1) = V1.
4. V1 is Lagrangian and there exists a linear symplectic torus action T ×V → V
with the following properties:
(5) t ◦ τ = τ ◦ t−1 ∀ t ∈ T.
(6) Vfix = {0}.
Proof. For v ∈ V let v1 ∈ V1, v−1 ∈ V−1be such that v = v1 + v−1.
1. =⇒ 2.: Assume that τ is anti-symplectic. Then
Ω(v1, w1) = Ω (τ(v1), τ(w1)) = −Ω(v1, w1),
and similarly,
Ω(v−1, w−1) = Ω (−τ(v−1),−τ(w−1)) = −Ω(v−1, w−1).
This implies that V1 and V−1 are isotropic. As V = V1 ⊕ V−1, it follows that both
V1 and V−1 are maximally isotropic, i.e. Lagrangian subspaces of V .
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2. =⇒ 1.: Assume that V1 and V−1 are Lagrangian. We compute
Ω(v1 + v−1, w1 + w−1) = Ω(v1, w1) + Ω(v−1, w1) + Ω(v1, w−1) + Ω(v−1, w−1)
= Ω(v−1, w1) + Ω(v1, w−1),
and
Ω(τ(v1 + v−1), τ(w1 + w−1)) = Ω(v1 − v−1, w1 − w−1)
= Ω(v1, w1)− Ω(v−1, w1)− Ω(v1, w−1) + Ω(v−1, w−1)
= −Ω(v1 + v−1, w1 + w−1).
Hence, τ is anti-symplectic.
2. =⇒ 3.: As Lagrangian subspaces both V1 and V−1 have dimension n = 12 dimV .
Let {e1, . . . en} be a basis of V1. As Ω is non-degenerate, assumption (2) implies
that there is a basis {f1, . . . fn} of V−1 such that Ω(ei, fj) = δij for all 1 ≤ i, j ≤ n.
Define ϕ by
ϕ(ei) = fi, ϕ(fi) = −ei ∀ i.
Then for all 1 ≤ i, j ≤ n
Ω(ei, fj) = δij = Ω(ej , fi) = −Ω(fi, ej) = Ω(ϕ(ei), ϕ(fj)),
completing the proof of 1. =⇒ 3.
3. =⇒ 2.: It suffices to show that V−1 is isotropic. But this follows from the fact
that ϕ is surjective and that for v, w ∈ V1,
Ω(ϕ(v), ϕ(w)) = Ω(v, w) = 0.
3. =⇒ 4.: For t = Rϕ, the corresponding torus action by T = exp t clearly has the
desired properties.
4. =⇒ 2.: We have to show that V−1 is Lagrangian. Let T × V → V be a torus
action which satisfies (5) and (6). We notice that (5) is equivalent to its infinitesimal
version
(2.1.7) τ ◦X = −X ◦ τ (X ∈ t) .
Let X ∈ t. Then it is immediate from (2.1.7) that
(2.1.8) X(V1) ⊆ V−1 and X(V−1) ⊆ V1 .
It follows from (6) that there is an element Y ∈ t such that Y :V → V is invertible.
Hence (2.1.8) implies that
(2.1.9) Y (V1) = V−1 and Y (V−1) = V1 .
Let v−1, w−1 ∈ V−1. By (2.1.9) we find v1, w1 ∈ V1 such that Y.v1 = v−1 and
Y.w1 = w−1. As V1 is Lagrangian, Y
2(V1) = V1 (by (2.1.9)) and Ω is T -invariant,
it now follows that
Ω(v−1, w−1) = Ω(Y.v1, Y.w1) = −Ω(Y 2.v1, w1) = 0 .
Hence V−1 is Lagrangian. 
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2.2. Local normal forms.
Throughout this subsection we will assume that (M,ω) is a connected symplectic
manifold endowed with a Hamiltonian torus action with momentum map Φ. Also,
we have an involution τ which satisfies (2.1.2) - (2.1.4) and whose fixed point set we
denote by Q. Our objective is to provide a local normal form for Φ |Q near a point
m ∈ Q. To that end we first recall a method of finding suitable local descriptions
for ω and Φ in the neighborhood of a generic point m ∈ M . We then consider
points m ∈ Q and obtain a refined form of Φ |Q which is adapted to the involution
τ . We start with a simple observation (cf. [4, Lemma 2.1]):
Lemma 2.2.1. Let m ∈ Q and X ∈ t. Then d(ΦX |Q)(m) = 0 implies dΦX(m) =
0. In particular, m is fixed under the action of the one parameter subgroup
exp(RX).
Proof. Write E = TmM for the tangent space at m. Let E = E1 ⊕ E−1 be the de-
composition of E into ±1-eigenspaces of the involution dτ(m). Notice that TmQ =
E1. In order to show that dΦX(m) = 0 it hence suffices to prove dΦX(m)(v) = 0
for all v ∈ E−1.
Let v ∈ E−1. Then it follows from (2.1.3) that
dΦX(m)(v) = −dΦX(m)(dτ(m)v) = −d(ΦX ◦ τ)(m)(v) = −dΦX(m)(v),
and so dΦX(m)(v) = 0. The last assertion in the Lemma follows from (2.1.1). This
concludes the proof of the lemma. 
For m ∈M we write Tm for the stabilizer of T in m, i.e.
Tm = {t ∈ T : t.m = m}.
The Lie algebra tm of Tm is then given by
tm = {X ∈ t: X˜m = 0}.
If in addition m ∈ Q, then it follows from Lemma 2.2.1 that we can equally char-
acterize tm by
(2.2.1) tm = {X ∈ t: d(ΦX |Q)(m) = 0}.
Fix now m ∈ M . Next we provide local normal forms for ω and Φ near m.
We will recall the procedure of momentum reconstruction (cf. [6, Ch. 41]): The
momentum map near m is uniquely characterized by Φ(m), the stabilizer Tm and
the linear representation of Tm on the tangent space TmM . This is even true for
a general compact Lie group T and in case of a torus was further exploited in [9,
Sect. 2].
Notice that Tm(T.m) is an isotropic subspace of TmM . Thus ωm induces on the
quotient
V = Tm(T.m)⊥/Tm(T.m)
a symplectic form Ω. We write Sp(V,Ω) for the corresponding symplectic group.
Notice that the isotropy subgroup Tm acts on TmM symplectically. Clearly this
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action leaves Tm(T.m) and hence Tm(T.m)⊥ invariant, thus giving rise to a repre-
sentation on V , say
π:Tm → Sp(V,Ω).
Write (Tm)0 for the connected component of Tm containing 1. Notice that
(Tm)0 < T is a subtorus and so we can find a torus complement Sm to (Tm)0 in T ,
i.e.
T = Sm × (Tm)0.
We denote the Lie algebra of Sm by sm. Then t = tm⊕ sm and we have a canonical
identification t∗ = s∗m × t∗m. Denote by T ∗Sm the cotangent bundle of Sm with
its canonical symplectic structure. In the sequel we use the identification T ∗Sm =
s∗m × Sm. Hence T ∗Sm × V carries a natural symplectic structure. Further T =
Sm × (Tm)0 acts symplectically on T ∗Sm × V via
(2.2.2) (s, t).(β, s′v): = (β, ss′, π(t)v)
for s, s′ ∈ Sm, t ∈ (Tm)0, β ∈ s∗m and v ∈ V . It follows from [9, Lemma 2.1] that
there is a symplectic diffeomorphism
ρ: T ∗Sm × V ⊇ U → U ⊆M
from an open neighborhood U of (0,1, 0) ∈ T ∗Sm × V to an open neighborhood U
of m such that ρ is locally T -equivariant and satisfies ρ(0,1, 0) = m.
In the following we will identify U with U ⊆ T ∗Sm×V via our symplectic, locally
T -equivariant chart ρ:U → U . Write V = Vfix ⊕ Veff for the decomposition of V in
effective and fixed part for the linear action of Tm on V (cf. (2.1.6)). Furthermore
we have the tm-weight space decomposition V = ⊕λ∈ΛVλ. We decompose elements
v ∈ V as v =∑λ∈Λ vλ with vλ ∈ Vλ. Recall that there is a Tm-invariant complex
structure J on Veff such that 〈v, w〉 = Ω(v, Jw) defines a positive definite scalar
product on Veff. Then it follows from [9, Lemma 2.2] that the local normal form of
Φ near a generic point m ∈M is given on U by
(2.2.3) Φ:U → t∗ = s∗m × t∗m, (β, s, v) 7→ Φ(0,1, 0) +
(
β,
1
2
∑
λ∈Λ
λ 6=0
‖vλ‖2λ
)
.
Assume now that m ∈ Q. So far we have not adressed the question of the nature
of Q and τ within our new coordinates in T ∗Sm×V . In case τ is anti-symplectic on
M , there is a beautiful answer, namely τ(β, s, v) = (β, s−1, τV (v)). However, with
our restricted assumption (2.1.2) - (2.1.4) we cannot hope for such a nice form.
Near (0,1, 0) the shape of Q is essentially determined by the linear involution
σ: = dτ(0,1, 0) on E = T(0,1,0)U ≃ TmM .
We will use the natural identification E = s∗m×sm×V . DefineW = s∗m×sm×Vfix.
Then it follows from (2.2.2) that E =W ⊕Veff is the decomposition of E into fixed
and effective part of the isotropy action of Tm on E ≃ TmM . Then (2.1.2) implies
that the involution σ leaves the decomposition E =W ⊕ Veff invariant. Hence
(2.2.4) σ =
(
σ |W 0
0 σ |Veff
)
.
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Accordingly we have a splitting
T(0,1,0)Q =
(T(0,1,0)Q ∩W )⊕ (T(0,1,0)Q ∩ Veff) .
Next we will analyze the pieces σ |W and σ |Veff . We start with σ |Veff . Notice that
it follows from (2.1.2) that
(2.2.5) π(t) ◦ σ |Veff = σ |Veff ◦ π(t−1) (t ∈ Tm).
Thus we can apply Lemma 2.1.2 (to V = Veff, τ = σ |Veff and V1 = T(0,1,0)Q ∩ Veff)
and conclude:
(2.2.6) σ |Veff is anti-symplectic.
For the scalar product 〈·, ·〉 on Veff this means that we may assume in addition that
it is invariant under σ |Veff .
Write Veff = Veff,1⊕Veff,−1 for the decomposition of V into eigenspaces of dσ |Veff .
Thus
(2.2.7) dσ |Veff =
(
idVeff,1 0
0 − idVeff,−1
)
.
Notice that Veff,1 = T(0,1,0)Q ∩ Veff.
Next we turn our attention to σ |W . From (2.1.5) and the concrete formula
(2.2.2) for the Sm-action it follows that
(2.2.8) σ |W =

 ∗ 0 ∗∗ − idsm ∗
∗ 0 ∗


with respect to a basis ofW compatible withW = s∗m×sm×Vfix. A consequence of
(2.1.3) is dΦ(0,1, 0)◦σ = dΦ(0,1, 0). From (2.2.4) it hence follows that dΦ(0,1, 0) |
W ◦σW = dΦ(0,1, 0) |W . As dΦ(0,1, 0) |W is the projectionW → s∗m along sm×Vfix,
the pattern (2.2.8) further simplifies to
(2.2.9) σ |W =

 ids∗m 0 0∗ − idsm ∗
∗ 0 D


for some linear operator D:Vfix → Vfix. As σ |W ◦ σ |W = idW we derive from
(2.2.9) that D2 = idVfix . Accordingly we obtain an eigenspace decomposition Vfix =
Vfix,1 ⊕ Vfix,−1 for D. With respect to the refined decomposition W = s∗m × sm ×
Vfix,1 × Vfix,−1 we then have
σ |W =


ids∗m 0 0 0
A − idsm B1 B2
C1 0 idVfix,1 0
C2 0 0 − idVfix,−1

 .
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Employing again σ |W ◦ σ |W = idW we obtain that B2 = 0 and C1 = 0. Thus
(2.2.10) σ |W =


ids∗m 0 0 0
A − idsm B 0
0 0 idVfix,1 0
C 0 0 − idVfix,−1


for linear operators A: s∗
m
→ sm, B:Vfix,1 → sm and C: s∗m → Vfix,−1. Combining
(2.2.4) and (2.2.10) we then obtain
(2.2.11) σ =


ids∗m 0 0 0
A − idsm B 0
0 0 idVfix,1 0
C 0 0 − idVfix,−1
idVeff,1 0
0 − idVeff,−1


with respect to a basis of E compatible with E = s∗m×sm×Vfix,1×Vfix,−1×Veff,1×
Veff,−1.
With the help of (2.2.11) we can now determine the tangent space T(0,1,0)Q ⊆ E.
Notice that
T(0,1,0)Q = {v ∈ E:σ(v) = v}
so that (2.2.11) implies that
(2.2.12) T(0,1,0)Q =




x
1
2 (Ax+By)
y
1
2Cx
z
0

 :x ∈ s
∗
m, y ∈ Vfix,1, z ∈ Veff,1


.
Write pr:E → s∗m × Vfix,1 × Veff,1 for the projection along sm × Vfix,−1 × Veff,−1.
Then (2.2.12) implies that pr | T(0,1,0)Q: T(0,1,0) → s∗m × Vfix,1 × Veff,1 is a linear
isomorphism. This in turn allows us to apply the implicit function theorem: there
exist an open neigborhood U1 of 0 in s
∗
m × Vfix,1 × Veff,1, an open neigborhood U2
of (1, 0, 0) in Sm × Vfix,−1 × Veff,−1 and a differentiable map
ψ = (ψS , ψfix, ψeff):U1 → U2
such that ψ(0, 0, 0) = (1, 0, 0) and
(2.2.13) Q ∩ (U1 × U2) =




x
ψS(x, y, z)
y
ψfix(x, y, z)
z
ψeff(x, y, z))

 ∈ T
∗Sm × V : (x, y, z) ∈ U1


.
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One can say a little bit more about the map ψ when we notice that T(0,1,0)Q can
equally be expressed as
(2.2.14) T(0,1,0)Q =




u
dψS(0)(u, v, w)
v
dψfix(0)(u, v, w)
w
dψeff(0)(u, v, w)

 ∈ E:u ∈ s
∗
m, v ∈ Vfix,1, w ∈ Veff,1


.
Comparing (2.2.12) with (2.2.14) yields
(2.2.15) dψeff(0) = 0.
We are now ready to summarize the discussion of this subsection. In more
compact notation we have proved the following:
Theorem 2.2.2. (Local normal forms for Φ and Φ |Q) Let (M,ω) be a connected
symplectic manifold endowed with a Hamiltonian torus action and an involution
τ :M → M which satisfy (2.1.2) - (2.1.4). Let m ∈ Q. Write k = dim sm =
dim t/tm and identify t
∗ ≃ Rk× t∗m. Then there exist an open neighborhood U of m
and symplectic coordinates x,y,q,p = x1, . . . , xk, y1, . . . , yk, q1, . . . , qN , p1, . . . , pN
with x(m) = y(m) = q(m) = p(m) = 0 such that:
1. On U the momentum map Φ:M → t∗ ≃ Rk × t∗m is given by
Φ = Φ(m) +
(
x,
1
2
l∑
j=1
λj(q
2
j + p
2
j)
)
where l ≤ N and λ1, . . . , λl ∈ t∗\{0}.
2. The restriction (x,q):Q ∩ U → Rn of (x,q) to Q ∩ U is a diffeomorphism
onto an open ball Bnr (0) of radius r > 0 in R
n. Furthermore
Φ |Q = Φ(m) +
(
x,
1
2
l∑
j=1
λj(q
2
j + ψj(x,q)
2)
)
,
where ψ = (ψ1, . . . , ψl):B
n
r (0) → Rl is a differentiable map with ψ(0) = 0
and dψ(0) = 0.
Proof. To explain the notation in the theorem: (x,y) are symplectic coordinates for
T ∗Sm = s∗m×Sm with x corresponding to s∗m and y to Sm; next (q,p) are symplec-
tic coordinates for V compatible with the weight space decomposition V =
⊕
λ Vλ
and moreover q1, . . . , ql corresponding to Veff,1 and ql+1, . . . , qN corresponding to
Vfix,1 (and similar for p).
The expression for Φ in 1. then follows from (2.2.3) and (2.2.6) which implied
that the inner product on Veff could be chosen σ |Veff -invariant. Finally, the asser-
tion in 2. follows from 1. and (2.2.13) combined with (2.2.15). Here the map ψ
corresponds to ψeff above. 
LAGRANGIANS AND MOMENT CONVEXITY 11
3. The convexity theorem
The objective of this subsection is to prove
Theorem 3.1. Let M be a compact connected symplectic manifold with Hamil-
tonian torus action T × M → M and momentum map Φ:M → t∗. Further let
τ :M →M be an involutive diffeomorphism with fixed point set Q such that
1. t ◦ τ = τ ◦ t−1 for all t ∈ T .
2. Φ ◦ τ = Φ.
3. Q is a Lagrangian submanifold of M .
Then Φ(Q) = Φ(M). In particular Φ(Q) is a convex subset of t∗. Moreover, the
same assertions hold if Q is replaced with any of its connected components.
Our arguments follow the approach of Duistermaat (cf. [4, Sect. 2]). However,
they have to be adapted to the more general case where τ is not necessarily anti-
symplectic.
From now on we will assume that M is compact. In particular, Q is a compact
submanifold ofM . Furthermore, we will require that T acts freely, i.e.,
⋂
m∈M Tm =
{1}. But notice that this is not a severe restriction as we can always replace T with
T/
⋂
m∈M Tm.
The key result toward convexity of Φ(Q) is the following central fact which
generalizes [6, Lemma 32.1] and [4, Lemma 2.4].
Proposition 3.2. Let X ∈ t. Then the function ΦX |Q has a unique local maximal
value.
Proof. Fix X ∈ t and let m ∈ Q be a critical point of ΦX |Q. By Lemma 2.2.1 we
know that m is fixed by exp(RX). Thus replacing T by exp(RX) we may assume
that d(Φ |Q)(m) = 0. In particular we obtain from Theorem 2.2.2 with sm = {0}
that
(3.1) ΦX = ΦX(m) +
1
2
l∑
j=1
λj(X)(q
2
j + p
2
j)
and
(3.2) ΦX |Q = ΦX(m) + 1
2
l∑
j=1
λj(X)(q
2
j + ψj(q)
2)
hold in a neighborhood of U of m.
Claim: m is a local maximum for Φ |Q iff λj(X) ≤ 0 for all 1 ≤ j ≤ l.
In view of (3.1) this is clear if all λj(X) ≤ 0. To obtain the other direction
assume that λj(X) > 0 for some j. W.l.o.g. we may assume that λ1(X) > 0. For
each j we then have
ψj(q1, 0, . . . , 0) = q
2
1hj(q1)
for a continuous function hj. This is because of ψj(0) = dψj(0) = 0 for all 1 ≤ j ≤ l
(see Theorem 2.2.2 (2)). Thus for small and non-zero q1 we obtain from (3.2)
ΦX |Q(q1, 0, . . . , 0) = ΦX(m) + 1
2
(
λ1(X)q
2
1(1 + q
2
1h1(q1)
2)
+ q41
l∑
j=2
λj(X)hj(q1)
2
)
≤ ΦX(m).
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Dividing by 12q
2
1 implies that
λ1(X)(1 + q
2
1h1(q1)
2) + q21
l∑
j=2
λj(X)hj(q1)
2 ≤ 0
for q1 small and non zero. This clearly contradicts λ1(X) > 0 and proves our claim.
It follows from our claim and (3.1) and (3.2) thatm is a local maximum for ΦX |Q
if and only if m is a local maximum for ΦX . As M is compact, Morse theoretic
arguments imply that the set of points of M where ΦX attains a local maximum is
connected (see the proof of [6, Cor. 32.1] or [4, Lemma 2.4]). This completes the
proof of the proposition. 
Lemma 3.3. If m ∈ Q is such that ξ = Φ(m) is a boundary point of Φ(Q), then
tm 6= {0}.
Proof. If tm = {0}, then (2.2.1) implies that d(Φ |Q)(m) is surjective, contradicting
the fact that ξ is a boundary point. 
Let R+ =]0,∞[ and R+0 = [0,∞[ and define a closed convex cone in t∗m by
Γm = {
l∑
j=1
sjλj : s = (s1, . . . , sl) ∈ (R+0 )l}.
Lemma 3.4. If Γm = t
∗
m, then imΦ |Q contains an open neighborhood of Φ(m) in
t∗m.
Proof. Since Γm = t
∗
m, there exists a vector
(3.3) v = (0; v1, . . . , vl) ∈ Rk × (R+)l such that
n∑
j=1
vjλj = 0 ∈ t∗m.
Then for any neighborhood U of v ∈ Rk × (R+)l the set
{(u1, . . . uk, uk+1λ1 + · · ·+ unλl) : (u1, . . . , un) ∈ U}
contains an open neighborhood of 0 in t∗.
Recall the map ψ : Bnr (0)→ Rl from Theorem 2.2.2(2). We define
(3.4)
Ψ:Bnr (0)→ Rk × (R+0 )l, (x,q) 7→ (x,
1
2
(q21 + ψ1(x,q)
2), . . . ,
1
2
(q2l + ψl(x,q)
2)).
According to Theorem 2.2.2(2) it is sufficient to show that imΨ contains a point v
as in (3.3) as inner point. Fix v satisfying (3.3). The theorem will be proved if we
can show that imΨ contains sv as an inner point for some s > 0. In the following
we will verify this claim. We may assume that ‖v ‖ = 1.
The properties ψ(0) = 0, dψ(0) = 0 from Theorem 2.2.2(2) are crucial. Together
with Taylor’s formula they imply that we can find a constant K > 0 such that for
all 1 ≤ j ≤ l,
(3.5) |ψj(x,q)| ≤ K‖(x,q)‖2,
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for every (x,q) ∈ Rk × (R+)l sufficiently close to (0, 0).
There is another constant C > 0 such that the ball BnsC(sv) lies entirely in
Rk × (R+)l for all s > 0. We notice that every point in BnsC(sv) can be written as
(x1, . . . , xk,
1
2q
2
1 , . . . ,
1
2q
2
l ) with unique x1, . . . , xk ∈ R, q1, . . . , ql ∈ R+. From now
on let 0 < s ≤ 1. Observe that the condition
(x1, . . . , xk,
1
2
q21 , . . . ,
1
2
q2l ) ∈ BnsC(sv)
puts restrictions on the vector (x1, . . . , xk, q1, . . . , ql): there is a constant C˜ > 0
(independent of the vector) such that
‖(x1, . . . , xk, q1, . . . , ql)‖ ≤
√
sC˜.
In particular, (3.5) implies that for some K˜ > 0,
(3.6) ‖(0, . . . , 0, 1
2
ψ1(x,q)
2, . . . ,
1
2
ψl(x,q)
2‖ ≤ K˜s2
for all (x,q) = (x1, . . . , xk, q1, . . . , ql) with (x1, . . . , xk,
1
2q
2
1 , . . . ,
1
2q
2
l ) ∈ BnsC(sv).
Choose 0 < s0 ≤ 1 small enough such that K˜s20 < s0C holds. Set ǫ = s0C. We
are now in a position to apply Brouwer’s fixed point theorem: consider the mapping
Ξ:Bnǫ (0)→ Bnǫ (0),
(x1, . . . , xk,
1
2
q21 , . . . ,
1
2
q2l )− s0 v 7→ −(0, . . . , 0,
1
2
ψ1(x,q)
2, . . . ,
1
2
ψl(x,q)
2).
If (x, 12q
2
1 , . . . ,
1
2q
2
l )− s0 v is a fixed point of Ξ, then
Ψ(x,q) = (x,
1
2
(q21 + ψ1(x,q)
2), . . . ,
1
2
(q2l + ψl(x,q)
2)) = s0 v .
We want to show that s0 v is an inner point of imΨ. Notice that by choosing s0
small enough we can assume that the point (x,q) with Ψ(x,q) = s0 v is arbitrarily
close to (0, 0). The mapping Ψ is submersive at most points close enough to the
origin as a look at its derivative shows:
dΨ(x,q) =


idk
q1
. . .
ql


+
(
0 0
(ψi(x,q)
∂ψi
∂xj
(x,q))i,j (ψi(x,q)
∂ψi
∂qj
(x,q))i,j
)
Relation (3.5) implies that for (x,q) approaching (0, 0) the entries in the second
summand become arbitrarily small compared to those in the first summand. Since
the q under consideration satisfy q1, . . . , ql > 0, we conclude that
det(Ψ(x,q)) > 0 for (x,q) close enough to (0, 0).
This finishes the proof. 
If C is a closed convex cone in an Euclidean vector space E, then its dual cone
in E∗ is defined by
C⋆ = {λ ∈ E∗:λ |C ≥ 0}.
Recall that C⋆ is a closed convex cone in E∗. One has (C⋆)⋆ = C, and in particular
C⋆ = {0} if and only if C = E.
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Lemma 3.5. Let ξ ∈ Φ(Q) be a boundary point and m ∈ Q such that Φ(m) = ξ.
Then the following assertions hold:
1. Γm 6= t∗m. In particular {0} 6= Γ⋆m ⊆ tm.
2. For all 0 6= X ∈ −Γ⋆m ⊆ tm, one has ΦX |Q ≤ ΦX(m) = 〈ξ,X〉. In particular
imΦ is contained in the half space {λ ∈ t∗: (ξ − λ)(X) ≥ 0}.
3. ξ is a boundary point of Φ(M).
Proof. 1. Suppose that Γm = t
∗
m. Then Lemma 3.4 implies that imΦ contains a
neighborhood of ξ. But this contradicts the fact that ξ is a boundary point.
2. According to 1. we have Γ⋆m 6= {0}. Let 0 6= X ∈ −Γ⋆m. Then (3.2) implies
that ΦX(m
′) ≤ ΦX(m) = ξ(X) for all m′ in a small neighborhood of m in Q.
Thus ΦX(m) is a local maximal value of ΦX |Q. Hence Proposition 3.2 implies that
ΦX |Q ≤ ΦX(m). This completes the proof of 2.
3. A slight modification (refer to (3.1) instead of (3.2)) of the argument just given
shows that there is a 0 6= X ∈ −Γ⋆m such that
ΦX(m
′) ≤ ΦX(m) = 〈ξ,X〉 for all m′ in a neighborhood of m in M .
The function ΦX on M has a unique local maximal value (see [4, Lemma 2.4]).
Therefore, Φ(M) must lie entirely in the halfspace {λ ∈ t∗: (ξ − λ)(X) ≥ 0},
implying that ξ is a boundary point of Φ(M). 
Let us define regular elements in Q by
Qreg = {m ∈ Q: dΦ |Q(m) is surjective}.
Lemma 3.6. The following assertions hold:
1. Qreg is open and dense in Q.
2. The interior intΦ(Q) is dense in Φ(Q).
Proof. 1. It is clear that Qreg is open. Let us show that Qreg is dense. For that fix
m ∈ Q\Qreg. Then dΦ |Q(m) is not onto and hence tm 6= {0} by (2.2.1). In the
(x,q)-coordinates near m we have
ΦQ(x,q) = Φ(m) +
(
x,
1
2
l∑
j=1
(q2j + ψj(x,q)
2)λj
)
(cf. Theorem 2.2.2(2)). As we assume that
⋂
m∈M Tm = {1} it follows that
λ1, . . . , λl linearly span t
∗
m. Recall the definition of the map Ψ from (3.4). As
was shown at the end of the proof of Lemma 3.4 we can find elements (0,q) arbi-
trarily close to m = (0, 0) such that dΨ |Q(0,q) is invertible. This in turns implies
that dΦ |Q(0,q) is surjective and completes the proof of 1.
2. This is immediate from 1. 
Proof of Theorem 3.1. We first show that Φ(Q) is convex. For that notice
that Φ(Q) is a compact subset of t∗ with open and dense interior (Lemma 3.6(2)).
By [12, Satz 3.3] Φ(Q) will be convex if each boundary point lies on a half space
containing Φ(Q). In view of Lemma 3.5(2) this is satisfied and so Φ(Q) is convex.
Next we show that Φ(Q) = Φ(M). Assume that some extremal point η of Φ(M)
does not lie in Φ(Q). From Lemma 3.6 we know there is a point ζ in intΦ(Q). On
the line segment connecting η and ζ there must be a boundary point β of Φ(Q).
Since Φ(M) is a convex polyhedron (and since η 6∈ Φ(Q)), we see that β must be
contained in intΦ(M). This contradicts Lemma 3.5(3). 
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4. Application to Kostant’s Theorem
In this section we will use Theorem 3.1 to give a symplectic proof of Kostant’s
non-linear convexity theorem. We start with the introduction of the necessary
notation and the statement of Kostant’s result.
4.1 Notation.
Let G denote a connected semisimple Lie group. Universal complexifications of
Lie groups will denoted by a subscript C, i.e. GC is the universal complexification
of G etc. For what follows it is no loss of generality when we assume that G ⊆ GC
and that GC is simply connected.
Write g for the Lie algebra of G. Complexifications of Lie algebras shall be
denoted by the subsript C, i.e. gC is the complexification of g etc.
Let g = k + p be a Cartan decomposition of g with k a maximal compact sub-
algebra. Fix a maximal abelian subspace a ⊆ p and denote by Σ = Σ(g, a) the
corresponding restricted root system in a∗, the dual of a. For each α ∈ Σ let
gα = {Y ∈ g: (∀H ∈ a) [H,Y ] = α(H)} the associated root space. With m = zk(a)
one then has the root space decomposition
g = a+m+
⊕
α∈Σ
gα.
Select a positive system Σ+ ⊆ Σ and define the nilpotent subalgebra n =⊕α∈Σ+ gα.
On the group level we denote by A,K and N the analytic subgroups of G with
Lie algebras a, k and n. Then there is the Iwasawa decomposition of G which states
that the multiplication mapping
N ×A×K → G, (n, a, k) 7→ nak
is an analytic diffeomorphism. For g ∈ G let us denote by a˜(g) the A-component
of g in the Iwasawa decomposition.
Set M = ZK(a) and note that the Lie algebra of M is m. The Weyl group of Σ
can then be defined by W = NK(a)/M .
We are ready to state Kostant’s theorem [11]:
Theorem 4.1.1. Let Y ∈ a. Then
log a˜(K exp(Y )) = conv(W .Y )
where conv(·) denotes the convex hull of (·). 
4.2 Symplectic methods for the complex case.
In case G is complex a symplectic proof of Theorem 4.1.1 was given by Lu and
Ratiu [13]. The objective of this section is to briefly recall their method.
Let us assume that G is complex, i.e. g is a complex Lie algebra. Then the
Cartan decomposition of g is given by g = k + ik, i.e. p = ik. Furthermore a = it
with t a maximal toral subalgebra in k. Set T = exp(t).
Define a solvable subalgebra of g by b = a + n (despite the notation this is not
a Borel subalgebra of g). Write B = AN for the corresponding group and notice
that B is invariant under conjugation by the torus T .
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Let us denote by κ the Cartan-Killing form of the complex Lie algebra g and
define a symmetric R-valued bilinear form on g by
B: g× g→ R, B(X,Y ) = ℑκ(X,Y ).
Notice that B is invariant and non-degenerate. The important fact is that both
b and k are isotropic for B; in other words (g, b, k) becomes a Manin-triple [3].
Likewise (G,B,K) is a Manin-triple. Recall that this implies that B ≃ G/K carries
a natural structure of a Poisson Lie group [3]. In order to describe the symplectic
leaves write b˜(g) for the B-part of g ∈ G in the decomposition G = B ·K. Then
the symplectic leaves in B are given by Ma = b˜(Ka) for a ∈ A. As manifolds
Ma ≃ K/Ka with Ka = ZK(a). Notice that K does not act symplectically on Ma;
however T does and the T -action is Hamiltonian. It was established in [13] that
the corresponding momentum map is the non-linear Iwasawa projection:
(4.2.1) Φ:Ma → a ≃ t∗, b˜(ka) 7→ log a˜(ka).
Standard structure theory implies that Fix(Ma) = W .a. Thus (4.2.1) combined
with the Atiyah-Guillemin-Sternberg convexity theorem gives a symplectic proof of
Theorem 4.1.1 in the case of G complex [13].
For later reference we give an explicit formula for the symplectic form on a leaf
Ma = b˜(Ka). For X ∈ k let us denote by X˜ the corresponding vector field on Ma,
i.e.
X˜b =
d
dt
∣∣∣
t=0
b˜(exp(tX)b) (b ∈Ma).
Then the symplectic form ω of Ma is given by
(4.2.2) ωb(X˜b, Y˜b) = B(prk(Ad(b)
−1X),Ad(b)−1Y ) (b ∈Ma; X,Y ∈ k)
where prk: g→ k is the projection along b. This is immediate from [3, (11.1.2)].
4.3 Symplectic methods for the real case.
Define a maximal compact subalgebra u in gC by u = k + ip and let U be the
corresponding maximal compact subgroup of GC. Notice that gC = u + iu is a
Cartan decomposition of gC. If t1 denotes a maximal torus in m = zk(a), then
a1 = a + it1 defines a maximal abelian subspace of iu. Write Σ1 = Σ1(gC, a1) for
the corresponding root system. Fix a positive system Σ+1 of Σ1. Without loss of
generality we may assume that Σ+1 and Σ
+ are compatible, i.e. Σ+1 |a ⊆ Σ+ ∪ {0}.
Write n1 =
⊕
α∈Σ+1
gα
C
for the nilpotent subalgebra of gC associated to Σ
+
1 . Likewise
we denote by N1 the corresponding subgroup of GC. Notice that NC ⊆ N1 but
generallyNC ( N1 unless m = t1 is abelian. Clearly we have A ⊆ A1 and so B ⊆ B1
where B = AN and B1 = A1N1. Finally let us define the torus T = exp(ia).
Fix a ∈ A ⊆ A1 and consider the symplectic manifoldMa = b˜(Ua) of the Poisson
Lie group B1 (cf. Subsection 4.2). As explained in Subsection 4.2 the action of T
on Ma is Hamiltonian with momentum map Φ:Ma → a ≃ t∗ given by (4.2.2)
Φ(˜b1(ua)) = log a˜(ug) (u ∈ U)
with a˜(g) the A-part of g ∈ GC in the decomposition GC = N1A exp(it1)U .
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Set Qa = b˜(Ka). Then the restriction of Φ to Qa is the nonlinear Iwasawa
projection, i.e Φ(˜b(ka)) = log a˜(ka) for all k ∈ K. We are interested in the image
Φ(Qa).
Denote by τ :GC → GC the complex conjugation with respect to the real form
G. Notice that τ is an involutive diffeomorphism of GC which induces an involution
on Ma, say τa, by the prescription
τa (˜b(ua)) = b˜(τ(ua)) = b˜(τ(u)a) (u ∈ U).
Standard stucture theory shows that the connected component containing a ∈Ma
of the fixed-point set of the involution τa:Ma → Ma is given by Qa = b˜(Ka). We
collect some important properties of τa and Qa:
Lemma 4.3.1. The following assertions hold:
1. Qa ⊆Ma is Lagrangian submanifold of Ma.
2. For all t ∈ T and m ∈Ma one has τa(t.m) = t−1.τa(m).
3. Φ ◦ τa = Φ.
Proof. 1. It is sufficient to show that ωb(X˜b, Y˜b) = 0 for all b ∈ Qa and X,Y ∈ k.
Notice that B and k are τ -fixed. Thus (4.2.2) implies
ωb(X˜b, Y˜b) = B
(
pru(Ad(b)
−1X),Ad(b)−1Y
)
= B
(
pr
k
(τ(Ad(b)−1X)), τ(Ad(b)−1Y )
)
= B
(
τ(pr
k
(Ad(b)−1X)), τ(Ad(b)−1Y )
)
.
By the definition of B we have B ◦(τ × τ) = −B. Thus our computation above
gives ωb(X˜b, Y˜b) = −ωb(X˜b, Y˜b); completing the proof of 1.
2. Let b ∈Ma. Then b = b˜(ua) for some u ∈ U . Hence for t ∈ T :
τa(t.b) = τa(˜b(tua)) = b˜(τ(tua)) = b˜(t
−1τ(ua)) = t−1.τa(b),
establishing 2.
3. Write N+ for the complex subgroup of N1 corresponding to the Lie algebra
n+ =
⊕
α∈Σ
+
1
α|a=0
gα
C
. Notice that N1 = NC ⋊N+. Fix g ∈ G. Then g can be uniquely
expressed as
(4.3.1) g = nn+atu
with n ∈ NC, n+ ∈ N+, a ∈ A, t ∈ exp(it1) and u ∈ U . Replacing g with τ(g) one
obtains a decomposition
(4.3.2) τ(g) = n′n′+a
′t′u′
for n′ ∈ NC, n′+ ∈ N+, a′ ∈ A, t′ ∈ exp(it1) and u′ ∈ U . We claim that a = a′.
Clearly this will prove the assertion in 3.
We apply τ to (4.3.1)
τ(g) = τ(n)τ(n+)at
−1τ(u).
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With (4.3.2) we now get the equality
(4.3.3) n′n′+a
′t′u′ = τ(n)τ(n+)at
−1τ(u).
Observe that τ(NC) = NC and τ(U) = U , but τ(N+) = N−. Let θ denote the
Cartan-involution on GC with fixed point group U . Symmetrizing (4.3.3) we obtain
that
τ(g)θ(τ(g−1)) = n′n′+(a
′)2(t′)2θ(n′+)
−1θ(n′)−1
= τ(n)τ(n+)a
2t−2θτ(n+)
−1θτ(n)−1.
Notice that n′+(a
′)2(t′)2θ(n′+)
−1 and τ(n+)a
2t−2θτ(n+)
−1 belong to the reductive
group ZGC(A). Thus the Bruhat-decomposition of GC with respect to the parabolic
subgroup ZGC(A)NC implies that n
′ = τ(n). Hence we obtain the identity
(4.3.4) n′+(a
′)2(t′)2θ(n′+)
−1 = τ(n+)a
2t−2θτ(n+)
−1
in ZGC(A). Notice that A lies in the center of ZGC(A). Thus (4.3.4) implies that
(a′)2x′ = a2x for some x′, x ∈ [ZGC(A), ZGC(A)]0.
Hence (a′)2 = a2 and so a = a′ as was to be shown. 
Remark 4.3.2. (a) If m = t1 is abelian, then the involution τa:Ma → Ma is anti-
symplectic (cf. [8]). In fact, if m is abelian, then τ(B1) = B1 and pru ◦τ = τ ◦ pru
holds. One verifies the anti-symplecticity of τa along the same lines as Lemma
4.3.1(1).
(b) If m is not abelian, then τ(B1) 6= B1 and pru ◦τ 6= τ ◦ pru. One can verify
from (4.2.2) that τa is not anti-symplectic in this case (see Example 4.3.3 below).
Mistakenly, as pointed out in [8], it was implicitly assumed in [13] that τa is always
anti-symplectic. 
Proof of Theorem 4.1.1: In view of Lemma 4.3.1 the assumptions of Theorem
3.1 are satisfied and we can conclude that Φ(Qa) = Φ(Ma) = conv(Fix(Ma)) .
Standard structure theory shows that Fix(Ma) =W .a. 
Example 4.3.3. We will show that τa is not anti-symplectic in case m is not
abelian. In this situation g contains a subalgebra of type so(1, 4). Therefore it is
enough to consider the case of G = SOe(1, 4).
We start with some comments of general nature. First notice that every n ∈ N
is contained in some Ma = b˜(Ka) for some a ∈ A. Now fix n ∈ N and a ∈ A such
that n ∈Ma. Let X,Y ∈ ip. Then τa(n) = n and
dτa(n)X˜n = −X˜n and dτa(n)Y˜n = −Y˜n.
Thus if τa were anti-symplectic, then ωn(X˜n, Y˜n) = 0. Below we will show that
ωn(X˜n, Y˜n) 6= 0 for a specific choice of elements n,X, Y .
Let now G = SOe(1, 4). Then the Lie algebra of G is given by
g =
{(
0 ut
u X
)
:u ∈ R4, X ∈ so(4)
}
.
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The complexification of g then is
gC =
{(
0 wt
w Z
)
:w ∈ C4, Z ∈ so(4,C)
}
.
Our choice of a and t1 will be
a = R


0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0

 and t1 = R


0 0 0 0 0
0 0 1 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0

 .
With appropriate Σ+1 the nilpotent Lie algebras nC and n+ are given by
nC =



 0 zt 0z 0 −z
0 zt 0

 : z ∈ C3

 ,
and
n1 = C


0 0 0 0 0
0 0 0 i 0
0 0 0 1 0
0 −i −1 0 0
0 0 0 0 0

 .
Define an element n ∈ N by
n =


5
2 1 1 1 − 32
1 1 0 0 −1
1 0 1 0 −1
1 0 0 1 −1
3
2 1 1 1 − 12

 ∈ N.
Next we introduce elements X,Y ∈ ip by
X =


0 0 0 i 0
0 0 0 0 0
0 0 0 0 0
i 0 0 0 0
0 0 0 0 0

 and Y =


0 i 0 0 0
i 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


A simple computation gives
Ad(n)−1X =


0 −i −i 32 i −i
−i 0 0 −i i
−i 0 0 −i i
3
2 i i i 0 − 12 i
−i −i −i 12 i 0


and
Ad(n)−1Y =


0 32 i −i −i −i
3
2 i 0 i i − 12 i
−i −i 0 0 i
−i −i 0 0 i
−i 12 i −i −i 0

 .
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Then
pru(Ad(n)
−1X) =


0 0 0 i −i
0 0 0 −1 0
0 0 0 1 0
i 1 −1 0 0
−i 0 0 0 0

 .
Up to scalar we may identify B with the imaginary part of the trace form. With
this normalization we then have
ωn(X˜n, Y˜n) = ℑ tr




0 0 0 i −i
0 0 0 −1 0
0 0 0 1 0
i 1 −1 0 0
−i 0 0 0 0

 ·


0 32 i −i −i −i
3
2 i 0 i i − 12 i
−i −i 0 0 i
−i −i 0 0 i
−i 12 i −i −i 0




= ℑ tr


0 ∗ ∗ ∗ ∗
∗ i ∗ ∗ ∗
∗ ∗ 0 ∗ ∗
∗ ∗ ∗ 1 + i ∗
∗ ∗ ∗ ∗ −1

 = 2 6= 0.
Following a suggestion from the referee we want to add a few remarks.
Remark 4.3.4. (a) Theorem 4.1.1 is the ”real nonlinear” version of Kostant’s con-
vexity theorem. To complete its symplectic proof suggested in [13] we needed our
generalized symplectic convexity theorem 3.1. There is also a (real) linear version
of Kostant’s theorem: Let Y ∈ a. Then
a(Ad(K).Y ) = conv(W .Y ),
where conv(·) denotes the convex hull of (·) and a : g = k+ a + n → a denotes the
middle projection for the Iwasawa decomposition on the Lie algebra level.
In [4] and [13] symplectic proofs for this result have been given both for complex and
for real G. In this case Duistermaat’s theorem (Theorem 1.2 in the introduction)
suffices, because complex conjugation restricted to the coadjoint orbit Ad(K).Y is
antisymplectic with respect to the natural symplectic form on Ad(K).Y for any
complex semisimple group G.
(b) The linearization trick of Alekseev-Meinrenken-Woodward [1] (Chapter 3)
can be generalized as follows. We adopt notation and numbering from [1].
LetK be a compact connected Lie group equipped with an involutive automorphism
σK of the type described in Section 2.4 in [1]. Suppose M is a K-manifold with
an involution σM . Let Ω, ω be two forms on M , and Ψ : M → K∗, Φ : M → k∗
related by (10) (i.e. equation (10) in [1]). Denote by Q the fixed point set of M
under σM . Then the following are equivalent:
1. (M,Ω,Ψ) is a Hamiltonian K-space with K∗-valued moment map, and the
involution σM satisfies
(i) σM (k.m) = σK(k).(σM (m)) ∀ k ∈ K,m ∈M
(ii) Ψ ◦ σM = σK∗ ◦Ψ
(iii) Q is a Lagrangian subspace of the symplectic manifold (M,Ω).
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2. (M,ω,Φ) is a Hamiltonian K-space with k∗-valued moment map, and the
involution σM satisfies
(i) σM (k.m) = σK(k).(σM (m)) ∀ k ∈ K,m ∈M
(ii) Φ ◦ σM = σk∗ ◦ Φ
(iii) Q is a Lagrangian subspace of the symplectic manifold (M,ω).
This follows easily from (15) and (16).
Note that (i), (ii), (iii) become our properties (2.1.2), (2.1.3), (2.1.4) in the case
K = T and σK(k) = k
−1.
Whereas linearization as in 3.1 in [1] can be generalized to a set-up with non anti-
symplectic involutions, this is not clear for the results of 3.3 (and the corresponding
statements in 3.4), since their proofs depend on the invariance of the flow ϕ˜s under
σM in the isotopy lemma 3.4.
(c) Duistermaat’s generalized result on the tightness of Hamiltonian functions
and its proof (Section 3 in [4]) also hold under the weaker conditions (2.1.2), (2.1.3),
(2.1.4) on the involution τ .
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