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Nous Ctudions certaines propriktCs combinatoires de la dynamique symbolique du billard 
dans le triangle rectangle isocZle et le “demi-triangle tquilatCra1”. Dans le cas du triangle 
rectangle isockle, nous dkveloppons un algorithme de construction des suites obtenues comme 
codage et nous calculons la complexit de ces suites lorsqu’elles ne sont pas pkriodiques. Nous 
donnons des rdgles de construction des mots infinis qui cadent les trajectoires de billard dans le 
“demi-triangle tquilatkal”. Ceci nous a conduit g Ctablir un algorithme de construction du 
codage d’un point sous une rotation munie d’une partition en intervalles. 
Abstract 
We study some combinatorial properties of the symbolic dynamics of billiard in the isoceles 
right angle triangle and in the “half equilateral triangle”. In the case of the isoceles right 
angle triangle, we develop an algorithm to build the coding sequences and we compute the 
complexity of these sequences when they are not periodic. Rules for building the infinite words 
coding the billiard trajectories in an “half equilaterial triangle” are also given. Finally, this 
leads to an algorithm that gives the coding of a point under a rotation with a partition by 
intervals. 
1. Introduction 
Le probkme de billard le plus simple est celui du billard car& On peut coder une 
trajectoire d’un tel billard par une suite infinie m sur l’alphabet (0, 1) selon les c6tCs 
qu’elle rencontre: les c&s verticaux sont cod&s par 0 et les cBtCs horizontaux par 1. 
On sait, depuis les travaux de Hedlund et Morse [lo], que, lorsque la pente de la 
droite d’incidence st irrationnelle, la complexitk du mot m vaut p(n) = II + 1, pour 
tout nombre entier n. 
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La complexitt du codage des trajectoires de billards polygonaux ou polyhtdraux 
a et6 beaucoup ttudite ([2,3] pour le billard dans le cube, [13] pour les billards 
polygonaux rationnels). Dans le cas particulier du triangle equilateral, nous avons 
don& une caracterisation complete de la dynamique symbolique associee au flot du 
billard [l 11. D’autre part, les seuls polygones qui pavent le plan de facon compatible 
avec le flot du billard sont le carre, le triangle equilateral, le triangle rectangle isocble 
et le “demi triangle-equilateral” dangle aux sommets (1r/2, rc/3, x/6) [20]. 
Nous Ctudions done ici la dynamique symbolique du billard dans le triangle 
rectangle isodle et le “demi-triangle quilateral”. 
Nous donnons un algorithme de construction des mots infinis obtenus comme 
codage de trajectoires de billard dans un triangle rectangle isocele et nous calculons la 
valeur exacte de la complexitt de ces suites en fonction de l’angle d’incidence (The- 
oreme 1). 
Dans le cas du “demi-triangle quilateral”, l’obtention dun algorithme de construc- 
tion des mots infinis est plus difficile. Pour obtenir cet algorithme, il est ntcessaire de 
pouvoir determiner explicitement le codage dun point sous une rotation munie dune 
partition en intervalles. Le theoreme 2 &pond a cette question: 
ThCorkme 2. Soit a un nombre irrationnel, a E [0, 11, x0, p E 10, l[ tels que j? # 1 - a. 
Soit w le mot injini qui code l’itinbraire de x0 sous $2, rotation d’angle a pour la partition 
[0, p [, [ /?, 1 [, u la suite sturmienne associke C? l’itinbraire de x0 sous la rotation 93, et v la 
suite sturmienne associie h l’itinbraire de x0 - /3 sous la rotation 9,. Alors, pour tout 
nombre entier n, le mot w vtrijie: w,+ 1 = w, + v, - u,. De plus, w. s’obtient explicite- 
ment en fonction des premiers termes des suites u et v. 
2. DCfinitions, notations et rbsultats utiles 
Soit K un mot infini sur un alphabet fini &‘, le langage d’ordre n de K, note L,(K), 
est l’ensemble des facteurs (ou sous mots) de longueur n de K. La complexite de K est 
l’application p qui, a un nombre entier n, associe le cardinal le L,(K). On la note 
p(n, K) ou plus simplement p(n) lorsque le contexte est clair. 
Une suite infinie u sur un alphabet fini a deux lettres est dite sturmienne si 
p(n) = n + 1, pour tout nombre entier n. 
Soient a est un nombre irrationnel compris entre 0 et 1, x un point de [0, 1 [ et $8, la 
rotation dangle a, definissons la suite u(a,x) par: 
u(a, x), = 0 si W,“(x) appartient a [0, 1 - a[ 
u(a, x), = 1 si a,“(x) appartient a [l - a, l[. 
La suite u(a,x) est une suite sturmienne. Le thtoreme de Hedlund et Morse [lo] 
affirme que toutes les suites sturmiennes ont construites par ce pro&de. 
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Les suites sturmiennes ont ttt beaucoup ttudiees tant au niveau geometrique ([ 171 
par exemple) que pour leurs proprittes combinatoires (voir, par exemple: [4,8,9, 15, 
191). En particulier, il existe divers algorithmes de construction du mot u(a,x) en 
fonction du point x et de du developpement en fractions continues de l’angle a ([16] 
ou [14] par exemple). 
On s’inttresse ici au probleme de billard dans un triangle T de sommets ABC. Sur le 
bord de T les trajectoires uivent la regle suivante: I’angle d’incidence st &gal a l’angle 
de reflexion ([S] ou [S] pour une definition precise du flot du billard). On rep&e les 
angles par rapport a une direction don&e, par example la droite AB. 
Fixons une direction initiale cp. Soit Q un point du bord de T dont la trajectoire 
de billard de direction initiale cp ne rencontre pas de sommet de T, on code cette 
trajectoire par la suite des cot&s qu’elle recontre. On obtient une suite infinie K 
sur un alphabet fini a 3 lettres, dites couleurs, dont nous allons Ctudier les 
proprietes. 
Dbfinition. Soit M point du bord de Tet I,!I un angle, la trajectoire depliee de (M, I,$) est 
la demi-droite $@cM,ti) d’origine M qui fait un angle $ avec AS. 
Dire que le triangle T pave le plan de facon compatible avec le flot du billard signifie 
exactement que I’on peut deplier simultanement toutes les trajectoires de billard ou 
encore que, dans une direction donnee, le flot du billard peut se rep&enter comme un 
flot a pente constante sur un tore invariant. Nous renvoyons a [12] pour plus de 
details. 
DCfinitions. On dit qu’un triangle Test pavant s’il pave le plan de facon compatible 
avec le flot du billard. Un pavage du plan par symttrie par des triangles isometriques 
a T est un T-pavage et l’union des a&es dun T-pavage est une T-triangulation du 
plan. 
On notera Qt le flot du billard et @ l’application de premier retour du flot sur la 
T-triangulation. 
On code les a&es du T-pavage par symetrie (deux a&es symttriques par rapport 
a une meme troisieme sont codees de la m&me facon). Par consequent, le codage des 
intersections de la trajectoire depliee de (Q, cp) et de la T-triangulation est tgal a la 
suite K. 
3. Billard dans le triangle rectangle isochle 
Soit T un triangle rectangle isodle, nous donnons, dans ce paragraphe, un algo- 
rithme de construction des mots infinis obtenus comme codage de trajectoires de 
billard dans T ainsi que le calcul exact de la complexite de ces mots infinis. 
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3.1. Algorithme de construction des mots injinis 
3.1.1. Notations 
Un domaine fondamental D pour I’action du flot du billard dans un triangle 
rectangle isodle Test une union de 8 triangles isometriques a T formant un carre de 
cot6 2. Fixons un angle cp dont la tangente est irrationnelle et supposons que cp est 
compris entre n/4 et n/2, ce qui est toujours possible par symttrie du domaine D. 
Les droites correspondant a l’hypotenuse de T seront codees par V, celles corres- 
pondant aux c&es de l’angle droit par R ou B selon leur nature (cf Fig. 1). 
Soit Q un point appartenant a un c6te horizontal du T-pavage isodle tel que la 
trajectoire depliee de Q ( notte A) ne rencontre pas de sommet de la T-triangulation 
on cherche a determiner la suite K = (k,,ln r ,, de couleurs qui code la trajectoire de 
billard de Q de direction initiale cp. Pour cela, considtrons f l’application de premier 
retour du flot lineaire de pente tg(cp) sur les c&es horizontaux du domaine D. Utilisons 
des coordonntes adapt&es au probleme du codage. Le domaine D est divise en 4 car& 
de cbtes 1, on definit la nature d’un de ces car& selon qu’il intersecte une droite de la 
T-triangulation de pente 1 ou-1. La nature du car& est Cgale a 0 s’il intersecte une 
droite de pente 1, elle est egale a 1 sinon. La premiere coordonnee j est la nature du 
carre dans lequel se trouve le point Q, la seconde k est la couleur de l’horizontale qui 
contient le point Q, la troisikme st un nombre rtel x compris entre 0 et 1 qui mesure la 
position de Q sur l’horizontale a laquelle il appartient. 
Soit W, la rotation d’angle l/tg(cp). Exprimons les coordonnees (j’, k’, x’) de f(Q) 
en fonction de (j, k, x). 
Lemme 1. Les coordonnbes ( j', k’, x’) &rijient: 
(j’,k’,x’)=(j+i(x)mod2,k;W,(x)) 
ou i(x) = 
0 si x appartient h [l - l/tg(cp), l[, 
1 si x appartient i [O,l - l/tg(q)[. 
Q”= (1,B.x”) 
Q’ = (O,R,x’) 
Q = WAX) 
Fig. 1. 
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Ditmonstration du lemme 1. 11 est clair que la couleur k’ est &gale a I?, oti kest tgale 
a B si k est R, &gale d R si k est B. L’applicationfagit sur la coordonnte x comme une 
rotation. Le point x’ est l’image de x sous la rotation gV, plus precisement: 
si x E CO, 1 - (lltg(cp))C * x’ = x + (l/t&)), 
si x E [l - (l/tg(cp)), l[ => x’ = x + (l/tg(q)) - 1. 
La nature j’ depend de x, on verifie que: 
sixE[O,l -(l/tg(cp))[ =j j’= 1 +jmod2, 
sixE[l -(l/tg(cp)),l[ * j’=jmod2. 
Ceci permet d’obtenir la formule du lemme 1. 0 
Notons (j,J, z o la suite des natures des car& associee a la trajectoire de Q et 
K = (k), > o la suite des couleurs. Etant donne la suite (j,), z o et la couleur ko, grace 




K := kO, k := k. 
Incrementation: 
Pour n = 0 1 > ,..., co faire: 
sij,=Oet jn+i=O =+ [K := KkI’k; k := k] 
sinon 
si j, = 0 et jn+i = 1 =+ [K:= KI’k, k:= k] 
sinon 
si j, = 1 et jnfl = 0 * [K:=KVk,k:=k] 
sinon 
si j, = 1 et j,,, = 1 j [K:=KVkjS, k:= k] 
Sortie: 
Ecrire K. 
3.2. Calcul de la complexitt 
Thkorkme 1. Soit cp un angle compris entre x:/4 et 7~12 tel que tg(rp) est un nombre 
irrationnel, no = 2[tg(p)] + 1 et nl = 3[sin(cp)/& sin(cp - x/4)] alors la complexiti 
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du mot K est don&e par les formules suivantes: 
(1) si [tg(q)] = 1, alors: 
PO) = 3 9 
~(2) = 6, 
P(3) = 10, 
p(n) = 4n + 2 pour 4 < n < nl, 
P@, + 1) = 4(n1 + 1) + 6, 
p(n) = 4n + 8 pour n > n, + 2, 
(2) si [tg(p)] = 2k avec k > 1, alors: 
P(l) = 3, 
~(2) = 6, 
P(3) = 10, 
P(4) = 18, 
p(n) = 4n + 4 pour 5 < n < no - 1, 
P(~o) = % + 6, 
p(n) = 4n + 8 pour n 2 no + 1. 
(3) si [tg(q)] = 2k + 1 avec k > 1, alors: 
P(l) = 3 3 
p(2) = 6, 
P(3) = 10, 
p(4) = 18, 
p(n)=4n+4 pour56n<no, 
p(n) = 4n + 8 pour n > no + 1, 
DCmonstration du thborkme 1. Dans la premihre partie de la dbmonstration, nous 
introduisons un nouveau codage S des intersections de la demi-droite A avec le 
T-pavage. Dans la deuxikme partie, nous calculons la complexit de la suite S et dans 
la trouisikme partie, nous montrons comment dkduire la complexitk de la suite 
K rl partir de celle de la suite S. 
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3.2.1. Codage non orient6 
On definit un autre codage de la triangulation du domaine fondamental D: on code 
les a&es horizontales par 0 les verticales par 1, les droites paralleles a la premiere 
bissectrice par Vi, celles paralleles a la deuxieme bissectrice par V,. Nous dirons que ce 
codage est le codage non oriente des intersections de la demi-droite A avec les a&es 
de la triangulation du domaine D. 
Soit S = (s,), 2 0 le codage non oriente de la demi-droite A, nous donnons un 
algorithme de construction de cette suite en fonction de la suite ( j,), a ,, . Cet algo- 
rithme se demontre de facon analogue a l’algorithme 1. 
Algorithme 2. 
Initialisation: 
s := 0 
Incrementation: 
Pour n = 0, l,..., cc faire: 
si j,= Oet jn+i =0 * S:= SlV,O 
sinon 
si j,= Oet jnfl = 1 3 S:= SV,O 
sinon 
si j, = 1 et jn+r = 0 + S:= SV,O 
sinon 
si j, = 1 et jn+l = 1 +. S:= SV,lO 
Sortie: 
Ecrire S. 
Etant donne un mot W = w 1.. .w, appartenant a L(S) commencant 0, l’algorithme 
3 calcule le mot IV’ = w; . ..wb de L(K) qui code les memes intersections de la 
demi-droite A avec les droites du pavage isocele. Cet algorithme ntcessite de connaitre 
w’, premiere couleur de IV’. Dans l’algorithme 3, on se donne W sous la forme 
W = wl.. . w,$ oh $ est un symbole annexe different de 0, 1, Vi, V,. 
Algorithme 3. 
Initialisation: 
W’ := w;, k := w;, i := 0 
Incrementation: 
Tant que i < n faire: 
si Wi # 0 * i := i + 1 
sinon 
si Wi = 0 d 
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si Wj+l = Vi et Wi+2 = 0 =+ [IV:= W’V~,k:=k,i:=i+l] 
sinon 




si~~+~= ~~etw~+~=letw~+~=O * [IV’:= W’Vkk,k:=k,i:=i+l] 
sinon 
Sl Wi+l = V, et Wif2 = $ =a [w’:= w’v, i:= n] 
sinon 
Sl Wi+l = Vz et Wi+2 = $ =a [w’:= wv, i:=n] 
sinon 
- 
si wifl = V, et w~+~ = $ * [W’ := W’k, i := a] 
sinon 
s1 wi+l = 1 et Wi+2 = V2 et Wi+3 = $ * [W, := W’kV, i:= n] 
sinon 
si wi+r = vz et wi+2 = 1 et wi+3 = $ * [TV’:= W’Vk, i:= n] 
Sortie: 
Ecrire W 
L’algorithme 3 se verifie simplement en utilisant l’algorithme 2 car tout mot de L(S) 
est une concatenation de blocs de la forme: OV,, OV,, 01 V2, OV,l. 
3.2.2. Complexit du codage non orient6 
L’intCr&t d’introduire le codage non orient6 resulte de la proposition suivante. 
Notons p,, la complexite du mot infini S. 
Proposition. Pour tout nombre entier n supkrieur ou &gal h 2, p,-,(n) = 2n -t 4. 
Demonstration de la proposition. Le raisonnement qui suit est de nature geometrique. 
Le domaine fondamental D est invariant par translation de vecteur (1,l) done un 
domaine fondamental compatible avec le codage non orient6 est la reunion de 2 carres 
de &es 1, l’un de nature 0 l’autre de nature 1, avec des identifications ur le bord (voir 
Fig. 2). La surface V obtenue est un tore, le flot est un flot lineaire de pente tg(q) sur le 
tore; ce flot est minimal puisque tg(cp) est un nombre irrationnel. 
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Fig. 2. 
Dtfinition. Soit W un mot fini, on note C(W) l’ensemble des points des a&es de la 
triangulation de D dont le codage commence par W. On dit que C(W) est l’ensemble 
associk g W. RCciproquement, soit d un sous ensemble des a&es de la triangulation 
de D, on dit que 6 est cod6 par W si 6 est inclus dans C(W). 
On remarque que l’ensemble associk A un mot de longueur 2 est un segment 
contenu dans une seule a&e (voir Fig. 3). Par conskquent, si West un mot du langage 
de S de longueur n supkrieure ou &gale A 2, alors West biprolongeable si et seulement 
si @““(C(W)) contient un sommet de la T-triangulation. Pour tout nombre entier 
n supkrieur ou 6gal A 2, po(n + 1) - pa(n) est done Cgal au nombre de sommets de la 
triangulation du tore V c’est-h-dire &gal A 2. Or il est facile de vtrifier que p,,(2) = 8 
d’oti p&) = 2n + 4 pour tout nombre entier n plus grand que 2. Ceci achkve la 
dtmonstration de la proposition. 
Notations. nous dksignons, ci-dessous, par { 1). . . { S}, 1 es segments associks respective- 
ment A OV,, 01, OV,, 10, V,O, IV,, V,O, V,l. 
3.2.3. Obtention de la complexitt du mot K ci partir de celle du mot S 
Notons p la complexitt du mot K et (T la permutation sur les lettres B, V, R qui 
Cchange les lettres B et R. 
Lemme 2. Le langage L(K) est invariant par la permutation TV. En particulier, le nombre 
de mots de L,(K) commenqant par B est 6gal au nombre de mots commeqant par R; le 
nombre de mots commeqant par VB est kgal au nombre de mots commerqant par VR. 
Dtmonstration du lemme 2. Soit W un mot de L,(K) et M un point de la triangulation 
de D dont le codage orientk commence par W. Le domaine domaine D est invariant 
par translation de vecteur (l,l). Soit T, le triangle de D contenant M, T, le triangle 
translatk de To de vecteur (1,1) et N le translati: de M de vecteur (l,l). La trajectoire de 
billard de N dans le triangle TI intersecte les msmes c8tCs que celle de M dans To A une 
permutation pr& des couleur B et R. Le codage de la trajectoire de N est done I’image 
du codage de la trajectoire de M par la permutation 6. En particulier le codage de la 
trajectoire de N commence par le mot o(W). Comme le Rot du billard est minimal 
dans D, il existe un point de l’orbite de Q dont le codage commence aussi par o(W). 
Ceci achkve la dkmonstration du Lemme 2. 
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Notons L:(K) le sous ensemble de L,(K) forme des mots commencant par B ou par 
VB et p1 (n) le cardinal de L;(K). II suffit de calculer p1 (n) puisque, d’apres le Lemme 2, 
on a p(n) = 2p,(n). 
Nous allons calculer p,(n) en fonction de pa(n). On definit l’application n de L,(S) 
dans L;(K) de la facon suivante: soit W appartenant a L,(S), n(W) est le codage sur 
l’alphabet {B, R, V} de C(W) si ce mot appartient a L;(K) sinon c’est le codage sur 
l’alphabet {B, R, V} du translate de C(W) par le vecteur (1,i). L’application ZI est 
surjective par construction done pi(n) d pa(n). Nous determinons ci-dessous, par une 
etude de cas, quels sont les mots de L;(K) qui ont plusieurs antecedents par n. 
Les segments (11, (3) et (6) sont codes par BV, les segments (2) et (4) sont codes 
par BR, les segments {5}, (7) et (8) sont codes par VB (Fig. 3). 
DCfinition. Soit X = x 1.. .xk un mot fini sur un alphabet fini, soit X” = (xi.. .x~)~ le 
mot infini periodique de ptriode x1.. . xk. On note X* l’ensemble des prefixes de X”. 
3.2.4. Etude des mots commenqant par BV 
Considtrons les mots de longueur 3 commencant par BV, le segment (1) est code 
par BVR, le segment (6) par BVB. Notons (3,) le sous segment maximal de (3) code 
par BVR, {32) le sous segment maximal code par B VB. 
3.2.5. Mats commenqant par BVR 
Pour tout nombre entier n, les prefixes de longueur n de (0 V,OVJm et de (OV,OV,)m 
ont la mCme image par II a savoir le prefixe de longueur n de (BVRV)“, d’apres 
l’algorithme 3. 
Lemme 3. Soit W = w 1.. .wk un mot de L(K) commeryant par BVR, n’appartenant pas 
h (BVR V)*, alors W a un unique antkhdent par Il. 
segments {l) . . . (8) dam D et ‘z 
Fig. 3 
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Dbmonstration du lemme 3. Soit i le plus petit entier tel que w’ = w1 . . .Wi n’appartient 
pas a (BVRV)*, il suffit de montrer l’affirmation pour IV’. 
Par minimalite de W’, d’apres l’algorithme 2, on verifie facilement que Wi = II(l) 
sinon w’ serait Clement de (BVRV)“. Si Wi = R alors C(W) est un segment contenu 
dans {l}, si Wi = B, C( W’) est un segment contenu dans { 3,). Ainsi w’ a un unique 
antecedent par Ii’. Ceci demontre le Lemme 3. 0 
La longueur maximale n, des mots de L(K) commencant par BVR et qui ont 
plusieurs antecedents par ZI a une interpretation geomttrique simple (voir Fig. 4). 
n, = 2[FH] + 1 oii FH = tg(cp). 
3.2.6. Etude des mots commenqant par BVB 
Les mots de mCme longueur appartenant a (1 I/,0)* et (OV21)* ont la meme image 
par II: c’est un mot appartement a (BVBRVR)* d’apres l’algorithme 3. 
Lemme 4. Soit W = w 1.. .wk un mot de L(K) commencant par B VB, n’appartenant pas 
6 (BVBRVR)* alors W a un unique ant&dent par 17. 
Demonstration du lemme 4. Comme prtcedemment, il suffit de demontrer l’affirm- 
ation pour un mot minimal w’ = wl.. .wi. 
Par minimalite de w’ = w r...wi a deux prolongements appartenant a l’union de 
L(K) et de (BVBRVR)*. En utilisant cette remarque, montrons que si i est congru 
a 1 modulo 3 alors C( IV’) est contenu dans (6}, si i est congru a 0 modulo 3, C( W’) est 
contenu dans (3,) ce qui suffira pour conclure. 
D’apres l’algorithme 2, un mot de la forme 1 V2(01 VJk est suivi par 01 V, ou par OV,. 
Done un mot appartenant a(1 I/,0)* peut etre biprolongeable seulement s’il se termine 
par 0. En particulier, sa longueur doit etre congrue a 0 modulo 3. Si wl.. *Wi- 1 a un 
antecedent dans (1 V20)*, comme c’est un mot biprolongeable on doit avoir i congru 
Fig. 4. Fig. 5. 
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A 1 modulo 3. De meme, si w 1.. .Wi- 1 a un ant&dent dans (0 V,l)* alors i est congru 
A 0 modulo 3. Ceci achkve la dkmonstration du Lemme 4. 
La longueur maximale Q des mots de L(K) commenqant par BVB et qui ont 
plusieurs ant&dents par Ii’ a aussi une interprktation gComttrique simple (voir 
Fig. 5): nl = 3[CH] oh la longueur CH se calcule en fonction de l’angle cp par la 
formule: 
3.2.7. Etude des mats commenqant par BR 
Les segments (2) et (4) cod&s par BR. Les mots de mtme longueur de (01 V,)* et 
(lOV,)* ont la mCme image par I7 qui appartient 6 (BRVRBV)*. 
Lemme 5. Soit W = w 1.. . wk un mot de L(K ) commenCant par BR, n’appartenant pas 
b (BRVRBV)* alors W a un unique ant&&dent par II. 
La dkmonstration est similaire A celle du Lemme 4. On vtrifie de plus que la 
longueur maximale commune des mots de L(K) commenqant par BR et qui ont 
plusieurs antkddents par I7 est &gale g nl. 
3.2.8. Etude des mots commenqant par VB 
Les segments {5}, (7) et (8) sont cod& par VB. ConsidCrons les mots le longueur 
3 commenqant par VB: (5) est cod6 par VB V, {S} est codC par VBR, on dtfinit { 71 > le 
sous segment maximal de (7) codt par VBV et (72} le sous segment de (7) cod& par 
VBR. 
3.2.9. Mots commenCant par VBR 
On vkrifie que @( {72}) = (2) et @({8}) = (4). P ar constquent, la situation pour les 
mots commenqant par VBR est similaire A celle des mots commenqant par BR quitte 
A dkaler d’une lettre. La longueur maximale des mots de L(K) commengant par VBR 
et qui ont plusieurs ant&dents par ZZ est tgale A nl + 1. 
3.2.10. Mats commenCant par VBV 
Les segments (7,) et (5) sont cod&s par VBV, or @({7,}) et @({5}) sont cod& par 
0 sur l’alphabet (0, 1, VI, V2} done, d’aprks le lemme 3, les seuls mots codant des 
trajectoires issues de (7,) et (5) qui peuvent avoir m&me image par 17 appartiennent 
B (V,OV,O)* et $ (V,OV,O)* respectivement. Soit n2 la longueur maximale de ces mots 
ayant la mtme projection. Par les mkthodes que l’on a dkveloppk prCcCdemment, on 
montre que: 
n, = no - 1 si no = 4k + 1 
n, = no sino=4k+3. 
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Vu les interpretations giometriques de no et nl, il est facile de verifier que, si 
[tg(cp)] = 1 alors no = 3 et nI > 6, par contre, si [tg(q)] > 1, n, = 3 et no Z 5. 
Le raisonnement ttabli ci-dessus, permet de donner des formules exactes pour la 
complexitt p selon les valeurs de[tg(cp)] et done de demontrer le Theoreme 1. 
4. Billard dans le “demi-triangle CquilatCral” 
Nous donnons, dans ce paragraphe, des regles de construction des suites infinies 
obtenues comme codage de trajectoires de billard dans un “demi-triangle Cquilaterl”. 
Contrairement au cas precedent, dans le cas du “demi-triangle quilateral”, la con- 
struction algorithmique de telles suites necessite plus d’informations que la connais- 
sance dune seule suite stunnienne. 
Dans un polygone pavant, l’application de premier retour du flot du billard sur une 
courbe fermte dans une direction don&e est une rotation. Dans le cas du triangle 
rectangle isoctle comme dans celui du triangle equilateral, on peut trouver une courbe 
fermte pour laquelle la rotation associee st codee par la partition naturelle (partition 
qui correspond a une suite sturmienne) tandis que dand le cas du “demi-triangle 
equilateral” les courbes provenant de la triangulation dun domaine fondamental dun 
tore invariant ne possedent pas cette propriete. La difficult6 supplementaire resulte 
dans le fait de pouvoir trouver un algorithme permettant de construire l’itineraire dun 
point x sous une rotation d’angle CI pour la partition [O,/I[, [/?, 1 [, ou x et b sont des 
points de [0, 1 [ et CI est un angle irrationnel. Nous donnons un tel algorithme dans le 
paragraphe 5. 
Notations. 
Soit T un demi triangle equilateral, notons BC l’hypotenuse, AB le petit coti: de 
l’angle droit et AC le grand tote de l’angle droit. Codons le cot& BC par 0, le cot& AC 
par 1 et le tote Al3 par 2. Fixons comme rep&e orthnorme (A, 2AB,(2/fi)AC). On 
rep&e les angles par rapport au tote AB. Soit cp un angle, compris entre 7t/3 et x/2 et 
Q un point de AB dont la trajectoire de billard de direction initiale cp ne rencontre pas 
de sommets du triangle T. 
Un domaine fondamental dun tore invariant par le flot du billard dans Test une 
reunion de 12 triangles isometriques a T formant un hexagone H. Soit f l’application 
de premier retour du flot du billard de direction initiale cp dans l’hexagone H sur les 
segments horizontaux de la triangulation de H a savoir: IO = [ - l,O] x {d/Z), 
II = LO, l] x {fi/2}. I, = [ --+,$I x {O> (voir Fig. 6). 
Munissons ces intervalles de coordonnees adapttes au probleme. Un point M ap- 
partenant a I, u II u ZZ est reperk par un Clement j qui indique dans quel segment se 
trouve le point M et un nombre reel x compris entre 0 et 1 qui donne la position de 
M a l’inttrieur de ce segment (la position du point M est reptree par rapport 
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a l’extremite gauche du segment du segment considere). A partir de la donnte du 
couple (x,j), on peut obtenir explicitements les coordonntes (x’j’) du point f(x,j): 
x’ est l’image de x sous la rotation 9, dangle a, oti a = I(,/%/tg(rp)) + l), 
j’ = j + c(x) mod 3 oti 
i(x) = 
1 si x appartient 
2 si x appartient 
zi [O,l -a[, 
a [l -a,l[. 
Pour tout nombre entier n, notons Qn l’image de Q par l’application f” et (x,,j,) ses 
coordonnees adaptees. L’etude precedente permet d’obtenir la suite J = (j,), a 0 mais 
ces don&es sont insuffisantes pour construire la suite des couleurs K a partir de regles 
de codage comme on l’a fait dans le cas du triangle rectangle isodle. Pour determiner 
la suite I<, il faut connaitre, pour tout nombre entier n, la position de f”(x) par rapport 
a certaines images reciproques de sommets de la triangulation de I’hexagone H a sa- 
voir X(l) de coordonntes adapt&es (2,4), XC’) de coordonnees adapt&es (0, (1 - a)/2), 
XC3)de coordonntes adapt&es (0, $ - a), X c4) de coordonnees adapt&es (1,1 - :a) ( voir 
Fig. 7). 
A partir de ces don&es, on obtient la suite (k,), s o par des regles de codage. 
Supposons que l’on a determine les 1 premieres lettre de la suite (k,),, > o, que kl code 
le segment contenant Qn et que Qn+l appartient au c&e code par la lettre k,,, nous 
donnons ci-dessous les valeurs des lettres kl . ..k.,. 
Codage 
si j, = 0 
si x, E [O,(l - a)/2[ 
* [k, = 0, k,,, = 2, kt+2 = I -O= k,et j,,, = I], 3- 
xc’) Q 
Fig. 6. Fig. 7. 
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si x, E [(l - a)/2,1 - a[ 
* [kl=0,kl+,=1,kl+2=2,kl+3=O=khetj,+,=l], 
six,E[l-u,j-u[ 
- [kl=O,kl+r= 1,kl+z=0,kI+3=2=khetjn+l=2], 
si x, E [$ - a, l[ 
=j [k~=0,kl+I=l,kl+2=0,k~+3=1,kl+4=2=k,,etj,+I=2], 












si x, E 13, 1[ 
Pour obtenir la suite (k,), 2 ,,, B partir de x et CJI, il faut pouvoir placer algorithmique- 
ment les it&s de Q sous la rotation 9, par rapport aux points X(l), XC2), XC3), Xc4) qui 
interviennent dans les regles de decodage. Le probleme revient done a la determina- 
tion, par un algorithme, du codage dun point x sous une rotation dangle CL pour une 
partition en intervalles. Nous traitons ce probleme au paragraphe suivant. 
5. Codage d’une rotation sous une partition en intervalles 
5.1. Partition en deux interulies 
Soit CY un nombre irrationnel, u E [0, 11, x0, fl E 10, 1 [ tels que /3 # 1 - CC. Nous 
donnons une formule explicite pour obtenir le infini w qui code l’itineraire de x0 sous 
la rotation dangle a pour la partition [0, b[, [fi, 1 [. 
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Etant dorm& les deux suites sturmiennes: u = u(a,x,) et u = U(CI, x0 - /I), le mot 
w est donne par le Thtoreme 2: 
Thborkme 2. Le mot w vtrifie: w,+ I = w, + v, - u,, pour tout nombre entier n. De plus, 
la connaissance d’un nombreJini de termes des suites u et v permet de dkterminer wo. 
Dbmonstration du thkorkme 2. Pour montrer la premiere partie du theoreme, il suffit 
de montrer que, pour tout nombre entier n, w,+~ - w, = 1 si et seulement si 
v,-uU,=letquew,+,- w,=-lsietseulementsiu,-u,=-1. 
Fixons n un nombre entier positif, notons x, = W, “(x0) et placons nous sur le cercle 
R/h orient& Tout ce qui est kit dans ce paragraphe doit &tre consider& modulo 1 car 
les ensembles envisages ont des sous ensembles du cercle, m&me si ce n’est pas precise 
pour ne pas alourdir les notations. 
On a les equivalences uivantes: 
w,= 1 et w,+~ =0 c> x,~4e,-~([O,jI[)n [p,O[, 
0 x, E [l - a,j - a[ n [&O[. 
wI1=Oet w,+~ = 1 0 x,E~,-‘([P,O[)n[O,P[, 
0 X,E[B-CI,l-a[n[O,/?[. 
u, = 1 et v, = 0 0 x, E [l - cc,O[ n [S,/? - a[. 
u, = 0 et 0, = 1 .43 x,~[O,l-a[n[p--a,B[. 
Notons II = [l - cr,fi - R[ n [j?,O[, Zz = [p - cr,l - a[ n [0,/3[, J1 = [l - cr,O[ 
n [p,/I - a[, J2 = [O, 1 - cr[ n [/3 - cc,jI[, montrons que II = J1 et Iz = J2. 
Les ensembles II et Z2 sont connexes [l] (ce n’est pas forcement le cas pour les 
ensembles correspondant a w, = 0 et w, + 1 = 0 et a w, = 1 et w, + 1 = 1). 
La fin de la demonstration repose sur le lemme suivant: 
Lemme 6. Soient X,, X2, X3, X4 quatre points distincts du cercle R/Z tels que I’inter- 
section de [XI, X2 [ et [X3, X4 [ est connexe non vide alors: 
CXI,X2C n CX3,X4C = CXI,X4C n CX3,X2C. 
Le Lemme 6 se verifie facilement sur une figure, de plus l’hypothese de connexite est 
indispensable (voir Fig. 8): 
Exemple. Fin de la dtmonstratioin du Theoreme 2: 
D’apres le Lemme 6, 
II = [l - a,/? - a[ n [p,O[ = [l - a,O[ n [p,/? - a[ = J1, 
Z2=[/?-~,1-~[n[0,~[=[0,1-a[n[~-a,~[=J2. 
Ceci demontre que w,+ 1 = w, + v, - u, . 
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Exemple 
Intersection connexe Intersection non connexe 
x2’1,l x3(II,l 
x4 x4 
[x~,xZ[ l-l [x3.x4( = [x1.x41 fl [x3.x21 [xl,x2[ n tx3,x4[ = 0 
[x,,x,[ n [x3,x2[ = [x1.x21 u [x3.x4[ 
Fig. 8. 
Determinons la valeur de w0 en fonction des suites u et u. Soit k le plus petit entier 
tel que uk # uk. D’apres la relation de recurrence que l’on vient de demontrer, pour 
j plus petit que k, Wj = wk. En particulier, w0 = wk, par consequent il suffit de 
COnnaitre la Vahr de wk. D’apres le raisonnement precedent, si uk = 1 et ok = 0 dOrS 
xk appartient a II et wk = 0, si nk = 0 et ok = 1 alors xk appartient a 1, et wk = 1. La 
connaissance de uo.. .uk et v o.. .uk permet done de determiner explicitement wo. Par 
contre le nombre de termes de u et v ntcessaires pour calculer w0 n’est pas borne car 
les suites u et u peuvent avoir un debut commun arbitrairement long selon les valeurs 
de CI et 8. Ceci acheve la demonstration du Thtoreme 2. 
6. ConsCquences 
6.1. Condquence arithmttique 
Soient c( un nombre irrationnel a E [0, 11, x et y deux points distincts de [0, 1 I[, notons 
u la suite sturmienne U(CL, x) et v la suite sturmienne u(c(, y). Soit o la suite de terme 
general w, = C”0-r v, - I:- I u,, pour tout nombre entier n o,, prend au plus trois 
valeurs 0, 1, - 1 car les suites sturmiennes ont Cquilibrees [7]. D’apres le Theoreme 2, 
la suite w est, en fait, une suite sur un alphabet a deux lettres (0, l} ou { - 1, O}. 
6.2. CaractPrisation 
Soit w. tel que la suite w soit une suite sur l’alphabet (0, 11, alors, par construction, 
la suite w est le codage du point x sous la rotation dangle CI, pour la partition 
10,x - YC, cx - Y, 1c. 
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Remarque. Le Thtoreme 2 gtntralise un theoreme de Rote qui donne une caracterisa- 
tions des suites qui cadent les itineraires d’une rotation pour la partition [0, $[, [$, 1 [, 
Corollaire. La mbthode ktablie au ThCor&me 2 permet d’obtenir des rkgles de construc- 
tion du codage z de l’itinbraire d’un point x0 sow la rotation W, pour une partition 
en intervalles de la forme [0, PI [,. . ., [Bk _ 1, Bk [, [pk, 1 [, oti PI.. .j$ &rijent: 
Bo = 0 < p1 < *.. < p/( < pk+l = 1. 
Etant donne les suites sturmiennes u(c(,xo), u(cr,xo - /Ir)...u(a, x0 - /?,J, on con- 
struit par l’algorithme precedent, les suites wl,. .., wk telles que wi code I’itineraire de 
X0 SOUS la partition [0,/&C, [pi, l[ p our tout i compris entre 0 et k. On en deduit 
facilement la suite z: soit n un nombre entier, il existe i compris entre 1 et k tel que 
bi<na+xmodl<Pi+r 
par consequent z, = i. 
Remarque. le corollaire 
tenus comme codage de 
(Section 4). 
done (w’),, = ... = (w’), = 1 et (wi+‘), = ... = (wk), = 0 et 
ci-dessus permet de construire les mots infinis ob- 
trajectoires de billard dans un demi-triangle equilateral 
Par ailleurs cette methode peut s’appliquer aux Cchanges de 3 intervalles car 
l’application induite d’un Cchange de trois intervalles sur le plus grand intervalle 
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