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This thesis examines a balance between designer effort required in biasing a robot's learn¬
ing of a task, and the effort required from an experienced agent in influencing the learning
using social interactions, and the effect of this balance on learning performance. In order to
characterise this balance, a two dimensional design space is identified, where the dimensions
represent the effort from the designer, who abstracts the robot's raw sensorimotor data accord¬
ing to the salient parts of the task to increasing degrees, and the effort from the experienced
agent, who interacts with the learner robot using increasing degrees of complexities to actively
accentuate the salient parts of the task and explicitly communicate about them. While the in¬
fluence from the designer must be imposed at design time, the influence from the experienced
agent can be tailored during the social interactions because this agent is situated in the environ¬
ment while the robot is learning. The design space is proposed as a general characterisation of
robotic systems that learn from social interactions.
The usefulness of the design space is shown firstly by organising the related work into the
space, secondly by providing empirical investigations of the effect of the various influences on
the robot's experiences and how learning performance varies as a function of these influences,
and finally by identifying how the conclusions from these investigations apply to the related
work for improving learning performance. The empirical investigations implement different
learning approaches, and are conducted with simulated and physical mobile robots learning
wall-following and phototaxis tasks from an experienced simulated robot or an experienced
human, and with a simulated humanoid robot learning an object-interaction task from an expe¬
rienced simulated robot. The design space is used not only to characterise these investigations
and related work, but also to characterise a typical performance surface that can be used to
guide the design of new and existing systems. The characterisation shows that a particular
level of performance can be maintained by compensating one source of influence for the other,
and that performance can generally be improved by increasing the influence from any of these
sources. It also shows that the best performance depends on various factors that affect the
robot's overall learning potential, such as the available learning resources.
The thesis argues that characterising the balance between designer effort and social interac¬
tions and how learning performance is affected is crucial for addressing a difficult trade-off: in¬
creasing designer effort for biasing the learning of a particular task in a particular environment
and thus providing more reliability, versus increasing the influence from the social interactions
thus providing more generality.
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Work in Artificial Intelligence, and particularly work involving robots, has been focusing in¬
creasingly on the physical situatedness, embodiment, and development of autonomous systems.
It is now believed that in order to have fully autonomous robots, one cannot simply provide
them with plans and reasoning mechanisms. Robots exist in an environment and interact with
it. Therefore, their internal knowledge and representations of the environment and the possibil¬
ities that it presents for action must be influenced by these interactions (Brooks, 1991; Mataric,
1997; Brooks et al., 1998; Pfeifer et ah, 2001a,b; Balkenius et ah, 2001; Prince et ah, 2002;
Ziemke, 2002). One way that this can be achieved is through learning — both supervised and
unsupervised machine learning approaches have been used widely in robotic platforms, where
robots learn the perception-action regularities in an environment from experience. These ap¬
proaches can generally be referred to as robot learning.
There is a great advantage in having robots that can learn to perform tasks from their own
experiences, over robots that need to be programmed to perform tasks. Programming a robot
can be difficult, inaccurate, and time-consuming. For non-programmers it would in fact be
impossible to program a robot, but even for advanced programmers it might be difficult to
understand the way the robot-environment interactions work; a lot of guess-work and trial-
and-error can be involved in discovering what the robot perceives and the consequences of its
actions.
However, programming robots to learn is also difficult, because robots are continuously
faced with sensorimotor information, which is usually noisy and not well-structured. In order
to learn a particular task in a particular environment, a learning system needs to determine
what are the meaningful components of the sensorimotor data corresponding to this task and
1
2 Chapter 1. Introduction
environment. But the notion of a task is usually external to the robot, imposed on it in order
to fulfill particular purposes or needs. So in order for the robot to be able to generalise from
all its perceptions appropriately for this particular task and address the particular needs, some
external influence or bias must be provided. A lot of this bias is already present in the choice of
learning architecture. However, the learning must also be influenced according to the relevance
and saliency of information. The former is needed in order to reduce all the robot's experiences
into a subset of those related to the task; the latter specifies the granularity at which significant
differences occur in the sensorimotor data for the particular task. Both types of information are
subjective to the task and environment. For example, an obstacle-avoidance task and an object-
pushing task involve rather conflicting experiences, one involves moving away from objects,
and the other approaching objects; further, if the task involves manipulating objects, the robot
needs to detect finer differences between objects than if the task involves pushing these objects.
One approach to dealing with relevance is to let the robot explore its environment, and
provide it with an internal mechanism that favours or rewards certain sensorimotor experiences
over others. However, programming such a mechanism can be as difficult, inaccurate, and
time-consuming as programming the robot to perform the task in the first place. Further, it
might take the robot a long time to go through all the possible experiences and discover those
relevant to the task. But there is no need for the robot to explore its environment alone. There
is an increasing emphasis in the robotics field on designing robots that can exist in the same
environment as other robots or humans and interact with them. Moreover, if these other robots
or humans already know how to act in the environment, there is potentially much useful knowl¬
edge in such 'social environments', which can be obtained through 'social interactions', rather
than through programming.
Therefore, another approach for dealing with relevance is to provide the robot with mech¬
anisms for interacting with other agents in its environment, where the purpose of these in¬
teractions is to expose the robot to relevant experiences. The mechanisms required for the
interactions can be designed independently of the task and environment, as long as they are
useful and general enough for learning different classes of tasks. The work reported in this
thesis takes this second approach, where a learner robot learns a task through interactions with
an expert who is performing the task, and the learner implicitly relies on the expert to expose
it to relevant experiences. Although social interactions restrict the sensorimotor experiences of
the robot, there is still a major difficulty that must be addressed: finding saliency in the experi¬
ences. This is particularly difficult when the robot's exposure to sensorimotor data is imprecise
due to the fact that it copies the expert's actions imprecisely.
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1.1 Dealing with Saliency
In this thesis the word 'saliency' is used in a rather technical sense' — as pointed out earlier, it
refers to the level of granularity or abstraction at which significance is assessed. As mentioned
above, learning directly from the robot's raw sensorimotor data is very difficult because they
are noisy and unstructured; similarly, dealing with saliency at this low level of representation
is difficult. Researchers often simplify the problem by choosing a suitably high level of ab¬
straction at which learning occurs, where the sensorimotor space is restricted to fewer, more
precise, discrete structures. This can be achieved either in an ad-hoc manner, by providing the
low to high-level mappings at design time, or by enabling the robot to acquire the mappings
autonomously. The former case requires careful programming, and is not guaranteed to be
'correct', that is, useful for the robot; and it can only be useful for the specific task and en¬
vironment for which it was designed. The latter case requires a reliable and general mapping
mechanism, which inevitably has to deal with the issue of saliency; with such a mechanism,
however, the acquired mappings are more faithful and adaptive to the robot's experiences.
Whether learning occurs at a low level of abstraction or a higher one, the issue of saliency
must be dealt with. This generally corresponds to setting saliency detection parameters. Again,
the faithfulness to true saliency is dependent on how careful the designer is in setting these
parameters, or on whether the robot is able to autonomously tune and adapt them. In both
cases it is very important that the designer identify the important parameters.
It was pointed out above that social interactions provide task-relevance to a learner robot,
and this is indeed widely recognised in the literature, as well as the fact that social interactions
are useful for speeding-up learning in robots (Demiris and Hayes, 1996; Schaal, 1999; Mataric,
2000; Gaussier et al., 1998). However, what is not recognised is that social interactions can be
useful for actively influencing the learner's detection of saliency. There are many different
forms of social interactions, and they can be used in different ways to influence the learning of
a robot: from a simple demonstration of a task by an expert, to more active interactions with
which the expert can manipulate the learner's exposure to experiences, accentuate the salient
differences in these experiences, and even explicitly communicate about them.
To summarise, the learning by a robot must be biased by an external source, who knows
about the task to be learned. This source can either be the designer, who must guess the learn¬
ing dynamics at design time, or it can be an experienced agent, who is situated in the same
environment and performs the same task, while the robot is learning the task in the environ-
1 rather than its more common everyday use relating to conspicuity.
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ment. The problem that this thesis addresses is finding a balance between these two sources
of influence, in a way that achieves a learning setup which requires less designer effort, and is
more general, adaptive, and faithful to the robot's experiences.
1.2 Balancing Saliency Bias
Because related work on socially-interactive learning robots has not yet explored the possibility
of using social interactions to purposely and actively influence saliency detection, it has also
not considered balancing the designer effort in biasing saliency with the exploitation of social
interactions for biasing saliency. Instead, researchers generally choose a particular type of
social interaction of interest, and then choose a suitably high level of abstraction that works, by
either pre-classifying the sensorimotor data, and/or fixing saliency detection values; a suitable
learning architecture is then able to learn the salient sensorimotor regularities in the perceptions
that the robot is exposed to through the interactions. The classifications, and especially the
setting of saliency parameter values, are generally performed ad-hoc through trial-and-error,
rather than through parameterised mechanisms that recognise the important parameters.
The work presented in this thesis considers social interactions of differing complexities,
and parameterised mechanisms for detecting saliency and representing data at different levels
of abstraction, and shows how they interact to affect learning performance. That is, the work
shows how abstraction by the designer can be balanced by higher complexity in the social
interactions, and the effect this has on learning performance. The explicit modelling of saliency
is realised through the concept of attention, which is recognised as responsible for detecting
saliency and thus abstracting from the raw data; the influence of the parameters is tested, and
the most important ones are identified. It is important to note that in this thesis, attention is
modelled in the temporal dimension, rather than the spatial. That is, attention selects salient
data points based on previous data, rather than selecting salient spatial features in the data.
The work reported in this thesis mainly involves a mobile robot learning wall-following and
phototaxis tasks from an expert; a simulation environment contains both a simulated learner and
a simulated expert, while a physical environment contains a physical robot and a human expert.
Another component of the work involves a simulated humanoid robot learning from an iden¬
tical simulated expert to interact with an object. The different levels of social interactions and
designer effort that are identified in this thesis provide a useful and general way of categorising
work involving different kinds of robots that learn from different kinds of social interactions,
and should therefore be useful to researchers wishing to design and implement such systems.
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1.2.1 Levels of Social Interactions
The varying complexities of social interactions are related to the role that an expert takes in
demonstrating a task to a learner robot, as shown in Figure 1.1. The expert can demonstrate
the task passively, i.e. independently of what the learner is doing, or actively, i.e. by tailoring
the demonstrations based on what the robot is doing, in order to expose it to experiences which
will increase the robot's ability to learn from them. A further increase in the complexity of the
interactions involves the expert sending the robot explicit signals which are used directly by a
learning architecture to influence the learning.
Another increase is suggested in this thesis, but not implemented, whereby the expert and
learner communicate about their internal states, for the purpose of tuning saliency parameters,
and thus completely eliminating the need to tune parameters at design time. Of course, this can
only be possible if the important saliency parameters are identified and modelled explicitly in
the first place.
1.2.2 Levels of Designer Effort
Designer effort in this thesis corresponds to the activities performed by the designer in bias¬
ing the detection of saliency and hence determining the level of abstraction at which learning
occurs. Different amounts of designer effort thus correspond to different levels of abstraction,
as shown in Figure 1.1. The thesis will refer to 'amounts' and 'levels' of designer effort inter¬
changeably. At the lowest level, learning occurs on the raw, unstructured, sensorimotor data.
At this level, learning and saliency detection are difficult because the robot is faced with a
continual input stream, which is noisy and unstructured. The thesis shows that designer effort
here is useful in designing attention saliency mechanisms for modulating the amount of data
for learning, in the face of limited learning resources.
An increase in designer effort is shown in this thesis by demonstrating that attention can
also be used to organise and classify the perceptual experiences of the robot into discrete struc¬
tures which are then used directly for learning, and therefore learning occurs at a higher level
of abstraction. At this level of abstraction there is an information loss from what is, in essence,
a compression of the raw data. Therefore here, relative to the low level of abstraction, more
care must be taken by the designer in setting the saliency parameters, in order to achieve a
representation that is useful for the robot to learn the task with.
In the majority of related work, learning occurs at an even higher level of abstraction,
where the classifications of the robot's experiences are derived ad-hoc, using criteria set by

























Figure 1.1: Levels of social interactions and designer effort. The designer effort axis corre¬
sponds to different levels of effort from the designer, required for learning at different levels
of abstraction; the social interactions axis specifies interactions of different complexities, cor¬
responding to different levels of effort by the expert demonstrator. The thesis argues that the
expert's effort can be used to balance the effort required in programming the robot at design.
the designer, and not through the robot's real experiences; in these cases saliency detection
can be quite trivial, and is therefore not always treated explicitly. In other cases where the
classifications are derived automatically from the robot's experiences, the saliency parameters
are generally set ad-hoc. In both of these cases the designer has to take great care when setting
classification boundaries, and/or saliency parameter values, because this is biasing what kind of
representation the robot can achieve, and therefore what it can learn, and this bias is fixed before
the robot has even started to interact with its environment. Of course, if the designer manages
to design a useful and reliable representation then this is clearly advantageous, however, it lacks
generality.
1.2.3 The Interplay between Social Interactions and Designer Effort
The identification of different levels of social interactions and designer effort is crucial for in¬
vestigating the interactions between them. Such an investigation is missing in current research,
but is necessary in order to address the problem posed at the start of this chapter: balancing
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between the effort required at design time and at interaction time, in providing external bias to
the learning of a task by a robot who has no internal notion of this task. In this thesis, social
interactions and designer effort are identified as two 'dimensions' in the design space of robotic
learning systems, as shown in Figure 1.1, and the interplay between them is characterised. The
usefulness of this characterisation for suggesting how to improve existing systems or design
new ones is shown, firstly by demonstrating how the characterisation applies to related work
(Chapter 2), secondly by presenting an empirical investigation of how performance varies as a
function of the two dimensions (Chapters 3-5), and lastly by considering the implications of
this investigation to the related work (Chapter 6).
The investigations from this thesis show that when a lot of effort is given by the designer
in setting saliency parameters and abstracting the sensorimotor data, the interactions between
the expert and learner can be relatively simple. However, a similar level of performance can be
achieved with less effort by the designer, and more active interactions and explicit signalling of
saliency from the expert. This conclusion is demonstrated in the experiments, which compare
performance of learning at different levels of abstraction, using different amounts of effort by
the designer, and with the different types of social interactions. The experiments also show
how this performance is affected by limited learning resources.
The work in this thesis can be used more generally to guide the design of robotic systems
that learn from social interactions, as follows. If a designer has a particular type of social
interaction in mind, and existing saliency detection mechanisms that operate at a particular
level of abstraction, the characterisation can be used to suggest what is the best performance
that can be expected given these resources, and more importantly, how performance can be
improved. Similarly, the characterisation can be used to suggest what combinations of social
interactions and designer effort are necessary to achieve a desired level of performance.
It is important to note that designer effort in this thesis refers only to biasing the robot's
existing learning capabilities. Of course, other types of designer effort are involved in providing
the robot with such capabilities in the first place; for example, choosing the robot's morphology
and thus biasing the nature of the robot's sensorimotor data; or choosing a particular learning
architecture, which is set up to learn in a particular way. The designer could spend more effort,
for example in choosing specific sensors, or choosing a specific learning architecture, which
will work well for a particular task, however such effort will not be reflected by an increase on
the vertical axis in the space identified in this thesis.
Therefore the characterisation does not give an absolute measure of performance, because
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it is specified independently of other design issues. Indeed, learning performance is charac¬
terised in this thesis using experiments where different learning architectures are used. The
characterisation is useful for indicating how performance can be improved through a combina¬
tion of social interactions and designer effort, with the given learning capabilities. In exactly
this way the characterisation can be used by others to suggest how to improve the performance
of their systems by following the two dimensions identified here.
1.3 Contributions
In comparison to related work in the field, where a particular type of social interaction is chosen
and the representation is then confined to a particular level of abstraction, the work presented
in this thesis provides the following contributions:
1. It evaluates the benefit of social interactions for learning, by considering interactions of
different complexities, from passive to more interactive ones, and shows the increasing
influence they have on the learning by a robot.
2. It does not restrict the representation to a convenient high level of abstraction, but rather
considers explicit parameterised mechanisms of attention that operate at different levels,
starting from a low level where little design effort is required. Parameterised mechanisms
enable the designer to design saliency more reliably, and also allow for saliency to be
biased by social interactions. The traditional role of attention as a mechanism for dealing
with limited resources is also demonstrated.
3. It provides an investigation into the interplay between social interactions and designer
effort, which shows that the amount of effort required by the designer in biasing the
robot's learning of a task can be balanced by the amount of effort from an experienced
teacher in influencing the learning during the social interactions, while maintaining the
learning performance. This means that not only can the learning setup be more general
and require less design effort, but also that learning can be more adaptive and faithful to
the robot's experiences.
4. By considering social interactions and designer effort as 'dimensions' in the design space
of robotic learning systems, a sub-space is identified and characterised, which is useful
for two principal reasons:
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• Analysis. It helps to analyse and characterise the findings mentioned in point 3
above, and compare them to findings from related work.
• Design. It can be used by others to guide the design of similar systems, by suggest¬
ing a level of performance based on available resources (for example, the particular
social interactions available for use, or the available mechanisms of saliency de¬
tection), and learning limitations (for example, a bound on the number of learning
examples that can be considered).
1.4 The Organisation of the Thesis
The remainder of the thesis is organised as follows.
Chapter 2 defines in detail the 'social interactions' and 'designer effort' dimensions used to
make up the space shown in Figure 1.1, organises the related work into the space, identifies the
gap that exists in current research with respect to this space, and specifies how this gap is filled
by the work reported in this thesis. The chapter also briefly discusses how the investigation
in the experimental chapters that follow will lead to a discussion on performance within the
space. Further, the biological and psychological inspirations that have given rise to the various
ideas in this thesis are presented.
Chapter 3 illustrates what it means to consider data at different levels of abstraction, and
what is the effect of increasing the complexity of the social interactions. This chapter does
not present any actual learning of a task. Rather, it presents methodologies for inspecting
the data that the robot is exposed to through the interactions. Such inspections are useful for
indicating how well the robot might learn under various conditions, and they can therefore
guide design decisions such as the choice of learning architecture. The first part of the chapter
provides a visual and statistical analysis of low-level, 'raw', sensorimotor data. The various
tasks presented here are: wall-following and phototaxis in a simulated Khepera mobile robot
platform, consisting of a learner robot following behind a teacher robot, who is executing the
task; wall-following with a RWI-B21 physical mobile robot, following behind a human teacher;
and a simulated 11 degrees of freedom humanoid in the DynaMechs simulator, learning to
interact with an object from observation of an identical teacher humanoid. The learning of
these tasks is presented in Chapters 4 and 5.
The second part of the chapter presents a growing, unsupervised, clustering method for
mapping raw data into higher-level classifications that represent the perceptions of the robot.
The implementation of this method is essentially the attention system: it detects saliency and
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performs the low to high-level mappings. The crucial parameters of this attention system are
identified and made explicit, and two roles of attention are identified, as described below, for
learning at different levels of abstraction — each depending on different parameters that reflect
different forms of saliency.
Chapter 4 presents learning at a low level of abstraction, where the learning occurs on
the raw sensorimotor data, and the role of the attention system is to modulate the amount of
learning. The chapter shows that this role for attention is useful when learning from raw data,
if one cannot afford to consider all the available data points to learn from, for example if the
number of learning examples that the learning architecture can deal with is limited. It also
shows that at this level of abstraction, the learner benefits from as much complexity in the
social interactions as possible.
Chapter 5 provides examples of learning at a higher level of abstraction, where the learn¬
ing occurs on the classifications of the raw data provided by the attention system; here attention
is still used to modulate the amount of learning, but its more significant role now is to organ¬
ise the perceptions of the robot usefully for learning. Learning is achieved by associating the
perceptual classifications with appropriate representations of the motoric information. Three
sets of experiments in this chapter present different ways of implementing such learning, cor¬
responding to different levels of effort required by the designer (relating to the abstraction of
motor data); they show how this effort can be balanced by the social interactions.
The first set of experiments requires the least effort by the designer, and consequently the
robot needs the social interactions to have a sufficiently high complexity. The second set of
experiments explicitly compares learning with and without additional effort by the designer,
and shows that learning is improved either through this additional effort, or by increasing the
complexity of the social interactions. The third set of experiments requires the most effort by
the designer, and here social interactions are less important, and in fact the robot benefits from
some self-learning.
Chapter 6 discusses the conclusions from all the experiments, and casts them back to the
space suggested in Figure 1.1. The usefulness of this space as a design tool is discussed in light
of the results, by identifying a typical performance surface, comparing the results to results
from related work and showing that this surface applies to related work, and suggesting how
the current and related work could be improved in the space.
Chapter 2
Characterisation of a Design Space
This chapter defines the two dimensions identified in Chapter 1 for characterising a design
space. These two dimensions are 'social interactions' and 'designer effort', and the purpose
of the design space is to provide a framework with which to balance two sources that can
be used to influence the learning by a robot. The social interactions dimension characterises
different ways in which an expert can influence a robot's learning while the learner and expert
are interacting, whereas the designer effort dimension characterises different ways in which the
designer can influence the learning at design time by abstracting the robot's experiences. As
this chapter will show, different factors are taken into consideration when balancing these two
sources of influence: the reliability, robustness, faithfulness, adaptiveness, and generality of the
influence on learning, as well as the effort involved (from the designer and from the expert).
Sections 2.1 and 2.2 respectively deal with each of these two dimensions, and Section 2.3
then organises related work into the proposed design space. Section 2.4 highlights the gap
in the space left by current research, and mentions how the work in this thesis fills this gap.
Section 2.5 briefly explains how the investigation in the experimental chapters that follow will
lead to a discussion on performance within the space, and how performance is affected by the
available learning resources. Finally, Section 2.6 presents the biological and psychological
inspirations that have given rise to the various ideas in this thesis.
2.1 The Social Interactions Axis
Designing socially-interactive robots involves developing systems that can benefit from the
existence of experienced and knowledgeable agents, artificial or human, in their environments,
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to develop their own skills. As discussed in Chapter 1, this is appealing because one can then
avoid the need to explicitly program these systems, which could be difficult, inaccurate, and
time-consuming. The human-artifact relationship is particularly appealing because humans
want robots as aides and companions in their daily life, and we want them to interact with us
in natural ways.
2.1.1 Social Interactions for Different Purposes
A growing interest in social interactions has existed in robotics since the early 90's. Dauten-
hahn (1995) summarised existing work and motivated such research by highlighting features
from primate cognition that might be useful for robots. She has recently contributed to a survey
into socially-interactive robots (Fong et al., 2003). In that survey, different purposes for social
interactions are identified that have been addressed by different types of research up-to-date,
and they are summarised as follows:
• designing useful interaction mechanisms for encouraging human-robot interactions;
• designing believable human personalities for robots, for example for autism therapy, or
for replacing humans with artificial agents to provide automated advice or information;
• studying embodied models of social behaviour, such as relationships, emotions, and in-
tentionality;
• studying the development of social and other skills.
Common to all these purposes is the importance for the system to be able to exploit the
presence of other agents in its environment, by interacting with them usefully; and on the other
side of this relationship, it is important for the agent being 'exploited' to be able to interact
with the system in a natural manner, so it can provide the system with what it needs, and feel
comfortable interacting with it. As Fong et al. (2003) argue, robots still lack the social skills
necessary for them to be accepted as natural interaction partners. Much of the research is
focused primarily on the social interactions themselves, and it faces very difficult issues, from
technological ones such as real-time vision, spatial attention, and motion control, to theoretical
cognitive ones, such as emotions and personalities.
A different line of research, related to the fourth purpose listed above, addresses the benefits
of social interactions for learning new skills. That is, it investigates learning processes that
take advantage of potential sources of information present in the environment explicitly or
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implicitly emanating from other agents. This line of research is not mutually exclusive from
the rest. Since in animals the process of learning is influenced by forming relationships, finding
a 'good' teacher, and other social aspects, this might also be beneficial for robots. Dautenhahn
pointed this out in her 1995 paper and again in a recent book on imitation in animals and
artifacts (Dautenhahn and Nehaniv, 2002).
The work reported in this thesis focuses on the benefits of social interactions for learning,
but it does not consider social issues relating to forming relationships etc. Therefore, in this
kind of work there is a single learner robot, and a single experienced teacher, and the learner is
guaranteed that interacting with this teacher can only be beneficial for its learning needs. The
remainder of this review will focus on this kind of work.
2.1.2 Types of Social Interactions for Learning
The survey by Fong et al. (2003) demonstrates a wide range of robotic and software systems,
which utilise social interactions of various types, and where different design issues are ad¬
dressed. For example, robots that are capable of expressing emotions must be able to com¬
municate through speech and facial expressions; in robots where embodiment is important the
morphology of the robot must be carefully designed; and in robots where human-centered per¬
ception is important the robot must be able to track people, and perform speech, gesture, and
face recognition. These distinctions are made with reference to the capabilities of the robot (or
software agent).
In contrast, the different types of social interactions identified in this thesis refer to differ¬
ent capabilities of the expert. More precisely, they refer to different ways in which the expert
can interact with the robot to purposely influence the robot's learning, and these different in¬
teractions are claimed to be of increasing complexity — they require different levels of 'effort'
by the expert. Four types of interactions are identified, and will be discussed below: pas¬
sive demonstrations, active demonstrations, explicit signalling, and explicit communication.
In the first two the teaching is implicit — there is no explicit transfer of information between
the teacher and the learner; the teacher merely demonstrates a task, and the learner learns in
terms of its own experiences. In the latter two types of social interactions the demonstrations
are enhanced with an explicit one-directional influence from the teacher on the learning by
the learner, or with two-directional exchange of information between the teacher and learner,
respectively.
With regards to design issues, the relevant ones identified in the survey by Fong et al.
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(2003) are those concerning human-centered perception. The different types of social inter¬
actions mentioned above rely on the fact that the robot has the appropriate mechanisms for
these interactions. That is, it must be able to track the teacher who is demonstrating a task, and
it must be able to receive and send explicit information, as required. Further, these capabili¬
ties should be task-independent, that is, they should be useful for interacting with the expert
regardless of what task is involved.
Passive Demonstrations
The minimal amount of effort required by an expert wishing to teach some task to a learner
robot is to execute the task as if there is no learner. In other words, the expert 'demonstrates'
the task passively and independently of the states or actions of the learner. In the early work
on learning by imitation (Hayes and Demiris, 1994), this kind of minimalistic effort from the
expert is actually promoted as one of the advantages of programming robots through demon¬
stration, especially when the demonstrator is another robot, and one wishes to capitalise on its
existing knowledge in training another robot with the least effort. This is indeed an advantage
if learning from such passive demonstrations is possible. However, a passive demonstration is
not always a sensible demonstration strategy because, for example, the ability of the learner
robot to learn could be hampered if it loses sight of the teacher or if it struggles to copy the
actions of the teacher. Indeed, when the expert is a human, he/she inevitably takes more care
in demonstrating the task, whereas examples of passive demonstrations are generally attributed
to robotic demonstrators, as will be shown in Section 2.3.
This problem of the learner having the ability to match the actions of the teacher is very
challenging, especially when we consider that the learner and teacher can have different mor¬
phologies (see, for example, the 'correspondence problem', formulated by Nehaniv and Daut-
enhahn, 2000). However in the majority of related work, the researchers design their learners
and teachers in such a way that they can bypass this problem, and therefore ensure that the
learner is able to copy the actions appropriately for the particular task. In contrast, Alissan-
drakis et al. (2000) address the correspondence problem in a simulated chess-board environ¬
ment, where the different pieces are allowed to move in different ways; this work is discussed
in more detail in Section 2.3.
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Active Demonstrations
There are at least three ways in which the expert might tailor the demonstration according to
the states or actions of the learner, and therefore demonstrate the task more actively. Firstly,
the teacher could adapt the demonstrations in order to make it easier for the learner to match
the teacher's actions, for example, by slowing down the demonstration. In the mobile robot
experiments by Billard and Hayes (1999), a learner robot follows a teacher around an environ¬
ment, but the teacher can also detect the learner and align itself in front of it, thus reducing the
possibility that the learner loses the teacher.
Secondly, the teacher might perform the demonstration in such a way as to ensure that
not only does the learner not get lost, but that it is actually exposed to 'clean', consistent, and
distinct experiences. By observing and inferring the action-copying behaviour of the learner,
the teacher can manipulate the learner's experiences. For example, Gaussier et al. (1998) report
that in physical experiments involving a human teaching a mobile robot various 'dances', the
demonstrations are inevitably more adaptive than in similar simulated experiments involving a
simulated teacher; the human teacher ensures the learner passes exactly through correct edges
in the trajectories of the dance, and that the timings of the learner's actions are precise, by
adapting his (the teacher's) own trajectory and speed.
The third way in which the expert can influence the demonstrations is by deviating from the
'natural' demonstration in order to 'exaggerate', or accentuate, the important differences be¬
tween the components of the task. These kinds of interactions are not reported in related work,
although a human demonstrator could be performing such demonstrations without realising it.
Kaplan et al. (2001) suggest other active demonstration methods, which are inspired from
techniques used by humans to train animals, especially dogs. For example, they suggest more
physical interactions (termed 'modelling', or 'moulding'), where the trainer physically manip¬
ulates the animal into the desired positions. In robotics, this could correspond, for example,
to manipulating the robot with a joystick (Kaiser and Dillmann, 1996; Hugues and Drogoul,
2001).
These various kinds of active demonstrations are difficult to program for a robotic teacher,
whereas for a human teacher such demonstrations are not only easier, but also more adaptive.
The reason for this is that a human teacher is situated in the environment together with the
learner, while the learner is learning, and can therefore tailor the interactions 'on-line' in re¬
sponse to what the robot is doing. In contrast, in order to program an equivalent robotic teacher,
the designer would have to guess what would be a good active strategy before the interactions
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begin. Also, it can be argued that human demonstrations are inevitably adaptive to the robot's
interests. More specific examples of active demonstrations are given in Section 2.3, with a
particular emphasis on why such demonstrations are useful for influencing learning.
Explicit Signalling
In the examples of social interactions presented so far, there has been no explicit transfer of
information between the expert and the learner. There is, however, an implicit transfer of
information, because the learner learns to perform a novel task through the social interactions.
If the expert has the ability to send explicit signals to the learner as well as demonstrate the
task, and the learner has the ability to detect and interpret these signals, this more complex type
of interaction can have various uses.
The signals from the expert can form part of the stimulus that the learner learns from, with
the aim of learning a symbolic representation of the sensorimotor data, such as a language for
communication (Billard and Hayes, 1999; Kaplan et al., 2001). In other approaches where
symbolic learning is not required, and thus the signals do not form part of the learning, the
signals can still be used to directly affect the learning. One purpose of such signalling is to
explicitly draw the learner's attention to salient experiences (Moukas and Hayes, 1996; Nico-
lescu and Mataric, 2003), and another purpose is to provide the learner with feedback about
its actions. This latter kind of signalling is generally used when it is the sole source of social
interactions, that is, when demonstrations are not available; instead, the learner already has
basic sensorimotor skills, and the expert teaches a task utilising these skills by rewarding the
relevant ones (Nehmzow and McGonigle, 1994; Kaplan et al., 2001).
Explicit Communication
With explicit signalling, the expert sends the learner signals that influence the learning directly
and explicitly. When sending these kinds of signals, it might be useful for the expert to know
how the learning is being influenced, for example how the learning is progressing. If the
learner could send signals back to the expert about its internal states, for example how familiar
experiences are, then the expert could use such information to determine how to proceed with
the demonstration and signalling. For example, if a particular experience is not familiar enough
then the expert might demonstrate and signal it more frequently. Explicit signals from the
expert might also be used by the robot to tune parameters that determine how it perceives and
leams from experiences, in which case it might be beneficial for the expert to have an idea of
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the effect that the signals have on such parameters.
This type of social interactions is only considered speculatively in this thesis — it is not
actually implemented. However, the thesis will discuss the implications of the increase in
complexity of the social interactions that are implemented for this type of social interactions.
The thesis will also discuss how particular design choices, relating to the level of abstraction
used for learning, are guided by the overall aim of transferring as much of the external influence
on the robot's learning from the designer, to the expert involved in the social interactions; it
will be argued that the most influence an expert can have on the robot's learning is achieved
through explicit communication.
Kaplan et al. (2001) utilise a combination of explicit (verbal) and implicit (non-verbal)
communication between an expert and a robot to refine the robot's learned sequence of be¬
haviours. The robot demonstrates the sequence of behaviours that it has just learned (non¬
verbal communication), which might include some irrelevant behaviours, and the expert only
rewards (verbal communication) the relevant behaviours; the robot then updates its internal
measure of similarity between behaviours which influences their sequencing (see more on this
in Section 2.3). Klingspor et al. (1997) identify different types of verbal and non-verbal com¬
munication strategies, with which a robot gives feedback to its user about its perceptions and
actions when it executes a learned task. However, they do not discuss how this feedback is used
by the user to influence further demonstrations.
These two approaches use communication to refine a behaviour which is already learned,
whereas communication is proposed here as an on-line approach for influencing the learning
while the robot is learning.
2.2 The Designer Effort Axis
The previous section described different ways in which an expert can influence the learning of
a robot, using social interactions while the robot is learning. In this section we will discuss
another source of influence on the robot's learning, arising from the designer's choices of level
of abstraction and measure of saliency at design time1. The thesis argues that in order to be
able to balance these two sources of influence, one must treat saliency explicitly, and this is
addressed in this thesis using the concept of attention. This is not to say that one must always
consider 'attention' — it is simply a conceptual choice in this thesis. Nevertheless, this concept
will be used here to refer to the different levels of designer effort relating to biasing saliency
'See start of Section 1.1 on page 3 for the definition of 'saliency'.
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and abstraction in the literature, although it is not always the concept that others use. If one
considers attention as the capability with which an agent controls its perceptual strategy, in
order to be selective in its perception, then it is useful to keep in mind the following two
objectives identified below by Hayes-Roth (1995), when evaluating the benefits of attention:
"In general, a resource-bounded agent... must be highly selective in its perception
of the environment and it must adapt its perceptual strategy to balance two ob¬
jectives. First, from a purely quantitative perspective, the agent must maximise
its vigilance, perceiving as much information as possible, while avoiding percep¬
tual overload. Second, from a qualitative perspective, the agent must maximise
goal-directed effectiveness, readily acquiring data that are relevant to its currently
important reasoning tasks, while avoiding distractions by irrelevant or insignificant
data." (Hayes-Roth, 1995, p. 339)
These objectives are addressed in this thesis as follows. The robot's 'currently important
reasoning task' is learning; attention selects perceptions for learning; the quantitative benefit of
attention is that it selects some perceptions over others, therefore reducing perceptual load and
using fewer learning resources; the qualitative benefit of attention is that it selects perceptions
based on their significance, or saliency. Hayes-Roth argues that the agent should also avoid
irrelevant data, and the importance of relevance was also mentioned in Chapter 1. In this thesis
the issue of relevance is handled implicitly by the social interactions, in the sense that the
learner implicitly relies on the expert to only expose it to experiences which are relevant to
what it needs to learn.
There is a very important distinction that must be made with regards to what selection
refers to. The selection of perceptions can either be based on spatial saliency, in order to allo¬
cate perceptual resources in space, or it can be based on temporal saliency, in order to allocate
resources in time. Spatial attention involves selecting salient spatial locations where a loca¬
tion's saliency is calculated with respect to its neighbouring spatial locations. An alternative
view of attention involves a temporal selection of salient perceptual instances, where saliency
is calculated with respect to previous experiences, or instances, and/or a prediction of future
ones. So rather than asking where the interesting locations are given a snap-shot of the envi¬
ronment, temporal selection is concerned with when a snap-shot should be taken in the first
place.
This distinction is shown schematically in Figure 2.1. Each instance in Figure 2.1 might
correspond to the pixels in a visual image, or the collection of sonar sensor readings of a
robot. A system with temporal selection alone will need to deal with the full instance of sensor
readings, since there is no spatial selection. Therefore the purpose of a spatial attention is













Figure 2.1: Spatial versus temporal attention. In spatial selection a location on a given per¬
ceptual instance is inspected (highlighted 'pixel' on instance 1), where the location's saliency
is calculated with respect to its neighbouring spatial locations. Temporal selection involves the
decision of which instance to inspect, where it is the saliency of the whole instance (instance 3
in this example) which is calculated, with respect to previous and/or future instances.
to reduce the dimensionality of the data being considered, whereas the purpose of temporal
attention is to reduce the amount of data that are considered.
Both types of attention are very important. In computational sciences (especially Com¬
puter Vision), attention is generally used in the spatial sense. Some examples are saliency
maps with winner-take-all (WTA) units (Koch and Ullman, 1985; Tsotsos et al., 1995), where
input units from an image are connected to various intermediate layers before activating some
higher-level output layer, and the units are then manipulated both bottom-up (Itti et al., 1998;
Itti and Koch, 2001; Vijayakumar et al., 2001) and top-down (Breazeal and Scassellati, 1999a)
in order to select regions of interest; and systems with active vision, or active perception (Aloi-
monos et al., 1987; Bajcsy, 1988), where sensorimotor control is used to facilitate the inspec¬
tion of a particular part of the scene over others, using decision systems that are based on
reinforcement-learning (Whitehead and Ballard, 1990; Balkenius and Hulth, 1999), Bayesian
techniques (Rimey and Brown, 1994; Knill and Richards, 1996), or other approaches (Rimey
and Brown, 1990).
However, every artificial system inherently also has a temporal selection component, a
trigger mechanism that signals that the perceptual system has detected a change, novelty, or
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something of other importance, in the sensed environment. Every system, that is, which is
autonomous, situated, continuously faced with data on-line, and is expected to do something
useful and meaningful with these data, such as learn, plan, navigate, infer, detect faults, and
more. However, in most of the cases this detail is invisible in the architecture and not mentioned
by the designers; in some cases this is tied to sensor sample rates, and determined outside the
control architecture. In this thesis, attention is used in the temporal sense, and it is treated
explicitly. The next section presents different forms of temporal saliency.
2.2.1 Forms of Saliency
The most common type of bottom-up temporal selection mechanisms is one that deals with
event detection, or perception of change. There are many examples of work that contains such
a mechanism, and probably many more where this is not explicitly mentioned. It is a simple
mechanism for deciding that the sensors are perceiving a change, which might be important, for
example corresponding to a state-transition. Some examples are: a change greater than two in
the sum of all sensor values of a mobile robot performing general tasks in an open environment
(Nehmzow and McGonigle, 1994); a change in direction for a robot moving around a maze
(Hayes and Demiris, 1994); a change of 1 bit in a bit-string sensor representation of a mobile
robot (Billard and Hayes, 1999); a unit in a saliency map being active for more than six frames
in a robotic visual tracking system (Wessler, 1995).
Another type of bottom-up selection is one that deals with novelty detection. There is a
large body of work that deals with methods for novelty detection — for a good review see
(Marsland, 2001, 2003). These include neural network (Kohonen and Oja, 1976; Kohonen,
1984) and statistical (Bishop, 1994) approaches. Most of these approaches, however, operate
off-line by building a model of the data, and novelty of an incoming input is then determined
on-line by measuring its deviation from the model, but the new input is not incorporated into the
model. One class of novelty detection approaches that is more appropriate for on-line systems
is the Self-Organising Feature Map (Kohonen, 1982). It is an unsupervised learning approach
where units in the map cluster similar experiences, and the system as a whole represents at any
given time the current 'memory' of what has been perceived so far; a significant deviation from
this memory signals novelty.
As well as discrimination between novel and familiar instances, the knowledge of how fa¬
miliar an instance is might also be incorporated into the selection strategy. This corresponds
to keeping a count on how many times a particular instance has been seen. One biologi-
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cal equivalent to this is habituation, which can be complemented by forgetting (dishabitua-
tion). Stephen Marsland has incorporated the notions of habituation and forgetting as part of
his self-organising architecture that grows from experience, for a mobile robot that collects
sonar readings of corridors in an office environment (Marsland, 2001; Marsland et al., 2001,
2002). His architecture is implemented in work reported in this thesis, and will be described
in detail in Chapter 3. Other examples of computational implementations of habituation are
off-line neural-network architectures by Wang and Arbib (1992) and Kohonen (1984), and
biologically-inspired models of associative and non-associative learning mechanisms (habit¬
uation, attention, and conditioning) such as the cognitive model of Balkenius (2000) and the
spiking-neurons model of Damper et al. (2000).
A different biologically-inspired measure of familiarity is demonstrated by Bogacz et al.
(1999), who have implemented a computational model of familiarity discrimination based on
findings from monkeys (Brown and Xiang, 1998). It is a Hopfield neural network that calcu¬
lates an energy measure for incoming patterns, based on the patterns already seen, as recorded
through the weights of the network; familiar patterns will produce a high energy, as opposed to
novel ones, and this is how novelty is detected. Crook (2000) has implemented and shown the
usefulness of this architecture on a robotic platform, where a mobile robot moves along a wall,
inspecting novelty in visual images through its on-board camera.
The examples of temporal selection presented so far correspond to bottom-up selection
strategies driven purely on previous experiences, whether based on change, novelty, or famil¬
iarity. These examples are most relevant for this thesis. However, there are also examples
of bottom-up strategies that use the previous experiences to predict or value current and fu¬
ture experiences. A class of such examples is classical conditioning, where saliency values
are assigned to stimuli based on expectations about when their rewarding goal events occur
(Balkenius and Moren, 1999; Hallam, 2001). There are also probability-based approaches that
bias selection based on probabilities of future states, calculated from previous ones (Langley,
1997; Sebastiani et al., 2000).
Top-down mechanisms are also useful for temporal selection, for example where selection
is biased by the affect of stimuli. There are numerous such examples, where affect is modelled
in the system through a set of motivations, emotions, needs, drives, etc., which the system tries
to maintain at homeostatic levels; significant changes in perception are then detected when
one or more of these homeostatic variables exceed their levels (Gadanho and Hallam, 1998;
Breazeal and Scassellati, 1999b; Breazeal and Velasquez, 1998).
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Saliency Parameters
In all of the examples above, there is an essential parameter that determines what constitutes
saliency. This parameter generally corresponds to a threshold that must be exceeded before a
change, or novelty, is deemed sufficiently significant; or an input is deemed sufficiently familiar
or probable; or an expectation of a reward, or a violation of an emotion, is deemed high enough.
As mentioned by Hayes-Roth (1995) in the quote at the start of this section, perceptual
strategy is tailored towards effectively achieving the agent's "currently important reasoning
task", which, for the point of view of this thesis, is learning. One might want to design learning
systems of different types for different purposes. The purpose that the learning is trying to
achieve has a very subjective influence on what constitutes saliency in the perceptions from
which the agent is learning. As discussed at the start of Chapter 1, the purpose is usually
external to the agent, so the learning must be externally biased towards this purpose. A lot of
this bias is in fact given to the system by the designer, who determines what constitutes saliency
in the agent's perceptions.
However, as mentioned earlier, in many cases the issue of saliency is not mentioned by the
designer, or its effect is not reported. This could mean that a designer has not recognised the
dependence of their learning system on saliency, and instead designed a saliency mechanism
in an ad-hoc manner; or the designer has recognised the importance of saliency detection, but
not tested or even considered its effect on the learning system by designing a parameterised
mechanism and testing the important parameters. As argued in Chapter 1, a crucial factor
for minimising designer effort in influencing the robot's notion of saliency, while keeping this
notion faithful to the robot's experiences, is the explicit identification of the important saliency
parameters.
2.2.2 Learning at Different Levels of Abstraction
Different forms of saliency were discussed above, and the issue of identifying the important
saliency parameters was highlighted. As argued in Chapter 1, the issue of saliency must in¬
evitably be dealt with when considering a robot's sensorimotor experiences for learning. As
shown in Figure 2.2, learning corresponds to forming associations between the different modal¬
ities of the robot, for example learning motor actions for particular perceptual experiences.
Learning could also correspond to forming associations within a particular modality, for exam¬
ple learning a sequence of motor actions. The forming of the associations can occur using data
represented at different levels of abstraction, as will now be discussed. Note that the level of
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other modalities
sensor space motor space
structured data
raw data
Figure 2.2: Learning at different levels of abstraction. In robotics, learning from the raw sen¬
sorimotor data is difficult, and it requires saliency detection (A); some researchers choose to
first abstract the raw data by finding structure in them, either through self-organisation which
also requires saliency detection (B), or by forcing this structure through design; in both cases
learning from the abstracted data is then easier, because saliency detection (C) is easy or even
trivial. Saliency and abstraction can be dealt with differently for each of the robot's modalities.
abstraction is not necessarily the same for each modality.
As pointed out in Chapter 1, learning from the robot's unstructured and noisy experiences
is very difficult. Because the purpose of learning is to develop new skills, one must provide the
robot with mechanisms to generalise information from the raw data that can be used to modify
the robot's controller reliably and robustly. For the same reason it is difficult for a designer
to reliably specify what constitutes saliency. If one looks beyond the field or robotics, then
the machine learning literature (for example, Mitchell, 1997; Hertz et al., 1991) offers many
examples that deal with 'raw' data and where the issue of saliency is not of great concern. On
the contrary, researchers wish to find important regularities in data produced by some process,
and they desire as many data as possible, that is, they have no need for a selection mechanism.
Further, in general machine learning success is demonstrated when the system outputs are
correct on average, whereas robotic controllers need more determinism, especially when it
comes to motor control.
A robot could arguably ignore saliency and learn from the raw data, and in simulated low-
dimensional data this might indeed be possible though it is very rarely demonstrated. For a real,
physical robot with many sensors, saliency detection is generally a non-trivial problem. Re¬
searchers address this problem in different ways, depicted in Figure 2.2. As mentioned above,
learning from the raw data (A in Figure 2.2) is difficult, so there are many cases where saliency
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is first used to self-organise or cluster the raw data into discrete structures (B in Figure 2.2);
once the structure in the data has been found, the representation used for learning is at a higher
level of abstraction. Many researchers avoid the problem of finding saliency in raw data alto¬
gether, by forcing a structuring on the data in an ad-hoc manner, rather than through the robot's
experiences; thus the data with which the robot learns the task is at a high level of abstraction
from the start. Whether the abstraction is achieved through self-organisation or through ad-hoc
design, because the learning data are at a higher level of abstraction, saliency (C in Figure 2.2)
is trivial or at least easier than at the lower level of abstraction (A in Figure 2.2), as discussed
below.
Abstraction Through Self-Organisation
One of the most common techniques for self-organising a robot's experiences is Kohonen's
Self Organising Feature Map (Kohonen, 1982); it not only finds representative clusters in the
sensorimotor data, but also models the relationships between the clusters corresponding to how
similar or dissimilar they are. The map provides a discrete representation of the data, as a set of
nodes and edges. The process of fitting a map to the data involves moving nodes in the space
to cover dense regions, and the topology in the data is captured through the edges connecting
the nodes; thus when a node moves towards a data point, it moves with it the nodes connected
to it, according to how similar they are. When this process is complete (as governed by some
convergence criteria), instead of dealing with the raw, continuous data, one can simply find the
node closest to an incoming data point, and saliency can be detected trivially as a change in
node-activation.
Of course, the difficulty of dealing with saliency is in the actual fitting of the map to the
data; in this kind of approach, saliency is generally in the form of novelty detection (see Sec¬
tion 2.2.1) — a measure that determines how similar two points in the space have to be to
belong to the same cluster. In Kohonen's original implementation, this is implicitly enforced
by the designer by specifying the number of nodes to be used in the map, and therefore the
level of granularity at which data are considered significantly different. However, there are
variations that grow on-line from scratch in response to in-coming data, where the structure of
the map, and hence the level of granularity, is not pre-determined. These approaches still need
a measure of saliency to determine, for example, when new nodes are required; thus the level
of granularity is explicitly controlled by the saliency parameter. A review of these approaches
and other clustering approaches is given in Section 3.3, where the method used in this thesis is
presented.
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Abstraction Through Ad-Hoc Design
As stated above, designers often avoid dealing with saliency in raw sensorimotor data by forc¬
ing a structure on the data in an ad-hoc manner. This can be done in many different ways —
some examples are:
• coding: the robot's experiences are coded into binary strings, and saliency thus corre¬
sponds to a particular number of bits changing their value. Here saliency is not trivial,
but it is certainly easier than detecting saliency from the raw (uncoded) data.
• behaviour-based and reinforcement learning systems: the robot's raw experiences are
reduced to a set of discrete states and/or actions, and saliency thus corresponds to a
trivial change in state or action.
We will see some specific examples in Section 2.3.
2.2.3 Designer Bias and Effort — Reliability and Generality
Different approaches were presented above that deal with saliency for learning at different
levels of abstraction (A, B, and C, in Figure 2.2). In each approach, saliency can correspond to
any of the forms presented in Section 2.2.1, and thus in each approach a source of bias from
the designer exists in setting parameter values. However, designers that force a structuring on
the raw data introduce an additional bias, because they are biasing what data are actually used
as input to the learning process, and not just the saliency in them.
Increasing the amount of bias by the designer can be advantageous if it leads to more reli¬
able learning and control of the robot. This depends on the designer introducing the bias in a
way which is useful and reliable for the robot, and this would generally require a lot of design
effort: the designer has to discover what is a useful structure in the robot's perception, or what
is a useful measure of saliency; abstracting the motor space requires the careful design of struc¬
tures that reliably handle low-level control of the robot. These different kinds of design effort
can be very useful, if done correctly. However, this large amount of design effort may be so
biased towards the particular task and environment that it does not prove useful for other tasks
in other environments, where this effort will need to be repeated. As mentioned in Chapter 1,
other design biases exist that are not considered in the characterisation of designer effort in this
thesis, such as the choice of sensors used by the robot which affect how the robot perceives
its environment, and the choice of learning architecture which affects what kind of learning is
possible; they too can be over-biased towards a particular task.
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There is a tradeoff between designing a system perfectly for a particular purpose, and de¬
signing a general-purpose system. This is similar to the over/under fitting tradeoff that exists
in general machine learning, whereby one wishes to find a balance between fitting a model to
some data very well in order to make it a reliable predictor of these data, but at the same time
ensure that this model would generalise to other unobserved data. The thesis argues that the
kind of social interactions suggested in Section 2.1.2 can be generic and independent of the
task, and can be used to influence the abstraction or the robot's experiences regardless of the
task. However, such influence is only possible if the abstraction is not already fixed at design.
The thesis therefore suggests to balance designer effort involved in abstracting the experiences
of the robot usefully for learning, as discussed in this section, with social interactions of in¬
creasing complexities, presented in the previous section. The reliability and generality of the
learning system must both be taken into account in finding the right balance. The next section
will present related work on socially-interactive learning systems, and identify how the chosen
social interactions affect the detection of saliency.
2.3 Characterisation of the Related Work
The previous two sections respectively described the two dimensions that make up the design
space introduced in Chapter 1 (Figure 1.1), for characterising the work in this thesis and related
work in the field. This section provides the bulk of the literature review in this thesis, and shows
how the related work can be organised into the space, as shown in Figure 2.3. It presents work
on robotic systems that learn from some sort of interaction with an expert.
As mentioned in Section 2.1, the different types of social interactions are recognised in
this thesis as activities with which an expert can purposely influence the learning of a robot
to different (increasing) degrees. It was claimed in Chapter 1 that this notion of increasing
the complexity of the social interactions for the purpose of strengthening the influence on the
robot's learning is novel, however individual examples of the different types of social interac¬
tions do in fact exist in the literature. The purpose of the review below is to place the existing
work in the context proposed here. As discussed in Section 2.1.2, the reasons why an expert
should have a more active influence than simply demonstrating a task are related to helping
the learner match the expert's actions and thus exposing it more reliably to experiences, and
to accentuating the saliency in the demonstrated experiences. The review below is organised
based on how researchers have dealt with the first issue, namely the imprecise action-copying
by the learner, and the discussion below focuses on the implications that this has for saliency
















Hayes & Demiris (1994) Kuniyoshi et al. (1994) Kaplan et al. (2001)
Alissandrakis et al. (2000) Nicolescu & Mataric (2003)
Nehmzow & McGonigle (1994)
Billard & Hayes (1999)
Demiris et al. (1997)
Kaiser and Dillmann (1996) gj,,^ & Hayes (1999)
Schaal et al. (2001) Billard et al. (1998)
Yeasin & Chaudhuri (1998) Moukas & Hayes (1996)
Demiris (1999)
Andry et al. (2002)
Gaussier et al. (1998)














Figure 2.3: Organisation of the literature into the space identified in Figure 1.1, where the same
labels are used to refer to the space, except that the top level of designer effort has been split
into two categories. Both these categories refer to systems where saliency is treated by the
designer in an ad-hoc manner, which means that the effect of saliency detection mechanisms
(both categories) and the effect of the designed level of granularity (top category) on learning,
are either not recognised, not tested, or not discussed, as opposed to the bottom two levels of
designer effort, where saliency is treated explicitly by identifying important saliency parameters
and their effect on learning. The thesis argues that the latter is crucial for enabling social inter¬
actions to influence saliency and learning, and thus balancing designer effort. Note that within
each label on the designer effort axis the groupings are arbitrary. The grey area marks a gap
identified in the current research, which is addressed in this thesis.
detection.
With regards to the space proposed in this thesis (Figure 2.3) as a framework for balancing
designer effort with social interactions, the review demonstrates an interplay between social
interactions and designer effort, in particular:
• the implication of the choice of social interactions for saliency detection, and
• the implication of the choice of level of abstraction for the difficulty of dealing with
saliency and for the suitability of the chosen social interactions.
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Therefore, references will be made to the types of social interactions described in Section 2.1.2,
the forms of saliency described in Section 2.2.1, and the different approaches for abstracting
sensorimotor data described in Section 2.2.2 — Figure 2.2 in particular.
Imprecise Action-Copying Mechanisms
In experiments involving mobile robots, an imprecise copying of the expert's actions by the
learner corresponds to an imprecise teacher-following behaviour, which results in the learner
not following exactly the same path as the expert, or even losing the expert. A similar problem
exists in experiments involving other types of robots, for example, a humanoid robot impre¬
cisely copying the actions of a human demonstrator, or even failing completely to copy the
actions. The result of imprecise action-copying is exposure to undesirable sensorimotor data,
that is, exposure which is not completely as intended by the teacher.
In the maze experiments of Hayes and Demiris (1994), where a learner robot learns in
simulation to navigate a maze by following behind a teacher, the simulation consists of discrete
states, corresponding to a wall being perceived on either side and at the front, and discrete
actions, corresponding to movement in any of four directions; the learning consists of simple
if-then rules; the learner detects a significant event when the teacher changes its direction, that
is, when the action changes (C in Figure 2.2). Here the demonstrations are passive: due to the
restricted maze environment, it is not likely that the learner will lose the teacher, and there is
no need for the teacher to highlight saliency because it is trivial.
In similar physical experiments involving two physical robots (Hayes and Demiris, 1994),
the learner's perception from the infra-red sensors, and its actions corresponding to the rotation
angle required to keep the teacher in view, are coded into discrete values that are used in the
same rule-based learning architecture as in the simulated experiments (C in Figure 2.2); here
event detection is signalled when the rotation exceeds a given threshold. Because the maze
consists of right-angle corners, and these correspond to the salient parts of the environment,
the teacher naturally performs significant turns at these corners, which are detected as salient
by the learner, and hence the demonstrations are passive even in these physical settings due to
the restricted nature of the environment and task.
Demiris has also conducted imitation experiments in less restricted environments. One set
of experiments involves a robotic vision head imitating a human's rotational head movements
(Demiris et al., 1997). Here, however, the task is restricted to horizontal pan movements,
that is, only involving one degree of freedom. The robot detects the human's movements
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using optical flow techniques, which have natural segmentation points when the velocity of
the movements is zero, that is, when there is a change in direction. So here the demonstrator
inevitably accentuates saliency by simply performing the task (moving his head from side
to side). Of course, this relies on the human to demonstrate distinct, continuous segments;
such demonstrations can thus be regarded as active, even though the robot only replicates the
movement after the demonstration is complete. From the observations of the movements, the
salient postures are extracted, and their sequence is learned (B-C in Figure 2.2).
The same architecture is also implemented on a simulated humanoid learning less restricted
tasks, involving different hand-postures corresponding to a semaphore code alphabet (Demiris,
1999). These experiments explicitly compare the difference between designed movements, or
behaviours, with learned ones. So here, as well as finding salient postures for each movement,
there is also a need to match an observed movement with the set of existing known ones, so
that novel movements can be learned. A novelty detection mechanism is used to measure
the similarity between the observed movement and all the movements already known, and an
empirically derived threshold is used to signal that the observed movement is novel. Here
it is difficult to say whether the demonstrations have an active or passive nature in terms of
accentuating saliency — it depends on the nature of the movements that are programmed for
the demonstrator.
As mentioned in Section 2.1.2, Gaussier et al. (1998) recognise the distinction proposed in
this thesis between passive and active demonstrations, and the benefit of active demonstrations.
They mention that in their physical experiments involving a human teaching a mobile robot
various 'dances', the demonstrations are inevitably more adaptive than in similar simulated ex¬
periments involving a simulated teacher; the human teacher ensures the learner passes exactly
through correct edges in the trajectories of the dance, and that the timings of the learner's ac¬
tions are more precise. For their learning system this is important, because it takes as input a
complete trajectory, so the raw data must be segmented into trajectories that are significantly
different from each other; the sequence of trajectories is then learned (B-C in Figure 2.2).
They also recognise the importance that the level of abstraction has, because they set up their
architecture to detect saliency at different levels of granularity, as controlled through a number
of time constants, or parameters.
One of the few examples involving a robotic demonstrator who is specifically programmed
to have an active component in the demonstration is given by Billard and Hayes (1999). As
mentioned in Section 2.1.2, their use of active demonstrations is for ensuring that the learner
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does not get lost. A learner robot follows behind a teacher around an environment, but the
teacher can also detect the learner and align itself in front of the learner. Two sets of experi¬
ments consist of a corridor environment, and an open environment; and the robot learns how to
respond to different environmental configurations, both in simulation and with physical robots.
Even though the data are coded and therefore more reliable for learning (see Section 2.2.2), at
this level of abstraction there is still a sufficient amount of noise due to the imprecise teacher-
following behaviour, which led the designers to opt for this kind of active demonstration, prob¬
ably because passive demonstrations did not work well. Here, this active demonstration is
used for reliable exposure, not for accentuating saliency. There is a parameter in the archi¬
tecture which determines the detection of saliency, which, as argued in Section 2.2.2 is easier
at this level of abstraction: it simply corresponds to a change in one of the binary units (C in
Figure 2.2).
In the experiments by Billard and Hayes (1999) there is also another kind of learning, in¬
volving associations of the learner's perception with a set of symbols that the teacher signals for
communicating about locations in the environment. Here the timing of learning is much more
precise — it occurs when the signals from the teacher are received; the learning architecture
detects these because a signal is trivially salient compared to no-signal, again, corresponding
to a change in one of the binary units corresponding to the radio sensor modality. As discussed
in Section 2.1.2, this is an example where explicit signals form part of the learning data.
Moukas and Hayes (1996) utilise explicit signals to highlight saliency, where a teacher
mobile robot signals to a learner robot when distinct trajectories of a demonstrated movement
start and end. The different trajectories correspond to 'dances', the combinations of which
form 'words' that are then associated with different food sources. The data from each trajec¬
tory are sampled a specified number of times, at regular intervals, and these samples are then
self-organised using a Kohonen map with a specified number of nodes, and with a specified
neighbourhood function. So although some of the saliency is signalled by the teacher in the
form of event detection, a lot of it is still determined by the designer through the level of gran¬
ularity, as described in Section 2.2.2. The nodes in the Kohonen map are then associated with
the location and nature of the food source, using a feed-forward network (B-C in Figure 2.2).
Here there is no need for active demonstrations for reliable exposure to sensorimotor data, be¬
cause the learner does not actually follow the teacher, but rather monitors its movements using
an overhead camera.
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Imprecise Demonstrations
As mentioned above, the result of imprecise action-copying is exposure to undesirable senso¬
rimotor data. The same problem could also arise from an imprecise demonstration. Billard
et al. (1998) mention that in their experiments involving a robotic doll learning from observing
a human demonstrator, the precision of the demonstrator's movements affects how long it takes
the system to leam; it is therefore desirable to have a more active demonstrator. The same ar¬
chitecture is used in these experiments as in (Billard and Hayes, 1999), and therefore saliency
is treated similarly.
As mentioned in Section 2.1.2, one of the reasons for tailoring demonstrations to the needs
of the learner, in order to deal with imprecise exposure to experiences, is if the learner has dif¬
ficulties in copying the actions of the demonstrator, which is particularly a problem if it has a
different morphology to the demonstrator. In the work by Alissandrakis et al. (2000) involving
simulated chess-world agents, even though the system consists of discrete states and actions
and thus saliency is trivial (C in Figure 2.2), the issue of different levels of granularity is im¬
portant, because agents have different 'morphologies' — they follow different mles for moving
around the board — and therefore cannot always copy each other's behaviours exactly. Using
different imitation strategies they attempt to either copy exact movements, selected landmarks
in the movements, or simply the end position, each involving imitating at different levels of
granularity. Here, however, the demonstrator does not tailor the demonstration for particular
learners, and in fact, there is no particular demonstrator — the experimenters' aim is to test
different imitation strategies between different agents.
Difficulties arising from different morphologies are particularly evident in assembly robotic
systems that learn from human demonstrations, where the demonstrator does indeed need to
tailor the demonstrations to the robot's needs. Yeasin and Chaudhuri (1998) argue that it is cru¬
cial to impose constraints on the trajectory of a human operator, because the human's hand has
more than 30 degrees of freedom compared to their robot manipulator's six. They also identify
that a demonstration must be repeated in order to obtain an 'averaged' smooth trajectory from
numerous imprecise demonstrations, thus supporting the need for active demonstrations. Fur¬
ther, their segmentation method relies on motion 'break-points' calculated as velocity changes,
which means that the demonstrations can be regarded as active if the human purposely slows
down to accentuate these segmentation points. The actual segmentation method is a k-means
clustering algorithm, where the number of clusters is determined ad-hoc; as discussed in Sec¬
tion 2.2.2, this determines the level of granularity, and hence saliency (B in Figure 2.2). By
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placing colour markers on the human's fingers, the hand configurations are segmented, and then
somehow mapped onto the robot's motor commands that achieve appropriate grasps, which are
then formulated into a plan (C in Figure 2.2).
The work by Kuniyoshi and colleagues (Kuniyoshi et ah, 1994; Kuniyoshi and Inoue, 1993)
provides another example of an assembly robotic system that learns from observing human
demonstrations, but where objects are treated explicitly in the perception of these demonstra¬
tions. Here the need to impose constraints on the human's trajectories is also recognised; the
allowed movements are in fact restricted to a very small and well defined set: vertical up-down
movements. Also, objects are detected through reference to a database of object shapes, and
the locations of these objects in the environment are determined before the demonstrations
begin; thus the perceptual input to the learning system consists of the collection of objects.
Through very clever engineering, event detection is then very simple: the robot can detect the
hand and whether it is holding an object, and then an inspection in the vertical direction re¬
sults either in an object appearing where the hand is expected, disappearing from where the
hand originated, or none, corresponding to a 'place', 'pick-up', or 'align' operation. Because
the demonstrator only uses precise vertical movements, there is no need for complicated seg¬
mentation — saliency detection amounts to simple qualitative state changes (C in Figure 2.2).
Since the demonstrations are restricted in order to improve the ability of the system to detect
these salient changes, the demonstrations can be regarded as active.
In the above two examples, the assembly system learns from observations of human demon¬
strations, and therefore the problem of imprecise demonstrations is an obvious difficulty. How¬
ever, there are also systems that do not have to visually observe a demonstration, because the
demonstrations are provided as training data, directly in terms of the system's control archi¬
tecture, which is usually achieved by controlling the robot with a joystick (Kaiser et al., 1995;
Kaiser and Dillmann, 1996). Even though these kinds of demonstrations can be regarded as
active because the demonstrator directly manipulates the robot's actions, as mentioned in Sec¬
tion 2.1.2, Kaiser et al. (1995) point out that even they can be imprecise, in that they provide
examples that can be contradictory and insufficiently distributed over the input space. They
mention that as long as the desired goal is eventually achieved, their system can learn at least
some solution, which can later be refined on-line if an adaptation mechanism is provided.
However, the latter requires an automated performance measure, which they argue is difficult
to obtain. Their learning method consists of a radial-basis function network, which is a set of
local receptive fields, whose strengths of attraction to the data are modified during learning,
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thus achieving a kind of self-organisation (B in Figure 2.2); the number of fields, and their cen¬
ters and widths, are all determined a priori, which affects the level of granularity, as discussed
in Section 2.2.2.
Beyond Demonstrations
Some researchers address the problem of imprecise copying of demonstrated actions, or im¬
precise demonstrations, by not having any demonstrations. Instead, the robot explores the
environment using existing skills, and the social interactions correspond to an expert encour¬
aging or rewarding the ones relevant to the task. The existing skills could be basic actions, or
they could be high-level behaviours.
In the work of Nehmzow and McGonigle (1994), a mobile robot has a default set of motor
actions (turn left or right, and move forward), which it tries in turn until one is rewarded by a
teacher; a learning architecture then associates the rewarded action with the current perception,
and thus the robot learns to perform tasks such as obstacle avoidance, wall-following, photo-
taxis, and box-pushing. The rewards from the teacher serve not only to signal relevant learning
examples, but they also implicitly deal with saliency — they reduce the continual data stream
to only those data that are rewarded. However, saliency is also treated explicitly through a
trigger mechanism that detects when the robot's perceptions change by some pre-determined
amount; although the input data correspond to the robot's encoded infra-red sensor data and
'raw' light-dependent (LDR) data, the trigger mechanism is only applied to the encoded data
(C/A in Figure 2.2).
In the work by Kaplan et al. (2001), involving the Sony AIBO dog, the robot has a set of
high-level behaviours including object-interactions (pushing and kicking a ball), and a teacher
trains the robot to sequence these behaviours to form new ones (C in Figure 2.2). Here the
teacher not only rewards relevant actions, but also encourages the robot to perform these ac¬
tions by 'luring' the robot; this can be compared to a teacher-following behaviour in the mobile
robots experiments. Similarly to the experiments by Nehmzow and McGonigle (1994), the
robot tries different behaviours until one is rewarded, but here there is a representation of sim¬
ilarity of the behaviours in the form of a topology, so there is a sense of order with which the
robot can attempt behaviours. This topology can in fact be thought of as representing saliency
related to novelty detection, because similar behaviours are close to each other, whereas dis¬
similar ones are far. The topology is initially programmed by the designer, but it can later be
refined by the robot demonstrating what it has learned, and the teacher rewarding only certain
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experiences. This is the only example found in the literature where a teacher directly influences
the robot's representation of saliency.
Nicolescu and Mataric (2003) utilise a mixture of learning from human demonstrations and
learning through rewarded (or rather penalised) explorations. In their experiments, a mobile
robot learns to move around an open environment with obstacles, picking and dropping objects,
by sequencing its existing high-level behaviours. The teacher can either let the robot explore the
environment alone and signal to the robot when it is going through an undesirable experience,
which is then ignored, or the teacher can demonstrate a particular experience that was missed
by the robot, by guiding the robot through this experience. Further, in the demonstrations, the
teacher highlights particular experiences by signalling to the robot, and instructs the robot to
perform relevant object-related actions (pick-up and drop), which can be regarded as a form of
active demonstrations. Thus the explicit signals from the teacher serve both to ensure the robot
only learns from relevant experiences, and to signal significant events. However, as mentioned
in Section 2.2.2, the issue of saliency is trivial in this high level of abstraction (C in Figure 2.2).
Developmental Approaches
Some researchers approach the problem of action-matching by identifying the need to have ba¬
sic sensorimotor skills prior to social interactions, usually for the purpose of reliable imitation.
This is especially the case in work involving imitation of continuous human movements; the
motor control required for a humanoid robot to imitate such movements is difficult, and the
approach is to first self-organise the robot's low-level proprioception into movement primitives
(B in Figure 2.2), which would then allow for a reliable imitation. In principle, the robot could
then learn a task in terms of these primitives (C in Figure 2.2), thus corresponding to a devel¬
opmental approach. However, the existing literature does not report any further learning once
the primitives are found.
Andry et al. (2002) present experiments where a mobile robot with a manipulator acquires
basic skills by autonomously exploring its sensorimotor space. The robot learns how to move
its manipulator to locations in its visual field (B in Figure 2.2), and this is later used to 'imitate'
a human arm pointing to various locations in the robot's visual field, however, this does not
initiate any further learning.
Other researchers provide motion-capture recordings of human movements for robotic sys¬
tems to process off-line; the systems build movement primitives from the data, and these are
then used to imitate a human (Schaal et al., 2001) or simulated (Fod et al., 2002) demonstrator.
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It is difficult to say whether the human movements that are used to build the primitives are of a
passive or active nature, because they are provided as off-line data, and when they are captured
the robot is not always present. However, because it is usually the designers who provide these
movements, it is possible that they do so subjectively to help the segmentation (perhaps without
realising it). In the experiments reported by Fod et al. (2002), the movement data in fact come
from a rather indirect demonstrator: these are data captured from human subjects imitating a
human on a video screen, where this second human is the experimenter (Pomplun and Mataric,
2000). Therefore, as opposed to the experiments by Schaal et al. (2001), where the experi¬
menter directly provides the movement data, it is more difficult to say that the demonstrations
in the experiments by Fod et al. (2002) are subjective, because the data are influenced only
indirectly by the experimenter.
Both groups of researchers utilise parameterised, statistical techniques to segment contin¬
uous movement data (B in Figure 2.2). Schaal et al. (2001) utilise a probabilistic learning
method called Locally Weighted Regression, where local regression models are fitted to dis¬
tinct parts of a trajectory. Each of these local models is a receptive field, whose region of
validity is determined from the data. As with other clustering methods, like the Kohonen map
(see Section 2.2.2), the number of such models is specified a priori, which therefore determines
the overall level of granularity (even though each one locally models a different level of granu¬
larity). Fod et al. (2002) first employ velocity-based segmentation on the continuous movement
data, then they project all the segments onto a chosen lower dimension using Principal Compo¬
nents Analysis, and finally they cluster the projected data points using k-means. Each of these
stages involves a parameter: determining the velocities that correspond to edges of trajectories,
determining a suitable dimension that captures the complexities of the different trajectories,
and finally the number of clusters to use. Fod et al. (2002) recognise the importance of these
parameters, and discuss their effect.
Combining Social Interactions with Non-Social Learning
Yet another way of addressing the problem of action-matching is to equip the robot with mech¬
anisms to leam on its own, for the situations when it can not match the teacher's actions.
Schaal (1997) and Clouse (1995) present examples of systems that learn from a combination
of reinforcement learning and learning from demonstrations. In these and similar approaches,
however, the expert's knowledge provides a secondary source of learning to reinforcement
learning, rather than the other way around.
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Schaal (1997) reports simulated cart-pole experiments where a reinforcement learning sys¬
tem benefits from an initial demonstration of rewarding experiences from an expert; this initial
boost to the system helps to speed up the learning of the system when it subsequently starts
to explore its sensor-action space. The simulation experiments of Clouse (1995) consist of an
agent learning to navigate through a race-track; the agent can either act on its policy, or execute
an action suggested by an automated expert. The results show that it is in fact not benefi¬
cial for the agent to completely rely on the expert's advice, because it misses out on valuable
negative experiences from self-exploration. Both these systems utilise reinforcement learning
methods that operate on continuous real-valued data. That is, they deal with 'raw' (simulated)
data, which do not need to be abstracted to a higher level (A in Figure 2.2), except that in
(Clouse, 1995) only the state space is continuous — the action space consists of a discrete set
of pre-determined actions.
2.4 Summary
The summary of the review given above is shown graphically in Figure 2.3. It shows that much
of the work deals with saliency and abstraction in an ad-hoc manner at design time. This means
that the effect of saliency detection mechanisms on learning is either not recognised, not tested,
or not discussed. In the upper category of the top level of designer effort, saliency is imposed
in an ad-hoc manner indirectly due to the designer structuring the robot's sensorimotor data.
Again, this means that the designers either do not recognise, test, or discuss the effect of the
resulting level of abstraction, or granularity, on learning, and its generality for other tasks.
Therefore the way that most designers deal with saliency has the potential of introducing a bias
on what the robot can learn, which is not necessarily faithful to the robot's perceptions, and
the more effort spent by the designer in biasing the learning for a particular purpose, the less
adaptive it is, and the less it can be influenced by social interactions.
2.4.1 Research Gap
The thesis suggests that dealing with these issues, in a manner that is more faithful and adaptive
to the robot's experiences, can be achieved by using parameterised saliency mechanisms and
increasing the influence of the social interactions on the precision of the experiences and the
detection of saliency in them. The thesis will show that the designer then does not need to
provide the bias, or at least not as precisely. Some of this responsibility can be transferred to the
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expert involved in the social interactions: saliency that is accentuated (active demonstrations)
or signalled (explicit signalling) by the expert is more faithful because the expert is situated
in the environment with the learner, and does not need to know what the robot is actually
perceiving. Further, saliency parameters can potentially be tuned (explicit communication) to
reflect more faithfully the saliency in the robot's perceptions. The collection of examples from
the literature demonstrated these issues to some extent, and they will be shown experimentally
in the remainder of this thesis. These issues have not previously been considered, and so
the work in this thesis fills a gap in the existing research (marked as the grey region in the
Figure 2.3), as discussed below.
2.4.2 How the Work in This Thesis Fits In
The experimental work in this thesis addresses some parts of the gap identified in current re¬
search: the utilisation of active demonstrations and explicit signalling for purposely influencing
a robot's learning, and thus reducing the amount of designer effort in influencing the learning.
The issue of explicit communication is not addressed experimentally, but is discussed as an
extension of the experimental work (see Chapter 6). In order to facilitate the balancing of the
two sources of influence on the robot's learning, parameterised attention mechanisms are used
to deal with saliency explicitly. In this thesis these saliency mechanisms are used for tempo¬
ral selection. However, the problem of saliency detection could in principle also affect spatial
selection, as described at the start of Section 2.2. Thus all the issues discussed in this thesis
concerning saliency, such as attention, abstraction, and level of granularity, apply generally to
both temporal and spatial selection.
The benefits of increasing the strength of the social interactions are evaluated firstly by
addressing the need to deal with imprecise exposure to sensorimotor data due to an imprecise
action-copying mechanism, and leading to the need to deal with saliency. The former is tested
by considering the effect that the learner's failure to copy the expert's actions (hence learning
'alone') has on learning, and the latter is tested by considering active demonstrations and ex¬
plicit signalling. Figure 2.4 shows a summary of the experiments presented in this thesis, as
a function of social interactions and designer effort, thus addressing the gap identified in the
research. The 'alone & social' category refers to situations in which the robot's experiences
are considered for learning even when it loses the teacher and moves around randomly in the
environment, as opposed to the higher categories of social interactions where such experiences
are ignored; the 'alone' category refers to learning from experience obtained purely from a
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Figure 2.4: The experiments reported in the thesis examine social interactions of different com¬
plexities, and learning at different levels of abstractions requiring different amounts of designer
effort. The experiments that are actually performed are marked with circles, with a solid circle
marking the best performance achieved. Within the second category on the vertical axis, the
vertical distinction relates to different amounts of effort required by the designer, except that
the distinctions within experiment set 4 are purely for visual purposes. Similarly, the vertical
distinctions within experiment set 1 are for visual purposes only.
random wandering behaviour.
The next chapter presents an empirical investigation into the influence that social interac¬
tions and designer effort have on the exposure of a learner robot to sensorimotor data. Different
tasks are used to show that the level of granularity at which saliency occurs is dependent on
the actual task and environment, which shows the need for external influence on the learning.
Chapters 4 and 5 test the actual learning of these tasks. Chapter 4 investigates learning from
the raw data, without any abstraction (A in Figure 2.2), and with modulation achieved through
abstraction (B/A in Figure 2.2). Chapter 5 investigates learning from abstracted data (B-C in
Figure 2.2).
It is important to note that saliency is treated explicitly only for the robot's perceptual
modalities, not its motor modalities (see Figure 2.2). This means that attention is applied to the
information from the perceptual sensors, and not to the information from the motors. For reli¬
able execution of the task, the motor information is mapped to a high level of abstraction in an
ad-hoc manner (consisting of discrete actions: 'turn left','turn right', and 'move forward'), ei-
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ther during learning or during recall of a behaviour. The reason for this is that acting reliably on
'raw', low-level, motor commands is very difficult, at least in the kind of mobile robotics tasks
implemented here. In contrast to non-robotics work, where recall is successful if the output is
correct on average, robot controllers need more deterministic output (see Section 2.2.2). This
is an important problem in robotics, which is not addressed in this thesis. For this reason, the
output from learning must be mapped to a higher level of abstraction, where 'actions' contain
the low-level information needed to produce motor commands in a reliable way. However, as
mentioned in Section 2.2.2, all the issues concerning saliency and abstraction can in theory also
be applied to the motor modalities. Therefore, although for the kind of tasks used in this thesis
motor-command versatility is not essential, the use of attention could in fact also be applied to
the motor modalities if such versatility were required.
As noted earlier in this chapter, this means that compared to the abstraction of the percep¬
tual data, which is handled by a parameterised attention system, the abstraction of the motor
data relies on trial-and-error for empirically obtaining saliency parameter-values that reliably
translate the raw motor data into actions, as required for the particular purposes in each of the
experiments.
2.5 Performance and Resources
As discussed in Chapter 1, the aim of identifying the design space is not only to characterise
the research, but also to guide the design of existing and new systems, by characterising perfor¬
mance within the space. The thesis argues that balancing designer effort with social interactions
for increasing the generality of a learning system is not at the expense of learning performance.
This will be shown by demonstrating how performance varies, and most importantly, how it
improves within the space, as shown in Figure 2.4. A characterisation of a typical performance
surface will be extrapolated from the results in Chapter 6, and the literature identified in Sec¬
tion 2.3 will be revisited for a discussion on the implication of such a performance surface for
the related work.
The thesis will also show that the way performance varies is dependent on the available
learning resources. In some cases the benefit of influencing the learning is only seen clearly
when the robot is forced to manage limited learning resources usefully.
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2.6 Biological and Psychological Inspirations
2.6.1 Social Learning
As with other robotic work involving social interactions, the work in this thesis is inspired by
the fact that in humans and other animals, a major source of influence on learning emanates
from interactions between conspecifics. More interestingly for this thesis, there are different
ways in which a novice's learning can be influenced by an experienced conspecific — a model,
such as a caretaker. The model's role in the learning process can range from a passive exe¬
cution of a behaviour, oblivious to the fact that it is being learned from, to more active and
interactive training or tutoring, where the model adapts the social interactions to suit the needs
and capabilities of the learner.
The study of different learning phenomena arising from social interactions in animals falls
into the field of social learning (Zentall and Galef, 1988). The study of social learning dates
back to the end of the 19th century. Bennet G. Galef, Jr. gives a historical review of the develop¬
ment of this subject in the biological and psychological sciences (Galef, 1988). A major prob¬
lem that researchers have faced is one of terminology: many different conflicting labels have
been used, resulting in a lack of understanding and poor communication in the field. Galef lists
some of the labels used, including: imitation, true imitation, allelomimetic behaviour, mimesis,
protoculture, tradition, contagious behaviour, social facilitation, local enhancement, matched
dependent behaviour, stimulus enhancement, vicarious conditioning, observational condition¬
ing, copying, modelling, social learning, social transmission, and observational learning (Galef,
1988, p. 11). However, regardless of the labels attached to the phenomena, Galef suggests that
the overall goal is to understand the ways in which social influences on learning and perfor¬
mance contribute to the development of adaptive behaviour. This is indeed the point relevant
for this thesis. The labels most useful for thesis will now be discussed briefly.
Perhaps the simplest form of social learning is social facilitation. It refers to situations
when it is the simple presence of others that influences the behaviour of an individual. Social
facilitation usually results from disinhibition of existing behaviours because of reduction of
isolation-induced fear (Galef, 1988). For example many species are more likely to exhibit
a feeding behaviour in an area containing other members of the same species. Galef claims
that social facilitation alone cannot produce social transmission, but together with individual
learning it can. This kind of 'social interactions' can be regarded as passive because the model
does not even need to know that there is any social transmission going on.
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Another type of passive social transmission can occur when an animal's attention is directed
to particular stimuli (objects or locations in the environment) through the presence and actions
of a model. This is often called stimulus enhancement. According to Galef (1988), in stimulus
enhancement the probability of exposure to one set of stimuli rather than others is increased
through a tendency of the individual to approach conspecifics and from alterations conspecifics
have made in the environment. Some examples are rats marking foods they have eaten from,
thus drawing conspecifics to eat from the same food (Galef and Beck, 1985), and young rats
watching their mothers eating and then 'stealing' a partially-eaten food and eating it themselves
(Terkel, 1996). Stimulus enhancement has also been observed in birds (Hogan, 1988; Palameta
andLefebvre, 1985).
Of course, stimulus enhancement could also result from a model actively (i.e. purposely
and intentionally) drawing the attention of a novice. This leads to a phenomenon observed
in human infant-caretaker interactions, called scaffolding (Wood et al., 1976). Scaffolding
involves a caretaker attracting and maintaining the attention of the child, reducing the degrees
of freedom of the task by simplifying it, marking the critical features of the task, controlling
the frustration of the inexperienced infant, and most importantly demonstrating the task fully.
With scaffolding the learner gets to experience performing the task before it actually knows
how to execute it on its own. One of the most interesting of the the components of scaffolding
for this thesis is marking critical features: "a tutor by a variety of means marks or accentuates
certain features of the task that are relevant" (Wood et al., 1976, p. 98).
However, the most common phenomenon studied in social learning is imitation. It is also
probably the most debated and disagreed-upon topic of social learning. Researchers have ar¬
gued about the conditions necessary for imitation, and therefore which species are capable of
it. Whiten (2000) claims that some people believe that there is only good evidence for imita¬
tion in non-primates, e.g. Galef (1988) and Heyes (1993), whereas others believe that there is
only good evidence in primates, e.g. Byrne and Tomasello (1995), and Meltzoff and Moore
(1983). The main debating point seems to be whether the observed 'imitation' is just a copy¬
ing of a pattern of behaviour exhibited by others, or whether there is also a transmission of
higher-level information such as goals. For example Byrne and Russon (1998) suggest a cate¬
gorisation based on 'program-level' versus 'action-level' imitation, where the former involves
copying the basic components of the action (low-level imitation), and the latter involves merely
copying the overall strategy and organisation of the action, including sequence and hierarchy
(high-level imitation). They use the example of food-copying patterns in mountain gorillas, and
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show that while there is a large variability in exact hand-configurations and movement patterns
used within a family of gorillas, there is almost no variability in the sequencing and general
organisation of the low-level components of the action, suggesting that what is important for
these animals is the transmission of higher-level information concerning the actions rather than
their low-level details.
This debate supports the distinctions made in this thesis that recognise that learning from
social interactions can occur at different levels of abstraction. In fact, recent findings in neuro¬
physiology have exposed neurons that are believed to form the fundamental basis for imitation
in primates — 'mirror neurons' (Rizzolatti et al., 2000); they are active both when a monkey
observes a demonstrator interacting with an object, and when the monkey executes the same
interaction. What is interesting is that these neurons are very specialised to respond to specific
types of grasps, and further — they seem to specialise at different levels of granularity: some
neurons discharge only to specific finger configurations of specific grasps, others discharge to
a specific grasp regardless of finger configuration, and yet others discharge to the achievement
of a goal, regardless of the way this is achieved. Thus there is an inherent level of granularity
in what these neurons represent and the issue of saliency must be somehow incorporated in
their activation. These findings have inspired one of the implementation reported in Chapter 5
in this thesis, where more biological details are provided (see Section 5.3).
2.6.2 Attention
Attention is identified in this thesis as responsible for detecting saliency and thus abstract¬
ing from raw sensorimotor data. This means selecting perceptions to process based on their
saliency, and keeping some higher-level (abstracted) representation of these perceptions. These
features are all inspired from the following psychological concepts.
The selective role of attention is to act as a bottleneck, or filter, to select certain stimuli
over others (Kahneman, 1973). Some interesting questions then arise, such as at what stage of
processing does selection occur? 'Early' theories such as the Filter Theory (Broadbent, 1958)
propose that selection occurs just prior to perceptual analysis which involves extraction of the
physical attributes of a stimulus and its identification. In other words, stimuli are selected
before they are analysed; information is thus analysed in sequence where the processing of
one stimulus must be terminated before a new one can be processed. 'Late' theories (such as
Deutsch and Deutsch (1963)) propose that selection occurs just prior to response selection, i.e.
after perceptual analysis; multiple stimuli can therefore be analysed in parallel, but only one
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response can be selected at any one time.
This issue is not important for attention in this thesis because it does not need to deal
with multiple stimuli. Rather, attention simply needs to decide whether to select the current
perception or not. This is achieved in this thesis by determining the saliency of perceptions,
and is inspired from how humans react, respond, or orient to significant events, and further
— by how familiarity of events affects these reactions by inhibiting them and thus modulating
perceptual processing.
Orienting seems to be one of the key activities involved in attention, since it is responsible
for keeping relevant information in a useful, convenient focus, for further analysis. As Posner
and Peterson (1990) claim with respect to visual orienting, "foveating a stimulus improves
efficiency of processing targets ..." (p. 27). Orienting (and foveating) can occur either overtly
through saccades, or covertly without any movements at all. The Orienting Response (OR),
also referred to as the Orienting Reaction and Orienting Reflex, is a pattern of physiological
responses which is elicited by novel or significant stimuli (Kahneman, 1973). It was first
introduced by Pavlov in 1910, and later by Sokolov (1963) who claimed that the OR is elicited
through a neuronal model of a stimulus which is used to match incoming stimuli and hence
determine their novelty. The neuronal model is built up from exposure to the stimulus, and
after many presentations it habituates and no longer responds to this stimulus. Therefore the
neuronal model forms an important part of the selection mechanism, and it can also be thought
of as the abstraction of the stimulus.
The role and nature of habituation is very intuitive and straight-forward: it inhibits the
OR to a stimulus incrementally as the stimulus is presented repeatedly (Wang, 1995). What
is more interesting is how the OR is reinstated (dishabituation); Balkenius (2000) provides a
good summary of some of the factors responsible, such as: a stimulus change, the passage of
time (forgetting), a new stimulus, a new context, and drowsiness.
If indeed stored representations (neuronal or otherwise) of stimuli are matched and com¬
pared with incoming stimuli, what is the actual process of comparison, and how is the result
of this comparison evaluated? In Section 2.2.1 it was argued that all robotic learning systems
must have a temporal selection component which usually corresponds to a detection thresh¬
old. Perhaps an equivalent psychological explanation can be found in Signal Detection Theory
(Green and Swets, 1966; Macmillan and Creelman, 1991), which claims that people judge the
significance of stimuli based on a certain criterion, and this criterion is applied at a location
of the observer's choice. The theory relates this choice behaviour to a psychological decision
44 Chapter 2. Characterisation of a Design Space
Figure 2.5: The decision space of Signal Detection Theory. The items in the 'new' distribution
have low familiarity, whereas the items in the 'old' distribution have high familiarity. The shaded
region is the error rate corresponding to designating a stimulus as 'new', when it is in fact 'old',
and it corresponds to the Type I error of statistical hypothesis testing.
space, consisting of two conceptual distributions, for familiar (old) and unfamiliar (new) items,
as shown in Figure 2.5. The space consists of two sampling distributions of 'familiarity', Snew
and S0id', the density function of each distribution is given by f(X\Sj), where X is a measure
of the familiarity of the stimulus. The threshold k is regarded as the decision criterion; if fa¬
miliarity is lower than this threshold, the observer designates the stimulus as 'new', with some
unknown error; however if the stimulus is in fact 'old' (shaded region of Figure 2.5), this error
is equivalent to the Type I error of statistical hypothesis testing (rejecting the Null Hypothesis
when it is in fact true).
The different components of attention, such as those discussed above (selection, orienting,
habituation, and detection) are sometimes considered to form part of an information-processing
system, and they are believed to be affected by both top-down and bottom-up factors (Cowan,
1988; Rensink et al., 1997; van Reekum and Scherer, 1997; Kahneman, 1973, and many oth¬
ers). Different examples of bottom-up and top-down attention in robotic systems were pre¬
sented in Section 2.2. It was also argued in that section that attention is mostly treated as
a spatial mechanism, rather than a temporal one as used in this thesis. This is also true for
psychological experiments on human attention. Such experiments are generally based on the
classic target detection experiments by Posner et al. (1980), involving visual targets appearing
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at peripheral locations, immediately preceded by visual cues that either correctly or incorrectly
predict the targets (some more examples are Husain and Kennard, 1996; Desimone and Dun¬
can, 1995; Behrmann and Haimson, 1999).
Pashler (1998) points out that in experiments of this type the effects of temporal cues can
sometimes reflect changes in criteria for producing responses. However, the role of temporal
information in orienting attention is relatively unexplored, as recognised by Coull and col¬
leagues (Coull and Nobre, 1998; Miniussi et al., 1999; Coull et al., 2000). In a series of brain
experiments on humans they separate spatial effects from temporal selection and show that
temporal information is used flexibly and actively to process stimuli. In their findings it ap¬
pears that spatial and temporal orienting activate a common network of frontoparietal regions,
but that this overlap is not complete, suggesting that the two activities share some general 'at¬
tention' functionalities, but also distinct ones. They also investigate and confirm a distinction
between voluntary, top-down orienting, and automatic, bottom-up orienting.
 
Chapter 3
An Empirical Investigation of
Exposure to Data
As mentioned in the previous two chapters, the aim of this thesis is to investigate a balance be¬
tween biasing saliency through design and through social interactions, so that learning can be
more general, adaptive, and faithful to the robot's experiences1. This chapter starts the inves¬
tigation by giving an empirical account of a learner robot's experiences, using different tasks
and environments in order to show that saliency is particular to the task and environment. The
chapter does not actually show how the robot learns from its experiences, but rather inspects
these experiences with the above considerations in mind, and discusses the implications for
learning.
Section 3.1 specifies the different types of social interactions that are under investigation
in this chapter. They are specifically chosen to investigate the problem of imprecise exposure
to experiences due to imprecise copying of the expert's actions by the learner, and they will be
used to motivate the use of active demonstrations. Social interactions of a higher complexity
are presented in the next chapter.
Also under investigation in this chapter are different levels of designer effort involved in
specifying what constitutes saliency. The first and main distinction related to designer effort,
which was recognised in Chapter 2 and is investigated here, is whether a low level of abstraction
is used for learning, where the data are noisy and unstructured, or a higher level of abstraction
is used, where a structure exists. This chapter investigates two such levels of abstraction,
respectively in Sections 3.2 and 3.3. A second distinction that was recognised in Chapter 2 is
' See start of Section 1.1 on page 3 for the definition of'saliency'.
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whether the structure is imposed by the designer in an ad-hoc manner, or discovered through
self-organisation where saliency is treated explicitly. The former does not contribute to the
aim of this thesis mentioned above, and therefore it is not considered. Section 3.3 presents
an attention system that models saliency explicitly to self-organise the raw data into distinct
structures, and these structures are then compared with the raw data inspections performed
in Section 3.2. The issue of designer effort is considered further in Section 3.3 through the
identification of different ways in which the attention system can be used for learning, requiring
different effort involved in abstracting the raw data and therefore biasing saliency. Section 3.4
discusses how the objectives of this chapter are met, and how they contribute to the rest of the
thesis.
3.1 Imprecise Exposure to Data
The previous chapter discussed a general difficulty for socially-interactive learning systems that
learn from demonstrations from an expert. This difficulty is related to imprecise copying of the
teacher's actions by the learner, or imprecise demonstrations by the teacher, both of which
lead to an imprecise exposure to experiences by the learner (see Section 2.3). The reason this
is a problem is that a learning architecture might have difficulties in generalising from such
experiences.
Most of the experiments in this thesis involve a mobile robot following behind a teacher. In
simulation experiments the teacher is also a mobile robot, identical to the learner; in physical
experiments the teacher is a human. In these experiments, imprecise copying of the teacher's
actions corresponds to an imprecise teacher-following behaviour. There are two sources of
imprecision. First, the learner does not follow exactly the same path as the teacher, because
the teacher-following behaviour drives it to cut corners. Second, the detection of the teacher is
noisy, and because the teacher does not detect the learner, the learner can sometimes completely
lose sight of the teacher and be 'lost' for a period of time until it finds the teacher again.
3.1.1 Testing-Scenarios for Evaluating Problems with Passive Demonstrations
The first source of imprecision is tested by emulating an ideal, noise-free, teacher-following
behaviour, by equipping the learner with a hand-crafted behaviour corresponding to the partic¬
ular task that is examined; the robot moves alone in the environment with this behaviour. In
the simulation experiments the hand-crafted behaviour is the same behaviour that controls the
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teacher, and therefore the learner takes exactly the path that the teacher would have taken. The
second source of imprecision is tested by using a 'social facilitation' flag that is on whenever
the learner loses the teacher; comparisons are then made between the two situations where the
robot's experiences are either ignored when this flag is on, or all the experiences are consid¬
ered. The reference to 'social facilitation' is inspired from the social learning phenomenon
described in Section 2.6 as social transmission that relies on the presence of another individual.
A final comparison is made, emulating a worst case teacher-following behaviour with the robot
moving around alone in the environment with a random wandering behaviour.
To summarise, the following scenarios are tested in the experiments:
1. hand-crafted: the learner is equipped with a hand-coded behaviour;
2. following with social facilitation: the learner follows behind a teacher who is perform¬
ing the task, and does not consider input perceived while the teacher is lost;
3. following: as above, but perceptions are always considered;
4. random: the learner moves around randomly in the environment.
Scenarios 1 and 4 are used as upper and lower baselines against which to evaluate the impreci¬
sion of the teacher-following behaviour.
3.1.2 Active Demonstrations in the Physical Experiments
In the physical experiments, the first source of imprecision, that is, noisy detection, is in fact a
major problem. The implementation of the robot's human-tracking system is not robust enough
to allow the robot to follow a human demonstrator if the human is moving freely and indepen¬
dently of the robot, that is, if the human is passively demonstrating the task. It was identified
that the demonstrator must adapt his movements and speed to help the robot's tracking system,
that is, demonstrate the task actively. Therefore, in the physical experiments the robot does not
lose the teacher for significant periods of time because the teacher responds to these situations
by moving back into the robot's field of vision.
Of course, this problem is an implementation problem, rather than a theoretical one. That
is, one could in principle improve the robot's tracking system to be more robust in order to
track and follow a human perfectly. However, it was decided that active demonstrations are
useful for other purposes, mentioned below, and that it would suffice to emulate a perfect
teacher-following behaviour with a hand-crafted behaviour, as explained above. Therefore, no
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extensive attempts were made to improve the tracking system, and instead, active demonstra¬
tions were introduced.
The physical experiments will show that active demonstrations are useful not just for ensur¬
ing the robot does not get lost, but also for accentuating the saliency in the robot's experiences.
This then suggests that active demonstrations should also be attempted in the simulation exper¬
iments. But programming an active robotic demonstrator is difficult, because the designer has
to guess what would be a good active strategy before the robots start interacting, as opposed to
a human demonstrator, who is situated in the same environment as the robot, and can therefore
tailor the demonstration 'on-line' in response to what the robot is doing. This thesis argues
that if one has the capability to provide a learner robot with active demonstrations, then this
is advantageous. However, if this requires additional effort from the designer, then that is a
consideration that needs to be taken into account.
3.2 Raw Data Inspections
In this section we will examine the characteristics of sensory data as external observers — we
will look at the statistical properties of complete datasets of perceptions, in order to identify
structure in the perceptual data. This kind of statistical analysis of the data is only suggested as
a methodology for learning about the bottom-up nature of the robot's perceptions, rather than
as a tool with which the robot itself can find the structure in its perceptions. The latter issue is
considered in Section 3.3, where an attention system is presented for processing data on-line,
rather than complete datasets.
The motivation for exploring the robot's raw perceptual data is that it provides the designer
with a good starting point for assessing how well-structured the data are, what might constitute
saliency in them, and the implications of the social interactions on how well the robot might be
able to learn from the data. Further, the results from the statistical analysis performed here can
be used to evaluate the performance of the attention system presented in Section 3.3.
3.2.1 Method
The statistical tool we will use is Principal Component Analysis (PCA), which is a multivariate
data analysis tool useful for dimensionality reduction (see, for example, Venables and Ripley,
1994; Afifi and Clark, 1996). PCA finds the components si,S2,...,sm that explain the maxi¬
mum amount of variance in an m-dimensional dataset, X, of size n, as follows.
3.2. Raw Data Inspections 51
The sample covariance matrix2 of X is
W = —(X'X-nxx1) (3.1)
n — 1
where X' is the transpose of X and x is a row vector of the means of the columns of X. W is a
symmetrical matrix and therefore its singular value decomposition is
W = U'LU (3.2)
where U contains the real eigenvectors of IT, and L is a real-valued nonnegative diagonal matrix
containing the eigenvalues of W, A.,-, such that
Xi > X2 > ... > Xm > 0 (3.3)
The principal components (PC's) s, are then simply the column vectors in U, and a linear
combination of the first k PC's can be used to project the original dataset onto a lower dimension
k <m, using a simple matrix multiplication Y = X * [sj,... ,s*], where the resulting Y is a n x k
matrix. The amount of variance accounted for by each PC is proportional to its corresponding
eigenvalue, and can thus be calculated relative to the sum of all eigenvalues (which is the total
variance of the dataset):
— ie{l...m}. (3.4)
7=1
More useful is the amount of variance accounted for by the first k PC's, calculated as
k
!>/
ck = t^-— ke{l...m}. (3.5)
2*7
7=1
Because of the ordering of the A,, (Equation 3.3), the most representative one-dimensional
projection of the data is given by si, and the most representative ^-dimensional projection is
given by [si,..., s*], i.e. by the first k PC's. As we use more and more PC's the relative variance
Ck increases, until we can explain all the variance in the data by using all m PC's. One can plot
the relative variance accounted for by the first k PCs for all values of k — such a plot is called a
scree plot. An example of a scree plot for a 50-dimensional uniformly-distributed dataset with
1000 points is given in Figure 3.1.
2c.f. the sample variance of a random variable x, which is (Lxf — nx2)
<\ V*J
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Figure 3.1: A scree plot for a uniformly distributed dataset of 50 dimensions.
The value for k is chosen so that the projected dataset Y is of a conveniently low dimension
— useful for example for visualisation, as we will see in the remainder of this section — while
accounting for as much of the variance as possible.
A Simple Example
The use of PCA will now be demonstrated with a very simple example. First let us introduce
Gillespie, the robot that is used in experiments throughout this thesis, shown in Figure 3.2.
Gillespie is a Real World Interface (RWI) B21 robot, with multiple sensory modalities: a
layer of 24 sonar sensors, 2 layers of 24 infra-red (IR) sensors, and a video camera mounted
on a pan/tilt head; it also has a compass and bump and tactile sensors, although these are not
used in the experiments reported in this thesis. The input to attention and learning in all the
experiments in this thesis is made up of 20 of the sonar sensors around the front of the robot,
as shown in Figure 3.3. The back four sensors are not used in the makeup of the input3.
We will test PCA by exposing Gillespie to three different perceptual states, captured through
20 of the sonar sensors, so the input space has 20 dimensions. First, Gillespie is placed in the
middle of the room with no objects around it for a short period of time, and data are collected
from its sensors; then it is placed parallel to a wall on the left side, about 10cm from the wall,
3The reason for this is firstly that these sensors will not be needed for executing the task that Gillespie will
be trained to perform, namely wall-following (see Section 3.2.2) — the robot will not be expected to sense walls
behind it. Secondly, the back sensors were not used so that the experimenter could walk closely behind Gillespie and
inspect various outputs without interfering with the robot's perceptions; output is displayed on the laptop computer
mounted just above the back four sensors.
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Figure 3.2: The RWI-B21 robot, Gillespie, has a layer of 24 sonar sensors, 2 layers of 24 infra¬
red (IR) sensors, and a video camera mounted on a pan/tilt head; it also has a compass and
bump and tactile sensors, although these are not used in the experiments reported in this thesis.
Figure 3.3: A schematic diagram of the locations of Gillespie's sensors that are used as input to
attention and learning in all the experiments in this thesis.
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Figure 3.4: Projection of all the data from the simple example onto one dimension (left), and two
dimensions (right).
Figure 3.5: Convergence of the eigenvalues for the simple example.
for an equal amount of time, and again, data are collected; and finally it is placed parallel to
a wall on the right side, again 10cm from the wall and for an equal amount of time, during
which data are collected; the robot does not move during data collection. We accumulate the
perceptual input at each step into a dataset, so that at the end of the test we have a complete
dataset of Gillespie's perceptions. We project the final dataset onto the first PC, and the first
two PCs, shown in Figure 3.4, and also plot the relative variance accounted for by these PCs for
the duration of the test, i.e. we calculate c\ and C2 at each step using the dataset accumulated
thus far, in Figure 3.5. Thus the relative variances of the projections in Figure 3.4 are given by
the final values shown in Figure 3.5.
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Figures 3.5 and 3.4 are interpreted as follows. Initially, PCA is exposed to a random cloud
of points, similar to the dataset used in Figure 3.1 but where the distribution is that of the noise
in the sensors; one PC accounts for only about 50% of the variance, two PCs account for about
75%. As soon as PCA starts to see points for 'left wall', most of the variance accounted for
is now between the two clusters, rather than within the first ('no wall') cluster. Therefore the
relative variance increases rapidly to 1, and in fact we see that one dimension is sufficient at
this stage to explain all the variance in the data; this is because there are only two clusters.
When data start appearing for 'right wall', the ability of one dimension to explain the variance
decreases (steps 100-150 in Figure 3.5), whereas two dimensions can still explain the variance
in the data perfectly.
These interpretations can be taken further. At step number 50 there is a very abrupt change
in the level of granularity at which variations are considered significant. In the first 50 steps, the
robot is exposed to a cloud of points corresponding to no wall perception; the variations in the
data are due to the noise in the sensors, and then even two PCs cannot capture these variations
well. However, after step 50, the robot is exposed to completely different perceptions, and now
the original variations in the data (before step 50) are considered insignificant; the notion of
significant, or salient, variations has changed; differences are detected on a larger scale. Note
that at step 100, the scale, or level of granularity, does not change; two PCs still capture the
variations perfectly, and one PC gradually captures them less well (as opposed to the abrupt
change at step 50) — this simply means that in one dimension the data become less well-
structured as the third cluster appears.
Note that the fact that the data are better structured in two dimensions than in one is not
very useful on its own, because it is the case in general that it is more difficult to detect structure
when projecting onto a lower dimension than onto a higher one. However, knowing that data
can be represented well in a particular low dimension is informative for comparative purposes.
The particular dimension gives an idea of the complexity in the data, for example, the simple
toy example here suggests that although the dimensionality of the data is 20, there are strong
correlations between the sensors and in fact two dimensions are enough to account for the
significant variations in the data. As we will see in Section 3.2.2, when the data come from
exposure to a task, the low dimension might correspond to the complexity in that task. Then,
comparing exposure for this task under different conditions can be very informative: if under
some condition the variance accounted for by the chosen dimensions is lower than in another
condition, this means that there are variations that are not related to the task, or equivalently,
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that the perceived data are less well-structured with respect to the task. This is therefore a
useful comparative methodology for a designer wishing to find the conditions under which the
data are better structured, which gives some measure of complexity in the data (for example,
number of required dimensions, and relative variance).
The designer can get more insight into the data by looking more closely at the projection
space suggested by PCA. One could inspect what the principal components for the complete
(final) dataset actually are. Recall that the data are projected onto a lower dimension through a
linear combination of the PCs, so it might be interesting to inspect which are the components
most influential in this projection; this gives an indication of which are the important sensors
that contributed to the calculation of the PCs4 . Because the PCs have the same dimension
as the data, this interpretation can be difficult for a high-dimensional dataset such as this one,
but this is nevertheless an interesting exercise. The first three PCs calculated by PCA for the
simple example are shown in Figure 3.6; see Figure 3.3 for the locations of the sensors on the
robot (it seems that there was something wrong with sensors 4, 7, and 15, because they did
not contribute to any of the PCs; this could have happened if these sensors happened to be at
a critical angle where they did not receive any of the sonar reflections, and therefore have a
zero input; this problem does not exist when the robot is in motion, as we will see in the next
section).
From Figure 3.4 we see that the first PC mainly distinguishes between sensing the wall
on the left and on the right. This is confirmed when we inspect the values of the first PC in
Figure 3.6: the values corresponding to the left of the robot (values 0-9) have an opposite sign
to those corresponding to the right of the robot (values 10-19); this PC can be thought of as
capturing the contrast between left and right, and according to the relative variance calculation,
ci (see the final value of the solid curve in Figure 3.5), this accounts for about 70% of the
variance in the data. Similarly the second PC seems to distinguish between sensing the wall or
not (see Figure 3.4) and by inspecting the PC in Figure 3.6 we see that it seems to correspond
to the total signal in the sensors (all values have the same sign). Therefore, the second PC
represents how much the wall is sensed (i.e. how close the robot is to the wall), whereas the
first PC represents on which side the wall is sensed; together these two PCs represent almost all
(99.8%) of the characteristics of this dataset, as calculated by the relative variance calculation,
C2 (see Figure 3.5). The third (and any other) PC corresponds to the noise in the sensors.
Further, from Figure 3.4 we see that PCA has designated the 'no-wall' state as the origin in
4Many thanks to Prof Murray Aitkin for suggesting and helping with the numerical and analytical inspections
of the principal components throughout this chapter.
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PC 1 PC 2 PC 3
0: 0.079744 -0.314937 0.218893
1: 0.242706 -0.211609 -0.356506
2: 0.313199 -0.184187 0.164485
3: 0.323470 -0.209022 0.178676
4: 0.000000 0.000000 0.000000
5: 0.307507 -0.200411 -0.432462
6: 0.303194 -0.195919 0.165539
7: -0.000000 -0.000000 -0.000000
8: 0.215967 -0.139555 0.117508
9: 0.193080 -0.126529 -0.494709
10: 0.193937 -0.125319 0.105838
11: -0.031881 -0.346442 0.136648
12: -0.016489 -0.409397 0.161531
13: -0.222327 -0.192879 -0.477697
14: -0.283702 -0.188561 0.002292
15: 0.000000 0.000000 -0.000000
16: -0.281897 -0.314941 0.055543
17: -0.273142 -0.305104 -0.070959
18: -0.270547 -0.220679 0.016877
19: -0.255960 -0.217536 0.021592
Figure 3.6: Three of the principal components calculated for the simple example.
PC-space, i.e. the point (0, 0). We will see similar PCs appearing in more interesting situations
when the robot is in motion, in the next section.
In conclusion, this 20-dimensional dataset can be explained perfectly with two dimensions.
To further demonstrate this we mix the dataset and hence present the data points to PCA in a
random order; the same clustering is achieved (and therefore not shown), and the convergence
of the relative variance is now shown in Figure 3.7; c\ and ci converge to the same values as
before, but much faster.
Note the emergent clustering effect of PCA, demonstrated in Figure 3.4. Looking at these
clusters is useful for interpreting what the robot is perceiving, especially when it is difficult
to interpret the principal components. One can be confident that an attention system will be
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Figure 3.7: Convergence of the eigenvalues for the simple example, where the ordering of the
data points is randomly chosen.
able to find structure in a perceptual dataset such as this one quite easily, because the clusters
here are very distinguishable in a low dimension. We see that already in this over-simplified
example there is a bit of noise (belonging to the 'right wall' cluster); unfortunately this problem
is magnified in the real experiments and makes both the interpretation and the attention process
harder; this is the challenge of modelling real sensory data from a robot.
3.2.2 Robotic Tasks
The remainder of this section will involve analysing data obtained from exposure to particular
robotic tasks. The differences between types of social interactions will be discussed, as well
as the implication for attention. As in the simple example above, a dataset of perceptions is
accumulated as the robot is exposed to the environment by a demonstrator, and we look at both
the convergence of the relative variances of the chosen PCs, and the projection of the final data
onto those PCs.
Wall-following
The example given above is an extremely simplified version of a wall-following task: the three
main states are being parallel to a wall on either side, and not being near a wall at all. We will
now examine this task more closely, both in simulation and with Gillespie. Figure 3.8 shows
the environments used in these experiments.
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Figure 3.8: The simulated (left) and physical (right) environments used in the wall-following
experiments.
The platform used for the simulation experiments is the 2D Khepera simulator (Michel,
1996). In this environment there are two robots, a learner and a demonstrator. Each robot per¬
ceives information using six infra-red sensors around it, and moves around using two motors,
as shown in Figure 3.9; the sensors can perceive ambient light, object-distance information
(i.e. the presence of objects), and robot-distance information (i.e. the presence of other robots).
The learner follows behind the demonstrator using a hand-coded teacher-following behaviour;
the demonstrator is constantly moving around the environment executing a particular hand-
coded task; the learner's perception of the demonstrator is only used for the teacher-following
behaviour, not as part of the perception of the task.
For the wall-following task, the robots perceive distance information through their IR sen¬
sors. The demonstrator executes the task: it wanders randomly in the environment until it finds
a wall; it follows the wall, i.e. moves parallel to it; at regular intervals an 'interrupt' is sig¬
nalled which forces the demonstrator to move away from the wall and hence wander again.
The interrupt is used to ensure that the demonstrator exposes the learner to the full complexity
of the task, rather than follow the wall only on one side for the duration of the run. A run here
consists of 50000 steps, with the interrupt signalled every 5000 steps.
The physical experiments are very similar in nature to the simulated ones. They involve
Gillespie and a human demonstrator; the robot is programmed to detect and follow the human
using its on-board video camera, which is done using a simple colour-tracking algorithm — the
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Figure 3.9: A schematic diagram of the Khepera mobile robot; it can perceive distance, ambient
light, and the presence of other robots, using six infra-red sensors (numbered 0-5); it moves
using two motors.
demonstrator wears a green shirt which is easily detectable5 . The arena is an approximately
5m x 5m square (see Figure 3.8). The demonstrator moves around the arena following walls,
turning into the middle of the arena occasionally (4-5 times during the run) as with the 'inter¬
rupt' in the simulation. Gillespie perceives through 20 sonar sensors around its front (it does
not perceive through the four sensors at its back), as shown in Figure 3.3, which in practice
are not affected by the presence of the demonstrator; as mentioned before, the images from the
camera are not used as part of the input. A run here consists of 10000 steps.
The four testing scenarios mentioned in Section 3.1 (hand-crafted, following with social
facilitation, following, and random) are used here. Note that in the second scenario the dataset
obtained is smaller, because experiences are ignored when the learner loses the teacher. In the
plots presented below, this difference is approximately 3000 steps in the simulation (although
it can go as high as 10000), and approximately 500 steps in the physical experiment.
Figure 3.10 shows the convergence of the relative variance accounted for by two PCs in
the simulation and physical experiments, for the four different scenarios. As mentioned above,
the length of the dataset from the second scenario is actually smaller than the rest, however in
Figure 3.10 the corresponding curve is 'stretched' to fit in the plot.
In both experiments the quality of the structure in the data is ordered as we expect: the data
from the hand-crafted behaviour are best structured, followed by the pure social interactions
(following + social facilitation), the social interactions without social facilitation, and finally
the random behaviour. In fact, in the simulation we see that with social facilitation the data
are almost as well structured as with the hand-crafted behaviour, and this is because these two
5This tracking system, as well as much of the low-level control of the robot, was developed by Tetsushi Oka.
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Figure 3.10: Convergence of the relative variance of the first two principal components from the
simulation (left), and physical experiments (right).
scenarios are exposed to almost identical perceptions. We also see that social facilitation has
no effect in the physical experiment and this is because of the reason mentioned in Section 3.1,
namely that the demonstrator reacts immediately when not detected by Gillespie's tracking
system. Because of the active demonstrations, the robot's perceptions are always consistent
with respect to the task being demonstrated (it never gets the chance to lose the teacher), as
opposed to the simulation experiments, where the robot is exposed to irrelevant perceptions
when it loses the teacher.
An important difference between the simulated and physical experiments is the actual rel¬
ative variance accounted for. Whereas in the simulation two dimensions can explain the data
almost perfectly in the best scenarios, in the physical experiment they can only explain ap¬
proximately 73% at best. Therefore in two dimensions the data from the physical experiment
are not as well structured as in the simulation, even though they are modelling the same task.
This is not surprising as Gillespie has many more sensors (20 compared with six), and the
noise in them is not simulated! One would thus expect an attention system to deal with these
data sources differently. The final values of the relative variance should be kept in mind when
interpreting the projections of the complete datasets onto the two PCs.
Figure 3.11 shows the projection of each of the final datasets, i.e. at the completion of
the runs, from the simulation experiments. We have already seen a suggestion of what a two
dimensional projection from a wall-following task looks like, in the simple example shown in
Figure 3.4. The projections in Figure 3.11 indeed look similar: one cluster is the intersection
of two apparent 'lines', which is the area of low (or weak) wall-detection, i.e. 'no wall', and
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Figure 3.11: Projection of the data from simulation onto the first two PCs for the four scenarios.
as we move away from this intersection in either direction, we see data corresponding to 'right
wall' and 'left wall', at different distances from the wall, clustered in distinct areas.
The hand-crafted and social facilitation scenarios look almost identical, as suggested by
Figure 3.10, except that the former is exposed more to extreme values, which means the robot
spends more time closer to the walls6. The 'following' scenario also looks very similar, but
we start to see data points around the 'intersection' that are not on either of the two 'lines',
corresponding to perceptions other than wall-detection on the side. This is even more apparent
in the dataset from the random behaviour. In fact for the latter dataset we now recall that its
two dimensional projection only accounts for approximately 73% of the data, and it is perhaps
worth inspecting this dataset in three dimensions.
In Figure 3.12 we compare the three-dimensional projection of the random scenario with
that of the hand-crafted scenario (the relative variances of these plots are 0.86 and 0.99 respec-
6This happens because sometimes the hand-crafted behaviour needs to do some zig-zags to maintain the distance
from the wall; the same hand-crafted behaviour controls the demonstrator in the 'following' scenarios, but recall
that the learner does not follow exactly the same path as the demonstrator — it actually cuts corners when following
behind the demonstrator, and so it never gets as close to the wall.
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random hand-crafted
Figure 3.12: Projection of the data from simulation onto the first three PCs for the random and
hand-crafted scenarios.
tively). We see that indeed there seems to be another 'component' in the data from the random
scenario (going down along the third PC from the intersection) that is not related to the wall-
following task, which is of course not surprising. A learning system would have great diffi¬
culties learning the wall-following task from such a dataset without further assistance, because
the data contain too many irrelevant points (in fact, the data contain an additional 'component'
which is not related to wall-following).
A numerical exploration of the PCs, as performed for the toy example, can provide a con¬
firmation of the above qualitative interpretations of the projections of the data (Figure 3.11
and 3.12), as well as a a better understanding of the perceptual space. Figure 3.13 shows the
PCs calculated by PCA for the complete dataset of the hand-crafted scenario; the PCs of all
four scenarios are given in Figure A.2. As described for the simple example in the previous
section, the six values of each PC correspond to the contributions of each of the six sensors to
these calculations (see Figure 3.9 for the locations of the sensors on the robot).
The first PC corresponds to the contrast between left and right, because the values for
the left sensors (0-1) have opposite signs to the values for the right sensors (4-5), and they
are almost identical in absolute value; sensors 2-3 have no contributions — the robot hardly
senses the wall in front; this PC accounts for 79% of the variance. The second PC corresponds
to the total signal in the sensors: the values for left and right have the same sign, and again,
are almost identical in absolute value. The first two PCs together account for 98% of the
variance (see Figure 3.10); the origin (0, 0) in PC-space is the 'no-wall' state (see top-left
plot in Figure 3.11), the second PC determines the strength of the stimulus, and the first PC
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PC 1 PC 2 PC 3
0: 0.700584 -0.702847 0.122952
1: 0.114031 -0.051821 -0.923956
2: 0.000148 0.000931 -0.027873
3: 0.000004 0.000620 -0.010723
4: -0.112107 -0.059763 0.351001
5: -0.695421 -0.706928 -0.084231
Figure 3.13: Three of the principal components calculated for the hand-crafted scenario of the
simulation experiment. The components of the PCs correspond to the contributions of the six
sensors (see Figure 3.9 for the locations of the sensors on the robot).
determines on which side it is sensed; the third (and any other) PC corresponds to the noise in
the sensors.
If we look closely at the projection of the data for the hand-crafted scenario in Figure 3.11,
we see that not only are there two straight lines, but also that they meet at the origin and have
a slope of 1 or — 1!
Let us consider individual points on this projection. First, consider a single sensory input,
given by the row vector
X= XQ X\ X2 XT, X\ X5 (3.6)
where the x,'s correspond to the six sensor values. As described in Section 3.2.1, the projection
of x is a vector, y, given by
= x PCX PC2
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where the values shown in Figure 3.13 have been substituted for PC\ and PCi, and T corre¬
sponds to matrix transposition. Therefore, any projected point that lies on the line with slope 1
satisfies
yi = yi
0.7xo + 0.1 \x\ — 0.11x4 — 0.7x5 — —0.7xo - 0.05xi — O.O6X4 — 0.7x5
1.4xo + 0.16xi—0.05x4 = 0 (3.8)
and any projected point that lies on the line with slope — 1 satisfies
yi = -y2
0.7xo + 0.1 lxi — 0.11x4 — 0.7x5 = 0.7xo + 0.05xi + O.O6X4 + 0.7xs
1.4x5 + 0.17x4-0.06x1 = 0 (3.9)
We see from Equation 3.8 that the projection of the points that lie on the line with slope 1,
is only influenced by the first two bits of the input, i.e. sensors 0 and 1 (plus a slight negative
influence from sensor 4). In other words, what characterises the points that are projected on
this line is that they correspond to a strong signal from the left side of the robot, with most of
it immediately on the side (sensor 0). Similarly, from Equation 3.9 we see that points that lie
on the line with slope — 1 correspond to a strong signal from the right side of the robot (sensors
4 and 5). Notice the symmetry between left and right: the hand-crafted behaviour exposes the
robot equally to both sides.
The PCs can be similarly inspected for the other scenarios (all shown in Figure A.2). They
all share similar properties with the hand-crafted scenario, for example they all have an 'origin'
at (0,0); however notice that the PCs are not as nicely symmetrical, which explains why the
corresponding emergent lines in Figure 3.11 have slopes slightly different than 1. Of course,
the main difference between the scenarios is the relative variance, as seen in Figure 3.10. For
example, in the random scenario, although the first two PCs have a similar structure, here
the third PC should be inspected as well, because it accounts for a significant amount of the
variance. In fact, the third PC (see Figure A.2(d)) seems to be symmetrical about the center,
suggesting that it represents a contrast between sensing the wall in front and on the sides.
This third component, also seen on the left of Figure 3.12, is most significant for the random
scenario because the robot senses the wall in front very frequently, as opposed to the wall-
following scenarios.
Figure 3.14 shows the projection of each of the final datasets from the physical experiments
onto two PCs. The structure in the projections of the 'hand-crafted' and 'random' scenarios
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Figure 3.14: Projection of the data from the physical experiment onto the first two PCs for the
four scenarios.
seems to be different from the two 'following' scenarios. The structure in the hand-crafted and
random scenarios is not as observed so far for the wall-following task, namely two straight
lines intersecting at the origin in PC-space, whereas the structure in the 'following' scenarios
does match this description. There are two reasons for this: (1) in the hand-crafted and ran¬
dom scenarios the robot perceives the wall straight in front much more frequently than in the
'following' scenarios where the robot is always guided to turn towards the wall by the demon¬
strator; (2) the demonstrator 'exaggerates' the time spent in the middle of the arena in order
to expose the robot to the 'no wall' state, whereas in the hand-crafted case the wandering be¬
haviour controls the robot, so the time spent in the middle of arena is less 'controlled': the
robot sometimes spends a very short time there before finding a wall again, and consequently
there are fewer data points.
The second result mentioned above is evidence that the active demonstrations by the teacher
are useful not just to expose the robot to relevant perceptions, but also to help the robot dis¬
tinguish between the components of the task, by ensuring that the robot is exposed equally to
these different components. We will see in the next section the implications this has for an
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attention system that is attempting to self-organise the robot's perceptions, and in Chapter 4 we
will see the implications for learning the task.
The projections in Figure 3.14 can be better explained, and the differences mentioned above
between the scenarios can be confirmed, by inspecting what the principal components actually
are. The PCs for all four scenarios are shown in Figures A.3 - A.6. The first thing to note
is that in all scenarios the most significant component (i.e. the first PC) corresponds to the
contrast between left and right, as described in the simulation experiment. However in the
random scenario this PC only accounts for 39% of the variance, as opposed to approximately
60% in the others. The difference between the hand-crafted and random scenarios, and the two
'following' scenarios, is seen in the second PC, i.e. the second most significant component. For
the 'following' scenarios, this component is as in the simulation, i.e. it corresponds to the total
signal — how strongly the wall is sensed; for the other two scenarios this component seems to
correspond to a contrast between front and sides, i.e. it distinguishes between sensing the wall
in front and on any side.
As already mentioned, the relative variances accounted for by two PCs are not as high for
the physical experiment as for the simulation (see Figure 3.10). A third PC does not improve
the situation much — 77% of the variance is accounted for, at best. This suggests that the
only useful information is in the first two PCs. However they only account for 73% of the
variance at best, so the rest must be due to noise in the sensors — a lot more noise than in
the simulation experiment. This is related to the discussion in Section 3.2.1 (see A Simple
Example) about the complexity of the task: the physical experiment involves the same task as
the simulated experiment, namely the wall-following task, so two dimensions should be able
to capture the three main clusters in the data. However, because of the noise in the physical
sensors, the data in the physical experiment are less well-structured in these dimensions; adding
more dimensions does not improve this significantly.
The principal components calculated in the remaining examples in this section are all
shown in Appendix A; however the interpretation of their actual values is omitted and left
for the interested reader.
Phototaxis
We will now look at the perceptual data arising from a phototaxis task in the Khepera simulation
environment, in which three light sources have been added, as shown in Figure 3.15. Perception
of the environment consists of ambient light coming from the light sources. The task involves
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Figure 3.15: The simulated environment consists of a teacher robot followed by a learner robot;
the environment used for the phototaxis task contains three light sources.
turning towards and approaching the light sources, but not stopping at any point; the robots can
actually pass 'through' (or 'under') these light sources, and because they do not perceive from
the back, upon passing 'through' the light source the teacher will simply continue moving until
it finds a new light source. If no light is detected the default behaviour is a random wandering
behaviour with obstacle avoidance.
It turns out that in the phototaxis experiments the robot never loses the teacher7, and so,
as opposed to the wall-following experiments, only three testing scenarios are required here:
'hand-crafted', 'following', and 'random' — see section 3.1. Figure 3.16 shows the relative
variance accounted for by two PCs for these scenarios. Recall that the teacher-following be¬
haviour drives the learner to cut comers. This means that while the hand-crafted behaviour
drives the robot to pass directly in front of a light-source, the imprecise teacher-following
behaviour drives the learner, as it follows the teacher, to pass at slightly different angles to¬
wards the light-source each time. This explains why the perceptual data for the 'following'
scenario are not as well structured as the 'hand-crafted' one. Note that in these experiments
7The reason that the learner loses the teacher in the wall-following experiment is related to an implementation
difficulty in the Khepera simulator. When executing this task, the teacher sometimes ends up facing the learner,
either because it faces a corner in the environment, which forces it to turn around, or the interrupt signal forces it
to turn around. The distinction between robot-detection and object-detection is not very robust in the simulator,
and therefore when the teacher faces the learner, the teacher will sometimes fail to 'avoid' the learner and instead
go 'through' it; the learner does not detect from its back and therefore the result is that for the learner, the teacher
suddenly disappears. In the phototaxis experiments the teacher never ends up facing the learner, firstly because
there is no interrupt signal, and secondly because there is much less interaction with the walls in the environment,
so it is extremely rare that the teacher faces the comers of the environment.
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step
Figure 3.16: Convergence of the relative variance of the first two principal components from the
phototaxis experiments.
the demonstrator is passive — it executes the task independently of the learner; a more active
demonstrator might, for example, make wider turns to take into account the fact that the learner
cuts comers, and the learner would thus be exposed to more correct perceptions, with respect
to this task. As expected, the 'random' scenario is least well-structured.
The difference between the first two scenarios can also be seen in the projection of the data
onto the first two PCs, shown in Figure 3.17. The first thing to note in all scenarios is that
there is only one significant cluster: the 'no stimulation' cluster (c.f 'no-wall' cluster in the
wall-following experiments); the reason for this is that the task involves spending the majority
of the time looking for light sources, and not spending a significant amount of time at the light
sources themselves. In the 'hand-crafted' scenario one can almost observe another cluster (or at
least a relatively dense cloud of points) at the right of the plot, corresponding to being directly
in front of the light; in between we can see data corresponding to sensing the light at different
distances. In fact, it seems that only the first PC is significant: how far the light is sensed
straight in front; the second PC seems to be less significant. This is in fact not a desirable
outcome: because PCA finds the direction in the input space of maximum variation, the first
principal component captures the differences between light-detection and no light-detection,
which corresponds to a rather rough level of granularity. A more desirable level of granularity
would capture the finer distinctions of detecting the light at different angles, so that the robot
could potentially leam how to turn towards the light from these different angles. Perhaps the
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Figure 3.17: Projection of the data from the phototaxis experiments onto the first two PCs for
the three scenarios.
best way to represent this task is at two different levels of granularity.
In the 'following' scenario we see that there is more complexity in the data: the light
is perceived from the left and right at different distances (the two 'lines' meeting at the big
cluster, as in the wall-following task — see Figure 3.11); the light is also perceived at the
front, though this is difficult to see in this plot which only explains approximately 73% of the
variance; a three-dimensional projection is therefore provided in Figure 3.18 (which accounts
for 89% of the variance), where we can see the 'approach' to the light-source from the two
sides. So here, a side-effect of the imprecise teacher-following behaviour (driving the learner
to cut corners) means that there is more variability in the data, and the distinction of light-
detection from different sides is now more significant than in the hand-crafted scenario, at this
level of granularity as chosen by PCA.
In the 'random' scenario we see that the light is perceived at many different angles and dis¬
tances from the light-source, as expected since the robot is wandering around the environment
and meeting the light-sources at random.
Object-interactions
The experiments presented here8 involve two 11 degrees of freedom simulated humanoid
robots (waist upwards), a demonstrator and an imitator, interacting with an object, as shown in
Figure 3.19. Each robot has three degrees of freedom at the neck, three at each shoulder, and
one at each elbow; for each degree of freedom a velocity is also measured. The objects are
identical and have six degrees of freedom (three for position and three for velocity). The dy-
8The object-interaction experiments form part of joint work with George Maistros (see Section 5.3), whose
programs are used in producing the data for the object-interaction experiments.
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Figure 3.18: Projection of the data from the 'following' phototaxis scenario onto the first three
PCs; the relative variance is 89%.
Figure 3.19: The object-interaction experiments consist of an imitator and a demonstrator.
namics of each robot are simulated in DynaMechs (McMillan et al., 1995), a collection of C++
libraries that simulate the physics involved with objects and joint control. The torque for the
control of each joint, i.e. the input to DynaMechs, is calculated with the aid of a Proportional-
Integral-Derivative (PID) controller9, which converts postural targets (i.e. via-points for each
joint) into such torque values. The demonstrator is controlled by a sequence of such postural
targets to interact with its object, which is lying on a surface at waist level. The absence of fin¬
gers, as well as software limitations, lead to a rather crude robot-object interaction: the object
is merely attached to (or detached from) the wrist, as long as this is desired and the wrist is
close enough.
'Written by Yiannis Demiris.
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Figure 3.20: A sequence of snapshots of the first object-interaction; left to right, top to bottom.
In Section 5.3 we will see how well the learner can reproduce the actions of the demonstra¬
tor, whereas in this chapter we are only concerned with what the learner is perceiving. In the
object-interaction experiments the observation of the demonstrated task is passive: the learner
does not actually move itself. The data come from a crude approximation to visual percep¬
tion which consists of the articulation joint angles of the observed demonstrator (11 degrees of
freedom), their corresponding joint velocities (another 11), and the position and velocity infor¬
mation of the observed object (6 degrees of freedom) — 28 dimensions in total, where noise is
also added to each.
Note that in this type of experiment a 'hand-crafted' scenario as used in the wall-following
and phototaxis experiments corresponds to zero noise in the perception, and similarly a 'ran¬
dom' scenario corresponds to significantly high noise. Although analysing such scenarios is
interesting, instead we will exploit the complexity available with this humanoid platform to
compare sensorimotor data from four different object-interaction tasks, with varying degrees
of similarities to each other:
1. The robot approaches the object (glass of beer) with the right hand, 'grasps' it, moves
it towards the mouth, 'drinks' its hypothetical contents, and then 'puts' it back on the
surface, as shown in Figure 3.20.
2. This interaction is an 'impolite' version of action 1; it differs in that the elbow is pushed
further out while the object is moved to the mouth.
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Figure 3.21: Convergence of the relative variance of the first two principal components from the
object-interaction experiments.
3. The object is picked up with both hands, moved along the surface to the side, put down,
and both hands move to their original positions.
4. The object is picked up with the right hand, transferred to the left hand, and put down;
the right hand moves to its original position.
Each of these interactions is repeated five times. We call each repetition an 'episode', and as
before we collect all the perceptions into one dataset per task. The convergence of the relative
variance accounted for by two principal components is shown in Figure 3.21 for all interactions.
Note that the length of an episode for each of the four interactions is different (ranging from
2600 to 4000 steps), so the datasets are of different sizes; in Figure 3.21 the lengths have been
standardised so that all curves fit on one plot.
Firstly, we see that for all interactions PCA converges after 1-2 episodes. Note that
episodes are not identical due to the accumulation of the error between the output of the PID
controller and the via (target) points. Nevertheless, 1-2 presentations of the interactions seem
to be sufficient for obtaining the structure of the perceptual data.
Secondly we see that actions 1 and 2 are better structured in two dimensions than actions
3 and 4. This is not surprising as the latter two use more degrees of freedom: the first two
actions only involve the right hand, the left hand is stationary and therefore does not need to
be represented. So the task complexity in actions 3 and 4 is higher, and therefore the salient
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Figure 3.22: Projection of the data from the object-interaction experiment onto the first two PCs.
variations must occur at a finer level of granularity — when three PCs are used, their relative
variance increases significantly to 74% and 78%, respectively. Further, the curves for actions 1
and 2 in Figure 3.21 are very similar which suggests that the difference between the first two
interactions can be explained by a two dimensional projection, which we will see below.
Figure 3.22 shows the projections of the final datasets, i.e. at the completion of all episodes,
onto the first two PCs. As before, interpreting these projections is rather difficult. Action 1 has
been examined extensively in experiments reported in this chapter (see more in Section 3.3.4)
and Section 5.3, which leads to a fairly confident conjecture about how to interpret the corre¬
sponding PCA plot. The interpretations of the other actions can only be made relative to that of
action 1, but this is not so straightforward for actions 3 and 4. Note that our aim here is only to
demonstrate that our method for visualising perceptual data can distinguish between different
scenarios and different complexities; Figure 3.22 certainly demonstrates this.
We can distinguish three parts to action 1 in Figure 3.22: one fairly straight curve on the
top left side of the figure (going top to mid-height), a loop starting at the mid-height left (going
clockwise), and another fairly straight curve at the bottom left (going mid-height to bottom).
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Figure 3.23: Projection of the data from object-interactions 3 and 4 onto the first three PCs; the
relative variances are 74% and 78%, respectively.
These respectively correspond to the three major parts of the action: (i) approach the glass,
(ii) pick up, drink, and put down (iii) move away from the glass. Note that this plot is not of
the actual trajectory of the hand, but rather a compressed representation of the joint-angles,
joint-velocities (hence parts (i) and (iii) above are separated), and object position and velocity.
However, the complexity of the action is low enough that its spatial features can be captured
by this two dimensional compressed representation. This representation is also sufficient for
expressing the difference between actions 1 and 2: in the latter the elbow is further away from
the body, which is clearly visible in the top-left part of the plot for action 2. So although these
two actions are different, their salient variations occur at the same level of granularity, at which
these actions can therefore be distinguished.
In contrast, since a two-dimensional representation does not seem to be suitable for ac¬
tions 3 and 4, as suggested by Figure 3.21, these actions might not be distinguishable at this
level of granularity. The first three PCs account for a significantly higher proportion of the
variance — 74% and 78%, respectively — and so the three-dimensional projection of their
data, shown in Figure 3.23, might be more suitable for distinguishing between the two actions.
However, these actions are not considered further in this thesis, and so their interpretation is
left to the interested reader.
Note that, compared to the wall-following experiments, the data in the object-interaction
experiments do not contain distinct clusters — the data seem to be equally distributed in the
space. This is because these tasks are sequential in nature — the teacher demonstrates con-
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tinuous movements. In fact, the demonstrations are almost continuous — the demonstrator
actually pauses briefly just after grasping the glass, half-way between the table and the mouth,
and at the mouth; and if one observes closely one can in fact see more data points at these
locations (the clusters in Figure 3.22 for actions 1 and 2 are slightly 'darker'). However, these
exposures are not significant to show clearly on the plots, and similarly, they might not appear
salient enough for the learner, as we will see in the next section. A more active demonstrator
would purposely slow down the demonstration at these particular times, in order to provide the
learner with plenty of examples of the important parts of the tasks and hence accentuate the
salient differences between them.
3.2.3 Conclusion
Many clustering and dimensionality reduction techniques like PCA exist and have been used
successfully to model robotic sensory input, and we will see another one in the next section
where a short literature review will also be provided. However, PCA as used here also provides
a useful tool for inspecting perceptual data. This seems to be lacking in other robotic perception
work, where researchers rarely show what the robot is actually perceiving, because of the
high dimensionality in the data. Therefore as well as being a useful development tool, this
approach to inspecting perceptual data seems to be novel in this context, and could prove
valuable in other work involving robotic perception. For example a designer might want to
know how long it takes, if at all, for his/her reinforcement learning robot to get exposure to
all the environmental conditions and hence rewards necessary to learn a task. This tool can be
applied to data from any modality, including motor and proprioceptive data, and is therefore a
general tool for inspecting sensorimotor data.
Different activities were suggested in this section that can be used by a designer to learn
about the nature of the robot's raw data. These are activities that can be used prior to the
design of a learning architecture — they simply involve data inspection10. PCA is a widely
available off-the-shelf tool that can be used to perform the various activities mentioned in this
section, in an increasing 'analysis effort' (as opposed to design effort), as follows. The most
straightforward operational use of PCA is to provide it with a dataset, and specify the number
of PCs to use. PCA will then give the relative variance accounted for, which by itself is very
informative, especially for comparing datasets obtained under different conditions. Then one
can also project the data using the PCs onto a space that is more easy to visualise and interpret.
10Of course, the nature of these 'data' is pre-imposed by the designer in choosing particular sensors and actuators.
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A more analytical inspection involves inspecting the PCs themselves and through them working
out how the sensors are correlated and how they contribute to the perception of the task.
In our particular case, the benefit of visualising and analysing the perceptual data is that
it gives us an idea of the structure in the data — a valuable empirical investigation of the
following:
Level of granularity. PCA gives an indication of the complexity of the task, by reducing
the full dimensionality of the data to a compressed representation that is related to the complex¬
ity of the task. In effect, this also corresponds to the level of granularity at which significant
variations exist in the data; note that PCA always seeks the maximal variations, which is not
necessarily desirable; for example, we saw in the phototaxis example that it might be desirable
to combine different levels of granularity. We also saw how one task, namely the wall-following
task, has the same complexity and hence the same level of granularity, when performed both
in simulation and in a physical setting; these experiments provide a very important demonstra¬
tion that even though the task complexity is the same, the data are much less well-structured
when a physical robot is involved. The object-interaction experiments demonstrated that tasks
of different complexities, performed on the same platform and with the same robot, can lead to
different levels of granularity.
Imprecise teacher-following behaviour. We compared the data that the robot is exposed
to through the teacher-following behaviour with an approximation to an ideal teacher-following
behaviour (i.e. the hand-crafted scenario), and saw the differences in the robot's perceptions.
These differences were more significant for the phototaxis task because the fact that the learner
cuts corners when following the teacher is more of a problem for this task than the wall-
following task. Of course, if the demonstrator is more active, he can influence the learner
to take a more desirable path, and even accentuate the variations in the task by forcing high ex¬
posure to the parts of the task that differ, as we saw in the physical wall-following experiments.
Active demonstrations also minimise the chances that the robot gets lost, and we saw in the
simulation wall-following experiments that when the robot is lost, its overall exposure begins
to resemble exposure to random experiences, which might be a problem for learning.
Implications for Saliency and Attention. The inspections of the data provide us with
an idea of how well an attention system would be able to deal with the different perceptual
data sources. The shortcomings mentioned with regards to how well-structured a particular
dataset is in a particular dimension, can be directly translated to the ability of an automated
system to abstract from the data. One of the roles of attention is to find the structure through
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self-organisation — to map perceptual data to discrete structures; as argued in Chapter 2, this
requires a measure of saliency. The data inspections performed here give an indication of what
might constitute saliency, by exposing the level of granularity at which significant variations
occur. We have also seen some indication of how the demonstrator can help accentuate the
salient variations in the task, through more active demonstrations. Further, the investigations
performed here, especially the visualisation of the data, can be used to evaluate the output from
the attention system, presented in the next section, by comparing it with the actual data being
modelled.
As mentioned at the start of this section, the motivation for carrying out such an investiga¬
tion is that it provides a designer with a good starting point for designing a learning architec¬
ture, and gives an indication of the conditions necessary for learning. In our particular case, the
investigation confirms that the imprecise exposure of the learner due to the imprecise teacher-
following behaviour might indeed be a problem for learning — although this may be intuitively
obvious, it is nevertheless important to demonstrate empirically; this has led to the utilisation
of the active demonstrations in the physical experiments. The investigation also suggests that
learning with a physical robot might be difficult due to poorly-structured data, and this has
led to introducing a further increase in the complexity of the social interactions, in the form
of explicit signalling by the demonstrator (see Chapter 4). Finally, the investigation suggests
what would be involved in learning from the data in the different tasks; the wall-following tasks
contain distinct clusters, whereas the important dynamics in the phototaxis task seem to occur
at a rather fine level, and the object-interaction tasks seem to be more sequential in nature.
This investigation only provides a starting point. In the context of the aim of this thesis,
the designer still needs to design parameterised saliency mechanisms, identify the important
parameters, impose a bias reliably by setting the values of these parameters, and consider how
social interactions can be useful in transferring the above effort to the expert involved in the
interaction. This section has started to address these issues, and the next section will address
them more explicitly by presenting an attention system.
3.3 An Attention System: Abstraction Through Self-Organisation
Chapter 2 promoted a qualitative and quantitative benefit of attention. The qualitative benefit
is related to selecting experiences based on the robot's needs, which in this thesis corresponds
to learning a task. Section 2.2.1 presented bottom-up and top-down temporal selection mech¬
anisms, and it was argued that top-down mechanisms require structure to be forced by the
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designer. The interest in this thesis, however, is to examine situations where little effort is
needed from the designer. Therefore, bottom-up mechanisms, which find a structure in the
raw data and then base selection on this structure, are more suitable. The quantitative bene¬
fit of attention is related to dealing with perceptual overload, which in this thesis corresponds
to controlling the number of experiences that a learning architecture is exposed to, that is, it
corresponds to modulating learning.
A short review of unsupervised learning and self-organising approaches is provided below
in Section 3.3.1, leading to the choices for an attention system. Section 3.3.2 presents the algo¬
rithm used by the attention system, followed by the identification of the important parameters
in Section 3.3.3. Section 3.3.4 shows how the algorithm is implemented on the robotic tasks
presented in Section 3.2.2.
3.3.1 Background
Several unsupervised learning approaches are suitable for implementing the kind of mecha¬
nisms promoted above. As suggested by Hertz et al. (1991), these approaches can generally be
broken down into two categories: competitive and non-competitive learning. Non-competitive
unsupervised learning is not suitable for clustering or classification, i.e. producing a mapping
from data to group-membership, but is useful for measuring familiarity and projecting data onto
some principal components. Hertz et al. (1991) mention Hebbian-based learning approaches,
of which PCA is an example, for measuring the similarity of an input to typical or distribu¬
tional data seen in the past. Indeed, we have seen in the previous section that while PCA is
good for reducing the dimensionality of a dataset (and therefore perhaps measuring familiarity
on a lower dimension), it does not actually provide a mapping from data to clusters. In fact,
PCA is often applied to data prior to the application of a clustering mechanism.
Clustering"
Competitive unsupervised learning generally involves a neural network consisting of a set of
output units competing to match an input, using some distance measure. The simplest ap¬
proaches involve updating the 'winning' unit to match the input even better, by moving the unit
towards the input by a fraction, called the learning rate, of the distance between them. These
approaches use a typical learning rule of the form:
Aw,» = r|(w,-» — ^) (3.10)
1 'This part of the review is based on Chapters 8 and 9 of Hertz et al. (1991).
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where Wj is the set of weights used to compute the value of unit i from the input (and hence has
the same number of dimensions as the input) , i* is the winning output unit, t, is the current in¬
put, and T] is the learning rate (0 < r| < 1). The result is that the units position themselves in the
input space to represent it as best they can. The problem with these simple learning approaches
is that they are not guaranteed to converge, because units can move endlessly in the input space.
This can be overcome by reducing the learning rate over time, however that compromises the
plasticity of the network, and impairs its ability to adapt to a non-stationary environment. This
dilemma is well known and often referred to as the stability-plasticity dilemma.
Adaptive Resonance Theory (ART) of Carpenter and Grossberg (1988) addresses this prob¬
lem by only committing a unit if it is sufficiently similar to the input; if it is not, a previously
unused unit is recruited for the input, which is only possible while there are unused units still
available. Therefore, stability is preferred over plasticity once capacity has been reached. Of
course, the measure of similarity is a parameter that is predetermined, and can be used to con¬
trol the level of granularity in the resulting representation; capacity, i.e. the number of units, is
also a pre-defined parameter.
Another shortcoming of the simple unsupervised learning approaches is that they do not
represent the geometrical topology present in the space. Topology refers to neighbourhood
relations, i.e. the similarity or dissimilarity between regions in the input space. Topology-
preserving approaches provide a formalisation of these relations through the connectivity be¬
tween output units. One of the most popular of such approaches is Kohonen's Self Organising
Feature Map (SOFM or SOM) (Kohonen, 1982, 1984). In this approach the neighbours of
the winning unit are updated together with the winning unit, where neighbours are determined
through a neighbourhood function. The units, often referred to as nodes, are fully connected to
form an array, or map (usually one- or two-dimensional), which is designed a priori together
with the neighbourhood function (although the neighbourhood function can vary with time).
Nodes representing similar inputs move to similar locations in the input space, while nodes
representing dissimilar inputs move to separate locations; therefore the features and topology
of the input space are represented by the clustering of nodes, and the connections between
them, respectively.
Growing Networks
The approaches described so far, and indeed the majority of supervised and unsupervised learn¬
ing approaches, rely on the existence of an architecture prior to any learning. The architecture
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generally specifies how many units (input, output, or hidden) are used, and the relationships
between them, i.e. their connectivities.
Marsland (2001) reviews a sample of extensions to these approaches, where the learning
architecture is modified during learning, and the neural network can therefore be thought of
as 'growing'. He argues that the existing approaches are not always suitable for robotic appli¬
cations because they are either not topology preserving, such as the ART network described
above, or new structures are added periodically rather than in response to incoming data, such
as the Growing Neural Gas (GNG) network (Fritzke, 1995) which will be described below.
As part of his PhD work on on-line novelty detection for inspection robotics, Marsland devel¬
oped a new algorithm based on the GNG, called the Grow When Required (GWR) algorithm,
which he claims "responds quickly to data, while maintaining a topologically correct set of
neighbourhood connections in the map space" (Marsland, 2001, p. 123).
One of the first of such extensions to Kohonen's SOFM was Fritzke's Growing Cell Struc¬
tures and Growing Neural Gas algorithms (Fritzke, 1995). In his approach, the number of
nodes is not specified a priori, and also a neighbourhood function is not specified; instead,
nodes and edges are added and deleted during learning. The decision to add nodes is based on
the error accumulated by the network in representing the data, which is computed separately
for each node. As a node moves in the input space in response to an input (as described above),
it measures how much it mismatches the input, and incorporates the mismatch into an accu¬
mulated error measure. At regular intervals, a new node is inserted close to the node with the
highest error, with the hope that both that node and the new node will better represent that part
of the input space. The treatment of edges is based on a technique called Competitive Hebbian
Learning: the two nodes that best represent the input {i.e. the winning node, and the 'second-
best' node), are connected with an edge; the rest of the edges connected to the winning node
are weakened, and when weak enough are deleted.
Marsland's criticism of the GNG is firstly that the insertion of nodes is not driven by the
immediate input, but rather by misrepresentation anywhere in the network; further, because
decisions are made at regular intervals, the insertion of a new node does not necessarily occur
when the novelty occurs, but possibly some time later. The second criticism is that the actual
location of the new node does not reflect the input (it is inserted between the best and second-
best nodes), which means that other nodes have to move around to cover the novel location
of the input space. In other words, the algorithm does not contain explicit parameters that
directly control the selection, or saliency, of the current experience. Saliency is modelled
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indirectly and implicitly through the frequency with which nodes are added. Similarly, the other
approaches presented above also model saliency indirectly, through the pre-defined number
of nodes (although the ART system by Carpenter and Grossberg (1988) has also an explicit
measure of saliency — the similarity measure).
In contrast, Marsland's GWR algorithm contains parameters that model saliency explicitly
and directly in terms of the current experiences. This can be useful for designing mechanisms
with which the parameters are autonomously tuned, perhaps through their communication to
an expert during social interactions, and can therefore be adapted if the measure of saliency is
dynamic, as suggested in Section 2.1.2 and will be discussed further in Chapter 6. Further, his
algorithm models habituation, which can be used to inhibit a response to familiar experiences,
and hence address the quantitative purpose of attention. A number of other examples of related
work modelling habituation were presented in Section 2.2.1. However, the incorporation of
the complete set of properties desirable for an attention system, as discussed here, makes the
GWR algorithm an ideal computational model. It has therefore been adopted and suited to the
purposes of the work reported in this thesis. All the details of the algorithm are given below,
but for any other information the reader is referred to (Marsland, 2001), where an extensive
comparative study between GWR and other algorithms (such as GNG) is also provided.
Towards a Model
The computational system that will be described next consists of a self-organising network,
whose nodes and edges grow from experience, using the GWR algorithm which is based in
part on the GNG algorithm. More specifically,
• the system involves competitive unsupervised learning, where one node wins and is up¬
dated to better represent the input, as are its neighbours to a lesser extent;
• the learning rate is fixed, i.e. plasticity is always preferred at the expense of not achieving
complete stability; however due to the growing nature of the system, it is hoped that
nodes are created and moved to appropriate regions of the input space where they at least
remain in those regions, though not necessarily stationary;
• edges are manipulated through competitive Hebbian learning;
• habituation is modelled through an individual activation-frequency measure for each
node.
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The first three points have already been discussed in this section; the last one regarding habit¬
uation will be discussed below in the description of the algorithm. The shorthand 'SOFM' is
used throughout the thesis to refer to this growing network, even though strictly speaking the
implementation does not correspond to the original Kohonen SOFM algorithm.
3.3.2 The Algorithm
As mentioned above, the algorithm is largely adapted from Marsland's GWR algorithm. The
main details will now be presented, starting with the implementation of habituation, and fol¬
lowed by a detailed algorithmic description of the GWR approach.
Habituation
The main asset of the algorithm is that it keeps a habituation measure for each node in the
SOFM. This measure gives an indication of familiarity, i.e. the frequency of that node's ac¬
tivation, which provides a useful heuristic. Each time a node is active, its habituation value
decreases exponentially, as shown in Figure 3.24, according to:
id-^=a\y0-y{t)\-\ (3.11)
where y is the current habituation value, yo is the initial habituation value, T determines the
habituation rate, and a determines the habituation asymptote. In theory, one can incorporate
the strength of the stimulus into this equation such that stimuli of different strengths have
different effects on the habituation. This can be done by replacing the constant term (—1) in
Equation 3.11 with a function of the stimulus strength over time; further, if one sets the stimulus
strength to 0, this has the effect of increasing the habituation value slightly, and over a short
period of time introduces 'forgetting'. Marsland (2001) uses this type of forgetting for nodes
that are not associated with the current input; in the implementation here we will use a constant
stimulus strength term as shown in Equation 3.11 and model forgetting in a different way.
For the algorithm presented below, two thresholds are required: a 'minimal' habituation
threshold (the top dashed line in Figure 3.24), used to determine if a stimulus is completely
unfamiliar to a node, and a 'full' habituation threshold (the bottom dashed line in Figure 3.24),
used to determined if a stimulus is very familiar.
In order to eliminate the need to tune many parameters, we set up a typical scenario, as de¬
picted in Figure 3.24. Habituation starts at 1 (yo = 1), always converges on the same asymptote
(fix a, in our case to 1.05), and the habituation thresholds are fixed (to 0.7 and 0.1); the only





Figure 3.24: Habituation as exponential decay. Thresholds are used for minimal habituation (top
dashed line) and full habituation (bottom line)
component that therefore needs to be controlled is how fast habituation occurs, which is given
by the habituation rate x. This parameter is a 'time' parameter, and depends on the time-scale
of the particular implementation; it can be used to control how quickly a stimulus becomes
more and more familiar until becoming 'completely' familiar. For example, for x = 50 it takes
19 steps to exceed the minimal threshold, and 138 steps to exceed the full threshold, and for
x = 100 it takes 37 and 276 steps, respectively.
The Grow When Required Algorithm
Below is an algorithmic description of how the SOFM is built up from data, including how
the above implementation of habituation is incorporated; see also Figure 3.25. The algorithm
accepts instances drawn from an m-dimensional input space. At each step the current input
(instance) E, is used to update the SOFM, which consists of a set of n nodes with weights Wj,
i € 1... n (where each w; is m-dimensional), and a set of edges connecting the nodes; each node
has a habituation value associated with it, and each edge has an 'age' associated with it.
The algorithm starts with an initialisation of two random connected nodes, and proceeds as
follows, for each input:
1. Calculate the activity of each node in terms of the Euclidean distance12 between the node
and the input, as follows
i € {1...n} (3.12)( . )
12The Euclidean distance between two vectors a and b of length m, is calculated as JY!iL\(ai ~ hi)2, and is
denoted by ||a — b||.






Figure 3.25: A schematic diagram of the Grow When Required (GWR) network. The network
of nodes and edges is a topology-preserving representation of the input space. The nodes s
and t are the ones that match the input best and second-best, respectively; an edge is inserted
between these nodes, and represents a Hebbian connection between them; other nodes em¬
anating from s are 'weakened'; a new node is added if required, and represents novelty; very
weak edges are deleted, and disconnected nodes are deleted.
The node with the highest activation is referred to as the 'active', or 'winning' node,
denoted by s in Figure 3.25.
2. Connect the winning node with the second-best node t, or if already connected reset the
edge-age to 0; increment the age of all other edges emanating from 5. This corresponds
to Competitive Hebbian Learning.
3. Decide whether the input matches the winning node well: the activation, as, is thresh-
olded for novelty detection, where high values (close to 1) correspond to familiarity and
low ones (close to 0) to novelty. We refer to this threshold as the novelty threshold — it
signals the first form of saliency, corresponding to novelty detection.
4a. If the input matches the winning node well, it moves towards the input by some fraction
of the distance between them, similarly to the general update rule given in Equation 3.10,
as follows
where r| is the learning rate (0 < rj < 1). The neighbours of the winning node similarly
move towards the input, but more slowly, i.e. using a smaller value of r\. This is where
existing SOFM nodes are updated and move in the input space to better represent the
current input.
W,- <- Wi + T|(wJ-^) (3.13)
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4b. If the input doesn't match the winning node well, it is potentially novel — the habituation
value of the node is used to decide whether it is actually novel or not, as follows:
• if the node has only recently been added, its habituation value will be higher than
the minimal threshold, and it is still being positioned in the input space, so don't
add a new node, but rather update it as described in step 4a.
• otherwise, the node has fired a number of times, and has probably settled in the
desired part of the input space, so a mismatch means novelty is detected, and a
new node is needed; insert it half-way between the input and the winning node (see
Figure 3.25), as follows
w„evv <- (ws + ^)/2 (3.14)
5a. Habituate the winning node and its neighbours according to Equation 3.11 as follows:
0.15)
where ys is the habituation value of the winning node. The winning node habituates
faster than its neighbours (lower value of t).
5b. If a node is fully habituated (its habituation value is less than the full habituation thresh¬
old), 'freeze' the node: the node does not move from where it is, and cannot be deleted.
Once a node has been frozen for a specific length of time, 'un-freeze' it by setting its
habituation value to half the starting value, thus introducing 'forgetting'. We refer to
this length of time as the full-habituation time, T; it signals the second form of saliency,
corresponding to familiarity.
6. Remove edges older than the maximum allowable age; remove disconnected nodes.
To summarise, the system handles attention as follows. Nodes in the network respond and
habituate to their respective stimuli; when fully habituated, nodes ignore further stimulation
and hence do not get updated. Thus a stimulus is judged as salient if it is novel and until it
becomes familiar enough, or if it is too familiar which forces a forgetting mechanism which
makes the stimulus salient again until it becomes familiar enough, again. The former causes a
new SOFM node to be created, while the latter causes the best-matching node to dishabituate.
The psychological equivalent of this process, as described in Section 2.6, is that the orienting
response is gradually inhibited to familiar experiences, and is then reinstated either due to
novelty or forgetting.
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parameter step effect
novelty threshold 3 mainly determines the number of nodes used, where low
threshold values result in fewer nodes, but also in faster
convergence (see toy example)
update rate (r|) 4a • if too low, network takes long to converge, because
nodes move slowly towards the data; consequently more
nodes are used.
• if too high, also takes long to converge, because of er¬
ratic behaviour due to sensitivity to noise.
• otherwise converges fast, using few nodes.
habituation (x, T) 4b
5b
• if habituation too slow (high x), desired nodes take
longer to be added, resulting in late convergence.
• if habituation too fast, nodes settle prematurely:
- recoverable if full-habituation time is low
- otherwise more nodes are added than needed, re¬
sulting in late convergence
• otherwise algorithm insensitive to x and T
maximum edge-age 6 if too low then nodes are removed too quickly, resulting
in erratic behaviour: desired nodes are removed and in¬
serted repeatedly; if high enough, the actual value is not
critical.
Table 3.1: Summary of the GWR parameters and their effect on the algorithm.
3.3.3 Identifying Important Saliency Parameters
Altogether the algorithm is quite heuristic and involves several parameters, some of which
arise from the choice to use the SOFM as an unsupervised learning tool, others are added
to explicitly model the characteristics of an attention system. A summary of the parameters
is given in Table 3.1, together with brief descriptions of the overall effect they have on the
algorithm, where these are based on observations made from simple toy examples (see below)
as well as task-related experiments (Section 3.3.4). The values used for these parameters in the
various experiments in this chapter, and in Chapters 4 and 5, are shown in Table 3.2.
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As mentioned in Chapters 1 and 2, it is important to identify the important saliency pa¬
rameters and set their values carefully, so that the abstracted representation is faithful to the
robot's experiences. Two of the parameters of the algorithm have been identified as the most
sensitive and important for the attention system — the novelty detection threshold, and the
full-habituation time; they are treated explicitly. The values of the remaining parameters are set
through trial-and-error; however, this is not believed to introduce much ad-hoc bias to saliency,
because the respective influences of all the parameters in the algorithm are dependent on each
other — the two important parameters carry most of the responsibility of the attention system
for detecting saliency, as explained below.
The novelty detection parameter is most influential for the qualitative purpose of attention
mentioned in Chapter 2 and again at the start of this section — organising the structures used
to represent the input usefully for learning; its properties are demonstrated in Figure 3.26 with
reference to the Decision Space of Detection Theory mentioned in Section 2.6, together with
some useful terminology for describing these properties. It measures the saliency of an input
as its deviation from (dissimilarity to) the existing structures that represent previous inputs;
this measure is used to control the update of existing structures and the creation of new ones.
Therefore, care must be taken when setting the value of this parameter because the resulting
SOFM corresponds to a compressed representation of the robot's experiences — its level of
granularity determines how useful it is.
The full-habituation time parameter is most influential for the quantitative purpose of at¬
tention mentioned at the start of this section — modulating a response to familiar experiences.
It measures saliency of an input as its familiarity — how often its corresponding node in the
SOFM has been active. It does not affect the shape of the SOFM as much as the novelty de¬
tection parameter, but it does affect the number of inputs processed. It therefore deals with
perceptual load associated with attending to data (and learning from data, as we will see in the
next two chapters). Note that a quantitative benefit can also be associated with the novelty de¬
tection parameter, but of a different kind. For example, a sensitive novelty threshold produces
many nodes in the SOFM — this might result in a desirable representation, but it requires more
memory (to store the nodes) and computation (because at each step, the input is compared with
all the existing nodes). The setting of this parameter might therefore be tailored not just to
achieve a useful representation, but also to ensure memory usage and computation are within
limits. This kind of perceptual load is discussed further in Chapter 5, but is not tested explicitly.
The two important parameters are tested explicitly in this chapter and the following two
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threshold (k): 0.0 1.0
mismatch allowed: high
sensitivity to novelty: low




Figure 3.26: The properties of the novelty threshold: as the threshold increases the requirement
for similarity between the input and the winning node increases (see Step 3 of the GWR algo¬
rithm), therefore only relatively smaller mismatches are allowed, the system is more sensitive to
novelty, and consequently the system produces more nodes.
chapters. Of the parameters set ad-hoc, some have been identified as being dependent on
the particular application and therefore requiring more careful tuning: the parameters r| and
T depend quite heavily on the time-scale of the particular application, and therefore need to
be re-tuned to fit that application. The remaining parameters have been identified as being
more generic, and they have been set values that would work across different implementations:
the choices of a (the parameter that affects the habituation asymptote) and the habituation
thresholds were already discussed; the maximum edge-age is set just high enough to prevent
erratic behaviour, and low enough to be usable by implementations with a low time-scale (100
steps).
In the remainder of this section the performance of the GWR algorithm, and the properties
of the important parameters, will be demonstrated with the use of a small two dimensional toy
example; the following section will present the implementation of the algorithm for the robotic
tasks discussed in Section 3.2.2.
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toy simulation physical object-
parameter example wall-following wall-following interactions
novelty threshold 0.775 - 0.925 0.6-0.975 0.1-0.35 0.7-0.93
full-habituation time (T) 0 - 5000 5000-50000 0- 10000 250-2500
update rate (p.): winning node 0.15 0.01 0.01 0.016
neighbours 0.02 0.0006 0.0006 0.0002
habituation rate (x): winning node 50 300 50 200
neighbours 150 600 150 400




Table 3.2: Parameter values used in the experiments reported in Chapters 3-5. The top sec¬
tion contains the parameters of interest that are examined extensively in the thesis; the middle
section contains task-specific parameters that depend on the time scale of the particular im¬
plementation; the bottom section contains parameters that have been fixed to work across the
different implementations.
Toy Example
We will now test the GWR algorithm using a simple two-dimensional toy example, where the
input is drawn randomly from the three squares shown in Figure 3.27. The squares at the
corners cover a larger area and are also more dense than the third, smaller one, but within each
square the data are uniformly distributed. Recall that the data are fed to the algorithm one at
a time; a total of 2500 points are used in this example. All parameter values are shown in
Table 3.2.
Let us first examine the novelty threshold. Figure 3.28 shows SOFMs produced using
various thresholds, chosen to demonstrate how they can affect the representational outcome:
1. choosing a very low (insensitive) threshold (0.775) results in modelling the data as one
cluster with three nodes, attempting to approximate the space as best as possible;
2. choosing a slightly higher (more sensitive) threshold (0.81) results in treating the data
as having two main clusters, where the small square simply forms a cluster with the big
square at the top right corner;
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Figure 3.27: Data from the two dimensional toy example.
3. by increasing the threshold even higher (0.85) the small square is now represented better:
it is now a component of the big cluster at the top-right corner; it does not quite belong
to the cluster but is nevertheless similar enough to be attached to it;
4. with a high enough threshold (0.875) the data are treated as three distinct clusters; notice
also that more nodes are now used in each cluster, and this is because of the more sen¬
sitive threshold: the slight dissimilarities within the clusters are being exposed, and with
them the topology in the data;
5. a very sensitive threshold (0.9) results in plenty of nodes to represent much of the varia¬
tion within the clusters;
6. as the threshold is increased further (0.925), the squares are almost entirely covered with
nodes.
Deciding which of the thresholds is suitable will depend on how one wants to model these
data: does the small square form a distinct, salient part of the space, is it an extension of the
big square on the top-right corner, or is it simply noise? Should the data be regarded as coming
from one, two, or three sources? These questions depend on the desired level of granularity,
which is argued in this thesis to be task-dependent; that is, it depends on the purposes for
which the representation will be used. The representations produced by the two extremes of
Figure 3.28 are known as under-fitting versus over-fitting in the machine learning literature.
It was noted above that the novelty threshold influences how many nodes are produced by
the algorithm. Figure 3.29 shows this relationship for different threshold values, where each
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Figure 3.28: SOFMs produced for the toy example by different novelty thresholds, shown above
each plot.
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Figure 3.29: Number of nodes produced by GWR as a function of novelty threshold
is repeated 50 times (size of error bars is negligible and therefore omitted from the plot). The
exponential shape of this relationship is related to the fact that the decision to add a node is
based on a comparison of a similarity measure with the novelty threshold, where this similarity
measure is an exponential function (Equation 3.12) — see step 3 of the algorithm.
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Figure 3.30: Data from the second part of the extended two dimensional toy example.
We will next examine the full-habituation time. For this we extend the dataset by another
2500 points, where now the small square moves to a different location, as shown in Figure 3.30.
The algorithm thus receives 5000 points, the first 2500 being drawn randomly from the three
squares as before, and the next 2500 from the same big squares but now from the new small
square instead of the old one. One might consider that there is now a new state, and an old one
is no longer present.
Figure 3.31 shows SOFMs produced with different full-habituation times (novelty thresh¬
old is 0.9 in all). The leftmost plot demonstrates the case where, once fully habituated, nodes
do not dishabituate (since the full-habituation time is 5000, which is the length of the run). We
see that the SOFM was able to produce a representation for the new square, however it also
maintained the representation for the old one: there is no forgetting. Further, the old and new
squares appear to be similar in the space (using this particular novelty threshold) as they are
connected. Due to the topology preserving nature of the algorithm, one would therefore expect
the nodes of the old square to move towards the new one because data are only appearing now
for the new square. However recall that the nodes are fully-habituated and therefore cannot
move. In the middle plot, where the full-habituation time is half the length of the dataset, the
SOFM is now able to recruit the nodes used to represent the old square for the new one; one
of these nodes in fact now contributes to the representation of the new square. Finally, as the
full-habituation time drops to a very low value (500), the SOFM is able to completely forget
about the old square, and adequately represent the new one; notice that the final node is not
actually required in the final representation and is therefore deleted.
What might be a good choice of full-habituation time when we consider that with a full-
!§»!§
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Figure 3.31: SOFMs produced for the toy example by different full-habituation times, shown
above each plot.
Figure 3.32: Number of instances attended to as a function of full-habituation time
habituation time of 0 the use of habituation does not add much to the algorithm, while on the
other hand a maximal full-habituation time takes away the plasticity of the network? Habitua¬
tion serves to inhibit a response to familiar stimuli; a full-habituation time of 0 fails to achieve
this, while a maximal full-habituation time over-achieves it at the expense of being adaptive
to non-stationary data sources; there is a trade-off here which must be resolved. As for the
decision of the novelty detection threshold, a desirable value for the full-habituation time is
task-dependent.
To see more clearly the benefit of modulating repetitive data, we look at the number of
instances attended to by the SOFM; recall that the SOFM attends to input unless the winning
node is fully habituated (step 5b of the algorithm). Figure 3.32 shows the total number of
instances attended to by SOFMs using different full-habituation times, where for each value
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the experiment is repeated 50 times (error bars are negligible and therefore omitted from the
plot). We see that even a low full-habituation time such as the one used in the right-most plot
of Figure 3.31 reduces the number of instances to almost half. In other words, modulation does
not need to be at the expense of plasticity. We will also see in the next chapter that modulation
does not need to be at the expense of learning performance.
As a final note on plasticity, note that the fact that the update rate r| does not decrease over
time (as in the classical SOFM algorithm) is crucial to the ability of the network to forget and
adapt to new situations13. Also, one should note that the habituation 'freezing' mechanism im¬
poses almost arbitrarily on the natural plasticity of the network, and the result is that sometimes
nodes do not settle in their 'natural' positions. For example in the left-most plot of Figure 3.31,
the top-right node of the cluster for the old square has settled outside the range of the data. The
fact that the SOFM never completely naturally converges is only a problem if one relies on the
nodes to accurately reflect the salient parts of the input space. In this thesis, we will see that this
is not a problem because high accuracy is not needed as the attention system serves to abstract
raw data for a separate learning architecture, which then generalises from these abstractions.
3.3.4 Implementation on Robotic Tasks
In this section we will consider the tasks mentioned in Section 3.2, where the data presented in
that section are exactly the data used to train the SOFMs shown in this section. In contrast to
the method (PCA) used to analyse these data in Section 3.2, here the SOFM takes continuous
input directly from the sensors in an on-line manner, i.e. one at a time in the order they are
perceived. Because the PCA approach gave us an idea of what the data look like, we can
observe the output of the GWR algorithm critically with respect to the data. As noted, the
dimensionality of the SOFM is the same as the data, and so in order to visualise it we must
project it onto a lower dimension. In the plots shown below, the SOFMs are projected onto two
dimensions using the principal components found in the corresponding datasets in Section 3.2,
and therefore the spatial locations of the nodes and edges are directly comparable to the data
points. Therefore, in the interpretation of the SOFMs below we will repeatedly refer to the
plots in Section 3.2. All parameter values are shown in Table 3.2 for each task.
l3Note that in theory, even when using a decreasing learning rate one is guaranteed to reach any solution, however
this guarantee only applies for an infinite number of learning steps.
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Figure 3.33: SOFMs produced for wall-following in simulation, for the four scenarios; for visual¬
isation purposes the SOFMs are projected onto the first two principal components found in the
data by PCA as in Figure 3.11.
Wall-Following
Figure 3.33 shows the SOFMs produced for the simulation wall-following task, with the four
different scenarios described in Section 3.2, using a novelty threshold of 0.75 and a full-
habituation time of 10000 (the remaining parameter values are shown in Table 3.2). The num¬
ber of nodes in these SOFMs is 8, 6, 14, and 17, respectively.
The first point to note from Figure 3.33 is that the clusters in the data, as shown in Fig¬
ure 3.11, are captured by the nodes and edges of the various SOFMs. The most immediate
distinction between the four SOFMs is that they have a different number of nodes, even though
the parameter values are the same in all. The reason for this is that the distribution of the data is
different, as we have seen in Figure 3.11, therefore we expect them to be modelled differently.
Specifically, the hand-crafted and social-facilitation scenarios are exposed to a smaller variety
of data, and so one would expect these to have fewer nodes; as explained in Section 3.2, in the
social-facilitation scenario the learner does not perceive the wall at very close distances as in
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Figure 3.34: SOFM convergence for wall-following in simulation, for the four scenarios, ordered
from top to bottom.
the hand-crafted scenario, and hence no nodes are produced for those extremes; and finally, the
distribution of the data in the following scenario is closer to that of the random scenario, and in
fact in very unlucky situations where the learner loses the demonstrator frequently the SOFM
indeed looks more similar to that of the random scenario.
To get an idea of the progression of the SOFM during each run, we look at the number
of nodes at each step during the run for the four different scenarios, in Figure 3.34 (plots are
ordered from top to bottom). We see that the hand-crafted and social-facilitation scenarios con¬
verge to a smaller number of nodes, and also converge earlier; the following scenario initially
seems to converge to a few nodes as in the social-facilitation scenario, but then at some point
it needs more nodes to represent the data perceived when the robot loses the demonstrator; the
random scenario is exposed to the wall at many different angles so it takes longer to converge,
however one would expect it to converge eventually. Overall convergence is not precise, for
example after the hand-crafted and social-facilitation scenarios seem to converge one or two
nodes are added and deleted for the remainder of the run. This is not surprising when we recall
that the GWR algorithm prefers plasticity over stability, as explained in the previous section
(the update rate r| is fixed).
For the physical experiments involving the robot Gillespie and a human demonstrator, the
SOFMs produced for the four scenarios mentioned in Section 3.2 are shown in Figure 3.35; here
the novelty threshold is 0.225, and the full-habituation time is 1000 (the remaining parameter
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Figure 3.35: SOFMs produced for wall-following in the physical experiment, for the four scenar¬
ios; for visualisation purposes the SOFMs are projected onto the first two principal components
found in the data by PCA, as in Figure 3.14.
values are shown in Table 3.2); the number of nodes in these SOFMs is 11, 7, 12, and 12,
respectively. As in the simulation, we see that the perceptual clusters shown in Figure 3.14 are
captured by the various SOFMs. Specifically, notice that the lack of sufficient data for the 'no
wall' cluster in the hand-crafted scenario is confirmed by a lack of SOFM nodes. This shows
clearly the benefit of active demonstrations: at this particular level of granularity — specified
through the novelty threshold — the demonstrator forces the no-wall experiences to be salient
through high exposure. Of course we could force the creation of these nodes by using a finer
level of granularity — by increasing the novelty threshold — but this also would force more
nodes elsewhere, which could be redundant and increase the computational requirements, as
discussed in the previous section.
The SOFMs produced for the social-facilitation and following scenarios are similar to those
produced in the simulation (Figure 3.33), which is encouraging as they are modelling the same
task. What is interesting is that we have had to use a considerably lower novelty threshold in
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Figure 3.36: SOFM convergence for wall-following in the physical experiment, for the four sce¬
narios, ordered from top to bottom.
order to achieve similar representations in the simulation and physical scenarios. The reason
for this is that the physical data are much noisier and less well-structured, and therefore one
must be a lot stricter when detecting novelty (i.e. less sensitive or equivalently willing to accept
higher mismatches when judging similarities — see Figure 3.26) in order to avoid modelling
the noise. Of course, this means that each node is therefore a very noisy representation of
the data it is modelling. This was also demonstrated in Figure 3.10 where we saw that a two
dimensional projection on the complete datasets was much poorer in the physical experiments
than the simulated ones, in accounting for the variance in the data.
As for the simulation experiment, let us now look at the convergence of the SOFMs, in
Figure 3.36 (again, the plots are ordered from top to bottom). It seems that the hand-crafted
and social-facilitation scenarios converge earlier, as in the simulation.
Phototaxis
Figure 3.37 shows the SOFMs produced for the phototaxis task with the three different scenar¬
ios described in Section 3.2, and Figure 3.38 shows the convergence of these SOFMs (ordered
from top to bottom). All but one of the parameter values used to generate the SOFMs are
exactly the same as for the simulation wall-following task. Since the platform (Khepera sim¬
ulator) and the sampling rate are the same in both tasks, the same parameter values should
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Figure 3.37: SOFMs produced for phototaxis, for the four scenarios; SOFMs are projected onto
the first two principal components found in the data by PCA as in Figure 3.17.
hand-crafted
Figure 3.38: SOFM convergence for phototaxis, for the three scenarios ordered from top to
bottom.
are completely different, and therefore one parameter must certainly be modified: the novelty
threshold; the value used here is 0.55.
As explained in Section 3.2, and demonstrated in Figure 3.17, there is only one distinct
cluster of points for this task, surrounded by many points corresponding to transitions to and
from the distinct 'no stimulation' state. This is also demonstrated by the SOFMs in Figure 3.37:
there is a higher density of nodes for the distinct cluster, and overall there are no distinct SOFM
clusters, instead all the nodes are connected in some way to the high-density cluster. As sug¬
gested by the data inspections in Section 3.2.2, in order to see the more interesting differences
of detecting the light at different angles, a finer level of granularity would be required, that is,
a higher novelty threshold.















Figure 3.39: SOFMs produced for the four different object-interactions; SOFMs are projected
onto the first two principal components found in the data by PCA as in Figure 3.22.
Object Interactions
Figure 3.39 shows the SOFMs produced for the four different object-interaction tasks described
in Section 3.2, and Figure 3.40 shows the convergence of these SOFMs (ordered from top to
bottom); the SOFMs are produced with a novelty threshold of 0.89, and a full-habituation time
of 1000 (the remaining parameter values are listed in Table 3.2).
As in the other robotic tasks presented in this section, here too the GWR algorithm captures
the structure of the data, in all four object-interactions, and in particular the slight difference
between actions 1 and 2 (see Figure 3.22). As in the phototaxis task, distinct clusters of SOFM
nodes are not easily distinguishable, and this is due to the sequential nature of these tasks: data
are presented as a temporal sequence of postural instances, so at each particular location in
the input space the density of data is relatively small, unless the demonstration slows down
in which case there is more sampling. This point was mentioned in Section 3.2.2, where it
was also pointed out that in fact there are sub-components in the first and second interactions
where slowing down of the action does exist: when the hand reaches the object, half way
between reaching the mouth, and of course at the mouth itself (where there is also a change in
direction).
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Figure 3.40: SOFM convergence for the four different object-interactions, ordered from top to
bottom.
We can see clusters in the SOFMs of actions 1 and 2 that correspond to such components,
but they are not always so clear. For example the middle cluster of three nodes in action 2 is not
distinct for action 1, although the nodes do exist; a possible explanation for this is that because
in action 2 the top part of the input space is further away (because the elbow is further away
from the body — see Figure 3.22), it drags the nodes from the middle part enough to separate
them from the rest of the map; this also seems to affect the remaining parts of the map.
From Figure 3.40 we see that the SOFMs do not have enough time to converge, although
actions 1 and 2 do seem to begin to converge. The instability of the algorithm is more no¬
ticeable in these tasks than in the previous ones we have seen; this is again due to the strong
sequential nature of the data. Nodes are pulled in one direction as a particular part of the action
is demonstrated, and then pulled back again as the same part is demonstrated again later (new
'episode'). Figure 3.40 shows that with the particular parameter values used, more than (ap¬
proximately) five 'episodes' are required for the nodes to settle. However Figure 3.21 suggests
that convergence after two episodes should be possible, perhaps with different settings of the
parameters.
3.3.5 Conclusion
In this section we have looked at different SOFMs produced by the adapted GWR algorithm for
the different tasks and scenarios, and compared them to the actual perceptual data being mod¬
elled, where these were presented in Section 3.2. These comparisons confirmed the conclusions
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from the data inspections (see Section 3.2.3), namely that the different tasks and scenarios in¬
volve different levels of granularity and therefore require different measures of saliency; and
the benefit of social interactions were confirmed, firstly by showing that the imprecise teacher-
following behaviour results in the representation of undesirable experiences, and secondly that
the active demonstrations are helpful in accentuating salient parts of the task and therefore in
their representation.
3.4 Discussion
It was claimed in the beginning of this thesis, in Chapter 1, that saliency must be biased by an
external source. The aim of this chapter has been to demonstrate what is involved in biasing
the detection of saliency, and to give an empirical backing to the above claim by showing that
saliency is relative to the particular task and environment. In Section 3.2, perceptual data from
various tasks and environments were analysed statistically and significant variations were ex¬
posed in the data at different levels of granularity. Section 3.3 showed that an attention system,
responsible for saliency detection, requires its saliency parameters to be set differently when
the same task is implemented on different platforms (that is, in different environments), and
when different tasks are implemented on the same platform (that is, in the same environment).
The chapter has also started to address the issue of balancing designer effort in setting saliency
with social interactions, by showing that the external source of bias for saliency can be the de¬
signer who sets saliency parameters, and it can be the demonstrator who accentuates the salient
parts of the task.
The activities performed in Section 3.2 contribute to achieving the purposes of this chapter
mentioned above, but are also proposed as useful general methodologies. As discussed in
Section 3.2.3, the basic analysis of the data using PCA is relatively straightforward but very
informative. It is good practice to inspect the data that the robot is exposed to, and have an idea
of the statistical nature of these data, because this gives some indication of the ability to learn
from them.
Section 3.3 presented the kind of methodology that is claimed in this thesis to be required in
order to balance designer effort through social interactions. First, a parameterised attention sys¬
tem was implemented for detecting saliency in raw perceptual data, and self-organising these
data. Then, the important parameters were identified, and their role in biasing the representa¬
tion of the data was tested on a small toy example, and on the robotic tasks. These parameters
were isolated from the others, as being most influential in detecting saliency subjectively for
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the particular task and environment. Therefore, having identified them enables the designer to
bias the robot's notion of saliency reliably, as summarised below. It also potentially enables the
design of mechanisms with which the values of the parameters can be tuned through explicit
signalling and communication with the demonstrator, and therefore be adapted to different lev¬
els of granularity as required for specific parts of the task; this is described as an extension to
the work in this thesis, in Section 6.4.3. The design of such mechanisms is possible because
the parameters model saliency explicitly and directly in terms of the the robot's current experi¬
ence, which motivates the choice of the GWR algorithm for the implementation of the attention
system (see Section 3.3.1).
The identification of the parameters in Section 3.3.3 included a discussion of the effort
required by the designer in usefully biasing the detection of saliency. Namely, it was mentioned
that care must be taken by the designer when setting the novelty detection parameter so that
the resulting representation in the SOFM is a useful compressed representation of the raw data.
In Chapter 4 we will see a learning setup where this effort is not essential because the learning
occurs on the raw data, and therefore the representation in the SOFM is not crucial. Instead,
the role of the habituation parameter will be stressed, for modulating learning in the face of
limited learning resources. In Chapter 5 we will see examples where the learning occurs at a
high level of abstraction, based on the structures discovered by attention, therefore involving
more careful designer effort. Recall that attention in this thesis only applies to perceptual data
from the robot's sensors (see Section 2.4.2); the examples in Chapter 5 examine designer effort
beyond setting the attention parameters, by identifying different amounts of effort involved in
abstracting the robot's motor data.
A demonstration of how social interactions can be used to balance designer effort (the aim
of this thesis) will be possible when showing the usefulness of the saliency bias for learning.
Such a demonstration will be given collectively through the experiments in the following two
chapters, in terms of learning performance. This collection of experiments and their results is
summarised in Figure 3.41 using the space identified in Chapters 1 and 2. The 'alone & social'
type of social interactions refers to the learning without social facilitation scenario discussed in
this chapter (see Section 3.1), that is, learning even when the demonstrator is lost; the 'alone'
type refers to the random scenario, that is, learning through a random wandering behaviour;
the 'explicit signalling' scenario was not discussed in this chapter — it is introduced in the
next chapter. The bottom section of the designer effort axis corresponds to learning from raw
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Figure 3.41: The experiments reported in the thesis examine social interactions of different
complexities, and learning at different levels of abstractions requiring different amounts of de¬
signer effort. The experiments that are actually performed are marked with circles, with a solid
circle marking the best performance achieved. Within the second category on the vertical axis,
the vertical distinction relates to different amount of effort required by the designer, except that
the distinctions within experiment set 4 are purely for visual purposes. Similarly, the vertical
distinctions within experiment set 1 are for visual purposes only.
to learning from structured data, where the main role of attention is to structure or abstract the
raw data.
Four sets of experiments are characterised — the first is presented in Chapter 4, and the
remaining three in Chapter 5. The figure shows all the experiments that have been performed
(marked with circles), and where the best performances were achieved in each experimental
set (solid circles). A detailed discussion of the results will be given in Chapter 6 after all the
experiments have been presented. In brief, this collection of results shows that it is possible
to improve performance by moving up the vertical axis or across the horizontal axis; that is,
it shows that the designer effort can be balanced by the social interactions. As will be shown,
there is an ordering in the amount of effort by the designer from the first set of experiments
to the fourth one, and thus the best results achieved through more effort by the designer can
be matched by stronger social interactions and less effort by the designer. Note that the exper¬
iments will be presented in 'reverse' order to the argument above: they will show that when
little effort is given by the designer, there is a need for stronger social interactions, and this
need is diminished as more effort is given by the designer.
 
Chapter 4
Learning at a Low Level of Abstraction
This chapter presents experiments where the learning setup involves the least amount of de¬
signer effort compared to the other experiments in this thesis, presented in the next chapter.
The learning here occurs on the raw perceptual data of the learner robot; therefore, as opposed
to the experiments in the next chapter, there is no effort required by the designer in abstracting
the data prior to learning. This means that the robot can potentially learn from all its expe¬
riences, depending on whether the learning architecture can generalise well from such noisy
and unstructured data. However, even if this is the case, there is still an argument for util¬
ising attention in order to select certain experiences over others and reduce the load on the
learning system, so long as this does not significantly reduce the learner's ability to generalise.
Such selectivity would be useful if, for example, there is a limited availability of resources for
processing experiences by the learning architecture.
Utilising an attention system means that some designer effort is required in determining
how to select experiences, that is, determining the saliency of experiences1. However, because
the learning architecture generalises from the raw data, the issue of setting saliency reliably
is not so crucial, as opposed to when learning occurs on data abstracted through saliency, as
mentioned in the previous chapter.
The experiments presented in this chapter correspond to 1A and IB in Figure 4.1. They
address learning from the raw data, where the designer effort is expressed as setting saliency pa¬
rameters for modulating the amount of learning usefully; they will compare such effort with no
effort, which corresponds to no modulation, and show the implications for learning resources,
as mentioned above. The two experiments address different types of social interactions, as will
'See start of Section 1.1 on page 3 for the definition of 'saliency'.
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1A: wall-following (sim) 4.3
IB: wall-following (phys) 4.5
2: phototaxis (sim) 5.1
3 : wall-following (sim) 5.2
4A: wall-following (sim) 5.3.3
4B: wall-following (phys) 5.3.4
4C: object-interactions 5.3.5
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Figure 4.1: This chapter presents experiments 1A and 1B shown in the figure. They involve
learning at a low level of abstraction — learning from the raw data. The designer effort is ex¬
pressed here as abstracting from the raw data for the purpose of modulating the amount of
learning, where the abstraction is performed for the purpose of deciding when experiences are
familiar. The attention system presented in the previous chapter is used for this purpose —
it measures familiarity through its habituation parameter. The experiments address the differ¬
ent types of social interactions that are needed to balance this low amount of designer effort
compared with the experiments in the next chapter.
be discussed in the respective sections. This chapter will show that because little effort is given
by the designer, more effort is required from the expert compared to the experiments in the next
chapter — see experiments 2-4 in Figure 4.1.
We will use attention to modulate learning by selecting experiences based on their famil¬
iarity. This requires abstraction to be performed reliably to some extent, but the amount of
attention that is re-given to familiar experiences is the more crucial factor — we will test its
full range. The attention system presented in the previous chapter will be used here to control
the amount of attention given to familiar experiences through its habituation parameter, and
thus modulate learning by triggering a separate learning system whenever the SOFM node ac¬
tivated by the current input is not fully-habituated, as shown in Figure 4.2. Recall that a node
has a high habituation value either if the input is novel, or if the input has been perceived many




Figure 4.2: Attention-triggered learning. The attention system described in the previous chapter
is used here merely as a trigger mechanism: it signals when a separate learning system should
learn to associate raw perceptual input with action. Learning occurs when the SOFM node
activated by the input is not fully-habituated (the habituation value of the node, hab, is greater
than h, the full-habituation threshold).
The experiments presented here correspond to learning the wall-following task in the sim¬
ulation and physical environments introduced in Section 3.2.2. The chapter starts with Sec¬
tion 4.1 presenting the learning setup and describing exactly what is being learned; Section 4.2
discusses the design choices specifically for the learning setup here, and more generally in
the thesis; Section 4.3 presents the implementation of this setup in the simulated experiments;
Section 4.4 shows the modulation benefit of attention in the face of limited learning resources;
Section 4.5 presents the physical experiments; and Section 4.6 concludes the chapter.
4.1 Learning Setup
In order to test the modulation benefit of attention, a very simple learning setup is devised.
The system is trained to predict one value, which corresponds to a 'tendency' to turn. The
desirable outcome for this task is that the network learns to output a low turn-tendency {i.e.
a forward move) when the robot is parallel to a wall, and a high turn-tendency {i.e. moving
around randomly with turning) when not next to a wall. The network is not expected to learn
how to control the robot to turn towards or away from a wall. Instead, as we will explain in




Figure 4.3: The learning architecture is a multi-layer feed-forward neural network.
Section 4.3 for the simulated experiment and Section 4.5 for the physical experiment, in the
recall phase the robot is equipped with an obstacle-avoidance behaviour that turns it when it
faces a wall; a correctly trained network will then control the robot to move forward when it
is parallel to the wall, whereas in incorrectly trained network will result in the robot moving
away from the wall.
The learning architecture is a multi-layer, fully-connected, feed-forward neural network
(a multi-layer perceptron), shown in Figure 4.3 (henceforth referred to as the feed-forward
network), trained with the back-propagation algorithm (see, for example, Hertz et al., 1991).
The input layer consists of units representing the perceptual sensors (six units in the simulation
and 20 units in the physical robot), the hidden layer consists of two units (chosen empirically),
and the output layer consists of one unit corresponding to the tendency to turn as described
above. The weights connecting these layers are randomly initialised to values between -0.5
and +0.5.
Motor Pre-processing
The target value for the output unit that is used to train the network is obtained through some
pre-processing on the motor values of the learner robot as follows: the encoded motor values
are 0,-1, and 1, corresponding to a forward move, right turn, and left turn, respectively; the
current motor value is saved into a short-term memory window on which a moving average is
calculated; the target-value y used in the output unit is the absolute value of this average, and
is therefore a real number between 0 and 1, as shown in Equation 4.1:
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Table 4.1: Weight-update learning rates used in the simulation and physical experiments, shown
separately for weights connecting the input layer to the hidden layer, and weights connecting the
hidden layer to the output layer.
where y(t) is the target output value calculated at time t, k is the size of the moving window
(15 steps in the experiments), and a(t) is the encoded motor value at time t. The absolute value
is used since we are not interested in the direction of turn, only in 'tendency to turn'; this has
the effect of smoothing (averaging) out any zigzagging exhibited by the robot as it follows the
demonstrator, which is especially useful with the physical robot Gillespie.
The Operation of the Learning System
In the learning phase, whenever the learner is attentive its raw sensor values and (processed)
motor values are used to make up a supervised learning pattern for the feed-forward network,
as depicted in Figure 4.2. The input is used in a feed-forward manner to compute an output
using the current values of the weights, where both the hidden and output layers use a sigmoidal
transfer function2 (i.e. the computed value of a unit in each layer is a sigmoidal function of
the weighted sum of the units in the layer below it). The computed output is compared with
the motor target-value presented to the network (y(t) in Equation 4.1), and the error is back-
propagated in the usual way from the output unit to the hidden units and then to the input units,
resulting in weight updates. The role of the weight updates is to improve the predictive power
of the network; the weights are adjusted in the weight space in a gradient-descent manner,
controlled by learning rates. The learning rates used in the experiments are shown in Table 4.1.
In the recall phase the robot is placed in the environment on its own, the weights of the
feed-forward network are fixed, and the sensor values are fed to the network at each time step,
therefore the attention system is not used, as depicted in Figure 4.4. The input is then used in
a feed-forward manner as in the learning phase to compute a value for the output unit, which
is then translated into an action; the output translation procedure is described in Section 4.3.
One could in fact use the attention system in the recall phase and choose to ignore stimuli
2The sigmoid function, /, is a continuous approximation to a step function. It is given by f(x) = 1+J-/h where
D is a constant (0.9 in the experiments).
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action
stimulus
Figure 4.4: Testing the learning system in the recall phase does not involve the attention system.
that do not activate a SOFM node well enough; such situations could arise even though the
environment in the recall phase is exactly the same as in the learning phase, because the robot
will have some perceptions that it could not have had when following behind the demonstrator
in the learning phase, such as sensing a wall straight in front. Therefore, with the setup shown
in Figure 4.4 the system is not expected to deal well with unseen situations, but is nevertheless
allowed to attempt to produce a response as best it can for all situations in the recall phase;
additional hand-coded behaviours are used to safe-guard the robot from dangerous situations,
as described above.
To summarise, the learning system is set up to achieve the following. The network is trained
to predict one value, and this is aided in the learning phase with pre-processing on the motor
values before presentation to the network. All the robot leams is to move forward or not, it does
not learn how to get itself into a situation where a forward move might be predicted. Therefore
in the recall phase, 'wall-following' can only occur if the output from the neural network is
bootstrapped with hand-coded behaviours that move the robot to and away from the wall.
4.2 Explanation of Design Choices
The setup of the learning system described above might be criticised for being rather sim¬
plistic, and that on its own, the learning system does not achieve very much. Such criticism
might in fact be made for all the learning setups in this thesis. The motivation for designing
a simple learning setup is as follows. The objective in this thesis is to examine what learning
performance can be achieved and how it varies and can be improved, as a function of designer
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effort and social interactions given any learning setup. The objective is not to design an op¬
timal, self-contained learning system for the particular tasks covered. In fact, simplifying the
learning system as much as possible is crucial to having the ability to infer the role of de¬
signer effort and social interactions, because there are fewer factors to control for. It is easier
to understand and explain the behaviour of a simpler learning system, and therefore expose the
effect of the designer effort and social interactions that bootstrap it. In particular, it is easier
and more correct to draw conclusions regarding the attention parameters when one can control
and dissociate the side-effects of the parameters of the learning system from these conclusions
(such as learning rates and number of hidden units).
These justifications also hold for the choices of the actual learning architecture itself. That
is, not only is the learning setup simplified, but also the architecture is chosen to be relatively
simple with few parameters. The actual choice of architecture is rather arbitrary in the sense
that it is not chosen to serve a particular function better than some other architecture. Learning
architectures are chosen which are standard and have proven to work well in similar situations.
The MLP with back-propagation error training is one such example.
Thus simple learning setups and architectures are desirable for the investigations in this the¬
sis. However, it will be argued that the conclusions from these investigations are nevertheless
applicable to more complex learning scenarios. We will see in Section 5.3 another learning ap¬
proach where an emergent outcome of more designer effort is that the robot learns also to turn
towards the wall; this outcome has implications for more effort from the expert demonstrating
the task. A more complex learning scenario simply means that the learning is more difficult
and so more effort is required in training the robot, where this effort can be balanced between
the designer and the expert. For example, the complexity of the learning setup in this chapter
might be increased by adding another output unit to represent direction of turn; the learning
network would then need to learn a more complicated function, which would be more difficult,
and might require more careful setting of the learning weights by the designer, or more care
from the expert in demonstrating the salient parts of the task.
4.3 Implementation on the Simulated Wall-Following Task
This section presents the set of experiments depicted in Figure 4.1 as 1A. The experimental
setup was described in Section 3.2.2. The simulation environment is shown again in Figure 4.5;
it consists of a learner robot following behind a demonstrator, who is executing a hand-crafted
wall-following task. To remind the reader, a run of the learning phase in the simulation consists
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Figure 4.5: The simulated environment used in the wall-following experiments.
of 50000 steps with an interrupt every 5000 step, which forces the demonstrator to move away
from the wall and hence wander in the environment. The interrupt is used to ensure that the
demonstrator exposes the learner to the full complexity of the task, rather than follow the wall
only on one side for the duration of the run.
Recall that due to the imprecise teacher-following behaviour, the learner can sometimes
lose the demonstrator. In such cases the learner can either ignore its perceptions or not. The
latter corresponds to the 'alone & social' category in Figure 4.1 because the robot learns when
it is on its own as well as when it follows the demonstrator. The former corresponds to a
'social facilitation' scenario (see Section 3.1) where the learner only considers its experiences
for learning when it follows the teacher — this corresponds to the 'passive demonstrations'
category in Figure 4.1. Active demonstrations are not tested in the simulated experiments,
as explained in Section 3.1. Note that Section 3.1 discussed two sources of imprecision in
the exposure to sensorimotor data arising from the imprecise teacher-following behaviour, and
that the social facilitation scenario tests the second of them, concerning the learner losing the
teacher. The first source of imprecision, concerning the learner not following exactly the same
path as the teacher, is not tested here. In Chapter 3 a perfect teacher-following behaviour was
emulated by controlling the robot with a hand-crafted wall-following behaviour — the same
one that controls the demonstrator when it demonstrates the task to the learner. It is expected
that such a behaviour will produce better learning here, but it is not as interesting as comparing
the learning when the robot loses the teacher.
We have already seen the characteristics of the perceptual part of the wall-following task
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in the previous chapter (see particularly Section 3.2.2). The perceptual data we saw there were
generated by exactly the same procedure that generated the data used as input to the attention
and learning systems in the experiments reported here. In the implementation of the attention
system here, the novelty threshold is set to 0.8, the full-habitation parameter is the focus in
this chapter and is therefore the independent variable, and the remaining parameters are as
reported in the previous chapter (see Table 3.2). The novelty threshold is not a parameter in
the experiments here because the shape of the SOFM is not crucial to the learning system, as
described at the start of this chapter.
We will start the investigation of the learning setup described in Section 4.1 by inspecting
the relationship between the attention system and the learning system. In particular, we will
explore the extreme effects that a very sensitive and a very insensitive attention system has on
triggering the learning of raw data. This exploratory investigation will highlight the importance
of the designer effort in setting the saliency parameter of the attention system, which will be
shown further, together with the importance of the social interactions, through the quantitative
results that will follow. In the exploratory investigation experiences are ignored when the
learner loses the demonstrator.
Exploratory Investigation of Attention-Triggered Learning
Since the role of attention is to modulate the patterns presented to the learning system, let
us observe the nature of these patterns. Recall that learning is triggered when the SOFM is
attentive, i.e. when the winning node is not fully-habituated, which occurs when a node is
added due to novelty or when forgetting occurs, and continues until the node habituates below
the full-habituation threshold. The most simplified case is when fully-habituated nodes are not
allowed to dishabituate — by using a maximal full-habituation time {i.e. the length of the run).
In this case the learning network is only exposed to stimulus 'events' once, where an 'event'
refers to a sequence of similar stimuli, detected (and represented) by a cluster of nodes in the
SOFM.
This situation is depicted in Figure 4.6, which shows the patterns presented to the learning
system through attention-triggering. It is important to note that the horizontal axes in Figure 4.6
do not correspond to real time, but rather to when the learning system is triggered. The time be¬
tween consecutive steps in this plot can correspond to consecutive time steps in the simulation,
or to time steps very far apart in the simulation. In Figure 4.6, approximately 2400 patterns are
presented to the learning system, out of a possible 50000 — the length of the learning phase.
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Figure 4.6: The patterns passed to the feed-forward network through attention-triggering,
(a) The input units take on the sensor values, see diagram of the robot on the left, (b) The
target value used in the output unit is calculated from the motor values, and represents a ten¬
dency to turn. Emergent perceptual events are marked by vertical lines. Note that the horizontal
axes do not correspond to real time, but rather to when the learning system is triggered. Ap¬
proximately 2400 patterns are presented in this example, out of a possible 50000 — the length
of the learning phase.
Firstly, the left plot shows the values of the input units coming from the learner's six sensors
as it is led through the environment. To the left of that plot a diagram of the robot and the
location of its sensors is provided. The plot has been labelled and vertical lines have been
superimposed on it to mark the emergence of perceptual events, as follows:
• initially the learner is exposed to the wall on the left (event 0); the learning system
receives patterns until the SOFM nodes in the cluster for this event — see the SOFM in
the top-right of Figure 3.33 on page 96 — have fully-habituated to the input;
• the next time the learning system receives patterns is when a novel event is detected
(event 1), which corresponds to not sensing the wall anywhere (recall from Section 3.2.2
that an interrupt forces the demonstrator to turn away from the wall at regular intervals
and wander in the middle of the environment); again, the system receives patterns for
this event while the corresponding SOFM nodes are habituating;
• another novel event next triggers the learning system (event 2) — the wall being sensed
on the right;
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• in fact it appears that the SOFM nodes corresponding to event 0 did not fully-habituate,
because the learning system is triggered by this event again (recall that nodes are not
allowed to dishabituate in this example); event 1 must have been detected before the
nodes for event 0 were able to fully-habituate;
• once the nodes for event 0 are fully-habituated, the learning system is not triggered again,
as all the nodes are now fully habituated, and no novel stimuli are encountered.
Notice that the front two sensors (sensors 2 and 3) are never active; this is because the learner
never perceives the wall in front, as it is always following behind the demonstrator.
The right of Figure 4.6 shows the targets for the output unit that are used to train the feed¬
forward network. The event markers from the left plot are used here to show how motoric
events coincide with perceptual ones. Frequent activations correspond to a higher tendency
to turn (hence 'wandering'), which coincide mainly with perceptual event 1, i.e. the no-wall
event; low frequencies correspond to low tendency to turn, or high tendency to move straight
forward, which coincide with the other two events, i.e. when the wall is sensed on either side
(hence 'wall-following'). It would appear therefore that the neural network should be able to
correctly learn the perceptual-motoric mappings for this task in this example.
It is important to highlight at this point an important aspect of the way modulation occurs:
it ensures an equal exposure to the different parts (events) of the task. In the example shown in
Figure 4.6, the learning is exposed to approximately 2400 patterns; if there were no modulation
and instead the system was exposed to the first 2400 patterns, they would not be representative
of all the events. The importance of this issue will be stressed again in the discussion of limited
resources, in Section 4.4.
Figure 4.6 clearly shows the quantitative benefit of attention: the attention system has re¬
duced the exposure of the learning system to three 'events', using approximately 2400 learning
patterns (out of 50000 — the length of a single run). If the learning network can form the
correct perception-action mapping, this is also of great qualitative value. Unfortunately, this
is not always the case: a single presentation of events is not always sufficient for weight con¬
vergence. Also, the learner can be 'unlucky' if at the particular times that the attention system
triggers learning, the demonstrator is doing something distracting from the task (such as turn¬
ing away from the wall because of the interrupt, or even turning away because the learner is in
the way!) These kinds of situations would be minimised if the teacher were demonstrating the
task actively.
However, if we use the forgetting mechanism by letting nodes dishabituate as described in
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Figure 4.7: Convergence of the weights of (a) the fully exposed network and (b) the highly se¬
lective network, at the learning phase, as input-output patterns are presented through attention-
triggering. Perceptual events are distinguished by different line types on the top part of each
plot.
Chapter 3, the learning system can be re-exposed to events. The actual number of times that
the learning system is exposed to the same event is governed by how long we let a node in
the SOFM stay fully habituated before we dishabituate it. As we saw with the toy example
in Section 3.3, if we make this length 0, than this is equivalent to no modulation at all, since
the attention system is always attentive. In contrast, if we make the full-habituation length
very high, the network is exposed to very little information, as we have seen in Figure 4.6, and
cannot adapt and recover from premature habituation.
Let us compare the effect of these extremes on the feed-forward network. Figure 4.7 shows
the convergence of the network weights due to attention-triggering with full-habituation times
0 and 40000 (henceforth referred to as the 'fully exposed' and 'highly selective' networks,
respectively). Perceptual (input) and motoric (output) events are shown (as in Figure 4.6)
together with the weights: 12 input-to-hidden weights (6 x 2), and 2 hidden-to-output weights
(2 x 1). Note that as before, the horizontal axes in Figure 4.7 do not correspond to real time,
but rather to when the learning system is triggered.
Although the highly selective network receives very few patterns, these patterns form a
range of experiences as representative as those received by the fully exposed network, where in
the latter there is a lot of repetition. The weights of the highly selective network are therefore
able to converge, almost to the converged weight values of the fully exposed network (recall
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Figure 4.8: Distributions of the output recalled by (a) the fully exposed network and (b) the
highly selective network, after learning is complete; the recall is triggered by input from a wan¬
dering behaviour, without attention, such that the full variety of values learned by the network is
demonstrated.
that the learning rate is fixed, and therefore the same for both networks). In fact, less selective
networks would reach that convergence point because they would be exposed to more patterns.
Note that the fully exposed network converges quite early, suggesting that so much repetition
is unnecessary.
Let us next examine what these networks have actually learned as a result of being exposed
to patterns in the learning phase, at their respective levels of selectivity. To do this we let the
robot wander around on its own in the environment randomly (using obstacle-avoidance and
wandering behaviours) so that it picks up random perceptions, which are fed to the input layer
of the network, and output the variety of different values learned through the weights. Fig¬
ure 4.8 shows the distributions of the output recalled by the fully exposed and highly selective
networks.
The two peaks in the output recalled by the fully exposed network show that this network
learned to distinguish between the two types of perceptual experience: one requiring very low
tum-tendency (values close to 0), corresponding to moving parallel to a wall, and the other
requiring a higher turn-tendency, corresponding to moving randomly when not near a wall.
We also see two peaks in the output recalled by the highly selective network, which suggests
that it too has learned to distinguish the experiences, but not as distinctly as the fully exposed
network. Further, upon inspection of the absolute values of the output we see that the values
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recalled by the highly selective network are higher than those recalled by the fully exposed
network, and the left peak is perhaps not close enough to 0. The reason for these differences is
that their weights have not quite converged to the same final values at the end of the learning
phase.
To summarise, a fully exposed network converges quite early, suggesting that exposure to
so many patterns is not needed; further, such a network obviously does not make any use of
the attention system. On the other extreme, we see from a very selective network that single
presentations are perhaps not quite enough, although the network learns reasonably well if
the robot does not encounter any 'unlucky' situations. We will next examine the effect of
habituation systematically, using values of the full-habituation time in the range between the
two extremes used so far.
Results
As mentioned in Section 3.3.3, the full-habituation time does not have a significant effect on the
shape of the SOFM, i.e. on the perceptual representation. However, we have seen from the two
examples above that this parameter is important for learning the task, in the kind of learning
setup used in this chapter. We saw from the toy example in Section 3.3 the overall effect of ha¬
bituation in reducing the amount of information attended to by inhibiting a response to familiar
stimuli (see Figure 3.32). In the wall-following task the role of habituation is similar: Fig¬
ure 4.9(a) shows the number of patterns presented to the network through attention-triggering
as a function of full-habituation time; each point on the plot is an average of 100 runs (the size
of error bars is negligible and therefore omitted from the plot). As expected, when there is no
modulation, the learning is exposed almost all the time (the only times it is not are when the
learner loses the demonstrator). Modulation provides a substantial reduction in exposure, and
the less forgetting we allow (i.e. longer time before dishabituation), the more reduction we get.
To see the effect of habituation on what the network actually learns, we need to devise a
measure with which to test the performance of the system across the range of full-habituation
times. Two examples of what the recalled output looks like were presented in Figure 4.8, but
how does this translate to the ability of the robot to reproduce the wall-following task? To
test this we need a way of first translating the output from the learning system into motor
commands (see discussion about motor abstraction in Section 2.4.2), and then evaluating the
resulting behaviour.
Here there are two abstract motor states: 'move-forward' and 'wander'; the abstraction
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Figure 4.9: Quantitative results from the simulation experiment, (a) The number of patterns
presented to the feed-forward network through attention-triggering; (b) 'Energies' acquired at
the recall phase by a robot that learned with and without social facilitation in the learning phase;
also shown are energies acquired by a robot executing a hand-crafted wall-following behaviour,
and a hand-crafted random wandering behaviour. Each point is an average of 100 runs (the
error bars in (a) are of negligible lengths and therefore not shown); the length of a single run is
50000.
occurs as follows. Before the recall phase, a calibration dataset is acquired by placing the robot
in the middle of the arena for a short length of time, using its perceptions to trigger the feed¬
forward network, and collecting the output; then, during the recall phase the network output
values are statistically compared to the calibration dataset, using the following statistic:
where y is the current network output, and yc and sc are the mean and standard deviation of the
calibration dataset, respectively. For 'correctly' trained networks it is expected that the output
values would differ significantly when the robot is parallel to a wall, as opposed to when it is
not. Setting this measure of significance is where the abstraction is expressed — it determines
what constitutes a salient difference in the space of possible values that the network can output.
The actual threshold used as a measure of this significance, placed on the value computed
in Equation 4.2, is —150. There are two points to note about this value. Firstly, this value
is very high in a statistical testing sense, and in fact corresponds to 150 times the standard
deviation of the calibration set; usually in statistical testing, values such as 1.64 and 2.33 are
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used, corresponding to 5% and 1% significance level t-tests. It was found empirically that such
a high significance is required to distinguish the two states, because when the calibration set
is collected there is very little stimulation in the robot's sensors, and subsequently any small
stimulation, in any of the sensors, produces a significant difference — significant in the usual
significance testing sense, but not significant for this task. The typical significance values
detect differences at a level of granularity which is too fine. The second point to note is that the
threshold is negative; this ensures that output obtained for the 'wall' state must be lower than
the calibration set. That is, the feed-forward network should learn to distinguish between the
two states correctly, not simply distinguish between them.
The learner is placed in the environment on its own, its perceptual input is passed to the
feed-forward network (no attention is used), where an output is computed and then translated
to an action as described above. Further, a built-in 'obstacle-avoidance' is used to turn the
robot when it is facing a wall, and prevent it from hitting obstacles. The reason for this is that
the network was only trained to control the robot when there is a wall parallel to it on its side;
any other competencies would require a higher representational complexity, i.e. more output
units; further, the robot is never exposed to the wall straight in front of it in the learning phase,
because it is always following behind the demonstrator. To account for unsuccessful learning
the evaluation is penalised whenever the obstacle-avoidance is triggered. As in the learning
phase, an interrupt (see Section 3.2.2) is used in the recall phase to avoid the robot following
the wall on one side for the duration of the run, and thus not testing the learned behaviour fully;
the interrupt is triggered every 7500 steps.
An 'energy' measure is calculated as the accumulation of the robot's side sensors sensing
the wall, where different sensor configurations give different energies. This is used as a measure
of the robot's ability to perform the task (higher energies correspond to better wall-following3).
Figure 4.9(b) shows the different energies acquired with a range of full-habituation times, with
and without social facilitation. Superimposed on the plot are two baselines corresponding
to energies obtained with the robot executing a hand-crafted wall-following behaviour, and a
hand-crafted random wandering behaviour.
The first thing to note is that without social facilitation, the performance is consistently
poor. In fact the robot never acquires enough energy to counter penalties, and therefore the
3The term 'energy' was originally used for the numerical evaluation devised for the phototaxis task presented in
the next chapter, where the robot can be thought of as acquiring energy from the light; it does not actually acquire
any such energy, however this term is useful for referring to performance. Similarly, in the wall-following task the
robot does not gain any energy from the wall — the choice to use the term for this task as well is made simply to
avoid using a new term.
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performance is significantly worse than the random behaviour. The learning system is therefore
exposed to too many undesirable, non task-related patterns in the learning phase, from which
it cannot recover regardless of how much forgetting is allowed. Therefore in Figure 4.1 the
'passive demonstrations' category is marked as having a better performance than the 'alone &
social' category.
The second thing to note from Figure 4.9(b) is that the energy calculations confirm what
we have already seen through the two extreme examples in Figure 4.8: networks that are ex¬
posed to more data (low full-habituation times) can discriminate better between the 'wall' and
'no wall' states. Note however that even the selective networks (high full-habituation times)
perform well, although there is a significant decrease in performance as the full-habituation
time increases. The full benefit of the attention system for modulating learning can be seen
by considering Figure 4.9(a) and (b) together, that is, by considering both the qualitative and
quantitative benefits of attention: while there is a slight decrease in performance when some
modulation is introduced, the amount of data considered is drastically reduced. Thus a similar
performance is achieved with much less work.
To see this more clearly, Figure 4.10 shows the energies achieved 'per pattern', that is, the
energy obtained in the recall phase divided by the number of patterns considered in the learning
phase, for the social facilitation scenario. The steepest part of the slope in Figure 4.10 can be
seen in the first increase of full-habituation time, that is, when some modulation is introduced:
as stated above, while a slightly lower energy is achieved, it is achieved by considering much
less data (see Figures 4.9 and 4.10 with full-habituation time 0—>5000). Because the energy
and number of patterns level out in Figure 4.9 as the full-habituation time increases, we also
expect the energy per pattern to level out, as can be seen in Figure 4.10.
To summarise the simulation results, one can achieve a substantial reduction in the exposure
of the learning system through modulation, and this does not cause a large decrease in the
performance, provided that forgetting is allowed reasonably frequently. In these cases the
networks are re-exposed to events just enough times to ensure that the weights converge to a
'desired' point, and hence recall the 'desired' output and the performance is almost as good as
a hand-crafted behaviour. When forgetting is less frequent, the performance drops, but is still
much better than a random behaviour. The next section will discuss the quantitative role of
attention further, by considering situations where modulation is crucial because there is a limit
on the number of patterns that can be considered for learning.
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Figure 4.10: Energy per pattern. The energies obtained in the recall phase, shown in Fig¬
ure 4.9(b) for the social facilitation scenario, are divided by the number of patterns considered
in the learning phase, shown in Figure 4.9(a). This plot shows the combined quantitative and
qualitative benefits of attention as modulation for learning.
4.4 Modulation for Limited Resources
As mentioned in Chapter 2, the benefit of attention is not only in detecting saliency, but also
in dealing with limited resources. In our simplified learning setup here, there is no such limit,
because as we can see in Figure 4.9(b), the robot can learn without any attention (i.e. full-
habituation time of 0), and in fact the best generalisation is achieved by the learning system
when all the experiences are considered. However, in order to be able to generalise these
results, one must consider that learning from all the possible experiences might not be possible
if one has a limited set of processing resources, which perhaps need to be allocated to activities
other than learning (such as tracking the demonstrator, monitoring energy and safety levels,
performing other cognitive tasks such as memory consolidation and planning).
We simulate such a scenario by artificially placing a limit on the number of patterns that
the learning system can process. Figure 4.11 shows the energies achieved by the robot in the
recall phase after learning with social facilitation and different limits. These results show that
attention provides an intelligent modulation for learning, by using the available resources to
expose the learning equally to the salient events. As the learning system is limited to process
fewer patterns, the overall performance decreases, but the best performance is achieved through
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Figure 4.11: Performance in the the recall phase resulting from learning with social facilitation,
and with different limits on the number of patterns processed. The legend shows how many
patterns the learning systems was allowed to process. Each point is an average of 100 runs;
the length of a single run is 50000.
more modulation. When the limit gets too low (1000 patterns), however, modulation does not
have a significant effect; this is because even without any modulation, 1000 patterns simply do
not provide enough exposure to all the events of the task; we can see from Figure 4.6 that 1000
patterns correspond to at most two of the three events of the task.
4.5 Implementation on the Physical Wall-Following Task
The learning setup described in Section 4.1 has also been implemented in the physical exper¬
iments involving the robot Gillespie and a human demonstrator, presented in Chapter 3. This
section presents the set of experiments depicted in Figure 4.1 as IB. The experimental setup
was described in Section 3.2.2. The physical environment is shown again in Figure 4.12; it con¬
sists of a learner robot following a human demonstrator, who is performing a wall-following
task. The data explorations performed in Section 3.2.2 suggested that it might be difficult to
learn this task, because the data are poorly structured. So prior to implementing the feed¬
forward network it was believed that an additional social input would be useful and perhaps
necessary: the demonstrator signals to the robot at very specific times during the task; this is
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Figure 4.12: The physical wall-following experimental setup, where the demonstrator can explic¬
itly signal to the robot.
achieved with a red glove, which is easily detectable as a contrast to the green shirt used by the
robot's teacher-following behaviour.
This signalling by the demonstrator is used to highlight certain experiences over others,
and the signal is used directly by the attention system: it forces dishabituation of the winning
SOFM node. Therefore, this signalling by the demonstrator in effect takes over the role of the
full-habituation parameter. Note that the demonstrator does not just signal a single desirable
stimulus, but a desirable event, because attention is given to the environment while the node
habituates again, as we saw in the previous section. In practice the demonstrator signals when
the robot is 'nicely' positioned parallel to the wall and moving forward, and when the robot is
in the middle of the arena and the demonstrator is demonstrating frequent turns: the demon¬
strator is drawing the robot's attention to very specific locations in the environment, at very
specific times during the task. These timings were quite crucial, and so care was taken by the
demonstrator during the experiments. The aim of this experiment is to evaluate this care by
the expert compared to the care taken by the designer in setting the full-habituation saliency
parameter.
Recall from Section 3.1 that in the physical experiments passive demonstrations are not
practical with the current implementation of the robot's human-tracking system. Therefore,
although some preliminary runs were made with passive demonstrations, where the human had
his back to Gillespie and was moving without adapting the movements to Gillespie's behaviour,
the impracticality was quickly evident by Gillespie frequently failing to track the human, and
so there are no numerical results from these preliminary runs (see 'passive demonstrations'
4.5. Implementation on the Physical Wall-Following Task 127
category in Figure 4.1). Further, by turning to face Gillespie and demonstrating the task ac¬
tively, the human ensured not to fall out of Gillespie's field of vision for significant periods,
and therefore there is no 'alone & social' scenario as in the simulation experiment.
Active demonstrations are tested firstly by emulating a perfect, noise-free, teacher-following
behaviour, by controlling the learner with a hand-crafted wall-following behaviour, thus ad¬
dressing imprecise exposure to experiences due to an imprecise teacher-following behaviour
(see Section 3.1). However, in Section 2.1.2 active demonstrations were proposed not only
for ensuring precise exposure to experiences, but also for accentuating the differences between
the parts of the task by deviating from the natural demonstrations to 'exaggerate' these differ¬
ences. Therefore, active demonstrations are tested secondly by providing exactly this kind of
demonstration for Gillespie in the experiment here: the demonstrator 'exaggerates' the turning
component of the behaviour, i.e. purposely performs large turns in both directions when in
the middle of the arena, significantly more than the 'wander' component of the hand-crafted
wall-following behaviour, and spends more time in the middle of the arena, as we saw in the
data inspections in Chapter 3 (see Figure 3.14 in particular). The benefit of explicit signalling
is tested by either ignoring the expert's signals during the demonstrations, or not. The experi¬
ment will also compare the results from training the robot as it moves around randomly in the
environment on its own.
We already saw in the previous chapter (see particularly Section 3.2.2) the characteristics
of the perceptual part of the physical wall-following task. In fact, the perceptual datasets seen
in the previous chapter (see Figure 3.14) are used as off-board training sets in the experiments
reported here. Due to practical constraints arising from experimenting with a real robot, the
learning phase is always based on the same run, consisting of 10000 steps corresponding to
approximately 40 minutes of real time, with approximately 12 interrupts (the interrupts serve
the same purpose as in the simulation experiment: the demonstrator turns towards the middle of
the arena to avoid following the wall on one side for the duration of the run). All the information
from this run (the sensor data, motor data, and red-glove-detection data) is saved and used as
an off-board training set. Stochasticity in the repeated experiments discussed below is achieved
through a random initialisation of the feed-forward network weights, a random initialisation of
the SOFM nodes, and a random starting point for accessing the datasets.
The learning setup is exactly as in the simulation experiment, and the learning rates used to
update the weights of the feed-forward network are shown in Table 4.1. In the attention system
the novelty threshold is set to 0.25, the full-habitation parameter is the focus in this chapter and
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Figure 4.13: Two examples from the physical experiment, demonstrating that the feed-forward
network can behave rather differently under different weight initialisations, even though the same
training set is used. The plots show the error in the output computed by the networks during the
learning phase.
is therefore the independent variable, and the remaining parameters are as reported in the pre¬
vious chapter (see Table 3.2). Before inspecting the quantitative results from this experiment,
we will first investigate the relationship between the attention system and the learning system,
as we have done in the simulation experiment.
Exploratory Investigation of Attention-Triggered Learning
Perceptual and motoric events can be identified as in the simulation (Figures 4.6 and 4.7),
however it is hard to graphically show the activation of 20 sensors; similarly, it is hard to show
the values of 42 weights (20 x 2 input-to-hidden weights, and 2 x 1 hidden-to-output weights).
Observations of single runs show that the learning is not very stable: the network behaves in
different ways for different weight initialisations even though the same training set is used.
This is demonstrated in Figure 4.13, which shows the error in the output computed by two
networks trained under similar conditions, during the learning phase. A possible explanation
as to why the behaviour of the network is inconsistent is that the error space is a complex
manifold with many local minima, arising from the high dimensionality and noisy nature of
the input space. As was suggested in the investigations of the raw perceptual data in Chapter 3,
the data from the physical robot are poorly-structured and difficult to leam from, even in this
simplified learning setup.
As before, let us also inspect what the network learns to output. In the simulation this was
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Figure 4.14: Distributions of the output recalled by two different networks, where the input is an
off-line testing set of perceptions obtained from wandering and hand-crafted wall-following be¬
haviours, shown separately. The network on the left has learned to separate the two perceptual
states better than the one on the right.
achieved using a random wandering behaviour, which provided a representative set of percep¬
tual inputs to the network and was therefore able to trigger all the different output values (see
Figure 4.8). The physical robot's wandering behaviour is exposed to the wall much less than
in the simulated experiment, so by feeding the feed-forward network input from a wander be¬
haviour alone we would not see two peaks as in Figure 4.8. Therefore in addition to inspecting
the output from a wander behaviour, the output resulting from a hand-crafted wall-following
behaviour is also inspected.
If the network has learned correctly we expect the output distributions arising from the two
behaviours to be different, with lower values being recalled for the wall-following behaviour as
it involves the robot being parallel to a wall most of the time. Note that the two behaviours share
some perceptions, and so an overlap in their output distribution is expected. Figure 4.14 shows
the output distributions separately for the wander behaviour and wall-following behaviour, re¬
called by two different networks trained under similar conditions; also shown is the difference
between the mean of the output recalled for the wander behaviour and the mean of the output
recalled for the wall-following behaviour.
The network on the left of Figure 4.14 seems to have learned more correctly than the
network on the right. The former was able to distinguish, to some extent, the output for the
two different behaviours; the separation is not large, which is due to the common perceptions
shared by the two behaviours, and we will see later how this translates to the ability of such
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a network to reproduce the task. In contrast, the network on the right does not seem to have
distinguished the two behaviours at all, and in fact the most frequent output is 0.5, which is the
natural 'zero' of the network4; a zero output means that the output neuron is neither excited
nor inhibited, but it should on average be inhibited, because there are more data for 'wall' than
'no wall', and therefore there are more forward moves than turns5. In other words, the second
network did not learn anything useful.
Results: Off-line Testing
The examples shown in Figures 4.13 and 4.14 demonstrate that networks trained under simi¬
lar conditions can behave very differently. As mentioned above, the learning in the physical
experiment is not very stable, so any one of the above examples is not representative. The
behaviour of the network will now be analysed more generally, by testing the network with
different full-habituation times, and with and without the signals from the demonstrator, where
each particular combination is repeated 100 times. The variable under inspection is the mean
difference between the output distribution due to the 'wander' perceptual input and the output
distribution due to the 'wall-following' perceptual input, as demonstrated in Figure 4.14. Since
the distributions should ideally be as separable as possible, a high mean difference corresponds
to useful learning. The result are shown in Figure 4.15.
For comparison, the network is also trained on input from the wander dataset, and on input
from the hand-crafted wall-following dataset. The former provides a useful baseline because
the robot takes random turns no matter what it perceives, and so the network is not expected to
learn to distinguish between the two sensorimotor states. One can then judge the significance
of the ability of the network to distinguish between the two states when trained under different
conditions, compared to when it is not expected to make this distinction, as we will see below.
The latter provides a useful baseline when we recall from Chapter 3 that the hand-crafted wall-
following behaviour emulates an ideal teacher-following scenario, as mentioned above, and
therefore another form of active demonstrations is evaluated.
The best results are achieved when the signals are used (hence the 'explicit signalling'
category in Figure 4.1 is marked as having the best performance), and there is a significant
improvement as full-habituation time increases. When the full-habituation time is zero (defined
4An output of 0.5 from the sigmoid function corresponds to an input of zero, i.e. the output unit receives zero
activation (see footnote on page 111: /(0) = 0.5)
5Compare these output values to the simulation experiment (Figure 4.8), where the output values are much
closer to 0 than to 0.5; in the simulation the ratio of forward to turn moves is very high (approximately 20:1), so
overall the network learns to inhibit the output neuron (low turn tendency); in Gillespie this ratio is much smaller.









Figure 4.15: Mean difference between output recalled off-line for inputs from a random be¬
haviour and from a wall-following behaviour, repeated 100 times for each full-habituation value.
Curves are shown for networks trained through demonstrations where signals are used or not
used, and for networks trained through a hand-crafted wall-following behaviour and a random
behaviour.
as 'full exposure' in Section 4.3) the signals are ineffective because attention-triggering occurs
at every step (i.e. there is no modulation); however as soon as some modulation is introduced
(full-habituation time = 100) there is a significant improvement: the signals are starting to have
an effect. As the full-habituation time increases further, the signals start to dominate over the
forgetting mechanism in the attention system, and the absolute best performance is achieved
when the full-habituation time is maximal (i.e. the length of the run = 10000 steps), which
means that dishabituation occurs only due to the signals.
The best results outperform those achieved when the network is trained on the hand-crafted
wall-following dataset, that is, they outperform the ideal teacher-following scenario. Much of
this is due to the signals which help to structure the sensorimotor data, especially when the
full-habituation time is high. However, the results are also better when the signals are not so
dominant, when the full-habituation time is low, as explained above. Part of the responsibility
in providing better-structured data for learning is the active demonstrations from the human
demonstrator. As mentioned earlier, the exaggerated demonstrations provide significantly more
experiences in the middle of the arena, with significantly larger turns, compared to the robot's
experiences when it is controlled with the hand-crafted wall-following behaviour. The network
full-habituation time
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is therefore better able to distinguish between the salient parts of the task — moving forward
when parallel to a wall and turning otherwise.
When the signals are not used, we see a situation similar to Figure 4.9(b), namely that
the network learns best when all the data are considered, and that when some modulation is
used (full-habituation time = 500), the performance is only slightly poorer; if there is too much
modulation (full-habituation time > 1000), the network is not exposed to enough experiences,
and the performance starts to resemble the performance when the network is trained on the
random behaviour. Notice that the results from the random wander baseline are significantly
negative, whereas one might expect them to not be significantly different from zero. In fact, the
sign of the mean difference of this random scenario is not as important as its absolute value6.
We should thus consider this absolute value as the baseline with which to judge the significance
of the other results, and this explains the results reported next, relating to the robot's ability to
convert the output from the network to motor commands for executing the task.
Results: Testing the Learned Behaviour
We have seen the values learned by the network, and under what conditions it learns to distin¬
guish well between the parts of the task. Let us now examine the robot's ability to translate
this learned output to behaviour, by using a calibration baseline dataset, as in the simulation,
and choosing between the two actions using Equation 4.2, and a threshold of -2.9. Note that
this threshold is much smaller in absolute value than the one used in the simulation experiment
(-150). This is due to the noisy nature of the data: one does not obtain such a clear distinction
between the two perceptual states, as we saw in Figure 4.14, and must accept that with such a
low value a significant difference is detected spuriously.
As in the simulation, an energy measure is calculated as the accumulation of the robot's side
sensors sensing the wall, while the robot is moving around the environment on its own with the
aid of a built-in obstacle avoidance behaviour, recalling an output value for each perception (i.e.
attention is not used) and acting on it. The energy is penalised whenever the obstacle-avoidance
behaviour is triggered. A recall run consists of 6000 steps, with an interrupt signalled every
1000 steps. The testing of the recalled behaviour is only tested on a select number of the
conditions, again due to practical time limitations. Four representative examples are tested:
6The negative sign does not necessarily mean that the network learns to turn more when the robot is parallel to
the wall, because in fact the robot is hardly exposed to such experiences with the wandering behaviour. A more
reasonable explanation to this negative sign could be that there is a stronger activation of the input units when the
robot is near a wall — many of its sensors are strongly stimulated — and therefore the output of the network is
high.











Figure 4.16: Evaluation of the learned behaviour in the physical experiment, where the signals
from the demonstrator are used (the two cases on the right), or ignored (the two cases on the
left); evaluations of hand-crafted and random behaviours are also shown (the dotted lines show
their respective standard errors).
hand-crafted




(1) dishabituation due to signals only (full-habituation time = 10000); (2) dishabituation due to
signals and forgetting with full-habituation time 1000; (3) full exposure (full-habituation time
= 0); (4) dishabituation due to forgetting only (i.e. no signals), with full-habituation time 1000.
Each of these is repeated 10 times, and the results are shown in Figure 4.16. The energies
acquired by the robot executing a hand-crafted wall-following behaviour and a hand-crafted
random behaviour are also shown for comparison (note that these are not results obtained from
training the robot with these hand-crafted behaviours as in Figure 4.15).
The absolute value of these results of course depends on the threshold used to abstract from
the raw output values into actions. However, when compared to each other, the results tell us
more about how well the network learns under different conditions, in conjunction with the
results shown in Figure 4.15. Specifically, we see that when the signals from the demonstrator
are used, the conclusion from Figure 4.15 that the network learns well is confirmed here in
the robot's execution of the task. The performance is best when only the signals are used for
dishabituation, but when there is some forgetting, with full-habituation time 1000, the network
learns well enough to achieve almost as good a behaviour. When the signals are ignored, the
suggestion in Figure 4.15 that the network does not learn as well is confirmed by the fact that
the resulting behaviour is not always better than the random behaviour. Further, when the
signals are not used, the network does best to consider as much data as possible. We have
134 Chapter 4. Learning at a Low Level of Abstraction
seen in Section 4.4 how in the simulation experiments the latter might be constrained by the
available resources; the same constraint would be expected to apply here if there were limited
resources available for learning.
4.6 Conclusion
This chapter has presented experiments where little designer effort is required in the learning
setup. The reason that little effort is required is that the learning occurs on the raw data and
therefore there is no need to carefully abstract the data. Instead, the effort is expressed in setting
the saliency parameter responsible for modulating the learning of raw data, and it was shown
that learning is also possible without any modulation at all. It was also shown how setting the
parameter might be governed by the available resources, when learning without modulation is
not desirable.
The learning system is set up to learn a very simple function, and to achieve the task fully
it must be bootstrapped with hand-coded behaviours. The motivation for designing such a
simple learning system was that the effect of attention (and hence designer effort) and social
interactions could be reliably evaluated, as discussed in Section 4.2. The simple design of the
learning system was taken as a first step, and it is believed that in further work the conclusions
from this chapter could be tested further by increasing the complexity of the learning system
(for example, by adding an output unit to represent direction of turn).
The simulation results in Section 4.3 (summarised as '1A' in Figure 4.1) firstly show that
if the robot is allowed to learn when it loses the teacher, the exposure to irrelevant data is
significant, and the robot cannot learn the task; it is crucial for the robot only to learn from
the demonstrations of the teacher. Secondly, the results show that the learning architecture
generalises best when the data are considered all the time, that is, without any modulation.
However, the ability to generalise is only slightly reduced when some modulation is introduced,
and in contrast, the amount of data considered is drastically reduced. Thus, the quantitative
benefit of attention is clear. This benefit is demonstrated further in Section 4.4, where a limit is
placed artificially on the number of learning examples that are allowed to be considered, thus
emulating a limited-resources scenario. As the limit increases (fewer learning examples are
allowed), the overall performance decreases but is maximised through more modulation.
In the physical experiments presented in Section 4.5 (summarised as ' IB' in Figure 4.1), we
firstly saw the advantage of active demonstrations. We saw their role in addressing imprecise
teacher-following by emulating a perfect teacher-following scenario through a hand-crafted
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wall-following behaviour. We also saw their further role in accentuating the salient differences
between the components of the task, with the human demonstrator exaggerating these differ¬
ence and then signalling their occurrence. It was pointed out in Chapter 3 that the demonstrator
actively exposes the learner equally to the parts of the task, but we did not see there the im¬
plications for learning the appropriate motor values. Here we saw in Figure 4.15 that due to
the nature of the human demonstrations, the learning architecture is better able to separate the
sensorimotor regularities of the two salient components of the task. We also saw the benefit
of explicit signalling in directly influencing the robot's notion of saliency. The explicit signals
from the demonstrator force attention to be (re-)given to the current event; the results show that
this signalling has a significant effect — the learning improves as attention is influenced more
by the demonstrator, and less by its own parameters. Thus the signalling by the demonstrator
takes over the role of the habituation saliency parameter, whose value must be set by the de¬
signer. The responsibility of biasing the robot's detection of saliency is transferred from the
designer to the demonstrator. However, as long as the signalling is used, attention can also be
used to select experiences, as long as there is some modulation. This means that the burden on
the demonstrator can potentially be reduced, because the learning does have not rely solely on
the demonstrator.
Without the explicit signalling the raw data are too poorly-structured for reliable learning
of the task, even in this simplified learning setup and with active demonstrations. The fact
that learning of the same task is easier in the simulation confirms the comparisons made in
Chapter 3, which show that the data from the simulation experiments are much better structured
than those from the physical experiments. Active demonstrations and explicit signalling were
not attempted in the simulation experiments. The reason for this was discussed in Chapter 2,
and is related to the fact that programming such functionalities for a robotic demonstrator
is difficult. In the physical experiment the timing of the signals is crucial and depends on
the exact position and orientation of the robot. Recall that in the simulation experiment the
demonstrator does not actually perceive the learner or know where it is. It is expected however
that if active demonstrations, or explicit signals, or both, were present in the simulation, this
would significantly improve the performance.
The important conclusion from this chapter is that in both the simulation and physical
experiments, the best performance was achieved with the strongest form of social interactions
that were attempted, and this is argued to be the case because learning occurs on a low level of
abstraction — on the raw data.
 
Chapter 5
Learning at a High Level of
Abstraction
This chapter presents experiments where the learning occurs not on the raw perceptual data,
as in the previous chapter, but on the structures discovered and abstracted from the raw data
through attention. Therefore, learning occurs at a higher level of abstraction. As argued in
Chapters 2 and 3, a lot of care must be taken by the designer in biasing such abstraction usefully
for learning, because there is a compression of the raw data and hence a loss of information.
Therefore, as opposed to learning from the raw data, here more effort is required by the
designer, and so there is a clear distinction between the experiments here and those in the
previous chapter in terms of designer effort. This can clearly be seen in the graphical summary
of the experiments, shown again in Figure 5.1 — this chapter involves experiment sets 2^1
while the previous chapter involved experiment set 1. In this chapter the issue of designer
effort is analysed further, by identifying an increasing amount of effort between the three sets
of experiments (these distinctions are depicted by the vertical placement of experiment sets 2^1
in Figure 5.1). More design effort also means that learning can be more reliable if the designer
manages to bias the abstraction usefully and thus present better structured 'data' for learning,
as discussed in Chapter 2.
The aim of the experiments in this chapter is to show the implications of these issues re¬
garding designer effort on the effort required from the expert involved in the social interactions.
Specifically, they are tailored to addressing the following question: can good performance,
achieved through more design effort, be matched by stronger social interactions?
In all three sets of experiments, the designer must bias the abstraction of perceptual data,
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most of the related work on learning from social interactions
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task: section:
1A: wall-following (sim) 4.3
IB: wall-following (phys) 4.5
2: phototaxis (sim) 5.1
3 : wall-following (sim) 5.2
4A: wall-following (sim) 5.3.3















Figure 5.1: This chapter presents experiments 2-4 shown in the figure. They involve learning
from perceptual structures discovered and abstracted from the raw data through attention. As
opposed to the experiments presented in the previous chapter, where learning occurs on the
raw data, here more effort is required from the designer, who must be more careful in biasing
this abstraction of the perceptual data usefully for learning, because learning is based on a com¬
pression of the raw data. Designer effort is tested further in this chapter through an increasing
amount of effort needed for abstracting motor data, depicted through the vertical placement of
experiments 2-4. The experiments address the implications of different amounts of designer
effort on social interactions.
as discussed above. The additional effort that distinguishes between the experiments is related
to the effort required in abstracting the motor data — see Section 2.4.2 about the need to
abstract motor data. In the first set of experiments (Section 5.1), this effort is the least in the
experiments in this chapter, and corresponds to setting a saliency parameter, similarly to the
abstraction of the perceptual data1. The second set of experiments (Section 5.2) also requires
setting such a parameter, but it also involves an additional heuristic, which is used to explicitly
compare the performance with and without this additional designer effort, and the implications
for the social interactions. The third set of experiments (Section 5.3) relies on pre-existing
general-purpose sensorimotor skills, where the abstraction of the motor space is incorporated,
and it therefore requires the most designer effort. The second and third sets of experiments
use the attention system described in Chapter 3 comprising the SOFM, while the first one uses
'See start of Section 1.1 on page 3 for the definition of'saliency'.
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Figure 5.2: The simulated environment used for the phototaxis task contains three light sources.
a different attention system as explained in the next section, corresponding to a perception of
change mechanism.
5.1 Learning with a Hopfield Network
The experiments in this section involve the phototaxis task, which was discussed in Sec¬
tion 3.2.2, corresponding to experiment 2 shown in Figure 5.1. The environment used for
these experiments is shown again in Figure 5.2. Recall that this is the same platform used in
the simulated wall-following experiment in the previous chapter. As in the simulated wall-
following experiment, here too active demonstrations are not attempted, due to the difficulty in
designing active robotic demonstrators, mentioned in Section 3.1. Further, it was mentioned
in Section 3.2.2 that in the phototaxis task the learner never loses the teacher, and so in this
experiment there is no 'alone & social' testing scenario as in the previous chapter.
However, there is an additional form of social interactions here — explicit signalling: the
demonstrator speeds up just as it starts to turn towards a light source and until it is facing the
light source; the learner detects this change in speed through its own motors as it tries to main¬
tain a constant distance from the demonstrator. Thus the demonstrator can potentially draw the
attention of the learner to the important changes relevant to the task, and this will be referred
to as stimulus enhancement, because it resembles the social learning phenomenon mentioned
in Section 2.6. Note that a more natural change in speed might be detected without the teacher
purposely speeding up — when the teacher turns its speed is momentarily reduced, especially
when it makes sharp turns. However, the teacher does not always turn sharply towards the light
sources, depending on the angle at which the light first appears; in some cases the turn is rather
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smooth and therefore does not result in a significant change in speed. Therefore, the explicit
change in speed was chosen as a more reliable signal.
It was identified in Chapter 3 that the salient variations in this task occur at a finer level
of granularity than a distinction between the Tight' and 'no-light' clusters (see Figure 3.17).
The investigations in Chapter 3 suggest that in order to learn this task, one must represent
how to act when the light is perceived by the robot at different configurations with respect to
the light. This can be achieved, for example, by utilising a very sensitive novelty threshold
in the attention system presented in Chapter 3, as discussed in Section 3.3. However, the
experiments reported here were carried out before the attention system presented in Chapter 3
was developed. The choice of the attention mechanism presented here was made specifically
to address the representation requirements mentioned above. This choice not only contributes
to the overall argument in this thesis, and particularly in this chapter, regarding designer effort,
but it in fact strengthens it because it demonstrates that the argument applies to different types
of attention and learning mechanisms.
The attention system corresponds to a perception of change mechanism, which looks for a
change, separately in each of the robot's sensors. The learning system associates these changes
with relevant actions and thus the robot learns how to act as the light appears in any config¬
uration of its sensors. The representation of the actions used in the learning is achieved by
abstracting the motor data in a more ad-hoc manner than the abstraction of the perceptual data
using attention, as discussed in Section 2.4.2.
5.1.1 Attention as Perception of Change
The saliency of a stimulus is determined according to how different it is from the last few
stimuli, as perceived by each sensor separately. At each time step, the perception of change
mechanism performs the following, for each sensor:
1. a short-term memory window of k previous values is created (k=30):
{x{t-k),...,x(t- 1)}
where x(t) is the value of the sensor at time t.
(5.1)
2. an average over this window is calculated:
m{t) = ^^x(t-i)/=! (5.2)
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3. the current sensor value is compared with this average, using the following test statistic:
where s(t) is the standard deviation of the window at time t, that is, the standard deviation
of {x(t — k),... ,x(t — 1)}. This is equivalent to a t-test, which tests if the current sensor
value x(t) is significantly different from a short sample of sensor values taken in the last k
steps. Comparing the current value with a sample of previous values, rather than simply
the previous sensor value, provides some smoothing over noise, and is therefore more
robust in detecting the meaningful changes.
4. if the test returns a significant result, signalled when d(t) exceeds a threshold, a change is
considered to have been detected by the sensor; the system is said to be attentive overall
when a change is detected in any one of the sensors.
The detection threshold plays a very important role in the detection mechanism, and can be
thought of as the main saliency parameter. Note that another parameter is the window size, k.
However, the respective influences of the two parameters are dependent on each other and so
we can fix k and investigate the detection threshold, which is more interesting from the point of
view of this thesis because it measures saliency in terms of the current experience, as discussed
in Section 3.3. The value of k is thus determined empirically.
5.1.2 Learning Setup
The perception of change mechanism described above is used to trigger a learning architecture.
The learning architecture is a Hopfield neural network (see, for example, Hertz et al., 1991),
which is used to associate the change detected in the sensors with the actions carried out by
the motors. Such learning is possible because the phototaxis task only requires the robot to
act when its perception is changing. For example, when a light appears on the left, the left
sensors will detect a change through Equation 5.3, and the correct behaviour is to turn in that
direction; or when the light is increasing in intensity straight ahead, the front sensors will detect
a change, and the correct behaviour is to move forward. The task does not require the robot
to stay near a light source when close enough, so the robot does not need a representation of
the light being at a particular intensity. Similarly, because the robot is equipped with a default
wandering behaviour, this can be triggered whenever the system is not attentive, and hence the
robot does not need a representation of not sensing any light.
142 Chapter 5. Learning at a High Level of Abstraction
binary Hopfield
units (+1/-1)




Figure 5.3: The learning setup. The attention module processes information from the IR sen¬
sors, and the proprioception module processes information from the motor system. The results
from both modules make up the units of an associative learning pattern for the Hopfield network.
The reason a Hopfield Network was chosen as the learning architecture is firstly due to
its simplicity — it does not require any parameters (see the discussion in Section 4.2 about
simplifying the learning setup). Secondly, it was chosen because it learns in terms of binary
patterns, which is appropriate for learning the presence and location of changes, as we will see
below.
The learning setup is shown in Figure 5.3. The 'attention' module corresponds to the de¬
tection mechanism described above; it operates on each sensor independently, and outputs a
value of 1 if the sensor is 'attentive' (i.e. if a change has been detected in that sensor), or —1
otherwise. This output is used to make up an associate learning pattern to be presented to the
Hopfield network. Thus the first part of the learning pattern can be thought of as the 'percep¬
tion' part, as it is determined from the perception of the environment through the sensors.
The second part of the learning pattern corresponds to the associated action, and can be
thought of as the proprioception of the motors; it is handled similarly, but there is no attention
to changes as there is for the sensors, as mentioned earlier. The two motor values (left and right,
see Figure 3.9) are compared to determine whether a left turn, right turn, or none, has occurred.
Steps 1 and 2 of the detection mechanism, described in the previous section, are applied to the
difference between the two motor values. The calculated average is tested statistically for sig¬
nificance using a fixed pre-determined threshold, determined through trial and error such that
only significant turns are taken into account, and not ones due to the default wander behaviour.
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Figure 5.4: The associative pattern used to train the Hopfield network, containing perceptual
units (numbered 0-5) and action units (6-7); associative connections between the units are
shown.
T his is where the abstraction of the motor data occurs. The result of the test then determines if
the appropriate Hopfield unit is turned on or not (one unit for left turn, one unit for right turn;
a forward move is represented by both units being off or on).
The learning pattern and the associative connections between the units are shown in Fig¬
ure 5.4. The connections, or weights, are between each perceptual and action unit, and between
the two action units. There are no connections interconnecting the perceptual units, the reason
being that it was required that the values of the perceptual units are set purely by the perception
of change mechanism so that the correct action can be learned for this task.
Learning Phase
The learning phase consists of 100000 steps. In each step the associative pattern is used to train
the Hopfield network if any or both of the following two conditions hold:
1. stimulus enhancement, i.e. the demonstrator speeds up.
2. the system is attentive, i.e. one or more of the perceptual units are turned on.
Note that the first is used to test the effect of social interactions, namely the distinction between
passive demonstrations and explicit signalling, as shown in Figure 5.1; and the second is used to
test the importance of setting the saliency parameter in the attention system, which is attributed
to the designer.
The consequence of presenting a pattern to the Hopfield network is a modification of the
association strength (weights) between the units. The weight update follows a Hebbian rule as
follows:
Awg = -aicij, ij el...n, i ^ j (5.4)
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where w,;- is the weight between unit i and j, and a is the learning pattern of size n (8 in this
case). See Hertz et al. (1991) for more information on the Hopfield network.
Due to the Hebbian learning rule mentioned above, when two units are equal their associa¬
tion is strengthened (the weight connecting them is increased by 1 /n), and similarly when two
units are different their association is weakened (the weight is decreased by 1 /n).
Recall Phase
After learning is complete, the robot is placed in the same environment on its own, and its
ability to perform the learned task is tested. Additionally it is equipped with default wandering
and obstacle avoidance behaviours. The recall phase consists of 100000 steps; at each step,
perception through the sensors is handled as before, and again makes up the first part of the
associative pattern (left part of Figure 5.3). That is, the perceptual units a,-, / = 1 ...m, where m
is the number of perceptual units, are set using the perception of change mechanism. The rest
of the pattern is recalled by letting the values of the action units be predicted by the network
through the weights, as follows:
0. initialise the action units randomly to 1 or — 1
1. for each action unit a^m < i < n, calculate a prediction a'p.
4=1 1 if^-.,w^>o (55)
( —1 otherwise
2. if the prediction of any action unit is different from its actual value (i.e. a,- ^ a-), then
change ('flip') it:
a; < a,- (5.6)
and go back to step 1; otherwise finish.
The theory of the Hopfield network guarantees that this procedure will terminate in at most n
iterations2. The overall effect of this procedure is that the different perceptual units contribute
different strengths to the action units, according to the frequency with which each perceptual-
unit action-unit pair was active in the learning phase. The perceptual units with most strength
(highest weight) will influence most the activation of the action units. Once the activation of
2Note that there is a theoretical capacity of how many unique patterns the Hopfield network can reliably recall,
which is a small fraction of n, the number of bits in the pattern. Since n in the implementation here is very small
(8), we accept that the recall of the learned patterns will not be perfect.
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the action units is determined, they are translated into actual motor commands that drive the
robot.
5.1.3 Implementation on the Phototaxis Task
In this section, the effect of the two conditions that trigger learning, namely stimulus enhance¬
ment and perception of change, are tested. As mentioned above, they respectively test the
influence from the teacher and from the designer on the learning.
Experimental Setup
The effect of stimulus enhancement is tested by comparing the results when only 'enhanced'
learning patterns are considered by the Hopfield network, as opposed to when all learning pat¬
terns are considered. The effect of attention is tested by modifying the parameter for perception
of change, namely the detection threshold mentioned in step 4 (Section 5.1.1). Since attention
is used at both the learning and recall phases, this parameter plays an important role in both,
and its effect is therefore tested independently in each phase. The experiments are carried with
and without stimulus enhancement, and with different attention thresholds.
The design of the experiment is as follows: the learning phase is repeated 30 times for
threshold values {0.1, 0.2, 0.3, 0.4, 0.5}; at the completion of each run of the learning phase,
the recall phase is repeated 20 times for threshold values {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6}; these
thresholds were found empirically to be the most representative of the different learning per¬
formances. This experimental design is depicted in Figure 5.5. Before each run of the learning
phase both learner and demonstrator are placed in random locations in the environment, and
the Hopfield weights are reset to zero; before each run of the recall phase the learner robot is
placed in a random location in the environment on its own.
A one-way analysis of variance (ANOVA) is used to test each combination of learning
threshold and recall threshold (dotted square in Figure 5.5); repeating the learning phase en¬
sures that the results are not biased to a particularly successful or unsuccessful training episode,
and repeating the recall phase for each learning phase ensures that the evaluation of the results
is not limited, or obscured, due to a specific location in the environment (for example, the robot
can get 'localised' in a small region of the environment if it learns to turn mostly in one direc¬
tion). The ANOVA indicates when the results of a particular combination of learning and recall
thresholds are consistent, and this can be used to test if the robot has really learned something,
or if its performance is dependent on chance, its particular location in the environment, or both;
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Figure 5.5: Experimental design. The systematic testing of the attention threshold is performed
both at the learning phase and the recall phase. The repetition of each threshold is shown, see
text for more details. Each combination of learning and recall threshold, denoted by the dotted
square, is tested with a one-way ANOVA.
this will be explained further in the discussion of the results.
Note that normally a more correct analysis for this experimental design would be to perform
a single two-way ANOVA, which would test the overall statistical significance of all threshold
combinations, taking into account the actual trends in the thresholds. However, this analysis
assumes that the variance is constant across all combinations, and this is suspected not to be the
case due to the reasons mentioned above, and is also evident from the results of the one-way
analyses that will be shown in Section 5.1.3. In spite of this, a two-way ANOVA has in fact
been performed in order to support the conclusions, and it will be mentioned briefly3.
Results
Let us first examine the quantitative benefit of the perception of change mechanism, by in¬
specting the number of patterns processed by the Hopfield network during the learning. This is
shown in Figure 5.6, as a function of the attention threshold, separately for the cases with and
without stimulus enhancement. Since more selective thresholds detect fewer changes the trend
seen in Figure 5.6 is expected. Also apparent from Figure 5.6 is that the utilisation of stimulus
enhancement reduces the number of patterns substantially (from a maximum of 100000 to less
than 2000), but it does not affect the nature of the attention filter, as the two curves in Figure 5.6
3Many thanks to Murray and Irit Aitkin for suggesting and helping with this analysis.
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Figure 5.6: Number of patterns processed by the Hopfield network, using different detection
thresholds in the learning phase, with and without stimulus enhancement.
are similar in shape. Further, it seems that when the threshold is higher than 0.6, the network
is presented with a negligible number of patterns.
Of course, the detection threshold determines not only how many patterns are learned by
the Hopfield network, but also how many different kinds of patterns are learned. For example, a
very sensitive threshold will produce binary patterns whose units are mostly 'on', and similarly,
a very insensitive threshold will produce binary patterns whose units are mostly 'off'. Let us
now examine the qualitative benefit of the perception of change mechanism in presenting a
useful and representative set of binary patterns for learning. This is tested by evaluating the
ability of the network to recall patterns correctly in the recall phase, by testing the robot's
ability to perform the task on its own. To do this, an evaluation measure scores the robot's
performance as the 'energy' that it acquires from the light sources. This energy is a function
of the light intensity the robot senses as it wanders around the environment, using a weighted
sum of the sensor readings; the central sensors have more weight than the outer ones, and so
passing directly in front of a light source provides more energy than passing to its side.
As mentioned in Section 5.1.2, in the recall phase the robot moves around with a default
random wandering behaviour, and whenever the perception of change mechanism detects a
change in one of the sensors, it takes over the control of the robot. For comparison, the energy
acquired by a robot only controlled with a wandering behaviour is also measured, as well as
the energy acquired by a robot controlled by a hand-crafted phototaxis behaviour.
Figure 5.7(a) shows the energy results when stimulus enhancement is used. A separate plot
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is provided for each learning threshold, and the threshold is indicated at the top of the plot;
in each plot the energy is plotted as a function of the recall threshold. Each point in the plot
is the overall average energy for the particular combination of learning threshold and recall
threshold (i.e. the overall average of the dotted box in Figure 5.5), and the error bar is the 95%
confidence interval for that average, which is based on the ANOVA calculation of the total sum
of squares4. Figure 5.7(b) similarly shows the results when stimulus enhancement is not used.
Note that the total sum of squares, SSt, can be decomposed into the sum of squares within
experiments, SSW, corresponding to the variability of each combination of learning threshold
and recall threshold, and the sum of squares between experiments, SSb, corresponding to the
variability in the repetition of each combination. The former, i.e. SSW, can be regarded as
capturing the variability due to the recall phase, because a particular combination of learning
threshold and recall threshold is tested by training the network once, fixing the weights, and
then testing the recall phase 20 times (see Figure 5.5). The effects of re-training the network
to re-testing the same combination (30 times) is averaged out by this measure, and is instead
captured by the latter component of the decomposition, SSb- Therefore, SSb can be regarded as
capturing the variability due to the learning phase.
In Figure 5.7 the high variability of the results is clearly visible through the size of the error
bars. This high variability is a result of inconsistencies at both the learning phase and the recall
phase, as described in Section 5.1.3. The ANOVAs (not shown here) for the different threshold
combinations all suggest that the SSb is very high when compared to the SSW, indicating that the
main source of the inconsistencies is in the learning phase. This is the reason why a two-way
ANOVA of all the data is not a suitable analysis, as mentioned in Section 5.1.3. A two-way
ANOVA was nevertheless performed (not shown here), and it too suggests that the variance
between the different threshold combinations is much higher than within each one, and that
most of this variability is not due to the different values of the learning threshold, but rather
due to the repetition of the same threshold. This indicates an inconsistency under unchanged
learning conditions.
Such inconsistency is an indication that the Hopfield network does not generally learn the
task well. It has been observed that the main source of inconsistency arises when the network
learns a dominant move, for example only left turns or only right turns; in such a situation, the
robot will acquire a very high energy if it happens to be near a light source because it will spin
on the spot, and acquire a very low energy if placed far from a light source (recall that there is
The value actually used to calculate the confidence interval is the total mean square estimate of the variance,
which is obtained by dividing the total sum of squares by its degrees of freedom.
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Figure 5.7: Energy results obtained (a) with stimulus enhancement, and (b) without stimulus
enhancement. A separate plot is shown for each learning threshold, shown at the top of the plot;
each plot is a function of the recall threshold; a point on the plot is the overall average energy of
the learning threshold and recall threshold combination, and the error bar is the overall standard
error of that average, as given by the ANOVA test. The energies acquired by a hand-crafted
behaviour and a random behaviour are also shown as upper and lower baselines, respectively.
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learning threshold
overall0.1 0.2 0.3 0.4 0.5
stimulus enhancement 0.64 0.49 0.48 0.68 0.57 0.57
no stimulus enhancement 0.56 0.65 0.52 0.40 0.55 0.53
Table 5.1: Proportions of positive turn-ratio scores for each learning threshold, averaged over
the recall thresholds.
a random re-positioning between recall runs), thus introducing inconsistencies in the results. It
seems that the energy measure is not completely informative on its own.
Because it was believed that the above explains most of the variation in the results, another
performance measure was devised to both capture and filter out the undesirable cases from the
results. This new measure scores the robot's behaviour according to its turn-ratio: a negative
score is given when a turn in one direction dominates over a turn in the other direction, and
when a turn in any direction dominates over a forward move; a zero score is given if there are
no turns at all; the score is between -20 and 20, where any positive score is a desirable one, and
an increase in positive score is proportional to an increase in the forward-to-turn ratio.
Table 5.1 shows the proportion of positive scores obtained by each model, for each learning
threshold (averaged over the recall thresholds). Overall these proportions are not very high for
both models (0.57 and 0.53), which suggests that the network does not learn well overall.
However, when we look at the results for each learning threshold individually, we can see that
the network learns more reliably at particular thresholds.
To demonstrate that most of the inconsistencies in the results can be accounted for by the
turn-ratio score, the results are filtered such that only the results where the score is positive
are used, and the ANOVA is repeated. That is, 57% of the results using stimulus enhancement
are kept, and 53% of the results not using stimulus enhancement are kept. The filtered energy
results are shown in Figure 5.8.
The filtered energy results are more consistent, at least when stimulus enhancement is used.
There seems to be a similar trend for all learning thresholds: a peak in energy for recall thresh¬
old 0.2, with a drop-off of energy to either side. The different learning thresholds seem to result
also in similar energy values, all as high as each other, with the exception of the lowest learning
threshold (0.1), where the energies are not as high. Note that for all learning thresholds, the
filtered results do not contain any data for recall threshold 0 — when no attention is used in
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Figure 5.8: Filtered energy results (a) with stimulus enhancement, and (b) without stimulus
enhancement, obtained by removing the data where the turn-ratio score is negative, from the
results shown in Figure 5.7.
the recall phase, the robot cannot recall the desired behaviour, even if the learning phase was
successful. This suggests that the proportions shown in Table 5.1 would be more indicative
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learning threshold
overall0.1 0.2 0.3 0.4 0.5
stimulus enhancement 0.75 0.57 0.55 0.79 0.66 0.66
no stimulus enhancement 0.66 0.75 0.60 0.46 0.64 0.61
Table 5.2: Proportions of positive turn-ratio scores, disregarding the scores obtained with recall
threshold 0.
if the scores obtained when the recall threshold is 0 were omitted from the calculations. The
proportions are re-calculated and shown in Table 5.2.
What distinguishes the learning thresholds when stimulus enhancement is used is the in¬
consistencies in the results: the 0.4 threshold seems to result in the most consistent results
(smallest error bars), as suggested also by the proportion of positive turn-ratio scores, shown
in Tables 5.1 and 5.2. Further, with the 0.4 learning threshold, the highest energies compare
favourably with the energy achieved by a hand-crafted behaviour, that is when the recall thresh¬
old is in the range 0.1-0.3.
When stimulus enhancement is not used the results do not appear to change significantly
due to the turn-ratio filtering (see Figure 5.8(b) versus Figure 5.7(b)). The results are only
slightly more consistent, which suggests that there are inherent inconsistencies due to other
sources and hence learning is simply not as reliable with this model. The energy trend itself
is similar to when stimulus enhancement is used, but the actual energies are much lower, ex¬
cept when the learning threshold is 0.2 and the energies are almost as good. In terms of the
ratio-score, although it is almost as good as when stimulus enhancement is used with learn¬
ing threshold 0.2 (see Tables 5.1 and 5.2), the variability in the energy with the optimal recall
threshold (0.2) is very high, suggesting that the high score is due to other recall thresholds
(which do not correspond to energies that are as high).
To summarise, the most consistent and correct learning occurs when both attention and
stimulus enhancement are used, and attention works best when the threshold is 0.4 at the learn¬
ing phase, and 0.1-0.3 in the recall phase. It is interesting that the Hopfield network requires
the thresholds to be different at the learning and recall phases; this will be discussed further
below.
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5.1.4 Conclusion
This section presented the first of three sets of experiments involving learning at a high level of
abstraction. The learning 'data' here corresponded to binary patterns, and these were obtained
by abstracting from the robot's raw sensory data using a perception of change mechanism.
This mechanism performs comparisons between consecutive perceptions, and the detection of
change is signalled through a threshold. The detection threshold is in fact a saliency parameter,
and it was tested explicitly in this section. The abstraction of the motor data was achieved in
an ad-hoc manner by setting a saliency parameter through some trial-and-error.
The perception of change parameter determines both how many patterns are learned, and
how many different kinds of patterns are learned, thus respectively dealing with the quantitative
benefit of attention for modulating learning, and with the qualitative benefit for abstracting raw
data usefully for learning. The latter is equivalent to the number of SOFM nodes that result
from different novelty thresholds, in the attention system presented in Chapter 3. Note that
there is a theoretical capacity limit to how many different kinds of binary patterns a Hopfield
network can learn (or rather, how many patterns it can recall); this capacity can be used as a
limited-resources argument in favour of attention, as discussed for the number of SOFM nodes
in Section 3.3. However, this issue was not tested explicitly.
The results show that there is a desirable region in the detection threshold space, which
shows that care must be taken in setting the value of this parameter, so that the representation
for learning is useful. An interesting result was that a different detection region was desirable
for learning and recall, the reason for which is not immediately clear because the environment
is the same for the learning and recall phase. A possible reason is that since in the recall phase
the network weights are not being modified, it is not as crucial to be selective as in the learning
phase, where mistakes could be costly. Hence in the learning phase the threshold should be
higher (0.4), i.e. more selective, and in the recall phase it can be lower (0.1-0.3). If this is
indeed the case, then it is a further demonstration that care must be taken in abstracting the
data for learning.
The results also show that the explicit signalling from the demonstrator significantly im¬
proved the performance. Therefore the important conclusion from this experiment (sum¬
marised as '2' in Figure 5.1) is that even with designer effort involved in abstracting the sen¬
sory data and motor data, the best performance is achieved with the strongest type of social
interaction that was attempted. The next two sections will show that when the designer effort
increases further, the stronger social interactions are not as significant. As in the simulated
154 Chapter 5. Learning at a High Level of Abstraction
wall-following experiment discussed in the previous chapter, here too active demonstrations
were not attempted, due to the difficulties in designing active robotic demonstrators.
5.2 Fitting Gaussians to Motor Values
This section provides another demonstration of learning at a high level of abstraction. As
discussed in Chapter 3 and again at the start of this chapter, considerable designer effort is
required in abstracting the raw perceptual data usefully for learning. We saw a demonstration
of this in the previous section, which also demonstrated the effort involved in abstracting the
motor data. In the learning setup here, a similar type of design effort is required, corresponding
to setting a saliency parameter for the motor data, and here too this is achieved empirically in
an ad-hoc manner. However, in this section an additional form of designer effort will be used to
explicitly investigate the implications of increasing the design effort on the social interactions.
In other words, this section explicitly investigates how increasing the design effort compares
with increasing the strength of the social interactions in terms of learning performance (see
experiment set 3 in Figure 5.1).
This section presents the first of two approaches that use the attention system presented in
Chapter 3 for abstracting the raw data for learning; the learning is achieved by directly coupling
perceptual SOFM nodes with motor structures. The second approach will be presented in
Section 5.3, where the learning is in terms of high-level perceptual-motor targets. In contrast,
here the learning is performed on the actual raw motor values of the robot. As motivated in
Section 4.2, a simple learning setup is desired in order to test the benefit of designer effort and
social interactions. One approach is to keep a record of all the motor values, for each perceptual
SOFM node. That is, each node 'remembers' the motor information associated with it, such
that it is able to recall this information in the recall phase. Note that because the learning
involves the raw motor data, there is no design effort needed for abstraction of the data for
learning. Instead, this effort is required in the recall phase, in reliably abstracting the output
into actions — see the discussion in Section 2.4.2 on the need to abstract actions from motor
data for reliable execution.
This approach is tested on the simulated wall-following task, presented in Section 3.2.2
and tested in Chapter 4. As in Chapter 4, the effect of social interactions is tested here through
the effect of 'social facilitation' (see Section 3.1) — the learning performance when the robot
only learns from demonstrated experiences is compared to when the robot also learns when it
loses the teacher ('passive demonstrations' and 'alone & social', respectively, in Figure 5.1).
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The effect of designer effort is tested firstly by evaluating the importance of setting the saliency
parameter usefully for learning, and secondly by explicitly comparing the learning performance
with and without the additional effort.
5.2.1 Learning Setup
The approach mentioned above suggests recording all the motor information for each SOFM
node. However, rather than recording all the information, a more concise representation can
consist of three statistics: a mean, variance and number of motor values the node was exposed
to. In order to calculate these statistics, there is no need to store each motor value — instead,
two sums can be updated incrementally, £xand £x?, where x,- is the current motor value;
these sums can be used to obtain the mean, x, and variance, s2, as follows
where n is the number of motor values that the SOFM node was exposed to.
If it is reasonable to assume that the motor values follow a gaussian (Normal) distribution,
then one can use the above statistics to fit a gaussian to the motor data, using the following
density function:
which gives a probability of observing a particular value x.5
After fitting such a distribution to each SOFM node in the learning phase, an appropriate
recall strategy would be to sample from the distribution fitted for the SOFM node that the input
activates, as shown in Figure 5.9. Sampling a random value y from a gaussian can be achieved
by obtaining a random probability p (between 0 and 1), and then solving the following fory:
This corresponds to calculating an inverse cumulative distribution function (cdf). A numerical
solution is obtained here using code downloaded with permission from the Internet (Acklam,
2003)6, however this code assumes that the distribution is a Standard Normal distribution (mean
0, variance 1), and so some standardisation is required, as follows: if x is the motor value that
we want to sample from a Normal (gaussian) distribution with mean x and variance s2, then
z — (x — x)/s is the standardised version of x with mean 0 and variance 1; the inverse cdf
5Note that gaussians can also be fitted to multi-dimensional data.
"The code used here was written by V. Natarajan.
x=-^Xi s2 = —{—(^x2-nj?)n~l ,ti
(5.8)
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Figure 5.9: Learning at a high level of abstraction is achieved here by fitting a gaussian to the
motor values that each SOFM node is exposed to. In the recall phase, motor data are sampled
from the gaussians, and then abstracted to actions to produce motor commands.
program takes p as input and returns a z value, which can then be converted back to x using
x = sz + x.
Because this procedure is parametrised by x and s2, it will sample values biased towards the
mean of the observed data, with a random spread biased by the variance. If the sampled output
is appropriately translated to motor commands, then the learned behaviour can be recalled, with
each perceptual input producing a motor output, as shown in Figure 5.9. There is a potential
problem with this procedure if a SOFM node was added very late in the learning phase and so
did not get much exposure to data, or if it was exposed to outliers; both would result in a very
high variance and therefore in a wide gaussian; in the recall phase this would bias the output to
undesirably high values. Such nodes are undesirable — they do not represent information that
will be useful in the recall of the behaviour. The additional designer effort mentioned above is
concerned with dealing with these nodes, as will be discussed below.
5.2.2 Implementation on the Simulated Wall-Following Task
The above approach is implemented in simulation, for the wall-following task. This task was
described in Section 3.2.2, and it was used to demonstrate learning in the previous chapter.
The environment is shown again in Figure 5.10. Recall that the learning phase consists of
50000 steps in which the learner follows behind the demonstrator who is following the walls
on both sides, with an 'interrupt' signalled every 5000 steps, which forces the demonstrator to
turn towards the middle of the environment. The purpose of the interrupt is to ensure that the
demonstrator exposes the learner to the full complexity of the task, rather than follow the wall
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Figure 5.10: The simulated environment used in the wall-following experiments.
only on one side for the duration of the run.
The motor data correspond to the difference between the values of the left and right motors.
If the robot performs left turns, right turns, and forward moves equally, the distribution of
the motor data can be reasonably assumed to follow a gaussian distribution. Of course, not
every SOFM node will be equally exposed to these actions, but an approximately gaussian
distribution should nevertheless be observed, as long as the node is exposed to enough data.
As described above, the learning phase involves an incremental update of the two sums
needed to calculate the statistics. These sums are kept separately for each node, and they are
updated each time a node is active. Note that this means that the approach is expected to
generalise well over the whole motoric experience of each node for the duration of the learning
phase, which might be unreasonable, because nodes can move considerably in the input space
before settling. Nevertheless, it was decided to keep the learning setup as simple as possible
(see Section 4.2), and avoid introducing new parameters.
Figure 5.11 shows an example of a trained SOFM together with the motor values that
each SOFM was exposed to, and the resulting statistics. We can use the interpretations from
Section 3.3.4 (see particularly Figure 3.33) to help interpret the example here. Nodes 0 and
1 correspond to 'no-wall' perceptions, particularly node 1 whose motor values have a high
standard deviation compared to the other nodes — that node is exposed to many turns in both
directions. Nodes 2, 3, 4, and 5 are the 'wall' nodes, particularly nodes 3 and 5 because their
motor values have lower standard deviation compared to the other nodes — they are exposed
to motor data closely distributed around 0; also note that node 4 has a mean motor value quite
158 Chapter 5. Learning at a High Level of Abstraction
Figure 5.11: An example of fitting gaussians to motor data. Each of the SOFM nodes shown on
the left records all the motor values it is exposed to, calculated as the difference between the left
and right motors; these values are shown on the right, separately for each node, and including
the summary statistics that are used to sample motor values in the recall phase. In each plot
on the right, the horizontal axis indexes the data points, and the vertical axis specifies the motor
values.
far from 0 compared to the other nodes — that node was exposed to turns only in one direction;
this may cause a problem in the recall. Nodes 6, 7, and 8 have motor values with a high mean
and/or a high standard deviation; these are undesirable nodes as discussed above, because they
are not exposed to enough data to generalise well (25, 115, and 2 data points, respectively).
The recall phase consists of 50000 steps, with the 'interrupt' occurring every 7500 steps, to
avoid the robot following the wall on one side for the duration of the run, and thus not testing
the learned behaviour fully. Further, to deal with unsuccessful learning, as in Chapter 4, a
built-in 'obstacle-avoidance' behaviour is used to safe-guard the robot, and the evaluation is
penalised whenever this occurs.
In the recall phase, two heuristics are used to sample from the motor gaussians. First, nodes
are deemed undesirable if they are exposed to fewer than 200 data points, and/or the standard
deviation of their motor values is higher than 4. Second, if there are several equally good
nodes, grouped using a threshold for similarity, we select between them randomly; this was
done because in some situations a perceptual cluster is represented by more than one node (for
example clusters 0-1, 2-3, 4—5, and 6-7 in Figure 5.11), and therefore the best generalisation
of the motor values is achieved when all the nodes of a particular cluster are considered for
recall. These heuristics correspond to additional designer effort — they bias how the learner
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interprets what it has learned.
Note, however, that in this particular implementation, the heuristics are set fairly intuitively,
not arbitrarily. In the first heuristic, the criteria for undesirable nodes are chosen to identify ob¬
vious outlier data — recall that the length of the learning phase is 50000, so if a node is exposed
to fewer than 200 data, this is indeed a tiny fraction (0.04%); also, most nodes have a standard
deviation less than 1, and so data with a standard deviation higher than 4 unquestionably con¬
tain an outlier. In the second heuristic the threshold for similarity is set very conservatively,
so that nodes have to be very similar to be grouped. These heuristics are nevertheless imposed
by the designer. The benefit of the first heuristic is tested explicitly in the experiments, where
undesirable nodes are either ignored or not.
Once a value x has been sampled from the gaussian of the node that is activated by the
current input, as described in Section 5.2.1, this raw value must be abstracted to produce an
action, as shown in Figure 5.9. This corresponds to setting a saliency threshold and, as in
the previous section, this is done empirically in an ad-hoc manner. The threshold is used as
follows:
• if |x| < 1.0, move forward;
• if x > 1.0, turn right (left-motor value greater than right-motor value);
• ifx <—1.0, turn left.
For correct learning, the above procedure is expected to work, because 'wall' nodes (see
nodes 2, 3, 4, and 5 in Figure 5.11) should be exposed to very few turns, and so their gaussians
should be centered around 0, and have a low variance; whereas the 'no-wall' nodes (see nodes
0 and 1 in Figure 5.11), should be exposed to many turns, probably in both directions, so
although their gaussians will also be centered around 0, their variance should be much higher;
therefore sampling from the 'no-wall' nodes should output more extreme values than the 'wall'
nodes who should, on average, sample values closer to 0.
Results
The performance of the system is evaluated numerically, using the same 'energy' measure
used in Chapter 4. Recall that the energy is a measure that the robot acquires from the wall at
particular orientations from it, with the most energy acquired when the robot is exactly parallel
to the wall. At the end of the recall episode the accumulated energy measures how well the
robot performs the wall-following task. The energy is measured systematically as a function
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Figure 5.12: Number of nodes used in the recall phase when the condition to ignore undesirable
nodes is utilised, versus the number of nodes created during the learning phase. A node is
'desirable' if it is exposed to a minimal amount of data (more than 200 observations), and its
standard deviation is reasonably low (less than 4).
of the size of the SOFM network and the length of full-habituation time, separately for cases
where social facilitation is used or not.
First, to get an idea of how many undesirable nodes are produced, Figure 5.12 shows the
number of nodes used when undesirable nodes are ignored, versus the number of nodes cre¬
ated. We can clearly see from Figure 5.12 that the learning of undesirable nodes is only a
significant problem when social facilitation is not used. This is not surprising because with¬
out this condition the robot learns even when it loses the teacher, and is therefore exposed to
non task-relevant sensory-motor data: there are many irrelevant perceptions, resulting in many
more SOFM nodes, each exposed to few data. Also we can see from Figure 5.12 that there is
an emergent maximum number of desirable nodes, approximately 20.
Figure 5.13 shows the energies obtained under the different conditions, as a function of
number of nodes and full-habituation time (recall that the number of nodes is controlled by
the novelty threshold). Firstly, it appears that SOFMs with less than 5 nodes cannot reproduce
the task well in all the conditions; the full-habituation plot therefore does not include results
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x 104 x 104 networks of size >=5 nodes
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Figure 5.13: Evaluation of the recalled behaviour, as a function of (a) network size, and (b)
full-habituation time; two conditions are tested: whether social facilitation is used, and whether
undesirable nodes are ignored; energy is measured from the sensors at particular configurations
from the wall, and compared to energies acquired by a hand-crafted behaviour and a random
wandering behaviour.
obtained by these small networks, so that the plot is more informative.
As suggested by Figure 5.12, we see also from Figure 5.13(a) that there is no significant
effect from ignoring undesirable nodes when social facilitation is used, except that it reaches a
maximum performance with 2-3 fewer nodes. This shows that social facilitation ensures that
the learner is exposed to consistent and sufficient data. In contrast, there is a very significant
effect to ignoring undesirable nodes when social facilitation is not used. It is very interesting
that when such nodes are ignored, the performance is as good as with social facilitation! This
suggests that the non socially-transmitted data (i.e. data perceived when the demonstrator is
lost) are outlier data, which are represented by distinct SOFM nodes, and can therefore be
detected and dealt with using simple heuristics.
It appears from Figure 5.13(a) that when social facilitation is not used, and undesirable
nodes are not removed, the performance is increasing as the number of nodes increases. This
is in fact a misleading result: as more nodes are used, each one is exposed to few experiences
and therefore the nodes are mostly undesirable; in the recall phase high values are therefore
sampled from them because of their high variance, and the resulting actions are mostly turns
in both directions; on average the turns cancel each other out and the emerging behaviour is
moving forward all the time. Thus the robot acquires high energies when it is close to the walls,
but for the wrong reasons. The other three curves in Figure 5.13(a) do in fact correspond to the
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desirable behaviour, as confirmed by visual inspections.
From Figure 5.13(b) we see that the habituation parameter does not have a significant
effect, that is, that any amount of modulation works. This means that similar performances can
be achieved by considering fewer experiences.
5.2.3 Conclusion
This set of experiments explicitly compared learning with and without additional effort by the
designer. Here the attention system is the SOFM presented in the first experimental chapter,
and the learning of the task is achieved by fitting a separate gaussian to the low-level motor
data for each SOFM node. In the recall phase, a motor value is sampled from the gaussian
of the active SOFM node. For reliable execution of the task, this low-level motor value must
first be abstracted to a higher-level action, and this is performed in an ad-hoc manner by the
designer by setting a saliency threshold on the raw motor data, similarly to the experiment in
the previous section.
The results show that there is a desirable range for the novelty detection threshold, which
results in a certain number of nodes, not too many or too few. A limited-resources argument
can therefore be made, where there is a limit on the number of nodes allowed (c.f number of
different kinds of binary patterns in Section 5.1); the same argument can be made in the next
set of experiments. However, as mentioned in Chapter 3, this issue is not tested explicitly in
this thesis. The results also show that modulation is not significant, that is, one can achieve
similar performances by learning from fewer experiences. This is in contrast with the learning
approach used to learn this task in Chapter 4, where the learning on raw unstructured data
benefited from as much data to generalise from as possible. Here, because the learning occurs
on structured data, generalising from these data is easier and therefore requires less repetition.
As mentioned above, in this section a similar type of designer effort was involved in ab¬
stracting motor data as in Section 5.1. The additional effort from the designer here corresponds
to a heuristic that can be used in the recall phase. The heuristic is used to remove unreliable
gaussians — those that have a high variance and/or contain few data points, and therefore cor¬
respond to outlier experiences. The results show that without this heuristic the robot should not
learn when it loses the teacher; however, with the heuristic the restriction can be relaxed. Thus
the heuristic is useful for capturing and ignoring the experiences of the robot when it loses the
teacher.
The important conclusion from this section (summarised as '3' in Figure 5.1) is that through
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more design effort, the problem of the learner losing the demonstrator can be resolved and the
performance improved; but alternatively if the stronger form of social interaction is used, where
the robot does not learn when it loses the demonstrator, the performance can also be improved
and then the additional design effort does not improve the results further.
5.3 A Developmental Approach
This section presents a different approach to the one presented in Section 5.2, of using the atten¬
tion system presented in Chapter 3 for learning at a high level of abstraction. A biologically-
inspired developmental approach is presented here, where rather than abstracting from the
low-level motor data during the social interactions, the robot has a set of basic sensorimotor
skills prior to the social interactions. The basic skills are generic, and through the social inter¬
actions the robot learns how to use some of them to perform a particular task. With such an
approach, the abstraction of motor data is arguably more reliable when it comes to learning the
task because the robot already has basic motor control, as discussed in Chapter 2.
The idea here is that during the social interactions, the robot's perceptual experiences are
self-organised as before, and then in the recall phase, when it comes to executing the learned
task, the perceptual structures (SOFM nodes) are used to trigger the appropriate sensorimotor
skills, which then take care of the low-level motor control. This setup relies crucially on the fact
that all the necessary information needed to trigger the appropriate sensorimotor skills comes
only from the robot's perceptions — this will be discussed further at the end of this section.
Therefore, as with the other learning approaches presented in this chapter, here too care
must be taken by the designer in abstracting the raw perceptual data usefully. However, com¬
pared to these other approaches, here the most additional effort is required by the designer who
must either provide the basic sensorimotor skills directly, or bootstrap some additional learning
with which the robot can obtain such skills. As we have done so far in this chapter, we will
examine the implications of such design effort on the social interactions (see experiment set 4
in Figure 5.1).
The work reported in this section forms part of collaborative work with George Maistros.
With the exception of Section 5.3.5, the experimental content in this section is entirely and
solely the contribution of the author of this thesis. The architecture shown in Figure 5.14
was designed in collaboration with George Maistros, as a combination of individual research
components: the SOFM appearing on the left of the figure corresponds to the attention system
presented in Section 3.3, while the Motor Schemas and Inverse Model are components from
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the research of George Maistros. The discussion throughout this section (5.3) is mainly the
contribution of the author of this thesis. The biological inspirations presented in this section
are a result of the research of George Maistros; their discussion is the contribution of the author
of this thesis. The presentation of the collaborative work is tailored in this section to support
the arguments in this thesis; some unrelated biological and implementational issues have been
left out, and the reader is referred to (Marom et al., 2001) for the complete description of this
work in progress.
5.3.1 Biological Inspirations
The main inspiration for the approach presented here is a biological finding of the existence
of mirror neurons in monkeys. Neurophysiological experiments on macaque monkeys show
that neurons in the rostral part of inferior area 6 (area F5), namely mirror neurons, have both
visual and motor properties (Rizzolatti et ah, 1988). Brain imaging and transcranial magnetic
stimulation studies illustrate the presence of neurons with similar properties in the human brain
as well (Decety et ah, 1994; Fadiga et ah, 1995). Based on their visual and motor properties
it is believed that these neurons may form the fundamental basis for imitation in primates
(Rizzolatti et ah, 2000).
Single neuron studies by Gallese et ah (1996) and Rizzolatti et ah (1996) explored further
the properties of F5 neurons and exposed a strong relationship between perception and motor
control. For instance, mirror neurons fire both when the monkey performs an action (motor
stimulus) and when it observes another monkey or the experimenter perform that same action
(perceptual stimulus). Therefore these properties of mirror neurons support the approach men¬
tioned above, whereby some common representation of perception and action can be triggered
purely by the perception of a demonstrated task.
Further, one of the most interesting properties of F5 neurons is their high selectivity towards
the kind of actions and even finger configurations. In fact, there are different levels of this
selectivity: neurons that discharge only to specific finger configurations of specific grasps,
others that discharge to a specific grasp regardless of finger configuration, and yet others that
discharge to the achievement of a goal (e.g. hand apprehension of a specific type of object),
regardless of the way this is achieved. Thus there is an inherent level of granularity in what
these neurons represent. These properties of the mirror neurons provide further support of their
suitability as biological counterpart to the kind of abstraction from raw data discussed in this
thesis. The issue of saliency must be somehow incorporated in the activation of mirror neurons.
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However, there is no neurophysiological evidence of how mirror neurons are learned or
built. Therefore, unfortunately the current research in neurophysiology does not provide any
suggestions to the problem addressed in this thesis, regarding the extent to which the abstrac¬
tion in the mirror neurons is pre-existing or discovered from experience and social interactions.
Some believe in the existence of basic knowledge about fundamental motor control in early in¬
fancy prior to the development of advanced motor skills (Meltzoff and Moore, 1989). However,
it is obvious that mirror neurons reflect an individual's experiences and motoric capabilities,
and therefore with the lack of further evidence it seems that a computational implementation
where structures are self-organised from experience is suitable.
5.3.2 Learning Setup
As mentioned above, the work reported here is part of collaborative work in progress with
George Maistros. In the early work of Maistros and Hayes (2001), they conceptualise the com¬
mon representation of perception and action, that is, mirror neurons, as a coupling of percep¬
tual and motor schemas, inspired from Arbib's Schema Theory (Arbib, 1981). The collection
of these couplings are referred to as a mirror system. Each perceptual schema recognises some
temporal segment of the stimulus, and each motor schema holds a sequence of motor struc¬
tures that can generate some part of a behaviour, where these structures are at a suitably high
level of abstraction in accordance with mirror neurons; in fact, these structures correspond to
perceptual-motor targets. The schemas alone cannot produce a behaviour — they rely on ba¬
sic sensorimotor skills, in the form of an inverse model, which is a mechanism that, given the
robot's current state (perception and proprioception) and the desired state, calculates the motor
commands that best achieve the desired state, as shown in Figure 5.14.
Here, perceptual schemas are replaced with SOFM nodes, and in experiments reported
in (Marom et al., 2001) it was found that due to the nature of the tasks involved, there is
no need to store sequences in the motor schemas, and in fact, there is no need for an actual
motoric representation. It was found that the perceptual representation in the SOFM provides
a sufficient target for the inverse model, that is, it is sufficient for triggering the appropriate
basic sensorimotor skills, and no further information needs to be stored in the motor schemas.
In other words, the perceptual representation specifies what the robot should be perceiving for
the various parts of the task, and this specification is sufficient for the inverse model to provide
motor commands which will enable the robot to have these experiences and hence execute the
task. The reason why this is possible for the kind of tasks examined here but not for other
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Mirror System
Figure 5.14: The architecture consists of (1) a mirror system, which is a coupling of perceptual
and motor structures that are built up from experience; and (2) a motor system, which consists
of an inverse model that can convert the output of the mirror system into motor commands.
kinds of tasks will be discussed in more detail after the presentation of the experiments, in
Section 5.3.6. In the more general implementation of the architecture, motor schemas can hold
important motoric information — this will also be discussed in Section 5.3.6.
Therefore, the learning phase corresponds to simply training the SOFM as described in
Chapter 3. In the recall phase, the perceptual input activates one of the SOFM nodes, and this
perceptual representation is used as a target to be achieved by the inverse model. The learning
setup is tested on three different implementations, all discussed and analysed in Chapter 3:
the simulated wall-following experiments, the physical wall-following experiments, and the
simulated humanoid object-interactions experiments. In each, the performance is evaluated
in terms of the two objectives of the attention system, as governed by the two parameters
identified as the most influential in Section 3.3 — the novelty threshold, and the full-habituation
time. The former controls the number of nodes, and hence the level of granularity in the
representation used for learning; the latter controls the modulation of learning — how much
attention is given to familiar experiences.
5.3.3 Implementation on the Simulated Wall-Following Task
The simulated wall-following task was described in Section 3.2.2, and it was used to demon¬
strate learning in the previous chapter, and in Section 5.2. The experiment here corresponds to
4A in Figure 5.1. Recall that the effect of social interactions is tested through the effect of 'so¬
cial facilitation' (see Section 3.1) — the learning performance when the robot only learns from
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Figure 5.15: The simulated environment used in the wall-following experiments.
demonstrated experiences is compared to when the robot also learns when it loses the teacher
('passive demonstrations' and 'alone & social', respectively, in Figure 5.1). The environment
used in the simulated wall-following task is shown again in Figure 5.15. Recall that the learn¬
ing phase consists of 50000 steps in which the learner follows behind the demonstrator who is
following the walls on both sides, with an 'interrupt' signalled every 5000 steps, which forces
the demonstrator to turn towards the middle of the environment. The purpose of the interrupt
is to ensure that the demonstrator exposes the learner to the full complexity of the task, rather
than follow the wall only on one side for the duration of the run.
The interrupt is also used in the recall phase, to avoid the robot following the wall on one
side for the duration of the run, and thus not testing the learned behaviour fully. Further, to deal
with unsuccessful learning, as in Chapter 4, a built-in 'obstacle-avoidance' behaviour is used
to safe-guard the robot, and the evaluation is penalised whenever this occurs. The recall phase
consists of 50000 steps, with the interrupt occurring every 7500 steps.
Inverse Model
The inverse model should suggest to the robot how to attain a particular target state, given the
current state and the possible actions available to the robot. In this experiment the robot builds
the inverse model from experience prior to the start of the experiment, as follows. The robot
wanders around the environment on its own, with an added obstacle-avoidance behaviour, and
collects information about state-transitions. The action space consists of three actions: straight,
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left turn, and right turn. The state space is a discretisation of the continuous sensor space of the
robot. This discretisation is performed in a rough manner, by grouping continuous instances
that are close to each other in the Euclidean space. At the end of this exploration run, the
robot has a discrete database of possible states, and a transition matrix is calculated using this
database for the number of transitions from a state to any other state, for each of the possible
actions (a typical transition matrix is lOOx 100). The transition matrix effectively corresponds
to a Markov Chain, because the next state only depends on the current state, and not on any
previous ones.
The inverse model is thus made up of the states database and the transition matrix. It
receives as input the current perception of the robot, and a target perception (which comes
from the SOFM node); it matches both these instances with the closest available entry in the
database, and uses it to find the action that maximises the probability of making the transition.
In other words, the inverse model suggests to the robot what action to take in order to sense the
wall in a particular configuration, based on what it is currently sensing.
Results
The performance of the system is evaluated numerically, using the same 'energy' measure used
in Chapter 4 and Section 5.2. Recall that the energy is a measure that the robot acquires from the
wall at particular orientations from it, with the most energy acquired when the robot is exactly
parallel to the wall. At the end of the recall episode the accumulated energy measures how
well the robot performs the wall-following task. The energy is measured systematically as a
function of the size of the SOFM network (controlled by the novelty threshold) and the length
of full-habituation time, and shown in Figure 5.16(a) and (b), respectively, for cases when
the learner follows behind the teacher with and without social facilitation (see Section 3.1).
Superimposed on the plots are baselines corresponding to energies acquired by a hand-crafted
wall-following behaviour and a random wandering behaviour, as before.
The results are very interesting, because it seems that not only can the robot learn success¬
fully without social facilitation, in contrast to the results in Chapter 4, but in fact with enough
SOFM nodes the robot can actually learn better without social facilitation than with it, although
only slightly and not very significantly. The reason for this is that the two types of learning
in this experiment — the first when the robot acquires the basic sensorimotor skills (the in¬
verse model), and the second when it leams how to use these skills by following the teacher —
complement each other very well due to the built-in obstacle avoidance behaviour, as follows.
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Figure 5.16: Evaluation of the recalled behaviour for the simulated experiment, as a function of
(a) network size, and (b) full-habituation time. Energy is measured from the sensors at particular
configurations from the wall, and compared to energies acquired by a hand-crafted behaviour
and a random wandering behaviour.
If the robot is allowed to adapt its SOFM when it loses the teacher (the 'no social facilita¬
tion' scenario), because of the obstacle-avoidance behaviour it will experience approaching
and turning towards the wall, and assign SOFM nodes to these experiences; if the robot only
learns when following behind the teacher (the 'social facilitation' scenario) it does not have
these experiences. Then, in the recall phase, the SOFM with the additional nodes is better able,
in conjunction with the inverse model, to turn the robot towards the wall and maintain its posi¬
tion parallel to the wall. The perceptual targets specified by the SOFM nodes are attainable by
the inverse model, again, due to the obstacle-avoidance behaviour that drives the robot when
it acquires the inverse model in the first place. The SOFM without the additional nodes does
not have a representation for these experiences, and instead the robot has to use the obstacle-
avoidance behaviour, which gets penalised in the recall phase. Further, the robot loses the wall
more frequently because it has no representation for sensing the wall as closely.
Of course, this emergent (and unexpected) outcome relies on the fact that the level of
granularity in the SOFM is such that the fine differences involving approaching the wall, are
deemed salient enough to justify the additional nodes — in contrast to the rougher level of
granularity that we have so far been describing for distinguishing between the 'wall' and 'no-
wall' perceptions. This requirement for a finer level of granularity is evident in the results,
where we can see in Figure 5.16(a) that only when sufficient nodes are used does the 'no social
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facilitation' scenario start to match and slightly outperform the 'social facilitation' one.
In both scenarios we see that there is a desirable range for how many nodes are used.
That is, setting the novelty threshold saliency parameter correctly is crucial for achieving a
useful representation in the SOFM for good learning performance. In contrast, we see from
Figure 5.16(b) that the habituation parameter does not have such a significant effect, that is,
that any amount of modulation works. This means that similar performances can be achieved
by considering fewer experiences.
5.3.4 Implementation on the Physical Wall-Following Task
The physical wall-following task was described in Section 3.2.2, and it was used to demonstrate
learning in the previous chapter. Here the experiment corresponds to 4B in Figure 5.1. The
environment for this task is shown again in Figure 5.17. Recall that in the learning phase
the robot follows behind the human demonstrator for 10000 steps, which is approximately
40 minutes of real time; during this run the demonstrator follows the walls on either side, and
turns into the middle of the arena approximately 12 times (as with the 'interrupt' in simulation).
Recall that due to implementational limitations relating to the human-tracking system, passive
demonstrations are not explicitly tested in this environment. Recall also that the demonstrator
can explicitly signal to the robot, which is used to draw the robot's attention to particular
experiences by forcing the dishabituation of the winning SOFM node. Thus in this experiment,
the effect of social interactions is tested by comparing the learning with and without the signals
('explicit signalling' and 'active demonstrations', respectively, in Figure 5.1). Due to hardware
and practical limitations, all the information is stored for off-board learning.
The recall phase consists of 6000 steps, which corresponds to around 23 minutes of real
time; as in the simulation, an 'interrupt' is signalled at regular intervals — every 1000 steps.
The robot is also equipped with a built-in obstacle avoidance behaviour to protect it from
unsuccessful learning and also from situations not encountered during the learning phase. For
example, when the robot follows behind the demonstrator, it never sees the wall directly in
front of it, so it is not expected to know how to handle such a situation in the recall phase, but
one does not wish it to drive into the wall! To account for unsuccessful learning the evaluation
is penalised whenever the obstacle-avoidance is triggered, as in the simulation experiment.
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Figure 5.17: The environment used for the physical wall-following task, where the demonstrator
can explicitly signal to the robot.
Inverse Model
Recall that for the simulated experiment the inverse model is acquired by the learner during an
exploratory run prior to the social interactions, and it consists of a discretised database of states
and transition matrices. From preliminary experiments it was found that in the physical system
it is difficult to obtain such a inverse model that is reliable, and this is due to the difficulty
we have seen already regarding the poorly-structured sensorimotor data. This problem was
overcome by designing a set of innate rules that operate on a small set of states that reliably
generalise the robot's state space, and that the robot can use to get from one perceptual state to
another.
Results
Recall from Chapter 4 that due to practical time limitations the amount of data available is
much smaller here than in the simulation experiment, however it is believed to be sufficient for
a reliable evaluation. The dataset obtained in the learning phase was used with different values
of the two parameters (novelty threshold and full-habituation time) to obtain various SOFM
networks for testing: around 15 different network sizes and 4 different habituation values were
used, with each combination run once.
The results are shown in Figure 5.18. We see that overall the results are very good, and this
is largely due to the reliable design of the inverse model — it is able to handle well SOFMs
of different sizes, as shown in Figure 5.18(a). There is in fact some evidence that very small
SOFMs are preferred; that is, very succinct SOFMs provide a more robust representation for
172 Chapter 5. Learning at a High Level of Abstraction
number of nodes full habituation time
(a) (b)
Figure 5.18: Evaluation of the recalled behaviour for the physical experiment, as a function of (a)
network size, and (b) full-habituation time. Energy is measured from the sensors at particular
configurations from the wall, and compared to energies acquired by a hand-crafted behaviour
and a random wandering behaviour. Raw data are plotted in (a), whereas error bars are plotted
in (b).
the inverse model, as opposed to the simulation experiments where the inverse model requires
more versatility in the representation. We also see that the results are equally good whether
the explicit signals from the demonstrator are used or not. These results are in contrast with
those in Chapter 4, and the explanation is that because here the learning is at a higher level of
abstraction, and it has a very reliable and robust set of existing sensorimotor skills, the role of
the explicit signalling from the demonstrator for helping to structure the raw perceptual data is
not needed — it does not improve the learning performance.
We see in Figure 5.18(b) that as in the simulation experiment, the role of the habituation
parameter is less significant than the novelty detection parameter, which means that similar
performances can be achieved by considering fewer experiences.
It is interesting that overall the results are as good as or better than the hand-crafted be¬
haviour. Of course, one could probably design a better hand-crafted behaviour, but the point is
that this experiment shows that instead of programming the robot to do wall-following, one can
program a set of basic skills that specify the motor commands necessary for a transition from
one perceptual state to another, and then demonstrate how to use these skills for wall-following.
Whether the second type of programming is easier than the first is of course debatable; we argue
that it is easier, because one does not have to figure out all the different sensor configurations
corresponding to approaching, turning towards, and moving parallel to the wall.
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Figure 5.19: A sequence of snapshots of the object-interaction task; left to right, top to bottom.
5.3.5 Implementation on the Object-Interactions Task
The platform for the object-interactions experiment is described in Section 3.2.2. Here only
object-interaction 1 is considered, involving approaching the object with the right hand, 'grasp¬
ing' it, moving it towards the mouth, 'drinking' its hypothetical contents, and then 'putting' it
back on the surface, as shown in Figure 5.19. This corresponds to experiment 4C in Fig¬
ure 5.1. Recall that during the learning phase the imitator passively observes the demonstrator,
analysing the visual perception of what the demonstrator is doing; it does not try to replicate
the demonstrator's actions. This is the only testing scenario in this experiment, and it corre¬
sponds to the 'passive demonstrations' category in Figure 5.1; the discussion in Chapter 6 will
suggest other forms of social interactions for this experiment. The learning phase consists of 20
demonstration episodes (approximately 3000 steps each). In the recall phase, the demonstrator
performs the object-interaction again, but now the imitator tries to match this behaviour; the
interaction is repeated three times (again approximately 3000 steps each).
Inverse Model
The inverse model in this experiment consists of two components, one to control the posture
of the robot, the second to control the actual interaction with the object. The first component
is a PID controller: postural targets are passed into the PID controller which, together with
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proprioceptive feedback, calculates the torque (or motor commands) for each limb. The second
component consists of a set of boundary conditions for object-interactions, which specify when
the wrist is close enough to pick up the glass, when the wrist/glass is close enough to the mouth
to 'drink', and when the wrist/glass is close enough to the table to put down the glass (these
boundary conditions are set to a radius of approximately 4 cm from the centre of the glass,
mouth, and table); for example the glass will be 'grasped', i.e. attached to the robot's wrist, if
the motor targets require this to happen, and if the wrist is close enough to the glass. Note that
both components of the inverse model are innate and fixed.
Results
In this experiment two evaluation measures are used in the recall phase: a 'distance' measure,
which calculates the position of the wrist over time relative to the position of the demonstrator's
wrist, and a 'score' for successful execution of the task (i.e. picking glass up, drinking, putting
down). The measures will be described in more detail below.
Figure 5.20 shows the trajectories of the right-hand wrists of both the demonstrator (thick
line) and the imitator (thin line) in a single episode in the recall phase. Notice that Fig¬
ure 5.20(a) shows a successfully learned behaviour, i.e. the trajectories are close to each other,
whereas in Figure 5.20(b) the distance between the trajectories is much greater. The distance
between the two trajectories is measured by calculating the modulus of the distance between
them at each time-step (this simple calculation does not take into account the time-lag between
imitator and demonstrator, however the distance has also been calculated using a short-term
memory window, and the results were similar).
The distance is evaluated systematically using 22 different novelty threshold values (rang¬
ing non-uniformly from 0.7 to 0.93, which result in networks of sizes varying from 5 to 60),
and 10 different full-habituation times (ranging uniformly from 250 to 2500; recall that the full
length of one episode is 3000 steps); each possible combination of these parameters is repeated
5 times. Figure 5.21 shows the distance measure as a function of SOFM network size and full-
habituation time. We can see that as long as more than five nodes are used, the performances
are equally good independently of the number of nodes and full-habituation time.
Note that the distance calculated is only a measure of the form of the movement; it does
not measure how successful the imitator is in achieving the task. In fact it is possible that the
trajectory of the imitator is close to the demonstrator's, but the imitator fails to to pick up the
glass etc. This can sometimes happen for small SOFM networks, where the trajectory is good,
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Figure 5.20: Evaluation of the recalled behaviour: the trajectories of the right hand wrists of the
demonstrator (thick line) and the imitator (thin line) in a single episode in the recall phase, (a)
Trajectories of a successfully learned behaviour; (b) a less successful one. The black spheres
on the plots denote the task subgoals, i.e. glass and mouth, and their radii denote the cor¬
responding error margin; also indicated above each plot are numerical measures of these be¬
haviours.
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Figure 5.21: Evaluation of the recalled behaviour, as a function of (a) network size, and (b)
full-habituation time. The Euclidean distance between the right-hand wrists of the demonstrator
and the imitator is an approximated measure of the form of the movement.
but because there are not many nodes the imitator is actually 'cutting corners' and missing the
glass, or missing the mouth, etc.
To test the ability of the recalled behaviour to successfully achieve the task, the second
measure was devised to score the behaviour. The imitator can get scores by achieving any
combination of the following three goals: (A) picking up the glass, (B) 'drinking' from the
glass, and (C) putting the glass back on the table; a bonus is given if all three goals are achieved,
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Figure 5.22: Score obtained at the recall phase, as a function of (a) network size, and (b)
full-habituation time. The score is a measure of how well the imitator achieves the task.
which corresponds to a perfect execution of the task. The score is calculated similarly for the
demonstrator, and is used to scale the imitator's score, because the imitator can only perform
as well as the demonstrator, who occasionally fails in parts of the task (due to noise); therefore
the maximum possible score for the imitator is 1. Note that for each of these goals to succeed
there must exist a margin of error, i.e. a region around the goal (glass, mouth, table) within
which the goal is met (e.g. a region surrounding the glass where it is allowed to be grasped).
This is set as a radius of approximately 4 cm from the centre of gravity of the glass, mouth, or
original glass-position on the table (the black spheres in Figure 5.20).
The scores obtained are shown in Figure 5.22, again, as a function of SOFM network size
and full-habituation time. We see that while the full-habituation time is insignificant for this
measure too, the network size is not. Figure 5.22(a) confirms the suggestion above that smaller
networks (size 5-10) that perform well according to the distance measure (see Figure 5.21(a)),
in fact do not perform the task well, while larger networks perform well overall (i.e. they
don't simply copy the form of the movement), and in fact large enough networks obtain a
perfect score. This experiment provides an illustration where performance improves as more
SOFM nodes are used (up to some point). A limited resources argument might apply here if
the computation and/or memory resources needed for handling this learning setup cannot deal
with too many nodes, and so one might have to settle for a less than perfect performance.
5.3.6 Conclusion
This section presented a developmental approach to learning at a high level of abstraction,
where abstracted perceptual experiences (given by SOFM nodes) are used to trigger existing
basic sensorimotor skills that are also at a suitably high level of abstraction. Therefore, as
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well as designer effort required for abstracting the perceptual experiences by setting saliency
parameters, this approach requires the most additional designer effort compared to the other
experiments in the previous two sections, because the designer must either equip the robot with
a reliable set of sensorimotor skills (Sections 5.3.4 and 5.3.5), or bootstrap additional learning
with which the robot can acquire these skills (Section 5.3.3).
The fact that perceptual information alone is sufficient to trigger appropriate sensorimotor
skills is due to the fact that the tasks were all perceptual in nature. Learning the wall-following
tasks corresponds only to knowing what are the necessary perceptions; there is no need to know,
for example, how long to follow walls, or how fast to move. In the object-interactions task, the
actual pick-up action is only virtual, due to software limitation: as long as the wrist is close
enough to the object, it automatically attaches itself to it; the object does not have a weight,
and no complicated manipulations are required. This setup makes the object-interaction task
a 'perceptual' task, like the wall-following tasks, because the robot learns it by 'seeing' the
teacher's posture and the location of the object, and this information is sufficient for triggering
the learner's own skills. If the full physical properties of the object were modelled, and the
learner had different skills to apply different forces to different objects, then in order to learn
which skill was appropriate for the task, the learner would need to know the proprioception
of the teacher, which would be very difficult, if at all possible, to get just from observing the
teacher. In future work the implementation will be extended to apply to other types of tasks
that are not purely perceptual. The motor schemas shown in Figure 5.14 would then represent
the non-perceptual information that would be used to trigger the inverse model.
The tradeoff of the increase in designer effort mentioned above is that the learning setup
is very reliable, and the robot relies less on the social interactions, compared to the other ex¬
periments in this chapter, and the experiments in Chapter 4. This is the important conclusion
from the experiments in this section, summarised as '4' in Figure 5.1. In fact, we even saw in
Section 5.3.3 a desirable side-effect of the imprecise teacher-following behaviour, whereby the
learner benefits from learning when it loses the teacher. In the next chapter, we will discuss that
this does not go against the argument in this thesis of using social interactions of increasing
complexities, and that it actually supports it. The contributions of the object-interaction exper¬
iments (Section 5.3.5) are less clear than the wall-following experiments, because the learning
of the object-interaction task was not demonstrated with any other approach, or with varying
complexities of social interactions. They do however contribute, as we saw in Chapter 3, and




The aim of this thesis was to show that the amount of effort required by the designer in bias¬
ing the robot's learning of a task can be balanced by the amount of effort from an expert in
influencing the learning during the social interactions (see Figure 1.1). Chapter 3 provided an
empirical investigation of the robot's experiences as a backing for the claim that motivates this
aim, namely that learning does indeed need to be biased by an external source. It showed that
the experiences the robot is exposed to are imprecise, and that saliency — the level of granu¬
larity at which significant differences occur — depends on the particular task that the robot is
supposed to learn in the particular environment.
The aim of the thesis was addressed not only by considering different amounts of effort
from the designer and the expert and comparing their effect on the robot's ability to learn
the task, but also by comparing the learning performance. Therefore, as will be discussed
in this chapter, the results from this thesis show that balancing effort is beneficial not only
for achieving more generality in the learning setup and reducing designer effort, but also for
maintaining performance. This is depicted schematically in Figure 6.1 which shows how a
typical performance might vary, and that a particular level of performance can be maintained
by balancing designer and expert effort.
Section 6.1 discusses how performance is used to characterise the results in the design
space identified in this thesis. The results are then interpreted using this characterisation in
Section 6.2, and concluded in Section 6.3. The related work presented in Section 2.3 is then
revisited in Section 6.4 and characterised in terms of performance in light of the results in this
thesis. Section 6.5 provides the overall conclusions from the thesis.
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designer effort
expert effort
Figure 6.1: This performance surface characterises learning performance within the design
space identified in this thesis. The surface shows that performance can be improved by increas¬
ing designer effort or expert effort, that at some point the performance levels out, and that a
particular level of performance (see projections on the horizontal plane) can be maintained by
balancing these two kinds of effort — that is, compensating one for the other. The surface is
not intended to depict any features beyond those mentioned, such as the actual functions that
describe the increase in performance or how a particular level of performance is maintained by
balancing the two types of efforts, and how the performance levels out. Therefore the surface
illustrates general performance tendencies — the actual shape chosen here is arbitrary.
6.1 Learning Performance
Figure 6.1 provides a qualitative depiction of how performance varies in the space identified
in this thesis, as suggested by the results. It is intended as a general picture of how different
systems behave under the different design issues addressed by the two dimensions of the space.
Although in the figure performance varies in the same way as a function of each dimension, and
the relationship between these two dimensions is linear, the figure is not meant to imply these
features. The actual functions are not important, as long as the performance as a function of
each dimension is increasing, the performance levels out in each dimension, and one can main¬
tain a particular level of performance by compensating for some decrease in one dimension by
some increase in the other. Such a demonstration is very difficult to provide quantitatively be¬
cause different systems use different performance measures and leam different things, as will
be shown in Section 6.4, and this is true also for the experiments reported in this thesis.
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In some systems performance is measured in terms of the number of learning steps, and
then a comparison between systems is only possible if the learning is implemented on similar
robotic platforms with similar control architectures, where a learning step involves similar
computational resources. Perhaps a more objective measure is time (CPU or real) for learning
convergence, but again, the criteria used to measure satisfactory learning might be subjective
to the platform and architecture. With these kinds of measures, performance can be shown to
improve as a decrease in the measures, that is, fewer learning steps or less time. Other types
of learning performance measures correspond to the correctness of the output of the learning
architecture. However, this requires having a source of 'correct' output for evaluating the
learned output (such as a set of labelled examples), which might be difficult to obtain. Further,
this set of outputs makes the evaluation subjective to the particular experiment. With these
kinds of measures, performance can be shown to improve as an increase in the correctness of
the learned output.
One can measure learning performance completely independently of the learning archi¬
tecture, by evaluating it behaviourally. This corresponds to a measure of how well the robot
executes the learned task, regardless of the time taken for the learning architecture to learn, or
of the actual values it has learned. Then the same measure can be used to compare the same
task implemented using different architectures, perhaps even by different researchers. The
measure can evaluate how closely a learner's behaviour matches the expert's, or how well it
achieves the purposes of the task using criteria imposed by the experimenter. Researchers often
report qualitatively that their system is able to learn and execute different tasks, but quantitative
measures could also be devised, such as the 'energy' measure used in the experiments in this
thesis. Using such measures one can more easily infer a pattern of learning performance across
different experiments, specifically where different design issues are addressed and where other
measures are therefore more difficult to use.
The experiments in this thesis have all been evaluated using such behavioural measures,
so that a performance surface such as the one shown in Figure 6.1 could be extrapolated and
generalised from the results. The actual results are summarised in Figure 6.2. Although the
different experiments involve different learning architectures and different tasks, and where
different types of of social interactions and designer effort are attempted, the overall interpre¬
tation of the results is generalised as the surface shown in Figure 6.1, with the aim of showing
that performance can be improved by moving along either of the design dimensions, and that
with enough designer and expert effort the performance levels out.



















1A: wall-following (sim) 4.3
IB: wall-following (phys) 4.5
2: phototaxis (sim) 5.1
3 : wall-following (sim) 5.2
4A: wall-following (sim) 5.3.3














Figure 6.2: The experiments reported in the thesis examine social interactions of different com¬
plexities, and learning at different levels of abstractions requiring different amounts of designer
effort. The experiments that are actually performed are marked with circles, with a solid cir¬
cle marking the best performance achieved. Within the second category on the vertical axis,
the vertical distinction relates to different amount of effort required by the designer, except that
the distinctions within experiment set 4 are purely for visual purposes. Similarly, the vertical
distinctions within experiment set 1 are for visual purposes only.
6.2 Summary of the Results
In this section, the results from Chapters 4 and 5 are summarised and compared. A graphical
summary of these results was referred to throughout the thesis, and it is shown again in Fig¬
ure 6.2. The results from Chapters 4 and 5 refer directly to learning performances of different
learning approaches; four different learning approaches were presented, and they are labelled
in Figure 6.2 as follows:
1. MLP approach (Chapter 4)
2. Hopfield approach (Section 5.1)
3. gaussian-fitting approach (Section 5.2)
4. developmental approach (Section 5.3)
In the figure, the best performance achieved in each experiment is shown with a black circle,
and a line connects it with the other results from the same experiment. The figure is intended
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to depict 'performance' as a third dimension, with two values, marking the best performance
or otherwise. Within each learning approach comparisons were made in Chapters 4 and 5
between different learning scenarios, mainly concerning different forms of social interactions;
approach 3 (Section 5.2) also compared different amounts of designer effort. All these different
comparisons will be summarised again here, and comparisons will also be made between the
different learning approaches.
As mentioned above, comparisons are easier to make between experiments involving simi¬
lar implementational platforms, and where the same task is involved. Therefore, the discussion
of the results below is organised according to the task and platform. Within each section the
discussion will show the implications of less designer effort for the benefit of stronger social
interactions, and so the experiments will be discussed in decreasing order of designer effort.
The discussion will also highlight which of the social interactions are addressed in each task,
how they contribute to the particular part of the design space, and the connection to other parts
addressed by other experiments.
6.2.1 Simulated Wall-Following Experiments
The experiments involving the simulated wall-following task (1A, 3, and 4A in Figure 6.2) ad¬
dress the second source of imprecise exposure to sensorimotor data mentioned in Section 3.1,
arising from the learner's exposure when it loses the teacher. By doing so, they start to demon¬
strate the benefit of stronger social interactions (moving from the 'alone & social' category to
the 'passive demonstration' category in Figure 6.2), and how this is affected by the designer ef¬
fort. They also suggest the implications for increasing the complexity in the social interactions
further.
The developmental approach (4A in Figure 6.2) requires the most designer effort, because
the designer must bootstrap additional learning, prior to the social interactions, such that a use¬
ful and reliable set of basic sensorimotor skills is obtained. With this setup, there is no problem
with the learner occasionally losing the teacher during the social interactions and learning on
its own, that is, there is no decrease in performance. The results in fact show that there is a
slight increase, though not very significant (compare peaks between the 'social facilitation' and
'no social facilitation' scenarios in Figure 5.16) — this will be discussed below. In the perfor¬
mance surface (Figure 6.1), the lack of decrease in performance corresponds to being at the
extreme end of designer effort, where decreases in the expert's effort have little significance.
The reason the performance does not decrease is related to the fact that the learning does not
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involve low-level motor data. Recall that it is the abstraction of the perceptual data that triggers
the pre-learned sensorimotor skills. If the designer is careful in setting the saliency parameter
(see performance for the 'no social facilitation' scenario with > 30 nodes, in Figure 5.16), this
abstraction is robust enough to deal with the cases when the robot gets lost, and is thus able to
correctly trigger the reliable pre-learned sensorimotor skills. This robustness of the perceptual
abstraction is related to the level of granularity in the representation of the perceptual data.
When the learner loses the teacher it meets the wall straight ahead at different angles — varia¬
tions in the perceptual data occur at a fine level of granularity; the saliency of these variations,
and hence their effect on the abstraction of the perceptual data, depend on how sensitive the
saliency parameters are.
In the gaussian-fitting approach (3 in Figure 6.2) the learning involves the raw motor data,
so in that respect there is less designer effort. We can see on the performance surface (Fig¬
ure 6.1) that this means that there is the possibility of improving the performance through
stronger social interactions. The results indeed show that the stronger form of social interac¬
tions improves the learning performance — generalising from the raw motor data when the
learner loses the teacher is undesirable. However we saw that the designer can impose an addi¬
tional bias (depicted by vertical lines in Figure 6.2) to deal with the undesirable learning when
the learner is lost, but this learning performance is matched by learning with the stronger form
of social interactions (see Figure 5.13(a)). This corresponds to a location on the performance
surface where it levels out. That is, not only can the performance be improved to the same
level by either increasing the designer effort or the social interactions in dealing with imprecise
exposure, but also no further improvement is achieved by increasing both types of effort.
In the MLP approach (1A in Figure 6.2) the learning is at a low level of abstraction, there¬
fore the least amount of effort is given by the designer in abstracting both the perceptual and
motor data. Here the stronger form of social interactions is crucial for correct learning (see
Figure 4.9(b)), and this corresponds to being at the low extreme of designer effort on the per¬
formance surface, where the social interactions have the most significant effect. The responsi¬
bility for usefully biasing the robot's learning is transferred from the designer to the expert. We
saw that in fact the robot can learn without any designer effort in abstracting the data, because
raw data can be considered all the time without any modulation, as long as there are enough
learning resources to do so (see Figure 4.11). Further, the performance in the case without any
designer effort is comparable to the other learning approaches that do involve designer effort.
This corresponds to a different performance surface than the one shown in Figure 6.1, such as
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Figure 6.3: The performance surface when there are unlimited learning resources. The ex¬
periments in Chapter 4 show that learning from the raw data without any abstraction from the
designer yields desirable results when there are unlimited learning resources, suggesting this
kind of performance surface where increasing designer effort does not significantly improve the
results. As for Figure 6.1, the actual shape shown here for the performance surface is arbitrary
— only general features are depicted here, showing that performance improves as a function of
expert effort, and that at some point it levels out, whereas designer effort does not improve the
performance.
the one shown in Figure 6.3, where increasing designer effort does not significantly improve
the performance. This is an example of how the performance surface is affected by available
resources. This is discussed further in Section 6.4.
As mentioned above, some of the results from the developmental approach do not seem
to support the general performance behaviour depicted in Figure 6.1. The discussion above
described why the performance does not significantly worsen with the weaker form of social
interactions because the learning can be complemented with some 'self-learning'. But in fact
the results show that the performance can actually be slightly improved when the social interac¬
tions are complemented with some self-learning. When the level of granularity is fine enough
to represent the robot's perceptual experiences when it is on its own, as discussed above, these
experiences just happen to complement the experiences obtained from the social interactions.
The robot experiences turning to and from the wall at different angles. This was not expected
from the robot for learning this task, and in fact, the other learning approaches do not accom-
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modate these finer experiences and therefore cannot capitalise on them.
However, we argue that this result does support increasing the social interactions through
the utilisation of active demonstrations, and therefore that it fits with the description given
by the performance surface in Figure 6.1. It was only a side-effect that the learner's built-in
behaviour for moving on its own provided it with useful experiences — this was not planned.
In contrast, an active demonstrator could ensure that the robot has these kind of experiences,
for example by manipulating its movements such that it does not 'cut corners' as the learner
usually does when following the demonstrator. This addresses the first source of imprecise
exposure to sensorimotor data mentioned in Section 3.1, whereby the learner does not follow
the demonstrator's path exactly. The results from the developmental approach therefore provide
an even stronger support for increasing the complexity of the social interactions. That is, they
show that for the more complicated learning task, the social interactions could have a more
significant effect in improving the results, and this would also be evident in the other learning
approaches if their complexities were increased appropriately.
6.2.2 Physical Wall-Following Experiments
The experiments involving the physical wall-following task (IB and 4B in Figure 6.2) address
higher complexities in the social interactions than the simulation counterparts, firstly due to
implementational limitations involving the teacher-following tracking system; and secondly
due to the noisier, less well-structured nature of the sensorimotor data compared to the sim¬
ulated data, which became evident in Chapter 3. The physical robot's tracking system was
not designed robustly enough to track a human moving freely in an open environment, and
rather than spending more time and effort improving it, active demonstrations were introduced
instead in order to ensure the human does not fall out of the robot's field of view. Also, an
ideal teacher-following scenario was emulated by evaluating the learning when the robot is ex¬
posed to experiences through a hand-crafted wall-following behaviour. Explicit signalling by
the demonstrator, whereby the demonstrator waves his hand, was introduced in order to help
structure the robot's sensorimotor data. Therefore, these experiments demonstrate the benefit
of increasing the complexity of the social interactions further than the simulation experiments
(moving further along the horizontal axis from the 'passive demonstration' category in Fig¬
ure 6.2), and how this is affected by the designer effort.
The physical wall-following task was used to test the developmental and MLP approaches.
As with the simulation experiments, the developmental approach in the physical wall-following
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experiment (4B in Figure 6.2) involves more designer effort compared with the MLP approach,
and therefore the social interactions have a less significant effect on the performance, as sug¬
gested by the performance surface. Much of this effort is in providing the basic sensorimotor
skills, which, unlike in the simulation experiment, are programmed by the designer. This in¬
volves a reliable abstraction of both the motor and perceptual spaces, and because the resulting
skills are reliable and robust, the abstraction of the perceptual data during learning of the ac¬
tual task, is less crucial than in the simulation — SOFMs of different sizes all produce a good
performance (see Figure 5.18(a)). The explicit signalling from the demonstrator is not needed
for structuring the perceptual data for learning the task, because of the abstraction provided by
the SOFM and due to the reliability of the sensorimotor skills.
In contrast, the MLP approach (IB in Figure 6.2) does benefit from the explicit signalling,
because here the learning occurs on the raw perceptual data, and there are no basic sensorimotor
skills; here the abstraction of the motor data to motor actions occurs in the recall phase, through
the designer setting a saliency threshold on the output of the learning system. Thus compared
to the developmental approach, there is little designer effort in abstracting the motor data. As in
the simulation experiments, there is also little or no designer effort in abstracting the perceptual
data: when the explicit signals are not used, the best performances are achieved when there is
little or no modulation (see the 'signals not used' scenario in Figure 4.15); when the explicit
signals are used, the best performances are achieved when the signals start to dominate over
the attention system in triggering (and hence modulating) the learning system (see the 'signals
used' scenario in Figure 4.15).
In fact, the performances achieved with explicit signalling are significantly better than with¬
out (see Figures 4.15 and 4.16). Thus, the designer effort relating to setting saliency param¬
eters is not only balanced by the expert's signalling of saliency, but is actually outperformed.
Also, the MLP approach showed the benefit of active demonstrations, firstly by showing the
benefit of precise exposure to experiences through an emulation of an ideal teacher-following
behaviour (see the 'hand-crafted' scenario in Figure 4.15), and secondly by showing that the
expert's demonstrations are favourable to this emulation, even when the explicit signals are not
so dominant (see the 'signals used' scenario with low full-habituation times in Figure 4.15).
The noisy and unstructured nature of the physical robot's sensorimotor data is handled by the
expert who accentuates the salient differences between the parts of the task. The fact that the
expert 'exaggerates' these differences means that the designer can set the saliency parameters
less precisely. Thus we see overall from these results that increasing the expert's effort by using
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active demonstrations can balance designer effort and maintain performance, while increasing
the expert's effort further through explicit signalling improves the performance. Hence, as in
the simulation, at this low level of abstraction, where there is little designer effort compared
to the developmental approach, the responsibility of usefully biasing the robot's learning is
transferred from the designer to the expert.
However, the results from the developmental approach seem to be better overall than the
MLP approach. The tradeoff of more designer effort is that the 'data' available to the robot for
learning and executing the task are more reliable and robust. As discussed in Chapter 2, one
must however question the generality of such designer effort. Another possible explanation for
the favourable results was given above for the simulation experiments, concerning the fact that
the learning architecture in the developmental approach is more suited to learning and dealing
with the finer parts of the task, which the MLP approach was not designed to deal with. It was
suggested at the end of Chapter 4 how the MLP learning architecture could be extended to deal
with these parts of the task, namely turning towards the wall, by increasing the complexity of
the architecture by adding output units to the neural network.
There is an overall conclusion from the simulated and physical wall-following tasks, with
regards to scalability. Although simple learning setups were devised, where the robot was not
expected to learn how to turn towards the wall, we see various suggestions that the conclusions
can extend to deal with more complicated learning setups, such as turning towards the wall.
Specifically, to deal with such an increase in learning complexity, we could replace the sim¬
pler MLP approach with the developmental approach, or introduce more learning units in the
MLP approach, and in both increase the designer effort; also, we could increase the influence
from the social interactions by ensuring that active demonstrations expose the learner to the
appropriate experiences necessary for learning to turn towards the wall, as was suggested by
the results of the developmental approach in the simulation. The experiments in this thesis also
suggest that the conclusions extend to even more complicated tasks, such as ones involving
interactions with objects, as discussed below. Thus dealing with more complicated learning
scenarios simply means increasing the level of effort from the designer and the expert, in order
to reach a desirable level of performance.
6.2.3 The Remaining Experiments
Although the Hopfield approach (2 in Figure 6.2) was implemented on a different task and used
a different attention system from the one used in the wall-following experiments, its aim was to
6.2. Summary of the Results 189
address another part of the performance landscape, showing the implications of designer effort
on social interactions. It showed that at this high level of abstraction, although the designer
effort in abstracting the perceptual data is considerable compared to learning at the lower level
of abstraction, the designer effort in abstracting the motor data is comparably low. Therefore,
this corresponds to a point in the performance surface where a significant increase can be
achieved through stronger social interactions. The results show that the strongest form of social
interactions, namely explicit signalling, provides a significant improvement to the learning
performance (see Figures 5.7 and 5.8). As mentioned in Section 6.1, comparing performances
across implementations where different tasks are involved is difficult, however we can draw
the following qualitative conclusion: compared to the other approaches for learning at a high
level of abstraction, the reduction in designer effort in this approach is balanced by an increase
in the complexity in the social interactions.
Similarly, comparing the numerical results of the object-interaction experiments (4C in
Figure 6.2) with any of the other experiments is not straightforward. In fact, there are no com¬
parisons to make, because these experiments did not test different levels of social interactions
or different types of designer effort. It is worth mentioning however that a source of imprecise
exposure to sensorimotor data in fact exists also in these experiments. Visual inspections of the
demonstrations showed that the demonstrator occasionally failed to put the object back down
on the table, due to an imperfect programming of the demonstrator's actions. This provides
undesirable experiences to the learner, and is equivalent to the learner losing the demonstrator
in the mobile robot experiments. This issue was not tested explicitly as in the wall-following
experiments, but from the results it seems that the learning approach was able to generalise
well in spite of these undesirable experiences. A reasonable explanation for this is related to
the large amount of designer effort in abstracting the perceptual data and providing the basic
sensorimotor skills, as discussed above.
Here the basic sensorimotor skills were provided to the robot by the designer as two compo¬
nents. The first was a PID controller which tells the robot how to achieve a particular posture
— this component could be argued to be general purpose and task-independent. However,
this certainly cannot be argued for the second component, which deals with the actual inter¬
action with the object — it specifies the boundary conditions that are necessary for grasping
the object, 'drinking' from it, and putting it down on the table; these specifications depend on
the actual object and the purpose of interacting with it. If instead these boundary conditions
were controlled by a saliency parameter that specified, for example, when the hand is deemed
190 Chapter 6. Discussion
close enough to the object, then the designer effort involved in setting this parameter could be
balanced by more effort from the expert, through active demonstrations for accentuating the
differences between being close enough to the object or not, and even signalling when the hand
is close enough. Thus, by reducing the designer effort, it is expected that an effect would be
observed in the performance surface when modifying the social interactions.
The object-interaction experiments were useful for showing that the notion of saliency can
be different for different tasks, because the level of granularity at which salient differences
occur depends on the complexity of the task — Section 3.2.2 presented four different object-
interaction tasks, with a varying degree of difference between them. The results related to
learning one of these tasks in Section 5.3.5 showed that the learning performance depends on
a desirable representation in the abstraction of the data, with a sufficient number of SOFM
nodes (see Figure 5.22(a)). One would expect that the learning of one of the more complicated
object-interactions presented in Section 3.2.2 would require the representation to be at a finer
level of granularity, and therefore more SOFM nodes to represent it. The fact that performance
depends on a useful abstraction, which is currently the responsibility of the designer, suggests
that designer effort could be reduced by transferring this responsibility to the expert, perhaps
by signalling the salient postures.
Therefore although the object-interaction experiments were not tested as extensively as
the other experiments, they nevertheless contribute to this thesis. They are important for
demonstrating that the arguments and ideas in this thesis apply to different kinds of robots
and tasks, not just the kind of mobile robot experiments such as wall-following and photo-
taxis. Namely, the object-interaction experiments addressed issues of levels of granularity,
importance of saliency bias, implications for limited learning resources, imprecise exposure
to sensorimotor data suggesting more active demonstrations, active demonstrations for accen¬
tuating saliency, and explicit signalling and communication for dealing directly with saliency.
While the consideration of how these various issues apply to the object-interactions experi¬
ments provides a valuable contribution to this thesis, testing the issues explicitly in future work
would strengthen the conclusions and thus provide an even greater contribution. These issues
will be discussed further in Section 6.4.
6.3 Overall Conclusions from the Results
A summary of the results was shown in Figure 6.2, where direct comparisons are made within
each experiment based on quantitative differences. An overall summary is extrapolated from
6.3. Overall Conclusions from the Results 191
this figure to reflect the qualitative differences between all the experiments. This produces a
performance surface (Figure 6.1) for characterising the work reported here, and, as will be
shown in the next section, for characterising related work. The qualitative and quantitative
differences between the experiments were summarised and discussed in this section. The im¬
portant points are listed below:
• Designer effort can be balanced with more effort from an expert during social interac¬
tions. More generally, a particular level of performance can be achieved by increasing
one type of effort and decreasing the other, as shown by the projections on the horizontal
plane in Figure 6.1.
• Performance can be improved by increasing either of the two types of effort, and it is
possible to achieve the best performance by increasing one type of effort and not the
other. This means that the performance surface shown in Figure 6.1 levels out.
• The points where performance levels out depend on the available learning resources.
Specifically, when there are unlimited resources, a comparable performance can be achieved
with very little designer effort in abstracting from the raw sensorimotor data, thus elim¬
inating the significant increase in performance due to designer effort. In principle, a
similar elimination could be observed from the effect of social interactions, as will be
discussed in the next section.
• The points where performance levels out also depend on other design issues not con¬
sidered by the characterisation of designer effort in this thesis, such as the design of
the robot's morphology and the learning architecture. The experimental discussion sug¬
gested that performance could be improved by modifying the learning architecture, to
suit the task better, and therefore how the arguably simplistic learning setups used in
the experiments might scale up to learn more complicated functions. It was argued that
the general shape of the performance surface mentioned above applies regardless of the
learning architecture.
• There is a desirable balance between the two types of effort, that is, it is not necessarily
desirable to completely replace designer effort. The results suggest that some designer
effort is desirable for a reliable and robust learning setup that requires fewer learning
resources. This will also be demonstrated further in the discussion of the implication of
the results to related work, in the following section.
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These conclusions are in accordance with the general performance surface shown in Fig¬
ure 6.1. Of course, the empirical evidence for this surface is limited — it only provides a
small set of points from which the surface is extrapolated. Nevertheless, the validity of such
a general performance surface will be shown further in the next section by discussing how it
applies generally to other systems presented in the literature. The utility of the design space
identified in this thesis will thus be strengthened further, because it will be shown that the
space can be used not only to organise and describe related work in the literature, but also to
provide a methodology — governed by performance — to address the tradeoff that the space
conceptualises.
This thesis provides empirical evidence for the general tendencies described above and
shown in Figure 6.1 regarding learning performance. They do not say anything about the
specific shape of the performance surface. For example, they do not specify a function that
characterises the balance between the two dimensions of the space, and they do not specify how
the contribution of each dimensions levels out. It is proposed that the design space provides
a framework for summarising future research, and that such research will therefore provide
further empirical evidence of the general performance surface suggested here, and even some
categorical evidence of specific shapes that the surface can have under different conditions.
6.4 Implications of the Results to Related Work
The implications of the results from this thesis are related to balancing designer effort in biasing
the learning by a robot with social interactions, and how this affects the learning performance.
These implications for the related work presented in Chapter 2 will now be discussed. In
particular, the discussion will show how performance in related work can be improved, and thus
address the gap in the research that was identified in Chapter 2, as shown again in Figure 6.4.
Three main implications can be identified:
1. through active demonstrations, an expert can firstly ensure that the learner is exposed
to desirable experiences, and secondly accentuate the salient differences between the
experiences;
2. one can reduce the amount of designer effort involved in abstracting the experiences of
the robot and thus forcing a level of abstraction, by utilising parameterised, bottom-
up, self-organising mechanisms for abstracting experiences, and then using the expert to
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influence the abstraction through active demonstrations and more explicitly by signalling
saliency;
3. one can completely replace the setting of saliency parameters at design time with
parameter-tuning through explicit signalling and communication between the learner and
expert during the social interactions.
The first two implications follow directly from the results in this thesis, while the third is
conjectured; they will be discussed in order.
6.4.1 Active Demonstrations
Mobile Robots
In most of the work involving mobile robots, where a learner robot follows behind a robotic or
human teacher, a difficulty arises from the fact that the learner does not follow exactly the same
path as the teacher, and it is therefore exposed to imprecise sensorimotor data for learning.
In the work of Hayes and Demiris (1994) this is not a significant problem due to the con¬
fined maze environment, in which the paths of the teacher and learner are restricted to be almost
identical, and also in which saliency is trivial. Performance is measured here qualitatively as
the ability of the robot to leam to navigate different mazes. In the simulation experiments there
are very few discrete perceptions and actions, and therefore the learner is guaranteed full ex¬
posure to them, as necessary for successfully learning the correct mappings. In the physical
experiments, active demonstrations could be used to ensure that the robot is well-exposed to
the salient parts of the environment, namely the corners of the maze. We saw in Section 5.3.3
the benefit of the learner sensing the wall closely, and similarly in Demiris's maze environ¬
ment the teacher might want to ensure the learner is exposed closely to the corners, and that it
does not cut corners. The benefit of such active demonstrations would be clearer in more open
environments, where the path of the learner is less restricted, and where saliency is less trivial.
This distinction between restricted and open environments is demonstrated nicely in the
experiments of Billard and Hayes (1999). Although the demonstrations actually have an active
component, with which the teacher controls the path of the learner, the performance in the
restricted environment is nevertheless better than in the open environment. Performance is
based on the correctness of the correlations learned by the neural network, the convergence of
the learning weights, and the size of the learned vocabulary. Compared to the results from the
restricted environment, in the open environment there are noisier learned correlations, there
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Figure 6.4: The organisation of the literature shown in Figure 2.3 is shown here again. The
discussion in this chapter focuses on how these examples in the literature could be re-positioned
in the design space towards the gap that is identified in this thesis, marked as the grey region,
for the purpose of balancing designer effort with social interactions, and improving learning
performance.
is no clear convergence of the weights, and the learned vocabulary is smaller because some
perceptions are missed. The first two results suggest that the data are less well-structured, and
the third result suggests that the teacher does not ensure full exposure. All these problems
could be solved through more active demonstrations, where the teacher exposes the learner
to all the relevant experiences, and accentuates the salient correlations over the noisy ones
through higher exposure, as we saw in the physical wall-following experiments in Section 4.5.
The learning will stabilise and converge if the experiences are better structured.
As mentioned in Section 2.3, Gaussier et al. (1998) already recognise a distinction be¬
tween passive and active demonstrations, and that the latter type improves learning perfor¬
mance. They measure performance as the precision of the imitated trajectory with respect to
the teacher's trajectory, in terms of distances and angles. The human teacher adapts his own tra¬
jectories so that the learner passes through correct trajectories, and the timings of the learner's
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actions are more precise. This is similar to the physical wall-following experiments in Sec¬
tion 4.5, where the human demonstrator adapts (exaggerates) his movements so that the robot's
actions are clearly distinguished for the different perceptual situations.
In the reinforcement learning experiments by Clouse (1995), the automated trainer can be
thought of as providing active demonstrations to the learning agent, because the information
exchanged between them is in fact the actions that the learner should take. The performance
of the system is measured by the number of trials taken for the learner to teach the goal and
the number of actions needed. In this implementation, it is the learner who asks the trainer for
advice, at regular intervals, and as mentioned in Section 2.3, it is not beneficial for the learner
to ask for advice all the time, because it misses out on valuable negative learning. However,
the 'demonstrations' could be made more active if the trainer influenced when advice is given,
for example, by giving advice when it (the trainer) believes the learner is going through salient
positive experiences which must be distinguished from the negative ones. This would speed up
the learning and therefore improve the performance.
Other Robots
The problem of imprecise exposure to sensorimotor data exists also in other types of robotic
platforms, not involving mobile robots. In experiments involving teaching a robot how to
move its limbs or manipulate objects, the quality of the demonstrations and the robot's ability
to copy the demonstrator's actions determine what kind of experiences the robot is exposed to.
The human's movements must be segmented usefully.
In the work of Demiris et al. (1997) segmentation is trivial due to the restricted set of
movements used — only horizontal rotational head movements are used, where saliency de¬
tection trivially corresponds to a change in direction in the horizontal axis. As in Demiris's
maze experiments (Hayes and Demiris, 1994), the demonstrator therefore naturally provides
active demonstrations due to the nature of the task. However if more complicated movements
were to be imitated, for example movements also in the vertical axis, where the differences
between parts of the movements are more subtle, and saliency detection is less intuitive, then
active demonstrations would be useful for accentuating the differences between the parts of the
movements, by providing distinct movements. The performance of this system is evaluated as
its ability to learn from demonstrations of varying speeds and durations. The results from the
physical experiments in this thesis suggest that active demonstrations could improve the perfor¬
mance of Demiris's system, but this would be more clearly demonstrated if more complicated
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movements were utilised.
Demiris does in fact use his learning architecture to learn more complicated movements,
in the simulated humanoid experiments where a humanoid robot learns various postures from
an identical demonstrator (Demiris, 1999). These experiments provide a nice demonstration of
the difference between designed and learned behaviours. Performance here is related to how
well the robot's behaviours match the observed behaviour. If none of the existing behaviours
match the observed behaviour well, a new behaviour is learned; the robot has a set of designed
behaviours to start with. The results show that overall the designed behaviours perform bet¬
ter than the learned ones, and Demiris mentions that this is due to the noisy perceptions of
the learner. Again, the results from this thesis suggest that this problem could be addressed
with active demonstrations for improving the performance, and thus transferring the respon¬
sibility of the designer in usefully distinguishing between behaviours prior to learning, to the
demonstrator during learning.
Note that the object-interaction experiments presented in this thesis were in fact performed
using the same simulator as Demiris's experiments, and we saw in Chapter 3 that different
behaviours result in different sensorimotor data and are subsequently represented by differ¬
ent SOFMs. It was mentioned in Chapter 3 that these differences occur at different levels of
granularity according to their complexity, and that the demonstrator can accentuate these dif¬
ferences by slowing down the demonstration at the critical parts of the task in order to expose
the learner to more sensorimotor data, and therefore force the creation of SOFM nodes for
these experiences. It is expected that the learning performance in the object-interaction experi¬
ments in Section 5.3.5 could be improved, as could Demiris's experiments, by providing active
demonstrations, where the demonstrator purposely slows down significantly at the salient parts
of the task, and accentuates salient differences by demonstrating distinct trajectories, clearly
distinguishable from each other, or even 'exaggerating' the differences between them, as in
the physical wall-following experiments, for example by moving the elbow further away to
distinguish between object-interaction 1 and object-interaction 2 (see Section 3.2.2).
However, it is argued in this thesis that programming a robotic demonstrator to provide
active demonstrations such as described above is very difficult, whereas for human demon¬
strators this is much more natural and adaptive, especially when the human is situated in the
same environment as the robot. Therefore, it is likely that in experiments involving a human
demonstrator, such as those reported by Fod et al. (2002), Schaal et al. (2001), and Yeasin and
Chaudhuri (1998), the human is (at least) subconsciously providing active demonstrations. If
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not, then the results from this thesis suggest that learning performance could be improved by
demonstrating well-structured, distinct trajectories. In the first two examples above, perfor¬
mance corresponds to how well the simulated or physical robot, respectively, can match the
observed movements; in the third example, performance corresponds to how fast the assem¬
bly system detects the demonstrations and predicts the components of the corresponding plan.
Similarly, in the experiments by Andry et al. (2002), if the imitation by the robotic manipula¬
tor of the human movements were used to learn a particular task (recall from Section 2.3 that
the robot learns how to move its manipulator to various locations in its visual field in order to
imitate a human, but it does not learn anything further), then active demonstrations would be
useful for accentuating the relevant sensorimotor skills for the task.
In simulation reinforcement learning systems, where expert advice or demonstration is
given, the issue of programming an active expert or demonstrator must inevitably be dealt
with, because the learner is given advice or demonstrations which are immediately usable by
the system, thus the system is 'exposed' to precise experiences. The example given by Clouse
(1995), where advice is provided in the form of the actions that the learner should take was
discussed above. In the work by Schaal (1997), the learner is given demonstrations in the form
of actual data that simulate the learner's experiences without it having to go through them. As
mentioned in Section 2.3, here the system learns from the raw data, and so there is no need to
tailor these demonstrations to influence saliency and hence abstraction of the data. However,
the demonstrations could be chosen such that the important experiences are highlighted, for
example, by giving more examples of the difficult parts of the sensorimotor space, and thus
speeding-up the learning. Schaal (1997) mentions that in the cart-and-pole system swinging
the pole to the upright position is relatively easy, whereas keeping it balanced is the difficult
part. Active demonstrations could ensure sufficient examples of the more difficult parts of the
task.
The implications of active demonstrations for the related work presented above are clear.
We argue that active demonstrations should be useful for all robotic learning systems that learn
from social interactions. However, in some cases the implications of active demonstrations
are less clear, because the perceptions of the robot are strongly controlled due to the designer
forcing a high level of abstraction, which therefore also means that saliency is trivial, as dis¬
cussed in Section 2.2.2. As discussed in Section 6.2, this corresponds to being at the extreme
end of designer effort in the performance surface (see Figure 6.1), where increasing the social
interactions has little significance. Some examples will be discussed in the next section.
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6.4.2 Level of Abstraction
The results from this thesis show that through explicit signalling, social interactions can be
used to structure the robot's experience usefully for learning and therefore start at a relatively
low level of abstraction, rather than force a high level of abstraction at design time. This means
that the expert involved in the social interactions can influence the resulting level of granularity
from which the robot learns. For example, in the experiments by Billard and Hayes (1999), the
teacher sends signals to the learner to associate with its perceptions so that it learns a vocab¬
ulary of its experiences. If these signals were also used as a spotlight to highlight the salient
experiences and favour the learning of their correlations, as with the signals used in Section 4.5
and the stimulus enhancement used in Section 5.1, then the learning performance would be
improved. Similarly, in the experiments of Gaussier et al. (1998), the robot's movements could
be more easily segmented if the teacher signalled when salient changes between the edges of
the trajectories occur. The same is true for all other systems where segmentation of continuous
movements is involved (Moukas and Hayes, 1996; Schaal et al., 2001; Fod et al., 2002; Kaiser
and Dillmann, 1996; Yeasin and Chaudhuri, 1998).
Demiris (1999) actually recognises the issue of different levels of granularity for different
task complexities. The demonstrations consist either of short movements corresponding to
letters of a semaphore code alphabet, or to longer movements corresponding to a sequence
of letters, or words. However, whatever is demonstrated, the learner tries to match it with a
complete behaviour, that is, the learner cannot break down a complete demonstration of a word
into its constituent parts, or letters. So the learner has separate unconnected representations
of simple behaviours (letters) and composite ones (words), which it tries to match with the
observed behaviours. Knowing the level of granularity of what is being demonstrated would be
useful for improving the ability of the learner to match, categorise, and learn new behaviours.
With explicit signalling the demonstrator could signal the salient events and hence the level
of granularity at which they occur. As mentioned in Section 2.3, Gaussier et al. (1998) and
Alissandrakis et al. (2000) explicitly model different levels of granularity, and again, the expert
could influence which of the different levels is suitable, which might vary between tasks or
even during one particular task.
As mentioned above for active demonstrations, the implications of explicit signalling for
related work is only clear where the level of granularity is not rigidly forced at design time. We
now refer to cases where increasing the complexity of the social interactions to significantly
improve the performance can only be demonstrated if we consider how these systems perform
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with less designer effort in forcing a high level of abstraction.
Moukas and Hayes (1996) utilise explicit signalling to signal the start and end of trajec¬
tories. However, the level of granularity within the trajectories is pre-determined through the
number of times data are sampled for each trajectory, and the number of nodes used by the
Kohonen map to self-organise these data. They measure performance through correct predic¬
tions of the feed-forward neural network, and the speed of convergence of its weights. The
combination of pre-defined level of granularity and the segmentation provided by the teacher's
signals provide the neural network with well-structured data for good learning. In order to re¬
duce designer effort in forcing the level of granularity, one could use a growing Kohonen map
such as the GWR algorithm used in the experiments in this thesis (see Section 3.3); then, active
demonstrations would be useful to accentuate the differences between trajectories to influence
their representation with different nodes, and more signalling could be used to explicitly signal
these salient differences. Further, the sampling rate, used to create the input to the Kohonen
map, could be adapted if the map cannot achieve a level of granularity which is fine enough to
respond to the signals (see Section 6.4.3).
Similarly, in the work of Nehmzow and McGonigle (1994), where the part of the learning
input corresponding to the infra-red sensors is encoded, this pre-defined level of granularity
might not be suitable for some tasks. It might be more appropriate to start from the raw data,
and then use explicit signalling to help the robot structure these data into the coded data needed
for the learning.
As discussed in Section 2.2.2, in some cases forcing a high level of abstraction through
design is favourable when it is more reliable and robust, especially when this is related to
motor control and specifically to object-manipulations. The developmental approach presented
in Chapter 5 was proposed as a way of dealing with the difficult problem of interacting with
objects, where perceptual segmentation of an observed movement is complemented with a set
of basic sensorimotor skills, as we saw in the object-interaction experiments in Section 5.3.5.
These sensorimotor skills exist prior to the social interactions, either due to previous learning
or due to additional design. Either way, if these skills are represented at a fine enough level of
granularity, then they could be used during the social interactions to develop new skills, whose
level of granularity is imposed by the expert involved in the social interactions.
In the work of Kuniyoshi and colleagues (Kuniyoshi et al., 1994; Kuniyoshi and Inoue,
1993) the level of granularity is very firmly specified at design time: object shapes and sizes
are specified, and the possible actions are confined to vertical up-down movements. As a
200 Chapter 6. Discussion
consequence, the demonstrations have to be very precise, and hence active. The system per¬
forms very well, in that it can recognise the salient parts of the demonstration very fast, in
real-time. The design restrictions mentioned above regarding the level of granularity are rea¬
sonable and general for the kind of assembly tasks the system was implemented on. However,
these design restrictions would not be appropriate for other types of tasks, where the actions
are not restricted to vertical movements and where objects either appear ('place' action) or dis¬
appear ('pick-up' action), that is, for tasks involving free movements and complicated object-
interactions. For these kinds of tasks, the segmentation of the movements would be less trivial,
and would benefit from active demonstrations, and the desirable level of abstraction for the
object-interactions would benefit from explicit signalling as described above.
Kaplan et al. (2001) and Nicolescu and Mataric (2003) utilise demonstration methods that
can be regarded as active and containing explicit signalling, as described in Section 2.3. How¬
ever, their systems are provided with high-level behaviours that include object-interactions. If
they wanted to train their robots to perform tasks that required behaviours at finer levels of gran¬
ularity, it would be interesting to see if their demonstration methods would be appropriate for
learning these behaviours from lower-level raw sensorimotor data. Kaplan's 'luring' is similar
to the teacher-following scenarios in the mobile robots experiments such as the ones presented
in this thesis. So for example, a 'kick' behaviour could be taught (rather than designed) by
luring the robot to move its leg appropriately, and then rewarding this occurrence, that is, ex¬
plicitly signalling its saliency; this might be complemented with training another behaviour
that uses the same leg, and the differences between these two behaviours would be accentuated
through the active demonstrations. Nicolescu and Mataric (2003) utilise explicit signalling
to signal salient experiences, however learning consists of sequencing high-level behaviours,
where these behaviours represent experiences such as avoiding obstacles, approaching boxes,
etc. If instead the robot were to learn some of these behaviours from its raw sensorimotor
data, then the explicit signalling could be used to structure the experiences necessary for these
behaviours, and active demonstrations would ensure sufficient exposure to the data.
Learning Resources
Learning at a very high level of abstraction, for example using high-level behaviours as do
Kaplan et al. (2001) and Nicolescu and Mataric (2003), means that the load on the learning
architecture is very light, because there are very few learning 'data' (behaviours in the examples
above), and consequently very few learning steps. We also saw in Chapter 5 that when learning
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at a high level of abstraction, learning performance is not affected by modulation of the learning
examples. That is, similar performances are achieved with few or many examples.
In contrast, we saw in Chapter 4 that at a very low level of abstraction learning benefits from
as many data as possible, because data are not as well structured at this level. In fact, the results
suggest that the system learns best by considering all the available sensorimotor data, therefore
not requiring any designer effort in modulating, and hence abstracting the data. The simulation
experiments showed that even if learning from all the data is desirable, the performance might
be affected if there is a limit on the learning resources, for example, the number of data the
learning architecture can consider.
The difficulty recognised by Demiris (1999) in finding a suitable level of granularity might
be solved by learning only fine level behaviours, that is, building behaviours only for letters.
Then, the learner could match demonstrations of any combinations of these letters by activating
the appropriate behaviours in turn. However, this would of course increase the amount of re¬
sources needed, and slow down the recognition rate and hence the ability to imitate in real time,
because observed behaviours are matched with all existing behaviours; representing words is
more efficient. Fod et al. (2002) abstract sensorimotor data by projecting them onto a lower
dimension using PCA, and then cluster the projected data. They mention a tradeoff between
accuracy when using many principal components and clusters, and memory and processing
time requirements for dealing with them. Similarly, all the examples mentioned above where
the learning of trajectories relies on segmentation (Gaussier et al., 1998; Moukas and Hayes,
1996; Schaal et al., 2001; Kaiser and Dillmann, 1996; Yeasin and Chaudhuri, 1998) could learn
from every data point instead of finding salient segments. Of course, the amount of learning
data would increase drastically, and might not be computationally tractable.
The point about learning resources is that while it might be possible for a learning system
to consider all the possible sensorimotor experiences for learning, and thus eliminate the need
for any external bias regarding saliency and abstraction to be imposed on it, the performance of
such a system could nevertheless be improved through such external bias for abstracting from
the raw experiences and thus making better use of the available resources.
We saw in Figure 6.3 how the way that performance varies in the design space with respect
to designer effort changes when there are unlimited resources. A similar influence might be
expected with respect to social interactions, that is, if there are unlimited resources and no
abstraction is therefore needed, then the benefit of explicit signalling might be insignificant.
However, we would not expect social interactions to be completely insignificant because they
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provide task-relevance, as well as a bias for saliency detection; the robot would not be able
to learn by being alone in the environment, unless of course, the learner was equipped with
some other type of teaching signal (for example, reinforcement learning), and even then social
interactions are useful for guiding the robot through the desirable experiences fast, as was
discussed in Chapter 1.
6.4.3 Saliency Parameters
Part of the argument for having the ability to balance designer effort through social interactions
is that saliency is modelled explicitly through parameters that deal with the saliency of current
experiences. The identification of the important parameters makes it possible to transfer the
responsibility of biasing learning through the setting of saliency parameter values, from the
designer to the expert involved in the social interactions. While active demonstrations can
influence the detection of saliency, they do not explicitly influence what constitutes saliency.
The experiments in this thesis have started to address the utilisation of social interactions for
explicitly influencing the measure of saliency.
In the physical wall-following experiment, the explicit signals serve to dishabituate the
activated SOFM node, forcing attention to be given to the current perceptions. These signals
therefore impose that the current experiences are salient, a role that is otherwise served by
the novelty detection parameter and the full-habituation parameter, which respectively specify
when experiences are novel, or when they are very familiar and should be 'forgotten-about'.
In the phototaxis experiment, the explicit signals serve to specify when experiences should be
learned, a role that is otherwise served by the change detection parameter of the perception of
change mechanism. Thus, again, the signals explicitly influence what constitutes saliency, by
taking the role of the saliency parameter.
We hypothesise that these signals can influence further what constitutes saliency, as fol¬
lows. In the phototaxis experiment, the fact that the signals take the role of the saliency param¬
eter can be used to adapt the parameter such that its notion of saliency is more similar to that
of the source of the signals, that is, the expert. For example, a failure to detect a change when
a signal is given — a 'miss' — might result in modifying the threshold such that it is more
sensitive; 'false alarms' could be dealt with similarly.
In the physical wall-following experiment such an approach is less straight-forward, be¬
cause there are two sources of saliency detection in the attention system, but there is only one
type of signal. A signal from the expert could mean either that the experience is novel, or that
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not enough attention has been given to it, each related to a different parameter. Of course, one
way of solving this is to use two different signals, but there is a difficulty here which is inherent
to this kind of external parameter-tuning approach. While it is easy for the expert to know
that a demonstration is novel, it is more difficult to know if enough attention has been given to
particular experiences.
What might help is the robot signalling back to the expert some information on its internal
(attentive) states (thus 'explicit communication'). For example, the habituation value of the
active SOFM node specifies how familiar the experience that activated it is, which also specifies
if it is novel (see Section 3.3). This could influence what the expert signals. But the problem
above remains — how is the expert to know what is enough attention? This is related to the
characteristics of the learning architecture. Perhaps the robot could also signal the state of its
learning to suggest when it has learned enough, which could be related, for example, to weight-
convergence. However, if this kind of information is subjective to the task, then we are back at
the starting point.
This is a difficult and interesting problem, which might be easier if the expert has some
knowledge of the robot's learning abilities. We therefore suggest that it is a problem worth
investigating in future work.
6.5 Overall Conclusions from the Thesis
This thesis addressed the issue of influencing the learning by a robot, through design, and
through social interactions. It argued that such external influences are necessary when training
a robot to perform a task that is defined externally, because a useful interpretation of all the
robot's sensorimotor experiences is highly subjective to the actual task. 'Useful' means firstly
that the robot learns from experiences which are relevant to the particular task, and avoids
distracting experiences; this issue was addressed by providing the robot with an expert, and
equipping the robot with mechanisms for social interactions through which the expert can guide
the robot to have particular experiences. Secondly, 'useful' means that the robot processes and
compares sensorimotor data at an appropriate level of granularity; this is important because if
the level is too coarse the robot could miss out important complexities in the task, and if too
fine the job of finding structure is more difficult and requires heavier processing. The thesis
motivated the need to address these issues by providing an empirical investigation focusing
purely on the robot's experiences as it is exposed to different tasks in different environments,
in Chapter 3.
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Social interactions are used widely in the robotics field for various purposes, as discussed
in Chapter 2, and they are also used widely for the purposes of this thesis — to influence
the learning by a robot. It is recognised in the literature that social interactions are useful for
reducing a robot's experiences to those relevant for a particular task, and thus speeding up
learning. It is also recognised that even with social interactions there is a difficulty arising
from an imprecise exposure to experience due to the robot's imprecise copying of the expert's
actions. Indeed, the empirical investigation of the robot's experiences in Chapter 3, and the
experiments testing the robot's ability to learn from these experiences in Chapters 4 and 5
showed that it is desirable for the robot to rely on the expert for exposure to sensorimotor data,
and tested the effect of imprecise exposure. The utilisation of social interactions in this thesis
is novel in that it proposes that they can be specifically tailored towards biasing the robot in
terms of detecting saliency, and hence learning from its sensorimotor data at an appropriate
level of granularity, especially in the face of imprecise exposure to data. Social interactions
are recognised in this thesis as mechanisms with which an expert can actively and explicitly
influence the robot's notion of saliency.
By recognising this role for social interactions, the thesis proposes that the necessary in¬
fluences on the robot's learning could be obtained through a balance of a priori design, and
situated on-line social interactions. In order to facilitate this balance, a design space is identi¬
fied, consisting of two dimensions that correspond to the amount of effort required either by the
designer or the expert, with regards to saliency. Each point in this space represents the amount
of 'assistance' given to the robot by each of these two external sources to detect saliency use¬
fully for learning. An increasing effort from the expert corresponds to more active and explicit
interactions; with active demonstrations the expert firstly increases the precision of the expo¬
sure to experiences, and secondly accentuates the important differences between the different
experiences; with explicit interactions the expert signals the occurrence of saliency to the robot,
and directly influences the robot's internal notion of saliency through parameter-tuning. An in¬
creasing effort from the designer corresponds to more abstraction of the sensorimotor data, that
is, forcing the level of granularity at which the robot detects saliency and learns. Because in
related work social interactions have not been tailored towards biasing a robot's detection of
saliency, the balancing suggested in this thesis has also not been attempted, and this identifies
a gap in the research, clearly identifiable in the design space (see Figure 6.4).
The thesis argues that a crucial ingredient to having the ability to balance design effort
with social interactions is that saliency is modelled through explicit parameters that reflect the
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robot's current experiences. The reason for this is that the expert is situated in the environment
with the robot and influences its learning, while the robot is learning. For the expert's biases to
be incorporated by the robot, the robot must be able to modify its measures of saliency on-line.
In this thesis, the explicit treatment of saliency parameters was realised through the concept
of attention. Attention as an abstraction mechanism was shown to serve two useful purposes:
modulating the amount of learning through the familiarity of experiences, and structuring low-
level experiences for high-level learning. Using attention as a parameterised modelling of
saliency, this thesis addresses some of the gaps identified in the research, namely balancing
designer effort in abstracting perceptual data through the setting of saliency parameters, with
active demonstrations and explicit signalling.
In order to demonstrate the value of the design space identified in this thesis, examples of
related work in the literature were organised into this space in Section 2.3, and characterised
based on the two dimensions. The applicability of the various components that make up the
two dimensions to related work illustrated their usefulness beyond the characterisation of the
work reported in this thesis. The value of the design space was demonstrated further by show¬
ing how learning performance varies in this space, and how this is affected by the available
resources. A performance surface was characterised from the results, showing how designer
effort can be balanced through social interactions while maintaining a level of performance,
how performance can be improved to a certain point by increasing any one of the two types of
effort, and how the amount of one type of effort affects the significance of modifying the other
type in terms of affecting the performance. Such a characterisation of performance is useful
for suggesting how other systems could be improved. Thus the value of the design space was
demonstrated even further by considering the related work again, suggesting the implications
of moving them to different locations in the space for improving their performance.
The conclusions from the results in this thesis were summarised in Section 6.3. The general
claims derived from these conclusions were supported further in Section 6.4 which identified
how similar conclusions would be observed in related work if the framework for balancing
designer effort with social interactions was applied. The first claim is that designer effort
can always be balanced through social interactions, as long as the abstraction of the robot's
experiences by the designer is flexible enough to be influenced by social interactions that are
specifically tailored to deal with the abstraction of the robot's experiences and its notion of
saliency. The second claim is that performance can generally be improved by increasing either
type of effort, where the amount of improvement and its levelling out depend on learning
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resources (how well the learning can deal with a low level of abstraction which corresponds to
fine granularity or even 'raw' data), and other design issues that influence how well the system
is set up to learn the particular task (such as the robot's morphology and learning architecture).
The third claim is that generally there is a desirable balance between designer effort and social
interactions, and this is also dependent on the design issues mentioned for the second claim;
particularly, while it is possible that a good performance will be obtained from maximising or
minimising the two types of effort, it will often be the case, for example, that some designer
effort is desirable to guarantee a certain degree of reliability, but not too much so that sufficient
influence can be obtained from the social interactions to guarantee some generality without
over-exerting the expert.
The work reported in this thesis, together with the consideration of related work, shows that
the design space proposed in this thesis provides a useful framework for addressing the trade¬
off between influencing a robot's learning through design thus providing more reliability, and
through social interactions thus providing more generality. The challenge is to find a desirable
balance, for a reliable learning setup which is also general, adaptive, and faithful to the robot's
experiences, and which achieves a desirable level of performance considering the available
resources.
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Appendix A
Principal Components for the Robotic
Tasks
This appendix shows the principal components (PC's) calculated in Section 3.2.2 by Principal
Components Analysis (PCA) for all the robotic tasks mentioned there. Each table shown in
this appendix shows three PC's as its columns, and each row is labelled with the sensor number
that corresponds to that bit of the PC. The captions on the figures mention where in the thesis
the relevant PC's are plotted, and also where a diagram of the location of the robot's sensors
can be found. A diagram of the sensors of the simulated humanoid in the object-interaction
experiments was not provided in the thesis, and is therefore shown below in Figure A.l.
right left head object
Figure A.1: A schematic diagram of the humanoid used in the object-interactions experiments.
Indicated on the diagram of the robot are the degrees of freedom involved, consisting of joint-
angles of the arms and head, and coordinates in 3D of the object. These values make up the
first 14 bits of the input to the attention system, as shown below the diagram of the robot; the
next 14 bits correspond to the instantaneous velocities of these values (not shown here).
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PC 1 PC 2 PC 3
0: 0.700584 -0.702847 0.122952
1: 0.114031 -0.051821 -0.923956
2: 0.000148 0.000931 -0.027873
3: 0.000004 0.000620 -0.010723
4: -0.112107 -0.059763 0.351001
5: -0.695421 -0.706928 -0.084231
(a)
PC 1 PC 2 PC 3
0: 0.649039 -0.703036 0.289605
1: 0.186055 -0.223707 -0.954679
2: 0.000102 0.000674 -0.023214
3: 0.000069 0.000215 -0.010726
4: -0.209675 -0.199377 0.063607
5: -0.707225 -0.644937 -0.004240
(b)
PC 1 PC 2 PC 3
0: 0.801318 -0.497884 0.257604
1: 0.263110 -0.201761 -0.671076
2: 0.016439 -0.022530 -0.524199
3: 0.006393 -0.015442 -0.428865
4: -0.141607 -0.244012 -0.138476
5: -0.517976 -0.806918 0.073567
(c)
PC 1 PC 2 PC 3
0: 0.889933 -0.322009 0.177633
1: 0.291439 -0.116887 -0.314862
2: 0.048984 -0.040570 -0.613490
3: 0.030310 -0.048697 -0.613280
4: -0.084790 -0.268128 -0.315143
5: -0.335522 -0.898186 0.132330
(d)
Figure A.2: Three of the principal components calculated for the (a) hand-crafted, (b) following
with social facilitation, (c) following, and (b) random scenarios (see Figure 3.11); the locations
































































Figure A.3: Three of the principal components calculated for the 'hand-crafted' scenario of the
physical wall-following experiment (see Figure 3.14(a)); the locations of the sensors are shown
in Figure 3.3.
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PC 1 PC 2 PC 3
0: 0.208229 -0.028935 0.423714
1: 0.273677 -0.054283 0.322589
2: 0.193524 -0.029265 0.191986
3: 0.259587 -0.276860 0.217854
4: 0.265332 -0.254272 0.238327
5: 0.309683 -0.163796 0.044508
6: 0.253676 -0.225382 -0.055515
7: 0.045064 -0.122772 -0.259605
8: 0.136087 -0.343111 -0.271578
9: -0.024488 -0.439736 -0.084227
10: -0.011353 -0.246566 0.055918
11: -0.122165 -0.366991 -0.191725
12: -0.207256 -0.368737 -0.066770
13: -0.272445 -0.241740 0.033350
14: -0.292678 -0.153285 0.065047
15: -0.133895 -0.120110 0.295410
16: -0.301553 -0.133777 0.168033
17: -0.302400 -0.062561 0.182709
18: -0.258211 -0.024660 0.288565
19: -0.200556 0.006242 0.374347
Figure A.4: Three of the principal components calculated for the 'following + social facilitation'
scenario of the physical wall-following experiment (see Figure 3.14(b)); the locations of the
sensors are shown in Figure 3.3.
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PC 1 PC 2 PC 3
0: 0.212647 -0.017367 0.417719
1: 0.276501 -0.052047 0.316755
2: 0.196826 -0.031274 0.196405
3: 0.261338 -0.266746 0.231174
4: 0.264271 -0.236774 0.249901
5: 0.309933 -0.163662 0.041018
6: 0.252220 -0.235180 -0.061316
7: 0.045224 -0.149712 -0.284173
8: 0.131682 -0.346061 -0.258724
9: -0.024008 -0.428864 -0.042997
10: -0.012622 -0.244718 0.065754
11: -0.120059 -0.378825 -0.173558
12: -0.203823 -0.375547 -0.057831
13: -0.270003 -0.249148 0.033649
14: -0.291873 -0.156469 0.060152
15: -0.130287 -0.093481 0.298798
16: -0.301839 -0.129559 0.174801
17: -0.302134 -0.059818 0.188387
18: -0.258831 -0.016687 0.290882
19: -0.203096 0.015382 0.365031
Figure A.5: Three of the principal components calculated for the 'following' scenario of the
physical wall-following experiment (see Figure 3.14(c)); the locations of the sensors are shown
in Figure 3.3.































































Figure A.6: Three of the principal components calculated for the 'random' scenario of the phys¬
ical wall-following experiment (see Figure 3.14(d)); the locations of the sensors are shown in
Figure 3.3.
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PC 1 PC 2 PC 3
0: 0.006424 -0.148012 0.100396
1: -0.065452 -0.899375 0.384874
2: -0.717815 -0.160578 -0.567415
3: -0.692032 0.234338 0.526860
4: -0.038513 0.292744 0.483291
5: 0.004969 0.053097 0.093180
(a)
PC 1 PC 2 PC 3
0: 0.221928 -0.625946 0.746153
1: 0.011290 -0.762310 -0.637812
2: -0.731187 -0.146015 0.056217
3: -0.639881 -0.067279 0.178539
4: -0.080540 0.030078 0.037446
5: 0.007180 0.017955 -0.003615
(b)
PC 1 PC 2 PC 3
0: 0.072981 -0.354960 0.704509
1: -0.303056 -0.364013 0.480946
2: -0.655055 -0.042854 -0.090064
3: -0.649910 0.015372 -0.117517
4: -0.220762 0.605659 0.281686
5: 0.051136 0.610412 0.413629
(c)
Figure A.7: Three of the principal components calculated for the (a) hand-crafted, and (b) fol¬
lowing, and (c) random scenarios in the phototaxis experiments (see Figure 3.17); the locations
of the sensors are shown in Figure 3.9.
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PC 1 PC 2 PC 3
0: 0.000334 -0.000460 0.000372
1: 0.005792 -0.007432 0.015465
2: 0.000070 -0.000930 -0.000180
3: 0.000097 -0.000482 0.000180
4: -0.198485 -0.020979 -0.010387
5: 0.010693 -0.025806 -0.082067
6: 0.237261 -0.091046 -0.068678
7: 0.180465 0.023169 0.076620
8: 0.000060 -0.000268 -0.000208
9: 0.000277 -0.002440 0.003163
10: -0.000249 0.000362 -0.000032
11: -0.000085 -0.000045 -0.000353
12: -0.000023 -0.000467 0.000533
13: 0.000090 -0.000174 0.000414
14: -0.000392 -0.001827 0.002704
15: -0.000692 0.032590 -0.020936
16: 0.000027 0.000831 -0.001059
17: -0.000146 0.001737 0.000913
18: 0.056452 0.276618 -0.374677
19: 0.013252 0.063521 0.117319
20: 0.009536 0.109243 0.412385
21: -0.007169 0.887582 -0.205137
22: -0.000050 -0.000070 -0.000140
23: -0.001575 0.006908 -0.011551
24: -0.000105 0.000052 -0.000717
25: 0.000133 -0.000559 -0.000186
26: -0.000158 -0.000180 -0.000122
27: -0.000022 0.000528 -0.000426
Figure A.8: Three of the principal components calculated for action 1 of the object-interaction
experiment (see Figure 3.22); the locations of the sensors are shown in Figure A.1.
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PC 1 PC 2 PC 3
0: 0.000274 -0.000719 0.000721
1: -0.001454 0.002708 -0.001630
2: 0.000161 -0.000154 -0.000191
3: 0.000021 0.000254 0.001375
4: 0.225905 0.075213 -0.048426
5: -0.107786 0.116296 -0.053636
6: -0.221521 0.072005 0.146340
7: -0.128797 0.013644 -0.065111
8: -0.020429 0.014913 0.004490
9: 0.012751 -0.008814 -0.005012
10: 0.001775 -0.002617 -0.002226
11: -0.000024 0.000284 0.000233
12: -0.000109 -0.000378 0.000489
13: 0.000201 0.000138 0.000240
14: -0.000293 0.001240 -0.000352
15: 0.002205 -0.005119 0.003080
16: 0.000065 -0.001065 0.000241
17: -0.000088 -0.000408 -0.000122
18: -0.017089 0.145824 0.371812
19: -0.031319 -0.421650 -0.140698
20: -0.013574 -0.182614 -0.388225
21: 0.028951 -0.261225 -0.478389
22: -0.003026 -0.031040 -0.115381
23: 0.003815 0.014378 0.067778
24: 0.000789 0.000375 0.006244
25: 0.000074 -0.000424 0.000462
26: 0.000045 0.000148 0.000239
27: 0.000059 0.000106 -0.000336
Figure A.9: Three of the principal components calculated for action 2 of the object-interaction
experiment (see Figure 3.22); the locations of the sensors are shown in Figure A.1.
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PC 1 PC 2 PC 3
0: 0.208695 -0.411267 0.025290
1: -0.072145 0.145055 -0.009015
2: 0.290218 -0.113197 0.318047
3: -0.075585 0.285490 0.125341
4: 0.104117 -0.109785 0.172612
5: 0.022910 0.026535 0.094566
6: 0.016742 -0.248426 -0.119971
7: 0.038593 -0.183047 -0.052536
8: -0.044491 -0.020157 -0.102748
9: 0.001850 -0.000296 -0.003368
10: 0.002029 0.007284 0.015265
11: 0.000239 0.000483 -0.000803
12: -0.000038 0.000918 -0.000233
13: 0.000071 0.000581 -0.000667
14: -0.534094 0.154431 -0.150985
15: 0.074858 -0.121446 0.005291
16: -0.049757 -0.639764 -0.109081
17: 0.407632 0.215655 -0.213983
18: -0.421122 -0.219007 -0.369098
19: -0.063824 0.050566 -0.089560
20: 0.068426 0.115141 -0.548403
21: -0.437783 -0.143240 0.476541
22: -0.094050 0.167609 0.250970
23: -0.005646 0.003606 0.010341
24: 0.007048 -0.015929 -0.004958
25: 0.000454 -0.000301 -0.001206
26: 0.000003 0.000879 0.000302
27: -0.000366 0.000604 0.000454
Figure A.10: Three of the principal components calculated for action 3 of the object-interaction
























































































Figure A.11: Three of the principal components calculated for action 4 of the object-interaction
experiment (see Figure 3.22); the locations of the sensors are shown in Figure A.1.
