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Abstract
Generalised Acceptance Conditions for Symmetric Difference
Nondeterministic Finite Automata
L. Marais
Dissertation: PhD (Comp. Sci.)
2018
Symmetric difference nondeterministic finite state automata (XNFA) are an instance
of generalised nondeterminism, of which the behaviour is represented by the sym-
metric difference of all possible computation paths. We introduce the notion of
generalised acceptance for XNFA, and investigate descriptional complexity issues
related to two specific instances, namely self-verifying XNFA (SV-XNFA) and ?-
XNFA.
For SV-XNFA, we apply self-verifying acceptance, originally defined for typical
nondeterministic finite state automata (NFA), to XNFA. Self-verification involves
defining a set of accept states, as well as a set of reject states, and requires that the
automaton give an explicit accept or reject result on any input. We provide state
complexity bounds for determinising unary and non-unary SV-XNFA.
We define ?-XNFA as XNFA with any finite number of final sets, while ? rep-
resents a left-associative set operation on the language associated with each set of
final states. We investigate and compare the descriptional complexity of various lan-
guage operations, namely intersection, union, relative complement (or difference),
symmetric difference and complement, for unary XNFA and unary ?-XNFA.
iii
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Uittreksel
Veralgemeende aanvaardingsvoorwaardes vir simmetriese-verskil
nie-deterministiese eindige outomate
(Generalised Acceptance Conditions for Symmetric Difference Nondeterministic Finite
Automata)
L. Marais
Proefskrif: PhD (Rek.wet.)
2018
Simmetriese verskil nie-deterministiese eindige outomate (XNFA) is ’n instansie¨ring
van veralgemeende nie-determinisme, waarvan die gedrag gekenmerk word deur
die simmetriese verskil van alle moontlike berekeningspaaie. Ons definieer veral-
gemeende aanvaarding vir XNFA en ondersoek aspekte van die beskrywingskom-
pleksiteit van twee spesifieke instansie¨rings daarvan, naamlik self-verifie¨rende XNFA
(SV-XNFA) en ?-XNFA.
Vir SV-XNFA pas ons self-verifie¨ring, wat oorspronklik vir tipiese nie-determinis-
tiese eindige outomate (NFA) gedefinieer is, op XNFA toe. Self-verifie¨ring behels
dat ’n versameling aanvaartoestande sowel as ’n versameling verwerpstoestande ge-
definieer word, terwyl die vereiste is dat die outomaat enige invoer eksplisiet aanvaar
of verwerp. Ons gee toestandskompleksiteitsgrense vir die determinering van uneˆre
en nie-uneˆre SV-XNFA.
Ons definieer ?-XNFA as XNFA met enige eindige aantal versamelings finale
toestande, terwyl ? enige links-assosiatiewe versamelingsoperasie op die tale wat met
die verskeie versamelings aanvaartoestande verband hou, voorstel. Ons ondersoek en
vergelyk die beskrywingskompleksiteit van verskeie taaloperasies, naamlik snyding,
vereniging, relatiewe komplement (of verskil), simmetriese verskil en komplement,
vir uneˆre XNFA en uneˆre ?-XNFA.
iv
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Chapter 1
Introduction
Symmetric difference nondeterministic finite state automata (XNFA), first intro-
duced in [31], are an instance of generalised nondeterminism that typically exhibit
cyclic behaviour. This is due to the fact that the behaviour of an NFA is repre-
sented by the union of all its possible computation paths, while the behaviour of
an XNFA is represented by the symmetric difference of all its possible computation
paths. This difference is evidenced when applying the subset construction in order
to find equivalent DFA, but it also has bearing on their respective definitions of ac-
ceptance. XNFA, specifically, exhibit so-called parity acceptance, which states that
input is accepted if an odd number of paths lead to final states on a given input.
Alternative acceptance conditions, such as self-verification and various accep-
tance conditions associated with ω-automata, have been studied extensively for typ-
ical NFA [2; 6; 12; 13; 14; 23; 25], but have not been fully investigated for XNFA. A
study of various acceptance conditions, which amounts to the addition or removal
of certain constraints upon XNFA, would contribute to a fuller understanding of
various aspects of the cyclic behaviour of XNFA.
Contrary to typical NFA, XNFA are most effectively studied with reference to the
characteristic polynomials associated with each XNFA. These polynomials are found
by considering the so-called transition matrices of XNFA, i.e., matrices that encode
the transitions on each alphabet symbol of the XNFA. Such matrices consist of ones
and zeroes, and in keeping with the symmetric difference character of XNFA, their
characteristic polynomials are defined over the finite field of two elements, namely
GF (2), where addition is defined as XOR.
We therefore approach the question of studying alternative acceptance conditions
for XNFA from a descriptional complexity point of view, via the mechanism of
considering the characteristic polynomials associated with XNFA.
Self-verifying NFA (SV-NFA), which require that an automaton give an explicit,
“trustworthy” result on any input, have two sets of final states, namely accept states
1
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CHAPTER 1. INTRODUCTION 2
and reject states. We investigate how self-verification might be applied to XNFA,
especially in light of parity acceptance, resulting in so-called self-verifying XNFA
(SV-XNFA).
We consider self-verification as an instance of generalised acceptance, which al-
lows multiple sets of final states, and we investigate another such instance, namely
?-XNFA. The difference between SV-XNFA and ?-XNFA is found in the nature of
the constraints and meaning associated with multiple sets of final states. In the case
of SV-XNFA, the two sets are associated with acceptance and rejection, and must
be chosen so that the automaton provides an explicit accept or reject result on any
input. In the case of ?-XNFA, any finite number of sets of final states is possible,
and ? is a left-associative set operation applied to the result associated with each
set of final states.
We establish state complexity bounds on determinising SV-XNFA, based on the
insight that a choice of accept and reject states which results in a succinct SV-XNFA
is possible only if X+1 is a factor of the polynomials associated with a given XNFA.
?-XNFA provide a natural context within which to study various set operations
on languages represented by XNFA. We establish some descriptional complexity
bounds for the operations of intersection, union, relative complement (or difference),
symmetric difference and complement for unary XNFA and ?-XNFA, showing that
in the case of intersection, union and relative complement, there exists a gap be-
tween ?-XNFA and XNFA, which we conjecture to be at least polynomial. However,
for symmetric difference and complement, the bounds for ?-XNFA and XNFA are
equal. Therefore, while our results show that ?-XNFA are suitable for representing
some languages more succinctly than XNFA, they also serve to highlight the char-
acteristic properties of XNFA that enable them to succinctly represent certain kinds
of languages.
We find, therefore, that the notion of generalised acceptance is a valuable tool
for investigating the behaviour of XNFA in general, as well as a means of providing
more succinct representations of certain languages than what is possible with XNFA.
Stellenbosch University  https://scholar.sun.ac.za
Chapter 2
Background
Symmetric difference nondeterministic finite state automata (XNFA) were first in-
troduced as instances of generalised nondeterminism by Van Zijl in [31]. Typical
nondeterministic finite state automata (NFA) are characterised by the union set
operation, in the sense that the equivalent deterministic finite automaton (DFA) is
found through the subset construction [24] by taking the union of all possible non-
deterministic states in which the NFA can be at any given point. In other words,
when considering the computation tree of the NFA when reading an input word, the
union of all the states at the same depth in the tree is used to form the equivalent
DFA state (see Example 1, page 11). Generalised nondeterminism generalises this
aspect of the behaviour of finite state automata, by allowing any binary symmetric
set operation to be used in the subset construction. In particular, XNFA are the
instance where the behaviour of the automaton is characterised by the symmetric
difference set operation.
We give a small comparative example: consider the unary automaton given in
Figure 2.1. Its initial state is q0 and its final states are q1 and q2. If we consider it
as an NFA, Figure 2.2 shows its computation tree on input a5. There are 12 leaf
nodes, and hence there are 12 paths through the automaton that could possibly lead
to acceptance on input a5. As it happens, nine of these paths do lead to accept states.
On the other hand, if we consider the automaton as an XNFA, Figure 2.3 shows its
computation tree on the same input a5. Here, after reading a3, the characteristic
symmetric difference behaviour of XNFA becomes apparent. Only input for which
an odd number of paths exist can be accepted, and hence, at each level of the tree,
any state with an even number of paths leading to it can be pruned from the tree, as
indicated in grey. This leads to a much slimmer tree, with only two leaf nodes and
hence only two paths through the automaton that could possibly lead to acceptance
on input a5. We see that exactly one path leads to an accept state.
An important difference between NFA and XNFA relates to their acceptance
3
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q0start
q1
q2
δ a
q0 {q2}
q1 {q0, q1}
q2 {q1, q2}
Figure 2.1: (X)NFA with transition table
q0start
q2
q1 q2
q1q0 q1 q2
q0q1q0q2 q1 q1 q2
q2 q0q1q0q2q2q1 q1 q0 q1 q1 q2
Figure 2.2: Computation tree of NFA
conditions: an NFA accepts a word w if a single accept state is among any of the
states reached on w, while an XNFA accepts a word w if among the states reached
on w, an odd number are accept states. This is known as parity acceptance [33],
and reflects the parity character of the symmetric difference operation on sets – an
element is in the symmetric difference of two sets if it belongs to either, but not
both, sets. In the automaton sense, the NFA considers whether any path leads to
a final state, while the XNFA considers whether there is an odd number of paths
leading to a final state. In our example above, note that after reading a2, both the
NFA and the XNFA have two paths that reach final states. This means that the
NFA accepts a2, but since two is an even number, the XNFA rejects a2.
Given parity acceptance, XNFA have been shown [28] to be equivalent to weighted
automata over the finite field of two elements, namely GF (2), and are known to typ-
ically have equivalent DFA that consist of cycles, which in the unary case are similar
to the cycles of linear feedback shift registers (LFSRs) [33]. Hence, XNFA can, for
example, be used for random number generation [33].
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q0start
q2
q1 q2
q1q0 q1 q2
q2 q1 q2
q0 q1
Figure 2.3: Computation tree of XNFA
XNFA are particularly interesting from a descriptional complexity point of view.
For example, the tight upper bound on the number of states of a DFA equivalent
to a given n-state unary XNFA is 2n − 1 [34], while the upper bound is e
√
n log n for
unary NFA [4]. Furthermore, Champarnaud et al. show in [3] that, compared to
NFA, a larger number of regular languages can be succinctly represented by XNFA.
Other results related to descriptional complexity are work done on minimisa-
tion of XNFA for both the unary case by Van Zijl in [37], as well as for larger
alphabets by Vuillemin and Gama in [39], and ambiguity [27; 30; 36]. It has also
been shown that XNFA provide a normal form representation of languages, since
L = L′ ⇒ MXA(L) = MXA(L′), where MXA(L) is the normalised minimal XNFA
that accepts L [38]. The question of magic numbers for XNFA has also been stud-
ied [35].
The emphasis in previous work has been on various aspects of the descriptional
complexity of XNFA, and often the results have been presented in comparison to
results for NFA. One aspect that has not been fully investigated for XNFA is that
of alternative acceptance conditions. For NFA, various kinds of acceptance con-
ditions have been studied, including, for example, results for various kinds of ω-
automata [2; 23; 25], as well as self-verifying acceptance [12]. In this work, we study
certain alternative acceptance conditions in order to contribute to a more complete
understanding of XNFA. Specifically, we define the notion of generalised acceptance
for XNFA, focusing on two instances, namely self-verifying XNFA (SV-XNFA) in
Chapter 4 and ?-XNFA, which we introduce in Chapter 5. The latter will be used
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to shed some light on the descriptional complexity of operations on languages rep-
resented by XNFA. Note that ?-XNFA, introduced in this work as an instance of
generalised acceptance for XNFA, should not be confused with ?-NFA, introduced
in [31] as automata with generalised nondeterminism.
Self-verifying nondeterministic finite automata (SV-NFA) were originally intro-
duced in the context of Las Vegas computation [6; 12; 13; 14], and involves the
definition of two sets of final states for a single NFA, namely a set of accept states
and a set of reject states. A Las Vegas computation on a self-verifying automaton
searches through possible paths on a given input and stops when a path ending in
either an accept state or a reject state is reached. Contrary to traditional NFA,
where rejection is the result of failing to find a path that ends in an accept state,
reaching a reject state in a self-verifying automaton confirms that the input word is
not in the language accepted by the automaton. In fact, it is required that on any
possible input, at least one path reaches either an accept state or a reject state, and
that on no input two different paths exist that end in opposite kinds of final states.
Hence, for any input word w, an SV-NFA returns an explicit accept or reject result.
The descriptional complexity of SV-NFA has been studied extensively, with Ji-
raskova and Pighizzini [16] providing a tight upper bound for non-unary alphabets
as a function g(n) on the number of NFA states, where g(n) grows like 3
n
3 . For
unary alphabets, Geffert and Pighizzini [7] give a lower bound of eΩ(
3√
n·ln2n). Fur-
thermore, Jira´sek et al. [15] prove tight complexity bounds on various non-unary
operations on languages represented by SV-NFA, namely complement, intersection,
union, relative complement (or difference), symmetric difference, reversal, star, left
and right quotients, and an asymptotically tight bound on concatenation.
The descriptional complexity of Las Vegas automata has also been studied on so-
called promise problems [8]. In [9], promise problems are described as problems that
partition the set of all possible inputs into three subsets, namely strings representing
YES-instances (or accepted strings), strings representing NO-instances (or rejected
strings) and the set of disallowed strings (strings “promised” not to be presented to
the automaton). In [8], Geffert shows that the gap between Las Vegas automata and
DFA on promise problems is exponential. In [22], Moreira and Pighizzini define so-
called Don’t Care NFA and Don’t Care DFA in order to consider a similar problem.
Don’t Care automata (dcNFA) have accepting and rejecting states, but there is no
requirement that an explicit result be given on any possible input. The complexity
of minimisation of Don’t Care automata has been shown to be NP-complete in the
deterministic case, and PSPACE-hard in the nondeterministic case [22].
In this work, we apply the concept of self-verification to XNFA. Self-verification
imposes certain constraints on nondeterministic automata, and hence in applying
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the notion to XNFA, we study the consequences of these constraints on XNFA. We
therefore consider the descriptional complexity of self-verifying XNFA (SV-XNFA)
in terms of deriving equivalent minimal deterministic automata. Since XNFA have
parity acceptance, which requires counting the number of paths to final states, a
straight forward application of self-verification to XNFA removes the relationship to
Las Vegas computations that exists for SV-NFA. However, studying the descriptional
complexity of SV-XNFA leads to a fuller understanding of the characteristic cyclical
behaviour of XNFA.
Given that self-verification involves two sets of final states with specific meaning
associated with each (namely accept and reject), along with specific constraints
attached, we may reasonably ask in which ways this can be generalised. For example,
dcNFA also have two sets of states that represent acceptance and rejection, but with
fewer constraints. We therefore define generalised acceptance for XNFA as the notion
that there may be any finite number of sets of final states, while any specific instance
of generalised acceptance may determine the meaning that is associated with the
sets of final states.
The remainder of this dissertation is structured as follows. In Chapter 3, we
provide an overview of XNFA, highlighting the properties that are relevant to this
study. We then define generalised acceptance for XNFA, and mention two specific
instances, namely self-verifying XNFA and so-called ?-XNFA, with ? representing
any left-associative set operation.
In Chapter 4, we provide descriptional complexity results for determinising SV-
XNFA, providing a tight bound for the unary case of 2n−1 − 1 and upper and lower
bounds for larger alphabets, namely 2n − 1 and 2n−1 respectively. One of the ques-
tions discussed is the influence of parity acceptance on how self-verification is to
be appropriately applied to XNFA. The original context for SV-NFA is that of Las
Vegas computation, where a single instance of a path ending in a final state is confir-
mation that the input is accepted or rejected (depending on the kind of final state).
This is similar to the fact that for NFA, a single instance of a path ending in an
accept state is confirmation that the input is accepted. For XNFA, however, parity
acceptance requires knowledge of the number of paths that end in accept states, and
therefore similarly, SV-XNFA must in some way incorporate such knowledge. As
we will see, two approaches seem reasonable, and we discuss the relative merits of
both.
In Chapter 5, we define ?-XNFA as another instance of generalised acceptance in
order to illustrate certain aspects of descriptional complexity bounds for operations
on unary languages represented by XNFA. We provide upper and lower descriptional
complexity bounds for the union, intersection, symmetric difference and relative
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complement operations on unary languages represented by XNFA, before showing
that in the cases of union, intersection and relative complement, unary ?-XNFA
have improved bounds over those of XNFA. We conjecture that this gap is at least
polynomial, and hence that ?-XNFA can be used to succinctly represent a larger
number of unary languages than XNFA. In the case of the symmetric difference
operation, the bound is identical for XNFA and ?-XNFA, and we discuss how this
highlights certain useful properties of XNFA.
Finally, we conclude in Chapter 6 with a discussion of the results presented, as
well as considering possible avenues for future research.
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Chapter 3
Symmetric difference
nondeterministic finite state
automata
In this chapter we provide a brief introduction to symmetric difference nondetermin-
istic finite state automata (XNFA). We first describe XNFA in terms of generalised
nondeterminism, introduced in [31], and then present XNFA as weighted automata
over the finite field of two elements, or GF (2). We give an overview of the properties
of unary and r-ary XNFA that lay the foundation for the work in Chapters 4 and
5, before introducing and defining the concept of generalised acceptance for XNFA,
which forms the central theme of this work.
3.1 XNFA as instances of generalised nondeterminism
In this section, we show how typical NFA and XNFA are both instances of generalised
nondeterminism, with NFA behaviour characterised by the union set operation,
while XNFA behaviour is characterised by the symmetric difference set operation.
An NFA N is a five-tuple N = (Q,Σ, δ, Q0, F ), where Q is a finite set of states,
Σ is a finite alphabet, δ : Q × Σ → 2Q is a transition function (where 2Q indicates
the power set of Q), Q0 ⊆ Q is a set of initial states, and F ⊆ Q is the set of final,
or acceptance, states.
The transition function can be extended to δ : 2Q × Σ → 2Q in the following
way:
δ(A, σ) =
⋃
q∈A
δ(q, σ) .
9
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Furthermore, δ can be extended to strings in the Kleene closure Σ∗ of the alpha-
bet by
δ(A, ) = A and
δ(A,wa) = δ(δ(A,w), a) for each w ∈ Σ∗ and each a ∈ Σ.
An NFA N is said to accept a string w ∈ Σ∗ if and only if δ(Q0, w) ∩ F 6= ∅,
and the set of all strings (also called words) accepted by N is the language L(N)
accepted by N . Any NFA has an equivalent DFA which accepts the same language.
The DFA ND = (QD,Σ, δD, Q0, FD) that is equivalent to a given NFA is found by
performing the subset construction [11], so that QD consists of sets of states from Q.
In essence, the subset construction keeps track of all the states that the NFA may
be in at the same time, and forms the states of the equivalent DFA by a grouping
of the states of the NFA. In short,
δD(A, σ) =
⋃
q∈A
δ(q, σ)
for any A ⊆ Q and σ ∈ Σ. Any A is a final state in the DFA if A ∩ F 6= ∅.
In terms of generalised nondeterminism [31], NFA are known as ∪-NFA, since
the union set operation is used to define their behaviour.
A symmetric difference NFA (XNFA) is defined similarly to an NFA, except that
their behaviour is defined by the symmetric difference set operation. For any two
sets A and B, the symmetric difference is given by
A⊕B = (A ∪B) \ (A ∩B) .
More specifically, an XNFA N⊕ is a five-tuple N⊕ = (Q,Σ, δ, Q0, F ), with
each element defined as for NFA with the exception of δ, which is extended to
δ : 2Q × Σ→ 2Q in the following way:
δ(A, σ) =
⊕
q∈A
δ(q, σ) .
Just as for NFA, δ can be extended to strings in the Kleene closure Σ∗ of the
alphabet.
An XNFA N⊕ is said to accept a string w ∈ Σ∗ if and only if |δ(Q0, w) ∩ F |
is odd, as an analogy to the symmetric difference set operation [38], also known as
parity acceptance. In other words, an odd number of paths labeled w must lead to
final states. The set of all strings (also called words) accepted by N⊕ is the language
L(N⊕).
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To determine the equivalent deterministic finite automaton, which we denote
with XDFA for clarity, the subset construction is applied as
δD(A, σ) =
⊕
q∈A
δ(q, σ)
for any A ⊆ Q and σ ∈ Σ.
The XDFA is denoted with ND,⊕ = (QD,Σ, δD, Q0, FD). An XDFA final state
contains an odd number of final XNFA states. Since an equivalent deterministic
finite automaton can be found for any given XNFA, XNFA accept the class of regular
languages [38], and in terms of generalised nondeterminism are known as⊕-NFA [31].
Example 1. Let N = (Q,Σ, δ, Q0, F ) be some unary nondeterministic finite au-
tomaton, with Q = {q0, q1, q2, q3}, Σ = {a}, Q0 = F = {q0} and δ as given below.
δ a
q0 {q1}
q1 {q2}
q2 {q3}
q3 {q0, q2, q3}
If we interpret N as a ∪-NFA, the transition function that results from apply-
ing the subset construction is δDFA, shown in Table 3.1
1. However, if we inter-
pret N as a ⊕-NFA, the transition function that results from applying the subset
construction is δXDFA, shown in Table 3.2. Let us compare the transitions from
state [q0, q2, q3] in the two tables. In both, we have δ([q0], a) = [q1], δ([q1], a) = [q2],
and δ([q3], a) = [q0, q2, q3]. Therefore, in Table 3.1, δ([q0, q2, q3], a) = [q0, q1, q2, q3],
since {q1} ∪ {q2} ∪ {q0, q2, q3} = {q0, q1, q2, q3}. On the other hand, in Table 3.2,
δ([q0, q2, q3], a) = [q0, q1, q2], since {q1} ⊕ {q2} ⊕ {q0, q2, q3} = {q0, q1, q2}.
Table 3.1: Transition function of NDFA
δDFA a
→ [q0] [q1]
[q1] [q2]
[q2] [q3]
[q3] [q0, q2, q3]
← [q0, q2, q3] [q0, q1, q2, q3]
← [q0, q1, q2, q3] [q0, q1, q2, q3]
Table 3.2: Transition function of NXDFA
δXDFA a
→ [q0] [q1]
[q1] [q2]
[q2] [q3]
[q3] [q0, q2, q3]
← [q0, q2, q3] [q0, q1, q2]
← [q0, q1, q2] [q1, q2, q3]
[q1, q2, q3] [q0]
1For notational convenience, we indicate initial states with the arrow →, and final states with
the arrow ←.
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For clarity, we indicate DFA and XDFA states with square brackets and use
curly brackets when referring specifically to sets of states in the context of NFA
and XNFA. However, we may still treat DFA and XDFA states as sets, by, for
example, using the standard notation for indicating the membership of elements,
i.e. q0 ∈ [q0, q1, q2].
3.2 XNFA as weighted automata over GF (2)
XNFA have been shown in [29; 38] to be equivalent to weighted automata over the
finite field (Galois field) of two elements, or GF (2). The finite field GF (2) consists
of the elements 1 and 0. Multiplication is defined as usual, which means that it is
equivalent to the boolean AND operation. Addition, however, is defined as shown
in Table 3.3, and hence is equivalent to the boolean XOR operation. Specifically, in
GF (2), 1 + 1 = 0. Note also that in GF (2), a− b = a+ b.
Table 3.3: Addition in GF (2)
+ 0 1
0 0 1
1 1 0
Let N = (Q,Σ, δ, Q0, F ) be a unary XNFA with n states and Σ = {a}. We can
represent the transition function δ : Q×Σ→ 2Q as an n×n matrix M over GF (2) of
which the (p, q)-th entry represents the weight (1 or 0) of the transition from p to q.
Note that by assigning a weight of zero to non-transitions, the weighted automaton
is defined to be complete, even if the XNFA is partial. The resulting matrix has a
characteristic polynomial c(X) = det(XI −M), where I is the identity matrix. In
this section we discuss the unary case, where a single matrix encodes all transitions.
For larger alphabets, each letter in Σ is associated with a binary transition matrix
as described. We discuss the case of r-ary XNFA more fully in Section 3.5.
Besides encoding δ in the transition matrix, we encode the initial states Q0 as a
vector of length n of elements in GF (2), namely v(Q0) = [q00 q01 · · · q0n−1 ], where
q0i = 1 if qi ∈ Q0 and q0i = 0 otherwise. Similarly, we encode the final states as a
vector of length n, namely v(F ) = [qF0 qF1 · · · qFn−1 ]. We abuse notation by letting
δ : Q× Σ→ 2Q (a function to sets of states) and δ : Q× Σ→ [GF (2)]n (a function
to vectors of length n over GF (2)) depending on the context. Then the weight of a
word wk of length k is given by
∆(wk) = v(Q0)M
kv(F )T .
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In fact, v(Q0)M
k is a vector that encodes the XNFA states reachable from the
initial states after reading k letters, or equivalently, it encodes the XDFA state that
is reached from the initial state after reading k letters. That is, v(Q0)M
k encodes
δ(Q0, wk).
The important advantage of this interpretation is the fact that one can perform
a so-called change of basis on the transition matrix and initial and final state vectors
of an XNFA to produce an equivalent XNFA. This ability is essential in, for example,
minimisation algorithms for XNFA [29].
Given an XNFA N as above, let N ′ = (Q,Σ, δ′, Q′0, F ′) be another XNFA, with
transition matrix M ′ = A−1MA for some non-singular n× n matrix A, and let Q′0
and F ′ be such that v(Q′0) = v(Q0)A and v(F ′)T = A−1v(F )T . Then
∆′(wk) = v(Q′0)(M
′)kv(F ′)T
= v(Q0)A(A
−1MA)kA−1v(F )T
= v(Q0)M
kv(F )T
= ∆(wk) .
That is, for any existing XNFA with some transition matrix M , we can perform a
change of basis to obtain M ′ = A−1MA, v(Q′0) = v(Q0)A and v(F ′)T = A−1v(F )T .
This represents the transition matrix, initial state vector and final state vector of a
different XNFA that accepts the same language.
The following example illustrates how vector arithmetic in GF (2) is used to
determine if a word is accepted by the XNFA.
Example 2. Let us consider again the XNFA N introduced in Example 1. The
transition function δ is given by the following matrix:
M =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1

Q0 = {q0} is encoded as v(Q0) = [ 1 0 0 0 ], and let F = {q0, q1} which is encoded
as v(F ) = [ 1 1 0 0 ]. Suppose we have input word a5.
Then the states reached after reading the entire input word is encoded by v(Q0)M
5:
[
1 0 0 0
]
×

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1

5
=
[
1 1 1 0
]
.
That is, δ(q0, a
5) = {q0, q1, q2}. To determine ∆(a5), we compute v(Q0)M5F T :
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[
1 1 1 0
]
×

1
1
0
0
 = 0 .
We conclude that a5 is not accepted by the XNFA N . Note that F ⊆ {q0, q1, q2}, but
|F ∩ {q0, q1, q2}| = |{q0, q1}| = 2, which confirms that the XDFA state reached on
a5 is not an accept state, since it does not contain an odd number of XNFA accept
states.
The following example shows how a change of basis affects the structures of
XNFA and their equivalent XDFA. Since a change of basis does not affect the lan-
guage accepted by the XNFA, we would expect the structures of the original XDFA
and the new one to be similar, even if the structures of the XNFA are significantly
different.
Example 3. Let N be a 4-state unary XNFA with transition matrix M as given
in Example 2, and let Q0 = {q0} and F = {q0, q1}. The XNFA N is shown in
Figure 3.1, while the equivalent XDFA ND obtained via the subset construction is
shown in Figure 3.2. As pointed out in Example 2, note that a5 is not accepted
by ND. Now, let A be the non-singular matrix given in Figure 3.3, and let M
′ =
q0start
q1
q2
q3
Figure 3.1: Example 3: N
q0start
q1 q2 q3
q1, q2,
q3
q0, q1,
q2
q0, q2,
q3
Figure 3.2: Example 3: ND
A−1MA, v(Q′0) = v(Q0)A and v(F ) = A−1v(F ), so that Q′0 = {q2, q3} and F ′ =
{q0, q3}, with M ′ given in Figure 3.4. The resulting XNFA N ′ and its equivalent
XDFA N ′D are shown in Figures 3.5 and 3.6. Note that ND and N
′
D clearly accept
the same language.
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A =

0 0 1 1
1 0 0 0
1 1 0 1
0 1 0 0

Figure 3.3: Change matrix A
M ′ =

1 1 0 1
1 0 1 0
1 0 1 1
0 0 1 1

Figure 3.4: Transition matrix M ′
q2start
q3start
q0
q1
Figure 3.5: Example 3: N ′
q2, q3start
q0
q0, q1,
q3
q1
q3 q1, q2 q0, q2
Figure 3.6: Example 3: N ′D
3.3 Unary XNFA: Polynomials and matrices in GF (2)
In this section, we continue to consider unary XNFA in order to present some useful
properties, which we will be able to apply to XNFA with larger alphabets as well.
It is possible to determine certain characteristics of unary XNFA by considering the
properties of their transition matrices, especially with regards to the characteris-
tic polynomial associated with each matrix. More specifically, unary XNFA have
been shown to have equivalent cyclic behaviour to linear feedback shift registers
(LFSRs) [32], and we now give some relevant results from [26] relating the cyclic
properties of LFSRs, and hence of unary XNFA, to their associated matrices and
characteristic polynomials over GF (2).
Any n×nmatrixM overGF (2) has a characteristic polynomial c(X) = det(XI−
M). On the other hand, every polynomial c(X) over GF (2) is the characteristic
polynomial of some matrix M of the form shown in Fig. 3.7.
The matrix M is said to be the normal form matrix of c(X), and to be in
canonical form.
Each c(X) is also associated with a so-called companion matrix, as stated in the
next theorem.
Theorem 1. [26] Every matrix M over GF (2) with characteristic polynomial c(X)
is similar2 to a matrix M ′ of the form shown in Figure 3.8, where each of the
2Two n× n matrices A and A′ are similar if there exists some non-singular n× n matrix B so
that A′ = B−1AB.
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M =

0 1 0 · · · · · · 0 0
0 0 1 0 0
0 0 0
. . . 0 0
...
...
...
. . .
...
...
0 0 0 1 0
0 0 0 · · · · · · 0 1
c0 c1 c2 · · · · · · cn−2 cn−1

Figure 3.7: Normal form matrix of c(X)
M ′ =

A1 0 . . . 0
0 A2 . . . 0
...
...
. . .
...
0 0 . . . Am

Figure 3.8: Block diagonal matrix of normal form matrices
submatrices Ai is a normal form matrix of a polynomial that is irreducible over
GF (2) or a power of a polynomial that is irreducible over GF (2), and the 0’s are 0-
submatrices of appropriate sizes. The matrix M ′ is said to be the companion matrix
of c(X).
Each block in the companion matrix M of some c(X) represents a smaller au-
tomaton of which the characteristic polynomial is irreducible or is a power of an
irreducible polynomial. If c(X) has different factors, so that M has more than one
block on the diagonal, the automaton can be thought of as a composite machine,
where cycles from different blocks combine to form new cycles. This is made more
clear in Theorem 4 on page 18.
When the subset construction is used on some XNFA with state set Q to obtain
an equivalent XDFA, the resulting XDFA states are subsets of Q. Given a set of
states Q = {q0, q1, ..., qn−1}, in the following lemma from [26], it will be convenient
to refer to an XDFA state, namely ds ⊆ Q, as s = 〈sn−1, sn−2, . . . , s1, s0〉, where
si = 1 if qi ∈ ds and 0 otherwise.
Lemma 2. [26] Let Mσ be a transition matrix representing transitions on σ for some
XNFA N , with characteristic polynomial cσ(X), and let Mσ be in canonical form.
We may regard 2Q as representing the set of all possible states of the equivalent
XDFA ND. Then, let f be a bijection of the states from 2
Q onto polynomials of
degree n−1, such that f maps the state s = 〈sn−1, sn−2, ..., s1, s0〉 into the polynomial
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f(s) = sn−1Xn−1 + sn−2Xn−2 + · · ·+ s1X + s0. Then f maps the state s ·Mσ into
the polynomial Xf(s) mod cσ(X).
Lemma 2 provides a mapping between polynomials over GF (2) and the states of
XDFA that are obtained via subset construction on unary XNFA with normal form
transition matrices. The XDFA state arrived at after a transition from state s on
σ corresponds to the polynomial which results from multiplying (multiplying) f(s)
by X in the polynomial algebra of GF (2)[X] modulo c(X). We illustrate this in the
next example.
Example 4. Consider again the transition matrix for the XNFA given in Example 2
and the corresponding XDFA transition table, given below.
δXDFA a
→ [q0] [q1]
[q1] [q2]
[q2] [q3]
[q3] [q0, q2, q3]
← [q0, q2, q3] [q0, q1, q2]
← [q0, q1, q2] [q1, q2, q3]
[q1, q2, q3] [q0]
M =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1

The characteristic polynomial of the matrix is c(X) = X4+X3+X2+1. We see,
for example, that δD({q0, q1, q2}, a) = {q1, q2, q3}, and it is clear that this corresponds
to X(X2 +X + 1) = X3 +X2 +X. In the case of δD({q0, q2, q3}, a) = {q0, q1, q2},
we have X(X3 +X2 + 1) = X4 +X3 +X. However,
(X4 +X3 +X) mod (X4 +X3 +X2 + 1) = X2 +X + 1 ,
which is consistent with Lemma 2.
Note that the number of polynomials over GF (2) modulo some c(X) of degree n
is exactly 2n, including the zero polynomial. This corresponds to 2n subsets of a set
of states of size n, including the empty set. By Lemma 2, for a given normal form
n× n matrix, a transition from any subset of states to its successor corresponds to
multiplying its associated polynomial by X. If this is done for each subset of states,
or equivalently, each possible XDFA state, a cyclic structure emerges. Furthermore,
since XDFA structures are preserved under a change of basis, each c(X) over GF (2)
is associated with a specific cycle structure, induced by any matrix for which it is
the characteristic polynomial.
In this work we consider only matrices that are non-singular, since the cycle struc-
tures induced by singular matrices consist of cycles with various transient heads [26].
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From a descriptional complexity point of view, such matrices are not interesting, be-
cause they do not result in large XDFA. In Example 7 on page 22 we illustrate why
this is the case.
The following lemma shows that we therefore only need to consider polynomials
that do not have X as a factor.
Lemma 3. The normal form matrix of a polynomial over GF (2) is singular if and
only if X is a factor of the polynomial.
Proof. Let c(X) be some polynomial over GF (2) of degree n. The coefficient of
X0 is zero if and only if X is a factor of c(X), and so in the normal form matrix,
M0,n−1 = 0. Then det(M) = 0, which is equivalent to M being singular [5].
Since all similar matrices yield the same cycle structure, we can exclude all
matrices of which the characteristic polynomial has X as a factor.
Theorem 4 below describes the possible cycle structures associated with polyno-
mials that do not have X as a factor. Specifically, the properties of the characteristic
polynomial of a unary XNFA N allow conclusions about the possible lengths and
number of the cycles of states of its equivalent XDFA ND (see [20] in particular,
as well as for example [5; 26; 32]). The choice of initial states for an XNFA deter-
mines which cycle in its polynomial cycle structure represents the equivalent XDFA.
We say that some c(X) is the characteristic polynomial of some XNFA, if it is the
characteristic polynomial of its transition matrix.
We give the following definition from [26], which is used in the theorem that
follows.
Definition 1. [26] For any monic3 polynomial f(X) over GF (2), the period of
f(X) is defined to be the least integer k such that f(X) divides Xk − 1.
In the next theorem, the empty cycle is the cycle that contains the “empty”
XDFA state, or the empty subset of XNFA states, which corresponds to the zero
polynomial. Since 0 · X = 0, according to Lemma 2, we would have δD(∅, a) = ∅.
However, the notion of an empty state need not be considered in the context of
XDFA states obtained via the subset construction, and so we only consider the
empty state in the context of the cycle structure of the polynomial, and not as part
of a possible XDFA.
Theorem 4. [26] Let c(X) be a polynomial of degree n over GF (2) that does not
have X as a factor.
3A monic polynomial is a polynomial of the form Xn + cn−1Xn−1 · · · c1X + c0; that is, a
univariate polynomial for which the coefficient of the highest order term is 1.
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• If c(X) is a primitive irreducible polynomial over GF (2)4, then c(X) has a
single cycle of length 2n − 1, as well as the empty cycle of length 1.
• If c(X) is an irreducible but not primitive polynomial over GF (2), then c(X)
has (2n − 1)/b cycles of length b, where b is a factor of 2n − 1, as well as the
empty cycle of length 1. In fact, b is the period of c(X).
• If c(X) = φ(X)m is the power of an irreducible polynomial φ(X) with degree
d over GF (2), we let ki be the period of φ(X)
i for each i such that 1 ≤ i ≤ m.
Then c(X) has the empty cycle of length 1, and all the non-empty states lie
on µi distinct cycles of length ki, where
µi = (2
di − 2d(i−1))/ki , for 1 ≤ i ≤ m .
• If c(X) is a reducible polynomial over GF (2), consider its companion matrix.
For each cycle of length ki induced by block Ai in the companion matrix and
for each cycle of length kj induced by block Aj, c(X) has gcd(ki, kj) cycles of
length lcm(ki, kj).
We now give an example of each of these cases.
Example 5. Consider the following four polynomials:
ca(X) = X
4 +X + 1
cb(X) = X
4 +X3 +X2 +X + 1
cc(X) = X
4 +X2 + 1
cd(X) = X
4 +X3 +X2 + 1
By Theorem 4, we would expect the cycle structures as listed in Table 3.4.
The polynomials ca(X) and cb(X) are relatively straight forward as they are
irreducible. The polynomial ca(X) is primitive and leads to a single cycle, while
cb(X) is non-primitive, and hence leads to several cycles of the same length. Let us
look more closely at cc(X) and cd(X), which are both reducible polynomials. The
polynomial cc(X) is a power of the irreducible polynomial φ(X) = X
2 +X + 1. First
we set i = 1. The period of (X2+X+1)1 is the least integer k1 such that (X
2+X+1)1
divides Xk1 − 1. We have X2 +X + 1 | X3 − 1, and so k1 = 3. Then we have
µ1 = (2
2·1 − 22·0)/3
= (4− 1)/3 = 1 .
4A primitive polynomial of degree n over GF (2) generates all elements in GF (2n). That is, a
polynomial over GF (2) is primitive if it has a root α such that {0, 1, α, α2, ..., α2n−1} is the field
GF (2n).
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Table 3.4: Example 5: cycle structures of polynomials
Polynomial Factors Cycles
ca(X) X
4 +X + 1 1 cycle of length 15,
empty cycle of length 1
cb(X) X
4 +X3 +X2 +X + 1 3 cycles of length 5,
empty cycle of length 1
cc(X) (X
2 +X + 1)2 1 cycle of length 3,
2 cycles of length 6,
empty cycle of length 1
cd(X) (X + 1)(X
3 +X + 1) 1 cycle of length 1,
2 cycles of length 7,
empty cycle of length 1
Hence, cc(X) has one cycle of length three. We now set i = 2, then k2 = 6, since
(X2 +X + 1)2 |X6 − 1. Then we have
µ1 = (2
2·2 − 22·1)/6
= (16− 4)/6 = 2 .
Hence, cc(X) has two cycles of length six.
The polynomials cd(X) is a reducible polynomial with factors φ1(X) = X + 1
and φ2(X) = X
3 +X + 1. Besides the empty cycles, which we designate ε1 and ε2,
these two factors induce one cycle of length one and one cycle of length 23 − 1 = 7,
respectively. The cycles combine in the following way to produce new cycles:
1. X + 1 and ε2: gcd(1, 1) cycles of length lcm(1, 1), i.e. one cycle of length one
2. X + 1 and X3 + X + 1: gcd(1, 7) cycles of length lcm(1, 7), i.e. one cycle of
length seven
3. ε1 and ε2: gcd(1, 1) cycles of length lcm(1, 1), i.e. one cycle of length one
4. ε1 and X
3 +X+1: gcd(1, 7) cycles of length lcm(1, 7), i.e. one cycle of length
seven
Note that two cycles of length one are induced, of which one must be the empty
cycle.
The following example shows that if δ is extended to be a function from sets
of states to sets of states, the resulting transition table corresponds to the cycle
structure predicted by the characteristic polynomial of the transition matrix.
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q0
q1 q2 q3
q1, q2,
q3
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q2
q0, q2,
q3
q0, q1
q1, q2 q2, q3 q0, q2
q0, q1,
q2, q3
q0, q3 q1, q3
q0, q1,
q3
∅
Figure 3.9: Example 6: cycle structure
Example 6. In Examples 1 and 2, the transition function δ of the XNFA N was
only defined for states that can be reached from the initial state q0. If we consider the
extension of δ as δ : 2Q×Σ→ 2Q, which is, in fact, equivalent to δD of the equivalent
XDFA ND, the possible transitions are as shown in Table 3.5. The resulting cycle
structure is shown in Figure 3.9. Note that, since the transition matrix M of N has
characteristic polynomial c(X) = X4 + X3 + X2 + 1, the cycle structure is exactly
as described in Example 5 for cd(X).
Table 3.5: Example 6: expanded definition of δD
δD a
[q0] [q1]
[q1] [q2]
[q2] [q3]
[q3] [q0, q2, q3]
[q0, q1] [q1, q2]
[q0, q2] [q1, q3]
[q0, q3] [q0, q1, q2, q3]
[q1, q2] [q2, q3]
[q1, q3] [q0, q3]
[q2, q3] [q0, q2]
[q0, q1, q2] [q1, q2, q3]
[q0, q1, q3] [q0, q1, q3]
[q0, q2, q3] [q0, q1, q2]
[q1, q2, q3] [q0]
[q0, q1, q2, q3] [q0, q1]
Now, the characteristic polynomial of M is c(X) = X4 + X3 + X2 + 1 = (X +
1)(X3+X+1). Given Theorem 4, this is exactly the cycle structure we would expect.
The empty cycle, which necessarily has length 1, is always included in the calculation
in Theorem 4, and is shown in grey in Figure 3.9. However, we need not consider
it, except in the context of determining the complete cycle structures associated with
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. SYMMETRIC DIFFERENCE NONDETERMINISTIC FINITE STATE
AUTOMATA 22
characteristic polynomials of XNFA. Furthermore, we can verify that each transition
from a state that maps to a polynomial f(X), as described in Lemma 2, is to the
state that maps to Xf(X). For example, [q2, q3] maps to X
3 +X2. Then
X(X3 +X2) mod (X4 +X3 +X2 + 1) = X4 +X3 mod (X4 +X3 +X2 + 1)
= X2 + 1 .
X2 + 1 maps to [q0, q2] and we see in Table 3.5 that δ([q2, q3]) = [q0, q2]. For
examples of the cycle structures of ca(X), cb(X) and cc(X) discussed in Example 5,
see Appendix A, Example 31.
The following example shows the divergent behaviour of polynomials that have
X as a factor. We choose an arbitrary polynomial c(X) that does not have X as
a factor, and hence leads to a cycle structure where no transient heads are present;
that is, where every state occurs in a cycle. Then, we illustrate how multiplication
by X results in structures where the cycles remain the same size as with c(X), while
the possible transient heads increase in size and number. This illustrates why such
structures are not interesting from a state complexity point of view.
Example 7. Let c(X) = X3 +X2 +X+1, and let c′ = Xc(X) = X4 +X3 +X2 +X
and c′′ = X2c(X) = X5 +X4 +X3 +X2, and let M , M ′ and M ′′ be their respective
normal form matrices. The cycle structure of c(X) is shown in Figure 3.10. The
cycle structure of c′(X), shown in Figure 3.11, is similar, except that for each state
d = [qi1 , qi2 , .., qik ] in the structure of c(X), there is a state d
′ = [qi1+1, qi2+1, .., qik+1],
and one other state leading to d′. The parts of the structure that also occur in the
structure of c(X) are shown in black, while the rest are shown in grey. Again,
the cycle structure of c′′(X) is similar, with the common parts shown in black again.
Now, each “extra” state, d′, has two other states with transitions leading to it, shown
in grey. The only way to reach the states shown in grey is by choosing one of them
as the initial XDFA state, and then only one branch leading to the cycle reached,
which means that the cycle structures of polynomials that have X as a factor do not
lead to maximal XDFA sizes.
In this section we showed how the behaviour of a unary XNFA is characterised
to a large extent by the characteristic polynomial of its transition matrix. In fact,
changing the structure of the XNFA by adding or removing transitions and states
changes the characteristic polynomial in ways that are not immediately evident. For
example, an n-state XNFA with a primitive characteristic polynomial would have
an equivalent XDFA that consists of a single cycle of length 2n− 1. Adding a single
transition may result in an n-state XNFA with a reducible characteristic polynomial
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q0
q1
q2
q0, q1,
q2
q1, q2
q0, q1
q0, q2 ∅
Figure 3.10: Example 7: cycle
structure of c(X)
q1
q2
q3
q1, q2,
q3
q0
q0, q2,
q3
q0, q1,
q3
q0, q1,
q2
q2, q3
q1, q2
q0, q3
q0, q1
q0, q2
q1, q3 ∅
q0, q1,
q2, q3
Figure 3.11: Example 7: cycle structure of c′(X)
of which the cycle structure consists of several cycles that are significantly shorter
than 2n−1. Hence, small changes to the structure of an XNFA may cause profound
changes in its behaviour. Therefore, the approach followed here is to study the be-
haviour of XNFA primarily via their characteristic polynomials, instead of reasoning
about their graph structures. For an example of such a profound change caused by
adding a single transition, see Appendix A, Example 32.
3.4 Unary XNFA: linear recurrences over GF (2)
Unary XNFA also encode linear recurrences over GF (2). In this section we show
how this serves to give some information on how XDFA states occur together in
cycles.
Since the structure of an XDFA is cyclic, for any state dk of the XDFA that is
reached after k letters have been read, there is some integer l so that, if v(dk) = v(Q0)M
k
for some k, then v(dk) = v(Q0)M
l+k. That is, l is the length of the cycle to which
dk belongs.
We introduce the notion of linear recurrences with respect to XNFA to provide
more information about how XDFA states occur together in a cycle. A linear re-
currence over a finite field has a characteristic polynomial [21]. Specifically, the
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∅
Figure 3.12: Example 7: cycle structure of c′′(X)
polynomial c(X) = Xn + cn−1Xn−1 + · · · + c0 characterises the linear recurrence
st = cn−1st−1 + cn−2st−2 + · · ·+ c0st−n. Let c(X) be the characteristic polynomial
of
1. a transition matrix M for an n-state XNFA N , and also for
2. a linear recurrence over GF (2), namely st =
⊕n
i=1 cn−ist−i.
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Let s¯t = [st0 st1 · · · stn−1 ] be a vector of length n of elements in GF (2). Then,
[st0 st1 · · · stn−1 ] = cn−1[st0−1 st1−1 · · · stn−1−1]+
cn−2[st0−2 st1−2 · · · stn−1−2]+
...
+c0[st0−n st1−n · · · stn−1−n] .
(3.1)
That is, s¯t = cn−1s¯t−1 + cn−2s¯t−2 + · · ·+ c0s¯t−n.
Let s¯0 = v(Q0). The linear recurrence and the behaviour of the XNFA are both
characterised by c(X), so s¯1 = v(Q0)M . In general s¯k = v(Q0)M
k. We therefore
have
v(dt) = v(Q0)M
t
= s¯t
= cn−1s¯t−1 + cn−2s¯t−2 + · · ·+ c0s¯t−n
= cn−1v(Q0)M t−1 + cn−2v(Q0)M t−2 + · · ·+ c0v(Q0)M t−n
= cn−1v(dt−1) + cn−2v(dt−2) + · · ·+ c0v(dt−n) .
(3.2)
Therefore, dt =
⊕n
i=1 cn−idt−i. That is, any state in a cycle is the symmetric
difference sum of a certain number of states in the same cycle, and given the cycle,
these states can be determined by inspecting the characteristic polynomial of the
transition matrix.
3.4.1 Notation
In this work we let s¯i refer to either the vector representing some set of states, or
the set of states themselves, depending on the context. We use the symbol ⊕ and its
sigma notation equivalent
⊕
to denote the boolean XOR operation when applied to
boolean ones and zeroes, and the symmetric difference set operation when applied
to sets, and specifically sets of states.
Example 8. Let N be the XNFA in Example 6, with the cycle structure of its
characteristic polynomial c(X) = X4 + X3 + X2 + 1 shown in Figure 3.13. The
corresponding linear recurrence is st = st−1 + st−2 + st−4. We choose an arbitrary
state as s¯t, say [q2, q3], and note that, equivalently,
s¯t = s¯t−1 + s¯t−2 + s¯t−4
[q2, q3] = [q1, q2]⊕ [q0, q1]⊕ [q0, q3]
[ 0 0 1 1 ] = [ 0 1 1 0 ] + [ 1 1 0 0 ] + [ 1 0 0 1 ] .
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q0, q1
q1, q2 q2, q3 q0, q2
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q2, q3
q0, q3 q1, q3
q0, q1,
q3
∅
Figure 3.13: Example 8: cycle structure
3.5 Binary and r-ary XNFA
For unary XNFA, a single matrix encodes all transitions. In the case of binary and
r-ary XNFA, each symbol is associated with a matrix, which encodes the transitions
on the symbol in the same way as for the unary case. That is, if N is an XNFA for
which Σ = {σ1, σ2, ..., σr}, then δ is encoded using r binary matrices, Mσ1 , Mσ2 , ...,
Mσr , which encode transitions on σ1, σ2, ..., σr, respectively.
Example 9. Let N = (Q,Σ, δ, Q0, F ) be a binary XNFA with Σ = {a, b} and with
δ as given in Table 3.6. Let Q0 = {q0} and let F = {q1, q2}.
Table 3.6: Example 9: transition function δ
δ a b
q0 {q1} {q1}
q1 {q2} {q2}
q2 {q0, q1, q2} {q0, q2}
We encode transitions on a and b as matrices Ma and Mb, respectively, shown
in Figures 3.14 and 3.15. These matrices lead to the cycle structures shown in
Figures 3.16 and 3.17. Finally, the equivalent XDFA obtained via the subset con-
struction is shown in Figure 3.18. Notice that the cycle structures associated with
each matrix are present in the binary XDFA.
Ma =
 0 1 00 0 1
1 1 1

Figure 3.14: Example 9: transitions on
a
Mb =
 0 1 00 0 1
1 0 1

Figure 3.15: Example 9: transitions on
b
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Figure 3.16: Example 9: tran-
sitions on a
q0
q1
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q0, q2
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q0, q1
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Figure 3.17: Example 9: tran-
sitions on b
q0start
q1 q2 q0, q2
q1, q2 q0, q1
q0, q1,
q2
a, b
a, b b
b
b
a, b
b
a
a
a
a
Figure 3.18: Example 9: binary XDFA
As with unary XNFA, it is possible to obtain equivalent r-ary XNFA by per-
forming a change of basis on the transition matrices and initial and final state
vectors. Let N = (Q,Σ, δ, Q0, F ) be an r-ary XNFA, with δ encoded by r matri-
ces, Mσ1 ,Mσ2 ,...,Mσr , and let N
′ = (Q,Σ, δ′, Q′0, F ′) be another r-ary XNFA, where
v(Q′0) = v(Q0)A, v(F ′) = A−1v(F ), and M ′σi = A
−1MσiA for 1 ≤ i ≤ r.
Let w = σi1σi2 . . . σik be a word of length k, where σij represents the j-th letter
of w. Then ∆(w) = v(Q0)Mσi1Mσi2 . . .Mσik v(F )
T , and
∆′(w) = v(Q′0)M
′
σi1
M ′σi2 . . .M
′
σik
v(F ′)T
= (v(Q0)A)(A
−1Mσi1A)(A
−1Mσi2A) . . . (A
−1MσikA)(A
−1v(F ))
= v(Q0)Mσi1Mσi2 . . .Mσik v(F )
T
= ∆(w) .
In Example 9, the resulting XDFA contains all 2n−1 non-empty states, primarily
because the transitions on b form a cycle that reaches them all. Clearly, however, it is
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conceivable that a binary XDFA may not reach all the non-empty states for different
cycle structures associated with each symbol. We will present such examples in
Chapter 4.
3.6 Generalised acceptance for XNFA
In the previous sections, and as is usual for finite state automata, XNFA were defined
as having a single set of final states, F , that were interpreted as accepting states.
Specifically, for XNFA, a word w is accepted if an odd number of paths labeled w
end in final states. If zero or an even number of paths lead to final states, w is
rejected.
The notion of multiple sets of final states has been explored for traditional NFA
in the context of self-verifying NFA (SV-NFA) [1; 13; 16], as well as so-called Don’t
Care automata (dcNFA) [22]. In the case of self-verifying automata, there are two
sets of final states, namely accept states and reject states, and it is required that for
any word w, at least one path labelled w leads to a final state and no other path
labelled w leads to a different kind of final state, so that every word is explicitly
accepted or rejected by the automaton [16]. Don’t Care automata also have accept
states and reject states, but there is no requirement that every word have at least
one path leading to final state, although no two paths with the same label can lead
to different kinds of final states [22].
This raises the question of whether and how the notion of two sets of final states
can be applied to XNFA, and in which ways this can be further generalised and
applied to specific issues related to XNFA. We explore the notion of self-verifying
XNFA in Chapter 4 and we define ?-XNFA in Chapter 5 and show how they can
be used to succinctly represent a larger number of languages than can be succinctly
represented by XNFA. For now we define generalised acceptance XNFA, of which
SV-XNFA and ?-XNFA are instances.
Definition 2. A generalised acceptance XNFA (GA-XNFA) is 5-tuple N = (Q,Σ, δ, Q0,F),
where Q represents the states of the automaton, Σ the finite alphabet over which it
is defined, δ : Q × Σ → 2Q the transitions between states, and Q0 the set of initial
states. Finally, F = {F 1, F 2, . . . , F k} is a finite set of sets of final states. Any input
word w is accepted or not with respect to each F ∈ F .
Example 10. Let N be a 3-state binary GA-XNFA with δ given in Table 3.6 on
page 26. Let F = {F 1, F 2}, where F 1 = {q0, q2} and F 2 = {q1, q2}. The GA-XNFA
N is shown in Figure 3.19, with states belonging to F 1 indicated by a double border
and states belonging to F 2 indicated by a thick border. Note that q2 belongs to both.
The equivalent GA-XDFA ND is given in Figure 3.20.
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Figure 3.19: Example 10: N
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q0, q2
q1, q2
q0, q1
q0, q1,
q2
a, b
a, b
b
b
b
a, b
b
a
a
a
a
Figure 3.20: Example 10: ND
We see, for example, that a2 is accepted with respect to both F 1 and F 2, while
a3 is rejected with respect to both. Furthermore, a2b is rejected with respect to F 1
and accepted with respect to F 2.
Each set of final states in F therefore defines a language. We will see in the
next chapter that self-verifying XNFA have two sets of final states, namely F a
and F r, which define an accept language, say La, and the reject language, say Lr,
respectively. The notion of self-verification implies that La ∩ Lr = ∅. In Chapter 5
we explore some the possibilities of set operations on the languages associated with
each set of final states.
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Chapter 4
Self-verifying symmetric
difference automata
In this chapter we consider self-verification as an instance of generalised acceptance.
The notion of self-verification has been defined for typical (union) NFA [1; 13; 16],
and here we consider whether and which ways it can be applied to XNFA.
Self-verifying nondeterministic finite automata (SV-NFA) have two sets of final
states, namely accept states and reject states, while any non-final state is said to be
neutral. That is, any path through the automaton leads to one of these three kinds
of states, and it is required that for any word w presented to the SV-NFA, at least
one path leads to a final state, and no two paths for w lead to different kinds of final
states. In other words, every possible input is explicitly accepted or rejected by the
automaton [16]. Rejection is not the result of a failure to reach an accept state as
is usual for NFA; instead, it is required that a reject state be reached.
We can think of these requirements as a specific instance of generalised accep-
tance conditions, which we will apply to XNFA. The first question that arises is
whether self-verification is possible for XNFA, and if so, under which circumstances.
We consider the question of descriptional complexity for self-verifying XNFA (SV-
XNFA) and see that it differs from XNFA. In this chapter we will define SV-XNFA
in general, and first consider the properties of unary SV-XNFA in Section 4.1, before
establishing a tight bound on the state complexity of unary SV-XNFA in Section 4.2.
We turn to the state complexity of the binary and non-unary cases in Section 4.3,
giving an upper bound of 2n − 1 and a lower bound of 2n−1.
4.1 Properties of unary SV-XNFA
Having established relevant properties of XNFA in Chapter 3, we now turn to the
question of self-verification for XNFA. Self-verification requires that any word be
30
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either explicitly accepted or explicitly rejected, but not both. We call this the SV-
requirement. The first question that arises is whether and when it is possible to
choose a set of accept states and a set of reject states for an XNFA in such a way
that the SV-requirement is met.
First, we give the following definition for SV-NFA.
Definition 3. [1; 16] A self-verifying nondeterministic finite automaton (SV-NFA)
is a 6-tuple N = (Q,Σ, δ, Q0, F
a, F r), where Q,Σ, δ and Q0 are defined as for stan-
dard NFA. Here, F a ⊆ Q and F r ⊆ Q, are the sets of accept and reject states,
respectively. The remaining states, namely the states belonging to Q \ (F a ∪ F r),
are called neutral states. For each input string w in Σ∗, it is required that there
exist at least one path ending in either an accept or a reject state; that is, for each
string w, we have δ(Q0, w)∩ (F a ∪ F r) 6= ∅, and there is no string w such that both
δ(Q0, w) ∩ F a and δ(Q0, w) ∩ F r are nonempty.
Since any SV-NFA either accepts or rejects any string w ∈ Σ∗ explicitly, its
equivalent DFA N = (QD,Σ, δD, Q0, F
a
D, F
r
D) must do so too. The path for each
w in a DFA is unique, so each state in the DFA is either an accept or reject state.
Hence, for any DFA state d, there is some SV-NFA state qr ∈ d such that either
qr ∈ F a, and consequently d ∈ F aD, or some qr ∈ F r, and consequently d ∈ F rD.
Since each state in the DFA is a subset of states of the SV-NFA, accept and reject
states cannot occur together in a DFA state. That is, if d is a DFA state, then for
any p, q ∈ d, if p ∈ F a then q /∈ F r and vice versa.
Based on this definition, we give the following definition for SV-XNFA.
Definition 4. A self-verifying symmetric difference finite automaton (SV-XNFA) is
a 6-tuple N = (Q,Σ, δ, Q0, F
a, F r), where Q,Σ, δ and Q0 are defined as for XNFA,
and F a and F r are defined as follows: F a and F r represent the accept states and
reject states, respectively, and each state in the SV-XDFA equivalent to N must
contain an odd number of states from either F a or F r, but not both.
We refer to the equivalent DFA ND = (QD,Σ, δD, Q0, F
a
D, F
r
D) obtained via
subset construction on an SV-XNFA as an SV-XDFA, in order to emphasise the
presence of the SV-requirement and that this is determined via parity acceptance.
The choice of F a and F r for a given SV-XNFA N is called an SV-assignment
of N . An SV-assignment where either F a or F r is empty, is called a trivial SV-
assignment. Otherwise, if both F a and F r are nonempty, the SV-assignment is
non-trivial. We say that a matrix M has an SV-assignment if some XNFA with M
as its transition matrix has an SV-assignment.
Note that the SV-requirement for XNFA implies that if a state in the SV-XDFA
of an SV-XNFA N contains an odd number of states from F a, it may also contain
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an even number of states from F r, and so belongs to F aD, and vice versa. Parity is
not applied to neutral states, so that any state in the SV-XDFA may contain any
number of neutral states from N .
Implicit in the definition of SV-NFA is the requirement that F a ∩ F r = ∅. This
follows from the nature of NFA as being ∪-NFA, since it would simply violate the
SV-requirement if some path in an SV-DFA led to a state that was both an accept
state and a reject state. However, due to the parity nature of XNFA, this is not
necessarily the case for SV-XNFA.
We now show that Definition 4 is essential to being able to perform a change
of basis on the transition matrix of some unary SV-XNFA to obtain an equivalent
SV-XNFA, as for XNFA.
Let N = (Q,Σ, δ, Q0, F
a, F r) be a unary SV-XNFA, with transition matrix M ,
and let N ′ = (Q,Σ, δ′, Q′0, F ′a, F ′r) be a unary SV-XNFA, with transition matrix
M ′ = A−1MA for some non-singular n × n matrix A. Let Q′0 and F ′ be such that
v(Q′0) = v(Q0)A, v(F ′a)T = A−1v(F a)T and v(F ′r)T = A−1v(F r)T . We let ∆a refer
to the acceptance weight of some word wk. Then
∆′a(wk) = v(Q′0)(M
′k)v(F ′a)T
= v(Q0)A(A
−1MA)kA−1v(F a)T
= v(Q0)(M
k)v(F a)T
= ∆a(wk) .
Similarly, ∆′r(wk) = ∆r(wk), where ∆r refers to the rejection weight of wk. We
have therefore successfully performed a change of basis on N to produce N ′ which
accepts the same language.
Just as for XNFA, this property is important for operations such as minimisation.
However, if we chose F a and F r so that F a ∩ F r = ∅, we have no guarantee that
F ′a ∩ F ′r = ∅. This means that for SV-XNFA, it makes sense to think of certain
states as being both accept states and reject states. For example, if for some state
d in the SV-XDFA N ′D obtained via the subset construction on N
′ there was some
q ∈ d such that q ∈ F ′a ∩ F ′r, when counting the number of accept states in d as
well as the number of reject states, q would contribute to both counts. Given that
we know that N ′ accepts the same language as N , we know that counting in this
way, the number of accept states would be odd and reject states would be even, or
vice versa.
We call this kind of acceptance GF(2)-acceptance, to emphasise that it is defined
in order to preserve the equivalence between XNFA and weighted automata over
GF(2). We may state this more formally.
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Lemma 5. Given GF(2)-acceptance, for any n-state unary XNFA N with transition
matrix M , if N has an SV-assignment, then there is an XNFA N ′ with transition
matrix M ′ similar to M , where N and N ′ accept the same language. Consequently,
if N has an SV-assignment, then so does N ′.
The following example illustrates such a change of basis for a unary SV-XNFA.
Example 11. Let N = (Q,Σ, δ, Q0, F
a, F r) be a unary SV-XNFA with Q0 = {q0},
F a = {q0, q1} and F r = {q2, q3} and with its transition matrix being the normal
form matrix M for the polynomial c(X) = X4 + X3 + X2 + 1 given in Figure 4.1.
Let the matrices A and M ′ (also shown in Figure 4.1) be related to M in the sense
that M ′ = A−1MA.
Let N ′ = (Q,Σ, δ′, Q′0, F ′a, F ′r) be a unary XNFA with transition matrix M ′.
Let Q′0, F ′a and F ′r be encoded by v(Q′0) = v(Q0)A, v(F ′aT ) = A−1v(F aT ) and
v(F ′rT ) = A−1v(F rT ). That is, Q′0 = {q0, q3}, F ′a = {q1, q3} and F ′r = {q0, q3}.
The equivalent XDFA ND and N
′
D are shown in Figures 4.2 and 4.3 respectively,
where double borders indicate accept states, and thick borders indicate reject states.
Note that state [q0, q3] in N
′
D contains an odd number of accept states, namely q3,
and an even number of reject states, namely q0 and q3, and therefore it is an accept
state. Clearly, ND and N
′
D accept the same language.
M =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1
 A =

1 0 0 1
0 1 1 0
0 1 1 1
0 1 0 1
 M ′ =

0 1 0 0
1 0 0 1
1 1 1 0
0 0 1 0

Figure 4.1: Example 11: matrices M , A and M ′
From the above discussion, it follows that for some SV-XDFA state d ⊆ Q, there
must be a set of states QF ⊆ Q, such that for any qF ∈ QF , if qF ∈ F a then qF /∈ F r
and vice versa. In other words, there must be some elements in d which “swing” the
counts of accept and reject states in d so that one is odd and the other is even. The
following lemma formalises the above discussion, which makes it possible, given any
XDFA cycle, to determine whether an SV-assignment is possible.
Lemma 6. Let (d1, d2, ..., dm) be a cycle representing a unary XDFA, obtained via
the subset construction from some XNFA N , where di ⊆ Q for 1 ≤ i ≤ m, and Q
is the set of states of N . The cycle has an SV-assignment if and only if for some
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q0start
q1
q2
q3
q1, q2,
q3
q0, q1,
q2
q0, q2,
q3
Figure 4.2: Example 11: ND
q0, q3start
q1, q2
q1, q2,
q3
q1, q3
q1
q0
q0, q2,
q3
Figure 4.3: Example 11: N ′D
some choice of QF ⊆ Q, where pj = 1 for all qj ∈ QF and pj = 0 otherwise, then
the following holds:
m∧
i=1
⊕
qj∈di
pj = 1 . (4.1)
Proof. The expression in Equation 4.1 can only evaluate to 1 if every XDFA state
di contains an odd number of XNFA states that result in a value of 1. This means
that for some choice of QF , an odd number of its elements must be present in every
XDFA state.
Since p ∧ p = p, we also have the following corollary of Lemma 6.
Corollary 7. For 1 ≤ k ≤ m,
m∧
i=1
⊕
qj∈di
pj =
m∧
i=1
⊕
qj∈di
pj ∧
⊕
qj∈dk
pj . (4.2)
We assign some index l > m to a repeated state and generalise in the following way
for any L ⊆ {m+ 1,m+ 2, ...}:
m∧
i=1
⊕
qj∈di
pj =
m∧
i=1
⊕
qj∈di
pj ∧
∧
l∈L
⊕
qj∈dl
pj . (4.3)
Given GF(2)-acceptance and some XDFA cycle, QF represents those states of
the XNFA that must belong to either F a or F r but not both for the cycle to have an
SV-assignment. That is, every XDFA state must contain an odd number of states
that contribute to the count of either F a or F r but not both, so that one but not
both of the counts sum to an odd number. The states that contribute only to one
count are the states that belong to QF .
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However, given any F a and F r for which QF 6= ∅, a different SV-assignment may
be found by letting F ′a = F a∩QF and F ′r ∩QF , or equivalently, F ′a = F a \F r and
F ′r = F r \F a. That is, since any state in QF belongs only to one of the two sets of
final states, F ′a = F a ∩QF consists only of those states in F a that do not occur in
F r and vice versa. This would ensure that F ′a∩F ′r = ∅, which is an SV-assignment,
although the language accepted by the automaton would be different.
Consider again N ′ in Example 11, which has F ′a = {q1, q3} and F ′r = {q0, q3}.
Since q0 and q1 do not occur in both sets, Q
F = {q0, q1}. Let N ′′ be the SV-XNFA
that is identical toN ′ except that F ′′a = F ′a∩QF = {q1} and F ′′r = F ′r∩QF = {q0}.
Figure 4.4 gives the equivalent SV-XDFA of N ′′. The cycle is identical to the SV-
XDFA in Figure 4.3, but the final states are different because of a different choice of
accept and reject states. Note, however, that the presence of q0 and q1, the so-called
“swing states”, in every state of the cycle guarantees that F ′′a and F ′′r constitute
an SV-assignment.
q0, q3start
q1, q2
q1, q2,
q3
q1, q3
q1 q0
q0, q2,
q3
Figure 4.4: Example 11: N ′′D
In other words, for any SV-assignment given GF(2)-acceptance, another SV-
assignment may be found where F ′a ∩ F ′r = ∅. We call the requirement that
F ′a ∩ F ′r = ∅, disjunctive acceptance. Note that any SV-assignment on disjunctive
acceptance is by definition also an SV-assignment on GF(2)-acceptance. There-
fore, for the purposes of establishing descriptional complexity bounds for unary
SV-XNFA, we need consider only GF(2)-acceptance going forward.
We illustrate Lemma 6 with an example.
Example 12. Consider the XDFA cycle shown in Figure 4.5. This cycle leads to
the following expression:
(p0 ⊕ p3) ∧ (p1 ⊕ p2) ∧ (p1 ⊕ p2 ⊕ p3) ∧ (p1 ⊕ p3) ∧ (p0 ⊕ p2 ⊕ p3) ∧ p0 ∧ p1. (4.4)
If we choose QF = {q0, q1}, the expression becomes the following:
(1⊕ 0) ∧ (1⊕ 0) ∧ (1⊕ 0⊕ 0) ∧ (1⊕ 0) ∧ (1⊕ 0⊕ 0) ∧ 1 ∧ 1 = 1. (4.5)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. SELF-VERIFYING XNFA 36
We can choose F a = {q1} and F r = {q0}, while F a = {q1, q3} and F r = {q0, q3}
is also an SV-assignment. These two SV-assignments correspond to the cycles as
shown in Figures 4.4 and 4.3, respectively.
q0, q3start
q1, q2
q1, q2,
q3
q1, q3
q1 q0
q0, q2,
q3
Figure 4.5: Example 12: XDFA cycle
In order to determine which properties of XDFA cycles (obtained via the subset
construction from some unary XNFA N) allow for SV-assignments, we must be able
to determine to some degree how the states of N are distributed within the cycles
in its cycle structure. The following two lemmas shed more light on this.
Lemma 8. The RHS (right hand side) of the linear recurrence st = cn−1st−1 +
cn−2st−2 + · · ·+ c0st−n of a polynomial c(X) = Xn + cn−1Xn−1 + · · ·+ c1X + c0 has
an odd number of terms if X+1 is a factor of c(X), and an even number otherwise.
Proof. Recall that in GF (2), a − b = a + b. Hence, if X + 1 is a factor of c(X),
then 1 is a root, i.e. (1)n + cn−1(1)n−1 + · · ·+ c1(1) + c0 = 0, hence c(X) must have
an even number of non-zero coefficients. Therefore, an odd number of coefficients
among cn−1, cn−2, ..., c0 must be non-zero. Similarly, if X+1 is not a factor, an even
number of coefficients among cn−1, cn−2, ..., c0 must be non-zero.
Lemma 9. Let d1 be any state in an XDFA cycle of an equivalent XNFA with state
set Q and let the cycle be characterised by some linear recurrence. That is, each
state in the cycle is the symmetric difference sum of certain states in the cycle,
as determined by the linear recurrence. For any u, d(u+1) mod m refers to the state
following du, while d(u−1) mod m refers to the state preceding du.
Let σu =
⊕
qj∈du pj for some choice of Q
F ⊆ Q so that pj = 1 if qj ∈ QF and
pj = 0 otherwise. Furthermore, let T ⊆ {2, ..., n} be the set of indices such that
d1 =
⊕
k∈T dk. Then
σ1 =
⊕
k∈T
σk. (4.6)
In the case where the cycle length m ≤ n, it is possible that d(1−i) mod m = d(1−j) mod m
for some i, j. We assign to the l-th duplicate of a state dk (including any occurrences
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of d1 itself) the index lm+ k, referring to it as dlm+k. This allows us to regard re-
peated XDFA states as distinct elements of T in order to reason accurately about the
number of occurrences of any given XNFA state qi and the corresponding value pi
in the equations that follow.
Proof. Let r = |T | and consider the following:⊕
k∈T
σk = σk1 ⊕ σk2 ⊕ · · · ⊕ σkr (4.7)
=
⊕
qj∈dk1
pj ⊕
⊕
qj∈dk2
pj ⊕ · · · ⊕
⊕
qj∈dkr
pj . (4.8)
Since d1 =
⊕
k∈T dk, we know that each pj on the RHS of the above equation
occurs an odd number of times if qj ∈ d1, and an even number of times otherwise.
Therefore, ⊕
k∈T
σk =
⊕
qj∈d1
pj = σ1 .
We are now in a position to present the following theorem which gives a necessary
condition for the possibility of SV-assignments for unary XNFA.
Theorem 10. A unary n-state XNFA N with characteristic polynomial c(X) =
Xn + cn−1Xn−1 + · · ·+ c1X + c0 has no SV-assignment, if X + 1 is not a factor of
c(X).
Proof. From the discussion in Section 3.4, we know that the state transition be-
haviour of N is described by st = cn−1st−1 + cn−2st−2 + · · ·+ c0st−n.
That is, in its equivalent XDFA ND of length m, each state is the ⊕-sum of some
number of states in its cycle. Consider any cycle of ND and let d1 be any state in
the cycle. Let T = {2, ..., n} and let T1 ⊆ T be the set of indices so that
d1 =
⊕
di where i ∈ T1 .
If m > n, we use Equation 4.1 from Lemma 6 on page 33 as well as Lemma 9 on
page 36 to determine if the cycle has an SV-assignment.
m∧
i=1
⊕
qj∈di
pj =
m∧
i=1
σi
= σ1 ∧
∧
i∈T1
σi ∧
∧
i∈T\T1
σi
=
⊕
i∈T1
σi ∧
∧
i∈T1
σi ∧
∧
i∈T\T1
σi .
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If m ≤ n, we let K = {i ∈ T1| i > m} and use Equation 4.3 from Corollary 7 and
Lemma 9 similarly:
m∧
i=1
⊕
qj∈di
pj =
m∧
i=1
⊕
qj∈di
pj ∧
∧
i∈K
⊕
qj∈di
pj
=
m∧
i=1
σi ∧
∧
i∈K
σi
= σ1 ∧
∧
i∈T1
σi ∧
∧
i∈T\T1
σi
=
⊕
i∈T1
σi ∧
∧
i∈T1
σi ∧
∧
i∈T\T1
σi .
In both cases, if c(X) does not have X + 1 as a factor, then by Lemma 8, |T1|
is even. Therefore,
⊕
i∈T1 σi ∧
∧
i∈T1 σi = 0, and so the cycle does not have an
SV-assignment.
We illustrate Theorem 10 with the following example.
Example 13. Let c(X) = X3 +X + 1 be the characteristic polynomial of an XNFA
N , of which the transition matrix M is given in Figure 4.6 and for which Q0 = {q0}.
M =
 1 0 10 0 1
1 1 1

Figure 4.6: Example 13: tran-
sition matrix
q0start
q0, q2
q1
q2
q0, q1
q1, q2
q0, q1,
q2
Figure 4.7: Example 13:
XDFA cycle
Figure 4.7 shows the cycle of the equivalent XDFA. The linear recurrence char-
acterised by c(X) is st = st−2 + st−3, and consequently we see that, for example,
[q0] = [q1, q2] ⊕ [q0, q1, q2]. Let d1 = [q0], so that d5 = [q0, q1, q2] and d6 = [q1, q2].
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. SELF-VERIFYING XNFA 39
Hence, σ1 = p0, σ5 = (p0 ⊕ p1 ⊕ p2) and σ6 = (p1 ⊕ p2) for some choice of binary
values for p0, p1 and p2, and so by Lemma 9,
p0 = (p1 ⊕ p2)⊕ (p0 ⊕ p1 ⊕ p2) .
To determine if the cycle has an SV-assignment, we evaluate the following expression
from Lemma 6:
p0 ∧ (p1 ⊕ p2) ∧ (p0 ⊕ p1 ⊕ p2)
= [(p1 ⊕ p2)⊕ (p0 ⊕ p1 ⊕ p2)] ∧ (p1 ⊕ p2) ∧ (p0 ⊕ p1 ⊕ p2)
= (σ6 ⊕ σ5) ∧ σ6 ∧ σ5 .
For the entire expression to evaluate to 1, the first term requires that only one of
σ6 or σ5 have a value of 1, while the second and third terms require that both have
a value of 1. Clearly, this is not possible, and so the expression evaluates to 0 for
any choice of values for p0, p1 and p2. Hence, by Lemma 6, no SV-assignment is
possible.
Having given a necessary condition for non-trivial SV-assignments for XNFA, we
now consider whether any sufficient conditions can be established.
To do this, we consider the cycle structure of the normal form matrix. We start
with the following lemma, which proves a useful property of the cycles produced by
any normal form matrix, namely that such cycles contain either odd sized states or
even sized states, but not both.
Lemma 11. Let M be the normal form matrix of some c(X) = (X + 1)φ(X). Let
δ : 2Q × Σ → 2Q be the transition function encoded by M . Since δ describes unary
transitions, we let Σ = {a}. Then for any d ∈ 2Q, |δD(d, a)| is odd if and only if |d|
is odd.
Proof. M is an n× n matrix that has the form given below:
M =

0 1 0 · · · · · · 0 0
0 0 1 0 0
0 0 0
. . . 0 0
...
...
...
. . .
...
...
0 0 0 1 0
0 0 0 · · · · · · 0 1
c0 c1 c2 · · · · · · cn−2 cn−1

.
We note again that in GF (2), a− b = a+ b and hence, as X + 1 is a factor of c(X),
then 1 is a root, i.e. (1)n + cn−1(1)n−1 + · · · + c1(1) + c0 = 0. Consequently, an
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odd number among c0, c1, . . . , cn−2, cn−1 are 1’s. Therefore, we see that |δ(qn−1, a)|
is odd by inspecting the bottom row of M , while |δ(qi, a)| = 1 for 0 ≤ i ≤ n− 2. We
consider two cases regarding d.
Case 1: qn−1 /∈ d. Let d = [qi1 , qi2 , . . . , qik ]. From the transition matrix it is clear
that δD(d, a) = [qi1+1, qi2+1, . . . , qik+1], and hence |d| = |δD(d, a)| = k. Hence,
d transitions to a state of the same size.
Case 2: qn−1 ∈ d. Let d = [qi1 , qi2 , . . . , qik , qn−1]. Suppose that |d| is odd, and
hence that k is even. Let D = [qi1 , qi2 , . . . , qik ]. From the transition matrix we
see that δD(d, a) = δD(D, a)⊕ δD([qn−1], a).
We have δ(D, a) = [qi1+1, qi2+1, . . . , qik+1], and so |δD(D, a)| = |D| = k, which
is even. Also, |δD([qn−1], a)| is odd. Therefore, |δD(D, a)| + |δD([qn−1], a)|
is odd. The symmetric difference of two sets is the elements that occur in
exactly one of the two sets. If some element occurs in both, then it is not in
the symmetric difference. We can therefore “cancel out” elements occurring
in both δD(D, a) and δD([qn−1], a) in pairs, until only those remain that occur
in exactly one of the sets. But successively removing pairs of elements from
an odd number of elements leaves an odd number of elements. So δD(D, a)⊕
δD([qn−1], a) must be odd, and hence |δD(d, a)| is odd.
Similarly, if |d| is even, then |δD(d, a)| is even.
We also present the following lemma, which states certain useful properties asso-
ciated with the cycle containing the XDFA state [q0] given the normal form matrix
of some c(X) = (X + 1)φ(X).
Lemma 12. Let c(X) = (X+1)φ(X) be a polynomial of degree n with non-singular
normal form matrix M , and let N be a unary XNFA with transition matrix M and
Q0 = {q0}. Then the equivalent XDFA ND has the following properties:
1. |QD| ≥ n
2. |d| is odd for each d ∈ QD
3. [q0], [q1], ..., [qn−1] ∈ QD
Proof. Since δ(qi, a) = {qi+1} for all i < n−1, ND contains the states [q0], [q1], ..., [qn−1],
and therefore forms a cycle with at least n states. These states all have odd size, so
by Lemma 11, all other states in the cycle must have odd size as well.
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The following theorem gives a sufficient condition for non-trivial SV-assignments
for XNFA.
Theorem 13. Any matrix M with characteristic polynomial c(X) = (X + 1)φ(X)
has an SV-assignment.
Proof. Recall that a matrix is said to have an SV-assignment if any XNFA for which
it is the transition matrix has an SV-assignment. Let M be a transition matrix with
characteristic polynomial c(X). Then M is similar to MN [26], the normal form
matrix of c(X). That is, there exists some n× n matrix A so that M = A−1MNA.
Consider the cycle in the cycle structure of MN that contains the state [q0]. By
Lemma 12, the cycle contains all XDFA states consisting of a single XNFA state,
and all states in the cycle each contain an odd number of XNFA states. Hence, if
NN is an XNFA with Q0 = {q0}, any choice of F a and F r so that F a ∩ F r = ∅ and
F a ∪ F r = Q will be a SV-assignment. Since MN and M are similar, by Lemma 5,
if N is an XNFA with transition matrix M , given the appropriate choice of initial
states, N also has an SV-assignment.
Finally, the following theorem follows directly from Theorems 10 and 13.
Theorem 14. Any matrix M has an SV-assignment, if and only if its characteristic
polynomial has X + 1 as a factor.
4.2 Descriptional complexity of unary SV-XNFA
Having established relevant properties of unary SV-XNFA, we now turn to the ques-
tion of their state complexity. In the previous section, we established that, for the
unary case, an SV-assignment is only and always possible for matrices of which the
characteristic polynomials have X + 1 as a factor. Therefore, we examine the prop-
erties of unary XNFA with such polynomials, and this leads us to conclude that
2n−1 − 1 is a tight bound on the state complexity of unary SV-XNFA.
Lemma 15. For a unary XNFA with a characteristic polynomial c(X) with degree
n that has X + 1 as a factor, the longest possible cycle has length 2n−1 − 1.
Proof. Suppose c(X) has two irreducible factors, φ1(X) = X + 1 and φ2(X), where
φ2(X) is an irreducible polynomial with degree n− 1. By Theorem 4 on page 18, if
φ2(X) is primitive it has a single cycle of length 2
n−1 − 1, and together with X + 1
induces a cycle for c(X) of the same length. If φ2(X) is non-primitive, its cycle
structure has cycles of length b where b is a factor of 2n−1 − 1, inducing cycles of
length b for c(X) together with X+1. Hence, the maximum cycle length is 2n−1−1.
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Now suppose that c(X) has three irreducible factors, φ1 = X+1, φ2(X) of degree
k ≤ n−2 and φ3(X) of degree n−k−1, with k > n−k−1. Cycles of c(X) induced
together with X + 1 can only produce at most cycles of length 2k − 1 < 2n−1 − 1.
Consider the cycle induced by φ2(X) and φ3(X), which, by Theorem 4 on page 18
the will have length lcm(2k−1, 2n−k−1−1). Since the cycle will have greatest possible
length if 2k − 1 and 2n−k−1 − 1 are relatively prime, we assume this to be the case.
The cycle induced has length lcm(2k − 1, 2n−k−1 − 1) = (2k − 1)(2n−k−1 − 1). That
is,
(2k − 1)(2n−k−1 − 1) = 2n−1 − 2k − 2n−k−1 − 1
< 2n−1 − 1 .
Cycles of c(X) are induced by pairs of factors of c(X), and so if c(X) had more
irreducible factors, they would have smaller degree and so would induce even shorter
cycles. Therefore, 2n−1 − 1 is the longest possible cycle for a polynomial c(X) of
degree n that has X + 1 as a factor.
Lemma 12 on page 40 gives certain relevant properties of the cycle containing
the state [q0] (as well as all other XDFA states of size one) given the normal form
matrix of some c(X) = (X + 1)φ(X). The following lemma provides another useful
property of this cycle.
Lemma 16. Let c(X) = (X+1)φ(X) be a polynomial of degree n with non-singular
normal form matrix M , and let N = (Q,Σ, δ, Q0, F ) be a unary XNFA with tran-
sition matrix M and Q0 = {q0}. Let ND = (QD,Σ, δD, Q0,D, FD) be the equivalent
XDFA obtained via the subset construction. For any d ∈ QD, let qm be the XNFA
state in d with the highest subscript m. Then q0 ∈ δD(d, an−m) and q0 /∈ δD(d, ak)
for any 0 < k < n−m.
Proof. From the transition matrix, δ(qi, a) = {qi+1} for 0 ≤ i < n − 1, and q0 ∈
δ(qn−1, a). Note that for any qi, if 0 ≤ i < n− 1, then q0 /∈ δ(qi, a).
Consequently, q0 ∈ δD(d, a) if an only if qn−1 ∈ d. Hence, if qm = qn−1 for some
d, then an−m = an−(n−1) = a and q0 ∈ δD(d, a), and therefore q0 ∈ δD(d, an−m).
Note also that, for any d ∈ QD, if qi ∈ d for 0 ≤ i < n− 1 is the state with the
highest subscript in d, then qi+1 is the state in δD(d, a) with the highest subscript.
Therefore, if qm 6= qn−1 for some d, then qn−1 ∈ δD(d, a(n−1)−m), and so q0 ∈
δD(d, a
(n−m)). Also, qn−1 /∈ δD(d, ak) for any 0 < k < (n − 1) − m, and so q0 /∈
δD(d, a
k′) for any 0 < k′ < n−m.
More informally, Lemma 16 provides a way of knowing the minimal non-zero
number of transitions one must follow in the ND described in order to reach a state
containing q0 from any state d.
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We now establish that the cycle considered in Lemma 12 reaches the maximum
cycle length for c(X) = (X + 1)φ(X).
Lemma 17. Let c(X) = (X+1)φ(X) be a polynomial of degree n with non-singular
normal form matrix M and where φ(X) is a primitive polynomial. Let N be a unary
XNFA with transition matrix M and Q0 = {q0}. Then ND forms a cycle of length
2n−1 − 1.
Proof. We calculate the number and lengths of all cycles for c(X). By Theorem 4,
factors X + 1 and φ(X) each induce a single cycle of length 2m − 1 with m = 1
and m = n − 1 respectively, as well as a single cycle each of length 1, which is the
so-called empty cycle ε. Therefore c(X) has the following cycles:
• εX+1 and εφ(X): gcd(1, 1) cycle(s) of length lcm(1, 1)
• X + 1 and εφ(X): gcd(1, 1) cycle(s) of length lcm(1, 1)
• εX+1 and φ(X): gcd(1, 2n−1 − 1) cycle(s) of length lcm(1, 2n−1 − 1)
• X + 1 and φ(X): gcd(1, 2n−1 − 1) cycle(s) of length lcm(1, 2n−1 − 1)
Therefore, c(X) has two cycles of length one, one of which is εc(X), and two
cycles of length 2n−1 − 1. By Lemma 12, ND must be a cycle of at least length n,
so it must have length 2n−1 − 1.
We now show that the cycle in Lemma 12 always has an SV-assignment.
Theorem 18. Let c(X) = (X+1)φ(X) be a polynomial of degree n with non-singular
normal form matrix M . Then if N is the unary XNFA with transition matrix M
and Q = {q0}, any choice of F a and F r so that F a ∪F r = Q and F a ∩F r = ∅ with
F a and F r non-empty is an SV-assignment.
Proof. From Lemma 12 it follows that the XNFA N of which the transition matrix
is the companion matrix of c(X) has a cycle of at least length n in which each state
has odd size. Furthermore, [q0], [q1], ..., [qn−1] are all states in QD, so q0, q1, ..., qn−1
must all be in either F a or F r.
Therefore, any choice of F a and F r so that F a ∪ F r = Q and F a ∩ F r = ∅ with
F a and F r non-empty will guarantee that each state in the XDFA contains an odd
number of states from either F a or F r and zero or an even number of states from
the other, and hence will be an SV-assignment.
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The following example is of a language that is accepted by a 4-state XNFA, but
which requires 24−1 − 1 XDFA states.
Example 14. Let φ(X) = X3 +X+1, which is a primitive polynomial. Now, let N
be a unary XNFA with transition matrix Ma, where Ma is the normal form matrix
of ca(X) = (X+1)φ(X) = X
4 +X3 +X2 +1. Let Q0 = {q0} and let F a = {q0} and
F r = {q1, q2, q3}. The matrix Ma is shown in Figure 4.8, while N and its equivalent
XDFA ND are shown in Figures 4.9 and 4.10. We have L = a7i+j for i ≥ 0 and
j ∈ {0, 4, 5}, and as Figure 4.10 shows, exactly 2n−1 − 1 = 24−1 − 1 = 7 states are
necessary to represent L with an XDFA.
Ma =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1

Figure 4.8: Example 14: transition ma-
trix for a
q0start
q1
q2
q3
Figure 4.9: Example 14: N
q0start
q1 q2 q3
q1, q2,
q3
q0, q1,
q2
q0, q2,
q3
Figure 4.10: Example 14: ND
Notice that due to the choice of F a = {q0} and F r = Q \ {q0}, the XDFA
cycle starts in [q0], which is an accept state, and only reaches the next accept state,
namely [q0, q2, q3], after 4 transitions. After that, accept states occur more frequently
in the cycle. We can see why this is by considering Lemma 16, which states that
the number of transitions required to reach the next state containing q0 depends
on the highest subscript m of the current state: the higher the subscript m, the
fewer transitions until a state containing q0 is reached. This distance is maximal
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when m = 0 in [q0]. The proof of the following theorem relies on the fact that this
pattern, i.e. two accept states separated by n transitions, occurs only once in the
XDFA cycle, and hence the language accepted by the XDFA cannot be represented
by a smaller XDFA cycle.
Theorem 19. For any n ≥ 2, there is a language Ln so that some n-state unary
SV-XNFA accepts Ln and the minimal SV-XDFA that accepts Ln has 2n−1−1 states.
Proof. Let c(X) = (X + 1)φ(X) be a polynomial of degree n, where φ(X) is a
primitive polynomial, and let M be its non-singular normal form matrix. Let N be
an XNFA with transition matrix M and let Q0 = {q0}. By Theorem 13, N has an
SV-assignment, and in fact, by Theorem 18, F a = {q0} and F r = Q \ F a is such an
assignment. By Lemma 17, the ND obtained via subset construction has 2
n−1 − 1
states.
We let F a = {q0} and F r = Q\F a. Then Ln = a(2n−1−1)i+j for i ≥ 0 and j ∈ J ,
where J is some set of integers. Now, from the transition matrix of N it follows that
0, n ∈ J , while 1, 2, ..., n− 1 /∈ J , since q0 ∈ δ(q0, an) and q0 /∈ δ(q0, am) for m < n.
This means that, starting in q0, another set of states containing q0 is only reached
after reading an.
If there is an N ′D with fewer than 2
n−1 − 1 states that accepts Ln, then there
must exist some dj 6= [q0] ∈ QD such that q0 ∈ dj , q0 ∈ δD(dj , an) and there is no
m < n so that q0 ∈ δD(dj , am).
However, by Lemma 16, q0 ∈ δD(dj , an−k), where k is the largest subscript of any
state in dj . Since dj 6= [q0], it follows that k > 0, and so there is some m = n−k < n
such that q0 ∈ δD(dj , am). This is a contradiction, so no such dj exists. Therefore,
there is no N ′D with fewer than 2
n−1 − 1 states that accepts Ln.
We have shown that the maximum cycle length 2n−1 − 1 for a unary SV-XNFA
can be reached. We therefore conclude that 2n−1 − 1 is a tight bound for the state
complexity of unary SV-XNFA.
We have seen that X + 1 as a factor is a necessary and sufficient condition for
polynomial to have an SV-assignment; that is, for a cycle in its cycle structure to
have an SV-assignment. The following example sheds some further light on why
this is the case. In the preceding proofs, we have made use of cycles associated
with the normal form matrix of c(X). Here, however, we consider the entire cycle
structure of c(X) = X4 +X3 +X2 +1 with reference to the cycles associated with its
block diagonal companion matrix, as described in Section 3.3 on page 16, in order
to illustrate more clearly the effect of X+1 as a factor on the entire cycle structure.
Example 15. Consider again the polynomial c(X) = X4 +X3 +X2 + 1, which was
given in Example 14 as an illustration of the tight bound for unary SV-XNFA. We
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. SELF-VERIFYING XNFA 46
can write c(X) as the products of its factors, namely c(X) = (X + 1)(X3 +X + 1).
Figures 4.11 and 4.12 show the cycle structures associated with the normal form
matrices of the two factors X3 +X+1 and X+1 respectively. For clarity, we name
the state in the latter cycle q3 instead of q0.
q0
q1
q2
q0, q1
q0, q2
q0, q1,
q2
q1, q2
∅
Figure 4.11: Example 15: cy-
cles of X3 +X + 1
q3 ∅
Figure 4.12: Example 15: cy-
cles of X + 1
Recall that in Section 3.3 on page 16, we noted that XNFA with reducible poly-
nomials can be thought of as composite machines, where the cycles of the various
factors combine into new cycles. Each block in the block diagonal companion ma-
trix of a polynomial c(X) represents the normal form matrix of a factor or a power
of a factor of c(X), contributing its own cycles. Stone [26] describes the cycles of
the composite machine in terms of “running” pairs of cycles from different factors
concurrently.
Let Ca1 and Ca2 refer to the cycles of length 7 and length 1 from the structure of
X3 + X + 1 respectively, and let Cb1 and Cb2 refer to the two cycles length 1, one
containing the non-empty state and one containing the empty state, respectively,
from the structure of X + 1. We consider the cycle structure associated with the
block diagonal matrix of c(X) = (X + 1)(X3 +X + 1) with reference to these cycles:
1. Cycles Ca2 and Cb2 are the two empty cycles, which when run concurrently
results in another empty cycle.
2. When Ca1 is run concurrently with the empty cycle Cb2, the result is a copy of
Ca1.
3. When Ca1 is run concurrently with Cb1, the result is almost a copy of Ca1:
each state consists of the states contributed by Ca1 as well as the single state
contributed by Cb1.
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4. When the empty cycle Ca2 is run concurrently with Cb2, the result is a copy of
Cb2.
Figure 4.13 gives the resulting cycle structure of c(X), which is associated with
the block diagonal matrix of c(X). We see that the leftmost cycle of length 7, which
is a copy of the cycle Ca1 from X3 + X + 1, cannot have an SV-assignment. On
the one hand, it contains the states [q0], [q1] and [q2], and hence q0, q1 and q2 must
all belong to either F a or F r but not both. On the other hand, it contains [q0, q1],
which then either contains two (an even number of) states from F a (or F r), or one
state each from F a and F r. In either case, the SV-condition is violated. However,
if we consider the rightmost cycle of length 7, then any choice of F a and F r so that
q0, q1 and q2 belong to either F
a or F r and where q3 belongs to both F
a and F r is
an SV-assignment, for example F a = {q0, q1, q3} and F r = {q2, q3}. Such a choice
guarantees that each XDFA state has an odd number of XNFA states from F a and
an even number of XNFA states from F r, or vice versa.
Furthermore, the cycle which is a copy of Cb1 has a trivial SV-assignment, while
the empty cycle trivially has none.
q0
q1
q2
q0, q1
q0, q2
q0, q1,
q2
q1, q2
q0, q2,
q3
q0, q3
q1, q3
q2, q3
q0, q1,
q3
q0, q1,
q2, q3
q1, q2,
q3
q3
∅
Figure 4.13: Example 15: structure of block diagonal matrix
One should not conclude from the above example that the presence of X+1 as a
factor of some c(X) always produces such neat copies of the cycle structures of the
other factors of c(X). Specifically, due to the cycle structures of polynomials that
are powers of irreducible polynomials (see Theorem 4 on page 18), while the presence
of X + 1 guarantees the existence of cycles with SV-assignments, the resulting cycle
structure of c(X) may vary depending on the multiplicity of X + 1 as a factor of
c(X).
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4.3 Descriptional complexity of non-unary SV-XNFA
We now turn to non-unary SV-XNFA in order to establish state complexity bounds.
Since binary and r-ary XNFA are in some sense the result of combining unary
XNFA, we first establish some additional properties of unary XNFA, before showing
that 2n−1 is a lower bound on state complexity for binary and r-ary SV-XNFA.
The upper bound is simply 2n − 1, which is the size of the power set over a set of
size n excluding the empty set, but this bound is known not to be tight, since an
SV-assignment for an XDFA that reaches all 2n − 1 states is not possible [20].
Recall that according to Lemma 11 on page 39, cycles produced by a normal
form matrix contain either odd sized states or even sized states, but not both. We
now show that given r polynomials that all have X + 1 as a factor and their normal
form matrices, any r-ary SV-XNFA with such transition matrices can have at most
2n−1 states.
Theorem 20. Let Mσ1, Mσ2, ..., Mσr be the normal form matrices of r polynomials
cσ1(X) = (X + 1)φσ1(X), cσ2(X) = (X + 1)φσ2(X), ..., cσr(X) = (X + 1)φσr(X),
respectively, and let Mσ1, Mσ2, ..., Mσr be the transition matrices of some r-ary
XNFA N with Σ = {σ1, σ2, ..., σr} and Q0 = {q0}. Then the number of states in the
equivalent XDFA ND does not exceed 2
n−1. Furthermore, any choice of F a and F r
such that F a ∪ F r = Q and F a ∩ F r = ∅ is an SV-assignment.
Proof. By Lemma 12, |d| is odd for d ∈ QD in the unary case, and by Lemma 11, for
any symbol with a transition matrix of which the polynomial has X + 1 as a factor,
a transition from an odd-sized XDFA state is to another odd-sized XDFA state.
Since Q0 = {q0} and |{q0}| is odd, and cσ1(X), cσ2(X),...,cσr(X) all have X+ 1 as a
factor, only odd-sized states are reachable on any transition. The number of XDFA
states d such that |d| is odd is 2n/2 = 2n−1, and so ND can have at most 2n−1 states.
Since every XDFA state contains an odd number of XNFA states, any choice of F a
and F r such that F a ∪ F r = Q and F a ∩ F r = ∅ is an SV-assignment.
The following lemma provides further information on the cycle structure induced
by polynomials with X + 1 as a factor.
Lemma 21. Let cσ(X) = (X + 1)φ(X). Then, in the normal form matrix Mσ of
cσ(X), which is the transition matrix on some symbol σ for an XNFA, the state dφ
mapped to φ(X), as described in Lemma 2 on page 16, is contained in a cycle of
length one, when considering only transitions on σ.
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Proof. Recall that a+ b = a− b in GF (2) and consider the following:
(X + 1)φ(X) = cσ(X)
Xφ(X) + φ(X) = cσ(X)
Xφ(X) = φ(X) + cσ(X) .
Therefore, Xφ(X) = φ(X) in the representation of GF (2n) as polynomials over
GF(2) modulo cσ(X). By Lemma 2, this corresponds to δD(dφ, σ) = dφ.
Next, we show that for any n ≥ 4, a binary SV-XNFA exists which consists of
exactly 2n−1 states.
Lemma 22. Let φ(X) = Xn−1 + φn−2Xn−2 + · · · + φ1X + φ0 be any primitive
polynomial of degree n − 1, where n ≥ 4. Let N be a binary XNFA, and let the
transition matrix on the alphabet symbol a be the normal form matrix of ca(X) =
(X + 1)φ(X) and the transition matrix on the alphabet symbol b be the normal
form matrix of cb(X) = X
n + φ(X). Then the equivalent XDFA of the XNFA with
Q0 = {q0} contains exactly 2n−1 odd-sized states.
Proof. Note that, unless n ≥ 4, ca(X) and cb(X) (which have degree n− 1) cannot
be distinct polynomials, since there is only one primitive polynomial of degree 2,
namely X2 +X + 1.
We write ca(X) and cb(X) in the following way:
ca(X) = X
n + cn−1Xn−1 + · · ·+ c1X + c0
cb(X) = X
n + φn−1Xn−1 + φn−2Xn−2 + · · ·+ φ1X + φ0 .
Since φ(X) is primitive, it has no roots in GF(2), including 1, so it must have an
odd number of non-zero terms. Therefore, by Lemma 2, |dφ| is odd. Furthermore,
cb(X) has an even number of non-zero terms, and so has 1 as a root. Consequently,
cb(X) has X + 1 as a factor.
The transition matrices Ma and Mb are given in Fig. 4.14 and 4.15. Note that
they are both non-singular. Let Q0 = {q0}. Then by Lemma 17, the cycle structure
on a is equivalent to an XDFA cycle with 2n−1−1 states, all of which, by Lemma 12,
have odd size. Also, by Lemma 21, dφ is not contained in this cycle. This means
that on a, every odd-sized state in the XDFA is reached except for dφ.
Now, from Mb it follows directly that δD([qn−1], b) = dφ. Furthermore, since
X + 1 is a factor of cb, every transition from an odd-sized state on b is to an odd-
sized state. Consequently, the binary XNFA N is equivalent to an XDFA that
reaches all 2n−1 odd-sized states and none other.
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Ma =

0 1 0 · · · · · · 0 0
0 0 1 0 0
0 0 0
. . . 0 0
...
...
...
. . .
...
...
0 0 0 1 0
0 0 0 · · · · · · 0 1
c0 c1 c2 · · · · · · cn−2 cn−1

Figure 4.14: Lemma 22: transition matrix for a
Mb =

0 1 0 · · · · · · 0 0
0 0 1 0 0
0 0 0
. . . 0 0
...
...
...
. . .
...
...
0 0 0 1 0
0 0 0 · · · · · · 0 1
φ0 φ1 φ2 · · · · · · φn−2 φn−1

Figure 4.15: Lemma 22: transition matrix for b
Theorem 23. For any n ≥ 4, there is a language Ln so that some n-state binary
SV-XNFA accepts Ln and the minimal SV-XDFA that accepts Ln has 2n−1 states.
Proof. Let ca(X) = (X + 1)φ(X) and cb = X
n + φ(X), where φ(X) is a primitive
polynomial and let ca(X) and cb(X) have degree n. We construct an SV-XNFA N
with n states of which the equivalent XDFA ND has 2
n−1 states as in Lemma 22,
and let F a = {q0} and F r = Q \ F a. Recall that for N , we have δ : Q × Σ → 2Q,
and for ND, we have δD : 2
Q × Σ→ 2Q.
Let L1n = a(2
n−1−1)i+j for i ≥ 0 and j ∈ J , where J is some set of integers, repre-
sent a subset of the language accepted by N that consists only of strings containing
a. In the same way as on page 45, we prove that there is no N ′D with fewer than
2n−1 − 1 states that accepts L1n.
Now, we have constructed N so that for ND, δD([qi], b) = [qi+1] for 0 ≤ i < n−1
and δD([qn−1], b) = dφ, while δD(dφ, a) = dφ, and hence L2n = bna∗ is a subset of the
language Ln accepted by N .
Hence, in order to accept Ln, after reading bn, a state must have been reached
where after every transition on a must result in an accept state, i.e. an XDFA state
containing q0. There is only one state that provides this possibility, and that is dφ,
which is excluded from the cycle needed to accept L1n. Therefore, all 2n−1 odd-sized
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states are necessary to accept L1 ∪L2. Let Ln be the language accepted by N , then
since we have chosen L1n and L2n so that L1n ∪ L2n ⊂ Ln, at least 2n−1 states are
necessary to accept Ln.
We illustrate Theorem 23 for n = 4.
Example 16. Let φ(X) = X3 + X + 1, which is a primitive polynomial. Now, let
N be an XNFA with transition matrices Ma and Mb. The matrix Ma is the normal
form matrix of ca(X) = (X + 1)φ(X) = X
4 +X3 +X2 + 1 and Mb the normal form
matrix of cb(X) = X
4 +φ(X) = X4 +X3 +X+ 1. Let Q0 = {q0} and let F a = {q0}
and F r = {q1, q2, q3}. The matrices Ma and Mb are shown in Figures 4.16 and 4.17,
while N and its equivalent XDFA ND are shown in Figures 4.18 and 4.19. We have
L1 = a7i+j for i ≥ 0 and j ∈ {0, 4, 5}, L2 = bbbba∗ and L1∪L2 ⊂ L. As Figure 4.19
shows, exactly 2n−1 = 24−1 = 8 states are necessary to represent L with an XDFA.
Ma =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1

Figure 4.16: Example 16: transition
matrix for a
Mb =

0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 1

Figure 4.17: Example 16: transition
matrix for b
q0start
q1
q2
q3
a,b a,b
a,ba,b
b
a
a,b
Figure 4.18: Example 16: N
q0start
q1
q2
q3
q0, q1,
q3
q1, q2,
q3
q0, q1,
q2
q0, q2,
q3
a,b
a,b
a,b
b
a
a
b
a,b b
a
b
a
Figure 4.19: Example 16: ND
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The following is a simple corollary of Theorem 23.
Corollary 24. For any m and any n ≥ 4, there is a language Ln so that some
n-state m-ary SV-XNFA accepts Ln and the minimal SV-XDFA that accepts Ln has
2n−1 states.
We now show that any given SV-XNFA can be used to obtain another one via a
so-called change of basis. Let N = (Q,Σ, δ, Q0, F
a, F r) an SV-XNFA with n states
and transition matrices Mσ1 , Mσ2 , ..., Mσr , and let A be any non-singular n × n
matrix. We encode Q0 as a vector v(Q0) of length n over GF(2) and F
a and F r
as vectors v(F a) and v(F r), respectively. Let N ′ = (Q,Σ, δ′, Q′0, F ′a, F ′r) be an
SV-XNFA where M ′σi = A
−1MσiA for 0 ≤ i ≤ r, v(Q′0) = v(Q0)A, v(F ′a)T =
A−1v(F a)T and v(F ′r)T = A−1v(F r)T .
In the discussions in Sections 3.2 on page 12 and 3.5 on page 26 we showed that
for unary and r-ary XNFA, if we apply a change of basis on an XNFA N to obtain
N ′, then, ∆′(w) = ∆(w). We showed in Section 4.1 on page 32 that for unary SV-
XNFA, this holds for ∆a and ∆r, respectively the acceptance weight and rejection
weight functions. We now show that this holds for r-ary SV-XNFA as well.
Let w = σi1σi2 . . . σik be a word of length k, where σij represents the j-th letter
of w. Then ∆a(w) = v(Q0)Mσi1Mσi2 . . .Mσik v(F
a)T , and
∆′a(w) = v(Q′0)M
′
σi1
M ′σi2 . . .M
′
σik
v(F ′a)T
= (v(Q0)A)(A
−1Mσi1A)(A
−1Mσi2A) . . . (A
−1MσikA)(A
−1v(F a)T )
= v(Q0)Mσi1Mσi2 . . .Mσik v(F
a)T
= ∆a(w) .
Similarly, ∆′r(w) = ∆r(w). Clearly, the SV-condition is met by ∆′a and ∆′r,
and so N ′ is an SV-XNFA that accepts the same language as N .
Finally, we give an example of such a change of basis for a trinary (|Σ| = 3)
SV-XNFA.
Example 17. Let N be an SV-XNFA with alphabet Σ = {a, b, c}, and the following
transition matrices: Ma is the normal form matrix of ca(X) = X
4+X3+X2+1, Mb
is the normal form matrix of cb(X) = X
4 +X3 +X + 1, and Mc is the normal form
matrix of cc(X) = X
4+X2+X+1. Let Q0 = {q0}, F a = {q0, q2} and F r = {q1, q3}.
Figure 4.20 shows N and the equivalent XDFA ND is given in Figure 4.21, where
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a double edge indicates an accept state and a thick edge indicates a reject state.
Consider the following matrix A:
A =

0 1 1 1
1 0 1 0
1 1 0 0
0 1 0 1
 .
We use A to make a change of basis from N to N ′. Let N ′ be an XNFA with Σ =
{a, b, c}, where M ′a = A−1MaA, M ′b = A−1MbA and M ′c = A−1McA. Furthermore,
let v(Q′0) = v(Q0)A, i.e. Q′0 = {q1, q2, q3}. Finally, let v(F ′a)T = A−1v(F a)T and
v(F ′r)T = A−1v(F r)T , i.e. F ′a = {q0, q2} and F ′r = {q2, q3}. Figure 4.22, shows
N ′, with a double edge indicating an accept state, a thick edge indicating a reject
state and a thick double edge indicating a state that is both an accept state and a
reject state. Figure 4.23 gives the equivalent XDFA N ′D. It is worth noting that,
although N ′ has a different structure than N , N ′D has the same structure as ND,
and accepts the same language. Also, note that in N ′D, the state [q0, q1, q2] is a reject
state, because it contains an even number of accept states, namely q0 and q2, but an
odd number of reject states, namely q2.
q0start
q1
q2
q3
a,b,c a,b,c
a,b,ca,b
b,c
a,c
a,b
Figure 4.20: Example 17: N
q0start
q1
q2
q3
q0, q2,
q3
q0, q1,
q3
q1, q2,
q3
q0, q1,
q2
a,b,c
a,b,c
a,b,c
a
b
c
a,b,c
a
b
c
a
b
c
a
b
c
Figure 4.21: Example 17: ND
4.4 Conclusion
In this chapter we presented self-verification as applied to XNFA. Self-verification is
an instance of generalised acceptance, since there are two sets of final states, namely
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. SELF-VERIFYING XNFA 54
q0start
q1
q2
q3
a,b
b,c
b,c
c
a,b
a
b,c
a,b
c
a
b,c
c
a,b,c
a,b,c
Figure 4.22: Example 17: N ′
q1, q2,
q3
start
q0, q2
q0, q1
q1, q3
q0, q1,
q2
q0
q2, q3
q3
a,b,c
a,b,c
a,b,c
a
b
c
a,b,c
a
b
c
a
b
c
a
b
c
Figure 4.23: Example 17: N ′D
F a and F r, and specific meaning is associated with each, namely acceptance and
rejection, respectively. The notion of self-verification as presented in the literature
for typical NFA was interpreted for XNFA, retaining the so-called SV-requirement
that any word be explicitly accepted or rejected by the automaton.
Because of the parity nature of acceptance for XNFA, an interesting difference
between the SV-requirement for SV-NFA and SV-XNFA is the fact that F a∩F r must
be empty for SV-NFA, but need not be for SV-XNFA. For SV-NFA, this follows from
the fact that acceptance or rejection may be confirmed on the grounds of a single
path ending in either kind of final state, which is similar to NFA, where acceptance
is confirmed on the grounds of a single path ending in an accept state. This is a
very intuitive requirement, since the idea of a state that both accepts and doesn’t
accept (or rejects, in the case of self-verification) seems to be a contradiction, and
indeed it is a contradiction for NFA and SV-NFA.
However, for XNFA, acceptance requires that there be an odd number of paths
ending in accept states, and hence, we have that for SV-XNFA, rejection requires an
odd number of paths ending in reject states. This implies knowledge of all possible
paths ending in either accept or reject states in order to count them, and hence, there
is no reason to require that any single path contribute to only one of the counts.
This requirement might additionally be imposed, as it is for disjunctive acceptance,
but we have seen that the consequence is that the equivalence between XNFA and
weighted automata over GF (2) is removed.
The only requirement necessary in order to retain the equivalence with weighted
automata over GF (2) is that there be some paths which contribute to only one
of the counts, so that ultimately, for every word, exactly an odd number of paths
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. SELF-VERIFYING XNFA 55
contribute to the number of accept paths and an even number of paths contribute
to the number of reject paths, or vice versa. We called this GF (2)-acceptance, and
we studied this requirement primarily via the equivalent requirement for XDFA,
which is that each XDFA state contain an odd number of XNFA states that belong
to F a and even number to F r, or vice versa, in principle allowing XNFA states to
belong to both. In reality then, while SV-NFA have three kinds of states, namely
accept, reject, and neutral states, SV-XNFA with GF (2)-acceptance have four kinds
of states, namely accept, reject, both, and neutral states.
Given this definition of SV-XNFA, we have shown that it is possible to ob-
tain equivalent n-state SV-XNFA by performing a change of basis using some non-
singular n × n matrix. We also note that the number of non-singular n × n ma-
trices over GF(2) (including the identity matrix) is known to be |GL(n,Z2)| =∏n−1
k=0(2
n − 2k), and so, up to isomorphism, for any n-state SV-XNFA at most an-
other |GL(n,Z2)| − 1 equivalent SV-XNFA can be found.
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Succinct representation of unary
regular languages with ?-XNFA
XNFA have been shown to provide representations of certain unary and binary lan-
guage families that are more succinct than what is achievable by NFA [32; 34].
For the unary case specifically, the family of languages that can be represented by
n-state XNFA, but which requires 2n − 1 DFA states, are exactly those languages
whose transition matrices have a primitive characteristic polynomial [32], and hence
lead to cycles of length 2n − 1 in the equivalent minimal DFA. It is known that such
cycles have good equidistribution properties [17]. We may say that a unary language
L is equidistributed if the minimal XDFA that accepts it has good equidistribution
properties. (This means that final and non-final states occur more or less equally
frequently and are uniformly distributed over the cycle.) Hence, only equidistributed
unary languages can be succinctly represented by XNFA with primitive character-
istic polynomials. In this chapter we define ?-XNFA as an instance of generalised
acceptance XNFA (GA-XNFA) (see Definition 2 on page 28) and investigate ways in
which they can be used for the succinct representation of non-equidistributed unary
languages.
Our particular focus is the descriptional complexity of the language operations
intersection, union, relative complement and symmetric difference on unary lan-
guages, all of which lead to unary languages that are not equidistributed, except
for symmetric difference. The main result is to show that the upper bound for the
operations of intersection, union and relative complement is (2m − 1)(2n − 1) on two
languages represented minimally by XNFA with m and n states, respectively, and
that the lower bound of m+ n is not tight. Furthermore, the same languages can
be represented with unary ?-XNFA using only m+ n states. On the other hand, we
show that the bound for symmetric difference is m+ n for both a unary XNFA and
a unary ?-XNFA, and hence, given two languages that can be represented succinctly
56
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Table 5.1: Example 18: transition function δ
δ a b
q0 {q1} {q1}
q1 {q2} {q2}
q2 {q0, q1, q2} {q0, q2}
by two unary XNFA, their symmetric difference can also be represented succinctly
by a unary XNFA.
The structure of this chapter is as follows: after defining ?-XNFA, we present
some properties of strings in Section 5.1 that will be useful in proving state com-
plexity bounds for intersection, union and relative complement in Section 5.2. Then
we prove state complexity bounds for these operations and symmetric difference for
?-XNFA in Section 5.3. We then use the result for ⊕-XNFA to prove the state com-
plexity bound for symmetric difference XNFA in Section 5.4, as well as providing
an alternative proof for the bound given for complement in [30].
In Section 5.5, we return briefly to the question of a lower bound for XNFA on
the operations of intersection, union and relative complement, which we conjecture
to be at least polynomial. Finally, Section 5.6 contains a short discussion of the
results presented.
Definition 5. A ?-XNFA is a GA-XNFA with F = {F 1, F 2, . . . , F r}, where ?
is a left-associative set operation applied to the languages L1,L2, . . . ,Lr associated
with F 1, F 2, . . . , F r, respectively. A word w is accepted by a ?-XNFA N , if w ∈
L1 ? L2 ? · · · ? Lr.1
Example 18. Let N be a 3-state binary ∩-XNFA with δ given in Table 5.1, accepting
the language L. Let F = {F 1, F 2}, where F 1 = {q0, q2} and F 2 = {q1, q2}. The
∩-XNFA N is shown in Figure 5.1, with states belonging to F 1 indicated by a double
border and states belonging to F 2 indicated by a thick border. Note that q2 belongs
to both. The equivalent XDFA ND is given in Figure 5.2.
We see, for example, that aa is accepted with respect to both F 1 and F 2, and
hence aa ∈ L1 ∩ L2, so aa ∈ L. On the other hand, aab is accepted with respect to
F 2 and rejected with respect to F 1, and hence aab /∈ L1 ∩ L2, so aab /∈ L.
1Our focus is on expressions of this form, but in principle, future work may involve studying
more complex expressions.
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q0start
q1
q2
a,b
a,b
a,b
a
a,b
Figure 5.1: Example 18: N
q0start
q1
q2
q0, q2
q1, q2
q0, q1
q0, q1,
q2
a, b
a, b
b
b
b
a, b
b
a
a
a
a
Figure 5.2: Example 18: ND
5.1 Properties of binary strings: slices and
permutations
A unary XNFA with a non-singular transition matrix has an equivalent minimal
XDFA that consists of a single cycle of states (see Example 7 on page 22). If the
cycle has length n, then the language L recognised by this XNFA and XDFA can be
represented as a binary string s of length n, indexed from 0 to n − 1, where a 1 in
position i corresponds to reaching a final state after reading i characters, or ai ∈ L,
and a 0 corresponds to reaching a non-final state, or ai /∈ L. For example, the string
10111 represents the language L = a5i + j, for j ∈ {0, 2, 3, 4} and i ≥ 0. (Note that
a0 = , which is in L, since the element in position 0 is a 1.)
In order to prove the state complexity bound for the intersection, union and
relative complement of unary languages for XNFA, we therefore first establish some
useful properties of strings. We provide some definitions and lemmas relating to so-
called slices of strings, before defining k-displacements and shifted k-displacements,
which are permutations of strings, and we give some results concerning these dis-
placements. This puts us in a position to prove Theorems 34, 35 and 36, which relate
specifically to binary strings. We use these results in our discussion of the descrip-
tional complexity of certain language operations for unary XNFA in Section 5.2.
5.1.1 Notation
In this section, we discuss strings of finite length. We use superscripts primarily
to indicate repeated concatenation, so that s = t3 = ttt; that is, s is t concate-
nated 3 times. In order to facilitate naming of strings, however, we may also use
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superscripts to name related strings. In this case, we will define the strings with
specific superscripts and use parentheses to distinguish from those superscripts that
indicate repeated concatenation. For example, if we define a string s1, we indicate
a repeated concatenation of s1 with (s1)x. In this chapter, the intended meaning of
a superscript will be clear from the context.
We indicate the elements of strings using subscripts starting at 0, and so s0 is
the first element in a string and sn−1 is the final element in a string of length n. We
say si is the element or value of s at index i.
Note that for any s = (s′)x of length n where s′ has length d, it follows that
si = s
′
i mod d for 0 ≤ i ≤ n− 1.
5.1.2 Properties of strings
We start with some basic definitions.
Definition 6. [19] Let s be a string and let t be the shortest string such that s = tx
for some x, where t has length p. Then s has period p.
Definition 7. [19] A primitive string is a string s whose period equals its length.
Lemma 25. Let y ≥ 1. The strings s and sy have the same period.
Proof. If s = tx for some primitive string t, then sy = (tx)y = txy. It follows that s
and sy have the same period.
Definition 8. Let s = s0s1 · · · sn−1 be a string of length n. Then
s′ = sq mod ns1+q mod n · · · s(n−1+q) mod n
is a shift of s. Clearly, the period of s′ is equal to the period of s.
Example 19. Let s = 100111, which has length and period 6. Then we can list all
its shifts as follows:
{001111, 011110, 111100, 111001, 110011} .
Evidently, each of these strings also have period 6. On the other hand, let s′ = 101101,
which has length 6 and period 3. Then we can list all its shifts as follows:
{011011, 110110, 101101, 011011, 110110} .
Note that, in addition to all these shifts having period 3, some shifts are identical to
others.
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Example 20. Let s = 111001110011100, so that n = 15. Let t = 11100, which
is primitive, since it has length and period of 5. Then s = (11100)3 = t3, and
hence s has period 5. Now, let s′ = 100111001110011 and let t′ = 10011. Clearly,
t′ is a rightward shift of t by three positions, and t′ has period 5. Furthermore,
s′ = (10011)3 = (t′)3, so s′ also has period 5. Finally, s′ is a rightward shift of s by
three positions.
The following definition introduces the notion of q-slices of strings, which will be
useful when reasoning about the periods of certain strings.
Definition 9. Let s = s0s1 · · · sn−1 be a string of length n and let dk = n. Now, let
χd(s, q) = s0+(q mod d)sd+(q mod d)s2d+(q mod d) · · · s(k−1)d+(q mod d) .
We say that χd(s, q) is the q-slice of s with respect to d. The length of χd(s, q) is
k = nd .
Note that if q < d, we can write
χd(s, q) = s0+qsd+qs2d+q · · · s(k−1)d+q .
This observation leads to the following lemma.
Lemma 26. Let s = s0s1 · · · sn−1 be a string of length n. Then for any q and
q′ = q mod d,
χd(s, q) = χd(s, q
′) .
Proof. We simply note that
χd(s, q) = s0+(q mod d)sd+(q mod d)s2d+(q mod d) · · · s(k−1)d+(q mod d)
= s0+q′sd+q′s2d+q′ · · · s(k−1)d+q′
= χd(s, q
′) .
Essentially, a q-slice with respect to d divides the string into equal parts of length
d and constructs a new string by taking the q-th element from each part.
Example 21. Let s1 = 101101101, s2 = 101101011 and let s3 = 110111101111011,
so that n1 = n2 = 9 and n3 = 15. Some examples of q-slices are as follows:
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χ3(s1, 1) = 000
χ3(s1, 2) = 111
χ3(s2, 1) = 001
χ3(s2, 2) = 111
χ3(s3, 1) = 11011
χ3(s3, 2) = 01111
χ5(s3, 2) = 000
χ5(s3, 4) = 111 .
Figure 5.3 illustrates how χ3(s1, 1) is found, while Figures 5.4 and 5.5 illustrate
the same for χ3(s2, 1) and χ3(s3, 2), respectively. The positions of the dashed lines
that divide the strings into sections of equal length are determined by the value of d,
while the position of the blocks within each section is a consequence of the choice of
q.
1 0 1 1 0 1 1 0 1
0 1 2 3 4 5 6 7 8
0 0 0
1 4 7
Figure 5.3: Example 21: χ3(s1, 1), with d = 3 and q = 1
1 0 1 1 0 1 0 1 1
0 1 2 3 4 5 6 7 8
0 0 1
1 4 7
Figure 5.4: Example 21: χ3(s2, 1), with d = 3 and q = 1
1 1 0 1 1 1 1 0 1 1 1 1 0 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0 1 1 1 1
2 5 8 11 14
Figure 5.5: Example 21: χ3(s3, 2), with d = 3 and q = 2
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We now give some lemmas regarding relationships that exist between the periods
of q-slices of related strings.
Lemma 27. Let t be a string of length p and let df = p. Then,
χd(t
r, q) = χd(t, q)
r .
Proof. Since χd(t
r, q) = χd(t
r, q′) for some q′ < d by Lemma 26, we may assume,
without loss of generality, that q < d. Let t = t0t1 · · · tp−1. Then
tr = (t0t1 · · · tp−1)r
= (t0t1 · · · tp−1)(t0t1 · · · tp−1) · · · (t0t1 · · · tp−1)︸ ︷︷ ︸
r times
.
Also,
χd(t, q) = (t0+qtd+qt2d+q · · · t(f−1)d+q) .
Let n be the length of tr, and hence pr = n. From Definition 9, we know that
the length of χd(t, q) is
p
d = f . Then we have,
χd(t
r, q) = (t0+qtd+qt2d+q · · · t(f−1)d+q) · · · (t0+qtd+qt2d+q · · · t(f−1)d+q)︸ ︷︷ ︸
r times
= (t0+qtd+qt2d+q · · · t(f−1)d+q)r
= χd(t, q)
r .
Lemma 28. If a string s has period p, then for any q, the q-slice of s with respect
to p has period 1. Conversely, if any q-slice with respect to d of a string s has period
1, then s has period p such that p | d.
Proof. Let s have period p. Then there is some string t = t0t1 · · · tp−1 of length p
such that s = tx for some x. Let 0 ≤ q ≤ p− 1, then
χp(s, q) = sqsp+qs2p+q · · · s(x−1)p+q
= tq mod pt(p+q) mod pt(2p+q) mod p · · · t[(x−1)p+q] mod p
= tqtqtq · · · tq︸ ︷︷ ︸
x times
,
which clearly has period 1.
Conversely, let χd(s, q) have period 1 for any q. By Lemma 26, we need only
consider 0 ≤ q ≤ d− 1. Then it follows that, for any 0 ≤ q ≤ d− 1,
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sq = sd+q = s2d+q = · · · = s(n
d
−1)d+q .
Let w = (s0s1...sd−1), then we have s = (s0s1...sd−1)
n
d = w
n
d . Let w have period
p, then p | d, and by Lemma 25, s has period p.
We illustrate Lemma 28 in the next example.
Example 22. Let s = 101101101101 so that n = 12 and p = 3; that is s = (101)4.
Then we have
χ3(s, 0) = 1111
χ3(s, 1) = 0000
χ3(s, 2) = 1111 .
In all cases, the period of χ3(s, q) is 1. Figure 5.6 illustrates how, for example,
χ3(s, 0) is found.
1 0 1 1 0 1 1 0 1 1 0 1
0 1 2 3 4 5 6 7 8 9 10 11
1 1 1 1
0 3 6 9
Figure 5.6: Example 22: χ3(s, 0), with d = 3 and q = 0
Lemma 29. If a string s of length n has period p and if df = p, then for any q, the
q-slice of s with respect to d has period f ′ such that f ′ | f .
Proof. Since s has period p, there is some primitive string t = t0t1 · · · tp−1 of length
p such that s = t
n
p . Let dk = n and let 0 ≤ q ≤ d− 1, then
χd(s, q) = s0+qsd+qs2d+q · · · s(k−1)d+q,
which has length nd = k. But s = t
n
p , so by Lemma 27,
χd(s, q) = χd(t
n
p , q)
= χd(t, q)
n
p .
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By Lemma 25, the period of χd(s, q) is equal to the period of χd(t, q). We know
that the length of χd(s, q) is
n
d = k, and hence the length of χd(t, q)
x must also be
k. Let the length of χd(t, q) be y, then (
n
p )(y) = k, and so
y =
pk
n
=
p
d
= f .
Therefore, the length of χd(t, q) is f , and hence the period of χd(t, q) – and therefore
the period of χd(s, q) – must be some f
′ such that f ′ | f .
Example 23. Let s = (110000111011)3, so that n = 36 and p = 12. Let d = 2 and
f = 6, so that df = p. Then we have,
χ2(s, 0) = (100111)
3
χ2(s, 1) = (100101)
3 .
In both cases, the period is 6, which divides f = 6.
We now introduce the notion of k-displacements of a string, which are a specific
kind of permutation of a string which results in an ordered rearrangement of the
string.
Definition 10. Let gcd(k, n) = 1 and κ(i, k) = i · k mod n, and let s be a string of
length n. A k-displacement of s is a permutation s′ of s where the value at index i
in s′ is the value at index κ(i, k) in s.
Example 24. Let s = 011100011, so that n = 9. We may represent the indices of
s as (0 1 2 3 4 5 6 7 8). Now let k = 4, and let s′ be the 4-displacement of s, so that
κ(i, 4) = (i · 4) mod 9. We compute the value for s′ at each index by determining
the corresponding index of s:
κ(0, 4) = (0 · 4) mod 9 = 0
κ(1, 4) = (1 · 4) mod 9 = 4
κ(2, 4) = (2 · 4) mod 9 = 8
κ(3, 4) = (3 · 4) mod 9 = 3
κ(4, 4) = (4 · 4) mod 9 = 7
κ(5, 4) = (5 · 4) mod 9 = 2
κ(6, 4) = (6 · 4) mod 9 = 6
κ(7, 4) = (7 · 4) mod 9 = 1
κ(8, 4) = (8 · 4) mod 9 = 5
Hence, s′ corresponds to the ordered arrangement (0 4 8 3 7 2 6 1 5) of the indices
of s, and so s′ = 001111010.
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Figure 5.7 illustrates this visually. Since we compute κ modulo 9, which is the
length of s, we can think of s as extended as long as necessary. At the top of the
figure, therefore, we have repeated instances of s, separated by dashed lines, with the
corresponding index indicated below each value. Note that in the representation of
s′ below, the difference modulo 9 between adjacent indices is 4.
From the figure it is evident that we can think of k-displacements as slices of
extended strings, where d has the value of k and q is fixed at 0. We call them k-
displacements to emphasise the fact that the resulting string is a permutation of the
original, with the indices displaced so that the difference modulo n between adjacent
indices is k.
0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 ... ...
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 ... ...
0 0 1 1 1 1 0 1 0
0 4 8 3 7 2 6 1 5
Figure 5.7: Example 24: κ(i, 4) = (i · 4) mod 9
A shifted k-displacement is similar to a k-displacement, but the original string
is shifted before the ordered rearrangement is computed.
Definition 11. Let s be a string of length n. A shifted k-displacement of s is a
permutation sk of s where the value at index i in sk is the value at index κq(i, k) in
s, where gcd(k, n) = 1 and κq(i, k) = (i · k + q) mod n for some q.
Since (i ·k +q) mod n = [i ·k mod n+q mod n] mod n, a shifted k-displacement
is a shift of a k-displacement.
Example 25. Let s = 011100011 so that n = 9. We may represent the indices
of s as (0 1 2 3 4 5 6 7 8). Now let k = 4 and q = 2, and let s′ be a 2-shifted
4-displacement of s. We compute the value for s′′ at each index by determining the
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corresponding index of s:
κ2(0, 4) = (0 · 4 + 2) mod 9 = 2
κ2(1, 4) = (1 · 4 + 2) mod 9 = 6
κ2(2, 4) = (2 · 4 + 2) mod 9 = 1
κ2(3, 4) = (3 · 4 + 2) mod 9 = 5
κ2(4, 4) = (4 · 4 + 2) mod 9 = 0
κ2(5, 4) = (5 · 4 + 2) mod 9 = 4
κ2(6, 4) = (6 · 4 + 2) mod 9 = 8
κ2(7, 4) = (7 · 4 + 2) mod 9 = 3
κ2(8, 4) = (8 · 4 + 2) mod 9 = 7
Hence, s′′ corresponds to the ordered arrangement (2 6 1 5 0 4 8 3 7) of the indices
of s, and so s′′ = 010001111, as illustrated in Figure 5.8. Note that s′′ is a shift
of s′ in Example 24, whose 0-th index corresponds to the 2-nd (or q-th) index of s.
The dotted rectangles and arrows in the figure indicate the shift caused by q.
0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 ... ...
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 ... ...
0 0 1 1 1 1 0 1 0
2 6 1 5 0 4 8 3 7
Figure 5.8: Example 24: κ2(i, 4) = (i · 4 + 2) mod 9
The following lemma is concerned with the relation between indices of a string
s and the indices of any repeating substring w of s.
Lemma 30. Let q | n and let s be a string of length n and w a string of length q
such that s = w
n
q . Then for any 0 ≤ i, j ≤ n−1, if i mod q = j mod q, then si = sj.
Conversely, let s be a string of length n, where for some q, it is true that si = sj
for any 0 ≤ i, j ≤ n− 1 such that i mod q = j mod q. Then s has a substring w of
length q such that s = w
n
q .
Proof. First, let s = w
n
q , and let w = w0w1 · · ·wq−1. Then s = (w0w1 · · ·wq−1)
n
q ,
and hence si = wi mod q and sj = wj mod q. Hence, for any 0 ≤ i, j ≤ n − 1, if
i mod q = j mod q, then si = wi mod q = wj mod q = sj .
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Conversely, let s be a string of length n, where for some q, it is true that si = sj
for any 0 ≤ i, j ≤ n − 1 such that i mod q = j mod q. Then, for 0 ≤ k ≤ q − 1, it
follows that sk = sq+k = s2q+k = · · · = s(n
q
−1)q+k, and hence s = (s0s1 · · · sq−1)
n
q .
Let w = (s0s1 · · · sq−1), then s = w
n
q .
The following lemma relates to the period of k-displacements and shifted k-
displacements.
Lemma 31. The period of a string is equal to the period of any k-displacement or
shifted k-displacement of that string.
Proof. Let s = s0s1 · · · sn−1 be a string of length n and let p be its period. Then we
can write s = t
n
p , where t is a string of length p. Hence, by Lemma 30, the values at
any indices i and j of s are equal if i mod p = j mod p. The value at any index r of a
k-displacement s′ of s is equal to the value of s at κ(r, k). Without loss of generality,
we can assume that k < n. Now, since p | n, it follows that i mod n = xp+(i mod p)
for some x. Hence, for 0 ≤ i, j ≤ n− 1, if i mod p = j mod p, then
κ(i, k) mod p = (i · k mod n) mod p
= ([(i mod n)(k mod n)] mod n) mod p
= ([(xp+ (i mod p))(k mod n)] mod n) mod p
= ([(xp+ (j mod p))(k mod n)] mod n) mod p
= ([(j mod n)(k mod n)] mod n) mod p
= (j · k mod n) mod p
= κ(j, k) mod p .
That is, if i mod p = j mod p, then κ(i, k) mod p = κ(j, k) mod p as long as gcd(k, n) =
1. But κ(i, k) and κ(j, k) are indices for which the values of s are equal to the values
of s′ at i and j, respectively. Hence, for 0 ≤ i, j ≤ n− 1, if i mod p = j mod p, then
s′i = s
′
j .
Therefore, by Lemma 30, s′ = w
n
p , where w has length p. By Lemma 25, the
period of s′ is equal to the period p′ of w, where p′ | p. Stated generally, the period
of a k-displacement of a string divides the period of the string.
Recall that k is chosen so that gcd(n, k) = 1, and therefore it has a modular
multiplicative inverse2 k−1 so that (k ·k−1) mod n = 1. Let s′′ be a k−1-displacement
of s′. That is, given some index r of s′′, its value is equal to the value of s′ at κ(r, k−1).
Furthermore, given any index κ(r, k−1) of s′, its value is equal to the value of s at
κ(κ(r, k−1), k). However,
2Given Zn, namely the integers modulo n, any k has a multiplicative inverse k−1 if and only if
gcd(n, k) = 1. Then (k · k−1) mod n = 1.
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κ(κ(r, k−1), k) = κ([r · k−1 mod n], k)
= (r · k−1 mod n)k mod n
= (r · k−1 mod n)(k mod n) mod n
= (r · k−1 · k) mod n
= (r mod n)(k−1 · k mod n) mod n
= r mod n
= r
Hence, s′′ = s, and so s is a k−1-displacement of s′. Therefore, the period p of s
must divide p′. Since p′ | p and p | p′, it follows that p′ = p, and hence the period of
s′ is p. Furthermore, shifting a string does not affect its period, therefore the same
is true for any s′ that is a shifted k-displacement of s.
Example 26. From Examples 24 and 25, we have s = 011100011, its 4-displacement
s′ = 001111010, and its 3-shifted 4-displacement s′′ = 010001111. We see that s, s′
and s′′ have period 9.
Let r = 110110110 = (110)3 with length 9 and period 3. Let k = 2 and q = 5,
so that the 2-displacement of r is r′ = 101101101 = (101)3, and its 5-shifted 2-
displacement is r′′ = 011011011 = (011)3. Then r, r′ and r′′ all have equal period
3. The ordered arrangement of indices for r′ is computed as follows:
κ(0, 2) = (0 · 2) mod 9 = 0
κ(1, 2) = (1 · 2) mod 9 = 2
κ(2, 2) = (2 · 2) mod 9 = 4
κ(3, 2) = (3 · 2) mod 9 = 6
κ(4, 2) = (4 · 2) mod 9 = 8
κ(5, 2) = (5 · 2) mod 9 = 1
κ(6, 2) = (6 · 2) mod 9 = 3
κ(7, 2) = (7 · 2) mod 9 = 5
κ(8, 2) = (8 · 2) mod 9 = 7
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The ordered arrangement of indices for r′′ is computed as follows:
κ5(0, 2) = (0 · 2 + 5) mod 9 = 5
κ5(1, 2) = (1 · 2 + 5) mod 9 = 7
κ5(2, 2) = (2 · 2 + 5) mod 9 = 0
κ5(3, 2) = (3 · 2 + 5) mod 9 = 2
κ5(4, 2) = (4 · 2 + 5) mod 9 = 4
κ5(5, 2) = (5 · 2 + 5) mod 9 = 6
κ5(6, 2) = (6 · 2 + 5) mod 9 = 8
κ5(7, 2) = (7 · 2 + 5) mod 9 = 1
κ5(8, 2) = (8 · 2 + 5) mod 9 = 3
Finally, the following lemma shows a specific relationship between q-slices and
k-displacements.
Lemma 32. Let s = tk be a string of length pk with period p, where gcd(p, k) = 1.
Let p = pαpβ 6= 1 and k = kαkβ 6= 1. Then
χpαkα(s, q) = (t
′)kβ
where t′ is a kα-displacement of χpα(t, q).
Proof. We have
χpα(t, q) = tqtpα+qt2pα+q · · · t(pβ−1)pα+q .
Then the following is a kα-displacement of χpα(t, q), since every index has the
form i · k mod n:
t′ = tq mod pt(pαkα+q) mod pt(2pαkα+q) mod p · · · t[(pβ−1)pαkα+q] mod p .
Furthermore, we have
[(pβ − 1)pαkα + q] mod p
=([(pβ − 1)pαkα] mod p+ [q mod p]) mod p
=([p− pαkα] mod p+ [q mod p]) mod p
=[(−pαkα) mod p+ (q mod p)] mod p
=(−pαkα + q) mod p ,
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and also
[(rpβ − 1)pαkα + q] mod p
=([(rpβ − 1)pαkα] mod p+ [q mod p]) mod p
=([rp− pαkα] mod p+ [q mod p]) mod p
=[(−pαkα) mod p+ (q mod p)] mod p
=(−pαkα + q) mod p .
Hence,
[(rpβ − 1)pαkα + q] mod p = [(pβ − 1)pαkα + q] mod p .
Consequently,
χpαkα(s, q) = sqspαkα+qs2pαkα+q · · · s(pβkβ−1)pαkα+q
= (sqspαkα+qs2pαkα+q · · · s(pβ−1)pαkα+q)kβ
= (tq mod pt(pαkα+q) mod pt(2pαkα+q) mod p · · · t[(pβ−1)pαkα+q] mod p)kβ
= (t′)kβ .
5.1.3 Bitwise binary operations on strings
Definition 12. Let s1 = s10s
1
1 . . . s
1
n−1 and s2 = s20s21 . . . s2n−1 be two binary strings
of length n. Then s− = s−0 s
−
1 . . . s
−
n−1, where s
−
i = 1 if s
1
i = 1 and s
2
i = 0, and 0
otherwise. We say that s− is the result of performing a bitwise DIFF operation on
s1 and s2.
The bitwise DIFF operation is analogous to the relative complement (or differ-
ence) set operation, which is defined as A \ B for any sets A and B. Just as A \ B
contains only those elements of A that do not also occur in B, s− contains only 1’s
in positions where a 1 occurs in s1 but not also in s2.
The following lemma will enable us to show that the proof of Theorem 34 is
similar to those of Theorems 35 and 36.
Lemma 33. Let s1 and s2 be two binary strings of length n. Let s? = s1 ? s2, where
? is either the bitwise AND operator, the bitwise OR operator or the bitwise DIFF
operator. Then
AND. If s1 = 1n, s∧ = 1n if and only if s2 = 1n, and s∧ = 0n if and only if
s2 = 0n. Furthermore, the period of s∧ is equal to the period of s2.
OR. If s1 = 0n, s∨ = 0n if and only if s2 = 0n, and s∨ = 1n if and only if s2 = 1n.
Furthermore, the period of s∨ is equal to the period of s2.
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DIFF. If s1 = 1n, s− = 0n if and only if s2 = 1n, and s− = 1n if and only if
s2 = 0n. Furthermore, the period of s− is equal to the period of s2.
Proof. The lemma follows directly from the definitions of bitwise AND, bitwise OR
and bitwise DIFF.
We give the following theorem and then demonstrate one of the cases addressed
in the proof in a subsequent example.
Theorem 34. Let s1 and s2 be two primitive binary strings of length m and n,
respectively, where gcd(m,n) = 1 and hence lcm(m,n) = mn. Let s1′ = (s1)n and
s2′ = (s2)m, so that s1′ and s2′ are strings of length mn. Now, let s∧ = s1′ ∧ s2′, i.e.
s∧ is the result of performing a bitwise AND operation on s1′ and s2′. Then s∧ is a
primitive string.
Proof. Since the theorem concerns the bitwise AND operation between two strings,
we are specifically interested in those positions where a 1 occurs in both strings,
since these are the only pairs of bits that will result in a 1 in s∧.
The length of each of the strings s1′, s2′ and s∧ is mn and hence the period of
s∧ must be such that it divides mn. We identify four exhaustive cases for possible
divisors of mn and prove that s∧ can only have period mn.
Case 1: d = m (or d = n). By Lemma 25 on page 59, we know that s1′ has
period m. Then by Lemma 28 on page 62, χm(s
1′, q) has period 1 for any
0 ≤ q ≤ m− 1. Let q be some index of s1 such that s1q = 1. Then χm(s1′, q) =
1n.
We also have
χm(s
2′, q) = s2′q s
2′
m+qs
2′
2m+q · · · s2′(n−1)m+q
= s2q mod ns
2
(m+q) mod ns
2
(2m+q) mod n · · · s2[(n−1)m+q] mod n .
Since gcd(m,n) = 1, χm(s
2′, q) is a shifted m-displacement of s2. Therefore,
by Lemma 31, the period of χm(s
2′, q) is equal to the period of s2, which is n.
Now, χm(s
∧, q) = χm(s1′, q) ∧ χm(s2′, q). Since χm(s1′, q) = 1n and χm(s2′, q)
has period n, by Lemma 33, the period of χm(s
∧, q) is n and not 1. Therefore,
by Lemma 28, s∧ cannot have period m. Similarly, s∧ cannot have period n.
Case 2: d such that d | m (or d | n). Let q be some index of s1 such that s1q = 1.
If d is the period of s∧, then χd(s∧, q) has period 1. Since m = dk, χm(s∧, q) is
a substring of χd(s
∧, q) and hence must also have period 1. However, in Case
1 we considered χm(s
∧, q) and showed that it must have period n, and not
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1. This is a contradiction, and hence s∧ does not have period d where d | m.
Similarly, s∧ does not have period d where d | n.
Case 3: d = mαnα where mαmβ = m, nαnβ = n. If mβ = nα = 1, or if
mα = nβ = 1, we have Case 1.
If mα 6= 1 and mβ 6= 1, while nα = 1, or if nα 6= 1 and nβ 6= 1, while mα = 1,
we have Case 2.
We now consider the case where neither mα, nα nor nβ are equal to 1.
Assume that s∧ has period mαnα. We first seek to establish that for any index
of the form rmα, we have s
1′
rmα = 1, in order to reason about the values of s
2′
at indices of the form rmα.
Since s1′ has period m and s2′ has period n, there exists some q0 so that
s∧q0 = s
1′
q0 ∧ s2′q0 = 1, and hence s1′q0 = s2′q0 = 1. We can shift s1′ and s2′ by the
same amount without affecting the period of the resulting s∧, and so we may
assume, without loss of generality, that q0 = 0.
Now, by assumption, χmαnα(s
∧, q) has period 1, and specifically, χmαnα(s∧, 0) =
1mβnβ . Then, by Lemma 33,
χmαnα(s
1′, 0) = χmαnα(s
2′, 0) = 1mβnβ .
Furthermore, by Lemma 32, χmαnα(s
1′, 0) = (t1)nβ , where t1 is a nα-displacement
of χmα(s
1, 0). Consequently, since χmαnα(s
1′, 0) = 1mβnβ and consists only of
the elements of χmα(s
1, 0), it follows that χmα(s
1, 0) consists entirely of 1’s,
and hence we have
s10 = s
1
mα = s
1
2mα = · · · = s1(mβ−1)mα = 1 .
Now, s1′ = (s1)n, and hence
s1′0 = s
1′
mα = s
1′
2mα = · · · = s1′(nmβ−1)mα = 1 .
Therefore, any q-slice of s1′ with respect to mαnα where q = rmα is a string
consisting of 1’s:
χmαnα(s
1′, rmα) = 1mβnβ for 0 ≤ rmα ≤ mαnα − 1
∴ χmαnα(s1′, rmα) = 1mβnβ for 0 ≤ r ≤ nα − 1 .
By assumption χmαnα(s
∧, rmα) has period 1, and hence from Lemma 33 it
follows that χmαnα(s
2′, rmα) must have period 1 for 0 ≤ r ≤ nα − 1.
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But by Lemma 32, χmαnα(s
2′, rmα) = (t2)mβ , where t2 is an mα-displacement
of χnα(s
2, rmα),. By Lemma 25, t
2 has period 1, and so by Lemma 31,
χnα(s
2, rmα) has period 1. Since by Lemma 26, χnα(s
2, rmα) = χnα(s
2, rmα mod
nα), it follows that χnα(s
2, rmα mod nα) must also have period 1. Recall that
0 ≤ r ≤ nα − 1.
Now, gcd(mα, nα) = 1 and so the following are unique:
0,
mα mod nα,
2mα mod nα,
...
(nα − 2)mα mod nα
and (nα − 1)mα mod nα.
Since there are nα unique values of rmα mod nα, it follows that χnα(s
2, q) has
period 1 for any 0 ≤ q ≤ nα−1, and hence by Lemma 26, for any q. But then,
by Lemma 28, s2 has period p such that p | nα. This is a contradiction, and
therefore s∧ does not have period mαnα.
Similarly, if neither nα, mα nor mβ are equal to 1, s
∧ does not have period
mαnα.
Case 4: d = mn This is the only remaining case, hence s∧ has period mn.
Example 27. Let s1 and s2 be two primitive strings of length m = 15 and n = 14
respectively, with s10 = s
2
0 = 1. Let mα = 3, mβ = 5, nα = 7 and nβ = 2.
Furthermore, let s1′ = (s1)n and s2′ = (s2)m, so that both s1′ and s2′ have length
mn = 210.
Now, let us suppose that s∧ = s1′ ∧ s2′ has period mαnα = 21. By Lemma 28, it
follows that χ21(s
∧, 0) = 110. Now, s10 = s20 = 1, and so by Lemma 33, χ21(s1′, 0) =
χ21(s
2′, 0) = 110.
However, by Lemma 32, χ21(s
1′, 0) = (t1)2, where t1 is a 7-displacement of
χ3(s
1, 0). Now, χ3(s
1, 0) = s10s
1
3s
1
6s
1
9s
1
12. A 7-displacement thereof is therefore
s10s
1
6s
1
12s
1
3s
1
9. Consequently, χ21(s
1′, 0) = (s10s16s112s13s19)2 = 110. Hence, s10 = s13 =
s16 = s
1
9 = s
1
12 = 1.
Since s1′ = (s1)n, it follows that
s1′0 = s
1′
3 = s
1′
6 = · · · = s1′207 .
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Therefore, specifically for 0 ≤ r < 7, it follows that χ21(s1′, 3r) = 110. Hence, by
Lemma 33, χ21(s
2′, 3r) has period 1 for 0 ≤ r < 7.
However, by Lemma 32, χ21(s
2′, 3r) = (t2)5, where t2 is a 3-displacement of
χ7(s
2, 3r). By Lemma 25, the period of χ21(s
2′, 3r) is equal to the period of t2,
which is equal to the period of χ7(s
2, 3r) by Lemma 31, and hence equal to the
period of χ7(s
2, 3r mod 7) by Lemma 26.
Recall that 0 ≤ r < 7, and so we have
0 · 3 mod 7 = 0,
1 · 3 mod 7 = 3,
2 · 3 mod 7 = 6,
3 · 3 mod 7 = 2,
4 · 3 mod 7 = 5,
5 · 3 mod 7 = 1,
6 · 3 mod 7 = 4 .
Hence, χ7(s
2, 3r mod 7) has period 1 for 7 unique values of q = 3r mod 7, and hence
for any 0 ≤ q < 7, and consequently by Lemma 26 for any q. Then, by Lemma 28,
s2 has some period p such that p | 7. But s2 has period 14, and hence we have a
contradiction.
Theorem 35. Let s1 and s2 be two primitive binary strings of length m and n,
where gcd(m,n) = 1 and hence lcm(m,n) = mn. Let s1′ = (s1)n and s2′ = (s2)m,
so that s′1 and s′2 are strings of length mn. Now, let s∨ = s1′ ∨ s2′, i.e. s∨ is the
result of performing a bitwise OR operation on s1′ and s2′. Then s∨ is a primitive
string.
Proof. Since the theorem concerns the bitwise OR operation between two strings,
we are specifically interested in those positions where a 0 occurs in both strings,
since these are the only pairs of bits that will result in a 0 in s∨. In the proof for
Theorem 34, we limited the selection of q-slices to those where 1’s occur in s1′ in
order to reason about 1’s occurring in s2′. A proof for the bitwise OR case would
be identical, except that we would limit the selection of q-slices to those where 0’s
occur in s1′ in order to reason about 0’s occurring in s2′. In particular, the proof
relies similarly on Lemma 33, but simply invokes a different case.
Theorem 36. Let s1 and s2 be two primitive binary strings of length m and n,
where gcd(m,n) = 1 and hence lcm(m,n) = mn. Let s1′ = (s1)n and s2′ = (s2)m,
so that s′1 and s′2 are strings of length mn. Now, let s− = s1′ − s2′, i.e. s− is the
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result of performing a bitwise DIFF operation on s1′ and s2′. Then s− is a primitive
string.
Proof. Since the theorem concerns the bitwise DIFF operation between two strings,
we are specifically interested in those positions where a 1 occurs in s1′ and a 0 occurs
in s2′, since these are the only pairs of bits that will result in a 1 in s−. As in the
case of Theorem 35, the proof is similar to that of Theorem 34, relying on Lemma 33
but invoking a different case.
Having established the previous three theorems, we are now in a position to
apply them to operations on languages represented by XNFA.
5.2 Descriptional complexity of language operations
for unary XNFA: intersection, union and relative
complement
Unary XDFA cycles have similar behaviour to linear feedback shift registers (LF-
SRs) [33], and consequently, XNFA whose characteristic polynomials are primitive
polynomials or products of primitive polynomials have good equidistribution prop-
erties [17; 40]. Specifically, Wang and Compagner [40] refer to three randomness
properties, R1, R2 and R3, which were first introduced by Golomb in [10]. They
show that the difference in these properties between maximal length cycles derived
from primitive polynomials and those derived from products of primitive polynomi-
als are negligible. A detailed discussion of these properties is beyond the scope of
this work, but it suffices to say that they guarantee that in the applicable XDFA
cycles, the number of final states are only one more than the number of non-final
states, and they limit the length of so-called runs of final and non-final states, leading
to a uniform distribution of final states in the cycles.
As we have noted, the language accepted by an XNFA can be represented by
a binary string s which corresponds to the cycle of the equivalent minimal XDFA.
Since the XDFA is minimal, s must be a primitive string, and in the case presented
here, it has good equidistribution properties. We use these characteristics to show
that m+n, a lower bound on the descriptional complexity of the intersection, union
and relative complement language operations for unary XNFA, cannot be reached
for all m and n.
First, we show that (2m − 1)(2n − 1) is the upper bound on the operation of
intersection applied to languages represented minimally by two XNFA with m and
n states, respectively.
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Theorem 37. Let N1 = (Q1,Σ, δ1, Q10, F
1) and N2 = (Q2,Σ, δ2, Q20, F
2) be an
m-state and an n-state unary XNFA, respectively, and let 2m − 1 and 2n − 1 be
relatively prime. Furthermore, let Q10 = Q
2
0 = F
1 = F 2 = {q0}. Let L1 and L2 be
the languages recognised by N1 and N2, respectively. Then the minimal XDFA that
accepts L = L1 ∩ L2 has (2m − 1)(2n − 1) states.
Proof. First, let s1 be the binary string of length 2m − 1 representing L1, corre-
sponding to its XDFA cycle of length 2m − 1, and let s2 be the binary string of
length 2n − 1 representing L2, corresponding to its XDFA cycle of length 2n − 1.
Now, let s1′ = (s1)2n−1 and let s2′ = (s2)2m−1. Then s∧ = s1′ ∧ s2′, which has
length (2m − 1)(2n − 1), would represent L = L1 ∩ L2. Note that since (2m − 1)
and (2n− 1) are relatively prime, lcm(2m− 1, 2n− 1) = (2m − 1)(2n − 1), and hence
no larger DFA cycle for the intersection of L1 and L2 would be minimal. Since
gcd(2m − 1, 2n − 1) = 1, by Theorem 34, s∧ is primitive, and hence a DFA cycle
recognising L must have exactly (2m − 1)(2n − 1) states. Hence, (2m − 1)(2n − 1)
is an upper bound.
The following lemma allows us to conclude that for any language that requires
a cycle of length (2m − 1)(2n − 1) in its minimal XDFA, m+ n is a lower bound on
the descriptional complexity of the equivalent XNFA representing that language.
Lemma 38. For m,n ≥ 2, a minimal XDFA cycle of length (2m−1)(2n−1) requires
at least m+ n states in an equivalent XNFA or ?-XNFA.
Proof. Let r = m+ n− 1. Then the largest cycle length achievable by an XNFA or
?-XNFA with r states is 2r − 1. However,
(2m − 1)(2n − 1) = 2m+n − 2m − 2n + 1
> 2m+n − (2m + 2n)
geq2m+n − 2m+n−1
= 2m+n−1
> 2m+n−1 − 1
= 2r − 1 .
Hence, at least m + n XNFA states or ?-XNFA are necessary to achieve a cycle of
length (2m − 1)(2n − 1).
The following theorem states that for certain XNFA with m states and n states,
respectively, an XNFA with m+n states is insufficient for representing the intersec-
tion of the two languages represented by the XNFA.
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Theorem 39. Let N1 = (Q1,Σ, δ1, Q10, F
1) and N2 = (Q2,Σ, δ2, Q20, F
2) be an m-
state and an n-state unary XNFA, respectively, and let 2m−1 and 2n−1 be relatively
prime. Let M1 and M2, their respective transition matrices, be the non-singular
normal form matrices of primitive polynomials cm(X) and cn(X). Furthermore, let
Q10 = Q
2
0 = F
1 = F 2 = {q0}. Let L1 and L2 be the languages recognised by N1 and
N2, respectively. Then the smallest XNFA that accepts L = L1∩L2 must have more
than m+ n states.
Proof. As shown in the proof of Theorem 37, the equivalent DFA that accepts L
has (2m − 1)(2n − 1) states. By Lemma 38, the cycle length (2m − 1)(2n − 1) in an
XDFA requires at least m+ n states in an equivalent XNFA.
Any XNFA with exactly m + n states that leads to an equivalent XDFA that
is a cycle of length (2m − 1)(2n − 1) must have a characteristic polynomial that
is reducible and has two primitive polynomial factors cm(X) and cn(X) of degree
m and n respectively, by Theorem 4 on page 18. Such an XNFA is equivalent to
the XNFA whose transition matrix contains two blocks that are the normal form
matrices of cm(X) and cn(X), respectively. Let c(X) = cm(X)cn(X), which is the
polynomial of least degree with factors cm(X) and cn(X), and let N be an XNFA
with characteristic polynomial c(X) whose transition matrix is the block diagonal
matrix of c(X). We may assume that the initial states of N are chosen in such a
way that its equivalent XDFA is the appropriate cycle of length (2m − 1)(2n − 1).
According to [17], given any choice of final states, the cycle of length (2m − 1)(2n − 1)
in the cycle structure of c(X) has good equidistribution properties, and specifically
the property R1, which is that the number of non-final states is only one less than
the number of final states [40]. We may therefore say that the language LN accepted
by N is equidistributed.
However, according to [17] and [40], the languages L1 and L2 are similarly
equidistributed. This means that, given strings s1′ and s2′ and considering pairs
of the form (s1′i , s
2′
i ), the pairs (0, 0), (0, 1), (1, 0) and (1, 1) are equidistributed over
the length of the strings. Therefore, s∧, the result of the bitwise AND operation
on s1′ and s2′, does not have the property R1, since occurrences of the pairs (0, 0),
(0, 1), (1, 0) result in a 0 in s∧, while only occurrences of the pair (1, 1) result in
a 1 in s∧. Hence, LN 6= L, and consequently, no XNFA with m + n states, which
leads to a cycle of length (2m − 1)(2n − 1) with good equidistribution properties,
will accept L.
The following two theorems give upper and lower bounds for union and relative
complement, respectively, which are identical to those established for intersection.
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Theorem 40. Let N1 = (Q1,Σ, δ1, Q10, F
1) and N2 = (Q2,Σ, δ2, Q20, F
2) be an m-
state and an n-state unary XNFA, respectively, and let 2m−1 and 2n−1 be relatively
prime. Let M1 and M2, their respective transition matrices, be the non-singular
normal form matrices of primitive polynomials cm(X) and cn(X). Furthermore,
let Q10 = Q
2
0 = F
1 = F 2 = {q0}. Let L1 and L2 be the languages recognised by
N1 and N2, respectively. Then the minimal XDFA that accepts L = L1 ∪ L2 has
(2m − 1)(2n − 1) states, while the smallest XNFA requires more than m+ n states.
Proof. The proof is similar to the proof for Theorem 42, except that we prove that
the minimal XDFA requires (2m − 1)(2n − 1) on the basis of Theorem 35. As for the
intersection case, L = L1 ∪L2 is not an equidistributed language, since occurrences
of the pairs (0, 1), (1, 0) and (1, 1) result in a 1 in s∨, while only occurrences of the
pair (0, 0) result in a 0. Hence, no XNFA with m+ n states, which leads to a cycle
of length (2m − 1)(2n − 1) with good equidistribution properties, will accept L.
Theorem 41. Let N1 = (Q1,Σ, δ1, Q10, F
1) and N2 = (Q2,Σ, δ2, Q20, F
2) be an m-
state and an n-state unary XNFA, respectively, and let 2m−1 and 2n−1 be relatively
prime. Let M1 and M2, their respective transition matrices, be the non-singular
normal form matrices of primitive polynomials cm(X) and cn(X). Furthermore,
let Q10 = Q
2
0 = F
1 = F 2 = {q0}. Let L1 and L2 be the languages recognised by
N1 and N2, respectively. Then the minimal XDFA that accepts L = L1 \ L2 has
(2m − 1)(2n − 1) states, while the smallest XNFA requires more than m+ n states.
Proof. The proof is similar to the proof for Theorem 42, except that we prove that
the minimal XDFA requires (2m − 1)(2n − 1) on the basis of Theorem 36. As for the
intersection case, L = L1 \ L2 is not an equidistributed language, since occurrences
of the pairs (0, 1), (0, 0) and (1, 1) result in a 0 in s−, while only occurrences of the
pair (1, 0) result in a 1. Hence, no XNFA with m+ n states, which leads to a cycle
of length (2m − 1)(2n − 1) with good equidistribution properties, will accept L.
We have given an upper bound of (2m − 1)(2n − 1) for the descriptional complex-
ity of the operations of intersection, union and relative complement for two unary
XNFA, with m and n states, respectively. We have also shown that m+n states are
insufficient for an XNFA to represent the intersection, union or relative complement
of some pairs of languages that can be represented minimally by an m-state XNFA
and an n-state XNFA, respectively.
Intersection, union and relative complement are asymmetric operations that re-
sult in non-equidistributed languages, as evidenced by the truth tables of their anal-
ogous boolean operations given in Figures 5.9, 5.10 and 5.11, respectively. On the
other hand, symmetric difference is indeed a symmetric operation. Consequently,
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its analogous boolean operation, XOR, has a symmetric truth table, shown in Fig-
ure 5.12. We might therefore expect that the descriptional complexity of the sym-
metric difference operation on languages represented by XNFA is different from the
other operations. In the following section, we consider the descriptional complexity
of these operations for ?-XNFA, and in Section 5.4 we give a tight bound for the
symmetric difference operation on languages represented by XNFA by considering
the relationship between XNFA and ⊕-XNFA.
∧ 0 1
0 0 0
1 0 1
Figure 5.9: Truth table for AND
∨ 0 1
0 0 1
1 1 1
Figure 5.10: Truth table for OR
− 0 1
0 0 1
1 0 0
Figure 5.11: Truth table for DIFF
⊕ 0 1
0 0 1
1 1 0
Figure 5.12: Truth table for XOR
5.3 Descriptional complexity of language operations
for unary ?-XNFA
Having shown m + n states are insufficient to represent the intersection, union or
relative complement of certain pairs of XNFA with m states and n states, respec-
tively, we now show that the same operations have a descriptional complexity of
m+ n for unary ?-XNFA, and that this is a tight bound.
Theorem 42. Let N1 = (Q1,Σ, δ1, Q10, F
1) and N2 = (Q2,Σ, δ2, Q20, F
2) be an m-
state and an n-state unary XNFA, respectively, and let 2m−1 and 2n−1 be relatively
prime. Let M1 and M2, their respective transition matrices, be the non-singular
normal form matrices of primitive polynomials cm(X) and cn(X). Furthermore, let
Q10 = Q
2
0 = F
1 = F 2 = {q0}. Let L1 and L2 be the languages recognised by N1 and
N2, respectively. Then the smallest ∩-XNFA that accepts L∩ = L1 ∩ L2 has m+ n
states.
Proof. By Theorem 37, the minimal XDFA that accepts L is a cycle of (2m − 1)(2n − 1)
states. By Lemma 38, the cycle length (2m − 1)(2n − 1) in an XDFA requires at
least m+ n states in an equivalent ?-XNFA. Since ?-XNFA
Now, let c(X) = cm(X)cn(X) and let N∩ = (Q,Σ, δ, Q0,F) be a ∩-XNFA with
transition matrix M , where M the block diagonal matrix of c(X), given below, with
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A1 being the m×m normal form matrix of cm(X) and A2 being the n× n normal
form matrix of cn(X), while the 0’s represent zero matrices of appropriate sizes:
M =
[
A1 0
0 A2
]
.
By Theorem 4 on page 18, the cycle structure of M contains three non-empty
cycles. Two of them are the cycle of length 2m − 1, which contains {q0}, and the
cycle of length 2n − 1, which contains {qm}. The structure of the block diago-
nal matrix ensures that XDFA states in the first cycle only contain XNFA states
q0, q1, . . . , qm−1, while XDFA states in the second cycle contain only XNFA states
qm, qm+1, . . . , qm+n−1. The third cycle has length (2m − 1)(2n − 1), and contains all
other XDFA states except the empty state. In fact, the block diagonal structure of
M ensures that, starting in state {q0, qm}, the state Si reached after reading ai is
Tmi ⊕ Tni , where Tmi is the state reached after reading ai, having started in state
{q0}, and Tni is the state reached after reading ai, having started in {qm}. However,
since the states in the first and second cycles are disjunct, Tmi ⊕ Tni = Tmi ∪ Tni .
Hence, the language L1 is accepted if Q0 = F 1′ = {q0} and also if Q0 = {q0, qm}
and F 1′ = {q0}, while the language L2 is accepted if Q0 = F 2′ = {qm} and also if
Q0 = {q0, qm} and F 2′ = {qm}.
Clearly, if F = {F 1′, F 2′} for N∩, then N∩ is an (m+ n)-state ∩-XNFA that
accepts L∩ = L1 ∩ L2.
Theorem 43. Let N1 = (Q1,Σ, δ1, Q10, F
1) and N2 = (Q2,Σ, δ2, Q20, F
2) be an m-
state and an n-state unary XNFA, respectively, and let 2m−1 and 2n−1 be relatively
prime. Let M1 and M2, their respective transition matrices, be the non-singular
normal form matrices of primitive polynomials cm(X) and cn(X). Furthermore, let
Q10 = Q
2
0 = F
1 = F 2 = {q0}. Let L1 and L2 be the languages recognised by N1 and
N2, respectively. Then the smallest ∪-XNFA that accepts L∪ = L1 ∪ L2 has m+ n
states, the smallest \-XNFA that accepts L\ = L1 \ L2 has m + n states and the
smallest ⊕-XNFA that accepts L⊕ = L1 ⊕ L2 has m+ n states.
Proof. We construct N∪ to be a ∪-XNFA, N\ to be a \-XNFA and N⊕ to be a
⊕-XNFA similarly as for N∩ in Theorem 42. Then as for N∩, if F = {F 1′, F 2′} for
N∪, N\ and N⊕, N∪ is an (m+ n)-state ∪-XNFA that accepts L∪ = L1 ∪ L2, N\
is an (m+ n)-state \-XNFA that accepts L\ = L1 \ L2, and N⊕ is an (m+ n)-state
⊕-XNFA that accepts L⊕ = L1 ⊕ L2.
Since we have chosen m and n so that 2m − 1 and 2n − 1 are relatively prime,
(2m − 1)(2n − 1) is the largest minimal cycle to represent the intersection, union,
relative complement or symmetric difference of two languages represented minimally
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by an m-state XNFA and an n-state XNFA, respectively. We have shown that
for any such choice of cm(X) and cn(X), there exists an (m+ n)-state ∩-XNFA
which accepts the intersection of the languages, an (m+ n)-state ∪-XNFA which
accepts the union of the languages, an (m+ n)-state \-XNFA which accepts the
relative complement of the languages and an (m+ n)-state ⊕-XNFA which accepts
the symmetric difference of the languages. Hence, m+n is a tight bound on all four
operations.
We now give an example illustrating the comparison between the bounds for the
union operation for XNFA and ?-XNFA. In particular, we show that m + n states
are insufficient to represent the language in question using an XNFA, but sufficient
to represent the language using a ?-XNFA.
Example 28. Let N1 be an 2-state unary XNFA whose transition matrix is the
normal form matrix of the polynomial cm(X) = X
2 + X + 1 and let N2 be an
3-state unary XNFA whose transition matrix is the normal form matrix of the poly-
nomial cn(X) = X
3 + X + 1. We name the states of the two XNFA as follows:
Q1 = {q0, q1} and Q2 = {q2, q3, q4}. Let Q10 = {q0} and Q20 = {q2}, while F 1 = {q0}
and F 2 = {q2}. Let L1 and L2 be the languages accepted by N1 and N2, respectively,
and let L = L1 ∪ L2.
Furthermore, let N∪ = (Q∪,Σ, δ∪, Q0,∪,F), with Q0 = {q0, q2} and F = {F 1∪, F 2∪},
be an (m+ n)-state ∪-XNFA whose transition matrix M is the block diagonal matrix
of the polynomial c(X) = cm(X)cn(X), i.e. c(X) = X
5 +X4 + 1, given below.
M =

0 1 0 0 0
1 1 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 1 0

Let F 1∪ = {q0} and F 2∪ = {q2}. Then the string associated with L1 is s1 =
101, while the string associated with L2 is s2 = 1001011. Then s1′ = (101)7 and
s2′ = (1001011)3. Consequently, the string associated with L is
s∨ = 101101111111111101111 .
Figures 5.13 and 5.14 show the cycles of N1D and N
2
D, the equivalent XDFA of N
1
and N2, respectively. Furthermore, Figure 5.15 shows ND, the equivalent XDFA of
N∪, where final states determined by considering F 1∪ are indicated by a double bor-
der, while final states determined by considering F 2∪ are indicated by a thick border.
Clearly, ND accepts L.
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To see why L cannot be accepted by some XNFA N with the same cycle as N∪
if only one set of final states were possible, let N ′ be an XNFA found by changing
the basis of M to M ′ so that M ′ is the normal form matrix of c(X). The matrix A
is given below, for which M ′ = A−1MA:
A =

1 0 1 1 1
1 1 0 1 0
0 0 1 1 1
1 0 0 1 0
0 1 0 0 1

Since Q′0 = Q0A, we have Q′0 = {q0}. If it is possible to choose only one set of
final states F for N so that L is accepted, it must be possible to choose an F ′ for the
equivalent XNFA N ′, and indeed for any such XNFA found by changing basis. The
XDFA cycle which is equivalent to N ′ is shown in Figure 5.16, and the states have
been marked as final states as would be necessary to accept L. However, it is clear
that this selection of final DFA states does not correlate with any choice of some
F ′ for N ′. Specifically, we note that the cycle requires that q0, q2, q3 ∈ F ′, since
[q0], [q2], [q3] ∈ F ′D, and similarly that q1, q4 /∈ F ′. This would imply that the state
[q0, q1, q2, q4] /∈ F ′D, since it contains exactly two, i.e. and even number of, XNFA
states that are in F ′, namely q0 and q2. However, for N ′D to accept L, the state
[q0, q1, q2, q4] must be a final state, and so we have a contradiction.
Finally, we note that the XDFA cycle of length 21 which accepts L has 18 final
states of which 11 are found directly adjacent to each other. Clearly, L is not equidis-
q0start
q1
q0, q1
Figure 5.13: Example 28: N1D
q2start
q3
q4
q2, q3
q2, q4
q2, q3,
q4
q3, q4
Figure 5.14: Example 28: N2D
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q0, q2start
q1, q3
q0, q1,
q4
q0, q2,
q3
q1, q3,
q4
q0, ...,
q4
q0, q2,
q4
q1, q2
q0, q1,
q3
q0, q4
q1, q2,
q3
q0, q1,
q2, q4
q1, q2,
q3, q4
q0, q3,
q4
q0, q1,
q2, q3
q1, q4
q0, q3
q0, q1,
q2
q1, q2,
q4
q0, q2,
q3, q4
q0, q1,
q3, q4
Figure 5.15: Example 28: ND
q0start
q1
q2
q3
q4
q0, q4
q0, q1,
q4
q0, q1,
q2, q4
q0, ...,
q4
q0, q1,
q2, q3
q1, q2,
q3, q4
q3, q4
q1, q3
q1, q2
q0, q1
q0, q3,
q4
q2, q4
q1, q3
q0, q2
q1, q3,
q4
q0, q2,
q3
Figure 5.16: Example 28: N ′D
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tributed, and hence no typical XNFA with m+n states could provide a representation
of L.
5.4 Descriptional complexity of language operations
for unary XNFA: symmetric difference and
complement
We have shown that the descriptional complexity of the symmetric difference oper-
ation for ⊕-XNFA is m + n for two XNFA with m and n states respectively. The
following theorem states that any unary n-state ⊕-XNFA is similar to some unary
n-state XNFA.
Theorem 44. For any unary n-state ⊕-XNFA that accepts a language L, there
exists a unary n-state XNFA that accepts L.
Proof. Let N⊕ = (Q⊕,Σ, δ⊕, Q0,⊕,F) be an n-state ⊕-XNFA that accepts the unary
language L. Let Σ = {a} and F = {F 1, F 2, . . . , F r} for some r. Let w be a word of
length k, and let d¯ be the vector representing the states reached after reading w, i.e.
δ⊕(Q0, w) = d¯. Recall that w ∈ L if w ∈ L1 ⊕L2 ⊕ · · · ⊕ Lr. Hence, the acceptance
weight ∆⊕(w) on N⊕ is given by
∆⊕(w) = d¯v(F 1)T + d¯v(F 2)T + · · ·+ d¯v(F r)T .
Let N = (Q⊕,Σ, δ⊕, Q0,⊕, F ) be an XNFA with F = F 1 ⊕ F 2 ⊕ · · · ⊕ F r, so that
v(F )T = v(F 1)T + v(F 2)T + · · ·+ v(F r)T .
Then the acceptance weight ∆(w) on N is given by ∆(w) = d¯v(F )T . But
∆(w) = d¯v(F )T
= d¯[v(F 1)T + v(F 2)T + · · ·+ v(F r)T ]
= d¯v(F 1)T + d¯v(F 2)T + · · ·+ d¯v(F r)T
= ∆⊕(w) .
Hence, N is an n-state XNFA that accepts L.
This means that the descriptional complexity for the symmetric difference oper-
ation is equal for unary XNFA and unary ?-XNFA, and so the descriptional com-
plexity of the symmetric difference operation for XNFA is m + n. Consequently,
given two languages that can be represented succinctly by XNFA, their symmetric
difference can also be represented succinctly by XNFA. Notice that, in the proof of
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Theorem 44, the parity acceptance condition of XNFA is enforced by considering
sets of states of XNFA as vectors over GF (2). The distributive property of vectors
is exploited to show that ⊕-XNFA are equivalent to XNFA.
The complement Lc of a language L is the relative complement U \ L, where
U is the universal language consisting of all strings defined over the alphabet of L.
Since the universal language is accepted by a 1-state XNFA, for a language L that
can be represented by an n-state XNFA, by Theorem 43, its complement Lc = U \L
can be represented by n + 1-state \-XNFA. However, Lc = U \ L = U ⊕ L, and
therefore Lc can also be represented by an n + 1-state ⊕-XNFA, and hence by an
n+ 1-state XNFA, by Theorem 44. This is in fact an alternative proof of the result
given in [30], which we illustrate in the following example.
Example 29. Consider the unary language L = a7i+j, where j ∈ {0, 3, 5, 6}.
This language is represented by the XNFA N shown in Figure 5.17 and its equiv-
alent XDFA ND shown in Figure 5.18. The characteristic polynomial of N is
c(X) = X3 +X + 1, which leads to the XDFA cycle length of 23 − 1 as seen in
the figure.
The complement of L, namely Lc = a7i+j, where j ∈ {1, 2, 4}, is represented
by the XNFA N c shown in Figure 5.19 and its equivalent XDFA ND shown in
Figure 5.20. Notice that N c consists of the structure of N along with a single,
unconnected final state with a transition to itself. Furthermore, the initial state
set consists of the two states q0 and q3. This means that each state in the XDFA
N cD cycle is exactly the corresponding state of ND with q3, a final state, added.
Consequently, due to the parity acceptance of XNFA, all final states in N become
non-final in N c, and all non-final states in N become final in N c.
Note that N c is the automaton whose transition matrix is the block diagonal
companion matrix M c of cc(X) = (X + 1)c(X), given below:
M c =

0 1 0 0
0 0 1 0
1 1 0 0
0 0 0 1
 .
The above example illustrates the argument in [30]. Notice that the extra state
with a transition to itself added to N c is exactly the XNFA that accepts the universal
language U . As we have shown, this implies that, since N requires an XNFA with
three states, N c requires an XNFA with 3 + 1 = 4 states, since the complement
of a language L is equivalent to the symmetric difference of L and the universal
language.
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q0start
q1
q2
Figure 5.17: Example 29: N
q0start
q1 q2 q0, q1
q0, q2
q0, q1,
q2
q1, q2
Figure 5.18: Example 29: ND
q0start
q1
q2
q3start
Figure 5.19: Example 29: N c
q0, q3start
q1, q3 q2, q3
q0, q1,
q3
q0, q2,
q3
q0, q1,
q2, q3
q1, q2,
q3
Figure 5.20: Example 29: N cD
We note an interesting connection here with SV-XNFA. Given a language L that
can be represented by an n-state XNFA with a primitive characteristic polynomial,
say φ(X), we know that its complement Lc can be represented by an n + 1-state
XNFA with characteristic polynomial (X + 1)φ(X). On the other hand, we know
that an n + 1-state SV-XNFA, whose characteristic polynomial is (X + 1)φ(X),
can represent L. This result makes sense in light of the consideration that an SV-
XNFA requires a set of accept states as well as a set of reject states, which would
correspond to the states necessary for accepting Lc. Note, for example, that the cycle
in Figure 5.20, which accepts Lc given Q0 = {q0, q3} and F = {q0, q3}, is identical
to the rightmost cycle of length 7 in Figure 4.13 on page 47, which is an SV-XDFA
cycle that will accept L given Q0 = {q0, q3}, F a = {q1, q2, q3} and F r = {q0, q3}.
In proving the m+n bound for the intersection, union, relative complement and
symmetric difference operations of unary ?-XNFA, automata were constructed that
did not differ much from simply running an m-state XNFA and an n-state XNFA in
parallel and performing a boolean operation on the result. At first glance, this might
not seem interesting. However, since all XNFA that accept the same language are
similar [38], given an XNFA whose transition matrix has a block diagonal form and
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whose structure is therefore not connected3, it is always possible to find a connected
XNFA that accepts the same language by performing the appropriate change of
basis on the transition matrix, the initial state vector and the final state vector. In
fact, given any m-state XNFA with characteristic polynomial cm(X) that accepts
Lm and any n-state XNFA with characteristic polynomial cn(X) that accepts Ln,
the normal form matrix of cm(X)cn(X) is guaranteed to be connected, and the
appropriate choice of initial states and final states will result in a connected ?-
XNFA that accepts the language Lm?Ln. Furthermore, in the case of the symmetric
difference operation, a connected XNFA that accepts Lm⊕Ln can always be found.
We give an example to illustrate the above discussion.
Example 30. Let N1 be a unary XNFA with transition matrix M1, characteristic
polynomial c1(X) = X3 + X2 + X + 1 and Q10 = F
1 = {q0} and let N2 be a unary
XNFA with transition matrix M2, characteristic polynomial c
2(X) = X2 + X + 1
and Q20 = F
2 = {q0}. We construct N∩ as a ∩-XNFA with transition matrix M ,
Q0 = {q0, q3}, and F = {F 1∩, F 2∩}. Let F 1∩ = {q0} and F 2∩ = {q3}.
The matrices M1, M2 and M are given in Figures 5.21, 5.22 and 5.23, respec-
tively. The characteristic polynomial of M is c(X) = c1(X)c2(X) = X5 + X3 +
X2 + 1, and its normal form matrix M ′ is given in Figure 5.24.
The ∩-XNFA N∩ is shown in Figure 5.25, with states from F 1∩ indicated with
a double border and states from F 2∩ indicated with a thick border. The automaton
is not connected and has two initial states. An equivalent XNFA, N ′∩, is shown in
Figure 5.26, and has F ′1∩ = {q0, q3, q4} and F ′2∩ = {q0, q2, q3}, also indicated with
double and thick borders respectively. It is connected and has a single initial state.
The respective equivalent XDFA of N∩ and N ′∩, namely N∩,D and N ′∩,D, respectively,
are given in Figures 5.27 and 5.28, and clearly accept the same language.
5.5 Towards an improved lower bound for intersection,
union and relative complement for unary XNFA
We have shown that m+n states are insufficient to represent the intersection, union
and relative complement of some pairs of languages represented minimally by XNFA
with m and n states, respectively, and hence that this lower bound is not tight. The
question remains whether a better lower bound can be found.
If we consider again two languages represented minimally by XNFA with m
and n states, respectively, whose equivalent XDFA have 2m − 1 and 2n − 1 states
3We say an automaton is connected if its structure is a connected graph.
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M1 =
 0 1 00 0 1
1 1 1

Figure 5.21: Example 30: M1
M2 =
[
0 1
1 1
]
Figure 5.22: Example 30: M2
M =

0 1 0 0 0
0 0 1 0 0
1 1 1 0 0
0 0 0 0 1
0 0 0 1 1

Figure 5.23: Example 30: M
M ′ =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 1 1 0

Figure 5.24: Example 30: M ′
q0start
q1q2
q3start
q4
Figure 5.25: Example 30: N∩
q0start
q1
q2
q4
q3
Figure 5.26: Example 30:
N ′∩
representing languages Lm and Ln, respectively, we know that the minimal XDFA
which represents the intersection, union or relative complement of Lm and Ln has
(2m − 1)(2n − 1) states (by Theorems 37, 40 and 41). While certain XNFA with
m + n states lead to cycles of this size, we have shown that such XNFA cannot
represent the languages resulting from the intersection, union or relative complement
of Lm and Ln. Hence, we must consider which other XNFA lead to cycles of this size.
Consequently, we must consider the four cases of polynomials given in Theorem 4
on page 18. We repeat the theorem here for convenience.
Theorem 4. [26] Let c(X) be a polynomial of degree n over GF (2) that does
not have X as a factor.
• If c(X) is a primitive irreducible polynomial over GF (2), then c(X) has a
single cycle of length 2n − 1, as well as the empty cycle of length 1.
• If c(X) is an irreducible but not primitive polynomial over GF (2), then c(X)
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q0, q3start
q1, q4
q2, q3,
q4
q0, q1,
q2, q3
q0, q4
q1, q3,
q4
q2, q3
q0, q1,
q2, q4
q0, q3,
q4
q1, q3
q2, q4
q0, q1,
..., q4
Figure 5.27: Example 30: N∩,D
q0start
q1
q2
q3
q4
q0, q2,
q3
q1, q3,
q4
q0, q3,
q4
q0, q1,
..., q4
q0, q1,
q4
q0, q1,
q3
q1, q2,
q4
Figure 5.28: Example 30: N ′∩,D
has (2n − 1)/b cycles of length b, where b is a factor of 2n − 1, as well as the
empty cycle of length 1. In fact, b is the period of c(X).
• If c(X) = φ(X)m is the power of an irreducible polynomial φ(X) with degree
d over GF (2), we let ki be the period of φ(X)
i for each i such that 1 ≤ i ≤ m.
Then c(X) has the empty cycle of length 1, and all the non-empty states lie
on µi distinct cycles of length ki, where
µi = (2
di − 2d(i−1))/ki , for 1 ≤ i ≤ m
• If c(X) is a reducible polynomial over GF (2), consider its companion matrix.
For each cycle of length ki induced by block Ai in the companion matrix and
for each cycle of length kj induced by block Aj, c(X) has gcd(ki, kj) cycles of
length lcm(ki, kj).
We can show that no primitive polynomial gives rise to a cycle of length (2m − 1)(2n − 1).
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Suppose that (2m − 1)(2n − 1) = 2x − 1 for some x. Then,
2m+n − 2m − 2n + 1 = 2x − 1
∴ 2m+n − 2m − 2n + 2 = 2x
∴ 2(2m+n−1 − 2m−1 − 2n−1 + 1) = 2x
∴ log22 + log2(2m+n−1 − 2m−1 − 2n−1 + 1) = x
∴ 1 + log2(2m+n−1 − 2m−1 − 2n−1 + 1) = x
However, 2m+n−1 − 2m−1 − 2n−1 + 1 is clearly an odd number, and so its log-
arithm to the base 2 cannot be an integer. Consequently, x is not an integer,
and hence no primitive polynomial with degree x can lead to a cycle of length
2x − 1 = (2m − 1)(2n − 1).
In the case of non-primitive irreducible polynomials, all cycles have size b, where
b is the period of c(X) and b | 2n − 1. We are able to give an example of a
non-primitive irreducible polynomial that leads to cycles whose length can be writ-
ten as (2m − 1)(2n − 1). In particular, let m = 4 and n = 3. The polynomial
c(X) = X12 +X8 +X6 +X5 +X3 +X2 + 1 has period 105 = (24 − 1)(23 − 1),
which would induce cycles of length 105. Note that 12 = 4 × 3; that is, we see
that this polynomial which induces cycles of the required size for m = 4 and n = 3
has degree 4 × 3. In fact, we have verified empirically for 1 < i < 1000, that if
(2m − 1)(2n − 1) | 2i − 1 for some m and n, then i ≥ mn. This would suggest mn
as a possible lower bound.
The third case of Theorem 4 relates to polynomials of the form φ(X)m, where
φ(X) is an irreducible polynomial. Then, for each 1 ≤ i ≤ m, φ(X)i contributes
cycles of length ki, where ki is the period of φ(X)
i. However, Stone [26] gives
a lemma stating that for i > 1, ki is an even number, and hence the only odd-
sized cycles associated with c(X) are contributed by φ(X). Since φ(X) itself is
irreducible, these are exactly those cycles referred to in the first and second cases of
Theorem 4, which we have already discussed. Since (2m − 1)(2n − 1) is an odd-sized
cycle, considering powers of irreducible polynomials results in larger XNFA, without
adding possibilities for cycles of length (2m − 1)(2n − 1).
Finally, we must consider the remaining reducible polynomials, where cycles from
different factors (of the forms given in the first three cases) induce new cycles in a
pairwise fashion. We showed in Section 5.3 that the case of two primitive factors
which each induce cycles of length 2m − 1 and 2n − 1, respectively, does not lead
to cycles that can represent the languages resulting from intersection, union and
relative complement.
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For two cycles of length ki and kj , respectively, induced by different factors of
c(X), the cycle induced by the pair has length lcm(ki, kj). The question remains
whether any such pairwise combinations of cycles can lead to a new cycle of length
lcm(ki, kj) = (2
m − 1)(2n − 1), and if so, what this implies about the degree of
c(X). We need only consider cycles of odd size and hence cycles contributed by
primitive and non-primitive irreducible factors. Given our analysis of these cases
above, it seems reasonable to suppose that no polynomial with degree less than mn
could lead to a cycle of length (2m − 1)(2n − 1). We therefore give the following
conjecture.
Conjecture 45. Given two languages represented minimally by XNFA with m and
n states, respectively, mn is a lower bound on the descriptional complexity of the
operations of intersection, union and relative complement for XNFA.
The above conjecture is based solely on the possible cycle lengths associated
with various polynomials. A further question, of course, is whether the languages
associated with these operations can be represented by cycles derived from polyno-
mials with degree mn. This might, as for the case of polynomials with degree m+n,
require an investigation into the equidistribution properties of the cycles involved.
5.6 Conclusion
In this chapter we defined so-called ?-XNFA as an instance of generalised acceptance.
We also provided a descriptional complexity upper bound of (2m − 1)(2n − 1) on the
language operations of intersection, union and relative complement for two unary
languages represented minimally by an m-state XNFA and an n-state XNFA, re-
spectively, as well as showing that the lower bound of m+ n is not tight. Then, we
showed how the same language operations have a descriptional complexity bound,
which is tight, of only m + n for unary ?-XNFA, and hence, ?-XNFA are able to
represent certain unary language more succinctly than XNFA. We conjectured that
the descriptional complexity gap between XNFA and ?-XNFA for these operations
is at least polynomial.
In the case of symmetric difference, we showed that the bound for ?-XNFA
is m + n, and also that XNFA and ?-XNFA are equivalent; that is, for any n-
state ⊕-XNFA, an equivalent n-state XNFA can be found. Hence, the descriptional
complexity of the symmetric difference operation for XNFA is also m+n. We showed
how this is consistent with the known bound of n+ 1 for the complement operation
on a language represented minimally by an n-state XNFA, since the complement of
a language L can be expressed as the symmetric difference of L and U , the universal
language.
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The proofs for showing that the lower bound on intersection, union and relative
complement was not tight rested on the notion of the equidistribution of languages
represented by XNFA whose characteristic polynomials are primitive polynomials
or products of primitive polynomials, and the fact that these operations disturb
such equidistribution properties. However, in the case of the symmetric difference
set operation, the resulting equidistributed languages can indeed be represented
succinctly by an XNFA due to the parity acceptance condition.
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Conclusion and future work
In this work, we investigated generalised acceptance conditions for symmetric dif-
ference finite state automata (XNFA). Alternative acceptance conditions, such as
self-verification [6; 12; 13; 14] and acceptance conditions for various kinds of ω-
automata [2; 23; 25] have been studied extensively for typical nondeterministic fi-
nite state automata (NFA), while this question had remained largely untouched for
XNFA. XNFA typically exhibit cyclical behaviour, and an investigation of alter-
native acceptance conditions, which in some sense amounts to studying the effect
of imposing or removing specific constraints upon XNFA, would contribute to a
fuller understanding of various aspects of the inherently cyclical nature of XNFA.
In particular, we approached these questions from a descriptional complexity point
of view.
To this end, we defined generalised acceptance for XNFA, which allows multiple
sets of final states. The focus of this work was to investigate the descriptional com-
plexity of generalised acceptance conditions for XNFA with respect to two specific
instances, namely self-verifying XNFA (SV-XNFA) and ?-XNFA. SV-XNFA have
two sets of final states by definition, while in the case of ?-XNFA we focus specif-
ically on the case of two sets of final states, even though more sets of final states
are possible in principle. The difference between SV-XNFA and ?-XNFA is in the
meaning associated with the sets of final states, and the nature of the constraints
placed on the choice of such sets.
Before giving a formal definition for generalised acceptance XNFA (GA-XNFA),
we presented an overview of the relevant characteristics of XNFA in Chapter 3. In
particular, we discussed the equivalence of XNFA to weighted automata over the
finite field of two elements, namely GF (2), as well as the similarity between the
cyclical behaviour of XNFA and that of linear feedback shift registers (LFSRs). A
given XNFA is associated with a set of polynomials, which each correspond to an
alphabet symbol of the XNFA. These polynomials are found by considering each
93
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column in the transition table, and encoding its transitions as a matrix consisting of
ones and zeroes. In this way, the transitions associated with each alphabet symbol
for an n-state XNFA is encoded as an n × n matrix over GF (2), which in turn is
associated with a characteristic polynomial over GF (2). The properties of these
polynomials are a powerful mechanism through which to study the behaviour of
XNFA.
We also noted that XNFA make use of so-called parity acceptance, which refers
to the fact that a word is accepted by an XNFA if an odd number of paths for
that word lead to final states. Indeed, this definition of acceptance is essential to
maintaining the equivalence of XNFA to weighted automata over GF (2), as well
as similarity with LFSRs. Furthermore, the connection to linear recurrences over
GF (2) was introduced, which was used in the following chapter to achieve some
important results.
In Chapter 4, we investigated SV-XNFA, where the two sets of final states are
accept states and reject states. Here, the requirement (what we term the SV-
requirement) for the choice of these sets is that every word be explicitly accepted
or rejected by the automaton. As defined for typical self-verifying NFA (SV-NFA),
this means that for any input word, at least one path must lead to a final state, and
no two different paths for the same word may lead to different kinds of final states.
A primary consideration in applying self-verification to XNFA was in which way the
SV-requirement is to be appropriately applied in light of the parity acceptance of
XNFA.
We investigated two possible applications of self-verification to XNFA, namely
GF (2)-acceptance and disjunctive acceptance. The latter retains the intuitive re-
quirement from SV-NFA that a state in the nondeterministic automaton belong to
only one set of final states, and is therefore either an accept state or a reject state,
but not both. However, we saw that this requirement removes the equivalence be-
tween SV-XNFA and weighted automata overGF (2). Conversely, GF (2)-acceptance
preserves the equivalence between XNFA and weighted automata over GF (2), while
introducing the notion that a state in the nondeterministic automaton may belong
to both sets of final states. This is a direct consequence of parity acceptance: if an
odd number of paths must lead to accept states and an even number of paths to
reject states on every input (or vice versa), there is no reason to require that every
path contribute to only one of the counts. However, we concluded that there must
be a subset of states that belong to only one kind of final state in order to meet the
SV-requirement.
The two kinds of acceptance conditions for SV-XNFA, namely GF (2)-acceptance
or disjunctive acceptance, have the same descriptional complexity. We saw that
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the state complexity of determinising SV-XNFA relates to the properties of certain
characteristic polynomial(s) associated with SV-XNFA. In particular, we concluded
that every polynomial associated with a given XNFA must have X + 1 as a factor,
in order to make possible a choice of accept states and reject states that meet the
SV-requirement. This insight enabled us to establish a tight bound of 2n−1 − 1 on
the state complexity of unary SV-XNFA and a lower bound of 2n−1 on the state
complexity of SV-XNFA with larger alphabets.
In Chapter 5 we turned our focus to ?-XNFA, where each set of final states
is associated with a language, and ? represents a left-associative set operation to
be performed on these languages. We investigated the descriptional complexity of
such set operations on unary XNFA and contrasted the results with those for unary
?-XNFA: the upper bound on intersection, union and relative complement for two
XNFA with m and n states, respectively, was shown to be (2m−1)(2n−1) for XNFA,
while the lower bound of m+n was shown not to be tight. On the other hand, m+n
was shown to be a tight bound on these operations for ?-XNFA. Furthermore, the
bound on symmetric difference was shown to be m+n for both XNFA and ?-XNFA.
In fact, we showed that ⊕-XNFA are equivalent to XNFA, in the sense that for any
⊕-XNFA an equivalent XNFA with the same number of states can always be found.
Finally, the bound on complement was shown to be n+1 for ?-XNFA. We point out
that complement is an instance of symmetric difference, namely for any language L,
Lc = U \ L, where U is the universal language over the same alphabet, and hence
this confirms the result given in [30] of a descriptional complexity bound of n + 1
on complement for XNFA.
The proofs showing that the lower bound on intersection, union and relative com-
plement is not tight, relied on the fact that the unary languages that are most suc-
cinctly represented by XNFA are equidistributed languages. Informally, this means
that the words of a language L are equidistributed over the enumeration of Σ∗: they
occur as frequently as words not in L and are distributed more or less uniformly.
The operations of intersection, union and relative complement disturb these equidis-
tribution properties, and hence they cannot be represented succinctly by XNFA.
Consequently, ?-XNFA, which apply these operations on the various languages as-
sociated with each set of final states, are able to represent such languages more
succinctly than XNFA, and we conjectured that this gap is at least polynomial.
In the case of complement, we noted a connection with SV-XNFA. The tight
upper bound for unary languages for SV-XNFA, namely 2n−1 − 1, is achieved for
languages that can be represented with (n− 1)-state XNFA with primitive charac-
teristic polynomials. Hence, the same number of states is necessary to represent the
complement of such languages as is necessary to represent them with SV-XNFA.
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Considering that an SV-XNFA must include a set of reject states, which would es-
sentially be equivalent to the set of accept states for the complement of the language,
this result is not unexpected. By considering the polynomials that allow for suc-
cinct SV-XNFA, we saw that the presence of X + 1 as a factor of the characteristic
polynomial(s) associated with an XNFA has certain predictable consequences for
the behaviour of the XNFA. Future research might include considering the effect of
the multiplicity of X + 1 as a factor, as well as whether any other polynomials have
such a predictable effect on the behaviour of XNFA.
Several other avenues for future research present themselves immediately. In the
case of SV-XNFA, it remains to prove a tight bound on the state complexity for
larger alphabets. This might also lead to insights related to the conditions under
which an r-ary XNFA does not achieve the tight state complexity bound of 2n − 1
for determinising [31].
Besides finding a tight bound on the operations of intersection, union and relative
complement for XNFA, several other operations on XNFA remain to be investigated,
such as star, concatenation, reversal and others. One may consider whether some
interpretation of generalised acceptance for XNFA might produce improved bounds
for these operations, as in the case for ?-XNFA.
Furthermore, the notion of ?-XNFA may itself be generalised even further. In a
certain sense, ?-XNFA impose a simple boolean expression, namely b1 ? b2 ? ... ? br,
on the acceptance value associated with each set of final states. One may investigate
the consequences of allowing more complex expressions: presumably, languages that
can be expressed in terms of a number of other languages that can be succinctly
represented by XNFA, may similarly be succinctly represented by generalised ?-
XNFA. The relation to boolean automata [18] may likewise be investigated for such
XNFA.
Additionally, acceptance conditions for XNFA on infinite inputs may be studied,
by, for example, investigating whether and how the acceptance conditions of Bu¨chi
automata [2] might be applied to XNFA.
In each of the cases mentioned, it may be considered to which extent a generalised
understanding of acceptance may improve or shed light on various aspects of the
descriptional complexity of XNFA. Finally, the notion of generalised acceptance may
also be investigated for NFA and contrasted with the results for XNFA.
In summary, the following contributions were achieved in this work:
1. The introduction of generalised acceptance XNFA (GA-XNFA) as a mech-
anism for improving and studying descriptional complexity of XNFA under
different conditions;
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2. The application of self-verification to XNFA (SV-XNFA), with specific refer-
ence to two possible interpretations given parity acceptance;
3. A tight bound of 2n−1 − 1 on the state complexity of unary SV-XNFA;
4. An upper bound of 2n − 1 and a lower bound of 2n−1 on the state complexity
of r-ary SV-XNFA;
5. An upper bound of (2m−1)(2n−1) on the operations of intersection, union and
relative complement on two unary XNFA with m and n states, respectively;
6. Showed that the lower bound of m+n on the operations of intersection, union
and relative complement on two unary XNFA withm and n states, respectively,
is not tight;
7. A tight bound of m+ n on the symmetric difference operation on two XNFA
with m and n states, respectively;
8. The introduction of ?-XNFA as an instance of GA-XNFA, allowing succinct
representations for a greater number of languages than with XNFA;
9. A tight bound of m + n on the operations of intersection, union, relative
complement and symmetric difference on two unary ?-XNFA with m and n
states, respectively;
10. Established the equivalence of ⊕-XNFA and XNFA;
11. A tight bound of n + 1 on the operation of complement on a unary n-state
?-XNFA, with an alternative proof for the same result for XNFA as given
in [30].
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Appendix A
Examples for Chapter 3
This appendix contains some examples to further illustrate various concepts dis-
cussed in Chapter 3. References are given to the example or section for which they
provide more detail.
Example 31. In Example 5 on page 19, the cycle structures of four different kinds of
polynomials are discussed, namely primitive polynomials, non-primitive irreducible
polynomials, powers of irreducible polynomials and other reducible polynomials. In
Example 6 on page 21, an example of the latter is given for the normal form matrix
of cd(X) = (X + 1)(X
3 + X + 1). Here, we give the cycle structures associated
with the normal form matrices of the primitive polynomial ca(X) = X
4 +X + 1 in
Figure A.1, the non-primitive irreducible polynomial cb(X) = X
4 +X3 +X2 +X+1
in Figure A.2, and cc(X) = (X
2 + X + 1)2, a power of an irreducible (primitive)
polynomial, in Figure A.3.
Example 32. In Section 3.3 on page 22, we mention that small structural changes
to an XNFA may have profound behavioural consequences. We illustrate this by way
of example.
Compare the structures of the XNFA Na and Nb whose transition matrices are
the normal form matrices of ca(X) = X
4 + X + 1 and cb(X) = X
4 + X2 + X + 1,
q0
q1 q2 q3 q0, q1 q1, q2 q2, q3
q0, q1,
q3
∅
q0, q3
q0, q2,
q3
q0, q1,
q2, q3
q1, q2,
q3
q0, q1,
q2
q1, q3 q0, q2
Figure A.1: Primitive polynomial: ca(X) = X
4 +X + 1
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q0
q1
q2
q0, q1,
q2, q3
q3
q0, q1
q1, q2
q2, q3
q1, q2,
q3
q0, q1,
q2
q0, q2
q1, q3
q0, q1,
q3
q0, q2,
q3
q0, q3
∅
Figure A.2: Non-primitive irreducible polynomial: cb(X) = X
4 +X3 +X2 +X + 1
q0
q1
q2
q3
q0, q2
q1, q3
q0, q1
q1, q2
q2, q3
q0, q2,
q3
q0, q1,
q2, q3
q0, q1,
q3
q1, q3
q0, q1,
q2
q1, q2,
q3
∅
Figure A.3: Power of primitive a polynomial: cc(X) = (X
2 +X + 1)2
q0
q1
q2
q3
Figure A.4: Structure of Na
q0
q1
q2
q3
Figure A.5: Structure of Nb
given in Figures A.4 and A.5, respectively. The only difference is the addition of the
transition from q3 to q2 in Nb. However, compare the structures of their equivalent
XDFA, Na,D and Nb,D, shown in Figures A.6 and A.7, respectively. Since ca(X) is
a primitive polynomial, Na,D consists of a single cycle containing all 15 non-empty
states, irrespective of the choice of initial states. On the other hand, cb(X) is a
reducible polynomial, and therefore, depending on the choice of initial states, Nb,D
may consist of one of two cycles of length 7 or a cycle of length 1.
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q0
q1
q2
q3
q0, q1
q1, q2
q2, q3
q0, q1,
q3
q0, q3
q0, q2,
q3
q0, q1,
q2, q3
q1, q2,
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q0, q1,
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q1, q3
q0, q2
∅
Figure A.6: Structure of Na,D
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q1
q2
q3
q0, q1,
q3
q1, q2,
q3
q0, q1,
q2
q1, q3
q0, q1
q1, q2
q2, q3
q0, q1,
q2, q3
q0, q2
q0, q3
q0, q2,
q3
∅
Figure A.7: Structure of Nb,D
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