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Abstract—Closed-loop flow control protocols, such as the
prominent implementation TCP, are prevalent in the Internet,
today. TCP has continuously been improved for greedy traffic
sources to achieve high throughput over networks with large
bandwidth delay products. Recently, the increasing use for
streaming and interactive applications, such as voice and video,
has shifted the focus towards its delay performance. Given the
need for real-time communication of non-greedy sources via TCP,
we present an estimation method for performance evaluation of
closed-loop flow control protocols. We characterize an end-to-
end connection by a transfer function that provides statistical
service guarantees for arbitrary traffic. The estimation is based
on end-to-end measurements at the application level that include
all effects induced by the network and by the protocol stacks of
the end systems. From our measurements, we identify different
causes for delays. We show that significant delays are due to
queueing in protocol stacks. Notably, this occurs even if the
utilization is moderate. Using our estimation method, we compare
the impact of fundamental mechanisms of TCP on delays at the
application level: In detail, we analyze parameters relevant for
network dimensioning, including buffer provisioning and active
queue management, and parameters for server configuration,
such as the congestion control algorithm. By applying our method
as a benchmark, we find that a good selection can largely improve
the delay performance of TCP.
I. INTRODUCTION
In today’s Internet, closed-loop flow control protocols are
prevalent. The most prominent implementation is the transmis-
sion control protocol (TCP). Besides preventing congestion,
throughput and fairness of TCP data flows are an active area of
research since many years. Particularly, the increase of band-
width and hence of the bandwidth delay product (BDP) has
motivated significant works that led to new TCP congestion
control algorithms. Examples are Compound [2] and Cubic [3]
that prevail at present [4]. These congestion control algorithms
aim at achieving a high utilization of network paths with a
large BDP, assuming that sources are greedy.
Today, numerous applications exist that have a significantly
different profile: delay-sensitive applications such as inter-
active voice and video or streaming video require small to
moderate end-to-end delays in the range of 100 ms up to a
few seconds, respectively. These application have rather rigid
bandwidth requirements from about one hundred kbit/s up
to several Mbit/s. They account for more than 60% of the
data traffic in fixed access networks and more than 30% in
mobile access networks as reported in [5]. Many of these
R. Lu¨bben and M. Fidler are with the Institute of Communications
Technology, Leibniz Universita¨t Hannover.
This work was supported in part by the German Research Foundation (DFG)
under Grant NetMeter (FI 1236/2-2).
This manuscript is an extended version of the paper [1] that appeared in
the IEEE Infocom 2016 proceedings.
applications rely on HTTP and thus on TCP for data transport
as identified in [6] to benefit from the existing infrastructure
of content delivery networks, which also reduce the round trip
time significantly [7]. Aside of HTTP, TCP is often used as a
fall-back transport protocol by real-time applications, such as
video telephony, if UDP is blocked by firewalls [8], [9]. Even
if UDP is used, closed-loop flow control may be integrated
on top, e.g., the protocol Quick UDP Internet Connections
mimics TCP’s congestion control [10].
Up to now, large client-side buffers are used for streaming
of recorded content to mitigate effects of variable bandwidth.
Well-known streaming services buffer several tens of seconds
at the client side [11]. With the same goal but without exten-
sive buffering, adaptive streaming techniques are developed
as, e.g., dynamic adaptive streaming over HTTP [12] that
adapt the data rate to the available bandwidth and client
capabilities. This is also applicable for live-streaming since
extensive buffering is not required.
This exemplary list illustrates the importance of considering
the delay performance of flow-control protocols for delay
sensitive and non-greedy applications. Yet, methods for per-
formance evaluation focus mainly on metrics aligned to primal
applications as fairness, long-term throughput, or if at all on
the completion time of data flows. Regarding an evaluation of
delay, which occurs while a connection is active, for any type
of application traffic, no coherent method exists.
In this paper, we present a method to study the delay per-
formance of closed-loop flow control protocols. The method
provides an estimate of a transfer function of an end-to-end
path from measurements and is based on a system model
of closed-loop window flow control. The transfer function
enables, among others, the computation of delay bounds that
hold for the entire duration of a connection. We denote the
transfer function as service process Sapp(τ, t) for t ≥ τ ≥ 0
that specifies the service available between times τ and t. The
service process Sapp(τ, t) maps the cumulative traffic arrivals
Aapp(t) that are generated by the sender’s application up to
time t to the departures Dapp(t) that are delivered to the
receiver’s application. The estimate of Sapp(τ, t) is constructed
from quantiles of the steady-state delay distribution that is
observed for the connection by constant rate probe traffic.
Compared to the related work that typically uses greedy
sources, the function Sapp(τ, t) enables the computation of
statistical guarantees for traffic departures, backlog, and delay
for arbitrary application traffic.
Fig. 1 illustrates this end-to-end view for the case of TCP:
the service process Sapp(τ, t) considers the service that a
connection offers to the application, i.e., the service that
is available between the socket at the sending application
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Fig. 1. The path that application data traverse from the sender to the receiver
is composed of three segments: the sender’s protocol stack, the network, and
the receiver’s protocol stack. To the application, the TCP connection appears
as a transparent Byte stream that is modeled by a service process Sapp(τ, t).
and the socket at the receiving application. This path is
composed of three segments: the sender’s protocol stack, the
network, and the receiver’s protocol stack. Noteworthy, this
perspective provides a holistic view on the complete path. It
includes effects of the network path as well as the transport
protocols at the sender and receiver side. This enables us to
determine the impact of the configuration and the properties
of such segments, as the influence of queue management or
the congestion control algorithm. For wireless networks, such
a view is effectively used for performance evaluation [13]. A
similar perspective is considered by the flow completion time
as promoted in [14]. Beyond the flow completion time, the
notion of service process reveals delays that occur while a
flow is active. Such delays are negligible for downloads but
crucial for real-time and streaming applications.
To exemplify the relevance of having a description such
as Sapp(τ, t) that includes the network as well as the protocol
stacks of the end systems, we present first delay measurements.
The delays are a result of the variability of the service process
Sapp(τ, t). We show a decomposition of the end-to-end delay
∆e2e of a tagged TCP connection into the delay components
∆snd, ∆net, and ∆rcv that occur in the sender’s protocol stack,
the network, and the receiver’s stack, respectively, see Fig. 1.
We consider a network with a 100 Mbit/s bottleneck link that
is loaded by nine other greedy TCP cross traffic flows (not
depicted in Fig. 1). As a consequence, the network capacity is
generally highly saturated with TCP traffic, where the tagged
TCP connection is eligible for a fair share of 10% of the
network capacity, i.e., about 10 Mbit/s. More details on the
setup are provided in Sec. IV.
In the stacked graph in Fig. 2a, we present the individual
parts of the delay ∆e2e of the tagged TCP connection that
are observed for a constant application data rate Aapp(t) = rt
of r = 1 Mbit/s. This rate corresponds to a low utilization
of the TCP connection with respect to its fair capacity share.
Note that the network nevertheless is highly loaded due to the
greedy TCP cross-traffic flows. In this experiment, network
delays, that are composed of a constant propagation delay of
10 ms and a variable queueing delay of at most 20 ms, are
prevalent. Two peaks in the delay series of about 100 ms occur
after a packet loss. They comprise the initial transmission
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Fig. 2. Delay components ∆snd, ∆net, and ∆rcv . In case of low utilization,
Fig. 2a, delays due to propagation and queueing in the network are prevalent.
Occasionally, further delays occur due to retransmissions and to recover in-
order delivery of packets. In case of high utilization, Fig. 2b, large delays in
the sender’s protocol stack dominate and last for long periods.
(≤ 30 ms), a latency until three duplicate acknowledgements
are received (≈ 46 ms), and the retransmission (≤ 30 ms).
Note that subsequent packets, that are successfully received
after the loss, also incur additional delays as they have to
wait at the receiver for the retransmission to ensure in-order
delivery. Delays due to queueing in the sender’s protocol stack
occur rarely and are mostly small.
In case of an application data rate of 9 Mbit/s, that corre-
sponds to a high utilization of the tagged TCP connection, end-
to-end delays increase drastically, as shown in Fig. 2b. Delays
in the range of several seconds occur in the sender’s protocol
stack already in this single bottleneck network topology. They
originate from queueing inside the protocol stack or blocking
if the socket buffer is full. This is due to TCP if it emits
packets with a rate less than the application rate, which is
a consequence of TCP’s congestion control. These delays can
last for a large number of subsequent packets. The other delay
components are hardly visible since they are dominated by the
delays in the sender’s stack.
Our first results highlight the significance of delays that
occur in protocol stacks, e.g., as a consequence of packet
loss and congestion control. These stack delays can exceed
network delays by orders of magnitude. TCP’s control loop
results in a complex interaction with the network. How mod-
ifications of, e.g., the TCP congestion control algorithm or
the queue management, influence the overall performance is
a hard problem. To approach this problem, we propose a
method for estimation of the service process Sapp(τ, t) from
measurements based on a system model for closed-loop flow
control connections. Using the method we provide relevant
insights into the question of the performance of TCP and the
impact of fundamental parameters.
We apply our method to evaluate the end-to-end perfor-
mance of TCP and contribute an analysis of the end-to-end
delay distribution of TCP connections. Firstly, we discover
distinct effects that are due to queueing in the network and in
the sender’s protocol stack, respectively. As a result of limited
buffers at routers, the distribution of delays that are caused by
queueing in the network decays faster than exponentially. In
contrast, delays that are caused by queueing in the protocol
stack exhibit a slower, approximately exponential decay, and
account largely for the tail distribution. We analyze the reasons
for delays and show how the temporal characteristics of
3congestion control take a decisive effect. Secondly, we use
estimates of the service processes of TCP connections for a
comparative evaluation, where we consider the impact of basic
parameters: on the one hand, network configurations as the
buffer size at routers or the active queue management (AQM),
on the other hand, parameters configurable at application
servers as the application rate and the congestion control
algorithm. Our results reveal that certain configurations can
reduce end-to-end delays substantially by about 50%.
The remainder of this paper is structured as follows. In
Sec. II, we present the related work. Sec. III provides the
system model for closed-loop window flow control and the
estimation method. The experimental setup is introduced in
Sec. IV. In Sec. V, we examine in detail the service that
TCP NewReno provides to an application and explain its
characteristics by decomposition of the end-to-end delays with
respect to different root causes. Sec. VI presents a benchmark
for the impact of basic parameters on TCP’s service including
utilization, buffer size, queue management, and congestion
control algorithm. For each of the parameters, we discuss
the impacts on TCP’s performance. Sec. VII continues the
benchmark demonstrating the performance impact from an
application’s perspective. Sec. VIII concludes the paper.
II. RELATED WORK
A large body of literature exists on the evaluation of
the throughput of closed-loop flow control protocols and its
prevalent realization TCP. Here, we focus on the works that
go beyond throughput evaluation and provide results in terms
of the delay performance or service processes as introduced in
Sec. I. Regarding latency reduction techniques, that are not in
the focus of our work, we refer the reader to the comprehensive
survey [15].
Models of closed-loop flow control by a transfer func-
tion, as introduced in Sec. I, are derived in [16]–[20]. The
model in [16]–[18] enables the derivation of guarantees for
throughput as well as delay for arbitrary arrival traffic. A
shortcoming of the approach is, however, the assumption of a
deterministic system. Random effects, such as a time-varying
network service or an adaptive window size, are expressed by
deterministic bounding functions using limiting values, e.g., of
the window size. This reduces complexity and allows for an
analytical solution. Window flow control systems with a time-
varying service have been identified as a hard problem [21],
[22] and only recently first solutions [19], [20] have been
derived. How these works can be extended to flow control with
an adaptive window as in case of TCP is still to be investigated.
As TCP is the prevalent closed-loop flow control proto-
col, the related work on performance evaluation is manifold,
especially with respect to the throughput. Here, we consider
the less extensively studied area of the delay performance.
The flow-completion time is modeled in [23] considering
TCP’s initial startup effects. TCP for streaming applications is
analyzed in [24], the results indicate that the TCP flow should
be eligible for twice the rate of the streaming application for
proper streaming. Furthermore, the minimal receiver buffer
size is derived analytically with respect to video quality, video
traffic characteristics, and network characteristics in [25].
The last three models rely on the basic model of [26]. In
this model independent losses between rounds (back-to-back
packets until first ACK) and TCP Reno are assumed. With
these assumptions an accurate computation of the expected
long-term throughput is feasible. The impact of more com-
plex loss schemes and other congestion control protocols is,
however, hardly mathematically tractable. For various TCP
versions, steady-state distributions of queueing delays are
considered in [27] for on-off traffic sources. Based thereon,
an analytical evaluation of the steady-state delay distribution
of TCP NewReno, that includes the buffer size dynamics of
the protocol stack, is provided for constant bit rate sources
in [28]. Again, the model is tailored to specific TCP variants
and independent losses.
To evaluate also scenarios in which dynamics are difficult
to deal with, we bridge the two domains of measurements and
analytical performance evaluation of networks with flow con-
trol. We develop a stochastic service curve model of closed-
loop window flow control and use a method that estimates the
shape of the service curve from measurements of real systems.
Consequently, the results include all effects that are inherent in
the network path and the protocol stacks, as buffer dynamics,
which can be responsible for large delays due to congestion
control as we show in Sec. V. Due to the service curve
property, the estimate can be used to provide performance
guarantees for arbitrary traffic arrivals.
III. ESTIMATION OF CLOSED-LOOP FLOW CONTROL
As highlighted in [29], there is a need for new performance
tests that evaluate metrics beyond TCP throughput. In this
section, we present an estimation method that is able to
characterize the end-to-end attainable rate of a TCP connection
on arbitrary time-scales by a stochastic service curve. In the
limit, this service curve converges to the long-term throughput.
Moreover, it includes all aspects of end-to-end paths. We
make use of this feature in Sec. VI to benchmark relevant
parameters. The service curve is applicable for arbitrary traffic
arrivals and enables the computation of statistical backlog and
delay bounds P[backlog > x] ≤ ε and P[delay > x] ≤ ε,
respectively, where ε is a defined, small probability.
Firstly, we introduce a system model that enables a
mathematical formulation of the dynamics of closed-loop flow
control. Secondly, we describe the estimation method and its
implementation based on this model. The method makes use
of constant rate packet train probes Aapp = rt, i.e., packets
are injected at a constant rate r into a TCP socket to identify
its end-to-end characteristics as depicted in Fig. 1. Thirdly, we
show estimates obtained for flow control with a static and an
adaptive window, respectively, and compare these to analytical
reference results. We show that the adaptation of the window
size has a significant impact on the end-to-end service. We
conclude this section with a numerical validation.
A. System Model
We adopt a model of linear time-varying systems, referred
to as exact dynamic server in [17]. The model uses random
4min Snet(τ,t)
+W(t)
Aapp(t) Dapp(t)
Sapp(τ,t)
δT(t)
Anet(t)
Fig. 3. Arrivals to the network are regulated by closed-loop flow control.
service processes S(τ, t) to characterize the service offered
by buffered systems, such as links and schedulers, in the
time interval (τ, t]. We denote the cumulative traffic arrivals
and departures of a system in the interval (0, t] by A(t) and
D(t), respectively. By convention, there are no arrivals for
t ≤ 0. We assume a fluid-flow model where data are infinitely
divisible. Packetization effects can be included at the expense
of additional notation. Generally, the deviation of the fluid
system is at most one maximum packet length [17], [18]. The
arrival-departure relation of a system is given for t ≥ 0 as [17]
D(t) = inf
τ∈[0,t]
{A(τ) + S(τ, t)}. (1)
To give a first example, the service process of a constant
rate link with capacity C is S(τ, t) = C(t − τ). If the
link has in addition a constant delay T , the service process
becomes a latency-rate function S(τ, t) = C[t − τ − T ]+,
where [x]+ = max{0, x}. Eq. (1) enables the computation of
performance metrics, such as the backlog B(t) = A(t)−D(t)
for known but otherwise arbitrary arrivals. By iterative appli-
cation, Eq. (1) extends immediately to tandem systems. For a
broader introduction we refer to [17], [18], [21], [22].
Next, we model a network path with closed-loop window
flow control as illustrated in Fig. 3. Due to, e.g., an adaptive
window that changes over time, the end-to-end service of
the flow control loop is random. Related models have been
derived using linear dynamical systems [17], [30], for a
static window in the framework of the deterministic network
calculus [16]–[18], and in the framework of the stochastic
network calculus [19], [20].
The forward path in Fig. 3 maps external application
data arrivals Aapp(t) to the departures Dapp(t). It consists
of a throttle for flow control, i.e., the min operator, that
regulates the arrivals to the network Anet(t), and the service
process of the network Snet(τ, t). The reverse path is used
by acknowledgements. For now, we assume it comprises
a delay element δT (t) that causes a time shift of T . We
model the service for acknowledgements as constant delay
since acknowledgements are typically much smaller than data
packets such that transmission times can be neglected. The
time-varying window size is given by W (t).
Tracking the structure in Fig. 3, the departures for t ≥ 0
are
Dapp(t) = inf
τ∈[0,t]
{Anet(τ) + Snet(τ, t)} (2)
from Eq. (1), and the arrivals to the network for t ≥ 0 are
Anet(t) = min
{
Aapp(t), Dapp([t− T ]+) +W (t)
}
. (3)
By recursive insertion of Eq. (3) into Eq. (2) a solution of
the form Dapp(t) = infτ∈[0,t]{Aapp(τ) + Sapp(τ, t)} can
be derived, i.e., window flow control has a service process
Sapp(τ, t) that satisfies Eq. (1) [17, p. 180]. Closed form so-
lutions exist for certain cases. An example is flow control with
a static window size W (t) = w and a network with constant
capacity C, latency T , and round trip time RTT = 2T , i.e.,
Snet(τ, t) = C[t−τ−T ]+. The fundamental insight in [16] is
that Sapp(τ, t) = Snet(τ, t) if w ≥ C ·RTT , i.e., the network
capacity can be fully utilized as long as the window is at least
BDP-sized. Otherwise if w < C · RTT , the long-term rate
of Sapp(τ, t) is limited by w/RTT . Recently, first solutions
for window flow control with a random service are presented
in [19], [20]. Both works emphasize on the difficulty to find a
closed form solution for the recursion as already depicted in
Eq. (2) and Eq. (3). In the following, we present a method that
enables us to retrieve a service estimate for the general class
of closed loop window flow control from measurements. By
use of measurements, we avoid the difficulty of an analytical
solution, that may not be feasible given the complexity, e.g.,
of a full TCP implementation.
B. Estimation Method
We seek to obtain an estimate of the service process
Sapp(τ, t) of window flow control from measurements of
Dapp(t) using selected probing traffic Aapp(t). In the sequel,
we characterize random service processes S(τ, t) from (1) by
a statistical lower bound Sε(t− τ) that conforms with
P
[
S(τ, t) ≥ Sε(t− τ) ,∀τ ∈ [0, t]] ≥ 1− ε, (4)
for all t ≥ 0. Eq. (4) has the form of a complementary cumu-
lative distribution function (CCDF). It is defined, however, for
entire sample paths of the process S(τ, t), i.e, the argument
is made for all τ ∈ [0, t]. The function Sε(t) is known as an
ε-effective service curve [31] that provides a statistical service
guarantee with violation probability ε of the form [32]
P
[
D(t) ≥ inf
τ∈[0,t]
{A(τ) + Sε(t− τ)}
]
≥ 1− ε, (5)
for all t ≥ 0. Effective service curves are a basic system model
of the stochastic network calculus [32]. Amongst others, they
enable the computation of statistical performance bounds, e.g.,
a backlog bound P [B(t) > b] ≤ ε follows immediately from
B(t)=A(t)−D(t) and a delay bound P [∆(t) > δ] ≤ ε from
∆(t) = inf{τ ≥ 0 : A(t)−D(t+ τ) ≤ 0} (6)
by use of Eq. (5). For illustration, backlog and delay are
defined by the vertical and horizontal deviations between the
arrival and departure functions, respectively.
To obtain an estimate of Sε(t) from measurements, we
adapt the method from [31]. The method uses constant rate
probe traffic with rate r, i.e., A(t) = rt, and takes measure-
ments of D(t) to obtain the backlog B(r, t) = rt−D(t). For
t → ∞ the steady-state backlog B(r) is observed. Finally,
(1−ξ)-quantiles of the steady-state backlog are extracted from
Bξ(r) = inf {x ≥ 0 : P [B(r) ≤ x] ≥ 1− ξ} ,
5for a set of rates r ∈ R. An estimate of Sε(t) is
Sε(t) = max
r∈R
{rt−Bξ(r)}, (7)
where ε=
∑
r∈R ξ from the union bound. By choice, ξ and
the set R are small so that ε  1. An equivalent expression
is derived from steady-state delay quantiles ∆ξ(r) using the
relation Bξ(r) = r∆ξ(r) that applies for constant rate traffic
and systems that deliver data in order [31]. In a practical
probing scheme, delays can be obtained more easily from send
and receive time-stamps of packets than backlogs.
For interpretation of the results, we will frequently use
αε(t) =
Sε(t)
t
, (8)
which expresses the service curve as a minimal rate guarantee
for a time interval of duration t. The rate guarantee may
be violated with probability ε. It is related to the notion
of available bandwidth that specifies the amount of unused
capacity of a link or a network [31]. For closed-loop flow
control, we refer to Eq. (8) as the attainable rate function.
An implementation of the method in a practical probing
scheme has to estimate the steady-state delay distribution of
a TCP connection from measurements of probe traffic sent
at different rates. For selection of the probing rates we use
linear increments with a defined probing accuracy of racc.
The probing starts with rate r1 = racc. If a steady-state delay
distribution can be observed at the current rate, the rate is
increased by racc, i.e., the probing rates are rj = j · racc with
j = 1, 2, 3, . . .. The probing stops at the first rate that does not
observe a stationary distribution. This is the case if the arrival
rate exceeds the long-term attainable rate, see [31] for details.
To obtain the steady-state delay distribution ∆(r) for a
probing rate r, we randomly sample end-to-end delays from
one packet train. After collecting I samples, the samples are
tested for stationarity by the Elliot, Rothenberg and Stock
test [33] and for independence by the runs test [34]. If both
tests are passed, the samples are used to estimate the steady-
state distribution, and the probing proceeds with the next
rate. If only stationarity can be assumed [31], the probing is
repeatedly extended until stationarity and independence are
achieved. After the e-th extension, (e + 1)I samples exist
of which each (e + 1)th sample is selected. The statistical
tests are performed on this subset of the samples. Finally, an
estimate of the delay quantile ∆˜ξ(r) is extracted from the
empirical distribution of the samples for which stationarity and
independence have been detected. A service curve estimate
S˜ε(t) follows from Eq. (7), where we use the tilde to indicate
estimates that are obtained from empirical data.
C. Evaluation of Window Flow Control
For a first evaluation, we apply the estimation procedure to
basic window flow control protocols. These protocols replicate
certain basic functionalities of TCP to investigate them in
isolation. Due to the restricted functionality, these protocols
are more predictable than the complex TCP. We present
one window flow control protocol with a static window size
and one where the window size is adapted to congestion
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Fig. 4. Comparison of the analytical service process Sapp(t) and the estimate
S˜εapp(t). In Fig. (a) the window limits the maximal attainable rate, whereas
in Fig. (b) the network capacity is fully utilized.
notifications. For the first protocol an analytical service curve
can be derived whereas for the second one only the long-term
attainable rate is known, e.g., from [35]. Both protocols are
implemented in the discrete event simulator Omnet++ [36].
1) Static Window Flow Control: We investigate the flow
control loop presented in Fig. 3 with a static window size
W (t) = w. The network has a capacity of C = 10 Mbit/s
and a latency of T =50 ms, i.e., the network service process
is Snet(τ, t) = C[t − τ − T ]+. We use a window size of
w = 500 kbit and w = 2 Mbit, respectively.
The analytical application level service process Sapp(τ, t)
follows by recursive insertion of Eq. (3) into Eq. (2). The
construction is illustrated in Fig. 4. Sapp(τ, t) is the minimum
of infinitely many segments [r(t−τ−(2n+1)T )]++ nw for
n = 0, 1, 2, . . . where r=min{w/RTT,C}. Since the system
is deterministic, Sapp(τ, t) can be expressed as a univariate
function Sapp(t−τ) that is displayed in Fig. 4. The individual
segments are indicated by dash-dotted lines. If w ≥ C ·RTT ,
the service process simplifies to Sapp(τ, t) = C[t − τ − T ]+
as shown in Fig. 4b. In this case the rate attains the network
capacity of 10 Mbit/s. Otherwise, Sapp(τ, t) is the stepped
curve in Fig. 4a. Here, the window size limits the long-term
rate to 5 Mbit/s. In addition, the service process shows in both
cases the network latency of 50 ms.
For estimation, we use as accuracy parameter racc =
1 Mbit/s to obtain an estimate S˜εapp(t). Given the deterministic
system, we let ε = 0, i.e., we use the maximal delay from the
empirical delay distribution. The estimate S˜εapp(t) is presented
as dashed line in Fig. 4. It is a latency-rate function that is
the largest convex lower bound of the analytical result for
w = 500 kbit and exact for w = 2 Mbit, respectively. We
note that Eq. (4) defines the effective service curve as a lower
bound of the service process. In addition to the long-term rate
min{w/RTT,C}, the service curves provide information on
delays.
As demonstrated here, the method in Sec. III-B enables
the estimation of the service curve for static window flow
control. In this setup the delays are apparent from the network
structure. For flow control with an adaptive window W (t) no
such simple results exist.
2) Adaptive Window Flow Control: For the second evalu-
ation, we apply the estimation method to an adaptive window
flow control protocol. We again use the flow control loop in
Fig. 3, with the difference that the window size is adapted
6dynamically based on random congestion notifications. As a
consequence, Sapp(τ, t) is random. The protocol replicates the
basic congestion avoidance algorithm of TCP.
We simulate a network that does not drop packets due
to congestion but instead marks a congestion notification
in the packet header. For each packet the receiver sends
an acknowledgement that includes the possible congestion
notification. We measure the window w in units of packets
that are of maximum segment size MSS. The window is
increased by 1/w for each acknowledgement that does not
indicate congestion. This leads to a window increase of at
most one MSS per RTT . In case of a congestion notification,
the window size is halved. The control loop emulates the
basic congestion avoidance algorithm of TCP NewReno with
explicit congestion notification. For this system, the long-term
attainable rate is given in [35] as MSS ·L/(√pRTT ), where
p is the probability of congestion notifications, and parameter
L=1.31 applies for one acknowledgement per packet.
In the experiment, the forward path and the reverse path
each have a delay of 5 ms. A capacity limitation is not
simulated. Instead packets are marked with a congestion notifi-
cation independently of each other with probability p = 10−3.
The long-term attainable rate is calculated as 4143 pkts/s.
We estimate S˜εapp(t) from delay quantiles, that are obtained
using the probing method with ξ=10−4 and racc=100 pkts/s.
Given the target accuracy, the largest probing rate that observes
a steady-state is 4100 pkts/s. We present the estimate S˜εapp(t)
as attainable rate function α˜ε(t) from Eq. (8) labeled adaptive
window in Fig. 5a. The attainable rate is zero for t≤5 ms, i.e.,
the network delay. For t>5 ms, it is increasing and converges
to 4100 pkts/s, i.e., it recovers the long-term attainable rate of
4143 pkts/s correctly within the granularity of probing.
In Fig. 5a, we also include analytical results of αε(t)
from Sec. III-A for flow control with a static window of
w = 41 packets, which attains a long-term rate of 4100 pk-
ts/s. The two systems are identical apart from the static,
respectively, adaptive window. The comparison shows a strong
impact of the adaptive window on the attainable rate. The
adaptive window leads to a significantly slower convergence
to the long-term rate. Observe that we plot time on log-
scale since the deviation is considerable on relevant time-
scales from milliseconds up to tens of seconds. The time until
the attainable rate of the system with the adaptive window
converges is four orders of magnitudes larger than in case of
the static window. We note that the effects are not due to an
initial transient phase, as we measure the service offered in
steady-state.
Simulations enable gathering sufficiently many samples for
statistical evaluation. In real networks, this may be difficult due
to long observation periods. Therefore, we visualize the effect
of the probing accuracy, i.e., parameter racc, on the resolution
of the service curve estimate in Fig. 5b. Increasing the value
is practical for reducing the observation period. The dashed
curve shows the estimate for racc = 800 pkts/s compared
to the solid line that is obtained for racc = 100 pkts/s. The
coarsely graduated rate steps result in a slightly rippled curve
α˜ε(t). In addition, the estimate of the long-term rate has lower
resolution, i.e., 4000 pkts/s, as it is a multiple of racc.
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Fig. 5. Estimates of the attainable rate function α˜ε(t). Fig. (a) compares
flow control protocols with static and adaptive window, respectively. Fig. (b)
presents the limited resolution if probing rates are coarsely graduated.
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Fig. 6. Statistical delay bounds obtained from the service curve estimate
compared to empirical delay quantiles obtained from simulations of variable
bit rate video traffic. The statistical delay bounds accurately predict the
empirical delay quantiles.
D. Validation of End-to-end Delays
For an intuitive visualization, we represent the service curve
as attainable rate function as defined in Eq. (8) in the previous
section. In addition, the service curve property Eq. (5) enables
computing departure guarantees for arbitrary traffic arrivals
from S˜ε(t). In turn, statistical bounds for delay or backlog
follow as depicted in the beginning of Sec. III-B. We make
use of this for a numerical validation of delay bounds. For
this purpose, we use a traffic trace of an H.264 variable
bit rate encoded movie with a mean rate of 2000 pkts/s.
This rate corresponds to a utilization of the system described
in Sec. III-C2 of about 0.5. We compare statistical upper
bounds of the delay that are obtained from the service curve
estimate in Fig. 5 with empirical delay quantiles observed in
simulations for this system.
In detail, the statistical delay bounds are computed by
Eq. (6) where A(t) are the data arrivals of the video traffic
trace. For the data departures D(t) the statistical guarantee
provided by Eq. (5) is employed, where we use the service
curve estimate S˜ε(t) for ε = 5 · 10−4 as obtained in Fig. 5b,
previously. Note that the statistical delay bound is computed
solely from the video arrival traffic trace and the service curve
estimate. For comparison, we simulate the transmission of
the video traffic by the system. For each packet of the video
traffic trace, we empirically obtain (1−ε)-delay quantiles for
ε = 5 · 10−4 from 150000 repetitions of the simulation.
7TABLE I
PROPAGATION DELAYS OF NETWORK PATHS.
probe cross cross cross
delay [ms] traffic traffic traffic traffic
receiver receiver 1 receiver 2 receiver 3
probe traffic sender 10 - - -
cross traffic sender 1 - 12 11 9
cross traffic sender 2 - 11 8 10
cross traffic sender 3 - 9 8 12
The statistical upper delay bounds derived from the service
curve estimate S˜ε(t) as well as the corresponding empirically
obtained delay quantiles from the simulation are shown in
Fig. 6 for a series of 40000 packets. Clearly, the service curve
estimate provides valid delay bounds that closely follow the
series of delay quantiles from simulation. The deviation is a
consequence of the granularity of probing racc and the use of
the union bound in Eq. (7).
IV. EXPERIMENTAL SETUP
In Sec. III-C2, we implemented a basic flow control loop to
illustrate selected mechanisms of a dynamic window adapta-
tion for congestion control as implemented in TCP. Compared
to independent congestion notifications, as assumed before, the
loss characteristics in networks with aggregated TCP traffic are
more complex and a priori unknown. We apply the method
from Sec. III-B in a testbed deployment to demonstrate the
applicability to actual protocol implementations and identify
effects on TCP’s delay performance with respect to various
parameters relevant for network dimensioning and applica-
tion server configuration. The testbed deployment requires,
however, more time to collect samples than the simulator. To
speed up the estimation, we limit the resolution of the probing
method to racc = 1 Mbit/s.
We conducted experiments for various scenarios to investi-
gate the impact of the utilization, buffer size, different AQM
schemes, and congestion control protocols. The experiments in
the subsequent sections are conducted in a testbed using the
Emulab software [37]. All results that we show are obtained
for the same network topology, as presented in Fig. 7, to
achieve comparability, when we exchange selected character-
istic features to evaluate their influence on the performance.
The topology is adapted from the common TCP evaluation
suite [38]. Nine greedy TCP NewReno cross traffic flows
and one TCP NewReno probe traffic flow, for estimating the
attainable rate function αε(t), share the bottleneck link with
100 Mbit/s capacity between router 1 and router 2. The end-to-
end propagation delays differ for different source destination
pairs to prevent a possible synchronization of the TCP flows.
The values are uniformly distributed with a mean of 10 ms as
given in Tab. I. The probe traffic flow has a propagation delay
of 10 ms. Since TCP is designed to achieve fairness between
flows that share the same bottleneck link, the expected long-
term attainable rate of a TCP connection is 10 Mbit/s gross,
respectively, 9.4 Mbit/s net at the application layer.
All nodes run the Linux operating system with kernel 3.5,
i.e., all experiments are based on the network stack imple-
mentation available for that kernel. Following the guidelines
Fig. 7. Dumbbell network with one probe traffic and nine greedy cross traffic
flows. All flows use the same TCP version. Between router 1 and router 2 is
a bottleneck link with a capacity of 100 Mbit/s. The end-to-end propagation
delay varies for different source destination pairs to prevent synchronization.
from [39], offloading features on all network interface cards
(NICs) are disabled. The hierarchical token bucket filter is used
for rate limiting to avoid effects by non-controllable buffers in
drivers or NICs. Socket buffers at the sender and the receiver
sides are adjusted, so that these do not limit the performance
of the connection. The clocks of all nodes are synchronized.
If not stated otherwise, the following parameters are used
by the method from Sec. III-B to estimate the attainable rate
function αε(t). We compute 0.95-quantiles from empirical
steady-state delay distributions. For each distribution 750
statistically independent samples are captured. The packet size
is 1500 Byte.
V. EVALUATION OF TCP NEWRENO
We begin this section with an evaluation of the attainable
rate function of TCP NewReno by using the method from
Sec. III-B. The results illustrate the complete behavior of a
TCP connection including the dynamics of the protocol stack.
Using a decomposition of end-to-end delays as in Fig. 1,
this enables the identification of effects that have a strong
impact on the attainable rate. Moreover, we illustrate the root
cause for large end-to-end delays. For all experiments, we
used the topology introduced in Sec. IV. Focusing on the
basic topology and TCP NewReno enables us to connect the
estimation results to essential characteristics of TCP’s additive
increase multiplicative decrease (AIMD) congestion control.
A. Attainable Rate Function
We estimate the attainable rate function for a network in
which FIFO drop-tail queueing is configured and the buffer
sizes are set to the BDP of 100 Mbit/s times 20 ms. Using
packets of 1500 Byte size, the buffers can hold 167 packets.
We show the estimate of the attainable rate function α˜ε(t) on
logarithmic time scale in Fig. 8. The origin of the attainable
rate is at 30 ms, which corresponds to the propagation delay of
10 ms plus the maximal queueing delay at the bottleneck link
of 20 ms. The long-term attainable rate converges to 9 Mbit/s,
that is the fair share of the bottleneck capacity for a single TCP
flow, within the accuracy of the probing of racc=1 Mbit/s. The
method correctly identifies the characteristics that are specific
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Fig. 8. Estimate of the attainable rate function for TCP NewReno. On short
time-scales the rate is substantially below the long-term rate. It converges on
long time-scales.
to the topology. Beyond that, the method reveals the slow
speed of convergence to the long-term attainable rate, which
is remarkable. On relevant time scales up to several seconds,
the attainable rate is significantly below the fair share, i.e.,
applications have to anticipate rates significantly below the
long-term attainable rate.
B. Decomposition of End-to-end Delays
To understand the underlying effects, we explore the causes
of large end-to-end delays. Recall that the attainable rate
function is constructed from linear rate segments and corre-
sponding delay quantiles, where larger delays give rise to a
slower convergence. The delay quantiles are extracted from
the distribution of the end-to-end steady-state delays of a TCP
connection denoted ∆e2e. We decompose ∆e2e into the delay
in the sender’s protocol stack ∆snd, in the network ∆net,
and in the receiver’s protocol stack ∆rcv , see Fig. 1. This
decomposition identifies which segments contribute most to
the end-to-end delay. The results are presented as CCDF of
the stationary delay distribution for a moderate arrival rate.
The presentation as CCDF covers the complete characteristics
instead of an extract as the time-series presented in Fig. 2.
To obtain the delays, we measure the following packet time-
stamps: t1 creation of a packet at the sender’s application, t2
transfer from the kernel to the NIC at the sender, t3 transfer
from the NIC to the kernel at the receiver, and t4 reception
of the packet at the receiver’s application. The delays are
computed as ∆e2e = t4− t1, ∆snd = t2− t1, ∆net = t3− t2,
and ∆rcv= t4−t3. The transfer time between NIC and kernel
is captured with libpcap.
The individual delay components for a moderate arrival rate
of 5 Mbit/s are presented in Fig. 9. The network delay ∆net
ranges from 18 ms to 30 ms, whereof the propagation delay
accounts for a constant amount of 10 ms. The transmission
and processing delays are negligible. Hence, after subtraction
of the propagation delay, a queueing delay between 8 ms and
20 ms remains, where 20 ms corresponds to the maximal
queueing delay at the BDP-sized buffer. The CCDF of ∆net
shows that none of the sampled packets observed an empty
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Fig. 9. CCDFs of steady-state delays for an application layer rate of 5 Mbit/s.
The end-to-end delay ∆e2e is decomposed into the delay in the sender’s
protocol stack ∆snd, the network ∆net, and the receiver’s protocol stack
∆rcv . The results show a strong impact of ∆snd on ∆e2e.
bottleneck buffer and that large queueing delays close to the
maximum occur frequently. The effect is due to the high
utilization of the bottleneck link that is caused by the greedy
TCP cross traffic flows.
In the sender’s protocol stack, delays arise that are more
than ten times larger than the network delay, as shown by the
CCDF of ∆snd. The probability that a packet is queued in the
stack is about 0.3, however, the decay of the tail distribution is
much slower than for the network delay. While the queueing
delays in the network exhibit a faster than exponential decay,
the delay distribution in the sender’s stack has approximately
an exponential decay, observable by the linear decay of the
CCDF on the logarithmic scale. We explore the exponential
decay in detail in [40]. We note that the delays in the sender’s
protocol stack are caused by the adaptive congestion window
only, as we configured sufficiently large send and receive
buffers that do not limit the service. We observed a similar
impact of the congestion window in the simulation results
presented in Sec. III-C2.
Delays at the receiver’s protocol stack ∆rcv occur only with
a small probability. They are caused by buffering of packets
that are received after a packet is lost, to guarantee in-order
delivery of the packets.
Concluding, we highlight that the significant delay portions
explained before are clearly observable from the end-to-end
delay ∆e2e. The CCDF of ∆e2e exhibits two regions that
are due to the network and the sender’s protocol stack,
respectively, separated by a sharp bend at the probability at
which delays occur in the sender’s protocol stack.
C. Root Cause for End-to-end Delays
As we observed, significant delays occur already for mod-
erate arrival rates. We explain the accumulation of such high
delays in the sender’s protocol stack. For illustration, we first
consider the basic TCP throughput model for periodic losses
with probability p as in [35]. Under the assumptions of this
model, the CWND W (t) oscillates between Wmax=
√
8/(3p)
and Wmin=Wmax/2. The oscillation results from the AIMD
congestion avoidance algorithm of TCP NewReno. It follows
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Fig. 10. Probability of buffering in the sender’s protocol stack for periodic
and random losses, respectively.
that the instantaneous transmission rate, that is given by
W (t)/RTT , does not fall below Wmax/(2RTT ). The long-
term attainable rate is 3Wmax/(4RTT ) as determined from the
average window size 3Wmax/4. Hence, the minimal instanta-
neous transmission rate of Wmax/(2RTT ) corresponds to a
utilization of the long-term rate of 2/3. Consequently, delays
in the sender’s protocol stack should not occur as long as the
application generates data at a rate below 2/3 of the long-term
attainable rate of the TCP connection. Obviously, as presented
before, delays in the sender’s protocol stack occur, however,
for much smaller application data rates.
We display the probability of buffering in the sender’s
protocol stack as a function of the utilization in Fig. 10.
The utilization is measured as the quotient of the arrival
rate and the long-term attainable rate, i.e., the fair share
of 9.4 Mbit/s of the TCP connection. Already for small
utilizations buffering in the sender’s protocol stack occurs.
If the utilization approaches one, the probability of buffering
goes to one. The behavior for small utilizations is notable if
compared to the basic TCP throughput model with periodic
losses [35]. This strong discrepancy between the periodic loss
model and the experimental results stems from the adaptation
of the congestion window and non-periodic, random losses,
which occur for drop-tail queueing.
We investigate the accumulation of delays in the sender’s
protocol stack by simulation to illustrate the causal effects. The
simulation parameters are adjusted to the experimental testbed
with a long-term rate of 9.4 Mbits/s and an RTT of 20 ms.
The basic congestion avoidance algorithm as assumed in [35]
and outlined in Sec. III-C2 is implemented for adaptation
of the CWND. The application data rate is set to 5 Mbit/s
corresponding to a moderate utilization. Fig. 11 demonstrates
the reason for delays by comparing a CWND series for random
losses due to a Bernoulli process to periodic losses. Random
packet losses may be clustered such that the CWND is forced
below the value of Wmin as computed for periodic losses.
Further, the CWND that is required to support the application
layer data rate of 5 Mbit/s is indicated in Fig. 11 by a dash-
dotted horizontal line. For random losses, the instantaneous
CWND falls repeatedly below this value so that considerable
buffering in the sender’s stack occurs, whereas in case of
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Fig. 11. CWND series for Bernoulli and periodic losses, respectively. In case
of Bernoulli losses, small CWND values below the CWND that is required
to achieve a rate of 5 Mbit/s sustain for durations in the range of hundreds
of milliseconds and account for large delays in the sender’s protocol stack.
periodic losses it generally stays above. While we illustrated
the origin of large delays using a simplified simulation model
that is based on [35], we note that further effects occur in real-
world implementations that have an impact on delays, such
as delayed acknowledgements, time-varying RTTs, clustered
losses, and implementations of the congestion control algo-
rithm in operating systems. We benchmark these effects next.
VI. BENCHMARK
Next, we use estimates of the attainable rate function to
benchmark essential configuration options of TCP connec-
tions. We start with the impact of the utilization, as typically
evaluated in queueing theory. Furthermore, we benchmark the
buffer size for drop-tail queueing, which is often deployed in
computer networks, in Sec. VI-B. Thereby, packet loss occurs
if buffers overflow, which is directly related to the queue size.
To avoid large queues and burst losses AQM schemes were
developed. We evaluate different AQM schemes in Sec. VI-C.
The rate adaptation due to loss is implemented by congestion
control protocols, which we compare in Sec. VI-D. Lastly, we
investigate differences in the performance for these options.
For all experiments, we use the topology introduced in Sec. IV.
A. Impact of the Utilization
The CCDF of the end-to-end delays exhibits two distinctive
regions, one due to network delays, and one due to delays
in the sender’s protocol stack. We examine the impact of the
utilization on these regions for different probing rates from
1 Mbit/s to 9 Mbit/s with increments of 1 Mbit/s. With respect
to the fair share of a flow, the rates correspond to utilizations
of about 0.1 to 0.9. The CCDFs of the end-to-end delay
are depicted in Fig. 12. We discover that all CCDFs show
the two distinctive regions with a similar decay for all rates:
the first region decays faster than exponentially whereas the
second region exhibits an approximately exponential decay.
The transition of the first to the second region is at about
30 ms, which equals the maximum network delay. In [40],
we further analyze the delay distribution and confirm its
exponential decay.
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Fig. 12. CCDFs of end-to-end delays for probing rates from 1 Mbit/s to 9 Mbit/s. All CCDFs exhibit two regions: one region up to about 30 ms originating
from queueing in the network, that decays faster than exponentially, and a second region starting from about 30 ms caused by buffering in the sender’s
protocol stack, that decays approximately exponentially fast.
Using the decomposition of delays as in Fig. 9, the two
regions arise from delays in the network and delays in the
sender’s protocol stack, respectively. As Fig. 12 shows, the
intensity and the probability of delays due to buffering in
the sender’s protocol stack grow substantially with increasing
arrival rate. For low rates, Fig. 12a, the probability that end-
to-end delays above the maximum network delay occur is
small and their intensity is low. In contrast, for high rates,
Fig. 12c, the probability of delays due to buffering in the
sender’s stack is close to one and delays of several seconds
occur with non-negligible probability. Remarkably, even for
moderate rates much below the fair share, Fig. 12b, significant
delays occur due to buffering in the sender’s protocol stack.
These delays can be magnitudes above the maximum network
delay. Consequently, a high utilization has a significant impact
on the delay performance, where we identify a more than
proportional relation, see [40]. Reducing the utilization, e.g.,
by over-provisioning or rate adaptation at the application, can
reduce the delay effectively.
B. Impact of the Buffer Size
In network dimensioning, a conventional rule of thumb
states that the buffer size at routers should be set to the BDP.
The rule is justified in a scenario where a single TCP NewReno
flow saturates a link. It is demonstrated that the buffer size
and thereby the queueing delay can be reduced significantly
without compromising the link utilization, e.g., if many flows
are present [41], [42] or by supporting two queues of different
size [43], a small queue for delay sensitive flows and a large
one for bulk data transfers.
The previous experiment showed that end-to-end delays
may be larger than queueing delays in router buffers by orders
of magnitude. This raises the question, how the size of router
buffers influences end-to-end delays? The estimation of the
attainable rate α˜ε(t) is applicable to provide a measure of
these effects. Compared to [41], [42], where the link utilization
for aggregated TCP traffic is analyzed, the attainable rate
α˜ε(t) examines the performance of individual end-to-end
connections.
We perform the estimation for buffer sizes in the range
from 1/8 up to 3/2 times the BDP of 167 packets configured
on the interfaces between the two routers. We show results
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Fig. 13. Estimates of the attainable rate function for various buffer size
configurations. Small buffers, clearly below the BDP, increase the attainable
rate on short time-scales. Undersized buffers, however, limit the long-term
attainable rate below the fair share of the TCP connection.
for selected buffer sizes of 21, 83, 167, and 251 packets, re-
spectively. Further results are omitted to keep the presentation
manageable.
1) Smaller Buffers – Faster Convergence: In Fig. 13, we
depict the attainable rate function α˜ε(t) of a TCP NewReno
connection for different router buffer sizes. Ideally, α˜ε(t) at-
tains the fair share of the TCP connection that is 9.4 Mbit/s net.
For all tested buffer sizes above 21 packets, Fig. 13b shows
that α˜ε(t) converges to 9 Mbit/s, i.e., the fair share is achieved
within the configured probing accuracy of racc = 1 Mbit/s.
Only for a very small buffer size of 21 packets, the long-
term attainable rate is limited to 8 Mbit/s. The result extends
the finding that aggregate TCP traffic saturates a link, even if
the buffer size is much smaller than the BDP [41], [42]. In
addition our result also includes the aspect of fairness, as it
shows that individual TCP connections can utilize their fair
share of the link capacity.
While small buffers affect the long-term attainable rate
only marginally, they improve the attainable rate on short
time-scales considerably. As illustrated in Fig. 13a, small
router buffers achieve a significantly faster convergence of the
attainable rate function to the long-term rate. For example on
a time-scale of one second the attainable rate improves by up
to 50%.
2) Delays and the Speed of AIMD: To understand how
smaller router buffers favor the convergence of the attainable
rate function, we consider the end-to-end delays for an arrival
rate of 5 Mbit/s and buffer sizes of 83, 167, and 251 packets.
11
0 0.1 0.2 0.3 0.4 0.5
10−2
10−1
100
delay [s]
P[
de
lay
 > 
x]
 
 
buffer size=83
buffer size=167 (BDP)
buffer size=251
(a) CCDFs
τ [s]
W
τ
 
 
0 0.5 1 1.5 2 2.5 30
0.2
0.4
0.6
0.8
1
buffer size=83
buffer size=167 (BDP)
buffer size=251
(b) autocorrelation of the CWND
Fig. 14. Fig. (a) depicts CCDFs of the end-to-end delay for different router
buffer sizes. The increase of the delays is explained by the autocorrelation of
the CWND shown in Fig. (b).
The buffer sizes correspond to maximal queueing delays of
10 ms, 20 ms, and 30 ms, respectively. Fig. 14a shows the
CCDFs of the delays that, as expected, grow if the buffer
size is increased. Compared to the network delays, the growth
of the end-to-end delays is, however, larger by magnitudes,
i.e., increasing the buffer size in routers causes a repercussion
on the sender’s TCP socket that exceeds the impact of the
queueing delay notably. Interestingly, the growth applies to
the tail of the distribution that is caused by queueing in the
sender’s protocol stack.
The implications of larger router buffers on stack delays
are explained by a deceleration of the AIMD congestion
window adaptation that is caused by increased RTTs. The
effects of larger RTTs are twofold: firstly, a larger CWND is
required to achieve the same throughput that is determined by
CWND/RTT, and as a consequence the number of increments
to recover the CWND after a multiplicative decrease becomes
larger; and secondly, during additive increase the CWND is
incremented by one MSS per RTT, so that the speed of the
CWND growth is reduced. To quantify the effects, we use the
autocorrelation of the CWND Wτ at lag τ defined as [44]
Wτ = E[(W (t)− µW )(W (t+ τ)− µW )]
σ2W
, (9)
where µW is the mean and σ2W the variance of the CWND
process W (t). We note that µW and σ2W increase with the
buffer size in the network. Due to the normalization, the auto-
correlation is, however, scale-free and enables a comparison.
The autocorrelation of the CWND for an arrival rate of
5 Mbit/s is presented in Fig. 14b. In detail, the average of the
autocorrelation obtained from 20 independent measurement
runs is displayed. The colored areas indicate corresponding
0.95 confidence intervals. Generally, the results show a strong
autocorrelation of the CWND over lags in the order of seconds,
that is caused by the slow additive increase. The correlation
increases notably with the buffer size.
The implication of strong correlations over large lags is that
if a small CWND value occurs, it will likely prevail for long
periods of time. The reduced transmission rate during these
recovery times causes significant queueing in the sender’s
protocol stack that leads to large end-to-end delays. A remedy
is to modify the adaptation rule of the CWND, i.e., the
congestion control algorithm, as recent TCP versions do.
Concluding, the experiments show that oversized router
buffers significantly reduce the performance on short and
medium time-scales while undersized buffers can limit the
long-term attainable rate. Given the unknowns in real net-
works, this makes the optimal configuration of router buffers
difficult. AQM addresses this problem by adapting the packet
loss probability.
C. Impact of Active Queue Management
We compare the well-known random early detection
(RED) [45] and the recently proposed controlled delay
(CoDel) [46] AQM to drop-tail queueing with a BDP sized
queue and TCP NewReno. RED drops packets randomly if
the filling level of the buffer is between a minimal and a
maximal threshold, whereby the drop probability increases
linearly with the filling level. CoDel’s drop strategy seeks
to meet a target sojourn time of packets in the queue. In
detail, we used adaptive RED introduced in [47] with two
configurations, the one described in [48], and a second one,
where the minimum threshold is configured to 20 packets
instead of the default of 5 packets. For CoDel the default
parameters were used. The AQM schemes were configured
on the interfaces between the two routers. In addition, we
compare the AQM schemes to synthetic loss processes that
enable us to achieve a better understanding of the impact of the
loss process. Using synthetic losses, we omit any cross traffic
so packet loss only occurs due to the defined loss process.
1) The Cost of Clustered Losses: Fig. 15a presents esti-
mates of the attainable rate function α˜ε(t) for RED, CoDel,
and drop-tail queueing, respectively. We used RED with a
minimum threshold of 20 packets. All configurations achieve
the target long-term rate of 9 Mbit/s, hence Fig. 15a focuses on
the short-term behavior only. Both RED and CoDel improve
the short-term performance of TCP if compared to drop-tail
queueing with a BDP sized queue. While RED achieves a
better performance, it is sensitive to its parameters as already
stated in [47]. Conducting the experiment with the default
minimum threshold of 5 packets [48], limits the long-term
rate to 8 Mbit/s instead of 9 Mbit/s. The default parameters
of CoDel are suitable for this scenario.
Since the loss probability of RED and CoDel is dynamically
adjusted to the utilization, the loss process is unknown. We
also use well-defined synthetic loss processes for comparison
to infer the impact on the performance from the loss process.
We use a loss process where loss occurs by independent
Bernoulli trials and in periodic intervals, respectively. The loss
probability is configured so that the same long-term throughput
rate is achieved. Bernoulli losses and RED show a similar
performance in the attainable rate, see Fig. 15b. In contrast,
periodic losses achieve a short-term rate which is nearly twice
as large as in case of RED and in case of Bernoulli losses.
2) Discussion of Loss Schemes: How the different AQM
schemes and loss processes, respectively, improve TCP’s
performance can be explained by the characteristics of the
CWND time series. In case of periodic losses, a significant
performance improvement is observed. This is due to the fact
that the CWND is completely recovered before the next loss
occurs. As shown in Fig. 15d, this leads to a faster decay of the
CWND’s autocorrelation than for Bernoulli losses and RED.
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Fig. 15. Attainable rate and autocorrelation of the CWND for AQM schemes
and synthetic loss processes. The autocorrelation is shown for a rate of
5 Mbit/s. The AQM schemes and synthetic loss processes, which avoid closely
spaced losses, increase the attainable rate considerably.
Due to the periodicity of the losses, the autocorrelation shows
a second peak at about 1 sec and repeatedly with this interval.
Periodic losses achieve the best performance since the distance
between packet losses is ideal. Any other loss process with the
same loss probability would result in a higher correlation.
The effects are illustrated by the autocorrelation of the other
loss schemes in Fig. 15c and Fig. 15d. RED and Bernoulli
losses achieve a similar attainable rate and autocorrelation.
Both schemes drop packets randomly and independently. Dif-
ferences are in the loss process: in case of RED, the number
of packets between two packet drops is uniformly distributed,
to reduce the probability of closely spaced losses as described
in [45]. Using CoDel the increase of the attainable rate is less
than for RED, which is also reflected by the autocorrelation
that spans across larger lags. CoDel determines the time to
drop the next packet by a control law. In case of persistent
queueing, the time interval to drop the next packet is decreased
accordingly. Even though using a time interval to drop the next
packets seems to be promising, since it would avoid closely
spaced losses, in our scenario the attainable rate increases only
marginally.
The difficulty of configuring the correct buffer size is
avoided by AQM schemes that adapt to the utilization.
Bernoulli losses and RED demonstrate that independent ran-
dom losses improve the attainable rate significantly. However,
improvements may be possible, as indicated by the periodic
loss scheme.
D. Impact of the Congestion Window Algorithm
The queue size and the queue management decide when to
drop a packet. The reaction to a packet drop is determined by
the congestion control algorithm. The main algorithms differ
from each other primarily by the increase of the CWND after
acknowledgements of successfully transmitted packets and the
decrease after the detection of a packet loss if in congestion
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Fig. 16. Estimates of the attainable rate function and the autocorrelation
for different congestion control algorithms. The algorithm Scalable that im-
plements a multiplicative-increase multiplicative-decrease rule [50], increases
the performance.
avoidance. Well-known congestion control protocols are TCP
NewReno, TCP Cubic, and TCP Scalable. TCP NewReno
was the default algorithm for many years. TCP Cubic and
TCP Scalable are replacements that aim at achieving better
performance in networks with large BDPs. Generally, oscilla-
tions of the window size cause variations of the transmission
rate. The congestion control algorithm and the network path
establish a closed control loop with mutual influences. To
evaluate the performance of TCP NewReno, TCP Cubic, and
TCP Scalable [49] we estimate their attainable rate functions
α˜ε(t).
We use the topology depicted in Fig. 7 and drop-tail
queueing with a queue size equal to the BDP at the routers.
In each experiment, all nodes use the same congestion control
protocol. All of the three protocols achieve a long-term rate
of 9 Mbit/s. The estimates α˜ε(t) exhibit, however, significant
differences on short time-scales that are depicted in Fig. 16a.
TCP NewReno and TCP Cubic achieve a similar rate, where
TCP Cubic has a slightly better performance for short time
intervals of up to one second. Both algorithms are outper-
formed by TCP Scalable. This is a result of the different
algorithms for adaptation of the CWND. In case of a loss, TCP
Scalable reduces the CWND to 7/8 of the previous CWND
value and subsequently it increases the CWND by one for
each 100 packets. This leads to a faster recovery as illustrated
in [49]. TCP NewReno and TCP Cubic reduce the CWND
more than Scalable namely to 1/2 CWND, respectively, 4/5
CWND. TCP NewReno increases the CWND linearly by one
during each RTT. TCP Cubic uses a cubical function, which
increases fast immediately after a loss, yet the increase slows
down gradually. This adaptation achieves fairness with respect
to TCP NewReno, which is not ensured by TCP Scalable
as reported in [51]. Nevertheless, the quick recovery from
a packet loss that is achieved by TCP Scalable significantly
reduces the autocorrelation of the CWND depicted in Fig. 16b
and improves the performance accordingly.
VII. COMPARISON OF APPLICATION LEVEL DELAYS
An essential performance measure for real-time applications
is the end-to-end delay. Using the characterization of the
end-to-end connection by the attainable rate, respectively, the
service curve, delay bounds follow for given arrival traffic
characteristics. Here, we present the end-to-end delay bound
for a video traffic trace to evaluate the various TCP options
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Fig. 17. End-to-end delay bounds computed from service curve estimates for
the TCP configurations determined in the previous sections and the empirical
envelope for a video data trace with a mean rate of 4 Mbit/s.
that we estimated before. We determine the end-to-end delay
from the service curve estimate from Eq. (7) and an empirical
video envelope, see [52], that is generated from a data trace
of an H.264 encoded movie with a mean rate of 4 Mbit/s.
This rate represents a moderate utilization with respect to the
long-term attainable rate of about 9.4 Mbit/s.
Fig. 17 shows the end-to-end delays for ξ = 0.01. First, we
depict the delay for a transmission of the video by a system
that offers a constant service rate of 9.4 Mbit/s without any
losses. We use this result as a baseline for comparison, as
delays are only due to the variability of the video traffic in
this case. Interestingly, the delay bound that applies in case
of periodic losses is close to the delay bound for the constant
rate service. If packet losses occur randomly, the delay bound
increases. Drop-tail queues with small queue size and random
loss schemes as RED and losses due to a Bernoulli process
achieve a similar bound. TCP NewReno was used for all these
before mentioned experiments. Also, changing the congestion
control algorithm can achieve a much better delay bound
as illustrated for TCP Scalable, which recovers the window
faster after a loss. TCP Cubic and TCP NewReno perform
comparably in our experiments.
VIII. CONCLUSIONS
We contributed an estimation method for systematic evalua-
tion of the delay performance of closed-loop flow control pro-
tocols. The method is based on a model that characterizes flow
control by a random service process. Estimates of this service
process are obtained from end-to-end delay measurements.
Applied to the prevalent closed-loop flow control protocol
TCP, the estimation method reveals that the attainable rate on
short to medium time-scales is significantly below the long-
term rate. A decomposition of end-to-end delays showed that
closed-loop congestion control accounts for the largest part of
the delays. We found that the CCDF of end-to-end delays is
composed of two distinctive regions, that are due to the net-
work and the sender’s protocol stack, respectively. Noteworthy,
large delays arise in the sender’s protocol stack already for
data rates that are much below the long-term attainable rate.
Using the estimation method for a comparative evaluation,
we demonstrate the considerable impact of certain parameters
important for network and server dimensioning on the delay
performance. In detail, we observe a strong connection be-
tween utilization and delay. Furthermore, we discovered that
the amount of queueing in the sender’s protocol stack increases
with the buffer size that is configured in routers. We showed
that this effect is due to the correlation of the CWND, that
grows with the buffer size. Moreover, our evaluation showed
that AQM and TCP Scalable can lead to less correlation of
the CWND process and thus improve the delay performance.
The evaluation concluded with a comparison of the application
level delay for transmission of a video stream to evaluate the
performance for actual traffic arrivals.
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