Abstract. The Independent Choice Logic began in the early 90's as a way to combine logic programming and probability into a coherent framework. The idea of the Independent Choice Logic is straightforward: there is a set of independent choices with a probability distribution over each choice, and a logic program that gives the consequences of the choices. There is a measure over possible worlds that is defined by the probabilities of the independent choices, and what is true in each possible world is given by choices made in that world and the logic program. ICL is interesting because it is a simple, natural and expressive representation of rich probabilistic models. This paper gives an overview of the work done over the last decade and half, and points towards the considerable work ahead, particularly in the areas of lifted inference and the problems of existence and identity.
Introduction
There are good normative arguments for using logic to represent knowledge [Nilsson, 1991; Poole et al., 1998 ]. These arguments are usually based on reasoning with symbols with an explicit denotation, allowing relations amongst individuals, and permitting quantification over individuals. This is often translated as needing (at least) the firstorder predicate calculus.
There are also good normative reasons for using Bayesian decision theory for decision making under uncertainty [Neumann and Morgenstern, 1953; Savage, 1972] . These arguments can be intuitively interpreted as seeing decision making as a form of gambling, and that probability and utility are the appropriate calculi for gambling. These arguments lead to the assignment of a single probability to a proposition; thus leading to the notion of probability as a measure of subjective belief.
These two normative arguments are not in conflict with each other. Together they suggest having probability measures over rich structures. How this can be done in a simple, straightforward manner is the motivation behind a large body of research over the last 20 years.
The independent choice logic (ICL) started off as Probabilistic Horn Abduction [Poole, 1991a [Poole, ,b, 1993a (the first three of these papers had a slightly different language), which allowed for probabilistically independent choices and a logic program to give the consequences of the choices. The independent choice logic extends probabilistic Horn abduction in allowing for multiple agents each making their own choices [Poole, 1997b] (where nature is a special agent who makes choices probabilistically) and in allowing negation as failure in the logic [Poole, 2000b] .
The ICL is still one of the simplest and most powerful representations available. It is simple to define, straightforward to represent knowledge in and powerful in that it is a Turing-complete language that can represent arbitrary finite 1 probability distributions at least as compactly as can Bayesian belief networks. It can also represent infinite structures such as Markov chains.
In this paper we overview the base logic, and give some representation, inference and learning challenges that still remain.
Background 2.1 Logic Programming
The independent choice logic builds on a number of traditions. The first is the idea of logic programs [Lloyd, 1987] .
A logic program is built from constants (that denote particular individuals), variables (that are universally quantified over the set of individuals), function symbols (that are used to indirectly describe individuals), predicate symbols (that denote relations). A term is either a constant, a variable or of the form f (t 1 , . . . , t k ) where f is a function symbol and the t i are terms. A predicate symbol applied to a set of terms is an atomic formula (or just an atom). A clause is either an atom or is of the form h ← a 1 ∧ · · · ∧ a k where h is an atom and each a i is an atom or the negation of an atom. We write the negation of atom a as ¬a. A logic program is a set of clauses. We use the Prolog convention of having variables in upper case, and constants, predicate symbols and function symbols in lower case. We also allow for Prolog notation for lists and allow the standard Prolog infix operators.
A ground atom is one that does not contain a variable. The grounding of a program is obtained by replacing the variables in the clauses by the ground terms. Note that if there are function symbols, the grounding contains countably infinitely many clauses.
Logic programs are important because they have:
-a logical interpretation in terms of truth values of clauses (or their completion [Clark, 1978] ). A logic program is a logical sentence from which one can ask for logical consequences. -a procedural semantics (or fixed-point semantics). A logic program is a non-deterministic pattern-matching language where predicate symbols are procedures and function symbols give data structures.
-a database semantics in terms of operations on the relations denoted by predicate symbols. As a database language, logic programs are more general than the relational algebra as logic programs allow recursion and infinite relations using function symbols.
Thus a logic program can be interpreted as logical statements, procedurally or as a database and query language. Logic programming research has gone in two general directions. In the first, are those frameworks, such as acyclic logic programs [Apt and Bezem, 1991] , that ensure there is a single model for any logic program. Acyclic logic programs assume that all recursions for variable-free queries eventually halt. In particular, a program is acyclic if there is assignment of an natural number to each ground atom so that the natural number assigned to the head of each clause in the grounding of the program is greater than the atoms in the body. The acyclicity disallows programs such as {a ← ¬a} and {a ← ¬b, b ← ¬a}. Intuitively, acyclic programs are those that don't send top-down interpreters, like Prolog, into infinite loops. Under this view, cyclic programs are buggy as recursions are not well founded.
The other direction, exemplified by Answer Set Programming [Lifschitz, 2002] , allows for cyclic theories, and considers having multiple models as a virtue. These multiple models can correspond to multiple ways the world can be. Baral et al. [2004] have investigated having probability distributions over answer sets.
The stable model semantics [Gelfond and Lifschitz, 1988] provides a semantics for logic programs where the clauses contain negations in the body (i.e., for "negation as failure"). The stable model semantics is particularly simple with acyclic logic programs [Apt and Bezem, 1991] . A model specifies the truth value for each ground atom. A stable model M is a model where a ground atom a is true in M if and only if there is a clause in the grounding of the logic program with a as the head where the body is true in M. An acyclic logic program has a unique stable model. Clark [1978] gives an alternative definition of negation as failure in terms of completions of logic programs. Under Clark's completion, a logic program means a set of if and only if definitions of predicates. Acyclic logic programs have the nice property that what is true in the unique stable model corresponds to what logically follows from Clark's completion.
Belief Networks
A belief network or Bayesian network [Pearl, 1988] is a representation of independence amongst a finite set of random variables. In this paper we will write random variables starting with a lower case letter, so they are not confused with logical variables.
In particular, a belief network uses an acyclic directed graph to represent the dependence amongst a finite set of random variables: the nodes in the graph are the variables, and the network represents the independence assumption that a node is independent of its non-descendants given its parents. That is, if x is a random variable, and par(x) is the set of parents of in the graph, then P(x|par(x), u) = P(x|par(x)). It follows from the chain rule of probability that if x 1 , . . . , x n are all of the variables, then
The probability distribution P(x 1 , . . . , x n ) can be used to define any conditional probability.
Bayesian networks have become very popular over the last 20 years, essentially because:
-The independence assumption upon which belief networks are based is useful in practice. In particular, causality would be expected to obey the independence assumption if the direct causes of some event are the parents. The notion of locality of influence is a good modelling assumption for many domains. -There is a natural specification of the parameters. Humans can understand and debug the structure and the numbers. The specification in terms of conditional probability means that the probabilities can be learned independently; adding and removing variables from the models only have a local effect. -There are algorithms that can exploit the structure for efficient inference.
-The probabilities and the structure can be learned effectively.
Note that the first two properties are not true of undirected models such as Markov networks (see e.g., Pearl [1988] , pages 107-108). Markov Logic Networks [Richardson and Domingos, 2006] inherit all of the problems of undirected models. Example 1. Consider the problem of diagnosing errors that students make on simple multi-digit addition problems [Brown and Burton, 1978 ]:
The students are presented with the digits x 1 , x 2 , y 1 and y 2 and are expected to provide the digits z 1 , z 2 and z 3 . From observing their behaviour, we want to infer whether they understand how to do arithmetic, and if not, what they do not understand so that they can be taught appropriately. For simplicity, let's assume that the student can make systematic and random errors on the addition of digits and on the carrying. This problem can be represented as a belief network as depicted in Figure 1 . The tabular representation of the conditional probabilities often used in belief networks makes the representation cumbersome, but it can be done.
In this figure, x 1 is a random variable with domain {0, . . . , 9} that represents the digit in the top-right. Similarly for the variables x 2 , y 1 , y 2 , z 1 , z 2 , z 3 . The carry i variables represent the carry into digit i, and have domain {0, 1}. The Boolean variable knows addition represents whether the student knows basic addition of digits. (A Boolean variable has domain {true, false}). The variable knows carry has domain {knowCarry, carryZero, carryRandom} representing whether they know how to carry, whether they Fig. 1 . A belief network for the simple addition example always carry zero, or whether they carry randomly (i.e., we are modelling more than one error state). By conditioning on the observed values of the x i , y i and z i variables, inference can be used to compute the probability that a student knows how to carry or knows addition.
The belief network representation for the domain of diagnosing students with addition problems becomes impractical when there are multiple problems each with multiple digits, multiple students, who take the same or different problems at different times (and change their skills through time).
One way to represent this is to duplicate nodes for the different digits, problems, students and times. The resulting network can be depicted using plates [Buntine, 1994] , as in in the Student/Time plate for each student-time pair. There are copies of the variables in the Digit/Problem plate for each digit-problem pair. Think of the plates as coming out of the diagram. Thus, there are different instances of variables x and y for each digit and each problem; different instances of carry and z for each digit, problem, student and time; and different instances of knowsCarry and knowsAddition for each student and time. Note that there can be cycles in this graph when the dependence is on different instances of variables. For example, there is a cycle on the node carry as the carry for one digit depends on the carry from the previous digit. The cycle on knowsCarry is because a student's knowledge of carrying depends on the student's knowledge at the previous time.
The plate notation is very convenient and natural for many problems and leads to what could be called parametrized belief networks that are networks that are built from templates [Horsch and Poole, 1990] . Note that it is difficult to use plates when one variable depends on different instances of the same relation. For example, if whether two authors collaborate depends on whether they have coauthored a paper (collaborate depends on two different instances of an author relationship). Heckerman et al. [2004] show how plates relate to PRMs and discuss limitations of both models.
The Independent Choice Logic
The ICL can either be seen as adding independent stochastic inputs to a logic program, or as a way to have rule-based specification of Bayesian networks with logical variables (or plates).
We assume that we have atomic formulae as logic programming. We allow function symbols.
An atomic choice is an atom that does not unify with the head of any clause. An alternative is a set of atomic choices. A choice space is a set of alternatives such that the atomic choices in different alternatives do not unify.
An ICL theory consists of:
F the facts, an acyclic logic program C a choice space, which is a set of sets of atoms. The elements of the choice space are called alternatives. The elements of the alternatives are called atomic choices. Atomic choices in the same or different alternatives cannot unify with each other. Atomic choices cannot unify with the head of any clause in F. P 0 a probability distribution over the alternatives in C. That is
The restrictions on the unification of atomic choices are there to enable a free choice of an atomic choice from each alternative.
Example 2. Here is a meaningless example (that is simple enough to show the semantics below):
Semantics
The semantics is defined in terms of possible worlds. A total choice for choice space C is a selection of exactly one atomic choice from each grounding of each alternative in C. Note that while choice spaces can contain free variables, a total choice does not.
There is a possible world for each total choice. What is true in a possible world is defined by the atoms chosen by the total choice together with the logic program. In particular an atom is true in a possible world if it is in the (unique) stable model of the total choice corresponding to the possible world together with the logic program [Poole, 2000b] . The acyclicity of the logic program and the restriction that atomic choices don't unify with the head of clauses guarantees that there is a single model for each possible world.
For the case where there are only a finite number of possible worlds (when there are no function symbols), the probability for a possible world is the product of the probabilities of the atomic choices that make up the possible world. The probability of any proposition is the sum of the probabilities of the possible worlds in which the proposition is true.
Example 3. In the ICL theory of example 2, there are six possible worlds, and each possible world can be given a probability:
The probability of any proposition can be computed by summing the measures of the worlds in which the proposition is true. For example
where µ is the measure on sets of possible worlds.
When there are function symbols, there are infinitely many possible worlds, and there needs to be a more sophisticated definition of probabilities. To define the probabilities, we put a measure over sets of possible worlds. In particular, we define the sigma algebra of sets of possible worlds that can be described by finite logical formulae of ground atomic choices. We define a probability measure over this algebra as follows.
Any formula of ground atomic choices can be put into disjunctive normal form, such that the disjuncts are mutually exclusive. That is, it can be put in the form
such that for each i = j there is some such s, t that a is and a jt are in the grounding of an alternative. The set of all possible worlds where this formula is true, has measure
Note that this is assuming that different ground instances of alternatives are probabilistically independent. The probability of a proposition is the measure of the set of possible worlds in which the proposition is true.
ICL and Belief networks
It may seem that, with independent alternatives, that the ICL is restricted in what it can represent. This is not the case; the ICL can represent anything that is representable by a belief network. Moreover the translation is local, and there is the same number of alternatives as there are free parameters in the belief network.
A random variable having a value is a proposition and is represented in ICL as a logical atom. Random variable x having value v can be represented as the atom x(v), with the intended interpretation of x(v) being that x has value v. We can also use the infix relation = and write x = v. Note that there is nothing special about = (the only thing built-in is that it is an infix operator). As long as you use a consistent notation for each random variable, any syntax can be used, except that names that start with an upper case represent logical variables (following the Prolog tradition), not random variables.
A Boolean random variable x can be optionally directly represented as an ICL atom x; i.e., x = true is x and x = false is ¬x.
Conditional probabilities can be locally translated into rules, as in the following example.
Example 4. Suppose a, b and c are variables, where b and c are the parents of a. We could write the conditional probability as a single rule:
where there is an alternative for na(A, B, C) for each value of B and C. For example, if a, b and c were Boolean (have domain {true, false}), one alternative is: {na(true, true, false), na(false, true, false)} where P 0 (ca(true, true, false)) has the same value as P(a|b, ¬c) in the belief network.
As a syntactic variant, if you had decided to use the = notation, this clause could be written as:
If a, b and c are Boolean variables, replacing the P(a|b, ¬c) in the belief network, we could have rules such as
where aifbnc is an atomic choice where P 0 (aifbnc) has the same value as the conditional probability as P(a|b, ¬c) in the belief network.
As a syntactic variant, this can be abbreviated as
where p 0 is P(a|b, ¬c). In general
where n is an atom that contains a new predicate symbol and contains all of the free variables of the clause. This notation, however, tends to confuse people (students who are familiar with logic programming), and they make more mistakes than when they have a clear separation of the logical and probabilistic parts. It is not as useful when there are logical variables, as there tends to be many numbers (as in the table for aifbnc(A, B, C)), often we don't want a fully parametrized atomic choice, and you often want to say what happens when the atomic choice is false.
The ICL representation lets us naturally specify context-specific independence [Boutilier et al., 1996; Poole, 1997a] , where, for example, a may be independent of c when b is false but be dependent when b is true. Context-specific independence is often specified in terms of a tree for each variable; the tree has probabilities at the leaves and parents of the variable on the internal nodes. It is straightforward to translate these into the ICL. The logic program also naturally represents the "noisy or", when the bodies are not disjoint which is a form of causal independence [Zhang and Poole, 1996] . Standard algorithms such as clique-tree propagation are not good at reasoning with these representations, but there are ways to exploit noisy-or and context specific independence using modifications of variable elimination [Zhang and Poole, 1996; Díez and Galán, 2002; Poole and Zhang, 2003] or recursive conditioning [Allen and Darwiche, 2003 ].
Example 5. Continuing our addition example, it is difficult to specify a Bayesian network even for the simple case of adding two digits case as shown in Figure 1 , as specifying how, say z 2 depends on its parents is non-trivial, let alone for arbitrary digits, problems, students and times.
In this example, we will show the complete axiomatization for z that runs in our CILog2 interpreter 2 . The plates of Figure 2 correspond to logical variables. For example, z(D, P, S, T) gives the z value for the digit D, problem P, student S, at time T. x(D, P) is the x value for digit D and problem P. knowsCarry(S, T) is true when student S knows how to carry at time T.
The rules for z are as follows. Note that the symbol "=" here is just a syntactic sugar; it just as easily could be made the last argument of the predicate.
If the student knows addition and didn't make a mistake on this case, they get the right answer:
If the student knows addition but made a mistake, they pick a digit at random:
If the student doesn't know addition, they pick a digit at random:
The alternatives are:
There are similar rules for carry(D, P, S, T) that depend on x(D, P), y(D, P), knowsCarry(S, T) and carry(D1, P, S, T) where D1 is the previous digit. And similar rules for knowsAddition(S, T) that depends on the previous time.
By observing x, y and z for a student on various problems, we can query on the probability the student knows addition and knows how to carry.
Unknown Objects
BLOG [Milch et al., 2005] claims to deal with unknown objects. In this section we will show how to write one of the BLOG example in ICL. First note that BLOG has many built-in procedures, and ICL (as presented) has none. I will simplify the example only to make concrete the distributions used which are not specified in the BLOG papers.
I will do the aircraft example, which is Example 3 of Milch et al. [2005] . As I will make the low levels explicit I will assume that the locations are a 10x10 grid and there are 8 directions of aircraft.
First we can generate a geometric distribution of the number of aircraft 3 . We can do this by generating the number by repeatedly asking whether there are any more; the resulting number follows a geometric distribution with parameter P (which must be specified when numObj is called). numObj(T, N, N1, P) is true if there are N1 objects of type T given there are N. Note that the type is provided because we want the number of planes to be independent of the number of other objects (even though it isn't strictly needed for this example):
Where the alternative is (in CILog syntax):
prob more(T, N, P) : P.
which means that {more(T, N, P), ¬more(T, N, P)} is an alternative with P(more(T, N, P)) = P. Note that we could have equivalently used noMore(T, N, P) instead of ¬more(T, N, P). Note also that if the probability changes with the number of objects (as in a Poisson distribution), that can be easily represented too.
We can define the number of aircraft using numObj with P = 0.8:
The aircraft will just be described in terms of the index from 1 to the number of aircraft:
where between(L, H, V) is true if L ≤ V ≤ H and is written just as it would be in Prolog. Note that aircraft(I) is true in the worlds where there are at least I aircraft. We can now define the state of the aircraft. The state of the aircraft with consist of an x-coordinate (from 0 to 9), a y-coordinate (from 0 to 9), a direction (one of the 8 directions) and a predicate to say whether the aircraft is inside the grid. Let xpos(I, T, V) mean the x-position of aircraft I at time T is V if it is in the grid, and the value V can be arbitrary if the aircraft I is outside the grid.
We will assume the initial states are independent, so they can be stated just in choices. One alternative defines the initial x-coordinate. {xpos(I, 0, 0), xpos(I, 0, 1), . . . , xpos(I, 0, 9)} with P 0 (xpos(I, 0, V)) = 0.1.
We can axiomatize the dynamics similarly to the examples of Poole [1997b] , with rules such as:
Where xDer(I, T, Dir, Deriv) gives the change in the x-position depending on the direction. It can be defined using CILog syntax using alternatives such as:
prob xDer(I, T, east, 0) : 0.2, xDer(I, T, east, 1) : 0.7, xDer(I, T, east, 2) : 0.1
We can now define how blips occur. Let blip(X, Y, T) be true if a blip occurs at position X-Y at time T. Blips can occur at random or because of aircraft. We could either have a distribution over the number of blips, as we did for aircraft, and have a random variable for the location of each blip. Alternatively, we could have a random variable for the existence of a blip at each location. To do the latter, we would have:
blip(X, Y, T) ← blipRandomlyOccurs(X, Y, T).
Suppose that blips can randomly occur at any position with probability 0.02, independently for each position and time. This can be stated as:
prob blipRandomlyOccurs(X, Y, T) : 0.1.
To axiomatize how blips can be produced by aircraft we can write 4 :
producesBlip(I, T).
Aircraft produce blips where they are with probability 0.9 can be stated as:
prob producesBlip(I, T) : 0.1.
Observing blips over time, you can ask the posterior distributions of the number of aircraft, their positions, etc. [Poole, 1997b] gives some similar examples (but without uncertainty over the number). Ultimately, you want to axiomatize the actual dynamics of blip production; how are blips actually produced? Presumably the experts in radars have a good intuition (which can presumably be combined with data).
The complete axiomatization is available at the CILog2 web site (Footnote 2). Note that the CILog implementation can solve this as it generates only some of the proofs and bounds the error [Poole, 1993a] (although not as efficiently as possible; see Section 3).
BLOG lets you build libraries of distributions in Java. ICL, lets you build them in (pure) Prolog. The main difference is that a pure Prolog program is an ICL program (and so the libraries will be in ICL), but a Java program is not a BLOG program.
ICL as a Programming Language
The procedural interpretation of logic programs gives another way to look at ICL. It turns out that any belief network can be represented as a deterministic system with (independent) probabilistic exogenous inputs [Pearl, 2000, p. 30] . One technique for making a probabilistic programming language is to use a standard programming language to define the deterministic system and to allow for random inputs. This is the basis for a number of languages which differ in the language used to specify the deterministic system: -ICL uses acyclic logic programs (they can even have negation as failure) to specify the deterministic system -IBAL [Pfeffer, 2001] uses an ML-like functional language to specify the deterministic system -A-Lisp [Andre and Russell, 2002] uses Lisp to specify the deterministic system -CES [Thrun, 2000] uses C++ to specify the deterministic system. While each of these have their advantages, the main advantage if ICL is the declarative semantics and the relational view (it is also an extension of Datalog).
All of these can be implemented stochastically, where the inputs are chosen using a random number generator and the programming language then gives the consequences. You can do rejection sampling by just running the program in the randomly generated inputs, but the real challenge is to do more sophisticated inference which has been pursued by for all of these.
ICL, Abduction and Logical Argumentation
Abduction is a powerful reasoning framework. The basic idea of abduction is to make assumptions to explain observations. This is usually carried out by collecting the assumptions needed in a proof and ensuring they are consistent.
The ICL can also be seen as a language for abduction. In particular, if all of the atomic choices are assumable (they are abducibles or possible hypotheses). An explanation 5 for g is a consistent set of assumables that implies g. A set of atomic choices is consistent if there is at most one element in any alternative.
Recall that the semantic of ICL is defined in terms of a measure over set of atomic choices. Abduction can be used to derive those atomic choices over which the measure is defined.
Each of the explanations has an associated probability obtained by computing the product of the probabilities of the atomic choices that make up the explanation. If the rules for each atom are mutually exclusive, the probability of g can be computed by summing the probabilities of the explanations for g [Poole, 1993b [Poole, , 2000b . We need to do something a bit more sophisticated if the rules are not disjoint or contain negation as failure [Poole, 2000b] . In these cases we can make the set of explanations disjoint (in a similar way to build a decision tree from rules) or find the duals of the set of explanations of g to find the explanations of ¬g.
If we want to do evidential reasoning and observe obs, we compute
In terms of explanations, we can first find the explanations for obs (which would give us P(obs)) and then try to extend these explanations to also explain g (this will give us P(g ∧ obs)). Intuitively, we explain all of the observations and see what these explanations also predict. This is similar to proposals in the non-monotonic reasoning community to mix abduction and default reasoning [Poole, 1989; Shanahan, 1989; Poole, 1990] . We can also bound the prior and posterior probabilities by generating only a few of the most plausible explanations (either top-down [Poole, 1993a] or bottom-up [Poole, 1996] ). Thus we can use inference to find the best explanations to do sound (approximate) probabilistic reasoning.
Other Formalisms
There are other formalisms that combine logic programming and probabilities.
Some of them such as Bayesian Logic Programs [Kersting and De Raedt, 2007] use some of the theory of logic programming, but mean different things by their logic programs. For example, the allHappy program (where allHappy(L) is true if all elements of list L are happy):
is a perfectly legal ICL program and means exactly the same as it does in Prolog. The meaning does not depend on whether there is uncertainty about whether someone is happy, or even uncertainty in the elements of the list. However, this is not a Bayesian logic program (even if allHappy was a Boolean random variable).
Bayesian logic program do not mean the same things by atoms in logic programs. In normal logic programs, atoms represent propositions (and so can be combined with logical expressions). In Bayesian logic programs they mean random variables. The rules in ICL mean implication, whereas in BLP, the rules mean probabilistic dependency. BLP does not allow negation as failure, but ICL does.
In ICL, familiar theorems of logic programs are also theorems of ICL. Any theorem about acyclic logic programs is also a theorem of ICL (as it is true in all possible worlds). In particular, Clark's completion [Clark, 1978] is a theorem of ICL. For example, the completion of allHappy is true in the ICL when the above definition of allHappy is given in the facts. This is true even if happy(X) is stochastic: happy(a) may have different values in different possible worlds, and so might allHappy ([a, b, c] ), but the completion is true in all of the possible worlds. Kersting and De Raedt [2007] claim that "Bayesian logic programs [compared to ICL theories] have not as many constraints on the representation language, ...., have a richer representation language and their independence assumptions represent the causality of the domain". All these claims are false. ICL can represent arbitrary logic programs with no restrictions except the acyclicity restriction that recursions have to be well-founded (none of the textbooks on logic programming I know of contains any logic programs that are not acyclic, although they do have logic programs that contains cuts and input/output that ICL does not handle.). ICL is Turing-complete. Pearl [2000] defines causality in terms of structural equation models with exogenous noise. The ICL represents this causality directly with the structural equation models represented as logic programs.
Note that the logical reasoning in Bayesian logic programming constructs a belief network, whereas logical reasoning in ICL is probabilistic reasoning. Finding the proofs of the observation and query is enough to determine the posterior probability of the query [Poole, 1993a] . Reasoning in ICL has inspired many of the algorithms for Bayesian network inference [Zhang and Poole, 1996; Poole, 1996; Poole and Zhang, 2003 ]. We should not assume that we can just pass of the probabilistic inference problem to a general-purpose solver and expect it to work (although [Chavira et al., 2006] comes close to this goal) as there is much more structure in the high-level representations.
Stochastic logic programs [Muggleton, 1996] are quite different in their goal to the other frameworks presented here. Stochastic logic programs give probability distributions over proofs, rather than defining the probability that some proposition is true.
Ongoing Research
This section outlines some challenges that we are currently working on. These correspond to representation, inference and learning.
Continuous Variables
There is nothing in the ICL semantics that precludes having continuous random variables, or even continuously many random variables. In the example of aircraft and blips, we could have a continuous random variable that is the position of the aircraft. We could also have continuously many random variables, about whether there is a blip at each of continuously many x-y positions.
The semantics of ICL mimics the standard definition of the limiting process of a continuous variable. The logical formulae could describe finer partitions of the continuous space, and we get the standard definition.
However, reasoning in terms of finer partitions is not computationally satisfactory. It is better to define continuous variables in terms of a mixture of kernel functions, such as mixtures of Gaussian distributions, truncated Gaussians [Cozman and Krotkov, 1994] or truncated exponential distributions [Cobba and Shenoy, 2006] . This can be done by having Gaussian alternatives. Allowing Gaussian alternatives and conditions in the logic programs, means that the program has to deal with truncated Gaussians; but it also means that it is easy to represent truncated Gaussians in terms of logic programs with Gaussian alternatives.
There are still many problems to be solved to get this to work satisfactorily. It needs to be expressive enough to state what we need, but it also needs to be able to be reasoned with efficiently.
Reasoning in the ICL
To reason in the ICL we can either do -variable elimination (marginalization) to simplify the model [Poole, 1997a] . We sum out variables to reduce the detail of the representation. This is similar to partial evaluation in logic programs. -Generating some of the explanations to bound the probabilities [Poole, 1993a [Poole, , 1996 . If we generated all of the explanations we could compute the probabilities exactly, but there are combinatorially many explanations. It should be possible to combine this with recursive conditioning [Darwiche, 2001] to get the best of both worlds. -Stochastic simulation; generating the needed atomic choices stochastically, and estimating the probabilities by counting the resulting proportions.
One of the things that we would like in a logical language like the ICL to allow lifted inference, where we don't ground out the theory, but reason at the first-order level, with unification. There have been a number of attempts at doing this for various simple languages [Poole, 1997a [Poole, , 2003 de Salvo Braz et al., 2005] , but the final solution remains elusive. The general idea of [Poole, 2003 ] is that we can do lifted reasoning as in theorem proving or as in Prolog, using unification for matching, but instead of applying a substitution such as {X/c}, we need to split on X = c, giving the equality case, X = c, and the inequality case, X = c. Lifted inference gets complicated when we have aggregation, such as the "or" in the logic program, as shown in the following example:
Example 6. Consider the simple ICL theory with a single clause
where the alternative is {e(Y), not e(Y)}, where P(e(X)) = α. In this case, the probability of f depends on the number of individuals. In particular,
where n is the population size (the number of individuals). It is of this form as we assume that the choices are independent. The probability of f can be computed in O(log n) time. The challenge is to define a general algorithm to compute probabilities in time less than linear in the population size.
This example has shown why we need to type existential variables, and a population size for each type.
There are more complicated cases where how to solve it in time less than linear in the population size is part of ongoing research:
Example 7. Consider the rules:
Where the n i are atomic choices. Suppose P(n i (·)) = α i . There are thus, 7 numbers to specify, but the interdependence is very complicated. Suppose X has domain size n and the Y has domain size m, and the grounding of e is e 1 , . . . , e m , and similarly for the other variables. The grounding can be seen as the belief network of Figure 3 .
Note that the parents of f are all interdependent. Not only do they depend on a, but on each of the b variables. It is still an open problem to be able to solve networks such as this in time that is less than linear in n and m.
ICL and Learning
There is a large body of work on learning and belief networks. This means either:
-Using the belief network as a representation for the problem of Bayesian learning of models [Buntine, 1994] . In Bayesian learning, we want the posterior distribution of hypotheses (models) given the data. To handle multiple cases, Buntine uses the notion of plates that corresponds to the use of logical variables in the ICL [Poole, 2000a] . Poole [2000a] shows the tight integration of abduction and induction. These papers use belief networks and the ICL to learn various representations including decision trees and neural networks, as well us unsupervised learning. -Learning the structure and probabilities of belief networks [Heckerman, 1995] . There has been much work on learning parameters for the related system called PRISM [Sato and Kameya, 2001 ].
There are a number of reasons that the ICL makes a good target language for learning:
-Being based on logic programming, it can build on the successes of inductive logic programming [Muggleton and De Raedt, 1994; Quinlan and Cameron-Jones, 1995; Muggleton, 1995] . The fact that parts of ICL theories are logic programs should aid in this effort. -There is much local structure that naturally can be expressed in the ICL that can be exploited. One of the most successful methods for learning Bayesian networks is to learn a decision tree for each variable given its predecessors in a total ordering [Friedman and Goldszmidt, 1996; Chickering et al., 1997] . These decision trees correspond to a particular form of ICL rules. -Unlike many representations such as Probabilistic Relational Models [Getoor et al., 2001 ], the ICL is not restricted to a fixed number of parameters to learn; it is possible to have representations where each individual has associated parameters. This should allow for richer representations and so better fit to the data. That is, it lets you learn about particular individuals.
Existence and Identity
The first-order aspects of theorem proving and logic programming are based on Skolemization and Herbrand's theorem. See for example [Chang and Lee, 1973] .
Skolemization is giving a name to something that is said to exist. For example, consider the formula ∀X∃Yp(X, Y). When Skolemizing, we name the Y that exists for each X, say f (X). The Skolemized form of this formula is then p(X, f (X)). After Skolemization, there are only universally quantified variables.
Herbrand's theorem [1930] says:
-If a logical theory has a model it has a model where the domain is made of ground terms, and each term denotes itself. -If a logical theory T is unsatisfiable, there is a finite set of ground instances of formulae of T which is unsatisfiable.
This theorem is the basis for the treatment of variables in theorem proving and logic programming. We may as well reason in terms of the grounding. It also implies that if a logical theory does not contain equality as a built-on predicate, that we can reason as though different ground terms denote different objects.
As soon as we have negation as failure, the implicit assumption that ground terms denote different objects needs to be made explicit.
Languages such as the ICL make two very strong assumptions:
-you know all of the individuals in the domain -different constants denote different individuals
The first assumption isn't a problem in logic programming and theorem proving, due to Herbrand's theorem. The second assumption, the unique names assumption, is very common in logic programming. Lifting the second assumption is important when we want to reason about identity uncertainty.
To consider the first assumption, suppose that you want to have a naive Bayesian model of what apartment a person likes. Suppose you want to say that if a person likes an apartment, then it's very likely there exists a bedroom in the apartment that is large and green. To do this, it is common to create a constant, say c, for the room that exists. There are two main problems with this. First is semantic, you need to reason about the existence of the room. A common solution is to have existence as a predicate [Pasula et al., 2003; Laskey and da Costa, 2005] . Unfortunately this doesn't work in this situation, as it has to be clear exactly what doesn't exist when the predicate is false, and the properties of the room do not make sense when this room doesn't exist. The second reason is more pragmatic: it isn't obvious how to condition on observations, as you may not know which room that you have observed corresponds to the room c. For example, consider the case where you have observed a green bedroom, but you haven't observed its size, and a large bedroom, but you haven't observed its colour. It isn't well defined (or obvious) how to condition on the observation of c. A solution proposed in [Poole, 2007] is to only have probabilities over well-defined propositions, and for the theory to only refer to closed formulae; this avoids the need to do correspondence between objects in the model and individuals in the world when conditioning. We are currently integrating this idea with the independence assumptions of the ICL. This paper has provided a brief overview of the Independent Choice Logic as well as some issues that arise from representing and reasoning about first-order probabilistic theories. There are some fundamental open issues that cut across representations that we have touched on this paper. Which representations will prove to be most effective remains to be seen.
