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Résumé
Cet exposé présente plusieurs résultats récents quant à la stabilité des solitons
sombres de l’équation de Landau-Lifshitz à anisotropie planaire, en particulier, quant
à la stabilité orbitale des trains (bien préparés) de solitons gris [16] et à la stabilité
asymptotique de ces mêmes solitons [2].
1 Introduction
1.1 L’équation de Landau-Lifshitz à anisotropie planaire
L’équation de Landau-Lifshitz
@tm+m ^
 
m  m3e3

= 0; (LL)
décrit la dynamique de la magnétisation m = (m1;m2;m3) : RN  R ! S2 dans un
échantillon ferromagnétique (cf. l’article pionnier de Landau et Lifshitz [35]). Le vecteur
e3 = (0; 0; 1) et le paramètre réel  rendent compte de l’anisotropie du matériau. Lorsque
 est strictement négatif, la magnétisation tend à s’orienter suivant la droite engendrée par
le vecteur e3 : le matériau possède une anisotropie axiale suivant cet axe. Lorsque  est un
nombre strictement positif, l’anisotropie est planaire suivant le plan d’équation x3 = 0 : les
directions privilégiées par la magnétisation sont portées par ce plan. Enfin, le cas isotrope
où  est nul correspond à l’équation des Schrödinger maps, laquelle est l’objet d’un intense
intérêt mathématique (cf. e.g. [54, 51, 18, 12, 47, 27, 37, 3, 28]). Dans la suite, l’accent sera
mis sur l’ anisotropie planaire à travers le choix du paramètre
 = 1:
L’équation de Landau-Lifshitz à anisotropie planaire est hamiltonienne. Son hamiltonien
est l’énergie de Landau-Lifshitz, qui prend la forme
E(m) :=
1
2
Z
RN
 jrmj2 +m23:
Il est pertinent sur le plan physique d’étudier l’équation dans le cadre hamiltonien. Aussi
l’analyse qui suit ne porte-t-elle que sur les solutions m qui possèdent une énergie de
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Landau-Lifshitz finie. En un sens à préciser, la fonction m tend alors à s’orienter parallè-
lement au plan d’équation x3 = 0 à l’infini, ce qui est cohérent avec l’anisotropie planaire
du matériau considéré. Ceci induit que la fonction complexe m := m1 + im2 satisfait la
convergence, toujours en un sens à préciser,
j m(x)j ! 1;
lorsque jxj ! +1. Cette dernière propriété rapproche l’équation de Landau-Lifshitz des
équations de type Schrödinger non linéaires avec condition de limite non nulle à l’infini,
dont l’exemple caractéristique est fourni par l’équation de Gross-Pitaevskii (cf. e.g. [4]).
L’équation de Landau-Lifshitz est également dispersive. La relation de dispersion de
l’équation linéarisée autour de la solution constantem  (1; 0; 0) est donnée par la formule
!(k)2 = jkj4 + jkj2:
La vitesse de groupe correspondante vg(k) est égale à
vg(k) := r!(k) =  2jkj
2 + 1pjkj4 + jkj2k:
La norme de cette vitesse de groupe est toujours supérieure ou égale à une vitesse critique,
la vitesse du son cs = 1. Autrement dit, la dispersion se déplace à une vitesse supersonique.
L’équation de Landau-Lifshitz possède enfin une formulation hydrodynamique. Lorsque
la fonction m = m1 + im2 ne s’annule pas, elle se relève sous la forme
m =
q
1 m23 exp i':
Les fonctions v = m3 et w = r' sont solutions de l’équation de Landau-Lifshitz hydro-
dynamique 8><>:
@tv =  div
 
(1  v2)w;
@tw =  r

v   vjwj2   v
1  v2  
vjrvj2
(1  v2)2

:
(HLL)
Cette forme hydrodynamique est une seconde manifestation du lien profond entre l’équation
de Landau-Lifshitz à anisotropie planaire, et les équations de type Schrödinger non linéaires
avec condition de limite non nulle à l’infini telles que l’équation de Gross-Pitaevskii.
Rappelons que cette dernière équation se présente sous la forme
i@t	+	+	(1  j	j2) = 0;
pour une fonction 	 définie sur RN  R et à valeurs complexes. L’équation de Gross-
Pitaevskii apparaît dans deux domaines de la physique. En mécanique quantique d’une
part, où elle décrit la dynamique des condensats de Bose-Einstein [49], et par suite, de
phénomènes reliés comme la supraconductivité ou la superfluidité [26]. En optique non
linéaire d’autre part, où elle rend compte de la propagation des solitons sombres [34],
lesquels sont les équivalents optiques des solitons ferromagnétiques que nous étudions dans
la suite.
L’équation de Gross-Pitaevskii est également hamiltonienne. Son hamiltonien est l’éner-
gie de Ginzburg-Landau qui est définie par l’expression
E(	) =
1
2
Z
RN
jr	j2 + 1
4
Z
RN
(1  j	j2)2:
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Cette formule est similaire à celle de l’équation de Landau-Lifshitz. La fonction potentielle
m3 joue dans l’équation de Landau-Lifshitz un rôle identique à celui joué par la fonction
potentielle  := 1  j	j2 dans l’équation de Gross-Pitaevskii.
L’équation de Gross-Pitaevskii est aussi dispersive. La relation de dispersion de l’équa-
tion linéarisée autour de la solution constante 	  1 est égale à
!(k)2 = jkj4 + 2jkj2:
Cette relation de dispersion est presque identique à celle de l’équation de Landau-Lifshitz.
À nouveau, la norme de la vitesse de groupe correspondante est toujours supérieure à une
vitesse critique, la vitesse du son, laquelle vaut désormais cs =
p
2. La propagation de la
dispersion se fait encore à vitesse supersonique.
L’équation de Gross-Pitaevskii possède de plus une formulation hydrodynamique. Lors-
que la fonction 	 ne s’annule pas, elle se relève par la transformation de Madelung [39]
sous la forme
	 =
p
 exp i':
Les fonctions  et v = 2r' sont solutions du système(
@t+ div
 
v

= 0;

 
@tv + v  rv

+r 2 = 2rpp :
Ce système est très similaire à l’équation d’Euler pour un fluide irrotationnel de pression
P () = 2, ce qui justifie la terminologie de formulation hydrodynamique de l’équation.
L’unique diﬀérence réside dans le second membre de la seconde équation qui est, en général,
désigné sous le nom de pression quantique. Dans les variables  = 1   j	j2 et w =  r',
ce système hydrodynamique s’écrit sous une forme(
@t =  2div
 
(1  )w;
@tw =  r

   jwj2   2(1 )   jrj
2
4(1 )2

;
qui est très semblable à l’équation de Landau-Lifshitz hydrodynamique.
Soulignons enfin une dernière similitude, et non des moindre, entre les deux équations.
En dimension un, toutes deux sont intégrables par la méthode du scattering inverse (cf.
e.g. [53, 50, 19]). Chacune des équations possède une paire de Lax [36]. Par exemple, si
	 désigne une solution de l’équation de Gross-Pitaevskii pour une donnée initiale 	0, les
opérateurs
L	 =

i(1 +
p
3)@x 	
	 i(1 p3)@x

;
et
B	 =
0@ p3@2xx + j	j2 1p3+1 i@x	
 i@x	  
p
3@2xx +
j	j2 1p
3 1
1A ;
satisfont l’équation
@tL	(t) = i[L	(t); B	(t)]:
Au moins formellement, la valeur de l’opérateur L	 au temps t dépend de celle au temps
0 à travers la formule
L	(t) = U(t)L	0U(t)
;
dans laquelle l’opérateur unitaire U(t) est l’unique solution de l’équation
U 0(t) =  iB	(t)U(t);
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pour la donnée initiale identité U(0) = I. En particulier, les propriétés spectrales des
opérateurs L	(t) sont conservées le long du flot de l’équation de Gross-Pitaevskii.
La méthode du scattering inverse consiste alors à déterminer les propriétés spectrales
de l’opérateur L	0 au temps 0, à en déduire celles de l’opérateur L	(t) grâce à la for-
mule précédente, puis à reconstruire la solution 	(t) à partir des propriétés spectrales de
cet opérateur. Cette dernière étape est rendue possible par des formules comme celle de
Gelfand-Levitan-Marchenko [20, 1], qui fournissent la valeur de la fonction 	(t) à partir
des éléments spectraux de L	(t). Dans le cas de l’équation de Gross-Pitaevskii, l’emploi
de cette méthode peut se justifier de manière rigoureuse, au moins sous des hypothèses de
régularité et de décroissance suﬃsantes pour la donnée initiale 	0 (cf. e.g. [22, 14]).
Notons pour terminer que la méthode du scattering inverse fournit au moins formel-
lement une description de la dynamique en temps long de l’équation de Gross-Pitaevskii,
comme de celle de Landau-Lifshitz. Cette dynamique est gouvernée par la propagation
d’un train d’ondes progressives auquel vient s’ajouter une composante de nature disper-
sive. C’est à cette description que nous nous intéressons dans la suite à travers des résultats
de stabilité des ondes progressives ou des trains d’ondes progressives. Une description com-
plète et rigoureuse de la dynamique en temps long des équations de Gross-Pitaevskii, ou
de Landau-Lifshitz, reste, à notre connaissance, ouverte.
1.2 Les ondes progressives
Les ondes progressives sont les solutions particulières de l’équation de Landau-Lifshitz,
qui s’écrivent sous la forme
m(x; t) =mc(x1   c t; : : : ; xN ):
Elles correspondent à la propagation d’un profilmc dans une direction fixée, dans la suite
la direction x1, et à une vitesse constante c. À partir de l’équation de Landau-Lifshitz,
il est facile d’obtenir l’équation aux dérivées partielles satisfaite par le profil mc, laquelle
prend la forme
mc + jrmcj2mc + [mc]23mc   [mc]3e3 + cmc ^ @1mc = 0: (OP)
Il s’agit d’une équation non linéaire de type elliptique. Les fonctions constantes égales à
mc(x) :=
 
cos('); sin('); 0

;
où ' est un nombre réel quelconque, sont les solutions d’énergie finie les plus élémentaires
de l’équation. La détermination de solutions non constantes est plus délicate, au moins en
dimension supérieure ou égale à deux.
En dimension un au contraire, l’équation des ondes progressives se ramène à une équa-
tion diﬀérentielle ordinaire de type Newton, qui se résout de manière explicite.
Lemme 1. Il existe des solutions mc non constantes d’énergie finie et de vitesse c de
l’équation (OP) si et seulement si
jcj < 1:
À translation, rotation autour de l’axe x3, et réflexion par rapport au plan x3 = 0 près, ces
solutions sont données par les formules
[mc]1(x) =
c
cosh
 p
1  c2x ; [mc]2(x) = tanh  p1  c2x; [mc]3(x) =
p
1  c2
cosh
 p
1  c2x :
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Il existe donc une famille d’ondes progressives non constantes d’énergie finie en dimen-
sion un. Leur expression la plus générale prend la forme
mc;a;;s(x) :=
 
cos()[mc]1   sin()[mc]2; sin()[mc]1 + cos()[mc]2; s[mc]3

(x  a);
pour c 2]  1; 1[, (a; ) 2 R2 et s 2 f1g.
Ces ondes progressives sont appelées solitons sombres. Cette terminologie provient de
l’optique où le module de la fonction mc := [mc]1 + i[mc]2 correspond à l’intensité lu-
mineuse. À l’infini, ce module est égal à 1, tandis qu’il est petit dans un voisinage de
l’origine. En pratique, la propagation d’un soliton correspond donc au déplacement à vi-
tesse constante d’une zone plus sombre. À noter que le module de la fonction mc ne peut
s’annuler que lorsque la vitesse c est elle-même nulle. Aussi le soliton m0 est-il désigné
sous le nom de soliton noir, tandis que les autres solitons sont appelés solitons gris.
Cette famille de solitons est unique aux invariances géométriques près de l’équation de
Landau-Lifshitz, à savoir les translations, les rotations autour de l’axe x3, et la réflexion
par rapport au plan d’équation x3 = 0. De plus, tous les solitons qui la composent ont
une vitesse subsonique. Il existe ainsi une dichotomie entre les vitesses supersoniques de la
dispersion, et celles subsoniques des solitons. Aussi est-il vraisemblable qu’en temps long
solitons et dispersion se séparent. Cette observation est au coeur de la preuve de la stabilité
asymptotique des solitons.
Lorsque la vitesse c est non nulle, le soliton
mc =
q
1  [mc]23 cos('c);
q
1  [mc]23 sin('c); [mc]3

;
s’identifie dans la formulation hydrodynamique au couple de fonctions
vc =
 
vc; wc

=
 
[mc]3; @x'c

;
où les fonctions vc et wc sont données par les formules
vc(x) =
(1  c2) 12
cosh((1  c2) 12x et wc(x) = c vc(x)1  vc(x)2 :
Notons la décroissance exponentielle de ces deux fonctions, qui est un outil primordial dans
la preuve de la stabilité orbitale d’un train de solitons.
En dimension supérieure ou égale à deux, l’analyse des ondes progressives est bien plus
délicate, car l’équation aux dérivées partielles (OP) qu’elles satisfont ne se réduit plus à une
équation diﬀérentielle ordinaire. Dans un travail à la fois numérique et formel, Papanicolaou
et Spathis [48] se sont intéressés à la description des ondes progressives non constantes en
dimensions deux et trois.
Comme en dimension un, ils ont obtenu l’existence d’une branche d’ondes progressives
mc non constantes, d’énergie finie, et de vitesses c subsoniques. Il est possible de représenter
cette branche dans le plan défini par leur énergie E(mc) et leur moment scalaire p(mc).
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Le moment vectoriel p(m) est une seconde quantité invariante par le flot de l’équation
de Landau-Lifshitz. Cette quantité est facile à définir dans la formulation hydrodynamique
où elle vaut
p(m) :=
Z
RN
vw:
Le moment scalaire p(m) correspond à la première composante de cette quantité, soit la
fonction
p(m) := p1(m) =
Z
RN
vw1:
Dans les variables originelles, il est plus délicat de définir de manière rigoureuse cette
quantité. Cette question peut néanmoins se résoudre de manière analogue à celle employée
dans le cas de l’équation de Gross-Pitaevskii où une question identique se pose (cf. e.g. [6]
pour de plus amples détails).
Dans le tracé précédent, chaque point de la courbe représente une onde progressive
mc d’énergie E(mc) et de moment scalaire p(mc). La vitesse c de l’onde progressive est
donnée par la pente de la tangente à la courbe au point considéré. Sur la branche inférieure,
l’asymptote horizontale correspond au cas où la vitesse des ondes progressives se rapproche
de la vitesse nulle, tandis que l’asymptote de la branche supérieure se rapporte à des vitesses
qui tendent vers la vitesse du son cs = 1.
Lorsque la vitesse c est petite, les ondes progressives contiennent des vortex. Il s’agit
dans ce contexte ferromagnétique de zones où la magnétisation est orientée de manière
orthogonale à ses directions préférentielles. Dans le cas de l’anisotropie planaire que nous
considérons ici, la magnétisation m s’oriente vers le pôle nord, ou le pôle sud, ce qui
correspond à une annulation de la fonction complexe m. Le degré du vortex est alors défini
comme le degré topologique de l’application m=j mj autour de ce zéro.
En dimension deux, les ondes progressives décrites par Papanicolaou et Spathis [48]
présentent deux vortex, tous deux orientés vers le pôle nord, ou de manière symétrique,
vers le pôle sud, et de degré 1. Ces vortex se trouvent de plus à une distance propor-
tionnelle à l’inverse de leur vitesse lorsque celle-ci converge vers 0. En dimension trois, les
ondes progressives présentent un anneau de vorticité dont le diamètre est de l’ordre de
j log cj=c lorsque c tend vers 0. Lin et Wei [37] ont exploité cette description qualitative des
ondes progressives afin de les construire de manière rigoureuse en dimension deux pour un
intervalle de vitesses petites à l’aide d’arguments de type perturbatif. Ils ont en particulier
confirmé la présence d’une paire de vortex dans les ondes progressives qu’ils ont obtenues.
Lorsque la vitesse c des ondes progressives augmente, leur énergie et leur moment
commencent par décroître. En dessus d’une vitesse critique cv, les ondes progressives ne
contiennent plus de vortex, puis la vitesse atteint une seconde valeur critique cr au dessus
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de laquelle énergie et moment scalaire deviennent des fonctions croissantes de la vitesse.
Dans la limite transsonique où la vitesse c converge vers la vitesse du son cs = 1, les
ondes progressives se comportent comme des ondes de raréfaction. Autrement dit, elles
convergent vers des solutions constantes de l’équation. Dans cette limite transsonique, il
est possible de décrire plus précisément la diﬀérence entre les ondes progressives et ces
constantes limites.
Cette diﬀérence se comporte comme une onde progressive pour l’équation de Kadom-
tsev-Petviashvili généralisée, laquelle est donnée par la formule
@1

@tu+ @
3
1u+ u
2@1u
 ?u = 0;
où l’opérateur laplacien transverse ? est défini par l’expression
? :=
NX
j=1
@2j :
L’équation de Kadomtsev-Petviashvili [31] est une généralisation de l’équation de Korte-
weg-de Vries aux dimensions supérieures ou égales à deux. Elle décrit la dynamique dans un
milieu faiblement dispersif, faiblement non linéaire, d’ondes faiblement transverses. L’équa-
tion de Kadomtsev-Petviashvili gouverne également la limite transsonique des ondes pro-
gressives pour l’équation de Gross-Pitaevskii, laquelle a été décrite de manière rigoureuse
dans [5] en dimension deux, et [13] en dimension supérieure. À noter cependant que la
non-linéarité qui apparaît dans la limite transsonique des ondes progressives de l’équation
de Gross-Pitaevskii n’est pas cubique, mais quadratique. À notre connaissance, la dériva-
tion rigoureuse de la limite transsonique vers l’équation de Kadomtsev-Petviashvili reste
ouverte pour les ondes progressives de l’équation de Landau-Lifshitz.
De façon plus générale, l’analyse réalisée par Papanicolaou et Spathis [48] de cette
branche d’ondes progressives est très similaire à l’étude entreprise par Jones, Putterman
et Roberts [30, 29] quant aux ondes progressives de l’équation de Gross-Pitaevskii. Là
encore, il est possible de décrire une branche d’ondes progressives subsoniques, et ce, que
ce soit en dimension deux, ou trois. De plus, ces ondes progressives contiennent des paires
de vortex en dimension deux, des anneaux de vortex en dimension trois, dans le régime
où leur vitesse devient petite, et se comportent donc comme des ondes progressives pour
l’équation de Kadomtsev-Petviashvili dans le régime transsonique.
En ce qui concerne l’équation de Gross-Pitaevskii, de nombreux travaux mathématiques
sont venus confirmer les résultats numériques et formels de Jones, Putterman et Roberts
(cf. e.g. [23] pour une revue de ces résultats). La situation est plus ouverte pour l’équa-
tion de Landau-Lifshitz. Outre la construction d’ondes progressives de vitesse petite en
dimension deux par Lin et Wei [37], de Laire [15] a décrit les propriétés de régularité et
de décroissance algébrique à l’infini des ondes progressives subsoniques. Il a également
démontré l’existence d’un seuil d’énergie au-dessous duquel les seules ondes progressives
subsoniques sont constantes.
Cette situation tient, en partie, au fait que l’équation de Landau-Lifshitz est à l’équation
de Gross-Pitaevskii ce que l’équation des applications harmoniques est à l’équation de
Laplace. L’analyse de l’équation se trouve compliquée par sa nature géométrique, et ses
propriétés régularisantes sont bien moindres.
Pour en revenir à la stabilité des ondes progressives qui nous intéressent dans la suite,
il est en général admis que celles qui composent la branche inférieure obtenue par Papani-
colaou et Spathis [48] sont stables le long du flot de l’équation de Landau-Lifshitz, tandis
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que celles qui composent la branche supérieure sont instables. Ceci s’explique par les pro-
priétés minimisantes de la branche inférieure sur lesquelles nous reviendrons dans la suite.
Avant de s’intéresser à la stabilité des solitons sombres en dimension un, et afin de per-
mettre cette étude, il est temps d’établir l’existence et les propriétés du flot de l’équation
de Landau-Lifshitz.
2 Le problème de Cauchy
2.1 Dans les variables originelles
Dans le cadre hamiltonien qui nous intéresse ici, il est naturel de restreindre le problème
de Cauchy pour l’équation de Landau-Lifshitz à l’espace d’énergie E(RN ) des applications
m d’énergie finie, autrement dit à l’espace
E(RN ) := m : RN ! S2; t:q: rm 2 L2(RN ) et m3 2 L2(RN )	:
Afin de pouvoir définir une notion de continuité pour les solutions de l’équation, il est néces-
saire de munir cet ensemble d’une structure topologique. Une première diﬃculté provient
du fait que l’espace d’énergie E(RN ) n’est pas un espace vectoriel puisque les fonctions m
dans cet ensemble sont à valeurs dans la sphère S2.
Il demeure néanmoins permis de munir cet espace d’une structure métrique complète.
Cette structure doit a minima contrôler la norme L2 du gradient rm et de la troisième
composante m3 afin que l’énergie E soit une fonctionnelle continue sur l’espace E(RN ).
Ceci ne suﬃt toutefois pas à contrôler la fonctionm puisque deux fonctions identiquement
constantes à valeurs dans l’intersection de la sphère S2 et du plan d’équation x3 = 0 ont
même gradient et même troisième composante. Afin de résoudre cette seconde diﬃculté,
une solution consiste à ajouter un contrôle local sur les fonctionsm dans l’ensemble E(RN ).
En dimension un, cela se traduit par l’introduction de la distance
dE(m1;m2) :=
rm1  rm22L2(R) + [m1]3   [m2]32L2(R) +  m1(0)  m2(0)2 12 ;
qui exploite le théorème d’injection de Sobolev pour introduire un contrôle uniforme local
sur les fonctions m de E(R). En dimension supérieure ou égale à deux, un contrôle de
même nature est fourni par la famille de distances équivalentes
dE(m1;m2) :=
rm1  rm22L2(R) + [m1]3   [m2]32L2(R) +  m1   m22B(0;R) 12 ;
où R désigne n’importe quel nombre strictement positif.
Dans la suite, nous munirons l’espace d’énergie des distances précédentes. Ce ne sont
pas les seules distances pertinentes pour l’analyse du problème de Cauchy. Nous renvoyons
à l’article de Gérard [21] pour une discussion de cette question dans le contexte analogue de
l’équation de Gross-Pitaevskii. Le choix des distances précédentes repose sur le fait qu’elles
sont particulièrement adaptées à l’analyse de la stabilité des ondes progressives.
Revenons maintenant au problème de Cauchy pour l’équation de Landau-Lifshitz. La
résolution de ce problème repose sur des arguments introduits afin de résoudre le problème
de Cauchy pour l’équation des Schrödinger maps. Rappelons que cette équation correspond
au cas isotrope du modèle de Landau-Lifshitz et qu’elle s’écrit donc sous la forme
@tm+m ^m = 0; (SM)
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pour une applicationm définie sur l’espace RN R et à valeurs dans la sphère S2. Ajouter
le terme potentiel d’ordre inférieur  m^ (m3e3) complique certes la structure de l’espace
d’énergie, mais il demeure possible d’étendre bon nombre de résultats obtenus dans le cadre
de l’équation des Schrödinger maps.
Soulignons que la résolution de cette dernière équation est compliquée par sa nature
géométrique. Cette aﬃrmation se justifie de façon élémentaire à l’aide de la projection sté-
réographique. Lorsqu’une solution régulière m ne rencontre pas le pôle nord e3 = (0; 0; 1)
de la sphère S2, elle se relève à l’aide de la projection stéréographique sur le plan d’équation
x3 = 0 sous la forme
m :=
 2Re(	)
1 + j	j2 ;
2 Im(	)
1 + j	j2 ;
j	j2   1
1 + j	j2

:
La fonction 	 satisfait alors l’équation de type Schrödinger non linéaire
i@t	+	  2	
1 + j	j2
 r	2 = 0:
La non-linéarité dépend du carré (complexe) du gradient r	 de la solution, ce qui com-
plique la résolution de l’équation par rapport à celle d’une équation de type Schrödinger
semi-linéaire où la non-linéarité ne dépend que de la fonction 	.
Les premiers résultats quant au problème de Cauchy pour l’équation des Schrödinger
maps portent sur l’existence de solutions faibles. Zhou et Guo [54] ont établi l’existence
d’une solution faible globale en s’appuyant sur une régularisation parabolique de l’équation
et sur le théorème du point fixe de Leray-Schaüder. Sulem, Sulem et Bardos [51] ont
confirmé ce premier résultat en appliquant un argument de compacité faible à une version
discrétisée de l’équation. Ces résultats demeurent valables dans le contexte de l’équation
de Landau-Lifshitz. Ils conduisent à l’énoncé suivant.
Théorème ([54, 51]). Soitm0 2 E(RN ). Il existe une solution globalem 2 L1(R; E(RN ))
de (LL) pour la donnée initiale m0.
Cet énoncé présente un défaut majeur lorsqu’il s’agit d’analyser la dynamique en temps
long de l’équation. Il ne garantit aucune unicité pour les solutions ainsi construites. Le
flot associé à l’équation n’est pas défini de manière unique, et l’absence de continuité par
rapport à la donnée initiale lui retire toute propriété de régularité, ce qui est des plus
fâcheux lorsqu’il s’agit d’étudier la stabilité de solutions particulières.
Afin de recouvrer ces propriétés, il est naturel de se placer dans des espaces avec plus
de régularité. En s’appuyant sur des estimations d’énergie pour une version discrétisée de
l’équation, Sulem, Sulem et Bardos [51] ont ainsi établi que le problème de Cauchy pour
l’équation des Schrödinger maps est bien posé localement pour des solutions m dont le
gradient rm appartient à l’espace de Sobolev Hk(RN ) pour un entier k > 1 + N=2. Ce
résultat s’étend à l’équation de Landau-Lifshitz de la façon suivante.
Théorème ([51]). Soit m0 2 E(RN ). Il existe un nombre strictement positif T et une
unique solution m 2 L1(R; E(RN )) de (LL) pour la donnée initiale m0, tels que
@tm 2 L1([0; T ];Hk 1(RN )); et (m3;rm) 2 L1([0; T ]; Hk(RN ))2:
Au contraire du résultat précédent, cet énoncé garantit l’existence et l’unicité d’un
flot régulier pour l’équation de Landau-Lifshitz. Cependant, ce flot est local en temps,
et demeure restreint à une classe de données initiales très régulières. Aussi se posent au
moins deux questions. Est-il possible d’établir le caractère global des solutions régulières
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ainsi construites ? Et jusqu’à quelle niveau de régularité demeure-t-il possible d’établir
l’existence d’un unique flot régulier pour l’équation ?
En dimension quelconque, répondre à ces deux questions s’avère délicat. En ce qui
concerne l’équation des Schrödinger maps, la réponse la plus satisfaisante consiste en la
preuve par Bejenaru, Ionescu, Kenig et Tataru [3] de l’existence et l’unicité globale des
solutions m associées à des données initiales m0 petites dans l’espace de Sobolev critique
où le gradient rm0 appartient à HN=2 1(RN ). Pour l’équation de Landau-Lifshitz, ce
même problème reste, à notre connaissance, ouvert même s’il est permis d’imaginer que
les techniques déployées dans [3] s’étendent, au moins en partie, à l’équation de Landau-
Lifshitz.
Nous ne nous étendrons pas plus sur l’étude du problème de Cauchy pour l’équation
de Landau-Lifshitz en dimension supérieure ou égale à deux. Dans la suite, notre objectif
est d’analyser la stabilité des solitons sombres pour l’équation de Landau-Lifshitz, et nous
nous restreignons donc désormais à la dimension un.
Dans ce cas, Chang, Shatah et Ulhenbeck [12] ont établi l’équivalence, au moins formelle,
entre l’équation des Schrödinger maps et l’équation de Schrödinger cubique
i@t	+ @xx	+ 2j	2j	 = 0:
La fonction complexe 	 qui apparaît ici, est construite à partir des deux composantes du
gradient rm d’une solutionm dans un repère bien choisi du plan tangent à la sphère en le
vecteurm. Dans la suite, nous utiliserons, à notre tour, cette transformation pour préciser
l’étude du flot de l’équation de Landau-Lifshitz hydrodynamique. Nous renvoyons à cette
analyse pour une définition plus précise de cette transformation.
Remarquons simplement que la fonction 	 possède la même régularité que le gradient
rm. L’équation de Schrödinger cubique est bien posée globalement pour des données ini-
tiales 	0 dans tous les espaces de Sobolev Hk(R), avec k 2 N (cf. e.g. [10, 38]). Dès lors
que le passage de la fonction m à l’application 	, et sa réciproque, peuvent se justifier
rigoureusement, il s’avère donc possible de montrer l’existence et l’unicité globale des solu-
tionsm de l’équation des Schrödinger maps pour des données initialesm0 dont le gradient
rm0 appartient à Hk(R). Chang, Shatah et Ulhenbeck [12] (cf. également [47]) ont ainsi
démontré que le problème de Cauchy pour l’équation des Schrödinger maps est bien posé
globalement pour des solutions m dont le gradient rm est dans l’espace H1(R). Dans le
contexte de l’équation de Landau-Lifshitz, ce résultat se traduit de la façon suivante.
Théorème ([12, 47]). Soit m0 2 E(R), avec @xm0 2 H1(R). Il existe une unique solution
globale m de (LL) pour la donnée initiale m0, telle que
@tm 2 L1([0; T ]; L2(R)); et (m3; @xm) 2 L1([0; T ];H1(R))2;
pour tout nombre strictement positif T .
Les problèmes de Cauchy pour l’équation des Schrödinger maps, comme pour celle de
Landau-Lifshitz, sont donc bien posés globalement pour des données initiales m0 dans
l’espace d’énergie, et dont le gradient appartient à un espace Hk(R) pour un entier k
non nul. Nous n’avons pas trouvé trace écrite d’une preuve de ce résultat pour des données
initiales quelconques dans l’espace d’énergie, même s’il est vraisemblable que les arguments
introduits dans les travaux de Chang, Shatah et Ulhenbeck [12] puissent s’étendre à cette
situation.
Dans la suite, nous démontrerons la stabilité des solitons sombres dans la formulation
hydrodynamique de l’équation de Landau-Lifshitz. Dans ce cadre, il est possible d’établir
existence et unicité des solutions dans l’espace d’énergie (cf. le Théorème 1 ci-dessous).
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Soulignons ici le fait que l’existence d’un unique flot régulier pour la formulation hydro-
dynamique de l’équation induit celle d’un unique flot régulier pour la formulation originelle
dès lors que ces deux formulations sont équivalentes, soit dès lors que la fonction m associée
à une solution m de l’équation de Landau-Lifshitz ne s’annule pas (cf. [16, Corollary 1]).
En particulier, les fonctions mc associées à des solitons sombres de vitesses c non nulles ne
s’annulent pas, de sorte qu’il existe un unique flot régulier pour l’équation originelle dans
tout voisinage dans l’espace d’énergie des solitons mc.
2.2 Dans la formulation hydrodynamique
Dans la formulation hydrodynamique, la structure de l’espace d’énergie est plus simple.
En dimension un, l’énergie de Landau-Lifshitz s’écrit dans les variables hydrodynamiques
v := (v; w) sous la forme
E(v) =
1
2
Z
R
(@xv)2
1  v2 + (1  v
2)w2 + v2

:
La quantité 1   v2 qui apparaît dans cette formule est égale au carré du module de la
fonction m. De par le théorème d’injection de Sobolev, cette quantité est contrôlée à la
fois inférieurement et supérieurement lorsque la fonction m ne s’annule pas. Le couple de
fonctions v = (v; w) appartient à l’espace d’énergie si les fonctions v et w sont respective-
ment dans les espaces H1(R) et L2(R). Autrement dit, l’espace d’énergie E(R) se traduit
dans la formulation hydrodynamique par l’espace de non-annulation NA(R) défini suivant
la formule
NA(R) := v = (v; w) 2 H1(R) L2(R); t:q: max
x2R
jv(x)j < 1	:
Cet espace est naturellement muni d’une structure métrique par la normev1   v2H1L2 := v1   v22H1 + w1   w22L2 12 :
Dans ce cadre fonctionnel, le problème de Cauchy pour l’équation de Landau-Lifshitz
hydrodynamique est bien posé localement.
Théorème 1 ([16]). Soit v0 = (v0; w0) 2 NA(R).
(i) Il existe un nombre Tmax strictement positif, ou égal à +1, et une unique solution
v 2 C0([0; Tmax[;NA(R)) de (HLL) pour la donnée initiale v0 telle qu’il existe des solutions
régulières vn 2 C1(R [0; T ]) de (HLL), qui satisfont
vn ! v dans C0([0; T ];NA(R));
lorsque n! +1, pour tout nombre 0 < T < Tmax.
(ii) Le temps maximal Tmax est caractérisé par la condition
lim
t!Tmax
max
x2R
jv(x; t)j = 1; si Tmax < +1:
(iii) Le flot dépend de manière continue de la donnée initiale dans NA(R).
(iv) L’énergie de Landau-Lifshitz E et le moment scalaire p défini par l’expression
p(v) :=
Z
R
vw;
sont conservés par le flot.
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Autrement dit, il existe un unique flot régulier local pour l’équation de Landau-Lifshitz
hydrodynamique dans l’espace de non-annulation NA(R). L’énergie E et le moment sca-
laire p sont de plus conservés le long de ce flot, ce qui joue un rôle crucial dans la preuve
de la stabilité des solitons sombres.
Ce flot n’est vraisemblablement pas global. La fonction v associée à une solution v peut
sans doute atteindre les valeurs 1 en temps fini. La caractérisation du temps maximal
d’existence Tmax comme le premier temps où cette valeur est atteinte montre qu’il n’y a
aucun autre obstacle à l’existence globale des solutions. Cette propriété trouve son origine
dans la conservation de l’énergie qui implique le caractère global des solutions de l’équation
de Landau-Lifshitz originelle.
Le caractère local du flot peut sembler un obstacle à l’analyse de la stabilité des solitons
sombres. Il n’existe pas en eﬀet à proprement parler de dynamique en temps long pour
l’équation de Landau-Lifshitz hydrodynamique. Cet obstacle n’est cependant pas diﬃcile
à surmonter. Dès lors que les solitons sont stables, leur stabilité permet de montrer par des
arguments de continuation le caractère global du flot dans le voisinage des solitons. Il en
va de même pour des sommes bien préparées de solitons comme nous le constaterons dans
la suite.
La construction et l’unicité du flot précédent repose sur sa régularité, à savoir sur sa
dépendance continue vis-à-vis des données initiales. Les solutions m s’obtiennent comme
limites de solutions régulières une fois prouvées l’existence de ces dernières et leur conti-
nuité vis-à-vis de leur donnée initiale. Soulignons ici que le Théorème 1 ne garantit en rien
l’unicité d’une solution v 2 C0([0; Tmax[;NA(R)) pour une donnée initiale v0 donnée, mais
uniquement l’unicité d’une solution qui s’obtient comme limite de solutions régulières. À
notre connaissance, l’unicité des solutions de l’équation de Landau-Lifshitz hydrodyna-
mique dans l’espace de non-annulation demeure un problème ouvert.
La construction de solutions régulières de l’équation de Landau-Lifshitz hydrodyna-
mique découle de l’existence de solutions régulières de l’équation originelle. La seule obs-
truction réside dans la possibilité que la fonction v atteigne les valeurs 1 en temps fini. En
s’appuyant, par exemple, sur les résultats de Sulem, Sulem et Bardos [51], il est possible
d’établir le lemme suivant.
Lemme 2 ([16]). Soit k  4 et
NAk(R) =
n
v = (v; w) 2 Hk+1(R)Hk(R); t:q: max
x2R
jv(x)j < 1
o
:
Pour tout couple v0 2 NAk(R), il existe un nombre Tmax strictement positif, ou égal à
+1, et une unique solution v 2 L1([0; Tmax[;NAk(R)) de (HLL) pour la donnée initiale
v0. Le temps maximal Tmax est caractérisé par la condition
lim
t!Tmax
max
x2R
jv(x; t)j = 1; si Tmax < +1:
La condition technique sur l’entier k, qui apparaît dans cet énoncé, n’est certainement
pas optimale, mais ceci n’est pas un véritable problème puisqu’in fine, cet énoncé sera
valable pour k = 0.
Une fois les solutions régulières construites, il s’agit de montrer leur continuité vis-à-vis
de leur donnée initiale pour la topologie induite sur l’espaceNA(R) par la norme kkH1L2 .
La preuve de cette continuité repose sur une transformation de l’équation hydrodynamique
en une équation de type Schrödinger cubique dans l’esprit de la méthode introduite par
Chang, Shatah et Uhlenbeck [12] pour l’équation des Schrödinger maps.
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Étant donnée une solution régulière v = (v; w) de l’équation de Landau-Lifshitz hydro-
dynamique, nous introduisons la fonction complexe
	 :=
1
2
 @xvp
1  v2 + i
p
1  v2w

exp i;
où la phase  est définie par la formule
(x; t) =  
Z x
 1
v(y; t)w(y; t) dy:
Rappelons ici que le gradient r m de la fonction m = p1  v2 exp i' associée au couple v
s’écrit sous la forme
r m :=

  v@xvp
1  v2 + i
p
1  v2w

exp i';
où la phase ' est cette fois donnée par l’expression
'(x; t) =
Z x
0
w(y; t) dy:
La fonction 	 s’interprète donc comme une réécriture du gradient rm de la solution m
de l’équation originelle. Cette réécriture est plus favorable au sens où les non-linéarités de
l’équation de type Schrödinger que la fonction 	 satisfait ne comporte plus de dérivées
comme lorsque la projection stéréographique est utilisée.
La fonction 	 est en eﬀet solution de l’équation de Schrödinger non linéaire
i@t	+ @xx	+ 2j	j2	+ 1
2
v2	  Re  	(1  2F (v;	))(1  2F (v;	)) = 0: (1)
Dans cette équation, la fonction F (v;	) est définie suivant la formule
F (v;	)(x; t) =
Z x
 1
v(y; t)	(y; t) dy:
Les termes en supplément par rapport à l’équation de Schrödinger cubique obtenue après
transformation de l’équation des Schrödinger maps proviennent du terme anisotrope  m^
(m3e3) de l’équation de Landau-Lifshitz. Ce sont des termes sous-critiques qui n’engendrent
aucune diﬃculté quant à la résolution de l’équation, une fois la fonction v convenablement
contrôlée.
Cette dernière fonction satisfait le système d’équations couplées(
@tv = 2@x Im
 
	(2F (v;	)  1);
@xv = 2Re
 
	(1  2F (v;	)): (2)
Des méthodes d’énergie élémentaires suﬃsent à contrôler ce système.
En ce qui concerne l’équation (1), il est nécessaire de faire appel aux estimations de
Strichartz comme pour l’équation de Schrödinger cubique. Rappelons qu’en dimension un,
ces estimations prennent la formeeit@xxf
Lp(R;Lq(R))  K
f
L2
;
pour toute fonction f 2 L2(R), et tout couple admissible (p; q) 2 [2;+1]2, c’est-à-dire tel
que 2=p + 1=q = 1=2 (cf. e.g. [10, 38]). Notons en particulier que l’espace limite quant à
l’intégrabilité en temps est l’espace L4(R; L1(R)).
En combinant ces diﬀérents arguments, nous arrivons au contrôle suivant de la dépen-
dance vis-à-vis des données initiales des solutions 	 et v du système couplé (1)-(2).
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Lemme 3 ([16]). Considérons deux solutions régulières (v1;	1) et (v2;	2) du système (1)-
(2) pour des données initiales (v01;	01), respectivement (v02;	02). Il existe un nombre stric-
tement positif T 0, qui ne dépend que des normes kv0j kL2 et k	0jkL2 , et une constante uni-
verselle K, tels quev1   v2C0([0;T ];L2(R)) + 	1  	2C0([0;T ];L2(R)) + 	1  	2L4([0;T ];L1(R))
 K
v01   v02L2 + 	01  	02L2;
pour tout T 2 [0; T 0].
Afin de conclure la preuve du Théorème 1, il ne reste qu’à exprimer les conclusions de
ce lemme pour le couple hydrodynamique v = (v; w). Étant donnée une suite de données
initiales régulières (v0n)n2N qui convergent vers une donnée initiale fixée v0 dans NA(R),
ceci permet d’établir la convergence de la suite des solutions régulières correspondantes vn
vers une fonction v dans l’espace C0([0;  ];NA(R)) pour un nombre strictement positif  ,
puis de vérifier que cette fonction est l’unique solution de l’équation de Landau-Lifshitz
hydrodynamique pour la donnée initiale v0, qui s’obtient comme limite de solutions régu-
lières. La continuité du flot par rapport à la donnée initiale, ainsi que la conservation de
l’énergie E et du moment scalaire p, découle toutes deux de cette propriété d’unicité. Ceci
conclut la résolution du problème de Cauchy pour la forme hydrodynamique de l’équation
de Landau-Lifshitz dans le cadre hamiltonien. Il est désormais possible de s’intéresser à la
stabilité des solitons sombres.
3 Stabilité des solitons
La notion usuelle de stabilité n’est pas adaptée à une famille de solitons telle que la
famille des solitons sombresmc. Cette notion postule qu’une perturbation à l’instant initial
d’une solution particulière d’un système dynamique demeure une perturbation de cette
même solution lors de toute évolution ultérieure de ce système. Dans le cas des solitons
sombresmc dont l’expression est continue par rapport à leur vitesse c, se pose le problème
de choisir comme perturbation du solitonmc à l’instant initial un soliton m de vitesse 
certes proche, mais néanmoins diﬀérente. Si la masse de ces deux solitons est initialement
concentrée à l’origine, la masse du premier se trouvera autour de la position ct à l’instant
t, tandis que la masse du second sera aux environs de la position t. En particulier, ce
second soliton ne sera plus une perturbation du premier. En définitive, la notion classique
de stabilité n’est certes pas appropriée pour les solitons sombresmc, mais il n’en demeure
pas moins que, dans le contre-exemple précédent au moins, la perturbation considérée reste
un soliton pour tout temps.
Cet obstacle a conduit à l’émergence de la notion de stabilité orbitale. Il s’agit désormais
d’établir qu’une perturbation à l’instant initial d’un soliton mc demeure non pas une
perturbation de ce même soliton, mais de l’orbite engendrée par les invariants géométriques
de l’équation à partir de ce soliton. Invariants dont font partie toutes les translations, ce
qui résout le problème précédent. Nous prouverons dans la suite que tous les solitons mc
de vitesse c non nulle, et même toutes les sommes finies (bien préparées) de ces solitons,
sont orbitalement stables (cf. le Théorème 2 et les Corollaires 1, 2 and 3).
La notion de stabilité asymptotique est plus forte. Il s’agit d’établir que la solution
associée à une perturbation d’un soliton à l’instant initial converge en temps long vers un
soliton, toujours aux invariances géométriques près. Barhi [2] a récemment prouvé la sta-
bilité asymptotique des solitons mc de vitesse c non nulle. Nous reviendrons sur la nature
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exacte de la convergence ainsi établie dans la suite de cette dernière partie, mais commen-
çons par énoncer les propriétés de stabilité orbitale des solitons sombres de l’équation de
Landau-Lifshitz.
3.1 Stabilité orbitale (des trains de) solitons
Un train de solitons est défini comme une perturbation d’une somme de solitons. Il est
facile de définir proprement une telle somme dans la formulation hydrodynamique.
Rappelons que, dans cette formulation, les invariances géométriques de l’équation de
Landau-Lifshitz sont les translations et la symétrie centrale (v; w) 7! ( v; w). En parti-
culier, la famille des solitons hydrodynamiques de vitesse c est décrite par l’expression
vc;a;s(x) :=
 
s vc(x  a); s wc(x  a)

;
où a est un nombre réel quelconque, et s est égal à f1g. Une somme finie de solitons est
alors donnée par la formule
Sc;a;s := (Vc;a;s;Wc;a;s) :=
NX
j=1
vcj ;aj ;sj ;
où N est un entier non nul. Dans cette formule, les notations c = (c1; : : : ; cN ) 2]   1; 1[N
et a = (a1; : : : ; aN ) 2 RN désignent les vitesses et les positions de chacun des solitons,
tandis que les nombres s = (s1; : : : ; sN ) 2 f1gN prennent en compte l’invariance par
symétrie centrale de l’équation. Les vitesses cj sont toutes non nulles afin que le soliton
hydrodynamique vcj soit bien défini.
Les sommes Sc;a;s sont bien définies dans l’espace H1(R)  L2(R), mais ne demeurent
pas nécessairement dans l’espace de non-annulation NA(R). Il se peut en eﬀet que la
fonction Vc;a;s prenne des valeurs en dehors de l’intervalle ]1; 1[. En raison du théorème
d’injection de Sobolev, il n’est alors pas possible de définir un voisinage de ces sommes
dans l’espace NA(R), et par suite, d’analyser leur stabilité le long du flot de l’équation de
Landau-Lifshitz hydrodynamique.
Ceci n’est plus une diﬃculté dès lors que les positions aj sont suﬃsamment séparées.
La décroissance exponentielle des solitons vc garantit alors que la somme Sc;a;s demeure
dans l’espace de non-annulation NA(R). Dans ce cas, il devient de plus possible de définir
proprement une somme de solitons dans les variables originelles. Il suﬃt de la définir comme
la fonction
Sc;a;s :=

(1  V 2c;a;s)
1
2 cos(c;a;s); (1  V 2c;a;s)
1
2 sin(c;a;s); Vc;a;s

;
où la phase c;a;s est donnée par l’expression
c;a;s(x) :=
Z x
0
Wc;a;s(y) dy:
Il est bien sûr permis d’ajouter une constante à cette phase, ce qui rend compte de l’inva-
riance par rotation autour de l’axe x3 de l’équation de Landau-Lifshitz.
Notons néanmoins que l’invariance par ces rotations de chacun des solitons dans cette
somme n’est pas prise en compte. De manière plus générale, il est délicat de définir pro-
prement une somme de solitons dans les variables originelles dès lors que cette somme doit
demeurer à valeurs dans la sphère S2. Passer par la formulation hydrodynamique est un
moyen simple de contourner cette diﬃculté.
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Une somme Sc;a;s, ou Sc;a;s, de solitons est bien préparée lorsque les vitesses sont ordon-
nées suivant les positions, soit lorsque
c1 <    < cN ;
quand
a1 <    < aN :
Dans ce cas, les solitons ont tendance à se séparer de plus en plus en temps positif. Comme
leurs décroissances à l’infini sont exponentielles, les interactions entre les diﬀérents solitons
de la somme sont de plus en plus faibles au cours de l’évolution. Il est alors permis d’espérer
que la stabilité de chacun des solitons de la somme suﬃt à établir la stabilité de la somme.
Le théorème suivant repose sur ce principe. Dans la formulation hydrodynamique, il
garantit la stabilité orbitale d’un soliton dans le cas particulier où la somme se réduit à un
unique soliton. Il déduit ensuite de cette stabilité la stabilité orbitale d’une somme bien
préparée.
Théorème 2 ([16]). Soit s0 2 f1gN et c0 2]  1; 1[N tels que
c01 <    < 0 <    < c0N :
Il existe quatre nombres strictement positifs , , A et L, tels que, si une donnée initiale
v0 2 NA(R) satisfait l’inégalitév0   Sc0;a0;s0H1L2 = 0 < ;
pour des positions a0 2 RN telles que
min

a0k+1   a0k; 1  k  N   1
	
= L0 > L;
alors il existe une unique solution v 2 C0(R+;NA(R)) de (HLL) pour la donnée initiale
v0, ainsi que N fonctions ak 2 C1(R+;R), avec ak(0) = a0k, telles quea0k(t)  c0k  A 0 + e L0;
et v(; t)  Sc0;a(t);s0H1L2  A 0 + e L0;
pour tout nombre positif t.
Dans le cas particulier où la somme se réduit à un unique soliton, le résultat de stabilité
orbitale est valable pour les temps négatifs comme pour les temps positifs. Cette aﬃrmation
résulte de la réversibilité de l’équation de Landau-Lifshitz. Elle se traduit par le résultat
suivant.
Corollaire 1 ([16]). Soit s0 2 f1g et c0 2] 1; 0[[]0; 1[. Il existe deux nombres strictement
positifs  et A tels que, si une donnée initiale v0 2 NA(R) satisfait l’inégalité
0 :=
v0   vc0;a0;s0H1L2  ;
pour une position a0 2 R, alors la solution v 2 C0(R;NA(R)) de (HLL) pour la donnée
initiale v0 est définie globalement sur R, et il existe une fonction a 2 C1(R;R), avec a(0) =
a0, telle que a0(t)  c0  A0;
et v(; t)  vc0;a(t);s0H1L2  A0;
pour tout nombre réel t.
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L’étude de la stabilité orbitale des sommes de solitons pour des temps à la fois positifs
et négatifs est plus délicate. Elle requiert de décrire les interactions entre tous les solitons
de la somme. Lorsque la somme est bien préparée, ces interactions se limitent aux queues
exponentiellement petites de chacun des solitons. Ceci n’ajoute qu’un terme supplémentaire
aux estimations de stabilité orbitale, lequel dépend de manière exponentielle de la distance
initiale entre les solitons (cf. le Théorème 2 dans lequel apparaît ce terme au contraire de
l’énoncé du Corollaire 1).
Dans le cas où la somme n’est plus préparée, les solitons peuvent se croiser. Ces interac-
tions sont bien comprises pour des équations intégrables telles que l’équation de Landau-
Lifshitz. Cette équation possède des multi-solitons (cf. e.g. [9, Section 10] pour leur formule
explicite). Ce sont des solutions exactes de l’équation, au contraire des sommes de solitons,
qui se comportent comme une superposition non linéaire de solitons. L’évolution de ces
multi-solitons est décrite de manière rigoureuse par la méthode du scattering inverse. En
temps long, ces multi-solitons se comportent comme une somme bien préparée de solitons,
et ce que ce soit pour les temps positifs ou négatifs (cf. e.g. [9, Section 10]).
Notons que la stabilité orbitale d’un multi-soliton arbitraire découle du Théorème 2 à
partir du moment où ce multi-soliton peut s’écrire dans la formulation hydrodynamique
pour tout temps. La continuité du flot de l’équation hydrodynamique par rapport aux
données initiales impose le fait qu’une perturbation d’un multi-soliton à l’instant initial
deviendra une perturbation d’une somme bien préparée de solitons pour des temps assez
grands, et restera ensuite par le Théorème 2 un train bien préparée de solitons, c’est-à-dire
la perturbation d’un multi-soliton. Reste néanmoins à établir la possibilité d’utiliser la
formulation hydrodynamique pour tout temps.
Une alternative pourrait consister à revenir aux variables originelles. Il serait toutefois
nécessaire d’établir la continuité du flot de l’équation de Landau-Lifshitz par rapport aux
données initiales dans l’espace d’énergie E(R), ce qui reste, à notre connaissance, ouvert.
Notons néanmoins la traduction suivante du Théorème 2 dans les variables originelles.
Corollaire 2. Soit s0 2 f1gN et c0 2]  1; 1[N tels que
c01 <    < 0 <    < c0N :
Quel que soit le nombre strictement positif , il existe des nombres strictement positifs 
et L, tels que, si une donnée initiale m0 2 E(R) satisfait l’inégalité
dE
 
m0;Sc0;a0;s0

< ;
pour des positions a0 2 RN telles que
min

a0k+1   a0k; 1  k  N   1
	
> L;
alors il existe une unique solution m 2 C0(R+; E(R)) de (LL) pour la donnée initiale m0,
ainsi que N fonctions ak 2 C1(R+;R), avec ak(0) = a0k, telles que
NX
k=1
a0k(t)  c0k < ;
et
NX
k=1
inf
k2R
n m(ak(t); t)  mc0k;ak(t);k;s0k(ak(t))
+
@xm  @xmc0k;ak(t);k;s0kL2(Ik) + m3   mc0k;ak(t);k;s0k3L2(Ik)o < ;
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pour tout nombre positif t. Dans cette formule, les intervalles Ik sont définis par
I1 :=
i
 1; a1 + a2
2
i
; Ik :=
hak 1 + ak
2
;
ak + ak+1
2
i
; et IN :=
haN 1 + aN
2
;+1
h
;
pour tout entier 2  k  N   1.
Ce corollaire garantit qu’une perturbation d’une somme bien préparée de solitons Sc;a;s
à l’instant initial demeure une perturbation de la somme de N solitons pour tout temps
positif. Cette somme de solitons n’est néanmoins pas nécessairement de la forme Sc;a;s.
Ceci provient de la construction de cette dernière somme de solitons.
Lorsqu’il s’agit de construire une fonction m qui correspond à un couple hydrodyna-
mique v, la principale diﬃculté réside dans la construction de la phase de la fonction m,
laquelle ne peut se faire qu’à une constante arbitraire près. Dans la construction des sommes
de la forme Sc;a;s, cette constante est globalement contrôlée. Au contraire, les estimations
de stabilité orbitale du Corollaire 2 ne préviennent pas un possible décalage de la phase
autour de chacun des solitons dans la somme. Ceci explique qu’une perturbation d’une
somme bien préparée de solitons Sc;a;s à l’instant initial ne demeure qu’une perturbation
d’une somme de N solitons en temps long.
A priori, la dépendance de la fonction m en le couple hydrodynamique v n’est de plus
pas localement lipschitzienne. Au contraire de ce qu’il advient dans le Théorème 2, il s’avère
par conséquent diﬃcile de décrire comment le nombre  dépend des nombres  et L.
Pour conclure avec la formulation originelle, notons que la réversibilité de l’équation de
Landau-Lifshitz permet de déduire du Corollaire 2 la stabilité orbitale d’un unique soliton
que ce soit pour des temps positifs ou négatifs.
Corollaire 3 ([16]). Soit s0 2 f1g et c0 2]   1; 0[[]0; 1[. Étant donné un nombre stric-
tement positif ", il existe un nombre strictement positif  tel que, si m0 2 E(R) satisfait
la condition
dE
 
m0;mc0;a0;0;s0

< ;
pour des nombres (a0; 0) 2 R2, alors il existe une unique solutionm 2 C0(R; E(R)) de (LL)
pour la donnée initiale m0, et une fonction a 2 C1(R;R), avec a(0) = a0, telles quea0(t)  c < ";
et
inf
2R
n m(a(t); t)  mc0;a(t);;s0(a(t))
+
@xm(; t)  @xmc0;a(t);;s0L2 + m3(; t)  mc0;a(t);;s03L2o < ";
pour tout nombre réel t.
Avant de donner quelques éléments de la preuve de ces résultats de stabilité orbitale,
notons pour terminer que le problème de la stabilité orbitale du soliton noir m0 reste,
à notre connaissance, ouvert. Il en va de même pour la stabilité orbitale de sommes de
solitons qui contiennent le soliton noir. Dans le contexte de l’équation de Gross-Pitaevskii,
la stabilité orbitale du soliton noir est démontrée par des méthodes indépendantes dans [6]
et [22].
La preuve de la stabilité orbitale d’un soliton est classique. Elle repose sur sa nature
minimisante. Les solitons hydrodynamiques vc sont solutions du problème de minimisation
sous contrainte
E(vc) = Emin(pc) := inf
n
E(v); v 2 NA(R) t:q: p(v) = pc := p(vc)
o
:
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Dans cette formule, la vitesse c est reliée au moment pc par l’identité
pc = arctan
p1  c
c

: (3)
L’énergie minimisante vaut, quant à elle,
Emin(pc) = 2
p
1  c2:
La vitesse c s’exprime aussi comme la dérivée de l’énergie minimisante Emin suivant la
formule
c = E0min(pc):
Dans cette situation, deux approches sont possibles pour établir la stabilité orbitale du
soliton.
La première approche est variationnelle [11]. Par l’absurde, si une perturbation d’un
soliton à l’instant initial ne demeure pas une perturbation de la famille des solitons de même
vitesse pour tout temps, alors, il existe une suite minimisante du problème de minimisation
précédent, dont aucune sous-suite ne converge vers un minimiseur de ce problème. Ceci est
impossible si les suites minimisantes pour ce problème sont compactes, ce qui est le cas ici.
L’approche alternative est essentiellement spectrale [52, 25]. La diﬀérentielle seconde
[E00 cp00](vc) de la fonctionnelle E cp est coercive, aux invariances géométriques près. Ceci
signifie qu’elle contrôle la diﬀérence avec un soliton sous des hypothèses d’orthogonalité
qui permettent d’éliminer les invariances géométriques. Ces hypothèses d’orthogonalité
sont garanties par l’introduction de paramètres de modulation, qui sont des paramètres de
position et de vitesse dans le cas des solitons hydrodynamiques vc. Comme la fonctionnelle
E cp est conservée le long du flot, une perturbation à l’instant initial du soliton vc demeure
une perturbation de ce soliton, aux invariances géométriques près.
Cette approche est plus précise puisqu’elle fournit un contrôle sur l’évolution des para-
mètres de modulation, ici sur l’évolution de la position du soliton vc. C’est la raison pour
laquelle nous nous sommes appuyés sur cette seconde approche pour établir les résultats
précédents.
La preuve de la stabilité orbitale d’une somme bien préparée de solitons est plus délicate.
Elle repose sur des arguments introduits dans des travaux de Martel, Merle et Tsai [45, 46]
au sujet de la stabilité orbitale des sommes de solitons des équations de Korteweg-de Vries
et de Schrödinger semi-linéaires, puis étendus aux solitons de l’équation de Gross-Pitaevskii
dans [7]. Ces arguments combinent la stabilité orbitale de chacun des solitons de la somme
avec une formule de monotonie sur l’une des quantités invariantes de l’équation considérée.
Pour simplifier, considérons une perturbation initiale de deux solitons v1 := vc1;a1;s1 et
v2 := vc2;a2;s2 bien préparés, et supposons que la distance L := a2   a1 > 0 est suﬃsante
pour négliger toute interaction entre ces deux solitons. Par continuité du flot par rapport
à la donnée initiale, nous pouvons supposer que, pour des temps assez petits, la solution
correspondant à cette perturbation se comporte comme la somme de deux fonctions B1 et
B2 localisées loin l’une de l’autre, et ordonnées comme les solitons v1 et v2. Notre objectif
est alors d’établir que B1 et B2 restent des solitons de vitesse c1 et c2. La stabilité orbitale
de la somme en découlera par des arguments standards de continuation.
Introduisons la diﬀérence de moment scalaire entre la fonction B2 et le soliton v2
p := p(B2)  p(v2):
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Pour des temps assez petits, cette quantité est petite, de sorte que le caractère minimisant
des solitons fournit l’inégalité
E(B2)  Emin
 
p(v2) + p
  E(v2) + c2 p:
La conservation du moment scalaire induit par ailleurs l’égalité
p(B1)  p(v1) + p(v2)  p(B2) = p(v1)  p:
Invoquer une seconde fois le caractère minimisant des solitons suﬃt à obtenir l’inégalité
E(B1) ' Emin
 
p(v1)  p
  E(v1)  c1 p:
Ne reste plus qu’à en appeler à la conservation de l’énergie pour établir que
(c2   c1)p / 0:
Comme les solitons v1 et v2 sont bien ordonnés, la diﬀérence p est essentiellement négative.
Nous allons maintenant montrer que cette diﬀérence est en fait essentiellement positive.
Il en résultera qu’elle est essentiellement nulle. Les fonctions B1 et B2 seront alors des
minimiseurs de l’énergie E à moment scalaire fixé, de sorte que ce seront bien des soli-
tons. Par des arguments de continuation, et en fournissant un contrôle ad hoc des termes
d’interaction exponentiellement petits que nous avons négligés jusqu’ici, nous obtiendrons
la stabilité orbitale de cette somme de deux solitons. La preuve sera similaire pour une
somme finie de solitons.
Afin de conclure, il reste donc à démontrer que la diﬀérence p est essentiellement
positive. Ceci résulte d’une formule de monotonie sur le moment scalaire p, dont nous
allons maintenant tâcher d’expliquer l’origine. Notons R = (a1 + a2)=2, le milieu entre les
positions initiales des deux solitons v1 et v2. Pour des temps assez petits, les fonctions B1
et B2 demeurent localisées loin de cette position R, de sorte que la diﬀérence p s’interprète
comme l’évolution du moment scalaire à la droite de la position R.
Que peut-il arriver à la droite de cette position ? Si nous croyons à la description formelle
de la dynamique en temps long de l’équation qui est fournie par la méthode du scattering
inverse, deux phénomènes peuvent se produire.
D’une part, des solitons peuvent entrer ou sortir de la zone à la droite de R. S’ils entrent,
leur vitesse est positive. Par la formule (3), la quantité de moment scalaire apportée est
positive. S’ils sortent au contraire de cette zone, leur vitesse, tout comme leur quantité
de moment, sont négatives. Le moment apporté dans la zone à la droite de R reste donc
positif.
D’autre part, un paquet d’ondes dispersifs peut de même entrer ou sortir de la zone.
Notons k, son nombre d’ondes moyen. La vitesse du paquet d’ondes est égale à la vitesse
de groupe pour l’équation, soit à la valeur
vg(k) =  2k
2 + 1p
k2 + 1
:
De plus, la linéarisation de l’équation de Landau-Lifshitz hydrodynamique autour de la
solution constante nulle assure que les amplitudes v(k) et w(k) des deux composantes du
paquet d’ondes v(k) satisfont la relation
w(k) = 
p
k2 + 1 v(k);
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de sorte que la densité de moment est égale à
p(k) = 
p
k2 + 1 v(k)2:
Il s’ensuit qu’un paquet d’ondes qui entre dans la zone à la droite de R a une vitesse et
un moment positif, tandis que la vitesse et le moment des paquets d’ondes qui sortent de
cette zone sont négatifs. Dans les deux cas, le moment à la droite de R augmente au cours
de l’évolution.
Solitons et dispersion se combinent donc pour accroître le moment à la droite de R. La
diﬀérence p, qui rend compte de cette évolution, est donc essentiellement positive.
Tout ceci reste bien sûr formel. La monotonie du moment peut néanmoins se justifier à
l’aide de la loi de conservation scalaire pour cette quantité, qui prend la forme
@t
 
vw

=  1
2
@x

v2 + w2
 
1  3v2+ 3  v2
(1  v2)2 (@xv)
2

  1
2
@xxx ln
 
1  v2:
Si  désigne une fonction de troncature de la forme
R(x) :=
1
2
 
1 + tanh(x R);
alors, la dérivée temporelle de la quantité de moment définie par
pR =
Z
R
Rvw;
satisfait une inégalité du type
p0R(t)   A exp
   R; (4)
où A désigne une constante positive, et le coeﬃcient  rend compte de la décroissance
exponentielle des solitons. Cette quantité est donc bien positive, à des termes d’erreur
exponentiellement petits près.
Ceci achève la preuve de la stabilité orbitale des sommes de solitons sombres pour
l’équation de Landau-Lifshitz. Nous renvoyons à [16] pour les détails techniques de cette
preuve.
3.2 Stabilité asymptotique des solitons
Étant donnée une perturbation à l’instant initial d’un soliton sombre, il s’agit désormais
d’établir la convergence en temps long de la solution correspondante vers un soliton, lequel
peut diﬀérer du soliton initial.
Soulignons qu’en général cette convergence ne peut avoir lieu dans l’espace d’énergie.
À titre d’exemple, considérons une solution v de l’équation de Landau-Lifshitz hydrody-
namique pour une donnée initiale v0 2 NA(R), qui converge en temps long vers un soliton
hydrodynamique vc pour la norme k  kH1L2 . Par continuité de l’énergie et du moment
par rapport à cette norme, ces deux quantités satisfont
E
 
v(; t)! E(vc) et p v(; t)! p(vc);
lorsque t! +1. Ces quantités sont conservées le long du flot de l’équation. Par conséquent,
l’énergie et le moment de la donnée initiale v0 sont exactement égaux à ceux du soliton vc.
21
La caractérisation variationnelle des solitons impose alors à cette donnée initiale d’être un
soliton. Autrement dit, seules les solutions associées à des solitons peuvent converger en
temps long vers un soliton dans l’espace d’énergie.
Afin d’établir la stabilité asymptotique des solitons, il s’agit donc d’aﬀaiblir la notion
de convergence. Bahri [2] s’est appuyé sur la notion classique de convergence faible dans
l’espace NA(R) pour démontrer la stabilité asymptotique des solitons hydrodynamiques
de l’équation de Landau-Lifshitz.
Théorème 3 ([2]). Soit c 2]  1; 0[[]0; 1[. Il existe un nombre  > 0 tel que, si le couple
v0 2 NA(R) satisfait l’inégalité v0   vcH1L2 < ;
alors, il existe une unique solution v 2 C0(R;NA(R)) de (HLL) pour la donnée initiale v0,
un nombre c 2]  1; 0[[]0; 1[ et une fonction a 2 C1(R;R) tels que
v(+ a(t); t)* vc dans H1(R) L2(R);
et
a0(t)! c;
lorsque t! +1.
Ce n’est pas le premier résultat de stabilité asymptotique qui repose sur la notion de
convergence faible. Il en va de même pour la preuve de la stabilité asymptotique des solitons
des équations de Korteweg-de Vries [41], de Benjamin-Bona-Mahony [17], de Benjamin-
Ono [32], et de Gross-Pitaevskii [8, 24].
Cette convergence n’est sans doute pas optimale. Martel et Merle [42, 44, 43] ont démon-
tré que la stabilité asymptotique des solitons de l’équation de Korteweg-de Vries demeure
pour une notion de convergence forte dans l’espace d’énergie, qui est localisée en espace. Il
est probable que la stabilité asymptotique des solitons hydrodynamiques de l’équation de
Landau-Lifshitz reste valable dans un tel cadre, autrement dit pour des normes de la forme
k  kH1([ R;R])L2([ R;R]), où le nombre strictement positif R peut dépendre de manière
aﬃne du temps.
Le Théorème 3 garantit donc la convergence faible en temps long vers un soliton d’une
solution associée à une perturbation initiale d’un soliton. Cette convergence n’a cependant
lieu qu’aux invariances géométriques près, soit ici à translation près. Le paramètre de
position a(t) rend compte de ces translations. Sa dérivée converge vers la vitesse du soliton
limite. À la limite t ! +1, la solution se translate avec la même vitesse que le soliton
limite, ce qui est des plus cohérent.
Bahri [2] a également obtenu la traduction suivante du Théorème 3 dans les variables
originelles.
Théorème 4 ([2]). Soit c 2] 1; 0[[]0; 1[. Il existe un nombre  > 0 tel que, si la fonction
m0 2 E(R) satisfait l’inégalité
dE(m0;mc) < ;
alors, il existe un nombre c 2] 1; 0[[]0; 1[, et deux fonctions a 2 C1(R;R) et  2 C1(R;R)
tels que la solution m de (LL) pour la donnée initiale m0 vérifie
@xm m0c;a(t);(t) * 0; et m3   [mc;a(t);(t)]3 * 0 dans L2(R);
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quand t! +1, tandis que les fonctions a et  satisfont
a0(t)! c; et 0(t)! 0;
lorsque t! +1.
Insistons sur le fait que cet énoncé consiste en une traduction littérale du Théorème 3
dans la formulation originelle de l’équation de Landau-Lifshitz. L’unique nouvelle diﬃculté
tient à l’invariance par rotation autour de l’axe x3 de l’équation originelle. L’introduction
de la phase  permet de circonvenir cette diﬃculté. À la limite t! +1, la dérivée de cette
phase converge vers 0, ce qui signifie que l’orientation de la solution dans le plan x3 = 0
reste asymptotiquement fixe.
De par le théorème de compacité de Rellich-Kondrachov, la convergence faible dans
l’espace d’énergie E(R) telle qu’elle est définie dans le Théorème 4, présente l’avantage
d’impliquer la convergence uniforme locale vers le soliton limite. Autrement dit, cette
convergence garantit la possibilité d’observer l’émergence du soliton limite dans une ex-
périence, ou une simulation numérique, qui reposerait sur l’équation de Landau-Lifshitz.
D’un point de vue physique, cette dernière propriété semble minimale pour pouvoir parler
de stabilité asymptotique. La notion de convergence faible dans l’espace d’énergie E(R) est
donc appropriée lorsqu’il s’agit d’établir la stabilité asymptotique des solitons.
La preuve des Théorèmes 3 et 4 repose sur une stratégie mise en place par Martel et
Merle dans le cadre de l’équation de Korteweg-de Vries (cf. [41, 42, 40, 44, 43]). Cette
stratégie se décompose en trois étapes principales que nous pouvons détailler, par exemple,
dans le cadre hydrodynamique.
La stabilité orbitale des solitons sombres garantit d’abord qu’une solution v de l’équa-
tion (HLL) pour une donnée initiale v0 proche d’un soliton sombre vc demeure dans le
voisinage de l’orbite associée à ce soliton. En particulier, la solution v demeure bornée
dans l’espace de non-annulation NA(R) en temps long. Quitte à extraire, il est alors pos-
sible de construire une suite de temps (tn)n2N, qui converge vers +1, ainsi qu’une fonction
limite v0 2 NA(R), telles que
v(; tn) * v0 dans H1(R) L2(R);
lorsque n ! +1. De plus, la fonction v0 demeure proche de l’orbite du soliton vc. La
solution v associée à la donnée initiale v0 est donc définie globalement, et reste elle-aussi
proche de cette orbite.
En pratique, il est aussi nécessaire de tenir compte des invariances géométriques, soit
ici de l’invariance par translation, en introduisant des paramètres de modulation adaptés
et en établissant leur convergence dans la limite n! +1. Nous omettrons cette diﬃculté
supplémentaire dans cette présentation succincte de la preuve des Théorèmes 3 et 4.
Une fois construit le profil limite v0, et la solution correspondante v, il s’agit d’établir
que ce profil est un soliton sombre vc . Ceci vient achever la preuve de la stabilité asympto-
tique dès lors qu’il est possible de s’abstraire des extractions réalisées afin de construire v0.
Cette dernière étape passe, comme souvent, par la preuve de l’unicité du soliton limite vc ,
laquelle repose sur la formule de monotonie pour le moment que nous avons déjà évoquée
dans la preuve de la stabilité orbitale d’une somme bien préparée de solitons.
Pour établir que le profil v0 est un soliton sombre, la seconde étape de la preuve consiste
à décrire les propriétés de régularité et de décroissance de la solution limite correspondante
v. Afin de décrire ces propriétés, il est utile d’établir la continuité faible du flot de l’équa-
tion de Landau-Lifshitz hydrodynamique. Cette continuité permet en eﬀet de montrer que
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la solution initiale v converge faiblement vers la solution limite v de la façon suivante.
Pour tout nombre réel t fixé, ces deux solutions satisfont la convergence
v(; tn + t) * v(; t) dans H1(R) L2(R);
lorsque n! +1.
Cette convergence suﬃt à établir une localisation en espace, uniforme en temps, de
la solution limite v. Si cette solution n’est pas localisée de manière uniforme en temps,
alors, son moment à la droite d’une position R suﬃsamment grande peut croître entre les
temps 1 et 2 d’une quantité strictement positive p. De par la convergence précédente,
le moment de la solution v à la droite de R entre les temps tn+ 1 et tn+ 2 croît lui-aussi
d’une quantité au moins de l’ordre de p=2 lorsque n est assez grand. La monotonie du
moment à la droite de R garantit alors le fait que cette quantité augmente de l’ordre de
p=4 entre les temps tn+ 1 et tn+1+ 1. Ceci est absurde puisque, dans ce cas, le moment
de la solution v devient infini dans la limite t! +1.
Ainsi la solution v est-elle localisée de manière uniforme en temps. Il découle à nouveau
de la formule (4) de monotonie du moment qu’elle décroît exponentiellement en espace,
toujours de façon uniforme en temps. Il résulte alors des propriétés régularisantes des
équations de type Schrödinger que la solution v est de classe C1 sur RR, et que toutes
ses dérivées décroissent elles-aussi exponentiellement en espace de manière uniforme en
temps (cf. e.g. [33, 8] pour de plus amples détails).
En définitive, la fonction v est une solution très particulière d’une équation dispersive
telle que l’équation de Landau-Lifshitz hydrodynamique, puisqu’elle est très régulière et
décroît exponentiellement. La troisième et dernière étape de la preuve consiste à montrer
que, dans le voisinage d’un soliton sombre, les seules solutions de l’équation qui possèdent
ces propriétés sont des solitons sombres. Cette propriété de rigidité découle d’un théorème
de type Liouville, qui repose lui-même sur une formule de monotonie localisée dans un
voisinage spatial du soliton. Nous renvoyons à l’article de Bahri [2] pour plus de précisions
au sujet de cette seconde formule de monotonie, qui se révèle être l’élément le plus délicat
de la preuve.
Ceci achève cette présentation de la preuve de la stabilité asymptotique des solitons hy-
drodynamiques de l’équation de Landau-Lifshitz. Il est maintenant temps de conclure cet
exposé avec l’énumération de plusieurs problèmes similaires, qui restent, à notre connais-
sance, ouverts.
À commencer par la question de la stabilité asymptotique du soliton noir m0 pour
l’équation de Landau-Lifshitz, et ce bien que la stabilité asymptotique du soliton noir de
l’équation de Gross-Pitaevskii soit établie dans [24].
Ou la stabilité asymptotique d’une somme de solitons, même bien préparée, et ce
bien que Cuccagna et Jenkins [14] aient prouvé cette propriété pour l’équation de Gross-
Pitaevskii par la méthode du scattering inverse.
Et de manière bien plus générale, la description rigoureuse du comportement en temps
long d’une solution quelconque de l’équation de Landau-Lifshitz, que ce soit en dimension
un, ou même, en dimension supérieure : cette solution se décompose-t-elle vraiment en
la propagation d’un certain nombre de solitons auxquels vient s’ajouter une composante
dispersive linéaire ? C’est sur cette question que s’achève cet exposé, et c’est sa résolution
qui parachèvera l’analyse de la dynamique de l’équation de Landau-Lifshitz à anisotropie
planaire.
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