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ON A QUESTION OF JA¨GERS
VASSILIOS GREGORIADES
Abstract. We show that there exists a positive arithmetical formula ψ(x,R),
where x ∈ ω, R ⊆ ω, with no hyperarithmetical fixed point. This answers a
question of Gerhard Ja¨ger. As corollaries we obtain results on: (a) the proof-
theoretic strength of the Kripke-Platek set theory; (b) fixed points of monotone
functions in complete partial orders; (c) the uniformization of Borel sets; and
(d) hyperdegrees of fixed points of positive formulae.
We begin with some comments on notation . We denote by {e} the e-th largest
partial recursive function on ω to ω. When we use the term “{e}(k)” without
explicit comment on the domain of {e} we always mean that {e} is defined on
k ∈ ω ; for example {e}(k) ∈ A ⊆ ω means that {e} is defined on k and its value at
k is a member of A ⊆ ω. We fix a recursive injective function 〈·〉 on the set ω<ω of
all sequences of natural numbers to the ω. If X and Y are non-empty sets x ∈ X
and P ⊆ X × Y , we denote by P (x) the x-section {y ∈ P | (x, y) ∈ P}.
We recall the class HYP of all hyperarithmetical subsets of ω. As it is well-
known a set A ⊆ ω is hyperarithmetical exactly when it appears in the constructive
hierarchy at a stage below the first non-recursive ordinal ωCK
1
. It is also a well-
known fact in effective descriptive set theory that the class HYP coincides with
the class ∆11 of all effective bi-analytic sets. The latter is immediate from the
Souslin-Kleene Theorem see [4, 7B.4].
We consider the language L of first-order arithmetic and a new unary relation
symbol R˜. In the sequel we denote by L(R˜) the language obtained by L and R˜. We
recall that a formula ψ(x1, . . . , xn, R˜) in L(R) is positive in R˜ or simply positive if
R˜ does not appear in ψ; or it has one of the following forms: 0 ∈ R˜, 1 ∈ R˜, xi ∈ R˜,
(xi + 1) ∈ R˜, xi + xj ∈ R˜, xi · xj ∈ R˜, ϕ ∨ χ, ϕ & χ, ∃xn+1ϕ(x1, . . . , xn, xn+1, R˜),
∀xn+1ϕ(x1, . . . , xn, xn+1, R˜), where ϕ and χ are positive.
Evidently a formula ψ(x, R˜) in L(R˜) induces the operation
Φψ : P(ω)→ P(ω) : A 7→ {y | ψ(y,A) holds}
(where P(ω) is the powerset of ω) and if ψ is positive it is easy to see that Φψ is
monotone, i.e., if A ⊆ B ⊆ ω then Φψ(A) ⊆ Φψ(B). A fixed point of ψ is a set
Q ⊆ ω such that for all y ∈ ω we have
y ∈ Q ⇐⇒ ψ(y,Q) holds,
equivalently Q is a fixed point of the associated operation Φψ. As it is well-known
a monotone operation Φ has a fixed point (see for example [4, 7C]).
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The following question of Gerhard Ja¨ger was communicated to us through Yian-
nis Moschovakis: does there exist a positive formula in ψ(x, R˜) in L(R˜), which does
not have a fixed point that lies in the constructive hierarchy up to the ωCK1 -level?
In Theorem 1 we show that the answer to this question is affirmative.
The Baire space N is the space ωω of all sequences of natural numbers together
with the product topology and the Cantor space is ω2, where the sequences take
values in 2 = {0, 1}. Given α, β ∈ N we say that α is hyperarithmetical in β if
the set
{ 〈k0, . . . , kn−1〉 ∈ ω | (∀i < n)[α(i) = ki] }
is a HYP (β) subset of ω. The latter is equivalent to saying the singleton {α} is a
∆11(β) set. We define
α ≤h β ⇐⇒ α is hyperarithmetical in β
α =h β ⇐⇒ α ≤h β & β ≤h α
α <h β ⇐⇒ α ≤h β & β 6≤h α.
The hyperdegree of α is the set {β | α =h β}. We fix in the sequel a subset
of the naturals that is Π11 and not ∆
1
1, for example Kleene’s O. When we write
O ≤h α we mean that the characteristic function χO ∈ N of O is ≤h-below α.
Finally we employ the notion of Σ0n- and ∆
1
1-recursive functions from effective
descriptive set theory.
Theorem 1. Consider the formula of L(R˜) defined by
ψ(y, R˜) ≡ (∃a, x, e)
{
y = 〈a, x〉 &
(
[a = 〈0, e〉 & x = e]
∨ [a = 〈1, e〉 & (∃t)(∀s)[〈{e}(〈t, s〉), x〉 ∈ R˜]
)}
.
Then ψ is positive and has no hyperarithmetical fixed points, i.e., no fixed point of
ψ belongs to LωCK
1
.
Remark 2. We note that our original version of the preceding result is that the
positive formula
ψ′(e,R) ⇐⇒ [e = 1] ∨ [e 6= 1 & (∃n)(∀m)[{e}(〈n,m〉) ∈ R]]
has no hyperarithmetical fixed points.
The employment of the formula ψ in favor of ψ′ and the subsequent modification
of the original proof was suggested to us by Yiannis Moschovakis. While ψ′ is
slightly simpler to define, we think that ψ provides a shorter and somewhat more
elegant proof.
We remark moreover that ψ is Π11 on Π
1
1 and Σ
1
1 on Σ
1
1 as well; the latter means
that if Γ ∈ {Σ11,Π
1
1} then for all sets P ⊆ N × N in Γ the set {(y, α) ∈ ω × N |
ψ(y, P (α)) holds} is in Γ as well. It follows from the Norm Induction Theorem (see
[4, 7C.8]) that its least fixed point is a Π11 set and its greatest a Σ
1
1 one. Therefore
from Theorem 1 these fixed points are proper Π11 and Σ
1
1 sets.
In the sequel we investigate some of the consequences of the preceding result.
Fixed points in complete partial orders. Obviously we can identify a subset
of ω with a member of ω2 and vice versa. We transfer the subset relation to members
of ω2 the usual way,
α ⊆ β ⇐⇒ (∀n)[α(n) = 1 −→ β(n) = 1].
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A function f : ω2 → ω2 is monotone if for all α ⊆ β we have f(α) ⊆ f(β).
Obviously the partially ordered space (ω2,⊆) is complete, i.e., every chain has a
supremum, and as it is well-known every monotone function in a complete partially
ordered space has a fixed point. It is natural to ask if there are arithmetical mono-
tone functions f : ω2 → ω2 without hyperaritmetical fixed points. The answer is
provided by Theorem 1.
Corollary 3. There exists a Σ04-recursive monotone function f : (
ω2,⊆)→ (ω2,⊆)
with no hyperarithmetical fixed points.
Proof. Consider the formula ψ(x, R˜) in Theorem 1. Clearly the associated operation
Φψ can be identified with the function
fψ :
ω2→ ω2 : fψ(α)(m) = 1 ⇐⇒ ψ(m,A) holds,
where A = {n | α(n) = 1}. Since ψ is positive, the functions Ψ and fψ are
monotone. Moreover for every fixed point α of fψ the set A = {n | α(n) = 1} is a
fixed point of ψ. Hence f has no hyperarithmetical fixed points. Finally we remark
that ψ is a Σ3 formula, which implies that f is Σ
0
4-recursive. ⊣
Unprovability in KP. As it was communicated to us by G. Ja¨ger, it was known
to him that the Kripke-Platek set theory (KP) with infinity cannot prove that an
arithmetical positive formula with parameters has fixed points. It is immediate from
Theorem 1 that the parameter-free version of the preceding result is also true:
Corollary 4. There is a positive (parameter-free) formula ψ(x, R˜) of L(R˜) such
that
KP+ (Axiom of Infinity) 6⊢ (ψ has a fixed point).
Relativization and uniformity . As usual one can relativize the preceding
result to a parameter in ω2 in a uniform way: we extend the language L(R˜) with a
new unary symbol Q˜ and we define ψ˜(x, R˜, Q˜) by replacing the e-th partial recursive
function {e} in the definition of ψ in Theorem 1 with {e}χQ˜ , where χQ˜ stands for
the characteristic function of Q˜. In other words the condition “〈{e}(〈t, s〉), x〉 ∈ R˜”
becomes
(∀k)(∀u = 〈u0, . . . , un−1〉)[(∀i < n)[u(i) = 0, 1 & [u(i) = 1↔ i ∈ Q˜]]
−→ 〈{e}2(u, 〈t, s〉), x〉 ∈ R˜],
where {e}2 stands for the e-th largest recursive function on ω2 to ω. Evidently ψ˜
is positive in R˜ (but not in Q˜).
It is immediate from the proof of Theorem 1 that for every set C ⊆ ω, the
positive formula ψ˜(x, R˜, C) of L(R˜) with constant C has no HYP (C)-fixed points.
The relativized version of Corollary 3 gives a Σ04-recursive function f :
ω2×ω2→
ω2 such that for all γ ∈ ω2 the section fγ : (ω2,⊆)→ (ω2,⊆) is monotone and has
no HYP (γ) fixed points. This in turn has an interesting application in classical
descriptive set theory.
Recall that a set P ∗ uniformizes the set P ⊆ X × Y, where X , Y are Polish
spaces, if P ∗ ⊆ P and for all x for which the section Px is non-empty there exists
exactly one y ∈ Y with (x, y) ∈ P ∗. The question of whether a given set P that
belongs to some pointclass Γ can be uniformized by a set P ∗ that is in Γ as well, is
prominent in descriptive set theory.
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Corollary 5. There exists a function f : ω2×ω2→ ω2 with the following properties:
(i) each section fγ : (
ω2,⊆) → (ω2,⊆) is monotone and therefore it has a
fixed point;
(ii) the function f is Σ
˜
0
4-measurable;
(iii) there is no Borel-measurable function u : ω2 → ω2 such that u(γ) is a
fixed point of fγ for all γ ∈ ω2.
In particular the set
P = {(γ, α) ∈ ω2× ω2 | f(γ, α) = α}
is Π
˜
0
4, has non-empty sections P (γ) for all γ ∈
ω2, and cannot be uni-
formized by any Borel set.
Proof. Consider the function f : ω2 × ω2 → ω2 as in the relativized version of
Corollary 3. Since f is Σ04-recursive it is also Σ
˜
0
4-measurable. Assume toward a
contradiction that there is a Borel-measurable function u : ω2→ ω2 that chooses a
fixed point for each section fγ . Then u would be ∆
1
1(ε)-recursive for some ε ∈
ω2
and consequently u(ε) would be a HYP (ε) fixed point of fε, contradicting the key
property of f . ⊣
For compactness reasons no function that satisfies Corollary 3 can be recursive.
We believe that if we replace the Cantor space with the Baire space and with a
necessary modification of ⊆ we can indeed obtain a recursive function f .
Conjecture 6. There is a Π01 partial ordering  on N such that every -chain has
a least upper bound and a function f : N ×N → N with the following properties:
(i) the function f is recursive;
(ii) each section fγ : (N ,) → (N ,) is monotone and therefore it has a
fixed point;
(iii) no fixed point of fγ is HYP (γ).
If f satisfies the conclusion of the preceding conjecture it follows as above that
the set
P = {(γ, α) ∈ ω2× ω2 | f(γ, α) = α}
is closed, has non-empty sections P (γ) for all γ ∈ ω2, and cannot be uniformized
by any Borel set.
Hypedegrees of fixed points. With the help of Theorem 1 we can derive some
results about the hyperdegrees of the fixed points of positive formulae.
Corollary 7. Consider the positive formula ψ of Theorem 1 and let
FIX(ψ) = {Q ⊆ ω | Q is a fixed point of ψ}
be the set of all fixed points of ψ. Then we have the following.
(1) Every hyperdegree from Kleene’s O and above is obtained by some fixed
point Q, i.e.,
(∀α)[O ≤h α −→ (∃Q ∈ FIX(ψ))[Q =h α]].
(2) There exists a decreasing sequence A0 ⊇ A1 ⊇ · · · ⊇ Ai ⊇ Ai+1 ⊇ . . . of
∆11 subsets of FIX(ψ) (we view the latter as a subset of the Baire space)
and a sequence of fixed points (Qi)i∈ω with Qi ∈ Ai such that
(∀Q ∈ Ai+1)[Q 6≤h Qi].
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In particular the hyperdegree of Qi does not appear in Ai+1. Additionally
the Qi’s can be chosen so that the relativized Church-Kleene ordinal ω
Qi
1
equals to ωCK1 .
Proof. We remark that the set FIX(ψ) is an arithmetical subset ofN ; this is because
Q is a fixed point of ψ ⇐⇒ (∀y ∈ ω)[y ∈ Q ←→ (ω,+, ·, 0, 1, R)  ψ(y,Q)],
and the satisfiability relation  is arithmetical.
As it is well-known every ∆11 set is the recursive injective image of a Π
0
1 subset
of N , see [4, 4A.7]; hence there exists recursive tree T and a recursive function
π : N → N such that FIX(ψ) is the image of the body [T ] of T under π. Moreover
π is injective on [T ].
Since π is recursive we have π(α) ∈ ∆11(α), and using the injectiveness of π, it
is not hard to see that we also have α ∈ ∆11(π(α)) and therefore π(α) =h α for all
α ∈ [T ]. Recall also that the ∆11-injective image of a ∆
1
1 set is also ∆
1
1; hence if
B ⊆ [T ] is ∆11 then Q := π[B] is also ∆
1
1, see [4, 4D.7]. The problem is therefore
reduced to a question about [T ] rather than FIX(ψ).
From Theorem 1 it follows that T had no ∆11-branches; hence it is a Kleene
tree, i.e., a recursive tree with [T ] 6= ∅ but [T ] ∩∆11 = ∅. As it was proved by H.
Friedman [2] every hyperdegreee from Kleene’s O and above occurs in the body of
a Kleene tree; hence we proved (1).
Assertion (2) is immediate from the following result (see the proof of [3, 3.13]):
For every Kleene tree S there exists a Kleene tree S′ ⊆ S and some γ ∈ [S]
with ωγ1 = ω
CK
1 such that [S
′] ∩∆11(γ) = ∅. Thus we can construct inductively a
decreasing sequence T0 = T ⊇ T1 ⊇ · · · ⊇ Ti ⊇ Ti+1 ⊇ . . . of Kleene trees and a
sequence (γi)i∈ω such that γi ∈ [Ti] and [Ti+1]∩∆11(γi) = ∅ for all i. We take then
Ai = π[[Ti]] and Qi = π(γi), i ∈ ω. ⊣
Question 8. We have seen above that FIX(ψ), where ψ is as in Theorem 1, is no
different from the body of a Kleene tree as far as ∆11-injections go. It would be
interesting to see if other results on latter trees can be transferred to the sets of fixed
points of positive formulae. For example it was proved by Fokina - S. Friedman
- To¨rnquist [1] that there are Kleene trees T, S and (α, β) ∈ [T ] × [S] such that
[T ] ∩∆11(β) = ∅ and [S] ∩∆
1
1(α) = ∅.
Do there exist positive formulae ψ(x, S), χ(x, S) and fixed points Qψ, Qχ of ψ
and χ respectively such that FIX(ψ) ∩∆11(Qχ) = ∅ and FIX(χ) ∩∆
1
1(Qψ) = ∅?
Question 9. In [3] it is asked if a minimal hyperdegree can occur in a Kleene tree,
and in the same article it is mentioned that the latter was solved by G.-Kihara. We
take the opportunity to announce that the solution of G.-Kihara (which remains
unpublished) contains a gap, so the preceding question remains open.
As above one can ask the similar question for the sets of fixed points of positive
formulae.
Does there exist a positive formula ψ such that FIX(ψ) contains a minimal hy-
perdegree but no ∆11 members?
The rest of this article is devoted to the proof of Theorem 1. The idea is to
show that every fixed point of ψ contains the information of all hyperarithmetical
sets, and thus it cannot be hyperarithmetical itself. To do this we need first a way
of encoding HYP .
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Encoding the HYP sets of naturals. For the needs of this proof we introduce
one more method of encoding the hyperarithmetical sets.
Definition 10. We consider the following formulae (in the corresponding exten-
sions of L),
ψ0(a, J) ⇐⇒ (∃e)[a = 〈0, e〉] ∨ (∃e)[a = 〈1, e〉 & (∀k)[{e}(k) ∈ J ]]
ψ1(a, x,A) ⇐⇒ (∃e)[a = 〈0, e〉 & x = e] ∨ (∃e)[a = 〈1, e〉
& (∃t)(∀s)[({e}(〈t, s〉), x) ∈ A]],
where above a, x ∈ ω, J ⊆ ω and A ⊆ ω2.
It is evident that the formulae ψ0 and ψ1 are monotone, hence they have a fixed
point. We define
I = the least fixed point of ψ0
Hp = the least fixed point of ψ1.
In other words the sets I and Hp are the least sets satisfying the equivalences
a ∈ I ⇐⇒ (∃e)[a = 〈0, e〉] ∨ (∃e)[a = 〈1, e〉 & (∀k)[{e}(k) ∈ I]](1)
(a, x) ∈ Hp ⇐⇒ (∃e)[a = 〈0, e〉 & x = e](2)
∨ (∃e)[a = 〈1, e〉 & (∃t)(∀s)[({e}(〈t, s〉), x) ∈ Hp]]
where a, x ∈ ω.
Remark 11. We make some simple remarks about the preceding definition.
(i) It is evident that the formulae ψ0 and ψ1 are Π
1
1 on Π
1
1, hence from the Norm
Induction Theorem the sets I and Hp are Π11.
(ii) It is useful in the sequel to describe the definition of I “from below”. Define
by recursion the family (Iξ)ξ: ordinal of subsets of ω as follows{
I0 = {〈0, e〉 | e ∈ ω}
Iξ = {〈1, e〉 | e ∈ ω & (∀k)(∃η < ξ)[{e}(k) ∈ Iη]}.
(3)
Of course the iteration stabilizes at some countable ordinal; in fact at ωCK1 .
We claim that I = ∪ξIξ. It is easy to check by induction that Iξ ⊆ I for all
ordinals ξ. Conversely, since I is the least fixed point of ψ0, it is enough to show
that ∪ξIξ is a fixed point, i.e., that it satisfies (1).
The latter is easy to do. If a ∈ ∪ξIξ then either a ∈ I0 in which case a = 〈0, e〉
for some e; or a ∈ Iξ for some ξ > 0, in which case for all k there exists η < ξ such
that {e}(k) ∈ Iη ⊆ ∪ζIζ . Hence the set ∪ξIξ satisfies the direct implication of (1).
For the converse implication it is clear that if a satisfies the first conjunct then
a ∈ I0, and if a satisfies the second one then a = 〈1, e〉 for some e and for all k there
exists some ηk such that {e}(k) ∈ Iηk ; then a ∈ Iξ, where ξ = sup{ηk | k ∈ ω}+1.
We fix once and for all the sequence (Iξ)ξ defined in (3).
Definition 12. Given a ∈ I we define the norm |a|I of a as follows:
|a|I = the least ξ such that a ∈ Iξ.
(Recall from Remark 11 that I = ∪ξIξ.) It is evident that
|a|I = 0 ⇐⇒ (∃e)[a = 〈0, e〉] and(4)
|a|I > 0 & a = 〈1, e〉 =⇒ (∀k)[{e}(k) ∈ I & |{e}(k)|I < |a|I ].(5)
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The next lemma is the main part of the proof and it requires many detailed
computations.
Lemma 13. For every hyperarithmetical set H ⊆ ω there exists some a ∈ I such
that
H = Hp(a) = {x | (a, x) ∈ Hp}.
In fact with some more work one can show that the converse of the preceding
lemma is also true, i.e., that Hp(a) ∈ HYP for all a ∈ I, but we will not need this
here.
Now we proceed to the proof of Lemma 13. To do this we recall some notions
from effective descriptive set theory.
An effective Borel σ-algebra on ω (or according to [4, 7B] an effective σ-
field) is a family S of subsets of ω for which there is a surjective “coding” function
π : D → S, where D ⊆ ω is the “set of codes”, which satisfies the following
properties:
(a) Every singleton {i} is uniformly in S, i.e., there is a recursive function u1 :
ω → ω such that for all i, u1(i) ∈ D and π(u1(i)) = {i} (in other words u1(i)
is a code for {i}).
(b) The family S is uniformly closed under complementation, i.e., there is a recur-
sive function u2 : ω → ω such that for all a ∈ D, u2(a) ∈ D and π(u2(a)) =
ω \π(a) (in other words u2(a) is a code for the complement of the set encoded
by a).
(c) The family S is uniformly closed under effective countable unions, i.e., there
is a recursive function u3 : ω → ω such that for all e ∈ ω for which {e}(i) ∈ D
for all i ∈ ω we have u3(e) ∈ D and π(u3(e)) = ∪i∈ωπ({e}(i)) (in other words
u3(e) is a code for the countable union of the sets encoded by {e}(i), i ∈ ω).
As it was proved by Kleene the family of all ∆11 subsets of ω is the least effective
Borel σ-algebra on ω, see [4, 7B.7]. Since HYP = ∆11 it suffices to show that the
family
S = {Hp(a) | a ∈ I}
is an effective Borel σ-algebra. We take D = I and
π : I → S : π(a) = Hp(a).
Obviously π is surjective. We establish the rest of the properties. Recall the family
(Iξ)ξ defined in (3).
Regarding the property (a) we take
u1 : ω → ω : u1(i) = 〈0, i〉, i ∈ ω.
Clearly the function u1 is recursive and u1(i) ∈ I0 ⊆ D for all i. Further
x ∈ π(u1(i)) ⇐⇒ x ∈ Hp(u1(i))
⇐⇒ x ∈ Hp(〈0, i〉)
⇐⇒ x = i,
for all x, i. It follows that u1(i) is a code for {i} for all i.
The remaining two uniform closure properties require much more work, and in
fact we have to deal with (c) first.
Claim 1. There exists a recursive function f0 : ω → ω such that for all a ∈ I we
have f0(a) ∈ I, |f0(a)|I > 0 and Hp(f0(a)) = Hp(a).
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Proof of the claim. By a simple application of the Recursion Theorem we can find
a recursive function g0 : ω → ω such that for all a ∈ ω we have {g0(a)}(k) = a for all
k. We take f0(a) = 〈1, g0(a)〉, a ∈ ω and we claim that this is the required function.
Clearly f0 is recursive, if a ∈ Iξ and k ∈ ω we have that {g0(a)}(k) = a ∈ Iξ. So
from (3) it follows that f0(a) = 〈1, g0(a)〉 ∈ Iξ+1 ⊆ I. Therefore f0(a) ∈ I and
from (4) it is clear that |f0(a)|I > 0 for all a ∈ I. Further we compute
x ∈ Hp(〈1, g0(a)〉) ⇐⇒ (∃t)(∀s)[x ∈ Hp({g0(a)}(〈t, s〉))] (from (2))
⇐⇒ x ∈ Hp(a), (from the key property of g0)
for all x, a. In other words Hp(f0(a)) = Hp(a), for a ∈ I.
We introduce some further notation. Given x, i ∈ ω we define (x)i as follows: if
x = 〈x0, . . . , xn−1〉 and 1 ≤ i < n then (x)i = xi ; else (x)i = 0. By ϕ : ωn ⇀ ω we
mean that ϕ is a partial function on ωn to ω and by ϕ(x) ↓ that x belongs to the
domain of ϕ. The e-th largest partial recursive function on ωn to ω is denoted by
{e}n. Moreover we denote the functions of the s-m-n Theorem by smn : ω×ω
m → ω.
Just for the needs of (c) we fix a recursive bijection π : ω2 → ω; given n ∈ ω we
put (n0, n1) := π−1(n), i.e., if n = π(i, t) then n0 = i and n1 = t. When we write
(k)j0, j = 0, 1, we mean that we take first the number (k)0 and then we apply π
−1,
i.e., π((k)00, (k)
1
1) = (k)0 for all k.
Next we define the partial function ϕ : ω3 ⇀ ω as follows:
ϕ(e0, e, k) ↓ ⇐⇒ {e}((k)
0
0) ↓ and {g0({e}((k)
0
0))}(〈(k)
1
0, (k)1〉) ↓,
where g0 = (f0)1 and f0 is as in the preceding claim. When ϕ(e0, e, k) ↓ we put
ϕ(e0, e, k) = {g0({e}((k)
0
0))}(〈(k)
1
0, (k)1〉).(6)
The definition of ϕ is so arranged that
ϕ(e∗0, e, 〈π(i, t), s〉) = {g0({e}(i))}(〈t, s〉)(7)
for all i, t, s for which ϕ(e∗0, e, 〈π(i, t), s〉) ↓ .
From the Recursion Theorem there exists some e∗0 such that for all e, k for which
ϕ(e∗0, e, k) ↓ we have
ϕ(e∗0, e, k) = {e
∗
0}
2(e, k) = {s11(e
∗
0, e)}(k).(8)
We define
u3 : ω → ω : u3(e) = 〈1, s
1
1(e
∗
0, e)〉.
Clearly u3 is a recursive function; suppose that e ∈ ω is such that {e}(i) ∈ D = I
for all i ∈ ω. We show first that u3(e) ∈ I. Let k ∈ ω, we need to show that
{s11(e
∗
0, e)}(k) ∈ I. The value {e}((k)
0
0) is defined and is a member of I from the
choice of e. Moreover from the properties of f0 we have y(e, k) := f0({e}((k)
0
0)) ∈
∪ξ≥1Iξ and so
{(y(e, k))1}(〈(k)
1
0, (k)1〉) ∈ I.
On the other hand, using that g0 = (f0)1, we get
{(y(e, k))1}(〈(k)
1
0, (k)1〉) = {g0({e}((k)
0
0))}(〈(k)
1
0, (k)1〉) = ϕ(e
∗
0, e, k)
where in the last equality we used (6). Therefore ϕ(e∗0, e, k) is defined and in fact
it is a member of I. It follows from (8) that
{s11(e
∗
0, e)}(k) = ϕ(e
∗
0, e, k) ∈ I.
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It remains to show that Hp(u3(e)) = ∪i∈ωHp({e}(i)) to complete the proof of (c).
From the properties of f0 it suffices to show that Hp(u3(e)) = ∪i∈ωHp(f0({e}(i))).
Recall that (f0(a))0 = 1 for all a ∈ I (in fact for all a ∈ ω - we can see this from the
proof of the preceding claim). Recall also from above that ϕ(e∗0, e, 〈π(i, t), s〉) ∈ I
for all i, t, s. We compute,
x ∈ ∪i∈ωHp(f0({e}(i))) ⇐⇒ (∃i)[x ∈ Hp(f0({e}(i)))]
⇐⇒ (∃i)(∃t)(∀s)[x ∈ Hp({(f0({e}(i)))1}(〈t, s〉))]
(from (2) since (f0)0 = 1 on I)
⇐⇒ (∃i)(∃t)(∀s)[x ∈ Hp({g0({e}(i))}(〈t, s〉))]
⇐⇒ (∃i)(∃t)(∀s)[x ∈ Hp(ϕ(e∗0, e, 〈π(i, t), s〉))] (from (7))
⇐⇒ (∃n)(∀s)[x ∈ Hp(ϕ(e∗0, e, 〈n, s〉))] (π is surjective)
⇐⇒ (∃n)(∀s)[x ∈ Hp({s11(e
∗
0, e)}(〈n, s〉))] (from (8))
⇐⇒ x ∈ Hp(〈1, s11(e
∗
0, e)〉) = Hp(u3(e)) (from (2))
for all x ∈ ω. This proves (c).
It remains to show (b). To do this we need two more claims.
Claim 2. There exist recursive functions h : ω → ω and r : ω2 → ω such that for
all e ∈ ω we have
{h(e)}(t) = 〈0, r(e, t)〉, t ∈ ω,(9)
and
{r(e, t) | t ∈ ω} = ω \ {e}.(10)
Proof of the claim. We consider the recursive function r : ω2 → ω defined by
r(e, t) =
{
t, if t 6= e
t+ 1, else.
It is easy to check that {r(e, t) | t ∈ ω} = ω \ {e} for all e ∈ ω.
Obviously the function (e, t) 7→ 〈0, r(e, t)〉 is recursive, hence there is some e∗
such that
〈0, r(e, t)〉 = {e∗}2(e, t) = {s11(e
∗, e)}(t)
for all e, t. It is then clear that the function h(e) = s11(e
∗, e), e ∈ ω, satisfies the
required properties.
Claim 3. Consider the total recursive functions u3 and h constructed above. To
simplify the notation we put
x(a, t, s) = {(a)1}(〈t, s〉)
for all a, t, s for which {(a)1}(〈t, s〉) ↓ .
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Then there exist recursive functions f : ω2 → ω and g : ω → ω that satisfy the
following equations
{g(a)}(m) = u3(f(a, (m)1)), for all a,m ;(11)
{f(a, t)}(s) =
{
u3(h((x(a, t, s))1)), if (x(a, t, s))0 = 0,
〈1, g(x(a, t, s)))〉, else,
(12)
for all a, t, s ∈ ω for which {(a)1}(〈t, s〉) is defined.
Proof of the claim. We define the following functions ϕ : ω4 → ω,
ϕ(e1, e2, a,m) = u3(s
3
1(e2, e1, a, (m)1))
so that
ϕ(e1, e2, a, 〈k, t〉) = u3(s
3
1(e2, e1, a, t))
and ϕ : ω5 ⇀ ω,
ϕ′(d1, d2, a, t, s) ↓ ⇐⇒ {(a)1}(〈t, s〉) ↓
If ϕ′(d1, d2, a, t, s) ↓ then
ϕ′(d1, d2, a, t, s) =
{
u3(h((x(a, t, s))1)), if (x(a, t, s))0 = 0,
〈1, s21(d2, d1, x(a, t, s))〉, else,
where -as in the statement- x(a, t, s) = {(a)1}(〈t, s〉).
From the Recursion Theorem there exist e∗1, d
∗
1 ∈ ω such that
ϕ(e∗1, e2, a,m) = {e
∗
1}(e2, a,m) = {s
2
1(e
∗
1, e2, a)}(m)(13)
for all e2, a,m, and
ϕ′(d∗1, d2, a, t, s) = {d
∗
1}(d2, a, t, s) = {s
3
1(d
∗
1, d2, a, t)}(s)(14)
for all d2, a, t, s for which {(a)1}(〈t, s〉) ↓ .
We define
g(a) = s21(e
∗
1, d
∗
1, a), and
f(a, t) = s31(d
∗
1, e
∗
1, a, t),
where a, t ∈ ω.
Given a,m we have
{g(a)}(m) = {s21(e
∗
1, d
∗
1, a)}(m) (definition of g)
= ϕ(e∗1, d
∗
1, a,m) (from (13))
= u3(s
3
1(d
∗
1, e
∗
1, a, (m)1)) (definition of ϕ)
= u3(f(a, (m)1)). (definition of f)
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Moreover if a, t, s are such that {(a)1}(〈t, s〉) ↓ we have
{f(a, t)}(s) = {s31(d
∗
1, e
∗
1, a, t)}(s) (definition of f)
= ϕ′(d∗1, e
∗
1, a, t, s) (from (14))
=
{
u3(h((x(a, t, s))1)), if (x(a, t, s))0 = 0,
〈1, s21(e
∗
1, d
∗
1, x(a, t, s))〉, else,
(definition of ϕ′)
=
{
u3(h((x(a, t, s))1)), if (x(a, t, s))0 = 0,
〈1, g(x(a, t, s))〉, else.
(definition of g)
This completes the proof of the claim.
For the remaining of this proof we fix the functions f, g, h from the preceding
two claims.
Finally we define the function
u2 : ω → ω : u2(a) =
{
u3(h((a)1)), if (a)0 = 0
〈1, g(a)〉, else.
Since g and h are recursive functions it is clear that u2 is recursive as well. It
remains to show that u2(a) ∈ I and Hp(u2(a)) = ω \ Hp(a) for all a ∈ I. We do
this by induction on |a|I . The functions h and g, f are to settle the basis and the
inductive step respectively.
Basis step. Suppose that a ∈ I0 is given and let e ∈ ω be such that a = 〈0, e〉;
then u2(a) = u3(h(e)). Recall the function r : ω
2 → ω in Claim 2 so that from
(9) it holds {h(e)}(t) = 〈0, r(e, t)〉 for all t. Obviously {h(e)}(t) ∈ I0 ⊆ I for all t,
hence from the properties of the function u3 we have u3(h(e)) = u2(a) ∈ I.
Moreover we compute
x 6∈ Hp(a) ⇐⇒ x 6∈ Hp(〈0, e〉)
⇐⇒ x 6= e (from (2))
⇐⇒ (∃t)[x = r(e, t)] (from (10))
⇐⇒ (∃t)[x ∈ Hp(〈0, r(e, t)〉)] (from (2))
⇐⇒ (∃t)[x ∈ Hp({h(e)}(t))] (from (9))
⇐⇒ x ∈ Hp(u3(h(e))) (key property of u3)
for all x ∈ ω. Hence ω \Hp(a) = Hp(u3(h(e))) = Hp(u2(a)).
Induction step. Suppose that a ∈ I with |a|I > 0 is given. We assume that for
all b ∈ I with |b|I < |a|I it holds
u2(b) ∈ I and Hp(u2(b)) = ω \Hp(b).
Since |a|I > 0 there is some e ∈ ω such that a = 〈1, e〉. Moreover u2(a) = 〈1, g(a)〉.
We fix for the moment some t, s ∈ ω. Recall from (5) that {e}(〈t, s〉) is de-
fined, is a member of I, and moreover |{e}(〈t, s〉)|I < |a|I . Clearly {e}(〈t, s〉) =
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{(a)1}(〈t, s〉) = x(a, t, s) in the notation of Claim 3. Also we remark that
u2({e}(〈t, s〉) = u2(x(a, t, s))
=
{
u3(h((x(a, t, s))1)), if (x(a, t, s))0 = 0,
〈1, g(x(a, t, s))〉, else,
= {f(a, t)}(s),(15)
where in the last equality we used the equation (12) which is applicable because
{(a)1}(〈t, s〉) = {e}(〈t, s〉) ↓ .
Next we show that u2(a) = 〈1, g(a)〉 is in I. Given t, s ∈ ω we have from above
that |{e}(〈t, s〉)|I < |a|I ; it follows from the induction hypothesis and (15) that
u2({e}(〈t, s〉)) = {f(a, t)}(s) ∈ I. Since s is arbitrary we have from the properties
of u3 that u3(f(a, t)) ∈ I for any t ∈ ω. Recall from (11) that {g(a)}(m) =
u3(f(a, (m)1)) for all m; by taking t = (m)1 it follows from the preceding that
{g(a)}(m) ∈ I for all m. From (1) we get 〈1, g(a)〉 ∈ I.
To establish the second property, given x ∈ ω we compute
x 6∈ Hp(a) ⇐⇒ x 6∈ Hp(〈1, e〉)
⇐⇒ (∀t)(∃s)[x 6∈ Hp({e}(〈t, s〉))] (from (2))
⇐⇒ (∀t)(∃s)[x ∈ Hp(u2({e}(〈t, s〉)))] (ind. hypo.)
⇐⇒ (∀t)(∃s)[x ∈ Hp({f(a, t)}(s))] (from (15))
⇐⇒ (∀t)[x ∈ Hp(u3(f(a, t)))] (key property of u3)
⇐⇒ (∃k)(∀t)[x ∈ Hp({g(a)}(〈k, t〉))] (from (11))
⇐⇒ x ∈ Hp(〈1, g(a)〉) (from (2))
⇐⇒ x ∈ Hp(u2(a)). (definition of u2)
Hence Hp(u2(a)) = ω \ Hp(a) and the inductive step is complete. This concludes
the proof of the lemma.
Lemma 14. If Q is a fixed point of ψ then for all a ∈ I and all x ∈ ω we have
x ∈ Hp(a) ⇐⇒ 〈a, x〉 ∈ Q.
Proof. This is done by induction on |a|I . Suppose that a is in I and that |a|I = 0.
Then from (4) and (2) we get a = 〈0, e〉 for some e ∈ ω and Hp(a) = {e}. We then
compute
x ∈ Hp(a) ⇐⇒ x = e
⇐⇒ ψ(〈〈0, e〉, x〉, Q) (definition of ψ)
⇐⇒ 〈〈0, e〉, x〉 ∈ Q (Q is a fixed point)
⇐⇒ 〈a, x〉 ∈ Q
for all x ∈ ω.
Assume now that |a|I > 0 and that the assertion is true for all b ∈ I with
|b|I < |a|I . Then a has the form 〈1, e〉 for some e, and from (5) we have {e}(k) ∈ I
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and |{e}(k)|I < |a|I for all k. We compute
x ∈ Hp(a) ⇐⇒ x ∈ Hp(〈1, e〉)
⇐⇒ (∃t)(∀s)[x ∈ Hp({e}(〈t, s〉))] (from (2))
⇐⇒ (∃t)(∀s)[〈{e}(〈t, s〉), x〉 ∈ Q] (by the ind. hyp.)
⇐⇒ ψ(〈〈1, e〉, x〉, Q) (definition of ψ)
⇐⇒ 〈〈1, e〉, x〉 ∈ Q (Q is a fixed point)
⇐⇒ 〈a, x〉 ∈ Q,
for all x ∈ ω. This concludes the inductive step. ⊣
Lemma 15. No fixed point Q of ψ is hyperarithmetical.
Proof. Suppose that Q is a fixed point of ψ. If it were Q ∈ HYP then the set
P = {x ∈ ω | (∃a, k)[x = 〈a, k〉 & 〈a, x〉 6∈ Q]}
would be hyperarithmetical as well. From Lemma 13 there would be some a∗ ∈ I
such that P = Hp(a∗). Using Lemma 14 we compute
〈a∗, 0〉 ∈ Hp(a∗) ⇐⇒ 〈a∗, 0〉 ∈ P
⇐⇒ 〈a∗, 〈a∗, 0〉〉 6∈ Q
⇐⇒ 〈a∗, 0〉 6∈ Hp(a∗),
a contradiction. ⊣
References
[1] Ekaterina B. Fokina, Sy-David Friedman, and Asger To¨rnquist. The effective theory of Borel
equivalence relations. Ann. Pure Appl. Logic, 161(7):837–850, 2010.
[2] Harvey M. Friedman. Borel sets and hyperdegrees. J. Symbolic Logic, 38:405–409, 1973.
[3] Vassilios Gregoriades. Classes of Polish spaces under effective Borel isomorphism.Mem. Amer.
Math. Soc., 240(1135):vii+87, 2016.
[4] Y.N. Moschovakis. Descriptive set theory, Second edition, volume 155 ofMathematical Surveys
and Monographs. American Mathematical Society, 2009.
