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Testing the Assumptions of the Network Paradigm for Studying Depression 
Debbie Huang 
 
Depression is a major public health problem. Decades of research have been conducted to create 
a classification system aligned with the complex phenomenological features of depression.  The 
dominant classification system for depression is the latent paradigm, which conceptualizes 
observable symptoms of depression as effects of an underlying disorder. There is increasing 
evidence, however, that the latent model is inadequate to inform the prognosis and treatment of 
depression. Specifically, evidence is accumulating that symptoms of depression do not 
necessarily arise due to an underlying condition, but that symptoms occur as a network in which 
each one is causally related to a previous symptom. This dissertation critically evaluated the 
underlying assumptions of this “network paradigm,” one of the frameworks which had been 
proposed as an alternative to the traditional latent paradigm, as an appropriate model for studying 
depression. The first chapter systematically evaluated empirical depression network studies 
regarding whether the study design included an examination of the paradigm’s assumptions. In 
the second chapter, I investigated the relationships among depressive symptoms and determined 
whether causal relationships among depressive symptoms, a key assumption underlying this 
paradigm, could be a plausible explanation. The last chapter investigated a central controversy 
 
 
within the network literature regarding consistent findings and measurement error. The first 
chapter found that the majority of depression network studies published in the literature were not 
capable of providing empirical support of symptom causal relationships and often neglected to 
investigate the impact of measurement error. The second chapter estimated a significant 
relationship between two depressive symptoms - sadness and anhedonia, using an inverse 
probability treatment-weighted regression estimation approach in the context of longitudinal 
data. Causal relationships among symptoms, a key assumption underlying the network paradigm, 
may be a plausible explanation for the depressive symptom relationships. The third chapter 
found that statistical network models are not robust to measurement error through a series of 
simulation studies. Measurement error remained a general threat against the network paradigm, 
and existing network findings should be interpreted with caution. Overall, the network paradigm 
may be appropriate for study depression, but existing findings should be interpreted with caution. 
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Depression is a common mental health disorder characterized by persistent feelings of sadness 
and diminished interest in activities that consequently impair mental and physical function 1. 
Instruments to measure and diagnose depression have been controversial since the clinical 
phenomena of depression or precursor clinical phenomenon such as melancholia was first 
characterized 2-5. In the United States, diagnostic criteria are based on the recommendation of 
manuals such as the Diagnostic Statistical Manual of Mental Disorder (DSM). The DSM is a 
classification system consistent with the latent paradigm, the dominant belief that mental 
disorders and their symptoms are effects of an underlying dysfunction in the individual 6,7. There 
is increasing evidence, however, that the latent model is inadequate to inform prognosis and 
treatment of depression 8-11. The current clinical diagnosis of depression requires the presence of 
five or more of nine depressive symptoms for at least two weeks and a change in the previous 
functioning. At least one of the symptoms must be depressed mood or loss of interest or pleasure, 
and diagnoses are precluded by several other disorders (e.g. psychotic disorders, bipolar) as well 
as other symptom explanations (e.g. symptoms caused by substance use or medical illness) 6. 
However, individuals who have fewer than five depressive symptoms and do not meet diagnostic 
criteria may still experience impaired function12, increased suicidality 13,14, and can benefit from 
therapeutic treatments 15-17 18. Given the misalignment between diagnosis and prognosis, the 
current classification of depression appears to have limited utility in supporting future research 




There is also accumulating evidence that symptoms of depression do not necessarily arise due to 
an underlying condition, but that symptoms occur as a “network” in which symptoms are 
causally related to each other in a chain of events and emotional states 19-22. Thus, the 
phenomenon of depression that is observed may be due to the progression of a causally related 
network, rather than the emergence of symptoms because of an underlying condition. This causal 
network model directly contradicts the latent model’s explanation of depression and has 
prompted a call for a paradigm shift.  
 
Although this new network paradigm has been proposed, there has been little focus on testing the 
underlying assumptions for model validity, making it difficult to determine whether this model is 
appropriate for examining depressive symptoms. Prior to empirically validating the network 
paradigm versus the latent paradigm, fundamental epidemiological studies are needed to test 
whether the premise of the network paradigm is valid. First, there has been an increasing number 
of depression network studies 23,24, but there has been limited synthesis of the existing literature 
to determine whether results are converging or not. It is unclear how has findings advanced our 
understanding of depression and whether network findings empirically support the many 
assumptions underlying a network paradigm. A systematic review investigating the network 
model for depression and support for its assumptions would close this knowledge gap.  
 
Second, the premise of the network approach rests on symptom-symptom causal relationships. 
To date, no studies within or outside the network context has substantiated a causal relationship 
between depressive symptoms. Experiences of depressive symptoms can change over time, but 
most existing depression network studies utilize cross-sectional data 23,24. Since network findings 
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from cross-sectional data describe correlations among symptoms without examining an 
underlying causal model, longitudinal data is needed to demonstrate temporal precedence 
between symptoms. Longitudinal data can better capture changes in experiences that occur over 
small- and longer-time intervals, which is more ideal for evaluating how depressive symptoms 
change over time.  
 
A longitudinal data study, alone, however, is insufficient to infer causation. In observational 
studies, a major limitation is the exposure groups cannot be directly compared due to various 
sources of non-exchangeability (i.e., confounding, selection bias). One way to address issues of 
non-exchangeability is to adopt an inverse probability treatment-weighted (IPTW) regression 
estimation approach which combines an outcome regression and inverse-propensity score 
weighting. A propensity score, which is the conditional probability of treatment, may balance 
sources of non-exchangeability between the exposed and unexposed groups, under the 
assumptions that all sources of non-exchangeability are measured and included in the calculation 
of the score and the score is corrected calculated. The use of an IPTW-weighted regression 
estimation approach in a longitudinal context can better address concerns related to 
exchangeability to isolate the causal effect of one depressive symptom (e.g., loss of interest) on 
another depressive symptom (e.g., sadness). 
 
Last, existing studies on network models of depression have inconsistent findings, which may be 
in part due to measurement error. Specifically, previous studies have relied on scales that 
measure a varying number of depressive symptoms, at various time periods, and with 
heterogeneous validity for measuring depression. Thus, raising concerns about non-replication 
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and model inconsistency due to reliability and validity concerns regarding the depressive 
symptoms included 25-27. Outside of the mental health network literature, simulations studies that 
have examined the robustness of random and social networks to measurement error 28,29. 
Findings are difficult to extrapolate to the context of symptom networks, because depression 
networks are measured by a great variety of depression instruments and have different structural 
compositions. Depending on the instrument used, there can be different amount and forms of 
measurement error, which then could have different impacts on the strength and way associations 
are made between depressive symptoms. A simulation study testing the robustness of depression 
networks to measurement error would address this gap.  
 
Given the limitations in the current literature, the goal of this dissertation was focus on and begin 
evaluating the assumptions of the network paradigm in studying depression. This dissertation 
consists of three chapters. Chapter 1. To systematically review evidence on causal relationships 
among depressive symptoms and impact of measurement error within the network literature on 
depressive symptoms to evaluate the support of the credibility of the network paradigm.  
Chapter 2. To estimate potential causal relationships among depressive symptoms using an 
IPTW-weighted regression estimation approach in the context of longitudinal data. Chapter 
3. To determine the robustness of depression networks to different forms and amount of 







Chapter 1: Depression Networks: A Systematic Review of the 
Paradigm Assumptions  
1.1 Introduction  
The network paradigm was proposed based on the thought-provoking idea that mental disorders 
are networks made up of mental health symptoms causing each other 30-32. This fundamental 
assumption of symptoms causing each other contrasts with the traditional latent paradigm. In the 
traditional paradigm, the assumption is that symptom relationships are correlational and that 
those correlations arise because symptoms are caused by an underlying disorder that is not 
directly measurable. For example, common symptoms of depression include depressed mood, 
self-blame, insomnia, fatigue, and concentration problems. Under the latent paradigm, these 
symptoms are associated with each other because the underlying dimension of depression caused 
each symptom. Under the network paradigm, the symptoms are directly causally related to each 
other. That is, depressed mood hypothetically caused self-blame. Self-blame then caused 
insomnia. As a result of being fatigued, the individual also experiences the inability to sleep and 
has problems concentrating.  
 
The adoption of the network paradigm has gained popularity over the past decade, particularly 
for the study of depression. Since 2008, there have been more than 240 network studies on 
mental health psychopathology. In this time, researchers have widely applied and integrated this 
paradigm to examine a variety of mental health topics including, but not limited to, comorbidity, 
remission and onset of symptoms, development psychopathology, and biological psychiatry, etc. 
Nearly one-third of empirical network studies have examined depressive symptoms 24. Studies 
that have adopted the network paradigm have yielded two consistent findings regarding the 
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psychopathology of depression. First, a recent systematic review of 65 empirical network studies 
characteristics (e.g., sample type, instrument estimated, and reliability of findings) 23 found a 
multitude of depressive symptom associations. Moreover, these associations remained even after 
controlling for other depressive symptoms and demographic covariates (e.g., age, gender, and 
depression severity status). Second, studies suggest symptoms appear to mutually reinforce each 
other over time. That is, the presence of symptoms may impact the presence and severity of other 
symptoms in the network 19,22. By examining symptom dynamics, network studies have begun to 
uncover some of the complex mechanisms of depression, making the network paradigm 
potentially a useful tool for furthering our understanding of depression. However, the reviews 
also identified several major limitations with depression network studies.   
 
Although the adoption of the network paradigm may be valuable for the study of mental 
disorders, researchers have also raised concerns about the credibility of existing depression 
network studies. To date, two systematic network literature reviews23,24 and one narrative review 
33 have noted limitations of the network literature. First, there is a reliance on cross-sectional data 
and the production of undirected correlation networks, which are unable to infer causation. 
Undirected graphs do not contain information about directionality and consist of joint 
correlations between nodes that may or may not account for the fact that correlations may be due 
to shared relationships with other symptoms. There are very few studies that produce directed 
networks, which utilize longitudinal data and depict the temporal ordering between symptoms. 
The lack of empirical evidence for symptom causal relationships is a critical threat to the 




Second, researchers remain apprehensive about the accuracy of mental health measures. Network 
studies lack reliability or consistency across study results. Studies often focus on identifying the 
most influential symptom as measured by centrality indices, which are statistical measures that 
summarize and identify important node relationships within a network. However, studies have 
failed to identify a consistent set of central symptoms. Forbes and colleagues examined network 
results between and within two similar epidemiological samples but still found poor replicability 
in centrality results. It is unclear whether the lack of reliability of findings is due to chance or 
methodological error. However, the lack of reliability hinders generalizability and identification 
of meaningful difference between group and time. The lack of reliable findings has sparked a 
number of debates 25-27. Measurement error in the assessment of depressive symptoms remains 
an important explanation for the lack of reliability within depression network studies that need to 
be further investigated.  
 
There are several limitations with the current network paradigm review studies. First, beyond 
critiques about the use of cross-sectional datasets, reviews do not assess whether the existing 
studies are empirically sound for supporting causal relationships among symptoms. That is, study 
characteristics such as sample size, source population, and analytic methods could impact the 
ability of the study to infer causation but have not been throughout interrogated by the current 
reviews. Causal inference assumptions have also not been discussed. Second, despite the 
concerns about the consistency of results and accuracy of mental health measures, the reviews do 
not elaborate on the extent to which measurement error has been investigated. Causal 
relationship among symptoms and precision of measurement are core assumptions to the 
credibility of the network paradigm. An in-depth investigation of these issues within the network 
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literature is needed prior to the widespread application of this paradigm. Last, it is unclear to 
what extent these limitations impact the results and conclusions from newer depression network 
studies.  
 
A systematic review investigating depression network studies on the credibility of their 
assumptions would close this knowledge gap. Thus, the aim of the review is to synthesize the 
existing literature to 1) evaluate the reliability of network findings by examining whether 
centrality results are converging or not and 2) evaluate the quality of empirical studies by 
assessing whether studies are designed to support symptom causal relationships. The second aim 
will also include an evaluation of the quality of empirical studies by assessing whether they have 
examined the impact of measurement error.  
 
1.2 Methods  
Registration 
I followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 
statement for the conduct of the systematic review. The methods of the search, search terms, 
inclusion/exclusion criteria, and analysis were registered in advance with PROPERO.  
 
Search Strategy 
The systematic review sought to capture all English, full-text articles of depression network 
studies, published between 2008-2021.  Since the network paradigm was first proposed in 2008, 
the search excluded studies prior to this year. The search was conducted in the PubMed, ISI, 
Web of Science, and PsycINFO databases, which are all major databases in capturing various 
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psychiatry, psychology, data science, and public health journals. Search terms were broad and 
included: (“network approach” OR “network analysis” OR “network perspective” OR “causal 
system” OR “symptom network”) AND (“depression” or “depressive”). Reference lists of the 
identified articles were further screened to capture any articles missed by the search terms or 
databases. 
 
Screening and Selection-Inclusion and Exclusion Criteria  
Search results were imported into Covidence for systematic review management. After removing 
the duplicate studies, titles and abstracts were screened to ensure the search criteria (i.e., English, 
peer-reviewed, full-text, and between 2008-2021) have been met.  
 
There were two steps to the screening process. In the first step, two reviewers (DH and SM) 
independently reviewed titles and abstracts. Disagreements were discussed until reaching 
consensus.  The selected full-text articles were then assessed according to the following inclusion 
and exclusion criteria. I) Studies were related to the network paradigm. Previous reviews had not 
provided explicit criteria for what constituted a network study 23,24,33. However, for the present 
review, I defined a depression network study as a study that had the results which produced a) a 
network graph or b) centrality results of depressive symptoms. These screening criteria excluded 
any study, for example, which evaluated social networks, brain circuitry networks, and 
healthcare system networks.  II) Studies included measures of depressive symptoms. Unlike 
previous reviews, which examined a variety of psychological phenomenon, the current review 
only focused on depression. Studies where the unit of analysis was another psychiatric disorder 
(e.g., Dysthymia, Generalized Anxiety Disorder, Post-Traumatic Stress Disorder), were 
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excluded. III) Studies examined only depression networks. Network studies that examined the 
network of depression with another disorder or discussed “bridge symptoms” in the findings 
were excluded.  
 
In the second step of the screening process, full articles were then categorized by the study 
type—theoretical (n=8), methodological (n=9), or empirical (n=41). Theoretical articles were 
studies that provided an explanation for the network paradigm or theory but did not provide any 
empirical analysis. Methodological articles were studies that reported empirical results, but the 
goal was to demonstrate the robustness of the network model to a specific bias or test models for 
a specific assumption. Findings in methodological studies inform how statistical analysis should 
be conducted. Empirical articles were studies that reported analytic results, and the findings 
informed the psychopathology of depressive symptoms. The purpose of this review was to 
evaluate the quality of studies that adopted the network paradigm to understand the 
psychopathology of depressive symptoms. Thus, only empirical studies were included in this 
review. A summary diagram of the search and screening is shown in Figure 1.1. 
 
Data Extraction and Analysis 
The following pieces of information were extracted from the articles: source population, study 
design (i.e., cross-sectional, longitudinal), sample size, network analytic design (i.e., un-directed 
network, directed network), the depressive instrument used, number of symptoms measured, 





Symptom centrality is generally measured by centrality indices. Common indices for undirected 
networks included strength, betweenness, and closeness. Strength, also known as degree, 
described how strongly nodes are connected to each other. Closeness provided information on 
the distance between a node to other nodes in the system. Betweenness described how often a 
node acted as a mediator or bridge between two other nodes, which provided information on how 
strongly a node can disrupt information flow within a network 34.  Common centrality indices 
within directed network included in-strength/degree and out-strength/degree. In-strength referred 
to reactivity to other symptoms. Out-strength referred to the likelihood of impacting other 
symptoms. Nodes with high values on the common indices are the most central on that index. 
When more than one index was used in a study, the most central node is generally determined by 
the judgment of the investigator. In this review, central symptoms reported by any of these 
indices were extracted.  For example, if the study found the symptoms sadness had a high 
betweenness score and fatigue had a strength score, the review would record both sadness and 
fatigue as central symptoms.   
 
Exchangeability and positivity are key assumptions for causal identification under the 
counterfactual approach to causal inference 35,36. Exchangeability is the lack of confounding, 
which are common causes of the exposure and outcome of interest 37,38. Positivity assumes there 
is an individual for every observed combination of exposure and covariates 39. Thus, any 
methods or discussion of two causal assumptions (i.e., exchangeability or positivity), assessment 
of positivity, addressing non-exchangeability (e.g., regression adjustment, control group), 
whether studies made any causal claims about depressive symptoms within its conclusion, and 
discussion of causality within its limitation were recorded. Measurement error is a common 
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source of unobserved non-exchangeability 35,40. Thus, any discussions of instrument validity and 
reliability (i.e., psychometrics of instrument), the impact of measurement error (i.e., amount, 
source), and any post-hoc or sensitivity analysis to evaluate the impact of measurement error 
were also documented.   
 
Causality Study Assessment Tool 
Previous study assessment tools, guidelines, and the studies of causality were limited in their 
ability to evaluate the methodology and findings of network studies (e.g., directed network). 
Thus, I developed a causality index to specifically evaluate network studies.  
 
The studies were evaluated based on the study design, sample size, analytic design, adjustments 
for non-exchangeability, and assessment or discussion of other causal assumptions. Study design, 
sample size, and analytic design are important considerations in existing study quality 
assessment tools such as GRADE and STROBE. Adjustments for non-exchangeability and 
assessment or discussion of other causal assumptions were considered based on the 
counterfactual approach framework 35,36,41. Discussion and adjustments for measurement error 
were also included as considerations for non-exchangeability. The extracted information was 
rated and tallied, where a higher score signifies a better ability to provide empirical support of 






There were 41 empirical network studies identified which focused on depressive symptoms. The 
majority (63.41%) of these studies were published after 2019. The sample size of studies ranged 
from 69 to 254,443, with a median of 724. Half of the studies were conducted among community 
samples (n=21), and half were conducted among clinical samples (n=20). There were 36 
undirected network studies; 25 cross-sectional studies (See Table 1.2), and 11 longitudinal 
studies (See Table 1.3). There were five studies that reported directed network results, as shown 
in Table 1.4. Depressive symptoms were most commonly assessed using the Beck’s Depression 
Inventory-II and Center of Epidemiological Studies Depression Scale. The median number of 
symptoms measured was 16 (range of 7-178 symptoms).  
 
Consistency of Centrality Findings 
Centrality findings varied by the type of network study- cross-sectional undirected, longitudinal 
undirected, and directed. Within undirected cross-sectional network studies, the centrality results 
were highly variable and inconsistent. However, the most commonly reported central symptoms 
in undirected cross-sectional network studies were sadness and worthlessness. There were 15 
studies that reported sadness as one of the central symptoms (15 highest strength, 4 betweenness, 
and 3 closeness). There were 8 studies that reported worthlessness as one of the central 
symptoms (7 highest strength, 3 betweenness, and 2 closeness). Within undirected longitudinal 
studies, fatigue was the most central symptom at baseline networks and sadness was most central 







Of the 41 studies assessed, 70.3% had some discussion related to an assumption of causal 
inference (See Table 1.5). But only 5% of the studies had mentioned sources of confounding or 
non-exchangeability that were not related to measurement error. None of the studies assessed 
positivity. About 88% adjusted for other depressive symptoms as potential confounders of the 
depressive symptom relationships. This included the 5 studies which had conducted sensitivity or 
post-hoc analysis to examine the impact of measurement error. For 46.3% of the studies, the 
inability to infer causation was mentioned as a limitation. Based on the causal inference index 
score, depression network studies scored an average of 3.46 out of a possible score of 10 (See 
Table 1.6).  
 
1.4 Discussion  
Depression network studies have expanded, particularly in the past two years. This expansion is 
a demonstration of the increasing interest to adopt the network approaches to study depression. 
However, the review revealed several challenges that continue to impede the credibility of 
network studies and the network paradigm.  
  
First, the majority of depression network studies are not capable of providing empirical support 
of symptom causal relationships. Although the goal of these studies was not to directly test for 
causal relationships among symptoms, the analytic design heavily undermined the findings. 
Symptom correlations can suggest causation or confounded associations, such as by a shared 
latent construct. Results may be explained by the network paradigm, the latent paradigm, or 
unmeasured factors. The majority of the studies failed to meet the criteria laid out within the 
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causal assessment tool. Namely, depression network studies are still mostly conducted with 
cross-sectional data or are analyzed cross-sectionally, producing undirected network results. 
These studies are unable to demonstrate the precedence of symptoms. The reliance on cross-
sectional data has been criticized by previous reviews of the general network literature 23,24,33. 
Results from the current review further found that this practice continues within newer 
depression network studies.  
 
Also, depression network studies had rarely assessed the full series of causal assumptions. In a 
seminal paper, Borsboom (2017) defined a causal relationship between symptoms as, “the 
presence of a causal connection means that, if an (experimental or natural) intervention changed 
the state of one symptom, this would change the probability distribution of the other symptom.” 
42 This definition is consistent with the counterfactual framework of causal inference, in which 
positivity and exchangeability are the major assumptions 35,36. In this review, approximately 88% 
of the studies adjusted for sources of non-exchangeability. The majority of the adjustment had 
been limited to only existing study symptoms within the network. However, in order to isolate 
the independent association between two symptoms, adjustment of another symptom is not 
sufficient. Previous studies have found factors such as age 43, gender44, and severity 45 are 
important contributors to the depression experience. Consideration of these factors and other 
potential sources of common causes of depressive symptoms should also be considered in future 
network studies.  
 
Also, I found that positivity was never assessed in any of the studies. Positivity, in general, refers 
to sparse or no data. Violation of positivity is important because estimates may be biased or not 
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valid. For example, a comparison of individuals that experienced sadness and did not experience 
sadness is not valid or logical if data from one of the groups was not collected. As previously 
stated, the majority of studies adjust for other existing symptoms within the network. The 
tendency to adjust for a large number of covariates within an analysis suggests positivity is likely 
to be violated. Thus, depression network studies, in principle, are conducted under the 
assumption that symptom causal relationships exist. However, in practice, studies seldomly 
discussed or adequately tested these criteria.   
 
Depression network studies must be designed to better inform a potential causal relationship 
between depressive symptoms. Future studies should attempt to 1) utilize longitudinal data and 
analytic designs, and 2) assess causal inference assumptions. This includes considering all 
potential sources of non-exchangeability and incorporate more rigorous methods for adjusting 
for non-exchangeability. Also, studies must take caution to not violate positivity. Studies 
incorporate both longitudinal study design and assessment of causal inference assumptions 
would better support potential causal relationships and demonstrate the credibility of the network 
paradigm.   
 
Second, depression network studies neglected to investigate the impact of measurement error. In 
the context of depression network studies, measurement error is the inability to capture all or 
aspects of depressive symptoms 46. However, other than recall bias, the majority of studies do not 
discuss the validity and reliability of the instrument used or explore the impact measurement 
error. This is particularly concerning given the fact that this review also found that centrality 
results appeared to vary across different studies, and inconsistency remains a critical concern 25-27 
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33. Other than within longitudinal cross-sectional studies, centrality results are largely varied 
across studies. Considering that depressive symptoms were also measured by a variety of 
instruments, measurement error may be an important contributor to the difference in findings. 
 
Measurement of depressive symptoms is subject to numerous sources of error. Underreporting of 
symptoms and recall bias are common sources of measurement error 47. Different instruments 
assessed different numbers of symptoms, and symptoms are assessed with different levels of 
precision. For example, the Becks Depression Inventory (BDI) assessed 21 depressive symptoms 
48. The Patient Health Questionnaire (PHQ-9) only assessed 9 symptoms 49. And while the BDI 
assessed loss of interest and loss of pleasure as separate symptoms, the PHQ-9 assessed for both 
symptoms together as anhedonia. Due to these varying sources of error and precision, at any 
given moment, each symptom could be impacted by measurement error.  
 
Measurement error may be ever-present and depending on the amount and type of measurement 
error, it can impact the connection between symptoms. Measurement error is a common form of 
unobserved source of non-exchangeability. The cumulative effect of measurement error across 
symptoms could result in different network structures and centrality indices. Results from 
previous robustness studies of non-mental health network studies have found centrality indices 
are prone to be influenced by measurement error 50-53. The robustness of mental health network 
findings to measurement error should be investigated.  
 
In consideration of the issue of reliability and measurement error, future investigations should 
consider the following recommendations. First, studies should, at a minimal, discuss the 
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reliability and validity of instruments. Studies need to better consider the number of symptoms 
measured, how well depressive symptoms are captured, and discuss or explore the impact of 
measurement error on the interpretation of results. Also, studies are needed to examine the 
robustness of depression networks to measurement error. This would be useful for understanding 
how measurement error may contribute to inconsistent results across depression network studies. 
 
1.5 Limitations  
The current study has the following limitations. First, the search was conducted using three 
major databases (PubMed, ISI Web of Science, and PsycINFO databases), which should be 
sufficient in capturing various psychiatry, psychology, data science, and public health journals. 
Reference lists of the identified articles were also screened to capture any missed articles. 
However, it is still possible that studies published in smaller, international, or specialty journals 
were missed.  
 
Second, the review excluded 81 depression comorbidity studies. There is a large body of 
literature that examined the network structure of depressive symptoms and other mental 
disorders. These studies focused on identifying symptoms that link disorders together (i.e., 
“bridge symptoms”). Consideration of causality and measurement error are more complex in 
these studies. There are potentially more sources of non-exchangeability and measurement error 
since symptoms from multiple disorders must be considered. Examination of the comorbidity 





Fourth, the proposed study utilizes self-made indices to evaluate how well current studies 
evaluate and support the assumptions of the depression network. Study characteristics were 
chosen based on existing evaluation tools, causal frameworks, and previous studies. However, 
these indices merely act as a tool to summarize the existing network findings and are not 
validated measures of study causal validity. Future studies could consider different or more in-
depth criteria.  
 
1.6 Conclusion  
 The network paradigm promises to revolutionize the study of depression. There is 
growing enthusiasm to adopt this approach. However, there are important gaps within this 
literature that must be addressed. Future network researchers should take caution when designing 
studies. There is a need to empirically test the causal relationship among symptoms and test the 
robustness of centrality results to measurement error. Prior to the widespread utilization of these 




1.7 Figures and Tables 
Figure 1.1  PRISMA Flow Diagram-Depression Network Review  
 
Figure from:  Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses: The PRISMA Statement. PLoS Med 6(7): e1000097. 
doi:10.1371/journal.pmed1000097   
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Table 1.1 Study Assessment Tool for Causal Inference 
Factors 
Study Design  Cross-sectional (0) 
Longitudinal (1) 
Sample size Small sample, <1000 (0) 
Larger sample, >=1000 (1) 
Network Analytic Design  Un-directed (0) 
Un-directed across time (1) 
Directed network (2) 
Discussed Causal Assumptions 
(i.e., exchangeability and 
positivity)1 
Discussed 0 assumptions (0) 
Discussed 1 assumption (1) 
Discussed 2 assumption (2) 
Assessed Positivity Did not assess (0) 
Did assess (1) 
Adjustments for non-
exchangeability2 
Did not assess (0) 
Did assess (1) 









Sum Score (Max=10) 
 
 
Note: 1Discussion of exchangeability included any discussions about the validity and reliability of instruments (i.e., 
psychometrics) and any potential sources of measurement error (e.g., recall bias).  2Adjustements for non-exchange 







Table 1.2.  Undirected Cross-sectional Depression Studies Characteristics (N=25) 
Authors Year Population Sample 
Size 




Cramer, A. O, 
et al. 














Fried, E. I, et 
al. 




L. A., et al. 










Jr., et al. 




S., et al. 





van Loo, H. 
M., et al. 
2018 Community 5784 CIDI 24 NA 
Hartung, T. J. 
, et al. 







M. C. , et al. 






Baez, L. M. 
and Heller, A. 
S. 








Murri, M., et 
al. 
























Stroebe, M. S, 
et al. 
2020 Community 724 CES-D 15 NA 
Castellanos, 
MA; Ausin, 
B., et al. 







Filippo, et al. 
2020 Clinical 2758 DSM-IV-TR 23 Psychomot
or agitation 
de la Torre-
Luque, A. , et 
al. 






de Vos, S. , et 
al. 











Fried, E. I. , 
et al. 
2020 Clinical 2321 IDS 30 NA 
Hakulinen, 
C., et al. 










Lass, A. N. S. 
, et al. 











Park, S. C. , 
et al. 









Gijzen, M. , 
et al. 







Pan, H. M. 
and Liu, Q. 
2021 Community 484 CES-D 20 Sadness 
Vetter, J. S. , 
et al. 






Abbreviations: Patient Health Questionnaire-9 (PHQ-9); Hamilton Rating Scale for Depression (HDRS); Beck 
Depression Inventory-II (Becks); Inventory of Depressive Symptomatology (IDS); Center of Epidemiological 
Studies Depression Scale (CES-D); International Classification of Diseases (ICD); Composite International 




Table 1.3. Undirected Longitudinal Depression Studies Characteristics (N=11) 
Authors Year Population Sample 
Size 




Fried, E. I. , 
et al. 
2015 Community 515 CES-D 11 NA 
Koenders, 
M. A. , et al. 









, et al. 
2016 Clinical 2876 Quick IDS-
Self Report 
14 Sadness and 
Fatigue 
van Borkulo, 
C. , et al. 
2016 Clinical 515 IDS 9 Decreased 
interest and  
Fatigue 
Semino, L. 
N. , et al. 
2017 Clinical 110 Becks 21 Emotional 
regulation 
Bos, F. M. , 
et al. 
2018 Clinical 178 Becks 178 Loss of interest 
and fatigue 
McElroy, E. , 
et al. 





10 Sadness and 
fatigue 
Airaksinen, 
J. , et al. 
2020 Community 7779 CES-D 8 Sadness 
Berlim, M. 
T. , et al. 
2020 Clinical 151 Quick IDS-
Self Report 
9 Sadness and 
fatigue 
Mullarkey, 
M. C. , et al. 
2020 Community 295 Quick IDS-
Self Report 
16 NA 
Smetter, J. B. 
, et al. 
2021 Community 177 Becks 
(extended) 
22 Loss of 
Interest/pleasur
e and fatigue 
 
Abbreviations: Beck Depression Inventory-II (Becks); Inventory of Depressive Symptomatology (IDS); Center of 







Table 1.4. Directed Network Depression Studies Characteristics (N=5) 
Authors Year Population Sample Size Instrument Number of 
Symptoms 
Dejonckhee
re, E. , et al. 
2017 Community 112 Symptoms based on 
DSM-5 
11 
Yang, X. , 
et al. 
2018 Community 150 CES-D 20 
Aalbers, G. 
, et al. 




N. , et al. 





K. , et al. 
2021 Community 72971 EURO_D  12 
 
Abbreviations: Diagnostic and Statistical Manual of Mental Disorders (DSM); Hamilton Rating Scale for 







Table 1.5. Depression Network Study Assessment Tool-Causal Inference Items  
Characteristic Number of Studies Percentage of Studies 
Longitudinal Data  16 39.02% 













Discussed Casual Assumption  29 70.3% 
Discussed positivity 0 0% 
Discussed sources of 
exchangeability  
5 12.2% 
Provided psychometrics of 
instruments 
23 56.1% 
Discussed source of 
measurement error 
8 19.51%  
 
Assessed for positivity 0 0% 
Adjusted for exchangeability 36 87.8% 
Adjusted for Measurement 






Made a causal conclusion 1 2.44% 





Table 1.6. Depression Network Study Assessment Tool Causal Inference Score 
Score Number of Studies Percentage  
0 1 2.44 
1 3 7.32 
2 6 14.63 
3 15 36.59 
4 4 9.76 
5 7 17.07 
6 4 9.76 
7 1 2.44 
 







Chapter 2: Estimation of the Causal Relationship between Core 
Depressive Symptoms 
2.1 Background  
As defined by the common diagnostic classification systems (e.g., Diagnostic Statistical Manual 
of Mental Disorder (DSM) and International Classification of Disease (ICD)), depression is a 
major public health problem. Depression is estimated to affect more than 5-6% of the global 
population each year and 11-14.6% over the course of a lifetime 54 . This highly prevalent and 
detrimental mental disorder is associated with increased morbidity and mortality 55. The World 
Health Organization projects depression will become the top leading cause of disease burden 
worldwide by 2023 56. There is great urgency to reduce the burden and life suffering caused by 
depression. However, controversies about the measurement and diagnosis of depression pose 
challenges for further research and disease management.  
 
The commonly used diagnoses of depression rely on the identification of key symptoms that are 
assumed to be indicative of the disorder. As Andrew Solomon describes, “The first thing that 
goes is happiness. You cannot gain pleasure from anything. That’s famously the cardinal 
symptom of major depression.” 57 Sadness and diminished interest in activities, collectively 
known as anhedonia, are two core symptoms underlying the phenomenology of depression 
experience and their traditional diagnoses. For example, under the DSM, the clinical diagnosis of 
depression requires the presence of five or more of nine depressive symptoms for at least two 
weeks and a change in the previous functioning 6. The nine symptoms include depressed mood, 
anhedonia, weight loss or changes in appetite, insomnia, restlessness, fatigue, guilt, inability to 
concentrate, and suicidal thoughts. At least one of the symptoms must be depressed mood or 
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anhedonia to meet diagnostic criteria for depression. This paradigm for diagnosing depression is 
also known as the latent paradigm of mental disorder. The observable nine symptoms are 
assumed to be caused by a non-observable disorder; thus, the symptoms arise due to depression 
and are what we can see and measure in order to determine the presence of the disorder.  
 
The latent paradigm imposes a series of assumptions about the nature of depression. The model 
assumes that the disorder causes the symptoms; symptoms are correlated with each other because 
they are a consequence of the underlying pathology, not because the symptoms cause each other 
directly. As an analogy, if a person with a brain tumor experiences headaches, sudden seizures, 
and hearing problems, the assumption is that the brain tumor is the cause of the symptoms and 
exists independently of the symptoms. Once the brain tumor is removed, the symptoms no longer 
coexist together.  The same paradigm, however, may not be adequate for explaining a disorder 
like depression. If a person does not experience sadness, loss of interest, or the minimum number 
of other depressive symptoms, the person cannot be diagnosed with depression. Unlike a brain 
tumor, depression does not exist independently of the symptoms. The assumption becomes that 
depressive symptoms make up the disorder, and depression cannot exist independently of its 
symptoms.58 
 
The network paradigm emerged around 2008 in response to dissatisfaction with the latent 
paradigm of mental illness. This paradigm for the study of psychopathology was proposed by a 
group in the Netherlands as one of the alternatives to the latent paradigm 58. Under the network 
paradigm, “disorders” are complex, mutually reinforcing systems of symptoms that are causally 
related to each other 31 32. The fundamental assumption of this paradigm is that symptom 
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relationships are directly causally related to each other, rather than being correlated due to 
arising from the same underlying construct. The disorder of depression is made up of a network 
of causal chains. There may be multiple different symptom pathways that can be activated, 
resulting in heterogeneity in the presentation of the disorder. There may be a lag in effect on the 
system, and the system may be self-sustained via feedback loops 42,59.  
 
The network paradigm may be a better perspective to capture the complex features of depression. 
Studies that conducted intraindividual analyses of depression experience revealed interaction and 
lags between different mood states and symptoms that are consistent with the network paradigm 
19-22. Furthermore, the network paradigm is consistent with clinician causal theories of 
depression, in which depressive symptoms do not hold an equal role in the psychopathology of 
the disorder 58,60. The network paradigm can offer a new perspective for research and 
management of depression.  
 
One of the key assumptions for the validity of the network paradigm is that symptoms cause one 
another directly. Yet, empirical evidence for this assumption has been limited. Particularly for 
the core symptoms- sadness and anhedonia, there have been no studies that examined how these 
symptoms longitudinal predict each other.  Within the general depression literature, there are 
only a small number of axillary studies that have investigated the causal, longitudinal 
relationship among sadness and anhedonia with other depressive symptoms 61-65. In particular, 
Buckner 2008 investigated whether the presence or absence of sadness or anhedonia is 
longitudinally associated with a different pattern of depressive symptoms 65. Results suggested 
sadness and anhedonia each predicted different patterns of depressive symptom experiences. The 
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existing findings are in alignment with the existing literature that symptom relationships may be 
more than correlational and are plausible causes of change in other depressive symptoms. More 
investigation, however, is needed to examine the relationship between sadness and anhedonia 
specifically.  
 
Within the depression network literature, empirical evidence for symptom-symptom causal 
relationships is also limited. Existing studies have largely not been set up to evaluate this 
assumption. There are more than 37 studies that have examined depression networks using cross-
sectional data and approximately 5 studies that have used longitudinal data (See Chapter 1). All 
42 depression network studies were conducted under the assumption that causal relationships 
among depressive symptoms existed. While the goal of these studies was to identify associations 
underlying potential causal structure and not directly test for causal relationships among 
symptoms, the analytic design heavily undermines the findings. Cross-sectional data cannot 
demonstrate temporal precedence of symptoms. While longitudinal data can demonstrate 
temporal order between symptoms, these longitudinal studies lacked a control group or are 
unable to control for confounding (i.e., common causes of the exposure and outcome symptoms). 
Symptom correlations can suggest causation, consistent with the network paradigm. Correlations 
can also suggest confounded associations, such as by a shared latent construct. There are 
multiple explanations for correlation findings. The credibility of the network paradigm for 
studying depression within the network literature has yet to be determined.  
 
Thus, prior to empirically validating the network paradigm versus the latent paradigm, 
fundamental epidemiological studies are needed to test whether the premise of the network 
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paradigm is valid. To do so, a rigorous assessment of whether there is evidence consistent with 
causal relationships among symptoms is needed. Longitudinal data can demonstrate temporal 
precedence between symptoms, which cross-sectional studies cannot. Also, granular data which 
could capture changes in experiences that occur over small- and longer-time intervals would be 
ideal for evaluating how depressive symptoms change over time. 
 
However, while longitudinal observational data can provide us information on the temporal 
ordering of depressive symptoms, it’s insufficient alone to infer causation without additional 
assumptions. Exchangeability is a key assumption for causal inference. But a caveat of 
observational studies is that exposure groups cannot be directly compared due to various sources 
of non-exchangeability (i.e., confounding, selection bias). Inverse probability weighting (IPW) is 
a way to address concerns of non-exchangeability. IPW involves the application of a propensity 
score, which is the conditional probability of a depressive symptom being present. Assuming all 
potential sources of non-exchangeability are accurately measured and accounted for within the 
propensity score, weighting can balance sources of non-exchangeability. However, this approach 
also assumes that there is no model misspecification in the application of the IPW, which is 
difficult if not impossible to verify. The estimation approach in this study combines efforts of 
inverse probability weighting (IPW) and regression control. Combining the IPW with a 
regression model provides an additional layer of protection against model miss-specification. As 
long as one of two approaches is correctly specified, the model should yield an estimate that 
minimizes bias due to confounding. By addressing exchangeability and verifying causal 
assumptions are met, this longitudinal study of depressive symptoms could better isolate 




The present study will utilize an IPTW-weighted regression estimation approach in the context 
of longitudinal data to test the plausibility of one piece of the network paradigm of depressive 
symptoms, that symptoms can be causally related to other symptoms. If there is evidence for 
symptom-symptom causal relationships, then this can provide preliminary support for the 
assumption underpinning the network paradigm. The study will specifically focus on two core 
depressive symptoms and examine four symptom relationships- sadness on sadness, loss of 
interest on loss of interest, sadness on loss of interest, and loss of interest on sadness.  
 
2.2 Methods 
Data Source and Sample 
The study utilized data from Project Transitions 66, a longitudinal study of social role transition, 
alcohol use, and mental health in young adults. Project Transition included a community sample 
of 779 healthy young adults, ages 18-24, recruited between February 15, 2015 to January 2016 
67. Participants resided in the Seattle area at baseline, drank at least one alcoholic beverage in the 
past year, had an email address, and consented to the study. After the initial baseline 
assessments, participants completed an online monthly survey for 24 months with an 
approximately 86.8% response rate (~80% retention rate). Additional information regarding the 
study procedures can be found in Patrick et al. 2018 68. 
 
Table 2.1 provides a summary of the study sample. At baseline, the average age was 20.6 years 
old. A little less than half (44%) of the sample was male. In terms of sexual orientation, 77% 
identified as being straight. The majority of the sample identified as White (59%) and non-
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Hispanic White (91%). Most were born in the United States and spoke English at home.  The 
majority of the sample had some college, an associate degree, or a vocational degree and made 
an annual income of less than $10,000.  In terms of health indicators, 94% reported having health 
insurance. The average perceived stress level was moderate; 25.61 out of a total score of 56. In 
the past month, the average of days of marijuana use was about 4.62 days. The average 
frequency of alcohol use was about 2-3 times per month.  
 
Measures  
Depressive symptoms were the main exposures and outcomes of this study and were assessed 
using the Patient Health Questionnaire 2 (PHQ) 69. Subjects were assessed monthly, “How often 
have they been bothered by the following over the past 2 weeks?- Little interest or pleasure in 
doing things; and feeling down, depressed, or hopeless?” Items were rated from 0 (Not at all) to 
3 (Nearly every day) and recoded into 0 (Not Present) and 1 (Present).   
 
In addition to measures of depressive symptoms, the study also included a number of baseline 
demographics and health measures. The variables were selected based on both previous literature 
and the availability of the data. Variables and scales that had been consistently collected at 
multiple timepoints throughout the study were prioritized. Baseline sex, race, ethnicity, language 
spoken at home, Perceived Stress Scale 70, Neighborhood Safety Protocol score 71, nativity, and 
religious influence were included as time-invariant variables. Sex (male vs. female) and ethnicity 
(Hispanic vs. non-Hispanic) were assessed as binary variables. Race (White vs. non-White), 
language spoken at home (English vs. non-English), nativity (born in the US vs. born outside the 
US), and religious influence (influence vs. not influential) were recoded into binary variables.  
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Perceived Stress Scale and Neighborhood Safety Protocol score were treated as continuous 
variables.  
 
Time-varying variables included age, full-time employment status, education, annual income, 
health insurance status, sexual orientation, past 30-day marijuana use, and frequency of alcohol 
consumption in the past month. Age, full-time employment status, past 30-day marijuana use, 
and frequency of alcohol consumption in the past month were assessed monthly. Age (in years) 
and marijuana use (in days) are continuous variables. Full-time employment was collected as a 
binary variable (Yes vs. No). The frequency of alcohol consumption was assessed as a 7-level 
ordinal variable from 0 (Never) to 7 (Everyday).  Sexual orientation was assessed every 6 
months and recoded into a binary variable (straight vs. other).  Education, annual income, and 
health insurance were assessed every 12 months. Education was recoded into a 3-category 
variable (High school diploma, GED, or less than High School; Some college, associate degree, 
or vocational degree; and Bachelor or Graduate degree). Annual income was also recoded into a 
3-category variable (less than $4000, $4000-$12,000, or more than $12,000). Health insurance 




The study incorporated a washout period of two months. Washout periods are commonly built 
into randomized control studies where there is concern that the treatment effects in earlier 
treatment periods can carry over when the assessment of later treatments are made 72. The goal of 
the washout period was to separate two treatment times to eliminate potential carry-over effects. 
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In the current study, the causal relationship between two symptoms (e.g., sadness causes loss of 
interest) over a one-month period was averaged across the whole study. Since symptom casual 
relationships occurred multiple times for a participant over the course of the study, the washout 
period addressed the concern that later symptom effects were affected by earlier symptom effects 
by requiring a period of inactivity. Two months was chosen because the DSM-V considered an 
individual to be in remission of depression if the individual experienced a period with no 
symptoms for at least two months 6.  
 
Figure 2.1 provides a schematic of the washout period in this study. With X representing the 
symptom sadness and Y representing the symptom loss of interest, X caused Y multiple times for 
each participant. For participant 1, X occurred at month 1 (T1) and caused Y at T2. Next, the 
participant did not experience (i.e., symptoms were not present) X or Y at T3 and T4.  This is the 
washout period. Then, the participant experienced X at T5 and Y at T6.  Since the participant 
met the criteria for two months of washout (T3 and T4), the study assumed that the latter event at 
T5 to T6 was not a direct result of earlier events (T1 to T2), and the effects were averaged. 
Participant 2, on the other hand, experienced X at T3 and Y at T4. Then, the participant also 
experienced X at T5 and Y at T6. Since the events were consecutive, participant 2 did not meet 
the washout criteria and was excluded, so two causal events were not averaged.  The inclusion of 
a washout period made several strong assumptions about the dynamics of symptoms and did not 
consider the individual symptom histories. However, this approach enabled the study to 
incorporate multiple occurrences of symptom causality within one individual and enable the 




Estimating the propensity scores 
The study took an IPTW-weighted regression estimation approach towards addressing sources of 
non-exchangeability, that is, that individuals with and without a particular depressive symptom at 
any point in time may be different on other causes of future depressive symptoms. The initial 
step was to estimate propensity scores, which should balance measured sources of non-
exchangeability if calculated and applied correctly.  First, the propensity score for sadness and 
loss of interest at each time period was estimated for each participant using a logistic regression 
model. The model included the past month’s experience of the depressive symptom as well as 
the other core depressive symptom. For example, in the model predicting loss of interest, the 
model included experiences of loss of interest in the previous month and sadness in the 
concurrent month. Since prior research suggests most of the demographic and health indicator 
variables in our study have some association with depressive symptoms, all descriptive variables 
were included in the model. In addition, two-way interactions between these covariates were 
incorporate to improve fit.  
 
Next, the distribution of propensity scores between those that experienced and did not experience  
depressive symptoms was visualized and examined to ensure there is sufficient overlap. Overlap 
signified there are comparable counterparts between the comparison groups. Moreover, the lack 
of overlap signified potential positivity violations 39.  The distribution of propensity scores for 
both depressive symptoms in this study did not perfectly overlap, which is common for 
observational studies. However, to ensure comparability,  the analysis was restricted to the range 
which overlap occurred (i.e., “common support”). For the symptom, loss of interest, the 
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propensity score was restricted to between a probability of 0.0022132 and  0.95406. For the 
symptom, sadness, the propensity score was restricted to between 0.0003134 and 0.978891.  
 
Calculation of Weights 
Propensity scores were applied as inverse-probability weights. The weights were calculated by 
taking the inverse of the probability of exposure symptom status and stabilized by multiplying 
the probability of the depressive symptom. The distribution of weights was examined. 
Participants with large weights (>10) were excluded from the study. Sensitivity analysis did not 
find the exclusion to alter study findings.   
 
Outcome Regression Model 
The main regression model was fitted and weighted using a generalized estimating equation 
(GEE). GEE estimated the average effect, controlling for within-subject variability. The 
outcomes were the two depressive symptoms sadness and loss of interest, Yit. The predictor was 
the presence of the exposure symptom sadness or loss of interest, lagged by one month,  Ai,t-1. 
The model was weighted by the stabilized weights for A i,t-1. In addition to stabilization and 
restriction, baseline covariates were included Wi,t=0, into the regression model to reduce the 
influence of inflated weights. The full GEE model would be ?̂? =P(Yit =1 | Ai,t-1, Wi,t=0) = exp ( 
𝛽! +	𝛽"𝐴#,%&" + 𝛽'W(,)*!) / [1+ exp (𝛽! +	𝛽"𝐴#,%&" + 𝛽'W(,)*!)] . 
 
Specifications for the model included Poisson distribution and logit for the link. The working 
correlation matrix was designated as independent.  Robust standard error was reported to adjust 





Sensitivity analyses were conducted to explore the effects of varying washout periods. The study 
made the assumption that multiple occurrences of causality within an individual are independent 
through the incorporation of a washout period. With a shorter period of washout, there is less 
confidence that the events are independent. There is greater suspicion that latter events are 
directly related to previous events of causality (i.e., reverse causation or feedback loops). With a 
longer period of washout, there is greater confidence that the occurrences of causality within an 
individual are independent. However, longer periods of washout may also introduce immortal 
time bias. Immortal time bias is caused by study designs that have a period of follow-up time 
where the study outcome cannot occur. 74,75 The washout introduces this bias by restricting the 
analysis to participants who had not experience the outcome symptom (i.e., the symptom is not 
present) until after they have finished the washout and developed the exposure symptom. 
Immortal time bias tends to result in an effect that favors those with the exposure symptom 
because the restriction results in an outcome advantage for the exposure group. There is a trade-
off between biases-reverse causation versus immortality time bias. The sensitivity analysis 
explored this trade-off by examining varying washout periods (e.g., 0, 2, 6, and 12 months). 
Results can provide insight on how the periods of washout may change the conclusion of the 
findings and confirm or refute our intuitions about symptom causal relationships over time. Also, 
varying the washout period would vary the restriction, allowing me to evaluate the impact of 
immortal time bias.  
 
Analysis of Missing Data 
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Of the 779 participants, 73 had dropped out of the study, 343 had some missing depressive 
symptom information, and 580 had some missing demographic information. Missingness was 
handled through two approaches. For dropouts, attrition weights were calculated and 
incorporated into the inverse probability weights. Logistic regression was used to estimate the 
probability of being a complete case versus being missing (i.e., censored). Baseline demographic 
variables associated with the missing pattern were included in the model.  The attrition weight 
was then calculated by taking the inverse probability of being a complete case in the study.  
 
Item-level missing was addressed using multiple imputations by fully conditional specification. 
Ten data sets were imputed with model baseline demographic variables as predictors, and model 
effects were combined using Rubin’s rules. All analyses were conducted using SAS 9.4.  
 
Quantitative Bias Analysis  
To evaluate the impact of unmeasured confounding, quantitative bias analysis was also 
conducted using a web-based program developed by Jiang and Fox (2021) 76. The analysis 
estimated bias-adjusted risk ratios for symptoms, assuming a varying prevalence of unmeasured 
confounding and confounder-outcome associations. That is, the prevalence of unmeasured 
confounding among those with and without the exposure symptom ranged from 0-100%, and the 




Main effect (with 2-month washout) 
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Table 2.2 shows the effects of depressive symptoms. When comparing those with and without 
the presence of loss of interest, the unadjusted risk ratio of sadness and loss of interest one month 
later was respectively, 4.17 (95% CI: 2.80, 6.20)  and 2.76 (95% CI: 1.96, 3.89). 
Comparing those with and without sadness, there was a 4.10 higher risk for sadness (95% CI: 
2.83, 5.96) and 3.42 (95% CI: 2.30, 5.09) higher log risk for loss of interest one month later.  
 
After adjusted for the potential confounding using the IPTW-weighted regression, the magnitude 
of the association decreased. Comparing those with and without the presence of loss of interest, 
the risk of sadness one month was 2.76 (95% CI: 1.95, 3.90), and the risk of loss of interest one 
month later was 3.31 (95% CI: 2.29, 4.78). For those with and without sadness, the risk of 
sadness one month later was 3.29 (95% CI: 2.38, 4.54), and the risk of loss of interest one month 
later was 2.77 (95% CI: 1.92, 4.01). 
 
Sensitivity Analysis (varying washout period) 
The two-month washout excluded 14 participants (~2% of the sample). To address concerns 
about multiple causal occurrences and immortal time bias, a series of adjusted sensitivity 
analyses were carried to vary the washout period. Results from the sensitivity of the analysis 
found the magnitude of the relationships slightly decreased as the washout period increased. For 
the relationship between loss of interest and loss of interest one month later, the risk ratios for the 
washout periods  0, 2, 6, and 12 were respectively 3.30, 3.31, 3.12, and 3.02. For the relationship 
between sadness and loss of interest one month later, the risk ratios were respectively 2.82, 2.77, 
2.59, and 2.44. For loss of interest predicting sadness one month later, the risk ratios were 2.76, 
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2.76, 2.62, and 2.55. Lastly, for sadness predicting sadness one month later, the risks were 3.31, 
3.29, 3.06, and 2.91. Please see Table 2.3 for details.  
 
Quantitative Bias Analysis 
Results of the quantitative bias analysis for each of the depressive symptom relationships are 
shown in Figure 2.2.a-d. The adjusted associations among depressive symptoms in the study 
were between 2.76 and 3.31. A null relationship (risk ratio=1) or a relationship in the opposite 
direction (risk ratio <1) would have been observed under the circumstances that 1) there was a 
large difference between the prevalence of the confounder in the exposed and in the unexposed 
sample, and 2) a strong association between the confounder and outcome symptom (risk ratio 
>4). For example, the association between loss of interest and sadness one month later without 
accounting for unmeasured confounding had a risk ratio of 2.76. A bias-adjusted risk ratio of 1 
would have been observed for this relationship if the prevalence of confounders among those 
with loss of interest was 0.9; the prevalence of the confounder among those with no experience 
of loss of interest was 0.1; and the confounder-outcome relationship had a risk ratio of 8. The 




The validity of the network paradigm for depression is premised on the causal relationship 
between depressive symptoms. Previous network studies have had limited ability to infer 
causality because of two major analytic challenges- data design and assessment of causal 
inference assumptions. The current study is a first attempt to address these challenges and 
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evaluate whether results are consistent with the core network assumption through an IPTW-
weighted regression approach with monthly longitudinal data.  
 
There were several main findings from this study. First, results suggest symptoms may be 
causally predictive of other depressive symptoms. After adjusting for a number of potential 
confounders, the study was able to estimate an average one-month effect over the course of 24 
months for sadness and anhedonia. Second, results from the sensitivity analysis suggest that 
varying the washout period did not affect the overall results. The study incorporated a washout 
period to explore the trade-off between potential reverse-causation and immortal time bias. 
Reverse causation or feedback loops could be a potential explanation of effects with shorter 
washout periods. Effects with a longer washout period could also have biased the findings by 
imposing a selective exclusion. The sensitivity analysis suggests the result findings are not 
greatly affected by the analytic design of this study. Last, unmeasured confounding is ever-
present. However, quantitative bias analysis revealed that the unmeasured confounding must be 
strongly associated (risk ratio >4) with the outcome and disproportionately present among the 
exposure groups to significantly change the results. Unmeasured confounding that would meet 
these criteria is possible but unlikely.   
 
The main findings of the present study are consistent with existing network studies. 
Dejonckheere and colleagues, in a directed network study, previously found that experiences of 
sadness predicted higher experiences of anhedonia over 30 days in a sample of 112 participants 
with elevated PHQ-9 scores 77. Another directed network study by Bringmann 2015 was 
conducted among 182 patients with a DSM-IV diagnosis of depression 78. Results also found that 
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1) loss of pleasure predicted experiences of sadness over time and  2) symptoms sustained 
themselves over time. That is, for example, sadness predicted sadness at a later time. The present 
study builds upon the existing studies in two ways. First, the current study examined symptom 
relationships among a community sample rather than clinical samples. Consistent findings across 
different populations offer further support that causal relationships among depressive symptoms 
exist. But more research to replicating results across different sample settings is still needed. 
Second, the current study results are consistent with findings from the Bringmann study while 
using a different depression instrument. Loss of interest and loss of pleasure were evaluated as 
separate symptoms in the Bringmann study, whereas they are combined in the current study. 
Bringmann’s study found that only loss of pleasure predicted sadness. Taken collectively, future 
work should carefully consider the construct of depressive symptoms since this may reveal more 
nuanced symptom relationships.  
 
Outside of the network literature, neurological studies suggest sadness and anhedonia are 
connect through the brain reward system. Anhedonia had been found to be associated with 
excessive activity in the ventromedial prefrontal cortex (VMPFC), which is an area of the brain 
that monitors both the rewarding value of stimuli/responses and represents upcoming emotional 
states/reactions 79. In depressed patients with anhedonia, exposure to memories that elicited 
feelings of happiness (i.e., happy stimuli) increased VMPFC activity. Increased VMPFC activity 
in response to happy stimuli may represent patients’ unsuccessful attempt to become happy (i.e., 
not sad) 79,80. These results suggest two possible biological mechanisms. One is that the activities 
of the VMPC could be directly inhibiting emotional processing performed by other limbic 
structures, which then result in reduced emotional experiencing 81. The deficit is in the VMPC. 
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Another explanation is that VMPC is overcompensating for underactivity in the 
subcortical/striatal response to positive stimuli 80. While more work is needed to elucidate the 
pathways, there appears to be biological plausibility that a causal relationship between anhedonia 
and sadness experiences may exist.  
 
There are two major methodological innovations in the present study: 1) use of longitudinal data 
and 2) use of an IPTW-weighted regression for addressing non-exchangeability. These 
innovations are in response to limitations of prior research, which included the overuse of cross-
sectional data and few attempts to address assumptions of causal inference 22. These limitations 
have undermined the findings of existing network studies. Repeated assessments participants’ 
experiences and can capture granular changes. Longitudinal data has become more available in 
the recent years due to the growth in mobile device and wearable sensors 82. Advantages of 
longitudinal data is that it provides information on the temporality of symptoms and can capture 
individuals’ progression towards experiencing a mental disorder 58. This is particularly important 
for studying depressive symptoms because the natural trajectory of symptoms is not well 
understood.  
 
The present study is a first attempt to address existing methodological challenges and observe 
whether there is empirical support that depressive symptoms cause each other. The results could 
be explained by the network perspective of depression. However, more work is needed to 
replicate findings in other depressive symptoms and different settings. The current study utilized 
a simple modeling approach. Future studies should also consider testing this question more 
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advanced causal inference methods, such as g-computation. Adopting the network approach can 
open opportunities for studying and targeting depression in several directions.  
First, future studies could attempt to validate the network paradigm against the latent paradigm 
for studying depression. The current study focused on whether the network paradigm could be a 
plausible explanation for study results and not designed to testing whether the network paradigm 
would be more valid explanation than the latent paradigm for explanation the result findings. The 
latent paradigm cannot be ruled out as a potential explanation for the results. To better address 
this question, simulation study data where the true correlation structure is known may be more 
appropriate than the current dataset.  
 
Second, the network paradigm changes the perspective on the mechanism of depression and 
opens opportunities for theory development. The network paradigm encourages work to 
elucidate symptom trajectories over time and explore potential interactions within depression 
networks.  
 
Third, the network paradigm offers new meaning and opportunities for treatment and 
management of depression experiences. For example, research and treatment under the latent 
paradigm focus on targeting the causes of the disorder, whereas the focus of the network 
paradigm is on symptoms. Psychotherapies, such as cognitive behavioral therapy and 
interpersonal therapy, are common treatments of depression and primarily focuses on targeting 
individuals’ experiences of depressive symptoms. These interventions, which are theoretically 
unable to address the underlying disorder under the latent paradigm, are meaningful under the 
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network paradigm. Furthermore, the network paradigm also encourages understanding the role of 
different symptoms within a network to identify new targets for research and treatment.   
 
2.5 Limitations 
The study had several limitations. All of which are not unique to the proposed study but are 
important factors to consider for the interpretation of the results. First, depressive symptoms 
were measured using the PHQ-2 scale, a self-report assessment that only captured two depressive 
symptoms. Although the scales have been used either within the study or in other populations, it 
is possible that the measure of depressive symptoms may still be impacted by measurement error 
and recall bias.  Also, the current study should be expanded to investigate the relationship among 
other depressive symptoms, as measured by other scales. 
 
Second, the study examined the causal effect within a one-month interval. Future studies should 
investigate lagged effects (i.e., experience the outcome symptom > 1 month after the exposure) 
which are not captured with the current design. Third, the study assumed that symptom causal 
events within an individual are independent after two months of inactivity (i.e., the washout 
period). Specifically, the study only examined the effect among people whom the symptoms got 
better and then came back. Although the sensitivity analyses explore the length of this time and 
its effect on the results, the approach still assumes that this length is the same across all 
depressive symptoms. To date, there is little known about how different depressive symptoms 
naturally fluctuate over time. Further work should explore and incorporate the natural variation 




Fourth, missing data had been addressed using both multiple imputation and weighting. 
However, the pattern of missing data may be missing not at random (MNAR). MNAR refers to 
data being missing dependent on unobserved variables. Unfortunately, MNAR could not be 
empirically assessed. Potential sources of MNAR would be a limitation of the study. Fifth, the 
propensity score approach makes a series of assumptions that may not be empirically verified. 
For example, the estimation approach assumes that all models are correctly specified. Another 
major assumption on estimating the causal effect is that all potential sources of non-
exchangeability must be accounted for within the calculation of the propensity score.  
Unmeasured sources of MNAR and non-exchangeability may always exist. The quantitative bias 
analysis further quantified the conditions which would bias study findings. Based on reviews of 
the depression literature 83,84, the magnitude of individual biological, environmental, or social 
factors are only moderate. Thus, confounding by a combination of these factors is likely needed 
to bias the current results.  
 
2.6 Conclusion 
The network paradigm offers the opportunity to revolutionize the study and treatment of 
depression. This study attempted to address major limitations within the depression network 
literature by conducting an empirically analytical assessment with the goal of assessing causal 
relationships among symptoms, a key assumption underlying the network paradigm. The 
methods build upon existing network studies to utilize prospective longitudinal data and take a 
more rigorous approach towards addressing non-exchangeability. The results of this study are the 
first to empirically support the validity of the network paradigm for the study of depression. This 
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work will hopefully inspire future research to further evaluate the assumptions for this paradigm 




2.7 Figures and Tables 
Figure 2.1. Schematic of Washout Period 
Participant T1 T2 T3 T4 T5 T6 … 
1 XàY -washout- XàY  
2 
 
XàY XàY   
3 XàY -washout- XàY  
4 
 
XàY     
5        XàY  
 
Note: With X hypothetically representing the symptom sadness and Y representing the symptom loss of interest, X 
can cause Y multiple times for each participant. For participant 1, X arises at month 1 (T1) and causes Y at T2. 
Next, the participant does not experience X or Y at T3 and T4.  This is the washout period. Then, the participant 
experiences X at T5 and Y at T6.  Since the participant met criteria for two months of washout (T3 and T4), the 
study makes an assumption that the latter event at T5 to T6 is not a direct result of earlier events (T1 to T2), and the 
effects are averaged. Participant 2 on the other hand does not meet the criteria of washout and excluded from the 






Table 2.1. Baseline Sample Characteristics  
Baseline Characteristics 
Frequency %/ Mean (SD) 
(n=779) 
Depressive Symptoms  




Hispanic or Latino/a 9.25 
Speak English at home 71.27 
Born in the United States 87.37 
Have a full-time employment position 15.82 
Religious Influence 67.82 
Highest Education Attainment  
High School/GED or less than HS 29.84 






Have health Insurance  94.42 
Sexual Orientation-Straight 76.51 
Neighborhood Safety Mean 2.49 (0.04) 
Perceived Stress Sum 25.61 (0.03) 
Age 20.60 (0.07) 
Days of Marijuana Use in Past Month 4.62 (0.64) 






Table 2.2 Main Analysis 
 
Models Crude Adjusted  










Interest 4.17 2.80 6.20 3.31 2.29 4.78 
  Sadness 3.42 2.30 5.09 2.77 1.92 4.01 
Sadness Loss of Interest 2.76 1.96 3.89 2.76 1.95 3.90 






Table 2.3. Sensitivity Analysis 




Interest 0 3.30 2.29 4.77 
    2 3.31 2.29 4.78 
    6 3.12 2.15 4.53 
    12 3.02 2.05 4.44 
  Sadness 0 2.82 1.96 4.07 
    2 2.77 1.92 4.01 
    6 2.59 1.73 3.88 
    12 2.44 1.60 3.73 
Sadness Loss of Interest 0 2.76 1.96 3.89 
    2 2.76 1.95 3.90 
    6 2.62 1.82 3.76 
    12 2.55 1.72 3.78 
  Sadness 0 3.31 2.41 4.55 
    2 3.29 2.38 4.54 
    6 3.06 2.16 4.32 












Association: RR =4 
Confounder Outcome 
Association: RR =8 
   
 
*Note: Magnitude of association is risk ratio of 3.31. Abbreviations: RR is risk ratio. P0 is prevalence of the 




Figure 2.2.b. Quantitative Bias Analysis: Sadness (Predictor) and Loss of Interest (Outcome)  
 
Confounder Outcome 
Association: RR =2  
Confounder Outcome 
Association: RR =4 
Confounder Outcome 
Association: RR =8 
   
 
*Note: Magnitude of association is risk ratio of 2.77. Abbreviations: RR is risk ratio. P0 is prevalence of the 





Figure 2.2.c. Quantitative Bias Analysis: Loss of Interest (Predictor) and Sadness (Outcome)  
 
Confounder Outcome 
Association: RR =2  
Confounder Outcome 
Association: RR =4 
Confounder Outcome 
Association: RR =8 
   
 
*Note: Magnitude of association is risk ratio of 2.76. Abbreviations: RR is risk ratio. P0 is prevalence of the 
confounding among the unexposed. 
 
 








   
 
*Note: Magnitude of association is risk ratio of 3.42. Abbreviations: RR is risk ratio. P0 is prevalence of the 









There has been an increasing interest in applying the network approach to better understand the 
psychopathology of depression. Since the network approach was first proposed in 2008, there 
have been more than 141 depression network studies (See Chapter 1). More than 80% of the 
studies were published in the last five years, since 2016. The rapid growth of the network 
approach in the literature may be attributed to its paradigm-changing perspective on mental 
disorders. The network approach is based on the perception that “disorders” are complex, 
mutually reinforcing systems of symptoms that are causally related to each other 31,32. Under this 
approach, the disorder of depression is conceptualized as being made up of a network of causal 
chains. The appeal of this approach is that by visualizing and modeling the symptom causal 
structure underlying depression, researchers can identify novel and influential symptoms for 
treatment and intervention.  
 
There continues to be an urgency to reduce the burden and life suffering caused by depression. 
Depression is a common and complex mental health disorder that is estimated to account for 
more than 12% of the total years living with disability worldwide 85. Although identifying the 
causes and clinical phenomenology of the disorder has been the focus of decades of scientific 
investigation, progress in our understanding of the mechanism and treatment of depression has 
been slow 86. Efficacy of treatment varies across populations with depression 87. The network 
approach suggests that the slow scientific progress may be due to the inability of the traditional 
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mental health paradigm to accurately capture the manifestation of complex disorders such as 
depression.   
 
The network paradigm uses network modeling to produce diagrams that describe the properties 
of the system and uncover symptom dynamics. The basic building blocks of a network consist of 
a set of nodes connected by edges (See Figure 3.1). A node represents an entity such as a 
symptom or a psychological construct. Edges represent connections between nodes and display 
information such as weight, magnitude, sign of the relationship, and can be directed or 
undirected. The cumulation of nodes connected by edges forms network diagrams. Depending on 
the type of edge, there are two major categories of diagrams that can be produced—directed or 
undirected graphs 58. Directed graphs contain information about directionality, and undirected 
graphs do not. Within the depression network literature, the most common type of network 
model produced is undirected networks, specifically partial correlation networks, which consist 
of bivariate relationships between nodes that also account for the correlation that is shared with 
other symptoms.  
 
The adoption of such network paradigm models has yielded several novel findings regarding the 
psychopathology of depression. First, the organization of symptom connections appears to be 
different in different subpopulations 19,88,89. Second, symptoms appear to mutually reinforce each 
other over time. That is, the presence of symptoms may impact the presence and severity of other 
symptoms in the network 19,22. A third novel finding is that clusters within the depressive 
network suggest two depression mechanisms. The cognitive mechanism consists of depressed 
mood, suicidality, and guilt. The neurovegetative mechanism includes fatigue and 
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cognitive/psychomotor/sleep disturbance 22,90,91. Particular symptoms may have different 
etiological processes and treatment responses 92,93. Thus far, studies adopting the network 
paradigm have focused on understanding symptoms and symptom connections. By examining 
these symptom dynamics, network studies have started to uncover more complex mechanisms of 
depression, making the network approach potentially a useful tool for furthering our 
understanding of depression.  
 
Despite the growing evidence articulating the network approach, the results lack reliability or 
consistency across studies. Network results often focus on identifying the most influential 
symptom as measured by centrality indices, which are statistical measures that summarize and 
identify important node relationships within a network. However, studies, particularly those that 
have produced partial correlation networks, have failed to identify a consistent set of central 
symptoms. For example, in two studies that both examined adolescent populations, one study 
found self-hatred to be the most central symptom 94, whereas another study found loneliness to 
be the most central symptom 95. Both studies had measured depressive symptoms using the 
Children's Depression Inventory. Differences in the sample origin (United States vs. 
Netherlands) and the number of depression items measured were potential explanations for the 
differences in findings. In addition to the inability to identify one consistent central symptom, 
studies have also failed to identify the consistent centrality patterns. For instance, anhedonia (i.e., 
the experience of loss of pleasure or interest) has been found to be a central symptom in some 
studies 2,78,96 but found to be the most peripheral symptom 90,91 in other studies. The lack of 





One potential explanation for the lack of consistency is measurement error. In the context of 
depression networks, measurement error is the inability to capture all or aspects of depressive 
symptoms or other variables that are to be included in the network model of interest 46. In 
general, measurement of depressive symptoms is subject to numerous sources of error—
participants may forget their symptoms, misunderstand the question, and/or feel embarrassed and 
misreport their symptoms. Further, previous depression network studies have relied on scales 
that measure a varying number of depressive symptoms, at various time periods, and with 
heterogeneous underlying validity for measuring depression. Since each symptom could be 
suspectable to measurement error, the cumulative effect of measurement error across symptoms 
could result in different network structures and centrality indices across studies. However, the 
robustness of depression centrality indices to measurement error has not been investigated.  
 
Examination of the impact of measurement error in the context of depression network studies is 
challenging. First, the true underlying data structure is unknown. Thus, directly validating 
depression measures is impossible. Second, each symptom may be impacted by a different 
amount of measurement error. Third, symptoms may be impacted by different types of 
measurement error, including non-differential (e.g., two symptoms are measured with error, but 
the error is uncorrelated) and differential (e.g., misreporting of one symptom is associated with 
misreporting of another symptom). Last, differences in results due to other methodological biases 
(e.g., selection bias) can also impact study results. Since the truth of how much of each of these 





Outside of the mental health network literature, measurement error within network studies has 
been evaluated using simulations. Simulation studies involve the creation of data to test the 
appropriateness or accuracy of statistical methods in relation to a known and constructed truth 
28,29. The controlled environment makes simulation studies advantageous for isolating particular 
aspects of a system, such as measurement error within the context of network studies, to fully 
understand their impact. Results from previous robustness studies of network models have 
suggested centrality indices are prone to be influenced by measurement error 50-53, and that 
findings also suggest robustness of the centrality measures may differ depending on the structure 
of the true network 52. However, findings from existing network robustness studies may not be 
directly applicable to depression networks, which have a different structural composition. Yet, 
these studies provide precedent for an approach studying the impact of measurement error within 
a network. Adopting the methodology of using a simulation study in the context of a depression 
network structure would be useful for understanding how measurement error may contribute to 
inconsistent results across depression network studies.  
 
The current study was a first attempt to explore the robustness of depressive symptom networks 
to measurement error using a simulation approach. There were two main aims. First, the study 
evaluated how centrality indices differed by different types and amounts of measurement error. 
Next, the study examined how robustness differed by different types and amounts of 
measurement error. By exploring these two aims, findings from this study could inform the field 
on whether the type and amount of measurement error could be a plausible explanation for the 
inconsistent results within the network literature.  
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3.2 Methods 
Generating the True Network Data—To begin, a hypothetical ‘true’ depression network was 
constructed. Because the ‘true’ network of depression is unknown, I used a vignette to construct 
a hypothetical network. In McNally 2016, a vignette of an individual with depressive symptom 
stated, “A man whose spouse leaves him, experience[s] insomnia. Sleep loss cause[s] fatigue. 
Too tired to concentrate, he becomes irritable. As sleep loss persists, he becomes increasingly 
sad, anhedonia, and pessimistic about the future.” 97. This is an example of one potential way a 
depression network could operate and became the motivation for the true depression network in 
the current study.  
 
The current study simulated data that would generate a partial correlation network (See Figure 
3.2). To simulate data, the following steps were taken. The correlation structure was first 
constructed. Relationships among symptoms as described in the vignette were delineated in a 
matrix, so 1 indicated a positive connection, and 0 indicated a lack of connection.  The matrix 
was then weighted to indicate magnitude and direction (i.e., positive or negative correlation). For 
this study, all connections were randomly assigned a moderate magnitude of between 0.3-0.4, 
which is a plausible range of magnitudes as informed by the interquartile range of depressive 
symptom correlations in the NHANES dataset (2017-2018) 98. Correlations with negative 
relationships were multiplied by -1. For example, in the vignette, more fatigue caused lower 
levels of concentration. This negative relationship was represented by a negative correlation. The 




Next, a correlated binary dataset was generated based on the correlation structure constructed in 
the previous step, using a program in R called genCorGen. Additional parameters included: a 
sample size of 10,000; nine variables; binary distribution; and 0.5 for the prevalence of 
symptoms. The nine variables represented the nine DSM depressive symptoms that are described 
in the vignette: sadness, loss of interest, weight change, sleep problems, psychomotor agitation, 
fatigue, guilt, concentration problem, and suicide ideation. The 0.5 prevalence was based on the 
upper bound of the prevalence of a symptom as informed by two nationally representative 
surveys: NSDUH (2016-2017) 99 and NHANES (2013-18)98,100,101. The large sample size and 
prevalence parameters were chosen to ensure adequate power.  
 
Generating the Distorted Network Data-  
A series of distorted datasets were created to mimic situations where one symptom was affected 
by one form and amount of measurement error. Measurement error almost certainly exists and is 
most likely complex (differential, heteroscedastic) but had not been investigated. The current 
study sought to explore this complexity with some simplifications. First, two forms of 
measurement error simulated were non-differential and differential measurement error. In the 
case of differential measurement error, the study makes a simplification that the error is only 
based on one other connected symptom rather than all connected symptoms. Second, amounts of 
measurement error are designated by either a high (0.75) or low (0.50) sensitivity or specificity. 
The different measurement error scenarios are shown in Table 3.1.  
 
To illustrate how distortions took place, consider ‘sadness’ as the affected symptom. The 
following changes were made to simulate non-differential measurement error with 0.75 
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sensitivity and 0.50 specificity. For sensitivity, 75% of those who truly had sadness were 
correctly classified, meaning 25% were misclassified and were false negatives. For specificity, 
50% of those who did not have sadness should be classified correctly, meaning 50% reclassified 
to be false positives). To simulate differential measurement error, the measurement error 
occurred dependent on an associated symptom. For example, sadness was associated with loss of 
interest. For those with loss of interest, sadness had a 0.75 sensitivity and 0.75 specificity. But 
for those without interest, sadness had a 0.50 sensitivity and 0.50 specificity. In the distorted 
data, this meant that for those who reported loss of interest, only 75% of those who reported 
sadness in the true dataset were correctly specified, and 75% of those who did not report sadness 
were correctly specified. Then for those who did not report loss of interest, only 50% of those 
who reported sadness in the true dataset were correctly specified, and 50% of those who did not 
report sadness were correctly specified. 
 
Each scenario was applied to each symptom for a total of 180 distorted network datasets (See 
Table 3.2). For example, there were 4 non-differential measurement error scenarios for the 
symptom concentration problem (V2). Therefore 4 distorted datasets were created. V2 was 
associated with V6 and V9. Since there were 6 error scenarios for each associated symptom, 12 
distorted datasets were created. In total, there was 16 distorted dataset which focused on 
measurement error applied to symptom V2.   
 
Comparing Centrality Indices— Three separate indices are used to gauge centrality in network 
studies—strength, betweenness, and closeness.  Nodes with high values on the common indices 
are the most central on that index. When more than one index was used in the literature, the most 
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central node is generally determined by the judgment of the investigator. In the current study, 
each of these was separately estimated and visualized by measurement error scenarios. Strength, 
also known as degree, describes how strongly nodes are connected to each other and is calculated 
by summing the edge weights connected to a node 102. A node with higher strength represents 
higher interaction or connectivity with the other nodes. Closeness is a measure of distance. This 
index provides information on how easy it is to reach all other nodes from a focal node and is 
calculated by taking the inverse sum of all paths or lengths going from one node to other nodes 
102. A shorter number of paths between nodes signifies a closer distance. Betweenness describes 
how often a node acts as a mediator or bridge between two other nodes. This measure provides 
information on how strongly a node can disrupt information flow within a network 34, and is 
calculated as the sum of the proportions of the number of shortest paths between all pairs of 
nodes that go through a specific node 102. Of these indices, strength is a local property which 
means it only takes into consideration the connection around one node. Closeness and 
betweenness, on the other hand, take into consideration the overall structure of the network. 
Centrality indices are reported standardized z-scores. A value of -1 would indicate that the 
symptom had a centrality measure that was 1 standard deviation below the average influence of 
symptoms.  
 
Symptoms were ranked by the highest strength, closeness, and betweenness. Separate by indices, 
symptoms with a rank percentage of 1 had the highest centrality indices. The robustness of 
centrality indices was evaluated using the Kendall Tau-B. The relationship between the true 
centrality rank and the Kendall Tau-B was examined to understand whether more central 
symptoms of an index were likely to be impacted by measurement error.  The Kendall Tau-B is a 
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rank coefficient and was used to understanding how the relative order of symptom centrality 
change because of the measurement error. A Kendall Tau-B coefficient greater than 0.6 
represents a strong concordance between the rankings 103 for the centrality index.   
 
3.3 Results 
Centrality Indices of the True Network 
Table 3.3 shows the standardized centrality indices of the true network under the simulation. 
Larger values signify greater centrality. The symptom with the highest betweenness was guilt, 
which had a z-score of 2.26. This meant the betweenness factor for guilt was more than 2 
standard deviations above the average betweenness measure across all symptoms in the network. 
Other symptoms with high betweenness included psychomotor agitation (z-score=0.81), and 
sadness (z-score=0.81). Symptoms with the highest closeness were guilt (z-score=2.00), 
psychomotor agitation (z-score=0.81), and sadness (z-score=0.71). Symptoms with the highest 
strength were guilt (z-score=2.41), sadness (z-score=1.07), and psychomotor agitation (z-
score=0.24).  
 
Centrality Indices of the Distorted Networks  
Comparison of Centrality Indices by Type of Measurement Error- The type of measurement 
error had different impacts on symptom centralities. For non-differential measurement error, the 
strength, betweenness, and closeness measure for the affected symptom, meaning symptom 
affected by measurement error, were underestimated compared to the truth (See Figure 3.3). 
Centralities for unaffected symptoms in the same network were impacted regardless of whether 
the unaffected symptom was connected to the affected symptom. For instance, when sadness was 
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affected by measurement error, the betweenness and closeness indices of suicide ideation, an 
unaffected and non-associated symptom, also deviated from the truth. Except when the symptom 
guilt was mismeasured, guilt consistently had the highest strength, betweenness, and closeness.    
 
For differential measurement error, the magnitude and direction of the bias varied by indices 
(See Figure 3.4). For example, when suicide ideation was differentially misclassified by guilt, 
the strength and closeness index was underestimated, but the betweenness index was 
overestimated. There did not appear to be a consistent magnitude or direction of the change. The 
centralities of the other symptoms in the network were also impacted. Unlike in non-differential 
measurement error, guilt did not always have the highest strength, betweenness, and closeness.  
 
Comparison of Centrality Indices by Amount of Measurement Error- The amount of 
measurement error added more complexity to the differences between the types of measurement 
error. For non-differential measurement error, centrality was most underestimated when the 
affected symptom had 0.50 sensitivity and 0.50 specificity. But with differential measurement 
error, there was a greater amount of heterogeneity in the bias.  
 
Comparison of Robustness 
Comparison of Centrality Indices by Type of Measurement Error- The pattern of robustness 
appeared to be consistent across types of measurement error. Figure 3.5 shows the relationship 
between Kendal Tau-B rank correlation and the symptoms’ true rank percentile for non-
differential misclassification. Figure 3.6 shows the relationship between Kendal Tau-B and the 
symptoms’ true rank percentile for differential misclassification. Symptoms with a higher 
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betweenness, strength, and closeness tended to have a lower tau. Since tau is a measure of 
deviation from the truth and robustness to measurement error, this finding indicates central 
symptoms are more sensitive to impact by measurement error.   
 
Comparison of Centrality Indices by Amount of Measurement Error- In non-differential 
misclassification, symptoms with a higher centrality rank tended to have a lower tau for 
closeness and betweenness across all amounts of measurement error. For strength, symptoms 
with a symptom with a higher centrality rank tended to have a lower tau only if the sensitivity 
and specificity were low. This differentiation was also observed in differential misclassification. 
 
3.4 Discussion 
Measurement error almost certainly exists in network studies of depression and is likely complex 
(differential, heteroscedastic). Our ability to make generalizable inferences from studies is 
limited by the validity of the measures we use for depression. The present study determined the 
robustness of depressive symptom networks to measurement error using a series of simulation 
studies. There were three major findings from the present study. First, symptom centrality was 
affected by the type of measurement error. Differential measurement error changed the 
conclusion of which symptom was the most central. Second, symptom centrality was affected by 
different amounts and types of measurement error. More measurement error resulted in a greater 
change in the centrality conclusion.  Third, the classification of central symptoms appeared to be 
less robust to measurement error than the classification of symptoms that were less central. The 




The results of the present study highlight a neglected aspect of the replicability controversy. 
Measurement error is a major threat to the validity of the network approach towards studying 
depression. Differences across existing depression network studies could be at least partly if not 
entirely explained by measurement error. Measurement error could also mean that current 
depression network studies are meaningless. Since depressive symptoms appear to be sensitive to 
measurement error, existing findings should be carefully interpreted.  
 
Taken together, measurement error is a plausible explanation for the discrepant findings within 
the network literature. Although replicability of network findings has been discussed in the 
literature 104-106, very few studies have examined this issue within depression networks 
specifically 27,107. In one recent existing depression network replication study, Funkhouser and 
colleagues found the rank order of depressive symptom centrality was generally poor across five 
different samples 27. The study utilized data collected from both clinical and community samples 
and measured depressive symptoms using the Inventory for Depression and Anxiety Symptoms 
27. Thus, the impact of sampling variability versus measurement error cannot be isolated. 
However, despite the differences, findings from the present study also suggest centrality indices 
may have poor replicability, which is consistent with previous investigations.  
 
While the psychometric properties of individual depressive symptoms have not been 
investigated, there have been general concerns of how well depression instruments are able to 
capture the phenomenology of the disorder. The Beck Depression Inventory (BDI)  and Patient 
Health Questionnaire (PHQ-9) are both common depression measures. These instruments are 
considered to have generally good psychometric properties. However, the sensitivity and 
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specificity are highly variable. For the BDI, depending on population, score cutoff, and criterion 
(e.g., clinical interview), sensitivity can range from 65-100%, and specificity can range from 
56.8%-92% 108. For the PHQ9, sensitivity can range from 70-86%, and specificity can range 
from 85%-91% 109. Furthermore, a review of common depression instruments found the lower 
bounds of confidence interval were less than 80% for 84% of studies for sensitivity and 66% of 
studies for specificity. Thus, measurement error in the depression instruments is prevalent and at 
similar levels to the measurement error thresholds in this study.    
 
Although findings from previous depression measurement studies cannot be directly translated to 
problems in the measurement of depressive symptoms, the source of the error is likely to be 
similar. Underreporting of symptoms and recall bias are common sources of measurement error 
47. However, the poor measurement of depressive symptoms may be related to the instrument 
used.  Different instruments assessed different numbers of symptoms, and symptoms are 
assessed with different levels of precision. For example, the BDI assessed 21 depressive 
symptoms. The PHQ-9 only assessed 9 symptoms. And while the BDI assesses loss of interest 
and loss of pleasure as separate symptoms, the PHQ-9 assessed for both symptoms together as 
anhedonia. Moreover, the different instruments can under capture symptoms or capture the same 
symptom multiple times 2. As shown by the findings within this study, measurement error within 
one symptom can have a widespread and non-uniform impact on the overall network.  
 
Given these findings, this study provides several recommendations. First, future work should 
consider replicating the current study findings using different assumptions regarding underlying 
network structures. Second, there should be a greater focus to improve the capture of depressive 
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symptoms. For example, repeated measures of symptom experiences through ecological 
momentary assessment and such methodology would be useful. Third, future network studies 
using real data should consider incorporating quantitative bias analysis. Quantitative bias 
analysis estimates the direction, magnitude, and uncertainty that error can impact associations 
110. Understanding the level of uncertainty can help guide the interpretation of results. For 
instance, is it likely that the measurement error is non-differential misclassification? If the 
measurement error is non-differential, centrality may be underestimated, but the central symptom 
identified may still be valid.  
 
3.5 Limitations 
The studies made a number of assumptions and simplifications for how depression networks 
operate and how measurement error could occur. First, the study only examined undirected 
networks, which are common among existing network studies. Second, there is currently no 
framework for how depression networks operate. The study assumed the network was constant 
over time. The study also assumed symptom experiences were binary (i.e., present or not 
present). Many of the parameters from this study are adopted from existing narratives and 
informed by two large national studies. The parameters do not account for full extent of what is 
known about depressive symptoms. The selected studies may be impacted by biases within their 
design. Moreover, the study simplified how measurement error could occur within depression 
networks. These simplifications included assuming the prevalence of the symptom to be 0.5, 
only evaluating measurement error of one symptom at a time, and dichotomizing measurement 
error as high or low. But because of these assumptions and simplifications, the dynamics of 
symptoms within this study may not truly reflect how depression network and measurement 
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occur in reality. With better data and understanding of depressive symptoms, these assumptions 
may change. The results may not be directly extrapolated to existing findings with real data.  
 
Despite the deviation from reality, the study made two contributes and addressed a major gap 
within the depression network literature. This was the first study to evaluate the robustness of 
centrality indices to measurement error within the depression network context. The simulation 
setting mimicked a depression network and provided a controlled environment to evaluate the 
impact of only measurement error. This was also the first study to evaluate different forms and 
amounts of measurement error within the network context. Last, findings from this study suggest 
measurement error may make any network estimates unreliable, fragile, and unlikely to represent 
the truth.  
 
3.6. Conclusion 
Results suggest centrality indices are not robust to measurement error. Under a controlled 
simulated environment, the study found empirical evidence that measurement error may obscure 
or artificially highlight central symptoms. Moreover, measurement error may be more 
problematic in network research. Similar to how information and intervention can have a global 
effect on the network, so can measurement error. Thus, measurement error remains a general 
threat against the network paradigm. Existing network findings should be interpreted with 
caution. Future network studies should take care in considering the impact of symptom 





3.7 Figures and Tables 








Table 3.1. Measurement Error Scenarios (Sensitivity, Specificity) 
Non-differential 
Measurement Error  
For affected symptom regardless of associated symptoms: 
1. Sensitivity of 0.50, Specificity of 0.50 
2. Sensitivity of 0.50, Specificity of 0.75 
3. Sensitivity of 0.75, Specificity of 0.50 
4. Sensitivity of 0.75, Specificity of 0.75 
Differential Measurement 
Error  
For affected symptom with associated symptom:  
1. Sensitivity of 0.50, Specificity of 0.50 
2. Sensitivity of 0.50, Specificity of 0.75 
3. Sensitivity of 0.75, Specificity of 0.50 
4. Sensitivity of 0.75, Specificity of 0.75 
For affected symptom without associated symptom: 
1. Sensitivity of 0.50, Specificity of 0.50 
2. Sensitivity of 0.50, Specificity of 0.75 
3. Sensitivity of 0.75, Specificity of 0.50 





Table 3.2. Number of Distorted Datasets 
Symptoms Connecting Symptoms  
Non-
differential Differential Total 
Sadness (V1)   V3, V5, V8, V9 4 24 28 
Concentration (V2)   V6, V9 4 12 16 
Guilt (V3)  
V1, V4, V7, V8, 
V9 4 30 34 
Suicidal ideation (V4)  V3, V5 4 12 16 
Loss of Interest (V5)  V1,V4 4 12 16 
Fatigue (V6)  V2,V7 4 12 16 
Sleep problem (V7)  V3, V6 4 12 16 
Appetite or Weight Change 
(V8)  V1, V3 4 12 16 
Psychomotor Agitation (V9)  V1, V2, V4 4 18 22 









Abbreviations: Sad-sadness, Los-loss of interest, ApW-weight change, Sle-sleep problems, PsA- psychomotor 
agitation, Ene-fatigue, Gui-guilt, Con-concentration, Sui-suicide ideation. Note: Red arrows signify negative 
relationships between symptoms (e.g., fatigue results in less concentration). Green arrows signify positive 





Table 3.3. Estimates of centrality (betweenness, closeness, and strength) in a simulated network 
of depressive symptoms   
 
Betweenness Closeness Strength 




Agitation 0.81 Sadness 1.07 
Sadness 0.08 Sadness 0.71 Psychomotor Agitation 0.24 
Sleep problem -0.16 Suicidal ideation -0.18 Suicidal ideation -0.36 
Concentration  -0.16 Sleep problem -0.36 Concentration  -0.41 
Suicidal ideation -0.40 Appetite or Weight Change -0.39 Fatigue -0.52 
Fatigue -0.65 Concentration Problem -0.47 Loss of Interest -0.53 
Appetite or 
Weight Change -0.89 Loss of Interest -0.91 
Appetite or 
Weight Change -0.71 






Figure 3.3. Centrality plots (betweenness, closeness, and strength) of Simulated Networks of 
Depressive Symptoms affected by Non-differential Measurement Error  
 
Sadness Concentration  Guilt 
   
Suicidal ideation Loss of Interest Fatigue 
   
Sleep problem Appetite or Weight Change Psychomotor Agitation 
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Note: Red line- Sensitivity of 0.50, Specificity of 0.50, Lime line- Sensitivity of 0.50, Specificity of 0.75, Green 





Figure 3.4. Centrality plots (betweenness, closeness, and strength) of Simulated Networks of 
Depressive Symptoms affected by Differential Measurement Error 
 
Panel A. Differential Measurement of Sadness by Connecting Symptoms  
 
Guilt Loss of Interest 
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Panel B. Differential Measurement of Concentration by Connecting Symptoms  
 




Panel C. Differential Measurement of Guilt by Connecting Symptoms  
 
Sadness Suicidal ideation 
  




Psychomotor Agitation  
 
 
Panel D. Differential Measurement of Suicidal ideation by Connecting Symptoms  
 




Panel E. Differential Measurement of Loss of Interest by Connecting Symptoms  
 
Sadness Suicidal ideation 
  
Panel F. Differential Measurement of Fatigue by Connecting Symptoms  
 

























Note: Sensitivity and Specificity for affected symptom with (W) and without (WO) associated symptom.  
Red line: W- Sensitivity of 0.50, Specificity of 0.50, WO- Sensitivity of 0.50, Specificity of 0.50. 
Mustard line: W- Sensitivity of 0.50, Specificity of 0.50, WO- Sensitivity of 0.75, Specificity of 0.75. 
Lime line: W- Sensitivity of 0.50, Specificity of 0.75, WO- Sensitivity of 0.50, Specificity of 0.75. Green line: W- 
Sensitivity of 0.75, Specificity of 0.50, WO- Sensitivity of 0.75, Specificity of 0.50. Blue Line: W- Sensitivity of 
0.75, Specificity of 0.75, WO- Sensitivity of 0.50, Specificity of 0.50. Purple line: W- Sensitivity of 0.75, Specificity 
of 0.75, WO- Sensitivity of 0.75, Specificity of 0.75. 







Figure 3.5. Plot of Kendal Tau-B affected by Non-differential Measurement Error and True 





Note: Green line- Sensitivity of 0.50, Specificity of 0.50, Yellow line- Sensitivity of 0.50, Specificity of 0.75, Blue 




Figure 3.6. Plot of Kendal Tau-B affected by Differential Measurement Error and True 




Note: Sensitivity and Specificity for affected symptom with (W) and without (WO) associated symptom.  
Green line: W- Sensitivity of 0.50, Specificity of 0.50, WO- Sensitivity of 0.50, Specificity of 0.50. 
Violet line: W- Sensitivity of 0.50, Specificity of 0.75, WO- Sensitivity of 0.50, Specificity of 0.75. Pink line: W- 
Sensitivity of 0.75, Specificity of 0.50, WO- Sensitivity of 0.75, Specificity of 0.50.  
Yellow line: W- Sensitivity of 0.50, Specificity of 0.50, WO- Sensitivity of 0.75, Specificity of 0.75. 
Blue Line: W- Sensitivity of 0.75, Specificity of 0.75, WO- Sensitivity of 0.50, Specificity of 0.50. Red line: W- 









The goal of this dissertation was to provide a foundation for a body of literature to empirically 
evaluating the assumptions of the network paradigm as an appropriate model for studying 
depression. The network paradigm was proposed as an alternative model to the traditional latent 
paradigm for studying mental disorders, such as depression. The fundamental difference between 
the two paradigms is that the network paradigm assumes symptom relationships are causal, and 
the latent paradigm assumes symptoms are correlated due to an underlying latent disorder. The 
debate about which of the paradigms is better suited for the study of depression, however, had 
been thwarted by concerns regarding the validity of the network paradigm. Prior to testing which 
of the paradigms is valid for the study of depression, there is a need to evaluate the assumptions 
of the network paradigm. The goal of this dissertation was to begin exploring this gap in the 
depression network literature. To do so, this dissertation included a systematic review of existing 
depression network studies on their ability to support paradigm assumptions; an investigation of 
depressive symptom relationships and whether causal relationships between depressive 
symptoms, a key assumption underlying this paradigm, could be a plausible explanation for 
findings; and an investigation of a central controversy within the network literature regarding 
consistent findings and measurement error. 
 
In chapter 1, where I reviewed the literature, I found that most depression network studies 
published in the literature were not capable of providing empirical support of symptom causal 
relationships and often neglected to investigate the impact of measurement error. Depression 
network studies, in principle, are conducted under the assumption that symptom relationships are 
causal and measurement error exists. Yet, in practice, studies seldomly discussed or adequately 
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tested these criteria. Although there had been a rapid increase in the number of depression 
network studies, researchers continued to design studies that are unable to support the credibility 
of the network paradigm for the study of depression. The validity of network findings remained 
controversial. To ensure that scientific efforts cease to perpetuate findings to a potentially invalid 
paradigm, there is a need to design studies that empirically test the causal relationship among 
symptoms and test the robustness of centrality results to measurement error. This need served as 
the basis for my next two empirical studies.  
 
My first empirical study in chapter 2 focused on estimating a significant relationship between 
two depressive symptoms - sadness and anhedonia, using an inverse probability treatment-
weighted regression estimation approach in the context of longitudinal data. In Borsboom and 
Cramer’s seminal paper, the argument for the network paradigm and symptom causal 
relationships was made based on studies of perceived symptom causal relationships among 
clinicians 111 and patients 112. Despite arguments of how the network paradigm could better 
adhere to the heterogeneous and complex nature of depression 2,58, existing depression network 
studies, as shown in Chapter 1, had mostly not been designed to provide support for network 
assumptions. The methods of this study were built upon existing gaps in the depression network 
literature to utilize prospective longitudinal data and take a more rigorous approach towards 
addressing non-exchangeability. After adjusting for a number of potential confounders, the study 
was able to estimate an average one-month effect of sadness on anhedonia, and vice versa, over 




The study in chapter 2 was constructed under the context of contributing empirical evidence to a 
key assumption of the network paradigm. While more work is needed to replicate the current 
study findings in other depressive symptoms and different population settings, the study found 
support for directed relationships between depressive symptoms. Results are aligned with 
previous depression studies, which also have isolated directed relationships among symptoms 19-
22,61-65. Directed relationships among symptoms are consistent with the network paradigm rather 
than the latent paradigm, which assumes symptom relationships are correlational. Therefore, the 
network paradigm could not be ruled out as a plausible explanation of the result findings.  
 
The second empirical study in chapter 3 examined whether statistical network models were 
robust to measurement error. The study examined the effects of different types (e.g., non-
differential and differential) and amounts of symptom misclassification. Under a controlled 
simulated environment, the study found empirical evidence that measurement error may obscure 
or artificially highlight central symptoms. Moreover, the effects of measurement error were 
widespread, suggesting measurement error may be more problematic in network research.  
 
The results of the study, in support of the gap identified in chapter 1, highlighted the importance 
of measurement error as a neglected aspect of the replicability controversy. Differences across 
existing depression network studies could be at least partly if not entirely explained by 
measurement error. In consideration of my review, which found that nearly 44% of depression 
network studies had not discussed measurement error within their study, the findings of current 
depression network studies are potentially meaningless. And while I had isolated a strong 
association between depressive symptoms in chapter 2, the current finding suggests those 
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conclusions should be interpreted with caution. If depressive symptoms truly operated as a 
network, then the impact of measurement error may be widespread and impact the estimation of 
symptom relationships. Thus, in summary, even if the network paradigm may be a viable means 
to study depression, measurement error of depressive symptoms could severely hinder the 
validity and utility of findings. 
 
This dissertation emphasized a need to better understand depressive symptoms—what is a 
depressive symptom, and how do depressive symptoms operate? The research in this dissertation 
had to be conducted under several assumptions about the dynamics of depressive symptoms. 
More information about the depressive symptoms could have improved the accuracy and 
precision of findings. For example, a better understanding of how depressive symptoms fluctuate 
over time could have greatly improved the estimation of symptom causal relationships. Also, a 
greater focus on the capture of depressive symptom experiences or understanding of how 
misclassification may occur could have informed parameters in the network simulations. Future 
work focusing on the mechanism and measurement of depressive symptoms would be 
instrumental to future validations of the network paradigm for depression.   
 
The current dissertation was one approach to examine the premise of the network paradigm. 
In an ideal world where it would be possible to randomize depressive symptoms, collect second-
by-second depression data from onset to remission, and measure symptoms with perfect 
accuracy, the validation of the network paradigm may be less challenging. Given that these 
conditions are neither feasible nor ethical, this dissertation had attempted to evaluate the network 
validation question by examining one piece of the question, using longitudinal observational 
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data, and more rigorous methodologies for controlling and testing the impact of biases. There are 
limitations with the current design.  For example, this dissertation may not distinguish the 
difference between symptom onset versus persistent symptoms that a randomized controlled trial 
could. The study data also cannot be used to test whether the network paradigm would be more 
valid explanation than the latent paradigm for depression data. As such, the latent paradigm 
cannot be ruled out as a potential explanation for the results in this dissertation and biases remain 
a consistent potential threat.   
 
However, the current study design was sufficient at starting to uncover the complexities 
underlying the network paradigm for depression. Future studies may build upon this work.  
For instance, the next step may be combined methodologies in this dissertation for a new 
simulation study to see how well the network versus latent paradigm techniques capture a 
constructed underlying structure. Another avenue of research may be to investigate passive 
measures of depressive symptoms collected from digital devices to better address questions 
about onset and remission. While it may not be possible to randomly assign symptoms, it may be 
useful to understand how randomized treatments of a single symptom may impact the outcome 
of another symptom. Like the current dissertation, each of these designs have their limitations. 
However, the collective effort to construct various studies will bring us closer to validating the 
network paradigm against the latent paradigm.   
 
In his 2013 paper, Borsboom wrote, “…Our current lack of understanding of mental disorders 
may not have resulted from limited observational capacities, noisy measurement instruments, or 
inadequate data, as is typically supposed. Instead, we may have simply lacked a theoretical 
94 
 
framework to organize the available empirical facts.” 58 The findings of this dissertation suggest 
otherwise. Lack of access and inadequate use of the appropriate data have undermined findings 
from studies that have adopted the network paradigm. Noisy data can compromise the validity of 
the paradigm and threaten the utility of finding in advancing our understanding of depression. A 
theoretical framework alone is insufficient to further our understanding of a mental disorder. 
These fundamental elements of research are still a necessity for quality research regardless of the 
theoretical framework. 
 
The network paradigm is, ultimately, a part of a multitude of efforts to better understand mental 
disorders. This paradigm was presented as one revolutionary perspective that contrasted with the 
traditional latent paradigm in thinking about the disorder. Unlike classifications in the traditional 
paradigm which are unable to provide information about prognosis and treatment 113 ,114, this 
paradigm sought for “a better understanding of the processes that instantiate symptom thresholds 
and network connectivity parameters should allow us to optimally organize existing treatment 
interventions and develop new ones.” 42 This paradigm shifts the focus of treatment to symptoms 
or symptom clusters rather than the underlying disorder. Treatment directly targets the problems 
that individuals are experiencing rather than an unmeasurable underlying disorder 58. Some 
examples discussed the possibility for new treatment and management of depression, including 
how research can focus on understanding the biological, psychological, and societal mechanisms 
underlying symptom relationships. The focus on symptoms is also consistent with common 
psychotherapies providing by clinicians, such as cognitive behavioral therapy. Network 
paradigm is better aligned with these current treatment practices may be better aid clinicians in 
creating treatment plans that would more effectively targeting influential symptoms which 
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maintain the patient’s depression experience 42. These avenues for research and treatment may 
bring us closer to ameliorating the suffering brought upon by depression. However, these 
possibilities also rest on the validation of the network paradigm. 
 
If the network paradigm is not substantiated in the future, the validation efforts may still be 
useful in ongoing attempts to better classify and understand mental disorders. Other than the 
latent paradigm, there are also several alternative frameworks proposed to address the inability of 
the traditional latent paradigm to capture the complex presentation of mental disorders like 
depression. For example, one alternative framework is the Research Domain Criteria (RDoC). 
Proposed by the National Institute of Mental Health, this framework focuses on identifying 
processes, mainly biological, that underlie the different dimensions of normal to abnormal 
human behaviors 115. Another framework is the p factor, which proposes that all mental disorders 
as part of one underlying general latent factor 116. The validation of these alternative paradigms 
should also be the target of future investigations. 
 
Every day, millions of individuals worldwide experience suffering and disability from depression 
54; depression is the largest contributor to suicide globally 117, which is increasing in many 
countries 118. The World Health Organization projects depression will become the top leading 
cause of disease burden worldwide by 2023 56. There is great urgency to reduce the burden and 
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