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Abstract
When calculating higher terms of the ε-expansion of massive Feynman diagrams,
one needs to evaluate particular cases of multiple inverse binomial sums. These sums
are related to the derivatives of certain hypergeometric functions with respect to their
parameters. We explore this connection and analytically calculate a number of such
infinite sums, for an arbitrary value of the argument which corresponds to an arbitrary
value of the off-shell external momentum. In such a way, we find a number of new
results for physically important two-loop two- and three-point Feynman diagrams.
The results are presented in terms of generalized polylogarithmic functions.
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1 Introduction
In many cases, the results of analytical calculation of Feynman diagrams can be repre-
sented as combinations of hypergeometric functions. However, the problem of constructing
the ε-expansion of hypergeometric functions within dimensional regularization [1] (where
n = 4 − 2ε is the space-time dimension) is not completely solved. Rather often, results
for the terms of the ε-expansion can be expressed in terms of polylogarithms [2] as well as
Nielsen polylogarithms [3]. Recently it was demonstrated that new types of functions, har-
monic polylogarithms [4] and multiple polylogarithms [5], appear in multiloop calculations.
Furthermore, the nested sums [6] were proposed as a generalization of multiple polyloga-
rithms, and the ε-expansion for a large class of hypergeometric function was constructed [7].
In this paper we study the multiple inverse binomial sums defined as1
Σ
i1,...,ip; j1,...,jq
a1,...,ap; b1,...,bq;c
(u) ≡
∞∑
j=1
1(
2j
j
) uj
jc
[Sa1(j−1)]i1 . . . [Sap(j−1)]ip [Sb1(2j−1)]j1 . . . [Sbq(2j−1)]jq ,
(1.1)
where Sa(j) ≡ ∑jk=1 k−a is the harmonic sum2 and u is an arbitrary argument. In what
follows, we will also use z ≡ 1
4
u as the argument of the occurring hypergeometric functions.
For sums of the type (1.1), the weight J can be defined as J = c +
∑p
k=1 akik +
∑q
k=1 bkjk,
whereas the depth can be associated with the sum
∑p
k=1 ik +
∑q
k=1 jk.
All multiple binomial sums (1.1) can be presented in terms of function ψ(z) = d
dz
ln Γ(z)
and its derivatives by means of the following relation
ψ(k−1)(j) = (−1)k(k − 1)! [ζk − Sk(j − 1)] , k > 1,
where ψ(k)(z) is the k-th derivative of the ψ-function. In particular, for k = 1 we have
ψ(j) = S1(j − 1)− γE, where γE is Euler’s constant.
The sums (1.1) appear in the calculation of massive Feynman diagrams within several
different approaches: for instance, as solutions of differential equations for Feynman am-
plitudes [9], through a na¨ive ε-expansion of hypergeometric functions within Mellin–Barnes
technique [10], or in the framework of recently proposed algebraic approach [11]. Physi-
cal applications include the one-, two- and three-loop massive Feynman diagrams with two
massive cuts [12–17]. The case u = 1 corresponds to the single-scale propagator-type dia-
grams [18]. Although there are many publications concerning harmonic series [19], only a
limited number of results are available for the inverse binomial sums. Some particular results
for u = 1, 2, 3 can be extracted from [16,20]. The sums with u = 1, 3 are expressible in terms
of an “odd” basis [21], whereas the case u = 2 corresponds to an “even” basis [16, 22]3.
1Some particular results for the multiple binomial sums are presented in [8]. Those sums are defined
similarly to Eq. (1.1), but with
(
2j
j
)
in the numerator, rather than in the denominator.
2Through the rest of this paper, the notations Sa and S¯a will always mean Sa(j − 1) and Sa(2j − 1),
respectively, even we do not mention this explicitly. When there are no sums of the type Sa or S¯b on the
r.h.s. of Eq. (1.1), we shall put a “−” sign instead of the indices (a, i) or (b, j) of Σ, respectively.
3The connection between “sixth root of unity” [23] and “odd”/“even” bases was discussed in [16, 24].
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Several new results for a generalization of the sums (1.1) are presented in [25]. However,
only for special type of sums the analytical results are available [20, 26, 27],
∞∑
j=1
1(
2j
j
) uj
jc
= −
c−2∑
i=0
(−2)i
i!(c− 2− i)! (lnu)
c−2−iLs
(1)
i+2 (θ) , (1.2)
where c ≥ 2,
θ ≡ 2 arcsin
(
1
2
√
u
)
= 2 arcsin
√
z , (1.3)
Ls
(k)
j (θ) = −
θ∫
0
dφ φk lnj−k−1
∣∣∣∣∣2 sin φ2
∣∣∣∣∣ , Lsj (θ) = Ls(0)j (θ) (1.4)
is the generalized log-sine function [2]. Some examples when such functions occur in the
ε-expansion of Feynman diagrams can be found in Refs. [21, 28–30]. Usually, the occurring
angles (1.3), possess certain geometrical meaning [13].
The main aim of the present publication is the analytical calculation of inverse binomial
sums (1.1), including some relevant examples of physically important Feynman diagrams.
The paper is organized as follows. In Section 2, employing the connection with the ε-
expansion of hypergeometric functions, we obtain analytical results for sums of the type (1.1),
valid for u ≤ 4 (z ≤ 1). Mainly the sums of the weights 3 and 4 are considered. In Section 3
the analytical continuation to other values of u is constructed. Section 4 contains some
applications of our results related to the ε-expansion of Feynman diagrams, mainly two-loop
master integrals. In Appendix A we briefly summarize the relevant properties of the har-
monic polylogarithms of complex arguments and related functions. In Appendix B we show
how certain identities between hypergeometric functions can be used to establish relations
between the corresponding sums. In Appendix C we have collected explicit results for inverse
binomial sums of lower weights. In Appendix D relations between binomial, harmonic and
inverse binomial sums are explored, and analytical results for multiple binomial sums up to
weight 3 are presented. Appendix E contains a realistic example of a physical application of
the considered integrals. (Remember to change when appendices are ready!)
2 Inverse binomial sums and hypergeometric functions
2.1 The ε-expansion of the 2F1 function
Here, our analysis is based on comparing two representations of hypergeometric function
whose parameters depend on ε. One of them is the series representation in terms of the
harmonic sums, whereas the second one is the exact result in terms of the functions related
to the polylogarithms.
In particular, we consider the 2F1 hypergeometric function of a special type,
2F1
(
1 + a1ε, 1 + a2ε
3
2
+ bε
z
)
=
∞∑
j=0
uj
j!
(1 + a1ε)j(1 + a2ε)j(1 + bε)j
(2 + 2bε)2j
, (2.1)
3
where u = 4z, (α)j ≡ Γ(α + j)/Γ(α) is the Pochhammer symbol, and we have used the
duplication formula (2β)2j = 4
j(β)j(β +
1
2
)j. To perform the ε-expansion we use the well-
known representation
(1 + aε)j = j! exp
[
−
∞∑
k=1
(−aε)k
k
Sk(j)
]
, (2.2)
which yields
2F1
(
1 + a1ε, 1 + a2ε
3
2
+ bε
z
)
=
2(1 + 2bε)
u
∞∑
j=1
1(
2j
j
) uj
j
{
1 + ε
[
(A1 + b)S1 − 2bS¯1
]
+ε2
[
2b2
(
S¯2 + S¯
2
1
)
− 2b(A1 + b)S1S¯1 − 12(A2 + b2)S2 + 12(A1 + b)2S21
]
+ε3
[
1
6
(A1 + b)
3S31 − b(A1 + b)2S21 S¯1 − 12(A1 + b)(A2 + b2)S1S2
+2b2(A1 + b)S1
(
S¯2 + S¯
2
1
)
+ b(A2 + b
2)S2S¯1 +
1
6
(2b3 − A31 + 3A1A2)S3
−4
3
b3
(
2S¯3 + 3S¯2S¯1 + S¯
3
1
)]
+O(ε4)
}
, (2.3)
where Ak ≡ ak1 + ak2. Note that the coefficient of the ε3 term can be represented as
1
6
(A31 + b
3)C0 + 2b2(A1 + b)C1 + 4b3C2 + 12b(A1 − b)(A1 − 2b)C3
+1
2
(A21 − A2)(A1 + b) (S1S2 − S3) + 12b(A21 − A2)
(
S3 − 2S2S¯1
)
, (2.4)
where we have introduced the following combinations of harmonic sums:
C0 = S31 − 3S1S2 + 2S3 ,
C1 = S31 − S1S2 + S1(S¯21 + S¯2)− 52S21 S¯1 + 32S2S¯1 ,
C2 = 34S1S2 − 34S31 + 32S21 S¯1 − S2S¯1 − 13
(
2S¯3 + 3S¯1S¯2 + S¯
3
1
)
,
C3 = S31 − 2S21 S¯1 − S1S2 + 2S2S¯1 . (2.5)
To completely define the ε3 order of the expansion of 2F1, we need results for six combinations
of sums, according to the number of independent combinations of the parameters Ai and b.
Let us first consider the case 0 ≤ u ≤ 4 (0 ≤ z ≤ 1). In this region the following
parametrization can be used: u = 4 sin2 θ
2
(z = sin2 θ
2
), where 0 ≤ θ ≤ π. In the rest of this
paper, we will use the short-hand notation
Lθ ≡ ln
(
2 cos θ
2
)
, lθ ≡ ln
(
2 sin θ
2
)
. (2.6)
For a few special cases, the ε-expansion of the 2F1 functions is known. First of all, the
following relation holds [31]:
2F1
(
1+ε, 1−ε
3
2
sin2 θ
2
)
=
sin (εθ)
ε sin(θ)
. (2.7)
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Its expansion contains only the even powers of ε. Using it, it is easy to get
∞∑
j=1
1(
2j
j
) uj
j
S2 =
1
6
θ3 tan θ
2
, (2.8)
∞∑
j=1
1(
2j
j
) uj
j
(
S22 − S4
)
= 1
60
θ5 tan θ
2
, (2.9)
etc. Then, there are some cases [16, 30] when an arbitrary term of the ε-expansion can be
calculated in terms of log-sine functions,
2F1
(
1, 1 + ε
3
2
sin2 θ
2
)
=
(
2 cos θ
2
)−2ε
sin θ
∞∑
j=0
(2ε)j
j!
[Lsj+1 (π − θ)− Lsj+1 (π)] , (2.10)
2F1
(
1, 1 + ε
3
2
+ ε
sin2 θ
2
)
= − (1 + 2ε)
sin θ(2 sin θ
2
)2ε
∞∑
j=0
(2ε)j
j!
Lsj+1 (θ) , (2.11)
2F1
(
1, 1 + ε
3
2
+ 1
2
ε
sin2 θ
2
)
= − 1 + ε
(2 sin θ)1+ε
∞∑
j=0
εj
j!
Lsj+1 (2θ) . (2.12)
Moreover, for a more general case an integral representation can be obtained [16, 31],
2F1
(
1, 1+aε
3
2
+ bε
sin2 θ
2
)
=
(1+2bε)
(
2 cos θ
2
)2bε−2aε
sin θ
(
2 sin θ
2
)2bε
θ∫
0
dφ
(
2 sin φ
2
)2bε (
2 cos φ
2
)2aε−2bε
. (2.13)
Any order of the ε-expansion of Eq. (2.13) can be expressed in terms of the generalized
“log-sine-cosine” function Lsci,j (θ) whose properties are listed in Appendix B of Ref. [16],
Lsci,j (θ) = −
θ∫
0
dφ lni−1
∣∣∣2 sin φ
2
∣∣∣ lnj−1∣∣∣2 cos φ
2
∣∣∣ . (2.14)
Up to the level i+ j = 5, only one independent function appears, Lsc2,3(θ), that cannot be
expressed in terms of ordinary log-sine integrals. Using the definition (2.14), one can obtain
the following representation:
Lsc2,3(θ) =
1
12
Ls4 (2θ)− 13Ls4 (θ)− 16
θ∫
0
dφ ln3
(
tan φ
2
)
. (2.15)
The integral occurring in Eq. (2.15) can be expressed in terms of the inverse tangent integrals
(see in Ref. [2]),
TiN (z) = Im [LiN (iz)] =
1
2i
[
LiN (iz)− LiN (−iz)
]
, TiN (z) =
z∫
0
dx
x
TiN−1 (x) . (2.16)
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For TiN (z), the following integral representation (see, e.g., in Ref. [28]) is useful:
TiN (z) =
(−1)N−1z
(N − 1)!
1∫
0
dξ
lnN−1 ξ
1 + z2ξ2
. (2.17)
In this way, we arrive at the following representation of Lsc2,3(θ) in terms of the inverse
tangent integrals (2.16):
Lsc2,3(θ) =
1
12
Ls4 (2θ)− 13Ls4 (θ) + 2Ti4
(
tan θ
2
)
− 2 ln
(
tan θ
2
)
Ti3
(
tan θ
2
)
+ ln2
(
tan θ
2
)
Ti2
(
tan θ
2
)
− 1
6
θ ln3
(
tan θ
2
)
. (2.18)
Note that Lsc2,3(π − θ) can be reduced to Lsc2,3(θ) by using Eq. (A.27) of Ref. [16].
Using Eqs. (2.10)–(2.13), we obtain the following results for the weight-2 and weight-3
sums, in addition to Eq. (2.8):
∞∑
j=1
1(
2j
j
) uj
j
S1 = 2 tan
θ
2
[
Ls2 (π − θ)− θLθ
]
, (2.19)
∞∑
j=1
1(
2j
j
) uj
j
S¯1 = tan
θ
2
[
2Ls2 (π − θ) + Ls2 (θ) + θlθ − 2θLθ
]
, (2.20)
∞∑
j=1
1(
2j
j
) uj
j
S21 = 4 tan
θ
2
[
Ls3 (π−θ)− Ls3 (π)− 2Ls2 (π−θ)Lθ + θL2θ + 124θ3
]
,(2.21)
∞∑
j=1
1(
2j
j
) uj
j
S1S¯1 = tan
θ
2
{
5 [Ls3 (π−θ)− Ls3 (π)]− Ls3 (θ) + 12Ls3 (2θ)− 2Ls2 (θ)Lθ
+2Ls2 (π−θ) lθ − 8Ls2 (π−θ)Lθ − 2θlθLθ + 4θL2θ + 112θ3
}
, (2.22)
∞∑
j=1
1(
2j
j
) uj
j
(
S¯2 + S¯
2
1
)
= tan θ
2
{
6 [Ls3 (π − θ)− Ls3 (π)]− 3Ls3 (θ) + 4Ls2 (π − θ) lθ
−8Ls2 (π − θ)Lθ + 2Ls2 (θ) lθ + Ls3 (2θ)− 4Ls2 (θ)Lθ
+θl2θ − 4θLθlθ + 4θL2θ + 112θ3
}
, (2.23)
where Ls3 (π) = −12πζ2. In fact, all Lsj (π) are expressible in terms of the ζ-function [2].
For the weight 4, the results for some combinations of sums involved in (2.4) can also be
expressed in terms of log-sine functions, using Eqs. (2.10)–(2.13),
∞∑
j=1
1(
2j
j
) uj
j
C0 = 8 tan θ2
{
Ls4 (π − θ)−Ls4 (π)
−3
[
Ls3 (π−θ)−Ls3 (π)
]
Lθ+3Ls2 (π−θ)L2θ−θL3θ
}
, (2.24)
∞∑
j=1
1(
2j
j
) uj
j
C1 = tan θ2
{
2
3
Ls4 (θ)− 13Ls4 (2θ)− 143 [Ls4 (π − θ)− Ls4 (π)]
6
+14 [Ls3 (π − θ)− Ls3 (π)]Lθ − 2Ls3 (θ) lθ + Ls3 (2θ) [Lθ + lθ]− 14Ls2 (π − θ)L2θ
+2Ls2 (π − θ) l2θ − 2Ls2 (2θ)Lθlθ − Ls2 (2θ)L2θ − 2θLθl2θ − 2θL2θlθ + 4θL3θ
}
, (2.25)
∞∑
j=1
1(
2j
j
) uj
j
C2 = tan θ2
{
1
3
Ls4 (2θ)− Ls4 (θ) + 4 [Ls4 (π − θ)− Ls4 (π)]− Ls3 (2θ) (lθ + Lθ)
−12 [Ls3 (π − θ)− Ls3 (π)]Lθ + 3Ls3 (θ) lθ + 12Ls2 (π − θ)L2θ − 3Ls2 (π − θ) l2θ
−1
2
Ls2 (2θ) l
2
θ + Ls2 (2θ)L
2
θ + 2Ls2 (2θ) lθLθ + 2θl
2
θLθ + 2θlθL
2
θ − 13θl3θ − 103 θL3θ
}
,(2.26)
where Ls4 (π) =
3
2
πζ3 and the combinations of the harmonic sums Cj are defined in (2.5).
Finally, using (2.13) the result for the sum involving C3 can be expressed in terms of the
Lsc-function (2.18),
∞∑
j=1
1(
2j
j
) uj
j
C3 = −4 tan θ2
{
2Lsc2,3(θ) + 2 [Ls4 (π − θ)− Ls4 (π)]
+2 [Ls3 (π − θ)− Ls3 (π)] lθ − 8 [Ls3 (π − θ)− Ls3 (π)]Lθ − Ls3 (2θ)Lθ + 2Ls3 (θ)Lθ
+8Ls2 (π − θ)L2θ − 4Ls2 (π − θ)Lθlθ + Ls2 (2θ)L2θ − 2θL3θ + 2θL2θlθ
}
. (2.27)
Some of the results (2.19)–(2.27) can be written in a slightly different form by means of
relations [2]
Ls2 (θ) = Cl2 (θ) , Cl2n (π + θ) = −Cl2n (π − θ) , Cl2n+1 (π + θ) = Cl2n+1 (π − θ) .
However, in this way one cannot obtain results for the two remaining combinations
in (2.4), involving A21 − A2 = 2a1a2, since in Eq. (2.13) we always have a1a2 = 0. An
interesting relation between these two functions is obtained in Appendix B. It should also
be noted that for higher hypergeometric functions other combinations of sums may arise at
this level (see below).
2.2 Expansion of higher functions
Let us consider the hypergeometric function of the following type:
P+1FP
(
3
2
+ b1ε, . . . ,
3
2
+ bJ−1ε, 1 + a1ε, . . . , 1 + aKε, 2 + d1ε . . . , 2 + dLε
3
2
+ f1ε, . . . ,
3
2
+ fJε, 1 + e1ε, . . . , 1 + eRε, 2 + c1ε, . . . , 2 + cK+L−R−2ε
z
)
, (2.28)
where P = K +L+ J − 2. Using the representation (2.2) its ε-expansion can be reduced to
inverse binomial sums (1.1). The original hypergeometric function (2.28) can be written as
(see details in Appendix B of Ref. [16])
P+1FP
( {3
2
+ biε}J−1, {1 + aiε}K , {2 + diε}L
{3
2
+ fiε}J , {1 + eiε}R, {2 + ciε}K+L−R−2 z
)
=
2
u
ΠK+L−R−2s=1 (1 + csε)Π
J
k=1(1 + 2fkε)
ΠLi=1(1 + diε)Π
J−1
r=1 (1 + 2brε)
∞∑
j=1
1(
2j
j
) uj
jK−R−1
∆ , (2.29)
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where u = 4z,
∆ = exp
[
∞∑
k=1
(−ε)k
k
(
SkTk + 2
kUkS¯k +Wkj
−k
)]
= 1− ε
(
W1j
−1 + T1S1 + 2U1S¯1
)
+ ε2
[
1
2
j−2
(
W2 +W
2
1
)
+W1j
−1
(
T1S1 + 2U1S¯1
)
+2T1U1S1S¯1 +
1
2
T2S2 +
1
2
T 21S
2
1 + 2
(
U2S¯2 + U
2
1 S¯
2
1
)]
−ε3
{
1
6
j−3
(
2W3 + 3W1W2 +W
3
1
)
+ 1
2
j−2
(
W2 +W
2
1
) (
T1S1 + 2U1S¯1
)
+1
2
W1j
−1
[
T2S2 + T
2
1 S
2
1 + 4T1U1S1S¯1 + 4
(
U2S¯2 + U
2
1 S¯
2
1
)]
+1
6
T 31S
3
1 + T
2
1U1S
2
1 S¯1 +
1
2
T1T2S1S2 + T2U1S2S¯1 +
1
3
T3S3
+2T1S1
(
U2S¯2 + U
2
1 S¯
2
1
)
+ 4
3
(
U31 S¯
3
1 + 3U1U2S¯1S¯2 + 2U3S¯3
)}
+O(ε4) , (2.30)
and we introduced the constants
Ak ≡
∑
aki , Bk ≡
∑
bki , Ck ≡
∑
cki , Dk ≡
∑
dki , Ek ≡
∑
eki , Fk ≡
∑
fki ,
Tk ≡ Bk + Ck + Ek −Ak −Dk − Fk, Uk ≡ Fk − Bk, Wk ≡ Ck −Dk ,
where the summations extend over all possible values of the parameters in Eq. (2.28). We
can see that for the general values of the parameters of the P+1FP function (2.28) we need all
the occurring sums separately. However, for many applications, it is sufficient to consider the
case J = 1 only. In this case, Bk = 0 and Uk = Fk = f
k
1 . Substituting this into Eq. (2.30), we
see that S¯2 and S¯3 would only appear in combinations
(
S¯2 + S¯
2
1
)
and
(
S¯31 + 3S¯1S¯2 + 2S¯3
)
.
Furthermore, using the notations (2.5), Eq. (2.30) in the case J = 1 can be presented as
∆
∣∣∣
J=1
= 1− ε
(
W1j
−1 + T1S1 + 2f1S¯1
)
+ ε2
[
1
2
j−2
(
W2 +W
2
1
)
+W1j
−1
(
T1S1 + 2f1S¯1
)
+2f1T1S1S¯1 +
1
2
T2S2 +
1
2
T 21 S
2
1 + 2f
2
1
(
S¯2 + S¯
2
1
)]
−ε3
{
1
6
j−3
(
2W3 + 3W1W2 +W
3
1
)
+ 1
2
j−2
(
W2 +W
2
1
) (
T1S1 + 2f1S¯1
)
+1
2
W1j
−1
[
T2S2 + T
2
1S
2
1 + 4f1T1S1S¯1 + 4f
2
1
(
S¯2 + S¯
2
1
)]
+1
6
T1
(
T 21 + 3f1T1 + 3f
2
1
)
S31 +
1
2
T1
(
T2 − f1T1 − f 21
)
S1S2 +
1
3
T3S3
+f1
(
T2 + T
2
1 + 2f1T1 + 2f
2
1
)
S2S¯1 + 2f
2
1T1C1 − 4f 31C2
−1
2
f1(T1 + 2f1)(T1 + 3f1)C3
}
+O(ε4) . (2.31)
Eq. (2.30) also shows that we may need the sums with higher values of c (the power of
1/j), which would come from 1/jK−R−1 in Eq. (2.29) and extra powers of 1/j in Eq. (2.30).
Note that in the case K −R = 2, when we have the same number of ci and di, we have 1/j
factor in the sum in Eq. (2.29). Moreover, when the parameters {2+ ci} and {2+ di} are at
all missing, we get no extra factors of 1/j in Eq. (2.30), for all Wk would vanish.
For the sums of the type (1.1) with an arbitrary integer power c ≥ 2 and 0 ≤ u ≤ 4, the
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following one-fold integral representation [27] is useful:
∞∑
j=1
uj
jc
f(j)(
2j
j
) = 1
(c− 2)!
θ∫
0
dφ
cos φ
2
sin φ
2
[
ln u− 2 ln
(
2 sin φ
2
)]c−2 ∞∑
j=1
(
4 sin2 φ
2
)j
j
f(j)(
2j
j
) , (2.32)
where f(j) stands for an arbitrary combination of the harmonic sums. In this manner, the
original sum of the type (1.1) with an arbitrary positive integer parameter c ≥ 2 is reduced
to a one-fold integral representation containing a sum with c = 1 in the integrand. Using the
representation (2.32) we can generalize our results (2.8), (2.9), (2.19)–(2.27) to the case of an
arbitrary integer c > 1. However, only for special types of sums these results are expressible
in terms of generalized log-sine functions (1.4):
∞∑
j=1
uj
jc
1(
2j
j
)S2 = −16 c−2∑
i=0
(−2)i
i!(c− 2− i)! (ln u)
c−2−i Ls
(3)
i+4 (θ) , (2.33)
∞∑
j=1
uj
jc
1(
2j
j
) (S22 − S4) = − 160 c−2∑
i=0
(−2)i
i!(c− 2− i)! (ln u)
c−2−i Ls
(5)
i+6 (θ) , (2.34)
where c ≥ 2, 0 ≤ u ≤ 4, and the angle θ is defined in Eq. (1.3).
Further results can be extracted from integral representation (2.32) by using the integra-
tion rules for Clausen’s function [2] and the following relation:
k
θ∫
0
dφ φk−1Ls
(i)
j (mφ) = θ
kLs
(i)
j (mθ)−
1
mk
Ls
(i+k)
j+k (mθ) .
In this way, we obtain
∞∑
j=1
1(
2j
j
) uj
j2
S1 = 4Cl3 (π − θ)− 2θCl2 (π − θ) + 3ζ3, (2.35)
∞∑
j=1
1(
2j
j
) uj
j2
S¯1 = −2Cl3 (θ) + 4Cl3 (π − θ)− 2θCl2 (π − θ)− θCl2 (θ) + 5ζ3 , (2.36)
∞∑
j=1
1(
2j
j
) uj
j2
S21 = 4θ [Ls3 (π − θ)− Ls3 (π)]− 4 [Ls2 (π − θ)]2 + 124θ4 , (2.37)
∞∑
j=1
1(
2j
j
) uj
j2
S1S¯1 = 5θ [Ls3 (π − θ)− Ls3 (π)]− θLs3 (θ) + 12θLs3 (2θ)
−4 [Ls2 (π − θ)]2 + 148θ4 − 2Ls2 (π − θ) Ls2 (θ) , (2.38)
∞∑
j=1
1(
2j
j
) uj
j2
(
S¯21 + S¯2
)
= 6θ [Ls3 (π − θ)− Ls3 (π)]− 3θLs3 (θ) + θLs3 (2θ)
−4 [Ls2 (π − θ)]2 − [Ls2 (θ)]2 + 148θ4 − 4Ls2 (π − θ) Ls2 (θ) .(2.39)
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However, other sums are not expressible in terms of the generalized log-sine functions.
One needs to introduce a new function4,
Φ(θ) ≡
θ∫
0
dφ Ls2 (φ) ln
(
2 cos φ
2
)
, (2.40)
which obeys the following symmetry property:
Φ(θ) + Φ(π − θ) = Φ(π) + Ls2 (π − θ) Ls2 (θ) , (2.41)
where
Φ(π) = 1
6
ln4 2− ζ2 ln2 2 + 72ζ3 ln 2− 5316ζ4 + 4Li4
(
1
2
)
= 0.64909 . . . . (2.42)
The following sums of the weight 4 are expressible in terms of the function Φ(θ):
∞∑
j=1
1(
2j
j
) uj
j3
S1 = 2
[
Ls
(1)
4 (π − θ)− Ls(1)4 (π)
]
− 1
2
Ls
(1)
4 (2θ) + 2Ls
(1)
4 (θ)− 4θLs2 (π − θ) lθ
−2π [Ls3 (π − θ)− Ls3 (π)] + 8 [Cl3 (π − θ)− Cl3 (π)] lθ + 4Φ(π − θ)− 4Φ(π) , (2.43)
∞∑
j=1
1(
2j
j
) uj
j3
S¯1 = 2
[
Ls
(1)
4 (π − θ)− Ls(1)4 (π)
]
− 1
2
Ls
(1)
4 (2θ) + 4Ls
(1)
4 (θ) + [Ls2 (θ)]
2
−2π [Ls3 (π − θ)− Ls3 (π)] + 8 [Cl3 (π − θ)− Cl3 (π)] lθ − 4 [Cl3 (θ)− ζ3] lθ
−2θLs2 (θ) lθ − 4θLs2 (π − θ) lθ + 4Φ(π − θ)− 4Φ(π) , (2.44)
where we have also used the following integral:
θ∫
0
dφ φ ln
(
2 cos φ
2
)
ln
(
2 sin φ
2
)
= −1
8
Ls
(1)
4 (2θ) +
1
2
Ls
(1)
4 (θ) +
1
2
[
Ls
(1)
4 (π − θ)− Ls(1)4 (π)
]
−1
2
π [Ls3 (π − θ)− Ls3 (π)] .
Let us note that Φ(θ) can be related to the real part of a certain harmonic polyloga-
rithm [4] of complex argument,
Φ(θ) = 1
96
θ2(2π − θ)2 − LθCl3 (θ) + ζ3 ln 2−H−1,0,0,1(1) + 12
[
H−1,0,0,1(e
iθ) + H−1,0,0,1(e
−iθ)
]
,
(2.45)
where (for details, see Appendix A)
H−1,0,0,1(y) =
y∫
0
dx
Li3 (x)
1 + x
, (2.46)
H−1,0,0,1(1) = − 112 ln4 2 + 12ζ2 ln2 2− 34ζ3 ln 2 + 32ζ4 − 2Li4
(
1
2
)
= 0.33955 . . . . (2.47)
The function H−1,0,0,1(y) has a branch cut starting at the point y = −1 (θ = ±π), which is
subtracted by logarithmic terms in (2.45), so that Φ(θ) is a smooth function of variable θ.
4Alternatively, instead of Φ(θ) one may introduce the generalized Glashier function Gl4 (θ; 1), see
Eq. (A.16) in Appendix A.
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2.3 Further results for the sums
For further investigation of the sums of the type (1.1), a recursive approach appears to be
useful. Some ideas applied below are described in the book [32]. Let us rewrite Eq. (1.1) in
the following form:
Σ
i1,..., ip; j1,...,jq
a1,...,ap; b1,...,bq ; c
(u) ≡ ΣA;B;c(u) =
∞∑
j=1
ujηA;B;c(j) , (2.48)
where A ≡
(
i1,...,ip
a1,...,ap
)
and B ≡
(
j1,...,jq
b1,...,bq
)
denote the collective sets of indices, whereas ηA;B;c(j)
is the coefficient of uj in Eq. (1.1), i.e. the product of binomial sums divided by
(
2j
j
)
jc.
The idea is to find a recurrence relation 5, with respect to j, for the coefficients ηA;B;c(j),
and then transform it into a differential equation for the generating function ΣA;B;c(u). In this
way, the problem of summing the series would be reduced to solving a differential equation.
Using the explicit form of ηA;B;c(j) given in Eq. (1.1), the recurrence relation can be written
in the following form:
2(2j + 1)(j + 1)c−1ηA;B;c(j + 1)− jcηA;B;c(j) = rA;B(j) , (2.49)
where the explicit form of the “remainder” rA;B(j) is given by
(
2j
j
)
rA;B(j) =
p∏
k=1
[
Sak(j − 1) + j−ak
]ik q∏
l=1
[
Sbl(2j − 1) + (2j)−bl + (2j + 1)−bl
]jl
−
p∏
k=1
[Sak(j − 1)]ik
q∏
l=1
[Sbl(2j − 1)]jl . (2.50)
In other words, it contains all contributions generated by j−ak , (2j)−bl and (2j+1)−bl which
appear because of the shift of the index j.
Multiplying both sides of Eq. (2.49) by uj, summing from 1 to infinity, and using the fact
that any extra power of j corresponds to the derivative u(d/du), we arrive at the following
differential equation for the generating function ΣA;B;c(u):
(
4
u
− 1
)(
u
d
du
)c
ΣA;B;c(u)− 2
u
(
u
d
du
)c−1
ΣA;B;c(u) = 2ηA;B;c(1) +RA;B(u) , (2.51)
where ηA;B;c(1) =
1
2
δp0 and RA;B(u) ≡ ∑∞j=1 ujrA;B(j). Using Eq. (2.50) we obtain
Ra1;−(u) =
∞∑
j=1
uj(
2j
j
) 1
ja1
, (2.52)
R−;b1(u) =
∞∑
j=1
uj(
2j
j
)[ 1
(2j)b1
+
1
(2j + 1)b1
]
, (2.53)
5About application of the difference equations in the physical calculations we refer to [33].
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Ra1,a2;−(u) =
∞∑
j=1
uj(
2j
j
)[Sa1
ja2
+
Sa2
ja1
+
1
ja1+a2
]
, (2.54)
Ra1;b1(u) =
∞∑
j=1
uj(
2j
j
)[ Sa1
(2j)b1
+
Sa1
(2j + 1)b1
+
S¯b1
ja1
+
1
ja1(2j)b1
+
1
ja1(2j + 1)b1
]
, (2.55)
R−;b1,b2(u) =
∞∑
j=1
uj(
2j
j
)[ S¯b1
(2j)b2
+
S¯b2
(2j)b1
+
S¯b1
(2j + 1)b2
+
S¯b2
(2j + 1)b1
+
1
(2j)b1+b2
+
1
jb1(2j + 1)b2
+
1
jb2(2j + 1)b1
+
1
(2j + 1)b1+b2
]
, (2.56)
Ra1,a2,a3;−(u) =
∞∑
j=1
uj(
2j
j
)[Sa1Sa2
ja3
+
Sa1Sa3
ja2
+
Sa2Sa3
ja1
+
Sa1
ja2+a3
+
Sa2
ja1+a3
+
Sa3
ja1+a2
+
1
ja1+a2+a3
]
.
(2.57)
In terms of the geometrical variable (1.3),
u ≡ uθ = 4 sin2 θ2 ,
4
u
− 1 = cot2 θ
2
, u
d
du
= tan θ
2
d
dθ
, (2.58)
the differential equation (2.51) takes the following form:
1
2 sin2 θ
2
(
2 sin θ
2
cos θ
2
d
dθ
− 1
)(
tan θ
2
d
dθ
)c−1
ΣA;B;c(uθ) = δp0 +RA,B(uθ) . (2.59)
Furthermore, Eq. (2.59) can be represented as(
tan θ
2
d
dθ
)c−1
ΣA;B;c(uθ) = tan
θ
2
σA;B(θ) , (2.60)
where
d
dθ
σA;B(θ) = δp0 +RA,B(uθ) , σA;B(θ) = δp0θ +
θ∫
0
dφ RA;B(uφ) , (2.61)
with uφ = 4 sin
2 φ
2
. In particular, for c = 1 and c = 2 we have, respectively,
ΣA;B;1(uθ) = tan
θ
2
σA;B(θ) = tan
θ
2
δp0θ + θ∫
0
dφ RA;B(uφ)
 , (2.62)
ΣA;B;2(uθ) =
θ∫
0
dφσA;B(φ) = θσA;B(θ)− 12δp0θ2 −
θ∫
0
φdφ RA,B(uφ) . (2.63)
Introducing lθ ≡ ln
(
2 sin θ
2
)
= 1
2
ln uθ, Eq. (2.60) can be rewritten as(
1
2
d
dlθ
)c−k
ΣA;B;c(uθ) = ΣA;B;k(uθ) , (2.64)
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which is nothing but the differential form of the relation (2.32). The iterative solution of
Eq. (2.64) is
ΣA;B;c(uθ) = −
k∑
i=1
(−2)i
i!
liθ ΣA;B;c−i(uθ) +
(−2)k
k!
θ∫
0
dφ lkφ
dΣA;B;c−k(uφ)
dφ
, (2.65)
where lφ ≡ ln
(
2 sin φ
2
)
= 1
2
ln uφ.
In particular, this solution allows us to formulate and prove the following important
statement. If for some k the derivative ΣA;B;c−k(uθ) is expressible only in terms of the
powers of θ and lθ, then the sum ΣA;B;c(uθ) can be presented in terms of the generalized
log-sine functions. Moreover, according to a statement proven in Appendix A.1 of Ref. [16],
the analytic continuation of any generalized log-sine function Ls
(k)
j (θ) can be expressed in
terms of Nielsen polylogarithms.
Let us now explain how this general method works for specific sums of interest. Consider
Σ1;−3;−;1(u) =
∞∑
j=1
1(
2j
j
) uj
j
S3 = tan
θ
2
θ∫
0
dφ R3;−(uφ) ,
where R3;−(u) is defined in Eq. (2.52) and the result can be extracted from Eq. (1.2):
∞∑
j=1
1(
2j
j
) uj
j3
= 2 [Cl3 (θ) + θCl2 (θ)− ζ3] + θ2lθ , (2.66)
Integrating over φ we obtain
∞∑
j=1
1(
2j
j
) uj
j
S3 = tan
θ
2
{
6Cl4 (θ)− θ2Cl2 (θ)− 4θCl3 (θ)− 2θζ3
}
. (2.67)
For another sum, Σ1,1;−2,1;−;1(u), we get
Σ1,1;−2,1;−;1(u) =
∞∑
j=1
1(
2j
j
) uj
j
S1S2 = tan
θ
2
θ∫
0
dφ R2,1;−(uφ) ,
where R2,1;−(u) is defined in Eq. (2.54). Using Eqs. (2.35), (2.8) and (2.66) to calculate
R2,1;−(u), and integrating over φ, we get
∞∑
j=1
1(
2j
j
) uj
j
S1S2 = tan
θ
2
{
θ2Cl2 (π − θ)− θ2Cl2 (θ)− 4θCl3 (π − θ)− 4θCl3 (θ)
−8Cl4 (π − θ) + 6Cl4 (θ) + θζ3 − 13θ3Lθ
}
. (2.68)
For the sum Σ1;−3;−;1(u), this approach is also applicable. In this case we have
Σ1;−3;−;1(u) =
∞∑
j=1
1(
2j
j
) uj
j
S31 = tan
θ
2
θ∫
0
dφ R1,1,1;−(uφ) ,
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with R1,1,1;−(u) defined in Eq. (2.57). Using Eqs. (2.21), (2.35) and (2.66) to calculate
R1,1,1;−(u), and integrating over φ, we get
∞∑
j=1
1(
2j
j
) uj
j
S31 = tan
θ
2
{
6Cl4 (θ)− 24Cl4 (π − θ)− 12θCl3 (π − θ)− 4θCl3 (θ)
−24Lθ [Ls3 (π − θ)− Ls3 (π)] + 8 [Ls4 (π − θ)− Ls4 (π)]− θ2Cl2 (θ)
+3θ2Cl2 (π − θ) + 24Cl2 (π − θ)L2θ − θ3Lθ − 8θL3θ + 7ζ3θ
}
. (2.69)
Combining Eqs. (2.67), (2.68) and (2.69), we successfully reproduce Eq (2.24).
As a further example, let us consider the sum Σ1;12;1;1(u). We obtain
Σ1;12;1;1(u) =
∞∑
j=1
1(
2j
j
) uj
j
S2S¯1 = tan
θ
2
θ∫
0
dφ R2;1(uφ) ,
where R2;1(u) corresponds to Eq. (2.55), with some of the contributing sums having (2j+1)
in the denominator. Let us denote them as
Σ˜A;B;c;d(u) ≡
∞∑
j=1
uj
(2j + 1)d
ηA;B;c(j) .
To calculate such sums, it is convenient to apply the differential operator that lowers the
value of d,
2u1/2
d
du
[
u1/2 Σ˜A;B;c;d(u)
]
⇔ 2
cos θ
2
d
dθ
[
sin θ
2
Σ˜A;B;c;d(uθ)
]
= Σ˜A;B;c;d−1(uθ) . (2.70)
In particular, for d = 1 the sum on the r.h.s. is the standard sum (1.1) which is supposed to
be known. Then the result for Σ˜A;B;c;1(u) can be obtained by integration,
Σ˜A;B;c;1(uθ) =
1
2 sin θ
2
θ∫
0
dφ cos φ
2
ΣA;B;c(uφ) .
Using the following decomposition
1
ja(2j + 1)b
=
a−1∑
i=0
(−2)i
(
b− 1 + i
b− 1
)
1
ja−i
+
b−1∑
i=0
(−2)a
(
a− 1 + i
a− 1
)
1
(2j + 1)b−i
,
we are able to rewrite Σ˜A;B;c;d(u) as a linear combination of the sums, with one of the last
two indices equal to zero:
Σ˜A;B;c;d(u) =
c−1∑
i=0
(−2)i
(
d− 1 + i
d− 1
)
Σ˜A;B;c−i;0(u) +
d−1∑
i=0
(−2)c
(
c− 1 + i
c− 1
)
Σ˜A;B;0;d−i(u)
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For the calculation of the Σ˜A;B;0;d(u) (with c = 0) we will apply d-times the procedure (2.70)(
2
cos θ
2
d
dθ
)d [
sin θ
2
Σ˜A;B;0;d(uθ)
]
=
(
tan θ
2
d
dθ
)
ΣA;B;1;0(uθ) . (2.71)
This equation can be easily integrated for some particular cases
∞∑
j=1
1(
2j
j
) uj
2j + 1
=
θ
sin θ
− 1 = 2
sin θ
Ti1
(
tan θ
2
)
− 1 , (2.72)
∞∑
j=1
1(
2j
j
) uj
(2j + 1)2
=
2
sin θ
2
Ti2
(
tan θ
4
)
− 1 , (2.73)
∞∑
j=1
1(
2j
j
) uj
(2j + 1)
S1 = θ cot
θ
2
+
2
sin θ
[Ls2 (π − θ)− θLθ]− 2 , (2.74)
∞∑
j=1
1(
2j
j
) uj
(2j + 1)
S2 =
θ3
6 sin θ
− 2θ cot θ
2
− 1
2
θ2 + 4 , (2.75)
∞∑
j=1
1(
2j
j
) uj
(2j + 1)
S¯1 =
1
sin θ
[2Ls2 (π−θ)−2θLθ+Ls2 (θ)+θlθ]
+1
2
θ cot θ
2
− 2
sin θ
2
Ti2
(
tan θ
4
)
− 1 , (2.76)
∞∑
j=1
1(
2j
j
) uj
(2j + 1)
S21 = −12θ2 + 4 cot θ2 [Ls2 (π − θ)− θLθ]− 4 + 2θ cot θ2 +
θ3
6 sin θ
+
4
sin θ
[
Ls3 (π−θ)−Ls3 (π)+θL2θ−2Ls2 (π − θ)Lθ
]
, (2.77)
∞∑
j=1
1(
2j
j
) uj
(2j + 1)
S1S2 = 8−θ2lθ+2θCl2 (π−θ)−2θCl2 (θ)−4Cl3 (π−θ)−2Cl3 (θ)−ζ3
+cot θ
2
[
1
6
θ3−4θ+4θLθ−4Cl2 (π − θ)
]
+
1
sin θ
{
θ2 [Cl2 (π−θ)−Cl2 (θ)]−4θ [Cl3 (π−θ) + Cl3 (θ)]
−8Cl4 (π−θ)+6Cl4 (θ)+θζ3− 13θ3Lθ
}
, (2.78)
where TiN (z) is the inverse tangent integral (2.16). Together with Eqs. (2.8) and (2.36),
this provides us the result for R2;1(u),
R2;1(uθ) = 4Cl3 (π − θ)−Cl3 (θ)−2θCl2 (π − θ)+4ζ3+ 12θ2lθ+ 16θ3 tan θ2 + 112θ3 cot θ2 . (2.79)
Finally, using Eq. (2.62) and integrating over φ, we arrive at
∞∑
j=1
1(
2j
j
) uj
j
S2S¯1 = tan
θ
2
{
θ2Cl2 (π − θ)− 4θCl3 (π − θ)− 8Cl4 (π − θ)− Cl4 (θ)
+1
6
θ3lθ − 13θ3Lθ + 4θζ3
}
. (2.80)
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Using the results for the sums with c = 1 and applying Eq. (2.32), we obtain the following
results for the case c = 2:
∞∑
j=1
1(
2j
j
) uj
j2
S3 = θ
2Cl3 (θ)− 6θCl4 (θ)− 12Cl5 (θ)− θ2ζ3 + 12ζ5 , (2.81)
∞∑
j=1
1(
2j
j
) uj
j2
S1S2 = −13θ3Cl2 (π − θ) + 2θ2Cl3 (π − θ) + θ2Cl3 (θ) + 8θCl4 (π − θ)
−6θCl4 (θ)− 16Cl5 (π − θ)− 12Cl5 (θ) + 12θ2ζ3 − 3ζ5 , (2.82)
∞∑
j=1
1(
2j
j
) uj
j2
S2S¯1 = −13θ3Cl2 (π − θ)− 16θ3Cl2 (θ) + 2θ2Cl3 (π − θ) + 2θ2ζ3 − 12θ2Cl3 (θ)
+8θCl4 (π − θ) + θCl4 (θ)− 16Cl5 (π − θ) + 2Cl5 (θ)− 17ζ5 . (2.83)
We note that the results for other sums obtained in the previous sections can be also
reproduced by this method. Moreover, it is possible to consider not only the combinations
(S¯2 + S¯
2
1) that correspond to the J = 1 case of Eq. (2.30) (given in Eq. (2.31)), but also
the sums containing S¯2 or S¯
2
1 separately (which appear for J 6= 1). As an example, let us
consider the sum
Σ−;1−;2;1(u) =
∞∑
j=1
1(
2j
j
) uj
j
S¯2 = tan
θ
2
θ + θ∫
0
dφ R−;2(uφ)
 , (2.84)
where R−;2(u) corresponds to the case (2.53).
Substituting
R−;2(uθ) =
2
sin θ
2
Ti2
(
tan θ
4
)
+ 1
8
θ2 − 1 , (2.85)
into Eq. (2.84) and integrating over φ, we arrive at
∞∑
j=1
1(
2j
j
) uj
j
S¯2 = tan
θ
2
{
4Ti3
(
tan θ
4
)
+ 1
24
θ3
}
. (2.86)
Moreover, upon applying Eq. (2.32) we can perform another integration and obtain the result
for c = 2,
∞∑
j=1
1(
2j
j
) uj
j2
S¯2 = 4θTi3
(
tan θ
4
)
− 8
[
Ti2
(
tan θ
4
)]2
+ 1
96
θ4 . (2.87)
Using the connections between Ti2
(
tan θ
4
)
, Ti3
(
tan θ
4
)
and the log-sine functions (see Eq. (17)
on p. 292 and Eq. (44) on p. 298 of Ref. [2]), we can get other representations,
∞∑
j=1
1(
2j
j
) uj
j
S¯2 = tan
θ
2
{
1
24
θ3 + 1
2
θ ln2
(
tan θ
4
)
+ 2 ln
(
tan θ
4
) [
Ls2
(
θ
2
)
+ Ls2
(
π − θ
2
)]
+2
[
Ls3
(
π − θ
2
)
− Ls3 (π)
]
− 2Ls3
(
θ
2
)
+ 1
2
Ls3 (θ)
}
, (2.88)
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∞∑
j=1
1(
2j
j
) uj
j2
S¯2 = 2θ
[
Ls3
(
π − θ
2
)
− Ls3
(
θ
2
)]
+ 1
2
θLs3 (θ)− 2
[
Ls2
(
π − θ
2
)
+ Ls2
(
θ
2
)]2
+1
6
π3θ + 1
96
θ4 . (2.89)
Note the appearance of log-sine functions of arguments θ
2
and
(
π − θ
2
)
.
3 Analytical continuation
To obtain results valid in other regions of variable u (for u < 0 and u > 4), we will construct
the proper analytical continuation of the expressions presented in the previous section. For
generalized log-sine integrals it is described in [16]. Let us introduce a new variable
y ≡ eiσθ, ln(−y − iσ0) = ln y − iσπ, (3.1)
where the choice of the sign σ = ±1 is related to the causal “+i0” prescription for the
propagators. For completeness, we also present the inverse relations,
u = −(1− y)
2
y
, y =
1−
√
u
u−4
1 +
√
u
u−4
, u
d
du
= −1− y
1 + y
y
d
dy
, (3.2)
and also expressions for (1± y) in terms of θ,
1− y = 2 sin θ
2
e−iσ(π−θ)/2 , 1 + y = 2 cos θ
2
eiσθ/2 . (3.3)
In terms of this variable y, the analytic continuation of all generalized log-sine integrals can
be expressed in terms of Nielsen polylogarithms, whereas for the function Φ(θ) we get
Φ(θ) = ζ3 ln 2 +
1
2
ζ4 −H−1,0,0,1(1) + 12
[
H−1,0,0,1(y) + H−1,0,0,1(y
−1)
]
−1
4
[
Li4 (y) + Li4
(
y−1
)]
− 1
2
[
ln(1 + y)− 1
2
ln y
] [
Li3 (y) + Li3
(
y−1
)]
, (3.4)
with H−1,0,0,1(y) defined in Eq. (2.46).
For the cases involving the inverse tangent integrals TiN
(
tan θ
2
)
and TiN
(
tan θ
4
)
, the
analytic continuation is straightforward (see Eq. (2.16)),
TiN
(
tan θ
2
)
= − σ
2i
[LiN (ω)− LiN (−ω)] , ω = 1− y
1 + y
= −iσ tan θ
2
. (3.5)
TiN
(
tan θ
4
)
= − σ
2i
[LiN (ωs)− LiN (−ωs)] , ωs = 1−
√
y
1 +
√
y
= −iσ tan θ
4
. (3.6)
Below we list the most complicated results, corresponding to the analytical continuation
of the results obtained in Section 2:
∞∑
j=1
1(
2j
j
) uj
j2
S21 = −8S1,2(−y) ln y + 4Li3 (−y) ln y − 2Li2 (−y) ln2 y + 4 [Li2 (−y)]2
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− 1
24
ln4 y + 4ζ2Li2 (−y) + ζ2 ln2 y + 4ζ3 ln y + 52ζ4 , (3.7)
∞∑
j=1
1(
2j
j
) uj
j2
S1S¯1 = −10S1,2(−y) ln y + S1,2
(
y2
)
ln y − 2S1,2(y) ln y + 4 [Li2 (−y)]2
−2Li2 (y) Li2 (−y) + 3Li3 (−y) ln y − Li3 (y) ln y − 32Li2 (−y) ln2 y + 12Li2 (y) ln2 y
− 1
48
ln4 y + 6ζ2Li2 (−y)− ζ2Li2 (y) + 54ζ2 ln2 y + 112 ζ3 ln y + 5ζ4 , (3.8)
∞∑
j=1
1(
2j
j
) uj
j2
(
S¯2 + S¯
2
1
)
= −12S1,2(−y) ln y + 2S1,2
(
y2
)
ln y − 6S1,2(y) ln y + 4 [Li2 (−y)]2
+ [Li2 (y)]
2 − 4Li2 (−y) Li2 (y) + 2Li3 (−y) ln y − Li3 (y) ln y − Li2 (−y) ln2 y
+1
2
Li2 (y) ln
2 y + 8ζ2Li2 (−y)− 4ζ2Li2 (y) + ζ2 ln2 y + 8ζ3 ln y + 10ζ4 , (3.9)
∞∑
j=1
1(
2j
j
) uj
j
C1 = 1− y
1 + y
[
3Li4 (−y)− 3Li4 (y) + 28S1,3(−y)− 2S1,3
(
y2
)
+ 4S1,3(y)
−14S2,2(−y) + S2,2
(
y2
)
− 2S2,2(y) + 28S1,2(−y) ln(1 + y)− 2S1,2
(
y2
)
ln(1− y)
−2S1,2
(
y2
)
ln(1 + y) + 4S1,2(y) ln(1− y) + 4Li3 (−y) ln(1− y) + 2Li3 (y) ln(1− y)
−10Li3 (−y) ln(1 + y) + 4Li3 (y) ln(1 + y)− 2Li2 (−y) ln2(1− y)
−2Li2
(
y2
)
ln(1 + y) ln(1− y) + 12Li2 (−y) ln2(1 + y)− 2Li2 (y) ln2(1 + y)
−2 ln y ln2(1− y) ln(1 + y)− 2 ln y ln(1− y) ln2(1 + y) + 4 ln y ln3(1 + y)
+1
2
ln2 y ln2(1− y) + 2 ln2 y ln(1− y) ln(1 + y)− 5
2
ln2 y ln2(1 + y)− 1
2
ln3 y ln(1− y)
+1
2
ln3 y ln(1 + y) + 45
8
ζ4 − ζ3 ln(1− y)− 13ζ3 ln(1 + y) + 7ζ3 ln y + 94ζ2 ln2 y
−ζ2 ln2(1− y) + 2ζ2 ln(1− y) ln(1 + y) + 8ζ2 ln2(1 + y)− 9ζ2 ln y ln(1 + y)
]
, (3.10)
∞∑
j=1
1(
2j
j
) uj
j
C2 = 1− y
1 + y
[
2S1,3
(
y2
)
− 24S1,3(−y)− 6S1,3(y) + 12S2,2(−y)− S2,2
(
y2
)
+3S2,2(y)− 2Li4 (−y) + 52Li4 (y)− 24S1,2(−y) ln(1 + y)− 6S1,2(y) ln(1− y)
−Li3 (y) ln(1− y) + 2S1,2
(
y2
)
ln(1− y) + 2S1,2
(
y2
)
ln(1 + y)− 4Li3 (−y) ln(1− y)
+8Li3 (−y) ln(1 + y)− 4Li3 (y) ln(1 + y) + 2Li2 (−y) ln2(1− y)− Li2 (y) ln2(1− y)
+4Li2 (−y) ln(1− y) ln(1 + y) + 4Li2 (y) ln(1− y) ln(1 + y)− 10Li2 (−y) ln2(1 + y)
+2Li2 (y) ln
2(1 + y)− 1
3
ln y ln3(1− y) + 2 ln y ln2(1− y) ln(1 + y)
+2 ln y ln(1− y) ln2(1 + y)− 10
3
ln y ln3(1 + y)− 1
4
ln2 y ln2(1− y)
−2 ln2 y ln(1− y) ln(1 + y) + 2 ln2 y ln2(1 + y) + 5
12
ln3 y ln(1− y)− 1
3
ln3 y ln(1 + y)
− 1
96
ln4 y − 9
4
ζ4 + 2ζ3 ln(1− y) + 11ζ3 ln(1 + y)− 132 ζ3 ln y − 7ζ2 ln2(1 + y)
+2ζ2 ln
2(1− y)− 2ζ2 ln(1− y) ln(1 + y)− 74ζ2 ln2 y − ζ2 ln y ln(1− y)
+8ζ2 ln y ln(1 + y)
]
, (3.11)
∞∑
j=1
1(
2j
j
) uj
j3
S1 = 4H−1,0,0,1(−y) + S2,2
(
y2
)
− 4S2,2(y)− 4S2,2(−y)− 6Li4 (−y)
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−2Li4 (y) + 4S1,2(−y) ln y + 4S1,2(y) ln y − 2S1,2
(
y2
)
ln(y) + 4Li3 (−y) ln(1− y)
+2Li3 (−y) ln y + 2Li3 (y) ln y − Li2 (y) ln2 y − 4Li2 (−y) ln y ln(1− y)
−1
3
ln3 y ln(1− y) + 1
24
ln4 y + 2ζ2Li2 (y)− 12ζ2 ln2 y + 2ζ2 ln y ln(1− y)
+6ζ3 ln(1− y)− 3ζ3 ln y − 4ζ4 , (3.12)
∞∑
j=1
1(
2j
j
) uj
j3
S¯1 = 4H−1,0,0,1(−y) + S2,2
(
y2
)
− 8S2,2(y)− 4S2,2(−y)− 6Li4 (−y)
+2Li4 (y)− [Li2 (y)]2 + 4S1,2(−y) ln y + 8S1,2(y) ln y − 2S1,2
(
y2
)
ln y + 1
48
ln4 y
+4Li3 (−y) ln(1− y)− 4Li3 (y) ln(1− y) + 2Li3 (−y) ln y − 4Li2 (−y) ln y ln(1− y)
+2Li2 (y) ln y ln(1− y)− 12Li2 (y) ln2 y − 16 ln3 y ln(1− y) + 4ζ2 ln y ln(1− y)
−ζ2 ln2 y + 10ζ3 ln(1− y)− 5ζ3 ln y + 4ζ2Li2 (y)− 192 ζ4 , (3.13)
∞∑
j=1
1(
2j
j
) uj
j
S31 =
1− y
1 + y
[
−48S1,2(−y) ln(1 + y)− 48S1,3(−y) + 24S2,2(−y)
−12ζ2 ln2(1 + y)− 24 ln2(1 + y)Li2 (−y) + 24ζ3 ln(1 + y) + 24 ln(1 + y)Li3 (−y)
−8 ln y ln3(1 + y) + 12ζ2 ln y ln(1 + y) + 6 ln2 y ln2(1 + y)− ln3 y ln(1 + y)
+ 1
24
ln4 y − 3
2
ζ2 ln
2 y + 3 ln2 yLi2 (−y) + ln2 yLi2 (y)− 5ζ3 ln y − 12 ln yLi3 (−y)
−4 ln yLi3 (y) + 32ζ4 + 12Li4 (−y) + 6Li4 (y)
]
, (3.14)
∞∑
j=1
1(
2j
j
) uj
j2
S3 = −12Li5 (y) + 6 ln yLi4 (y)− ln2 yLi3 (y)− 1120 ln5 y
+ζ3 ln
2 y + 6ζ4 ln y + 12ζ5 , (3.15)
∞∑
j=1
1(
2j
j
) uj
j2
S1S2 = −12Li5 (y)− 16Li5 (−y) + 6 ln yLi4 (y) + 8 ln yLi4 (−y)
− ln2 yLi3 (y)− 2 ln2 yLi3 (−y) + 13 ln3 yLi2 (−y) + 1120 ln5 y − 16ζ2 ln3 y
−1
2
ζ3 ln
2 y − ζ4 ln y − 3ζ5 , (3.16)
∞∑
j=1
1(
2j
j
) uj
j2
S2S¯1 = 2Li5 (y)− 16Li5 (−y)− ln yLi4 (y) + 8 ln yLi4 (−y)
+1
2
ln2 yLi3 (y)− 2 ln2 yLi3 (−y) + 13 ln3 yLi2 (−y)− 16 ln3 yLi2 (y) + 1240 ln5 y
−1
3
ζ2 ln
3 y − 2ζ3 ln2 y − 8ζ4 ln y − 17ζ5 , (3.17)
where we have used the relations (A.6) and (A.7).
For the results involving Lsc2,3(θ) we can use Eq. (2.18) to express them in terms of Ti
function, and then employ Eq. (3.5). For example, starting from Eq. (C.5) we obtain
∞∑
j=1
1(
2j
j
) uj
j
S21 S¯1 =
1− y
1 + y
{
Li4 (y) + 8Li4 (−y)− 4Li4 (ω) + 4Li4 (−ω)
+2S1,3
(
y2
)
− 8S1,3(y)− 48S1,3(−y)− S2,2
(
y2
)
+ 4S2,2(y) + 24S2,2(−y)
+2 ln(1 + y)
[
S1,2
(
y2
)
− 24S1,2(−y) + 10Li3 (−y)− 2Li3 (y)
]
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+2 ln(1− y)
[
S1,2
(
y2
)
− 4S1,2(y)− 2Li3 (−y)
]
− 8 ln yLi3 (−y)
+2Li2 (−y)
[
ln2(1− y) + 2 ln(1− y) ln(1 + y)− 11 ln2(1 + y) + ln2 y
]
+2Li2 (y)
[
ln2(1 + y)− ln2(1− y) + 2 ln(1− y) ln(1 + y)
]
+ 1
48
ln4 y
+2 ln y
[
ln(1 + y) ln2(1− y) + ln(1− y) ln2(1 + y)− 1
3
ln3(1− y)− 11
3
ln3(1 + y)
]
−2 ln2 y ln(1− y) ln(1 + y) + 5 ln2 y ln2(1 + y) + 1
6
ln3 y ln(1− y)− 2
3
ln3 y ln(1 + y)
+ζ2
[
3 ln2(1−y)−2 ln(1−y) ln(1+y)−13 ln2(1+y)−2 lny ln(1−y)+14 lny ln(1+y)− 3
2
ln2 y
]
+ζ3 [3 ln(1− y)− 6 ln y + 23 ln(1 + y)] + 334 ζ4
}
, (3.18)
where ω = (1− y)/(1+ y), see Eq. (3.5). We note that the analytic continuation of Lsc2,3(θ)
can also be obtained directly, using the integral representation (2.14). This procedure is
described in Appendix A, Eqs. (A.26)–(A.32).
The analytic continuation of the sum involving S¯2 can be presented in terms of the
variable ωs given in Eq. (3.6),
∞∑
j=1
1(
2j
j
) uj
j2
S¯2 = 2 ln y
[
Li3 (ωs)− Li3 (−ωs)
]
+ 2
[
Li2 (ωs)− Li2 (−ωs)
]2
+ 1
96
ln4 y . (3.19)
The results for lower values of c can be deduced using
∞∑
j=1
uj
jc
f(j) = u
d
du
∞∑
j=1
uj
jc+1
f(j) . (3.20)
For example,
∞∑
j=1
1(
2j
j
) uj
j2
S1 = 4Li3 (−y)− 2Li2 (−y) ln y − 16 ln3 y + 3ζ3 + ζ2 ln y , (3.21)
∞∑
j=1
1(
2j
j
) uj
j2
S¯1 = −2Li3 (y) + 4Li3 (−y)− 2Li2 (−y) ln y + Li2 (y) ln y
− 1
12
ln3 y + 2ζ2 ln y + 5ζ3 . (3.22)
The results for these two sums can be extracted from Ref. [14]. Further results for the sums
are collected in Appendix C.
4 Application to Feynman diagrams
Below we present results for the ε-expansion of one- and two-loop master integrals shown in
Fig. 1. In the rest of this paper we use the notation u = p2/m2.
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Figure 1: One- two- and three-loop diagrams considered in the paper. Bold and thin lines
correspond to massive and massless propagators, respectively.
4.1 One-loop vertex
Let us consider a one-loop triangle diagram with m1 = m2 = m3 ≡ m, p21 = p22 = 0, with an
arbitrary (off-shell) value of p23 ≡ p2. Such diagrams occur, for example, in Higgs decay into
two photons or two gluons via a massive quark loop. Following the notation of Ref. [10],
we will denote this integral (with unit powers of propagators) as J3(1, 1, 1;m). According to
Eq. (40) of Ref. [10], the result in an arbitrary space-time dimension n = 4− 2ε is
J3(1, 1, 1;m) |p2
1
=p2
2
=0 = −12 iπ2−ε(m2)−1−εΓ(1 + ε) 3F2
(
1, 1, 1 + ε
3
2
, 2
p2
4m2
)
. (4.1)
For this integral a number of one-fold integral representations are available, see Eqs. (3.10)–
(3.11) in Ref. [16]. Expanding in ε we get
J3(1, 1, 1;m) |p2
1
=p2
2
=0 = −iπ2−εΓ(1 + ε)
(m2)−ε
p2
∞∑
j=1
1(
2j
j
) uj
j2
[
1 + εS1 +
1
2
ε2
(
S21 − S2
)
+1
6
ε3
(
S31 − 3S1S2 + 2S3
)
+ 1
24
ε4
(
S41 − 6S21S2 + 8S1S3 + 3S22 − 6S4
)
+O(ε5)
]
. (4.2)
Substituting results for the occurring inverse binomial sums, we obtain
J3(1, 1, 1;m) |p2
1
=p2
2
=0 = −iπ2−εΓ(1 + ε)
(m2)−ε
p2
{
−1
2
ln2 y
21
+ε
[
4Li3 (−y)− 2Li2 (−y) ln y − 16 ln3 y + ζ2 ln y + 3ζ3
]
+ε2
[
2 [Li2 (−y)]2 + 2Li3 (−y) ln y − 4S1,2(−y) ln y − Li2 (−y) ln2 y
+2ζ2Li2 (−y) + 12ζ2 ln2 y + 2ζ3 ln y − 124 ln4 y + 54ζ4
]
+O(ε3)
}
. (4.3)
These results correspond to the analytic continuation of Eqs. (3.13), (3.14) and (3.16) from
Ref. [16].
The ε3 term is Eq. (4.2) contains the same combination of sums as C0 in Eq. (2.5).
However, the sum in Eq. (4.2) contains j2 in the denominator, i.e., it corresponds to the
case c = 2. Using the result (2.24) (with c = 1) together with (2.32), we obtain a one-fold
integral representation for the ε3-term in Eq. (4.2). Analyzing it, we see that we get only
one new non-trivial integral,
θ∫
0
dφ Ls2 (φ) ln
2
∣∣∣2 sin φ
2
∣∣∣ , (4.4)
while all other terms can be expressed in terms of known functions. For θ = 2π
3
the inte-
gral (4.4) is connected with the new element χ5 of the odd basis, whereas for θ =
π
2
it is
related to the new element χ˜5 of the even basis, see Section 3.3 in Ref. [16] and Eqs. (14)–(15)
in Ref. [24].
At the same time, the ε4-term of Eq. (4.2) (and all other even powers of ε) can be
calculated in terms of log-sine functions, so that their analytic continuation can be expressed
in terms of Nielsen polylogarithms. Namely, for the ε4-term, combining Eqs. (3.14), (3.19)
from Ref. [16] and Eq. (2.34), we obtain the result for the sum
∞∑
j=1
1(
2j
j
) uj
jc
(
S41 − 6S21S2 + 8S1S3 − 3S22
)
with c = 2. Using Eq. (3.20), we also obtain the result for the case c = 1.
4.2 Two-loop self-energy integral F10101
This integral is a good illustration of the application of general expressions given in Section 3.
The off-shell result for this integral in arbitrary dimension was presented in [34] (where it
was called I˜3, see Eq. (22) of [34]). For unit powers of propagators, the result reads
6
m2+4ε(1− 2ε)F10101(p2, m) = 1
(1− ε2)(1 + 2ε)4F3
(
1, 1 + ε, 1 + ε, 1 + 2ε
3
2
+ ε, 2 + ε, 2− ε
p2
4m2
)
− 1
2ε(1 + ε)
3F2
(
1, 1+ε, 1+ε
3
2
, 2 + ε
p2
4m2
)
+
1
2ε
Γ2(1− ε)
Γ(1−2ε)
(
−m
2
p2
)ε
3F2
(
1, 1, 1 + ε
3
2
, 2
p2
4m2
)
.(4.5)
6In given normalization each loop is divided by pi2−εΓ(1 + ε).
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Expanding in ε, we obtain
p2(m2)2ε(1− 2ε)F10101(p2, m)
=
∞∑
j=1
1(
2j
j
) uj
j2
{
3
j
− ln(−u) + ε
[
− 1
j2
+
11
j
S1 − 4
j
S¯1 − ln(−u)S1 + 12 ln2(−u)− ζ2
]
+O(ε2)
}
= 6Li3 (y)− 6Li2 (y) ln y − 2 ln2 y ln(1− y)− 6ζ3
+ε
{
28H−1,0,0,1(−y) + 7S2,2
(
y2
)
− 28S2,2(−y)− 16S2,2(y)− 42Li4 (−y)− 26Li4 (y)
+4 [Li2 (y)]
2 + 16S1,2(y) ln y − 14S1,2
(
y2
)
ln y + 28S1,2(−y) ln y + 18Li3 (−y) ln y
+20Li3 (y) ln y + 20Li3 (−y) ln(1− y) + 12Li3 (y) ln(1− y)− 2Li2 (−y) ln2 y − 9Li2 (y) ln2 y
−24Li2 (−y) ln y ln(1− y)− 4Li2 (y) ln y ln(1− y)− 2 ln3 y ln(1− y) + 6ζ2Li2 (y)
+4ζ2 ln y ln(1− y)− 12ζ3 ln y + 24ζ3 ln(1− y)− 9ζ4
}
+O(ε2) . (4.6)
The result for the finite part coincides with [35], whereas the result for the ε-term is new.
4.3 Two-loop sunset-type diagram J011
Let us consider sunset-type diagrams with two equal masses and one zero mass (see Fig. 1).
The off-shell result for the sunset-type integral J011 with arbitrary powers of propagators has
been obtained 7 in Refs. [34, 36] by using the Mellin–Barnes technique [10]:
J011(σ, ν1, ν2; p
2, m) = (m2)n−σ−ν1−ν2
Γ(ν1+ν2+σ−n)Γ
(
n
2
−σ
)
Γ
(
ν2+σ− n2
)
Γ
(
ν1+σ− n2
)
Γ(ν1)Γ(ν2)Γ
(
n
2
)
Γ(ν1 + ν2 + 2σ − n)Γ2
(
3− n
2
)
×4F3
(
σ, ν1 + ν2 + σ − n, ν2 + σ − n2 , ν1 + σ − n2
n
2
, σ + 1
2
(ν1 + ν2 − n), σ + 12(ν1 + ν2 + 1− n)
p2
4m2
)
. (4.7)
For simplicity, in the definition of the integral J011 we will omit the arguments p
2 and m
J011(σ, ν1, ν2) ≡ J011(σ, ν1, ν2; p2, m).
Let us remind that for the integrals J011 with different integer values of σ and νi there
are two master integrals [38] of this type, J011(1, 1, 1) and J011(1, 1, 2). However, two other
independent combinations of the integrals of this type happen to be more suitable for con-
structing the ε-expansion, J011(1, 2, 2) and [J011(1, 2, 2)+2J011(2, 1, 2)] (see also in Ref. [39]).
The latter combination corresponds to the integral J011(1, 1, 1) in 2− 2ε dimensions [40]. In
Ref. [18] J011(1, 1, 3) has been used as the second integral. To construct the ε-expansion of
the integrals J011(1, 1, 1) and J011(1, 1, 2) up to order ε
2, the integral J011(1, 2, 2) should also
be expanded up to ε2, whereas [J011(1, 2, 2) + 2J011(2, 1, 2)] or J011(1, 1, 3) up to the order ε
only. In Appendix C we give an example of a realistic calculation which demonstrates the
required orders of the ε-expansion for the integrals involved.
7The imaginary part of the sunset diagrams in an arbitrary dimension is presented in [37].
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For J011(1, 2, 2) we have obtained
J011(1, 2, 2) =
(m2)−1−2ε
(1− ε)(1 + 2ε)3F2
(
1, 1 + ε, 1 + 2ε
3
2
+ ε, 2− ε
p2
4m2
)
= 2
(m2)−2ε
p2
∞∑
j=1
1(
2j
j
) uj
j2
{
1 + ε
[
1
j
+ 5S1 − 2S¯1
]
+ε2
[
1
j2
+ 5
j
S1 − 2j S¯1 + 252 S21 − 10S1S¯1 − 52S2 + 2S¯21 + 2S¯2
]
+ε3
[
1
j3
+ 5
j2
S1 − 2j2 S¯1 + 252jS21 − 10j S1S¯1 − 52jS2 + 2j
(
S¯21 + S¯2
)
+ 125
6
S31 − 25S21 S¯1
−25
2
S1S2 +
11
3
S3 + 5S2S¯1 + 10S1
(
S¯21 + S¯2
)
− 4
3
(
S¯31 + 3S¯1S¯2 + 2S¯3
)]
+O(ε4)
}
= 2
(m2)−2ε
p2
(1− y)2ε y2ε
{
−1
2
ln2 y
+ε
[
1
2
ln3 y + ζ2 ln y − 6 ln yLi2 (−y)− 4 ln yLi2 (y) + 3ζ3 + 12Li3 (−y) + 6Li3 (y)
]
+ε2
[
12H−1,0,0,1(−y)− 12 ln yS1,2(−y)− 12 ln yS1,2
(
y2
)
+ 8 ln yS1,2(y)− 12S2,2(−y)
+3S2,2
(
y2
)
− 12 ln(1− y)Li3 (−y)− 724 ln4 y − 12ζ2 ln2 y + 2ζ3 ln y + 6 ln yLi3 (−y)
+8 ln yLi3 (y) + 6ζ2Li2 (−y) + 4ζ2Li2 (y) + 134 ζ4 + 18 [Li2 (−y)]2
+12Li2 (y) Li2 (−y) + 4 [Li2 (y)]2 − 94Li4
(
y2
)]
+O(ε3)
}
, (4.8)
where the result for the ε2-term is new.
For another combination, we get
J011(1, 2, 2) + 2J011(2, 1, 2) = −(m
2)−1−2ε
ε(1 + 2ε)
3F2
(
1, 1 + ε, 1 + 2ε
3
2
+ ε, 1− ε
p2
4m2
)
= −2(m
2)−2ε
p2
∞∑
j=1
1(
2j
j
) uj
j
{
1
ε
+
[
5S1 − 2S¯1
]
+ ε
[
25
2
S21 − 10S1S¯1 − 52S2 + 2S¯21 + 2S¯2
]
+ε2
[
125
6
S31 − 25S21 S¯1 − 252 S1S2 + 113 S3 + 5S2S¯1 + 10S1
(
S¯21 + S¯2
)
−4
3
(
S¯31 + 3S¯1S¯2 + 2S¯3
)]
+O(ε3)
}
= −2(m
2)−2ε
p2
(1− y)1−2ε
(1 + y)1+6ε
{
1
ε
ln y + 2 ln2 y − ζ2 − 6Li2 (−y)− 2Li2 (y)
+ε
[
24S1,2(−y)+6S1,2
(
y2
)
−8S1,2(y)+ 53 ln3 y−4ζ2 ln y−11ζ3−24Li3 (−y)−8Li3 (y)
]
+ε2
[
24Li4 (ω)− 24Li4 (−ω)− 24S1,3
(
y2
)
+ 12S2,2
(
y2
)
+ 64S1,3(y)
+96S2,2(−y)− 32S2,2(y)− 192S1,3(−y) + 52Li4 (y) + 48Li4 (−y)
−6 lnω
[
2S1,2
(
y2
)
− 8S1,2(y)− 8S1,2(−y) + 7ζ3
]
− 72 ln yLi3 (−y)− 48 ln yLi3 (y)
24
+6 ln2 ω [2Li2 (y)− 2Li2 (−y)− 3ζ2] + 12 ln2 yLi2 (y) + 18 ln2 yLi2 (−y)
+4 ln y ln3 ω + 11
12
ln4 y − 5ζ2 ln2 y − 26ζ3 ln y − 57ζ4
]
+O(ε3)
}
, (4.9)
where ω = (1− y)/(1+ y), see Eq. (3.5). The ε-term can be related to that of the result for
J011(1, 1, 3) presented in Ref. [18], whereas the result for the ε
2 term is new.
4.4 Two-loop vertex diagrams
Consider the two-loop vertex-type diagram P126 given in Ref. [14]
8 (see Fig. 1),
(p2)2P126 =
∞∑
j=1
1(
2j
j
) uj
j2
{
1
ε2
+
1
ε
[
−S1 − log(−u)
]
+1
2
log2(−u)− S1 log(−u)− 32S2 − 152 S21 + 4S1S¯1 + 2
S1
j
+O(ε)
}
.(4.10)
It corresponds to one of the two-loop contributions to a boson decay into two massless
particles, with a massive triangle subloop. Diagrams of such type have been intensively
studied for Higgs boson production via gluon fusion [42].
Using our approach, we obtain 9
(p2)2P126 = − 1
2ε2
ln2 y +
1
ε
[
2Li2 (−y) ln y−4Li3 (−y)+ln2 y ln(1− y)− 13 ln3 y−ζ2 ln y−3ζ3
]
+8H−1,0,0,1(−y) + 2S2,2
(
y2
)
− 8S2,2(−y)− 8S2,2(y)− 4Li4 (y)− 12Li4 (−y)
−8Li2 (y) Li2 (−y)− 14 [Li2 (−y)]2 + 28S1,2(−y) ln y − 10Li3 (−y) ln y
+7Li2 (−y) ln2 y − 4Li2 (−y) ln y ln(1− y)− ln2 y ln2(1− y)− 16 ln4 y
+2
3
ln3 y ln(1− y) + 2ζ2 ln y ln(1− y)− 52ζ2 ln2 y + 6ζ3 ln(1− y)− 11ζ3 ln y
−6Li2 (−y) ζ2 − 274 ζ4 +O(ε) . (4.11)
Here, the result for the finite part is new. Alternatively, results of such type can be obtained
in a different way, using a technique based on Mellin–Barnes contour integrals [46].
Let us consider another two-loop vertex-type diagram shown in Fig. 1,K(ν1, ν2, σ1, σ2, σ3),
where two external momenta are on shell (p21 = p
2
2 = m
2) and we also put p23 = p
2. Note
8The q2 from Ref. [14] corresponds to our p2, whereas their z corresponds to our u. For P126 we keep the
normalization used in in Ref. [14] for two-loop vertices: each loop integral is divided by pi2−εm−2εe−γEε, where
γE is Euler’s constant. Note that it is different from the normalization used in Ref. [41], where each loop is
divided by ipi2−εΓ(1+ε)µ−2ε, where µ is the scale parameter of dimensional regularization [1]. Furthermore,
in numerical results presented in Table 1 of Ref. [41] an extra common factor m4Γ(1 − 2ε)/Γ2(1 − ε) was
extracted.
9Recently this result was checked numerically by G. Passarino and S. Uccirati with the help of their
approach [43]. After fixing a typo in an earlier version of our result, the results are in full agreement.
The corrected result below was also confirmed (according to a private communication by R. Bonciani) by
R. Bonciani, P. Mastrolia and E. Remiddi [44], using their approach [45].
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that K(1, 1, 1, 1, 0) appears as one of the master integrals in Ref. [45] (see Eqs. (102)–(106)
of [45]).
First of all, integration over the momentum of the massless loop (with powers of the
propagators equal to σ1 and σ2) can be easily performed, yielding the corresponding massless
propagator to the power σ1 + σ2− n2 , times a well-known factor containing Γ functions. The
resulting integral is nothing but a one-loop triangle function, J2(ν1, ν2, σ1 + σ2 + σ3 − n2 ;m)
in the notation of Ref. [10], with two external momenta (p1 and p2) on shell and ν3 =
σ1+σ2+σ3− n2 . Using the results of Ref. [10], one can see that in this on-shell limit the three-
point integral J2 reduces to a two-point function J
(2) with two massive propagators (with
the powers ν1 and ν2), but with a shifted value of the space-time dimension (n→ n− 2ν3),
J2(ν1, ν2, ν3;m)|p2
1
=p2
2
=m2, p3≡p
= πν3 i−2ν3
Γ(n− ν1 − ν2 − 2ν3)
Γ(n− ν1 − ν2 − ν3) J
(2)(n− 2ν3; ν1, ν2) . (4.12)
This is a generalization to arbitrary values of νi of the relation found in Ref. [16, 47] for
ν1 = ν2 = ν3 = 1.
Using Eq. (4.12), we arrive at the following result for the diagramK(ν1, ν2, σ1, σ2, σ3; p
2, m)
(which we normalize by dividing each loop by iπn/2Γ(3− n
2
)):
K(ν1, ν2, σ1, σ2, σ3; p
2, m)
=
(−1)ν1+ν2+σ1+σ2+σ3
(m2)ν1+ν2+σ1+σ2+σ3−n
Γ(ν1+ν2+σ1+σ2+σ3−n)Γ
(
n
2
−σ1
)
Γ
(
n
2
−σ2
)
Γ
(
σ1+σ2− n2
)
Γ(σ1)Γ(σ2)Γ(ν1+ν2)Γ(n−σ1−σ2)Γ2(3− n2 )
×Γ(2n−ν1−ν2−2σ1−2σ2−2σ3)
Γ
(
3n
2
−ν1−ν2−σ1−σ2−σ3
) 3F2
(
ν1, ν2, ν1+ν2+σ1+σ2+σ3−n
1
2
(ν1 + ν2),
1
2
(ν1 + ν2 + 1)
u
4
)
, (4.13)
where u = p2/m2.
For ν1 = ν2 = σ1 = σ2 = 1 and σ3 = 0, the parameter ν3 in Eq. (4.12) gets equal to
ε, and the function corresponds to a one-loop two-point function in 4− 4ε dimensions (i.e.,
ε→ 2ε),
K(1, 1, 1, 1, 0; p2, m) = (m2)−2ε
1
2ε2
Γ2(1− ε)Γ(1 + 2ε)Γ(2− 4ε)
Γ(2− 2ε)Γ(2− 3ε)Γ(1 + ε) 2F1
(
1, 2ε
3
2
u
4
)
. (4.14)
As in the one-loop case (cf. Eqs. (C29)–(C30) of Ref. [47]), the 2F1 function can be reduced
to the type considered in section 2 by means of one of the Kummer relations,
(1− 4ε) 2F1
(
1, 2ε
3
2
z
)
= 1− 4ε(1− z) 2F1
(
1, 1 + 2ε
3
2
z
)
.
All orders of the ε-expansion of the resulting 2F1 function are given in (see also in Refs. [16,
30]). For another special case, K(1, 1, 1, 1, 1), the parameter ν3 in Eq. (4.12) is equal to 1+ε,
and the function corresponds to a one-loop two-point function in 2− 4ε dimensions. In this
case, we directly get the 2F1 function of the type (2.10), with ε→ 2ε.
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Analytic continuation in terms of the Nielsen polylogarithms was discussed in section 2.2
of Ref. [16]. In the case of K(1, 1, 1, 1, 0), we get
K(1, 1, 1, 1, 0; p2, m) = (m2)−2ε
1
2ε2
Γ2(1− ε)Γ(1 + 2ε)Γ(1− 4ε)
Γ(1− 2ε)Γ(1− 3ε)Γ(1 + ε)
1
(1− 2ε)(1− 3ε)
×
{
1− (1 + y)
1−4ε
2(1− y) (1− y
4ε)− 2ε (1 + y)
1−4ε
y−2ε(1− y)
∞∑
j=0
(−4ε)j
×
j−1∑
p=0
lnp y
2pp!
j−p∑
k=1
(−2)−k
[
Sk,j+1−k−p(−y)− (−1)pSk,j+1−k−p
(
−y−1
)]}
, (4.15)
where the generalized polylogarithms Sk,p(−y−1) can be expressed in terms of inverse argu-
ment by means of the standard formulae given in Ref. [3]. In this way, we have obtained
results for all coefficients of the ε-expansion of K(1, 1, 1, 1, 0). The first three coefficients
coincide with those given in Eqs. (104)–(106) of Ref. [45].
4.5 Three-loop vacuum diagram D4
Consider a three-loop vacuum diagram with two different masses shown in Fig. (1). Such
an integral with equal masses (M = m) enters as a master integral in Avdeev’s package [49]
and MATAD [50]. Although there is no similar package for three-loop vacuum diagrams with
two different masses, it is clear that such configuration (with unit powers of the propagators)
will remain one of the master integrals in this more general case.
This integral can be calculated by integrating over the momentum p the off-shell two-
loop diagram F10101 (also shown in Fig. 1) with a massive propagator containing an arbitrary
mass M (see Eq. (4.7) in [16]),
D4(1, 1, 1, 1, 1, 1; u) =
1
iπn/2
∫
dnp
p2 −M2 F10101(p
2, m) , (4.16)
where u =M2/m2. The result of this integration can be presented in the following form:
(m2)3ε(1−ε)(1−2ε)D4(1, 1, 1, 1, 1, 1; u)
= − u
1−ε
ε(1−ε)(1+ε)(1+2ε) 4F3
(
1, 1+ε, 1+ε, 1+2ε
3
2
+ε, 2+ε, 2−ε
u
4
)
+
uΓ(1−ε)Γ2(1+2ε)Γ(1+3ε)
ε(1+2ε)(1+4ε)Γ2(1+ε)Γ(1+4ε)
4F3
(
1, 1+2ε, 1+2ε, 1+3ε
3
2
+2ε, 2, 2+2ε
u
4
)
+
u1−ε
2ε2(1+ε)
3F2
(
1, 1+ε, 1+ε
3
2
, 2+ε
u
4
)
− u
2ε2(1+2ε)2
3F2
(
1, 1+2ε, 1+2ε
3
2
+ε, 2+2ε
u
4
)
−u1−2εΓ(1−ε)Γ(1+2ε)
4ε2Γ(1+ε)
3F2
(
1, 1, 1+ε
3
2
, 2
u
4
)
+
Γ(1−ε)Γ2(1+2ε)Γ(1+3ε)
4ε4Γ2(1+ε)Γ(1+4ε)
+
uΓ(1−ε)Γ2(1+2ε)Γ(1+3ε)
4ε2(1+2ε)(1+4ε)Γ2(1+ε)Γ(1+4ε)
3F2
(
1, 1+2ε, 1+3ε
3
2
+2ε, 2+2ε
u
4
)
− 1
4ε4
, (4.17)
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where, as before, u = 4z = 4 sin2 θ
2
. All hypergeometric functions occurring in Eq. (4.17)
belong to the type considered in section 2. Applying the results for the ε-expansion of these
functions, we arrive at
(m2)3ε(1− ε)(1− 2ε)D4(1, 1, 1, 1, 1, 1; u)
=
2ζ3
ε
− 9ζ4 +
∞∑
j=1
uj(
2j
j
){− 1
2j2
ln2 u+
3
j3
ln u− 5
j4
− 1
j2
ζ2
+
4
j3
S1 − 4
j3
S¯1 +
2
j2
S21 −
4
j2
S1S¯1 − 1
j2
S2 +
2
j2
(
S¯21 + S¯2
)
+O(ε)
}
=
2ζ3
ε
+2Ls
(1)
4 (θ)+8lθ [Cl3 (θ)−ζ3]−2θLs3 (θ)−6 [Ls2 (θ)]2+ 112θ4− 12ζ2θ2−9ζ4 +O(ε).(4.18)
Using analytic continuation described in section 3, we can also present this result in terms
of the variable y defined in (3.2),
(m2)3ε(1− ε)(1− 2ε)D4(1, 1, 1, 1, 1, 1; u)
=
2ζ3
ε
+ 1
4
ln2 u ln2 y + ln u
[
6Li3 (y)− 6 ln yLi2 (y) + 12 ln3 y − 3 ln2 y ln(1− y)− 6ζ3
]
+4Li4 (y)− 4S2,2(y) + 6 [Li2 (y)]2 − 4 ln(1− y)Li3 (y) + 12 ln y ln(1− y)Li2 (y)
−3 ln2 yLi2 (y) + 5 ln2 y ln2(1− y)− 73 ln3 y ln(1− y) + 14 ln4 y
−12ζ2Li2 (y)− 8ζ2 ln y ln(1− y) + 32ζ2 ln2 y + 4ζ3 ln(1− y) + 3ζ4 +O(ε). (4.19)
One should remember however, that in this case the variable y becomes complex (although
all imaginary parts should cancel for real masses), whereas Eq. (4.18) is explicitly real.
As a non-trivial check on these results we consider two particular values, M2 = m2 and
M2 = 0. In the first case (θ = π
3
), we reproduce the known result (see in Ref. [23]) for the
master integral D4 ≡ D4(1, 1, 1, 1, 1, 1; u)|u→1,
(m2)3ε(1− ε)(1− 2ε) D4(1, 1, 1, 1, 1, 1; u)|u→1 =
2ζ3
ε
− 77
12
ζ4 − 6
[
Ls2
(
π
3
)]2
+O(ε) . (4.20)
In the second case, M2 = 0 (θ = 0, y → 1), the result for the master integral BM is
reproduced (which was first calculated in Ref. [51]),
(m2)3ε(1−ε)(1−2ε)D4(1, 1, 1, 1, 1, 1; u)|u→0 = (m2)3ε(1−ε)(1−2ε)BM =
2ζ3
ε
− 9ζ4 +O(ε) .
(4.21)
In a similar manner, analytical results can be deduced for other diagrams with two
different mass scales, like D3 and E3 (for notations, see in Ref. [16]). To our knowledge,
this is the first example of the calculation of the finite part of a three-loop vacuum diagram
with six internal lines with two different mass scales. In previous publications [52], only the
divergent parts of some three-loop vacuum integrals have been analyzed.
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5 Conclusion
In this paper, we have studied the multiple inverse binomial sums of the type (1.1), for
arbitrary values of the variable u. Our analysis was based on the connection between these
sums and terms of the expansion of certain hypergeometric functions with respect to the
parameter ε. Using known results for the hypergeometric functions, together with the inte-
gral representation (2.32), we have obtained a number of new analytical results up to the
weight 4, Eqs. (2.19)–(2.27), (2.35)–(2.39) and (2.43)–(2.44). Moreover, in some cases like
(2.33)–(2.34) the results can be obtained for an arbitrary weight. Constructing analytical
continuation of the obtained results, we have expressed them in terms of the generalized
polylogarithms (3.7)–(3.13). In the cases considered, only one new function was needed, in
addition to the basis of Nielsen polylogarithms. As such function one can take, e.g., the
harmonic polylogarithm H−1,0,0,1(−y), where the variable y is given in Eq. (3.2).
This approach allowed us to construct some terms of the ε-expansion of the generalized
hypergeometric function P+1FP (2.30) and obtain new analytical results for higher terms
of the ε-expansion of some one- and two-loop propagator-type (see Eqs. (4.6), (4.8) and
(4.9)) and vertex-type (see Eqs. (4.3) and (4.11)) diagrams depending on one dimensionless
variable u = p2/m2. As a by-product, we have analytically proven the earlier published
results for the three-loop vacuum integrals, the finite part of D4 and the ε-part of D3 and
E3, corresponding to the particular value of u = 1 (z =
1
4
), see Sections 4.3, 4.5 and 4.6
in Ref. [16] and Refs. [21, 23, 61]. These integrals enter as master integrals in Avdeev’s
package [49] and MATAD [50]. Moreover, the developed technique is useful in the calculation
of two-loop vertex-type diagrams [45, 48].
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A Harmonic polylogarithms of complex arguments
Here we collect some properties of the harmonic polylogarithms introduced in [4]. Let us
define a w-dimensional vector ~a = (a,~b), where a is the leftmost component of ~a, while ~b
stands for the vector of the remaining (w − 1) components. The harmonic polylogarithms
of weight w are then defined as follows:
H~a(y) =
y∫
0
dx f(a; x) H~b(x) , (A.1)
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where the three rational fractions f(a; x) are given by
f(+1; x) =
1
1− x , f(0; x) =
1
x
, f(−1; x) = 1
1 + x
.
The derivatives can be written in a compact form
d
dy
H~a(y) = f(a; y)H~b(y) . (A.2)
Let us put y = eiθ, so that
H~a(e
iθ) = H~a(1) + i
θ∫
0
dφ eiφ f(a; eiφ) H~b(e
iφ) , (A.3)
where
eiφf(+1; eiφ) =
ei(π+φ)/2
2 sin φ
2
= −1
2
(
1− i cot φ
2
)
,
eiφf(0; eiφ) = 1 ,
eiφf(−1; eiφ) = e
iφ/2
2 cos φ
2
=
1
2
(
1 + i tan φ
2
)
. (A.4)
Consider, for example, the harmonic polylogarithm H−1,0,0,1(y) given in Eq. (2.46). Using
the decomposition of Li3
(
eiφ
)
into the real and imaginary parts [2] and integrating by parts,
we obtain expressions in terms of Clausen’s and generalized log-sine functions,
H−1,0,0,1(e
iθ) = H−1,0,0,1(1) +
i
2
θ∫
0
dφ Li3
(
eiφ
)(
1 + i
sin φ
2
cos φ
2
)
= H−1,0,0,1(1)− 196θ2(2π − θ)2 + Φ(θ) + ln
(
2 cos θ
2
)
Cl3 (θ)− ζ3 ln 2
+i ln
(
2 cos θ
2
)
Gl3 (θ) +
1
2
i [Cl4 (θ) + Cl4 (π − θ)]
−i
[
Gl2 (θ) Cl2 (π − θ) + 12(π − θ)Cl3 (π − θ)− 12πCl3 (π)
]
, (A.5)
where
Cl3 (π) = −34ζ3 , Gl2 (θ) = ζ2 − 12πθ + 14θ2 , Gl3 (θ) = 112θ (π − θ) (2π − θ) ,
and Φ(θ) is defined in Eq. (2.40).
In this paper, we have also used the following relations:
H−1,0,0,1
(
−y−1
)
= H−1,0,0,1(−y) + Li4
(
−y−1
)
+ Li4 (y)− Li3 (y) ln y − ζ2Li2 (1− y)
+1
2
ln2 yLi2 (y) +
1
6
ln3 y ln(1− y)− 1
8
ζ4 − iσπ 34ζ3 (A.6)
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and
H−1,0,0,1(y) +H−1,0,0,1(−y) = Li2 (y) Li2 (−y) + ln(1 + y)Li3 (y) + ln(1− y)Li3 (−y) . (A.7)
The following two representations of H−1,0,0,1(y) are also useful:
H−1,0,0,1(y) = Li4 (y)− 34ζ3 ln(1 + y) + 12
1∫
0
dx ln2 x ln(1− xy)
1 + x
, (A.8)
H−1,0,0,1(y) = −34ζ3 ln(1 + y) + 116
∞∑
l=1
yl
l
[
ψ′′
(
l + 1
2
)
− ψ′′
(
l
2
)]
. (A.9)
Instead of Φ(θ), one could also introduce another function. One of such possibilities is to
consider a generalization of the Glashier function. Let us recall that the real part of Lij
(
eiθ
)
can be presented as10
Lij (1, θ) =
(−1)j−1
2(j − 2)!
1∫
0
dξ
ξ
lnj−2 ξ ln
(
1− 2ξ cos θ + ξ2
)
=
{
Clj (θ) , j odd
Glj (θ) , j even
(A.10)
where Clj (θ) and Glj (θ) are Clausen and Glashier functions, respectively. In particular,
Glj (θ) is just a polynomial in θ.
A possible non-trivial generalization of Glj (θ) (for even j) could be
Glj (θ; a) = − 1
2(j − 2)!
1∫
0
dξ
ξ + a
lnj−2 ξ ln
(
1− 2ξ cos θ + ξ2
)
, j even, (A.11)
so that Glj (θ; 0) = Glj (θ). In particular,
Gl2 (θ; a) = − ln b ln a + 1
a
+ Li2
(
a+ 1
b
, θ˜
)
− Li2
(
a
b
, θ˜
)
, (A.12)
where
cos θ˜ =
a+ cos θ√
1 + 2a cos θ + a2
, (A.13)
so that
a =
sin(θ − θ˜)
sin θ˜
, b =
√
1 + 2a cos θ + a2 =
sin θ
sin θ˜
. (A.14)
Using Eqs. (17) and (18) on p. 293 of [2], we can see that the general result (A.12) simplifies
in the case a = 1 (θ˜ = π
2
),
Gl2 (θ; 1) = −14 Li2
(
cos2 θ
2
)
+ 1
8
(π − θ)2 − 1
2
ln2 2 . (A.15)
10We use the standard notation Lij (r, θ) = Re
[
Lij
(
reiθ
)]
(see in Ref. [2]).
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Then, let us consider
Gl4 (θ; 1) = −1
4
1∫
0
dξ
ξ + 1
ln2 ξ ln
(
1− 2ξ cos θ + ξ2
)
. (A.16)
For θ = 0 we get
Gl4 (0; 1) = U3,1 − ζ4 , (A.17)
where U3,1 is the alternating two-fold Euler sum considered in [22, 23] (see also Ref. [53]),
U3,1 = −2Li4
(
1
2
)
+ 1
2
ζ4 − 112 ln4 2 + 12ζ2 ln2 2 .
For general θ, one can see that Gl4 (θ; 1) is related to the real part of a harmonic poly-
logarithm,
ReH−1,0,0,1(e
iθ) = Gl4 (θ)−Gl4 (θ; 1)− 34ζ3 ln
(
2 cos θ
2
)
. (A.18)
In particular, the function Φ(θ) can be presented as
Φ(θ) = −Gl4 (θ; 1) + Gl4 (0; 1) + 74ζ3 ln 2− 196θ2(2π − θ)2 − [Cl3 (θ)− Cl3 (π)] ln
(
2 cos θ
2
)
,
(A.19)
where Cl3 (π) = −34ζ3.
Using the symmetry property of Φ(θ), Eq. (2.41), we get
Gl4 (θ; 1) + Gl4 (π − θ; 1) = 118 ζ4 − 148θ2(π − θ)2 − Cl2 (θ) Cl2 (π − θ)
− [Cl3 (θ)− Cl3 (π)] ln
(
2 cos θ
2
)
− [Cl3 (π − θ)− Cl3 (π)] ln
(
2 sin θ
2
)
. (A.20)
For special values of θ, Eq. (A.20) yields
Gl4 (π; 1) = −U3,1 + 198 ζ4 − 74ζ3 ln 2, (A.21)
Gl4
(
π
2
; 1
)
= 161
256
ζ4 − 2164ζ3 ln 2−G2, (A.22)
Gl4
(
π
3
; 1
)
+Gl4
(
2π
3
; 1
)
= 277
216
ζ4 − 1324ζ3 ln 3− 23
[
Cl2
(
π
3
)]2
, (A.23)
where G is the Catalan constant. Moreover, with the help of PSLQ algorithm [54] one can
obtain results for Gl4
(
π
3
; 1
)
and Gl4
(
2π
3
; 1
)
separately,
Gl4
(
π
3
; 1
)
= 259
108
ζ4 − 1324ζ3 ln 3− 13
[
Cl2
(
π
3
)]2
+ 1
4
πLs3
(
2π
3
)
− 3
8
Ls
(1)
4
(
2π
3
)
, (A.24)
Gl4
(
2π
3
; 1
)
= −241
216
ζ4 − 13
[
Cl2
(
π
3
)]2 − 1
4
πLs3
(
2π
3
)
+ 3
8
Ls
(1)
4
(
2π
3
)
. (A.25)
We would also like to discuss the analytical continuation of Lsc2,3(θ) (see Eq. (2.14)),
Lsc2,3(θ) = −
θ∫
0
dφ ln
∣∣∣2 sin φ
2
∣∣∣ ln2∣∣∣2 cos φ
2
∣∣∣ .
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If we introduce a variable z = eiσφ, we see that
ln
(
2 sin φ
2
)
↔ ln(1− z)− 1
2
ln z + 1
2
iσπ, ln
(
2 cos φ
2
)
↔ ln(1 + z)− 1
2
ln z, (A.26)
and the analytical continuation of Lsc2,3(θ) is given by
iσLsc2,3(θ)=
1∫
y
dz
z
{
ln(1−z)− 1
2
ln z+ 1
2
iσπ
}[
ln2(1+z)−ln z ln(1+z)+ 1
4
ln2 z
]
,
with y defined in (3.1). This integral can be calculated by using the following relations
y∫
0
dz
z
ln(1 + z) ln(1− z) ln z = S2,2(y) + S2,2(−y)− 14S2,2
(
y2
)
+ ln y
[
1
2
S1,2
(
y2
)
− S1,2(y)− S1,2(−y)
]
, (A.27)
y∫
0
dz
z
ln2(1∓ z) ln(1± z) = 2 ln(1± y)S1,2(±y)− 2H−1,0,1,1(±y), (A.28)
where
H−1,0,1,1(y) ≡
y∫
0
dz
1 + z
S1,2(z) (A.29)
is another harmonic polylogarithm [19]. We note that
H−1,0,1,1(±y) = 14S1,3
(
y2
)
− S1,3(∓y) + ln(1± y)S1,2(±y)± 112
y∫
0
dz
z
ln3
(
1− z
1 + z
)
, (A.30)
H−1,0,1,1(y) + H−1,0,1,1(−y) = 12S1,3
(
y2
)
− S1,3(y)− S1,3(−y)
+ ln(1 + y)S1,2(y) + ln(1− y)S1,2(−y) . (A.31)
Therefore, the analytic continuation of Lsc2,3(θ) reads
iσLsc2,3(θ) = S2,2(y)− 14S2,2
(
y2
)
− 2S1,3(y) + 12S1,3
(
y2
)
+ 1
2
Li4 (y) + Li4 (−y)
+ ln y
[
1
2
S1,2
(
y2
)
− S1,2(y)− 12Li3 (y)− Li3 (−y)
]
+ ln2 y
[
1
4
Li2 (y) +
1
2
Li2 (−y)
]
+ 1
32
ln4 y − 3
16
ζ4 − 16
y∫
0
dz
z
ln3
(
1− z
1 + z
)
−iσπ
{
S1,2(−y)− 12Li3 (−y) + 12 ln yLi2 (−y) + 124 ln3 y − 12ζ3
}
. (A.32)
Note that the integral occurring in Eqs. (A.30) and (A.32) is directly related to the
integral in Eq. (2.15), and it can be calculated in terms of polylogarithms,
y∫
0
dz
z
ln3
(
1− z
1 + z
)
= −45
4
ζ4 + 6 [Li4 (ω)− Li4 (−ω)]− 6 lnω [Li3 (ω)− Li3 (−ω)]
+3 ln2 ω [Li2 (ω)− Li2 (−ω)] + ln3 ω ln y , (A.33)
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where ω = (1−y)/(1+y) (see Eq. (3.5)). Therefore, H−1,0,1,1(±y) reduces to polylogarithms,
as well as the analytic continuation of Lsc2,3(θ). We note that the imaginary part on the
r.h.s. of Eq. (A.32) gets cancelled in the results for the corresponding sums.
The following relations are useful for the transformations:
Li2 (ω)− Li2 (−ω) = −Li2 (y) + Li2 (−y)− lnω ln y + 32ζ2 , (A.34)
Li3 (ω)− Li3 (−ω) = 12S1,2
(
y2
)
− 2S1,2(y)− 2S1,2(−y)− lnω [Li2 (y)− Li2 (−y)]
−1
2
ln2 ω ln y + 3
2
ζ2 lnω +
7
4
ζ3 . (A.35)
B Additional identities between inverse binomial sums
As we have seen, the ε-expansion of the hypergeometric functions produces series of the type
(1.1). One can use certain properties of hypergeometric functions to get relations between
the sums (1.1) involved in the ε-expansion.
Let us consider Eq. (B.18) of Ref. [16] (which follows from Eq. (22) on p. 498 of [31]),
3F2
(
1 + a1ε, 1 + a2ε, 1 +
1
2
(a1 + a2)ε
3
2
+ 1
2
(a1 + a2)ε, 2 + (a1 + a2)ε
z
)
= (1−z)
[
2F1
(
1 + 1
2
a1ε, 1 +
1
2
a2ε
3
2
+ 1
2
(a1 + a2)ε
z
)]2
. (B.1)
It reduces the given 3F2 function to a square of the 2F1 function. Substituting the ε-
expansions of the 3F2 and 2F1 functions into (B.1), we obtain the following relations between
the sums:
Σ−;−−;−;2(u) =
4− u
2u
[
Σ−;−−;−;1(u)
]2
, (B.2)
Σ1;−1;−;2(u)− Σ−;1−;1;2(u)− Σ−;−−;−;3(u) =
4− u
u
Σ−;−−;−;1(u)
[
Σ1;−1;−;1(u)− Σ−;1−;1;1(u)
]
, (B.3)
Σ1;−2;−;2(u) =
4− u
4u
Σ−;−−;−;1(u)Σ
1;−
2;−;1(u) , (B.4)
Σ2;−1;−;2(u)− 2Σ1;11;1;2(u) + Σ−;2−;1;2(u) + Σ−;1−;2;2(u)− 2Σ1;−1;−;3(u) + 2Σ−;1−;1;3(u) + 2Σ−;−−;−;4(u)
=
4− u
u
[
Σ−;−−;−;1(u)
(
Σ2;−1;−;1(u)− 2Σ1;11;1;1(u) + Σ−;2−;1;1(u) + Σ−;1−;2;1(u)− 38Σ1;−2;−;1(u)
)
+
(
Σ1;−1;−;1(u)− Σ−;1−;1;1(u)
)2 ]
, (B.5)
with u = 4z, so that
4− u
u
=
1− z
z
= cot2 θ
2
.
Another interesting relation, Eq. (B.19) of Ref. [16] (which follows from Eq. (20) on p. 498
of [31]), reads
3F2
(
1 + a1ε, 1 + a2ε, 1 +
1
2
(a1 + a2)ε
3
2
+ 1
2
(a1 + a2)ε, 1 + (a1 + a2)ε
z
)
= 2F1
(
1 + 1
2
a1ε, 1 +
1
2
a2ε
3
2
+ 1
2
(a1 + a2)ε
z
)
×
{
1 +
a1a2ε
2z
2 [1 + (a1 + a2)ε]
3F2
(
1 + 1
2
a1ε, 1 +
1
2
a2ε, 1
3
2
+ 1
2
(a1 + a2)ε, 2
z
)}
. (B.6)
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In this way, we get the following relations:
Σ1;−2;−;1(u) =
1
3
Σ−;−−;−;1(u)Σ
−;−
−;−;2(u) ,
3Σ1,1;−1,2;−;1(u)− 3Σ1;12,1;1(u)− 72Σ1;−3;−;1(u)
= Σ−;−−;−;1(u)
[
Σ1;−1;−;2(u)− Σ−;1−;1;2(u)
]
+ Σ−;−−;−;2(u)
[
Σ1;−1;−;1(u)− Σ−;1−;1;1(u)
]
.(B.7)
We have checked that all above equations are satisfied by the explicit results for the sums
listed in this paper.
Let us also present some relations for higher-order sums:
Σ1;−3;−;2(u) + Σ
1;−
2;−;3(u)− Σ1,1;−2,1;−;2(u) + Σ1;12;1;2(u) =
4−u
4u
{
Σ1;−2;−;1(u)
[
Σ−;1−;1;1(u)− Σ1;−1;−;1(u)
]
+Σ−;−−;−;1(u)
[
Σ1;12;1;1(u)− Σ1,1;−2,1;−;1(u) + 12Σ1;−3;−;1(u)
]}
, (B.8)
Σ2;−2;−;2(u)− Σ1;−4;−;2(u) =
4− u
16u
{[
Σ1;−2;−;1(u)
]2
+ Σ−;−−;−;1(u)
[
Σ2;−2;−;1(u)− Σ1;−4;−;1(u)
]}
,
Σ2;−2;−;1(u)− Σ1;−4;−;1(u) = 245Σ−;−−;−;1(u)
{[
Σ−;−−;−;2(u)
]2
+ 3Σ1;−2;−;2(u)
}
, (B.9)
2
[
Σ−;−−;−;2(u)
]2 [
Σ1;−1;−;1(u)− Σ−;1−;1;1(u)
]
+ 4Σ−;−−;−;2(u)Σ
−;−
−;−;1(u)
[
Σ1;−1;−;2(u)− Σ−;1−;1;2(u)
]
+6Σ1;−2;−;2(u)
[
Σ1;−1;−;1(u)− Σ−;1−;1;1(u)
]
+ 6Σ−;−−;−;1(u)
[
Σ1,1;−2,1;−;2(u)− Σ1;12;1;−(u)
]
+45Σ2;12;1;1(u)− 45Σ2,1;−2,1;−;1(u) + 45Σ1,1;−4,1;−;1(u)− 45Σ1;14;1;1(u) + 93Σ1,1;−3,2;−;1(u)− 93Σ1;−5;−;1(u)
+4Σ1;−3;−;1(u)Σ
−;−
−;−;2(u)− 3Σ1;−3;−;2(u)Σ−;−−;−;1(u) = 0 , (B.10)
where Eqs. (B.8) and (B.9) follow from Eq. (B.1), while Eqs. (B.9) and (B.10) follow from
Eq. (B.6).
One more relation can be derived from Eq. (47) on p. 456 of [31],
2F1
(
1 + a1ε, 1 + a2ε
3
2
+ 1
2
(a1 + a2)ε
sin2 θ
2
)
= cos θ 2F1
(
1 + 1
2
a1ε, 1 +
1
2
a2ε
3
2
+ 1
2
(a1 + a2)ε
sin2 θ
)
. (B.11)
We can compare the ε-expansions of these 2F1 functions, considering the coefficients of ε
k
as functions of θ. Introducing
u = 4 sin2 θ
2
, u˜ = 4 sin2 θ, A1 = a1 + a2, A2 = a
2
1 + a
2
2 ,
we get the following relations at orders ε0 and ε1:
cot θ
2
∞∑
j=1
1(
2j
j
) uj
j
= 1
2
cot θ
∞∑
j=1
1(
2j
j
) u˜j
j
, (B.12)
cot θ
2
∞∑
j=1
1(
2j
j
) uj
j
(
3
2
S1 − S¯1
)
= 1
2
cot θ
∞∑
j=1
1(
2j
j
) u˜j
j
(
S1 − S¯1
)
. (B.13)
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At order ε2, comparison of the coefficients of A2 and A
2
1 yields
cot θ
2
∞∑
j=1
1(
2j
j
) uj
j
S2 =
1
8
cot θ
∞∑
j=1
1(
2j
j
) u˜j
j
S2 , (B.14)
cot θ
2
∞∑
j=1
1(
2j
j
) uj
j
[
1
2
(
S¯2 + S¯
2
1
)
− 3
2
S1S¯1 − 18S2 + 98S21
]
= 1
2
cot θ
∞∑
j=1
1(
2j
j
) u˜j
j
[
1
2
(
S¯2 + S¯
2
1
)
− S1S¯1 − 18S2 + 12S21
]
. (B.15)
All these equations are satisfied by analytic expressions for these sums in terms of θ from
Section 2 of this paper. Remember that one needs to substitute θ → 2θ as an argument on
the r.h.s.
At order ε3, we have two independent structures, A31 and A1A2. It is more convenient,
however, to compare the coefficients of A31 and A1(A
2
1−A2). The first equation coming from
the coefficients of A31 yields
cot θ
2
∞∑
j=1
1(
2j
j
) uj
j
(
3
16
C0 + 34C1 + 12C2
)
= 1
2
cot θ
∞∑
j=1
1(
2j
j
) u˜j
j
(
1
24
C0 + 12C1 + 12C2
)
, (B.16)
where Cj are the combinations of the harmonic sums defined in Eqs. (2.5). This equation is
also satisfied, if we use analytic expressions for these sums in terms of θ given in Section 2.
The second equation at order ε3 comes from the coefficient of A1(A
2
1 −A2),
cot θ
2
∞∑
j=1
1(
2j
j
) uj
j
(
−3
4
S1S2 +
1
2
S2S¯1 +
1
2
S3
)
= 1
2
cot θ
∞∑
j=1
1(
2j
j
) u˜j
j
(
−1
8
S1S2 +
1
8
S2S¯1 +
1
16
S3
)
.
(B.17)
If we introduce two functions
Ψ1(θ) = cot
θ
2
∞∑
j=1
1(
2j
j
) uj
j
(S1S2 − S3) , (B.18)
Ψ2(θ) = cot
θ
2
∞∑
j=1
1(
2j
j
) uj
j
(
S3 − 2S2S¯1
)
, (B.19)
we obtain an interesting relation between them,
3Ψ1(θ) + Ψ2(θ) =
1
4
Ψ1(2θ) +
1
8
Ψ2(2θ) . (B.20)
This relation is satisfied by the explicit results for the sums involved given in Eqs. (2.67),
(2.68), (2.80).
C Further results for the inverse binomial sums
For completeness, in this Appendix we collect some results for the multiple inverse binomial
sums of lower weights. They can be obtained by applying the operator u(d/du) to our
36
results presented in sections 2 and 3. These sums occur in lower terms of the ε-expansion of
hypergeometric functions given in Eq. (2.30).
First of all, we list explicit results for some particular cases of the general formulae (1.2)
and (2.33), in terms of the angular variable θ (1.3):
∞∑
j=1
1(
2j
j
) uj
j
= θ tan θ
2
, (C.1)
∞∑
j=1
1(
2j
j
) uj
j2
= 1
2
θ2 , (C.2)
∞∑
j=1
1(
2j
j
) uj
j4
= −2Ls(1)4 (θ) + 4lθ [Cl3 (θ) + θCl2 (θ)− ζ3] + θ2l2θ , (C.3)
∞∑
j=1
1(
2j
j
) uj
j2
S2 =
1
24
θ4 . (C.4)
Then, let us present a few more complicated examples of the results in terms of θ,
∞∑
j=1
1(
2j
j
) uj
j
S21 S¯1 = tan
θ
2
{
Cl2 (π − θ)
[
28L2θ − 8Lθlθ + 52θ2
]
+ Cl2 (2θ)
[
2L2θ +
1
4
θ2
]
+4LθLs3 (θ)− 2LθLs3 (2θ) + 4Lsc2,3(θ)− 12θ2Cl2 (θ)− Cl4 (θ)
+ [Ls3 (π − θ)− Ls3 (π)] [4lθ − 28Lθ]− 8θ [Cl3 (π − θ)− Cl3 (π)]
+8 [Ls4 (π − θ)− Ls4 (π)]− 16 [Cl4 (π − θ)− Cl4 (π)]
+1
6
θ3lθ − 23θ3Lθ − 8θL3θ + 13ζ3θ + 4θlθL2θ
}
(C.5)
∞∑
j=1
1(
2j
j
) uj
j
S1
[
S¯21 + S¯2
]
= tan θ
2
{
Cl2 (π − θ)
[
2θ2 + 2l2θ − 20Lθlθ + 32L2θ
]
− 1
3
Ls4 (2θ)
+Cl2 (2θ)
[
1
4
θ2 − 2Lθlθ + 4L2θ
]
+ Ls3 (2θ) [lθ − 4Lθ]− 2Ls3 (θ) [lθ − 5Lθ]
+ [Ls3 (π − θ)− Ls3 (π)] [10lθ − 32Lθ]− 6θ [Cl3 (π − θ)− Cl3 (π)]− Cl4 (θ)
+
22
3
[Ls4 (π − θ)− Ls4 (π)] + 10Lsc2,3(θ)− 12Cl4 (π − θ) + 23Ls4 (θ)
−1
2
θ2Cl2 (θ) + 10ζ3θ +
1
6
θ3lθ − 12θ3Lθ − 8θL3θ + 8θL2θlθ − 2θLθl2θ
}
(C.6)
∞∑
j=1
1(
2j
j
) uj
j
[
S¯31 + 3S¯1S¯2 + 2S¯3
]
= tan θ
2
{
9Cl2 (π − θ)
[
1
4
θ2 + (2Lθ − lθ)2
]
+3
2
Cl2 (2θ)
[
1
4
θ2 + (2Lθ − lθ)2
]
+ 18Lsc2,3(θ)− 32Cl4 (θ)− 34θ2Cl2 (θ)
−18(2Lθ − lθ)
[
Ls3 (π − θ)− Ls3 (π)− 12Ls3 (θ) + 16Ls3 (2θ)
]
+ 21
2
ζ3θ
+6 [Ls4 (π−θ)−Ls4 (π)]−6θ [Cl3 (π−θ)−Cl3 (π)]−Ls4 (2θ)+3Ls4 (θ)
−12Cl4 (π−θ)+ 14θ3lθ− 12θ3Lθ+8θl3θ−6θl2θLθ+12θlθL2θ−8θL3θ−7θl3θ
}
. (C.7)
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Using the analytic continuation procedure described in Section 3, these results can be
rewritten in terms of the conformal variable y defined in Eq. (3.2). Below we list these
analytically-continued results for Eqs. (C.1)–(C.4), as well as for those sums from Section 2
whose analytical continuations were not presented in Section 3:
∞∑
j=1
1(
2j
j
) uj
j
=
1− y
1 + y
ln y, (C.8)
∞∑
j=1
1(
2j
j
) uj
j2
= −1
2
ln2 y, (C.9)
∞∑
j=1
1(
2j
j
) uj
j3
= 2Li3 (y)− 2 ln yLi2 (y)− ln2 y ln(1− y) + 16 ln3 y − 2ζ3 , (C.10)
∞∑
j=1
1(
2j
j
) uj
j4
= 4S2,2(y)− 4Li4 (y)− 4S1,2(y) ln y + 4Li3 (y) ln(1− y) + 2Li3 (y) ln y
−4Li2 (y) ln y ln(1− y)− ln2 y ln2(1− y) + 13 ln3 y ln(1− y)− 124 ln4 y
−4 ln(1− y)ζ3 + 2 ln yζ3 + 3ζ4 , (C.11)
∞∑
j=1
1(
2j
j
) uj
j
S1 =
1− y
1 + y
[
−2Li2 (−y)− 2 ln y ln(1 + y) + 12 ln2 y − ζ2
]
, (C.12)
∞∑
j=1
1(
2j
j
) uj
j
S¯1 =
1− y
1 + y
[
Li2 (y)− 2Li2 (−y)− 2 ln y ln(1 + y) + ln y ln(1− y)
+1
4
ln2 y − 2ζ2
]
, (C.13)
∞∑
j=1
1(
2j
j
) uj
j
S21 =
1− y
1 + y
[
8S1,2(−y)− 4Li3 (−y) + 8Li2 (−y) ln(1 + y) + 4 ln2(1 + y) ln y
−2 ln(1 + y) ln2 y + 1
6
ln3 y + 4ζ2 ln(1 + y)− 2ζ2 ln y − 4ζ3
]
, (C.14)
∞∑
j=1
1(
2j
j
) uj
j
S1S¯1 =
1− y
1 + y
[
10S1,2(−y)− S1,2
(
y2
)
+ Li3 (y) + 2S1,2(y)− 3Li3 (−y)
−2 ln(1− y)Li2 (−y) + 8 ln(1 + y)Li2 (−y)− 2 ln(1 + y)Li2 (y)
−2 ln y ln(1− y) ln(1 + y)− ln y ln2(1− y) + 4 ln y ln2(1 + y)
+1
2
ln2 y ln(1− y)− 3
2
ln2 y ln(1 + y) + 1
12
ln3 y + 6ζ2 ln(1 + y)
−ζ2 ln(1− y)− 52ζ2 ln y − 112 ζ3
]
, (C.15)
∞∑
j=1
1(
2j
j
) uj
j
S2 = − 1− y
6(1 + y)
ln3 y , (C.16)
∞∑
j=1
1(
2j
j
) uj
j2
S2 =
1
24
ln4 y , (C.17)
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∞∑
j=1
1(
2j
j
) uj
j
S3 =
1− y
1 + y
[
1
24
ln4 y + 6Li4 (y) + ln
2 yLi2 (y)− 2ζ3 ln y − 4 ln yLi3 (y)− 6ζ4
]
,
(C.18)
∞∑
j=1
1(
2j
j
) uj
j
S1S2 =
1−y
1+y
[
1
3
ln3 y ln(1+y)− 1
24
ln4 y + 1
2
ζ2 ln
2 y + ln2 yLi2 (−y) + ln2 yLi2 (y)
+ζ3 ln y−4 ln yLi3 (−y)−4 ln yLi3 (y)+ζ4 +8Li4 (−y) +6Li4 (y)
]
, (C.19)
∞∑
j=1
1(
2j
j
) uj
j
S2S¯1 =
1− y
1 + y
[
1
3
ln3 y ln(1 + y)− 1
6
ln3 y ln(1− y)− 1
48
ln4 y + ζ2 ln
2 y + 4ζ3 ln y
+ ln2 yLi2 (−y)− 4 ln yLi3 (−y) + 8ζ4 + 8Li4 (−y)− Li4 (y)
]
. (C.20)
For the combination (2.23) involving (S¯2 + S¯
2
1) we get
∞∑
j=1
1(
2j
j
) uj
j
(
S¯2 + S¯
2
1
)
=
1− y
1 + y
{
12S1,2(−y)− 2S1,2
(
y2
)
+ Li3 (y) + 6S1,2(y)− 8ζ3
−2Li3 (−y)− 4 ln(1− y2)Li2 (y) + 2 ln(1− y)Li2 (−y) + 8 ln(1 + y)Li2 (−y)− 2ζ2 ln y
+ ln y [ln(1− y)− 2 ln(1 + y)]2 +
(
1
2
ln2 y − 4ζ2
)
[ln(1− y)− 2 ln(1 + y)]
}
, (C.21)
For a separate term of this sum involving S¯2, we get
∞∑
j=1
1(
2j
j
) uj
j
S¯2 =
1− y
1 + y
[
2Li3 (−ωs)− 2Li3 (ωs)− 124 ln3 y
]
, (C.22)
where ωs is defined in Eq. (3.6).
The results for the multiple inverse binomial sums presented in this paper are summarized
in Table 1. When two equation numbers are present, the first one refers to the result in terms
of the angular variable θ, whereas the second one corresponds to its analytical continuation.
An asterisk means that the corresponding equation holds for general c. The symbol † means
that the results for the sums involving the combinations S1
(
S¯2 + S¯
2
1
)
and S¯31 +3S¯1S¯2 +2S¯3
can be extracted from the expressions (3.10) and (3.11) given for the sums involving C1 and
C2, respectively, using the definitions (2.4).
D Connection between binomial, harmonic and inverse
binomial sums
Using the procedure described in section 2.2, one can also construct the ε-expansion of
hypergeometric functions of the following types:
P+1FP
(
3
2
+b1ε, . . . ,
3
2
+bJε, 1+a1ε, . . . , 1+aKε, 2+d1ε, . . . , 2+dLε
3
2
+f1ε, . . . ,
3
2
+fJ−1ε, 1+e1ε, . . . , 1+eRε, 2+c1ε, . . . , 2+cK+L−Rε
u
)
,
39
c = 1 c = 2 c = 3 c = 4
1 (C.1), (C.8) (C.2), (C.9) (2.66), (C.10) (C.3), (C.11)
S1 (2.19), (C.12) (2.35), (3.21) (2.43), (3.12)
S¯1 (2.20), (C.13) (2.36), (3.22) (2.44), (3.13)
S2 (2.8), (C.16) (C.4), (C.17) (2.33)
⋆ (2.33)⋆
S21 (2.21), (C.14) (2.37), (3.7)
S1S¯1 (2.22), (C.15) (2.38), (3.8)
S¯2 (2.88), (C.22) (2.89),(3.19)
S¯2 + S¯
2
1 (2.23), (C.21) (2.39), (3.9)
S3 (2.67), (C.18) (2.81), (3.15)
S1S2 (2.68), (C.19) (2.82), (3.16)
S31 (2.69), (3.14)
S2S¯1 (2.80), (C.20) (2.83), (3.17)
S21 S¯1 (C.5), (3.18)
S1
(
S¯2 + S¯
2
1
)
(C.6), (3.10)†
S¯31 + 3S¯1S¯2 + 2S¯3 (C.7), (3.11)
†
S22 − S4 (2.9) (2.34)⋆ (2.34)⋆ (2.34)⋆
Table 1: Equation index for the inverse binomial sums
P+1FP
(
3
2
+b1ε, . . . ,
3
2
+bJε, 1+a1ε, . . . , 1+aKε, 2+d1ε, . . . , 2+dLε
3
2
+f1ε, . . . ,
3
2
+fJε, 1+e1ε, . . . , 1+eRε, 2+c1ε, . . . , 2+cK+L−R−1ε
z
)
,
where P = K +L+ J − 1 and u = 4z. By analogy with Eq. (2.29), the ε-expansion of these
functions can be written in the following form:
P+1FP
( {3
2
+ biε}J , {1 + aiε}K , {2 + diε}L
{3
2
+ fiε}J−1, {1 + eiε}R, {2 + ciε}K+L−R u
)
=
2
u
ΠK+L−Rs=1 (1 + csε)Π
J−1
k=1(1 + 2fkε)
ΠLi=1(1 + diε)Π
J
r=1(1 + 2brε)
∞∑
j=1
(
2j
j
)
zj
jK−R−1
∆ , (D.1)
P+1FP
( {3
2
+ biε}J , {1 + aiε}K , {2 + diε}L
{3
2
+ fiε}J , {1 + eiε}R, {2 + ciε}K+L−R−1 z
)
=
1
z
ΠK+L−R−1s=1 (1 + csε)Π
J
k=1(1 + 2fkε)
ΠLi=1(1 + diε)Π
J
r=1(1 + 2brε)
∞∑
j=1
zj
jK−R−1
∆ , (D.2)
where the function ∆ is defined in the same way as in Eq. (2.30). One should only remember
that the upper summation limits for the coefficients Bk and Ck are changed, since the
numbers of the parameters bi and ci in Eqs. (D.1) and (D.2) are different.
The sums appearing in Eq. (D.1) are expressible in terms of the multiple binomial sums
[8], whereas the sums of Eq. (D.2) are reduced to the multiple harmonic sums. Using relations
between hypergeometric function of different arguments, it is possible to express one type
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of sums in terms of the another one, plus some trivial part. Let us illustrate this on the
example of 2F1 function (2.1). Using the standard formula of analytic continuation to the
argument 1/z, we obtain a combination of two 2F1 functions. To bring them to the form
of (D.1), we need to shift some of the parameters using
2F1
(
a, b
c
∣∣∣∣∣ z
)
= 1 +
abz
c
3F2
(
1, a+ 1, b+ 1
2, c+ 1
∣∣∣∣∣ z
)
.
Finally, using the duplication formula for the argument of the Γ-function, we arrive at the
following relation:
2z(a1 − a2)ε Γ(1 + bε)
Γ(2 + 2bε)
2F1
(
1 + a1ε, 1 + a2ε
3
2
+ bε
∣∣∣∣∣ z
)
=
1
(−4z)a1ε
Γ(1 + (a2 − a1)ε)Γ(1 + (b− a1)ε)
Γ(1 + a2ε)Γ(1 + 2(b− a1)ε)
×
{
1 +
(1 + a1ε)(1 + 2(a1 − b)ε)
2z(1 + (a1 − a2)ε) 3F2
(
1, 2 + a1ε,
3
2
+ (a1 − b)ε
2, 2 + (a1 − a2)ε
∣∣∣∣∣ 1z
)}
− 1
(−4z)a2ε
Γ(1 + (a1 − a2)ε)Γ(1 + (b− a2)ε)
Γ(1 + a1ε)Γ(1 + 2(b− a2)ε)
×
{
1 +
(1 + a2ε)(1 + 2(a2 − b)ε)
2z(1 + (a2 − a1)ε) 3F2
(
1, 2 + a2ε,
3
2
+ (a2 − b)ε
2, 2 + (a2 − a1)ε
∣∣∣∣∣ 1z
)}
. (D.3)
Here, the ε-expansion of the hypergeometric function on the l.h.s. can be expressed in terms
of the multiple inverse binomial sums (see Eq. (2.29)), whereas the functions on the r.h.s.
yield the multiple binomial sums (see Eq. (D.1) ).
Furthermore, the following three quadratic relations for 2F1 functions (see, e.g., in [31])
allow us to connect some multiple binomial sums (appearing in Eq. (D.1)) with multiple
harmonic sums (see Eq. (D.2)):
2F1
(
1+bε, 3
2
+aε
2+(a+b)ε
∣∣∣∣∣u
)
=
1√
1− u(1 + χ)
2+2aε
2F1
(
2+2aε, 1+(a−b)ε
2+(a+b)ε
∣∣∣∣∣− χ
)
, (D.4)
2F1
(
1+bε, 3
2
+aε
2+2bε
∣∣∣∣∣u
)
= (1 + χ)3+2aε 2F1
(
3
2
+ aε, 1 + (a− b)ε
3
2
+ bε
∣∣∣∣∣ χ
)
, (D.5)
2F1
(
1, 1
2
2− ε u
)
=
1
1−2ε
[
2(1−ε)− (1−u) 2F1
(
1, 3
2
2− ε u
)]
= (1+χ) 2F1
(
1, ε
2− ε χ
)
,
(D.6)
where
χ =
1−√1− u
1 +
√
1− u, u =
4χ
(1 + χ)2
, (D.7)
and all orders of the ε-expansion of the last 2F1 function on the r.h.s. of Eq. (D.6) are known
through Eq. (2.14) of Ref. [16].
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Combining all these relations together with the results for the multiple inverse binomial
sums presented in this paper, we have reproduced several known results for multiple binomial
sums, including those obtained in Ref. [8]. For completeness, we list a number of such results,
including trivial ones, which could be extracted from Ref. [8] (although were not explicitly
listed there),
∞∑
j=1
(
2j
j
)
zj =
2χ
1− χ,
∞∑
j=1
(
2j
j
)
zj
j
= 2 ln(1 + χ),
∞∑
j=1
(
2j
j
)
zj
j2
= −2Li2 (−χ)− 2 ln2(1 + χ),
∞∑
j=1
(
2j
j
)
zj
j3
= 4S1,2(−χ)− 2Li3 (−χ) + 4Li2 (−χ) ln(1 + χ) + 43 ln3(1 + χ),
∞∑
j=1
(
2j
j
)
zjS1 = − 2
1− χ [(1− χ) ln(1 + χ) + (1 + χ) ln(1− χ)] ,
∞∑
j=1
(
2j
j
)
zj
j
S1 = Li2
(
χ2
)
+ 2 ln2(1 + χ),
∞∑
j=1
(
2j
j
)
zjS¯1 =
2
1− χ [χ ln(1 + χ)− (1 + χ) ln(1− χ)] ,
∞∑
j=1
(
2j
j
)
zj
j
S¯1 = 2Li2 (χ) + ln
2(1 + χ),
∞∑
j=1
(
2j
j
)
zjS2 = − 4χ
1− χLi2 (−χ) + 2 ln
2(1 + χ),
∞∑
j=1
(
2j
j
)
zjS21 =
2
1−χ
[
4χLi2 (χ) + 2χLi2 (−χ)− (1−χ) ln2(1+χ) + 2(1+χ) ln2(1−χ)
]
,
∞∑
j=1
(
2j
j
)
zjS1S¯1 =
1
1− χ
[
6χLi2 (χ)− 2(1 + χ) ln(1 + χ) ln(1− χ)
−(1− χ) ln2(1 + χ) + 4(1 + χ) ln2(1− χ)
]
,
∞∑
j=1
(
2j
j
)
zj
(
S¯2 − S¯21
)
= − 2
1− χ
[
2χLi2 (χ)− 2(1 + χ) ln(1 + χ) ln(1− χ)
+χ ln2(1 + χ) + 2(1 + χ) ln2(1− χ)
]
. (D.8)
Furthermore, explicit results for the multiple binomial sums with 1/j4, S1/j
2, S¯1/j
2,
S2/j, S
2
1/j, S1S¯1/j, and (S¯2 − S¯21)/j are presented in Eqs. (A.4)–(A.10) of Ref. [8] (where
the same notation χ as here was used, with x corresponding to our z). We confirm all those
results. Moreover, using our approach we have obtained a number of new results for the
multiple binomial sums,
∞∑
j=1
(
2j
j
)
zjS3 = −43 ln3(1+χ)−4 ln(1+χ)Li2 (−χ)−
4
1−χ [2S1,2 (−χ) + χLi3 (−χ)] ,
∞∑
j=1
(
2j
j
)
zjS1S2 =
4
3
ln3(1 + χ) + 4 ln(1 + χ)Li2 (−χ) + 4 ln(1 + χ)Li2 (χ)
+
4
1− χ
[
χLi3 (χ) + S1,2
(
χ2
)
− 2S1,2 (χ) + (1 + χ) ln(1− χ)Li2 (−χ)
]
,
∞∑
j=1
(
2j
j
)
zjS2S¯1 =
2
3
ln3(1 + χ) + 4 ln(1 + χ)Li2 (χ)
+
2
1− χ
[
2χLi3 (χ)− 6S1,2 (−χ) + 2S1,2
(
χ2
)
− 4S1,2 (χ)− χLi3 (−χ)
]
+
2(1 + χ)
1− χ [2 ln(1− χ)− ln(1 + χ)] Li2 (−χ) ,
∞∑
j=1
(
2j
j
)
zjS1
(
S¯2 − S¯21
)
=
2
1− χ [16S1,2 (χ)− 2χLi3 (χ)− 6χ ln(1 + χ)Li2 (χ)]
+
2(1 + χ)
1− χ
[
4 ln3(1− χ)− 4 ln2(1− χ) ln(1 + χ)
+ ln(1− χ) ln2(1 + χ) + 8 ln(1− χ)Li2 (χ)
]
+ 2
3
ln3(1 + χ) ,
∞∑
j=1
(
2j
j
)
zjS21 S¯1 = −
2
1− χ
[
2S1,2
(
χ2
)
− 6S1,2 (−χ) + 16S1,2 (χ)− χLi3 (−χ)
−4χLi3 (χ) + 2(1− 3χ) ln(1 + χ)Li2 (χ)]
−2(1 + χ)
1− χ
[
4 ln3(1− χ)− 2 ln2(1− χ) ln(1 + χ) + 2 ln(1− χ)Li2 (−χ)
+10 ln(1− χ)Li2 (χ)− ln(1 + χ)Li2 (−χ)]− 23 ln3(1 + χ) ,
∞∑
j=1
(
2j
j
)
zj
(
3S¯1S¯2 − 2S¯3 − S¯31
)
=
2
1−χ
[
12S1,2 (χ)−6χ ln(1+χ)Li2 (χ)−χ ln3(1+χ)
]
+
2(1 + χ)
1− χ
[
6 ln(1− χ)Li2 (χ)− 6 ln2(1− χ) ln(1 + χ)
+3 ln(1− χ) ln2(1 + χ) + 4 ln3(1− χ)
]
,
∞∑
j=1
(
2j
j
)
zjS31 = −43 ln3(1 + χ)− 4 ln(1 + χ)Li2 (−χ)− 12 ln(1 + χ)Li2 (χ)
− 4
1− χ
[
3S1,2
(
χ2
)
− 4S1,2 (−χ) + 6S1,2 (χ)− 2χLi3 (−χ)− 3χLi3 (χ)
]
−4(1 + χ)
1− χ
[
2 ln3(1− χ) + 3 ln(1− χ)Li2 (−χ) + 6 ln(1− χ)Li2 (χ)
]
, (D.9)
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where χ is defined in Eq. (D.7) and, as before, u = 4z. These results were recently used to
construct the ε-expansion of two-loop sunset-type diagrams of special type (for details, see
section 3.1 in [62]).
The results for harmonic sums of the type
∑∞
j=1 z
jSa1 . . . Sak S¯b1 . . . S¯bj could be deduced
from the following relation:
2F1
(
1, 3
2
+aε
3
2
+bε
∣∣∣∣∣ z
)
=
Γ(2 + 2bε)Γ(1 + aε)Γ(1 + (a− b)ε)
Γ(1 + bε)Γ(2 + 2aε)
4(a−b)ε
(1− z)1+(a−b)εz1/2+bε
− 1 + 2bε
2(1 + (a− b)ε) 2F1
(
1, 3
2
+aε
2+(a−b)ε
∣∣∣∣∣ 1− z
)
, (D.10)
which corresponds to an analytic continuation of the 2F1 function from the argument z to
(1− z). In particular, we get
∞∑
j=1
S1S¯1z
j =
z
1− z
{
1
4
ln2(1− z) + 1
2
ln2(1−√z) + 1
2
ln2(1 +
√
z) + 1
2
Li2 (z)
+
1
2
√
z
[
Li2
(
1 +
√
z
2
)
− Li2
(
1−√z
2
)]
+
1
4
√
z
[
ln2(1−√z)− ln2(1 +√z)
]
− ln 2
2
√
z
ln
(
1 +
√
z
1−√z
)]}
. (D.11)
Introducing a new variable ξ such that
ξ =
1−√z
1 +
√
z
, z =
(1− ξ)2
(1 + ξ)2
, (D.12)
we can present the above result in a more compact form,
∞∑
j=1
S1S¯1z
j =
z
2(1−z)
[
Li2 (z) + ln
2(1−z)
]
+
1−ξ2
4ξ
[
Li2 (−ξ) + ln ξ ln 2 + 12ζ2
]
+
1−ξ
8ξ
ln2 ξ ,
(D.13)
where we have taken into account that
Li2
(
1 +
√
z
2
)
− Li2
(
1−√z
2
)
= 2Li2 (−ξ) + ln ξ ln(1 + ξ) + ζ2 .
Integrating the representation (D.13), it is easy to get the following result:
∞∑
j=1
S1S¯1
zj
j
= −S1,2(z)− 12 ln(1− z)Li2 (z)− 16 ln3(1− z)− 32ζ3 − 14 ln2 ξ ln(1− z)
−2Li3 (−ξ) + Li2 (−ξ) ln ξ − 12ζ2 ln ξ + 112 ln3 ξ . (D.14)
In Appendix E of Ref. [14] the results (up to weight 4) for the harmonic sums of the
type
∑∞
j=1 Sa1 . . . Sakz
j/ja have been presented. It is easy to extend those results to the case∑∞
j=1 S¯a1 . . . S¯akz
j/ja, using the following property [32]:
if
∞∑
j=1
f(j)
zj
ja
= F (z) then
∞∑
j=1
f(2j)
zj
ja
= 2a−1
[
F (
√
z) + F (−√z)
]
. (D.15)
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As a consequence, we get
∞∑
j=1
S¯az
j =
√
z
2(1−√z)Lia
(√
z
)
−
√
z
2(1 +
√
z)
Lia
(
−√z
)
,
∞∑
j=1
S¯1
zj
ja
= 2a−1
[
Sa−1,2
(√
z
)
+ Sa−1,2
(
−√z
)]
. (D.16)
As a further illustration, we also present results for other sums up to weight 3,
∞∑
j=1
S¯21z
j =
√
z
2(1−√z)
[
Li2
(√
z
)
+ ln2(1−√z)
]
−
√
z
2(1+
√
z)
[
Li2
(
−√z
)
+ ln2(1 +
√
z)
]
,
∞∑
j=1
S¯2
zj
j
= − ln(1−√z)Li2
(√
z
)
− ln(1 +√z)Li2
(
−√z
)
− 2S1,2
(√
z
)
− 2S1,2
(
−√z
)
,
∞∑
j=1
S¯31z
j =
√
z
2(1−√z)
[
Li3
(√
z
)
− 3 ln(1−√z)Li2
(√
z
)
+ ln3(1−√z)− 3S1,2
(√
z
)]
−
√
z
2(1+
√
z)
[
Li3
(
−√z
)
−3 ln(1+√z)Li2
(
−√z
)
+ln3(1+
√
z)−3S1,2
(
−√z
)]
,
∞∑
j=1
S¯21
zj
j
= − ln(1−√z)Li2
(√
z
)
− ln(1 +√z)Li2
(
−√z
)
− 2S1,2
(√
z
)
− 2S1,2
(
−√z
)
+1
3
ln3(1−√z) + 1
3
ln3(1 +
√
z) ,
∞∑
j=1
S¯1S¯2z
j =
√
z
2(1−√z)
[
Li3
(√
z
)
− ln(1−√z)Li2
(√
z
)
− S1,2
(√
z
)]
−
√
z
2(1 +
√
z)
[
Li3
(
−√z
)
− ln(1 +√z)Li2
(
−√z
)
− S1,2
(
−√z
)]
. (D.17)
To investigate relations between multiple harmonic sums the technique proposed in Ref. [63]
can be useful.
As a illustration, we present the hihger order ε-expansion of the some of the hypergeo-
metric functions:
2F1
(
1 + a1ε, 1 + a2ε
2 + cε
∣∣∣∣∣ z
)
=
1 + cε
z
(
− ln(1− z)− ε
{
c− a1 − a2
2
ln2(1− z) + cLi2 (z)
}
+ε2
{[
(a1 + a2)c− c2 − 2a1a2
]
S1,2(z) +
[
(a1 + a2)c− c2 − a1a2
]
ln(1− z)Li2 (z)
+c2Li3 (z)− (c− a1 − a2)
2
6
ln3(1− z)
}
−ε3
{
c
[
(a1 + a2)c− c2 − 2a1a2
]
S2,2(z) + c
[
(a1 + a2)c− c2 − a1a2
]
ln(1− z)Li3 (z)
+(c− a1)(c− a2)(c− a1 − a2)
[
ln(1− z)S1,2(z) + 1
2
ln2(1− z)Li2 (z)
]
45
+
(c− a1 − a2)3
24
ln4(1− z) + c(c− a1 − a2)2S1,3(z) + c3Li4 (z)
}
+O(ε4)
)
. (D.18)
E The O(ααs) corrections to the polarization function
of neutral gauge bosons in arbitrary dimension
V2 V1 V2 V1 V2V1
Figure 2: Two-loop contributions to the off-shell polarization function of a neutral gauge
boson. Bold and thin lines correspond to the massive quark propagator and the massless
boson (gluon or photon) propagator, respectively.
Here we present an example of a physically relevant calculation11 that can be expressed
in terms of the master integrals J011 studied in Section 4.3. Let us consider the two-loop
propagator-type diagrams shown in Fig. 2. All of these O(ααs) contributions to the polar-
ization function of the gauge bosons involve a quark loop with a gluon exchange. It was
analytically calculated in [56], up to the finite term of the ε-expansion. Here we present
the bare two-loop results in n-dimensional space-time (see also in Ref. [8]). In contrast to
the calculations performed in [56], here we use Tarasov’s recurrence relations [38] for the
reduction of the original integrals to the set of master integrals. In this Appendix we use
the Euclidean notation [57], P 2 ↔ −p2, so that the on-shell limit would read P 2 → −m2.
Let us decompose the polarization tensor into the transverse ΠT(P
2) and longitudinal
ΠL(P
2) parts,
Πµν(P
2) =
(
δµν − PµPν
P 2
)
ΠT(P
2) +
PµPν
P 2
ΠL(P
2) .
Then, the two-loop corrections can be written as
Π
(2)
T (P
2) =
g2g2s
(4π)n/2
NcCF
{
−J011(1, 1, 1) 4
(n− 1) t
[
−4Anm2 + 12Am2 + Atn2
−3Atn + 2At+ Stn2 − 3Stn + 2St
]
−J011(1, 1, 2) 4
(n− 4) (n− 3) (n− 1) t
[
112Am4n + At2n3 − 7At2n2 + 18At2n
+St2n3 − 7St2n2 + 18St2n− 16Am4n2 − 192Am4 + 4Am2tn3 − 32Am2tn2 − 16At2
11Another non-trivial example where these master integrals appear is given in Ref. [55].
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+100Am2tn + 4Sm2tn3 − 36Sm2tn2 + 96Sm2tn− 112Am2t− 16St2 − 80Sm2t
]
+ [A0(m)]
2 2 (n− 2)
(4m2 + t)m2t (n− 4) (n− 1) (n− 3)
[
−4Stn4m2 + At2n3 + 4Am2tn3
+36Sm2tn3 + St2n3 − 32Am2tn2 − 7St2n2 − 16Am4n2 − 120Sm2tn2 − 7At2n2
+112Am4n+ 184Sm2tn + 100Am2tn + 18At2n+ 18St2n− 192Am4 − 16At2
−112Sm2t− 112Am2t− 16St2
]
−A0(m)B0(m,m, t) 2 (n− 2)
m2 (n− 3) (4m2 + t) (n− 4) (n− 1)
[
432Am4n− 2Atn4m2
+64m4S + 40m4Sn + 8m4Sn3 − 48m4Sn2 + 80Am4n3 − 8An4m4 − 2Stn4m2
+At2n3 − 7At2n2 + 18At2n+ St2n3 − 7St2n2 + 18St2n− 280Am4n2 − 256Am4
+24Am2tn3 − 98Am2tn2 + 180Am2tn+ 24Sm2tn3 − 102Sm2tn2 + 176Sm2tn
−16At2 − 128Am2t− 16St2 − 96Sm2t
]
− [B0(m,m, t)]2 2
(4m2 + t) (n− 4) (n− 1)
[
448Am4n− 32m4S + 16Am4n3
+At2n3 − 9At2n2 + 30At2n+ St2n3 − 9St2n2 + 30St2n− 144Am4n2 − 448Am4
+8Am2tn3 − 72Am2tn2 + 232Am2tn+ 4Sm2tn3 − 44Sm2tn2 + 152Sm2tn
−32At2 − 240Am2t− 32St2 − 160Sm2t
]}
, (E.1)
Π
(2)
L (P
2) = A
g2g2s
(4π)n/2
NcCF
{
−J011(1, 1, 1)16m
2 (n− 3)
t
−J011(1, 1, 2) 16m
2
t (n− 4) (n− 3)
[
4m2n2 − 28m2n + 48m2 + tn2 − 5tn+ 8t
]
+ [A0(m)]
2 8 (n− 2)
t (4m2 + t) (n− 4)
[
tn2 − 3tn+ 4m2n− 16m2
]
− [B0(m,m, t)]2 8m
2
(4m2 + t) (n− 4)
[
−4tn + 4t+ 4m2n2 − 24m2n + tn2 + 40m2
]
−A0(m)B0(m,m, t) 8 (n− 2) (n
2 − 5n+ 8)
(4m2 + t) (n− 4)(n− 3)
[
−2m2n+ 10m2 + t
]}
, (E.2)
where the vertices Vj (j = 1, 2) are defined as
12
Vj = igγµ(vj + ajγ5) ,
and we have introduced the following notations:
A = a1a2 , S = v1v2 , t = P
2,
Nc is a color factor (equal to 3 for quark and 1 for lepton), CF is the Casimir operator of the
fundamental representation of the Lie algebra (equal to 4
3
for SU(3) and 1 for QED), and m
12Explicit values of coefficients vj and aj for the Standard Model can be extracted from [57].
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is the mass of the loop fermion. Finally, the occurring integrals are defined as
J011(σ, ν1, ν2) =
π−n
Γ2
(
3− n
2
) ∫ ∫ dnK1 dnK2
[(K2 − P )2]σ [K21 +m2]ν1 [(K1 −K2)2 +m2]ν2
,
B0(ma, mb, t) =
π−n/2
Γ
(
3− n
2
) ∫ dnK
[(K − P )2 +m2a] [K2 +m2b ]
,
A0(m) =
π−n/2
Γ
(
3− n
2
) ∫ dnK
K2 +m2
≡ 4(m
2)n−2
(n− 2)(n− 4) . (E.3)
We note that the integral J011 is defined in the same way as in Section 4.3, one should only
remember to substitute p2 → −t.
In particular, for the zero momentum transfer, P 2 = t = 0, we get
Π
(2)
L (0) = −A
g2g2s
(4π)n/2
NcCF [A0(m)]
2 4(n− 2)(n2 − 5n+ 7)
m2
,
Π
(2)
T (0) = −A
g2g2s
(4π)n/2
NcCF [A0(m)]
2 4(n− 2)(n3 − 6n2 + 13n− 11)
(n− 1)m2 .
To obtain the finite terms of the ε-expansion of the results given in Eqs. (E.1) and
(E.2), the integral J011(1, 1, 2) should be expanded up to the ε-part. Furthermore, using the
approach of Ref. [38], we obtain the following relations between the integrals investigated in
Section 4.3 and the master integrals J011(1, 1, 1) and J011(1, 1, 2):
J011(1, 1, 1)
(3n− 8)(3n− 10)(n− 3)2
n− 4 = [A0(m)]
2 (n− 3)(n− 2)2
[
t
4m4
− (7n− 24)
2m2(n− 4)
]
+J011(1, 2, 2)
[
8m2(t+m2)
n− 4 − 2t
2(n− 3) + 2tm2(7n− 17) + 8m4(2n− 5)
]
+ [J011(1, 2, 2) + 2J011(2, 1, 2)] (n− 3)(t+ 4m2)(t− 2m2) , (E.4)
J011(1, 1, 2)
(3n− 8)(3n− 10)(n− 3)2
n− 4 = [A0(m)]
2 (n− 3)(2n− 7)(3n− 8)(n− 2)2
4m4(n− 4)
+J011(1, 2, 2)
[
−4(t+ 2m
2)
n− 4 − n
2
(
15
2
t+ 12m2
)
+ n
(
79
2
t+ 62m2
)
− 55t− 86m2
]
+1
2
[J011(1, 2, 2) + 2J011(2, 1, 2)] (n− 3)(3n− 8)(t+ 4m2) . (E.5)
From these relations we see that, in order to obtain the εj terms of J011(1, 1, 1) and J011(1, 1, 2),
the integral J011(1, 2, 2) should be expanded up to ε
j, whereas the combination [J011(1, 2, 2)+
2J011(2, 1, 2)] up to ε
j−1 only. The expansion of the integrals near the threshold can be per-
formed by using the numerical algorithm described in Ref. [58].
The higher-order terms of the ε-expansion of the one-loop integral B0(m1, m2, t) can be
extracted from Refs. [16,30]. Here we present coefficients up to the order ε2 for the particular
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case m1 = m2 = m:
B0(m,m, t) =
(m2)−ε
(1− 2ε)
(
1
ε
+
1 + y
1− y
{
ln y + ε
[
1
2
ln2 y−2 ln y ln(1 + y)−2Li2 (−y)−ζ2
]
+ε2
[
4S1,2(−y)− 2Li3 (−y) + 4 ln(1 + y)Li2 (−y)− ln2 y ln(1 + y)
+2 ln y ln2(1 + y) + 1
6
ln3 y − ζ2 ln y + 2ζ2 ln(1 + y)− 2ζ3
]
+O(ε3)
})
, (E.6)
where the variable y is defined in Section 3.
The bare two-loop amplitudes (E.1) and (E.2) contain subdivergencies which should be
canceled by proper counterterms,
ΠCT(P
2) = δm2
∂
∂m2
Π(1)(P 2) ,
where Π(1) is the one-loop amplitude, while δm2 is the one-loop mass counterterm defined
in a particular renormalization scheme. The derivatives of the bare one-loop amplitudes in
n dimensions read
∂
∂m2
Π
(1)
T (P
2) =
g2
(4π)n/2
Nc4
{[
St(3−n)
(4m2+t)
+S+(2−n)A
]
B0(m,m, t)+
2S(n−2)
(4m2+t)
A0(m)
}
,
∂
∂m2
Π
(1)
L (P
2) = A
g2
(4π)n/2
Nc4
{[
t(n− 3)
(4m2 + t)
+ 1− n
]
B0(m,m, t) +
2(2− n)
(4m2 + t)
A0(m)
}
.
As an example of application of these formulae, let us consider the transversal part of
the γ − Z propagator (A = 0) in the MS-scheme. Up to the finite in ε part, the result for
the subtracted quantity Πsub(P 2) = Π(2)(P 2) + ΠCT is
ΠsubT,γZ(P
2) = S
g2g2s
(4π)2
NcCF
{
−2t
ε
+
(
−55
3
t+ 296
3
m2
)
+ 16tζ3
[
1− 4 y
2
(1− y)4
]
−16
3
m2
(1− 4y + y2)
y(1− y)2 [ln(1− y) + 2 ln(1 + y)] ln y
[
(1 + y2) ln y − 2(1− y2)
]
+8
3
m2
(2 + 7y − 22y2 + 6y3)
(1− y)2 ln
2 y − 4m2 ln y (1− 6y − 46y
2 − 6y3 + y4)
y(1− y2)
+4t ln
m2
µ2
[
1− 12y
(1− y)2
]
− 96m2 y
1− y2 ln y ln
m2
µ2
+32
3
m2
(1− 4y + y2)
y(1− y)2 [Li2 (y) + 2Li2 (−y)]
[
1− y2 − 2
(
1 + y2
)
ln y
]
+32m2
(1− 4y + y2)
y(1− y)2 (1 + y
2) [Li3 (y) + 2Li3 (−y)] +O(ε)
}
, (E.7)
where we have taken into account the one-loop massive counterterm
δm2 = −2 g
2
s
(4π)2
CF
3
ε
m2 .
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The small-momentum expansion of Eq. (E.7) is
ΠsubT,γZ(p
2)
∣∣∣
P 2→0
= S
g2g2s
(4π)2
m2NcCF
{
2
ε
u+ 13
3
u+ 776
405
u2 + ln
m2
µ2
(
4u+ 8
5
u2
)
+O(u3)
}
,
where u = −P 2/m2. Let us remind that in a theory with the spontaneous symmetry
breaking, like the Standard Model, the inclusion of tadpoles [59] is also required for the
renormalization group invariance of the massive parameters [8, 58, 60]. The proper bare
two-loop tadpole contribution is given in Section 4.3 of Ref. [8].
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