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Abstract
The space of synthesizable molecules is greater than 1060, meaning only a van-
ishingly small fraction of these molecules have ever been realized in the lab. In
order to prioritize which regions of this space to explore next, synthetic chemists
need access to accurate molecular property predictions. While great advances
in molecular machine learning have been made, there is a dearth of benchmarks
featuring properties that are useful for the synthetic chemist. Focussing directly
on the needs of the synthetic chemist, we introduce the Photoswitch Dataset, a
new benchmark for molecular machine learning where improvements in model per-
formance can be immediately observed in the throughput of promising molecules
synthesized in the lab. Photoswitches are a versatile class of molecule for medical
and renewable energy applications where a molecule’s efficacy is governed by
its electronic transition wavelengths. We demonstrate superior performance in
predicting these wavelengths compared to both time-dependent density functional
theory (TD-DFT), the incumbent first principles quantum mechanical approach, as
well as a panel of human experts. Our baseline models are currently being deployed
in the lab as part of the decision process for candidate synthesis. It is our hope that
this benchmark can drive real discoveries in photoswitch chemistry and that future
benchmarks can be introduced to pivot learning algorithm development to benefit
more expansive areas of synthetic chemistry.
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1 Introduction
In order to prioritize which molecules to synthesize, a chemist would ideally like to know the
properties of the molecules in advance. With this information to hand, the amount of time spent
on the synthesis of unpromising candidates would be minimized. While there exist first principles
computational approaches for property prediction such as time-dependent density functional theory
(TD-DFT), these methods are expensive enough to prohibit their use in practice, taking up to 4 days
[1] to obtain properties for a single molecule. In light of this, human intuition is still the guiding
force behind candidate selection. Advances in molecular machine learning have taken great strides
in recent years in areas such as molecule generation [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20], chemical reaction prediction [21, 22, 23, 24, 25] and molecular property prediction
[26, 27, 28, 29, 30]. In particular, accurate machine learning prediction of molecular properties has
the potential to cut the attrition rate in the discovery of novel and promising molecules.
Synthetic chemists however, are underserved by current molecular machine learning benchmarks.
Research in synthetic chemistry is federated in the sense that a given research field may publish 30
papers containing high-quality experimental data per year. The generalization error of models trained
on large benchmark datasets is poor if the molecules contained in the dataset do not reside in the same
region of chemical space as the molecules whose properties are being predicted. In collaboration with
synthetic chemists, we aim to address this problem through the introduction of benchmarks where the
domain of the dataset is matched to the search space of interest. In this paper we introduce one such
benchmark, the Photoswitch Dataset, to enable accurate predictions for the transition wavelength
properties of photoswitch molecules, depicted in Figure 1.
Our goals for the benchmark may be articulated as follows:
1. Perform faster prediction relative to TD-DFT.
2. Obtain improved accuracy relative to human experts.
3. Operationalize model predictions in the context of laboratory synthesis.
We achieve all of these goals with baseline models and we hope that further progress can be made
by users of the benchmark towards achieving an absolute error of less than 10 nm for all molecules
of interest, a threshold that would reduce the number of poor performing molecules in this field to
zero. We suggest how best this might be accomplished through the development of models that
leverage out-of-domain data to improve performance, models that account for solvent effects in the
observed wavelength value as well as models where prediction error may be attributed to aspects of
the molecular representation.
Figure 1: Photoswitch molecules can be reversibly converted between multiple structural states using
light. Azobenzene is an example of a photoswitchable molecule; analogues of which are referred to as
azophotoswitches. The two isomers of azobenzene have different conformations and physicochemical
properties. Photopharmacology leverages these dynamic properties in light-addressable drugs; where
the inactive isomer may be converted in situ to the biologically active isomer [31, 32, 33, 34]. Solar
thermal energy fuels use azophotoswitches to capture energy from the sun and store it for later release
[35, 36, 37].
2 Related Work
Arguably one of the most well-known molecular machine learning benchmarks is MoleculeNet [28], a
dataset collection comprising experimentally-determined properties including hydration free energies
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[38] and aqueous solubilities [39], in addition to computed properties such as atomization energies [40,
41, 42], excitation energies [43, 44] geometric, energetic, electronic, and thermodynamic properties
[43, 45]. In the graph machine learning community benchmark datasets feature properties such as
mutagenicity [46] as well as synthetically useful properties such as binding affinities [47, 48]. To our
knowledge this is the first benchmark featuring experimentally-determined transition wavelengths for
photoswitch molecules. Our dataset has been manually-curated by an expert photoswitch chemist
and represents a vital extension of the current benchmark ecosystem to incorporate the properties of
light-activated molecules.
In the context of transition wavelength prediction there has been prior work on learning corrections
to TD-DFT [44] as well as directly predicting experimental values [49]. In terms of open-source data
on photoswitch molecules, ChEBI [50], a notable chembioinformatics database, currently lists ca. 40
biologically active azophotoswitches of minimalistic structural diversity whilst PubChem [51, 52]
possesses over 3900 azophotoswitch structures with no associated photophysical data. Recently,
Cole and co-workers [53] reported a dataset of 18000 individual molecules with photophysical data.
Whilst ca. 500 of these are azophotoswitches none of these scaffolds cover the latest generations of
azophotoswitches currently deployed in the laboratory. Additionally, the photophysical data provided
does not include information on the Z isomer.
3 An Overview of the Photoswitch Dataset
3.1 Data Acquisition
We engage a trained photoswitch chemist to source experimentally-determined properties of pho-
toswitch molecules reported in chemistry journals. To ensure molecular diversity, we include
azobenzene derivatives with a diverse range of substitution patterns and functional groups. This is
vitally important from a synthetic point-of-view as such functional groups serve as handles for further
synthetic modification. Furthermore, we also include the latest generation of azoheteroarenes and
cyclic azobenzenes which have established themselves as possessing superior photophysical proper-
ties to unmodified azobenzene. In all instances, we extract the following photophysical properties for
each molecule, where available: rate of thermal isomerization, photostationary state, experimental
and TD-DFT-computed pi − pi∗ and n− pi∗ transition wavelengths, the molar extinction coefficient,
Wiberg index, irradiation wavelength in a and irradiation solvent. A full list of references for the data
sources is provided in Appendix A in addition to background information on the tabulated properties.
3.2 Tasks
We focus our experimentally-determined property prediction benchmark on the following 4 tasks:
1. E isomer pi − pi∗ Transition wavelength prediction: 392 molecules
2. E isomer n−pi∗ Transition wavelength prediction: 141 molecules
3. Z isomer pi − pi∗ Transition wavelength prediction: 93 molecules
4. Z isomer n−pi∗ Transition wavelength prediction: 123 molecules
Where the dataset size is given for each task. The aforementioned properties are of particular im-
portance because they are the core determiners of quantitative, bidirectional photoswitching. As an
illustrative example, a photoswitchable drug works on the premise that one isomer is biologically
active and has a therapeutic effect, whilst the other isomer does not. Ideally, the inactive isomer is
dosed to the patient and converted using light to the active isomer. A drug capable of quantitative
photoswitching is thus more potent than an incomplete photoswitching analogue and could be admin-
istered at a lower dose which minimizes side effects without compromising on therapeutic potential.
This effect is best achieved when molecules possess band separation within their absorption spectra
such that a wavelength of light can be chosen to attain selective and complete photoisomerisation.
Accurately predicting the pi−pi∗ and n−pi∗ transition wavelengths for both sets of isomers is critical
to determining if this property can be fulfilled. The experimental setup for these tasks is described in
subsection 4.1.
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3.3 How to Use the Benchmark
We release our benchmark repository at the following link and will maintain a public leaderboard for
each of the 3 tasks. Of particular interest are submissions which:
1. Achieve good performance on the prediction tasks by leveraging data that is not currently
contained in the repository. Such results may point either towards further sources of in-
domain data relevant for the prediction task or to methods that manage to achieve good
generalization performance using out-of-domain data.
2. Graph-based methods that can account for solvent effects on the transition wavelength via
a FiLM mechanism [54] or by incorporating additional node features. Solvent identity is
provided for all measurements.
3. Models where prediction error is interpretable and may be attributed to characteristics of the
molecular representation.
3.4 Dataset Visualization
We provide visualizations of the dataset under different molecular representations using the UMAP
algorithm [55] in Appendix B.
4 Experiments
In this section we evaluate a diverse set of models and molecular representations on the 4 wavelength
prediction tasks constituting the property prediction benchmark. Through an analysis of the model
prediction errors we are able to identify missing inductive biases in the molecular representation,
leading us to propose a new hybrid representation which achieves the best results on the first
benchmark task. We take this representation forward to an independent evaluation against the
predictions of TD-DFT as well as a panel of synthetic photoswitch chemists. Lastly, we demonstrate
the need for an expert-in-the-loop when designing property prediction benchmarks tailored to real-
world synthesis. We show that a model trained on a large dataset of 6142 chemically distinct
molecules does not improve performance on our benchmark. A large, out-of-distribution dataset is
less useful than a small in-distribution one. Full details of all experiments, in addition to method
background may be found in Appendix C.
4.1 Wavelength Prediction Benchmark
We evaluate performance on 20 random train/test splits in a ratio of 80/20 using the root mean square
error (RMSE), mean absolute error (MAE) and coefficient of determination (R2) as performance
metrics, reporting the mean and standard error for each metric. We evaluate the following models:
Random Forest (RF), Gaussian Processes (GP), Attentive Neural Processes (ANP) [56], Graph
Convolutional Networks (GCN) [57], Graph Attention Networks (GAT) [58], Directed Message-
Passing Neural Networks (DMPNN) [59] and the following representations: Morgan fingerprints
[60], RDKit fragments [61] and smooth overlap of atomic positions (SOAP) [62]. In addition we
introduce a hybrid representation, fragprints, the motivation for which is outlined in subsection 4.2.
For the purpose of the benchmark, hyperparameter selection for GP-based approaches is performed
by optimizing the marginal likelihood on the train set whereas for other methods cross-validation
may be performed.
Random Forest is trained using scikit-learn [63] with 1000 estimators and a maximum depth of 300.
We implement a Gaussian Process in GPflow [64] using a Tanimoto kernel [65]. We set the mean
function to be the empirical mean of the data and treat the kernel variance and likelihood variance
as hyperparameters, optimizing their values under the marginal likelihood. For the attentive neural
process we use 2 hidden layers of dimension 32 for each of the decoder, latent decoder and the
deterministic encoder respectively, 8-dimensional latent variables r and z, and run 500 iterations with
the Adam optimizer [66] with a learning rate of 0.001. For the ANP we perform principal components
regression by reducing the representation dimension to 50. We implement Graph Convolutional
Networks and Graph Attention Networks in the DGL-LifeSci library [67]. Node features include
one-hot representations of atom-type, atom degree, the number of implicit hydrogen atoms attached
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to each atom, the total number of hydrogen atoms per atom, atom hybridization, the formal charge
and number of radical electrons on the atom. Edge features contain one-hot encodings of bond-type
and Booleans indicating the stereogenic configuration of the bond and whether the bond is conjugated
or in a ring. For the GCN we use two hidden layers with 32 hidden units and ReLU activations,
applying BatchNorm [68] to both layers. The remaining parameters are the default library values.
For the GAT we use two hidden layers with 32 units each, 4 attention heads, an alpha value of 0.2 in
both layers and ELU activations, using the default library values for the remaining parameters. We
use a single Directed Message-Passing Neural Network model trained for 50 epochs, with additional
normalized 2D RDKit features and without performing Bayesian optimization over the parameters
defining the model architecture. All remaining parameters were set to the default values in [59].
For representations, we use 2048-bit Morgan fingerprints with a bond radius of 3 implemented in
RDKit [61]. We use 85-dimensional fragment features computed using the RDKit descriptors module.
We use the Dscribe library [69] to compute SOAP descriptors using an rcut parameter of 3.0 a sigma
value of 0.2. An nmax parameter of 12 and an lmax parameter of 8. We use an REMatch kernel with
polynomial base kernel of degree 3.0, gamma = 1.0, coef0 = 0, alpha = 0.5 and threshold = 1e−6.
We apply standardization to the property values in all experiments. The results of the aforementioned
models and representations are given in Table 6. Additional results including Message-passing neural
networks (MPNN) [70], a black-box alpha divergence minimization Bayesian neural network (BNN)
[71] and an LSTM with augmented SMILES, SMILES-X [72] are presented in appendix C.
We note that featurizations using standard molecular descriptors are more than competitive with neural
representations for this dataset. The best-performing representation/model pair was the GP-Tanimoto
kernel and our own hybrid descriptor set “fragprints”. We describe the rationale for developing this
representation in the following section.
4.2 Prediction Error as a Guide to Representation Selection
On the E isomer pi − pi∗ transition wavelength prediction task, we note occasionally marked discrep-
ancies in the predictions made under the Morgan fingerprint and fragment representations. We show
one such discrepancy in Figure 2. The resultant analysis motivated the expansion of the molecular
feature set to include both representations as “fragprints”
4.3 TD-DFT Comparison
We compare the top-performing model from the benchmark, the Gaussian Process, Tanimoto kernel
and fragprints combination against two widely-utilized levels of time-dependent density functional
theory: CAM-B3LYP [73] and PBE0 [74, 75]. While the CAM-B3LYP level of theory offers highly
accurate predictions, its computational cost is a stumbling block towards its adoption in synthetic
photoswitch chemistry. To obtain the predictions for a single photoswitch molecule one is required to
perform a one-day ground state energy minimization followed by a one-day TD-DFT calculation [1].
In the photoswitch chemist’s case these calculations need to be performed for both molecular isomers
leading to a wall-clock time of 4 days in total per molecule. When screening multiple molecules is
desirable this cost is prohibitive and so in practice it is easier to screen candidates based on human
chemical intuition. In contrast, inference in a data-driven model is in on the order of seconds.
In Table 2 and Table 3 we present the performance comparison against 99 molecules and 114
molecules for CAM-B3LYP and PBE0 respectively taken from the results of a benchmark quantum
chemistry study [76]. For the GP model, we perform leave-one-out validation, testing on a single
molecule and training on the others in addition to the experimentally-determined property values
for molecules acquired from synthesis papers. We then average the predictions errors and report the
standard error. The model outperforms PBE0 by a large margin and provides comparable performance
to CAM-B3LYP. Further background on time-dependent density functional theory are available in
Appendix D.
tesubsectionHuman Performance Comparison
In practice, candidate screening is undertaken based on the opinion of a human expert due to the
speed at which predictions may be obtained. While inference in a data-driven model is comparable to
the human approach in terms of speed, we aim in this section to compare the predictive accuracy of
the two approaches. In order to achieve this, we assemble a panel of 14 human experts, comprising
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Table 1: Test Set Performance in Predicting the Transition Wavelengths of the E and Z isomers.
Best-performing models are highlighted in bold.
E isomer pi − pi∗ (nm) E isomer n−pi∗ (nm) Z isomer pi − pi∗ (nm) Z isomer n−pi∗ (nm)
RMSE
RF + Morgan 25.3± 0.9 10.2± 0.4 14.0± 0.6 11.1± 0.4
RF + Fragments 26.4± 1.1 11.4± 0.5 17.0± 0.8 14.2± 0.6
RF + Fragprints 23.4± 0.9 11.0± 0.4 14.2± 0.6 11.3± 0.6
GP + Morgan 23.4± 0.8 11.4± 0.5 13.2± 0.7 11.0± 0.7
GP + Fragments 26.3± 0.8 11.6± 0.5 15.5± 0.8 12.6± 0.5
GP + Fragprints 20.9± 0.7 11.1± 0.5 13.1± 0.6 11.4± 0.7
GP + SOAP 21.0± 0.6 22.7± 0.6 17.8± 0.8 15.0± 0.5
ANP + Morgan 28.1± 1.3 13.6± 0.5 13.5± 0.6 11.0± 0.6
ANP + Fragments 27.9± 1.1 13.8± 0.9 17.2± 0.8 14.1± 0.7
ANP + Fragprints 27.0± 0.8 11.6± 0.5 14.5± 0.8 11.3± 0.7
GCN 22.0± 0.8 12.8± 0.8 16.3± 0.8 13.1± 0.8
GAT 26.4± 1.1 16.9± 1.9 19.6± 1.0 14.5± 0.8
DMPNN 27.1± 1.4 13.9± 0.6 17.5± 0.7 13.8± 0.4
MAE
RF + Morgan 15.5± 0.5 7.3± 0.3 10.1± 0.4 6.6± 0.3
RF + Fragments 16.4± 0.5 8.5± 0.3 12.2± 0.6 9.0± 0.4
RF + Fragprints 13.9± 0.4 7.7± 0.3 10.0± 0.4 6.8± 0.3
GP + Morgan 15.2± 0.4 8.4± 0.3 9.8± 0.4 6.9± 0.3
GP + Fragments 17.3± 0.4 8.6± 0.3 11.5± 0.5 8.2± 0.3
GP + Fragprints 13.3± 0.3 8.2± 0.3 9.8± 0.4 7.1± 0.3
GP + SOAP 14.3± 0.3 19.3± 0.5 12.9± 0.6 11.4± 0.4
ANP + Morgan 17.9± 0.7 10.1± 0.4 10.0± 0.4 7.2± 0.3
ANP + Fragments 17.4± 0.6 9.4± 0.4 12.3± 0.6 8.9± 0.4
ANP + Fragprints 18.1± 0.5 8.6± 0.3 10.4± 0.5 7.0± 0.3
GCN 13.9± 0.3 8.6± 0.3 11.6± 0.5 8.6± 0.5
GAT 18.1± 0.7 10.7± 0.6 14.4± 0.8 10.8± 0.7
DMPNN 17.1± 0.8 10.6± 0.4 12.8± 0.6 9.8± 0.3
R2
RF + Morgan 0.85± 0.01 0.80± 0.01 0.25± 0.06 0.36± 0.06
RF + Fragments 0.83± 0.01 0.75± 0.02 −0.15± 0.11 −0.05± 0.07
RF + Fragprints 0.87± 0.01 0.77± 0.02 0.23± 0.07 0.33± 0.06
GP + Morgan 0.87± 0.01 0.76± 0.01 0.34± 0.05 0.38± 0.05
GP + Fragments 0.84± 0.01 0.74± 0.02 0.07± 0.08 0.19± 0.05
GP + Fragprints 0.90± 0.01 0.77± 0.02 0.35± 0.05 0.33± 0.05
GP + SOAP 0.89± 0.01 −0.08± 0.03 −0.05± 0.02 −0.07± 0.02
ANP + Morgan 0.70± 0.02 0.66± 0.02 0.30± 0.06 0.38± 0.05
ANP + Fragments 0.81± 0.01 0.62± 0.05 −0.16± 0.11 −0.06± 0.10
ANP + Fragprints 0.83± 0.01 0.75± 0.01 0.18± 0.08 0.35± 0.05
GCN 0.87± 0.01 0.66± 0.03 −0.41± 0.22 −0.92± 0.3
GAT 0.81± 0.02 0.57± 0.04 0.39± 0.17 −1.07± 0.4
DMPNN 0.82± 0.02 0.63± 0.02 −0.05± 0.07 0.11± 0.04
Table 2: TD-DFT Benchmark Comparison against 99 Molecules at the CAM-B3LYP Level of Theory.
Method MAE (nm)
GP + Fragprints 14.9± 1.4
CAM-B3LYP 16.5± 1.6
Table 3: TD-DFT Benchmark Comparison against 114 Molecules at the PBE0 Level of Theory.
Method MAE (nm)
GP + Fragprints 15.2± 1.3
PBE0 26.0± 1.8
6
Figure 2: An analysis of the prediction errors under the Morgan fingerprint and fragment representa-
tions. The molecule on which the prediction is being made is located at the apex of the triangle with
the proximal training molecule at the base. Fragment descriptors identify another di-substituted nitro-
azobenzene as the most similar molecule contained in the train set. By contrast, Morgan fingerprints
identify a molecule in possession of a similar substitution pattern to the test case, but with different
functionalization. On this particular test instance it is the identity of the functional groups rather
than the substitution pattern which dictates the wavelength properties and hence fragment descriptors
achieve a much lower error. As such, although fingerprints offer better overall performance, fragments
are clearly informative features for certain test cases.
Figure 3: A performance comparison between human experts and the GP-fragprints model. MAEs
are computed on a per molecule basis across all human participants.
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Table 4: Generalization Performance of RF-fragprints trained on an out-of-domain dataset of 6142
molecules and evaluated on the Photoswitch Dataset.
RMSE 85.2
MAE 72.5
R2 −0.66
Table 5: Generalization Performance of RF-fragprints on the original E isomer pi − pi∗ transition
wavelength prediction task where the train set has been augmented with the out-of-domain dataset of
6142 molecules.
RMSE 36.9± 1.2
MAE 22.7± 0.7
R2 0.67± 0.02
Postdoctoral Research Assistants and PhD students in synthetic chemistry with a combined research
experience of >100 years. The assigned task is to predict the E isomer pi − pi∗ transition wavelength
for five molecules taken from the dataset. A reference molecule is also provided with associated
pi − pi∗ wavelength. The reference molecule possesses either single, double or triple point changes
from the target molecule and serves to mimic the laboratory decision-making process of predicting
an unknown molecule’s property with respect to a known one. In all instances, those polled have
received formal training in the fundamentals of UV-Vis spectroscopy.
Analysing the MAE across all humans per molecule (Figure 3), we note that the humans perform
worse than the GP-fragprints model in all instances. In going from molecule 1 to 5, the number
of point changes on the molecule increases steadily, thus, increasing the difficulty of prediction.
Noticeably, the human performance is approximately five-fold worse on molecule 5 (three point
changes) relative to molecule 1 (one point change).
This highlights the fact that in instances of multiple functional group modifications, human experts
are unable to reliably predict the impact on the E isomer pi − pi∗ transition wavelength. Thus, a
computational aid with good predictive performance and understanding of the underlying functional
group patterns and trends is sorely needed to assist the human decision making process as to which
molecules to pursue in the synthetic laboratory.
4.4 Out-of-Domain Generalization
In this section we evaluate the generalization performance of a model trained on the E isomer pi − pi∗
values of a large dataset of 6142 out-of-domain molecules from [53]. We train a Random Forest
regressor implemented in the scikit-learn library with 1000 estimators and a max depth of 300
on the fragprint representation of the molecules. In Table 4 we present results for the case when
the train set consists of the large dataset of 6142 molecules and the test set consists of the entire
photoswitch dataset. In Table 5 we present the results on the original E isomer pi − pi∗ transition
wavelength prediction task from subsection 4.1 where the train set of each random 80/20 train/test
split is augmented with the molecules from the large dataset. The results indicate that the data for
out-of-domain molecules provides no benefit for the prediction task and even degrades performance
relative to training on in-domain data only.
Based on these results we highlight the importance of designing synthetic molecular machine learning
benchmarks with a real-world application in mind and where possible, involving synthetic chemists
in the curation process. By targeted data collation on a narrow and well-defined region of chemical
space where the molecules are in-domain relative to the task, we may mitigate generalization error.
We leave it as an open problem for users to demonstrate superior predictive performance on the
benchmark tasks using data that is not currently present in the Photoswitch Dataset repository.
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5 Conclusions
We have introduced the Photoswitch Dataset, a molecular machine learning benchmark to accelerate
the discovery of promising light-activated molecules. We highlight the utility of the benchmark to
enable the direct operationalization of model predictions in the lab by exhibiting baseline models
capable of:
1. Comparable prediction accuracy to TD-DFT at a fraction of the time.
2. Comparable prediction time to human experts with much higher accuracy.
Through maintaining a public leaderboard on the benchmark tasks, we seek to reduce prediction
error to ca. 10 nm for all molecules of interest. At this level of accuracy it would become possible
to eliminate failed synthesis attempts at a cost of 2-3 weeks per molecule. Of broader interest
for molecular machine learning are model submissions capable of achieving high generalization
performance without making use of data from the Photoswitch Dataset, models which can successfully
account for solvent effects in the molecular representation or otherwise as well as models where
prediction error may be attributable to the facets of a particular molecular representation. Lastly,
we hope that future molecular machine learning benchmarks may be developed in consultation with
synthetic chemists, forming a pipeline that supplies model predictions directly to the end-user.
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A Details of Dataset Construction
A.1 Tabulated Properties
The dataset includes molecular properties for 405 photoswitch molecules in total. All molecular
structures are denoted according to the simplified molecular input line entry system (SMILES) [77].
We collate the following molecular properties, where available:
• Rate of Thermal Isomerization (units = s−1): This is a measure of the thermal stability of
the least stable isomer (Z isomer for non-cyclic azophotoswitches and E isomer for cyclic
azophotoswitches). Measurements are carried out in solution with the compounds dissolved
in the stated solvents.
• Photostationary State (units = % of stated isomer): Upon continuous irradiation of an
azophotoswitch a steady state distribution of the E and Z isomers is achieved. Measurements
are carried out in solution with the compounds dissolved in the ‘irradiation solvents’.
• Experimental Transition Wavelengths (units = nanometers): The wavelength at which
the pi − pi∗/n− pi∗ electronic transition has a maxima for the stated isomer. Measurements
are carried out in solution with the compounds dissolved in the ‘irradiation solvents’.
• DFT-Computed Transition Wavelengths (units = nanometers): DFT-computed wave-
lengths at which the pi − pi∗/n− pi∗ electronic transition has a maxima for the stated isomer.
• Extinction coefficient: (units = M−1cm−1) A measure of how strongly a molecular species
in solution absorbs light.
• Wiberg Index: A measure of the bond order of the N=N bond in an azophotoswitch.
Bond order is a measure of the ‘strength’ of said chemical bond. This value is computed
theoretically.
• Irradiation wavelength: The specific wavelength of light used to irradiate samples from
E-Z or Z-E such that a photo stationary state is obtained. Measurements are carried out in
solution with the compounds dissolved in the ‘irradiation solvents’.
• Irradiation Solvents: The solvent used to obtain the aforementioned photophysical values.
A.2 Sources of Experimental Data
Properties in subsection A.1 were collated from a wide range of photoswitch literature. An emphasis
was placed on collating compounds with a wide range of functional groups attached to the core
photoswitch scaffold. In addition, this dataset is unique in that it is composed of the latest generations
of azoheteroarenes and cyclic azobenzenes which possess far superior photoswitch properties to
analogous, unmodified azobenezenes. See Figure 4 for an overview of these novel azophotoswitches
with their properties summarised. [78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94,
95, 96, 97, 98, 99].
Figure 4: A data summary for the latest generation of azophotoswitches contained in this dataset.
PSS = photostationary state, Z-E t1/2 = Z isomer thermal half-life.
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B Dataset Visualizations
The choice of molecular representation is known to be a key factor in the performance of machine
learning algorithms on molecules [100, 28, 101]. Commonly-used representations such as fingerprint
and fragment-based descriptors are high-dimensional and as such, it can be challenging to interpret
the inductive bias introduced by the representation. In order to visualize the high-dimensional
representation space of the Photoswitch Dataset we project the data matrix to two dimensions
using the UMAP algorithm [55]. We compare the manifolds located under the Morgan fingerprint
representation and a fragment-based representation computed using RDKit [61]. We generate 512-bit
Morgan fingerprints with a bond radius of 2, setting the nearest neighbours parameter in the UMAP
algorithm to a value of 50. The resulting visualization was produced using the ASAP package
(available at https://github.com/BingqingCheng/ASAP) and is shown in Figure 5.
Figure 5: a) UMAP and k-PCA projections of the dataset, using Morgan Fingerprints, correctly
identify clusters of chemically similar molecules. The regions demarcated by dashed black lines are
composed of miscellaneous azoheteroarenes; no grouping was noted here due to the limited (≤ 10)
examples per class. b) Similar projections using RDKit Fragment descriptors fails to identify any
such clusters.
The structure of the manifold located under the Morgan fingerprint representation identifies meaning-
ful subgroups of azophotoswitches when compared to the fragment-based representation. In order
to demonstrate that the finding is due to the representation and not the dimensionality reduction
algorithm we include the manifolds identified by k-PCA using a cosine kernel. Both algorithms
identify the same manifold structure in the Morgan fingerprint representation.
C Further Experiments
C.1 Property Prediction
In this section we present, in Table 6 results with additional models on the property prediction
benchmark from the main paper. The black-box alpha divergence minimization Bayesian neural
network is implemented in the Theano library [102] and is based on the implementation of [71]. the
network has 2 hidden layers of size 25 with ReLU activations. The alpha parameter is set to 0.5, the
prior variance for the variational distribution q is set to 1 and 100 samples are taken to approximate
the expectation over the variational distribution. For all tasks the network is trained using 8 iterations
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of the ADAM optimizer [66] with a batch size of 32 and a learning rate of 0.05. The MPNN is trained
for 100 epochs in the case of the E isomer pi − pi∗ task and 200 epochs in the case of the other tasks
with a learning rate of 0.001 and a batch size of 32. The model architecture was taken to be the library
default with the same node and edge features used for the GCN and GAT models in the main paper.
The SMILES-X implementation remains the same as that of the paper [72] save for the difference that
the network is trained for 40 epochs without Bayesian optimization over model architectures. In the
case of SMILES-X 3 random train/test splits are used instead of 20 for the Z isomer tasks whereas 2
splits are used for the E isomer n−pi∗ task. For the E isomer pi−pi∗ prediction task results are missing
due to insufficient RAM on the machine used to run the experiments. The results presented here are
withheld from the main paper because it is unclear as to whether the optimal model architecture has
been identified in each case.
Table 6: Test Set Performance in Predicting the Transition Wavelengths of the E and Z isomers.
E isomer pi − pi∗ (nm) E isomer n−pi∗ (nm) Z isomer pi − pi∗ (nm) Z isomer n−pi∗ (nm)
RMSE
BNN + Morgan 27.0± 0.9 12.9± 0.6 13.9± 0.6 12.7± 0.4
BNN + Fragments 31.2± 1.1 14.8± 0.8 16.9± 0.8 12.7± 0.4
BNN + Fragprints 26.7± 0.8 13.1± 0.5 14.9± 0.5 13.0± 0.6
MPNN 24.8± 0.8 12.5± 0.6 16.7± 0.8 12.8± 0.7
SMILES-X 25.1± 4.2 17.8± 0.6 14.8± 0.9
MAE
BNN + Morgan 19.0± 0.6 9.9± 0.4 10.2± 0.5 8.6± 0.3
BNN + Fragments 22.4± 0.8 10.6± 0.4 12.9± 0.6 8.6± 0.3
BNN + Fragprints 19.1± 0.6 10.1± 0.5 10.8± 0.4 9.3± 0.5
MPNN 15.4± 0.8 8.6± 0.3 11.6± 0.6 8.4± 0.4
SMILES-X 20.6± 3.1 11.6± 1.0 11.2± 1.0
R2
BNN + Morgan 0.83± 0.01 0.69± 0.02 0.23± 0.08 0.18± 0.05
BNN + Fragments 0.77± 0.01 0.58± 0.04 −0.15± 0.14 0.18± 0.05
BNN + Fragprints 0.83± 0.01 0.68± 0.02 0.14± 0.06 0.11± 0.08
MPNN 0.83± 0.01 0.63± 0.06 −0.70± 0.34 −0.68± 0.27
SMILES-X −0.44± 0.30 −0.08± 0.06 −0.09± 0.04
C.2 Confidence-Error Curves
An advantage of Bayesian models for the real-world prediction task is the ability to produce calibrated
uncertainty estimates. If correlated with prediction error, a model’s uncertainty may act as an
additional decision-making criterion for the selection of candidates for lab synthesis. In order to
investigate the benefits afforded by uncertainty estimates, we produce confidence-error curves using
the GP-Tanimoto model in conjunction with the fingerprints representation. The confidence-error
curves for the RMSE and MAE metrics are shown in Figure 6 and Figure 7 respectively. The x-axis,
confidence percentile, may be obtained simply by ranking each model prediction of the test set in
terms of the predictive variance at the location of that test input. As an example, molecules that lie in
the 80th confidence percentile will be the 20% of test set molecules with the lowest model uncertainty.
We then measure the prediction error at each confidence percentile across 200 random train/test splits
to see whether the model’s confidence is correlated with the prediction error. We observe that across
all tasks the GP-Tanimoto model’s uncertainty estimates are positively correlated with prediction
error, offering a proof of concept that model uncertainty can be incorporated into the decision process
for candidate selection.
D Background on Time-Dependent Density Functional Theory
D.1 Density Functional Theory
Density Functional Theory (DFT) is a modelling method used to elucidate the electronic structure
(typically the ground state) of many-body systems [103]. The theory has been used with great success
across physics, chemistry, biology and materials science [104]. DFT is considered to be an ab initio,
or first principles method because it relies directly upon the postulates of quantum mechanics and the
only inputs to the calculations are physical constants [105]. A concrete example of an application of
DFT towards an electronic structure investigation is in simulating a relaxation of atoms in a crystalline
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(a) E Isomer pi − pi∗ (b) E Isomer n−pi∗
(c) Z Isomer pi − pi∗ (d) Z Isomer n−pi∗
Figure 6: RMSE Confidence-Error Curves for Property Prediction using GP Regression.
solid to calculate the change in lattice parameters and the forces on each atom, with the introduction
of defects or vacancies into the system[106].
Since its inception in 1964/5, Kohn-Sham DFT (KS-DFT) has been one of the most popular electronic
structure methods to date [104]. KS-DFT relies on the Hohenberg-Kohn theorems [107] and the
use of a trial electron density (an initial guess) with a self-consistency scheme. In practice, a
computational loop takes a trial density, solves the Kohn-Sham equations, and obtains the single
electron wavefunctions corresponding to the trial density; next, by taking these single electron
wavefunctions and using a result of quantum mechanics, a calculated electron density can be computed.
If this calculated density is consistent (within a set tolerance) of the trial density, then the theoretical
ground state density has been found. If the two densities are not consistent, the calculated density is
taken as the new trial density, and the loop is repeated until the tolerance is met. With exchange and
correlation functionals, the accuracy of DFT calculations can be very high, but may also fluctuate
significantly with the choice of functional, pseudopotential, basis sets and cutoff energy [108] which
are not always straightforward to optimize. A machine learning corollary would be the performance
of a specific model, on a given dataset, greatly depending on its hyperparameters, with out-of-the-box
implementations rarely giving satisfactory results without a significant amount of tuning.
D.2 Time-Dependent Density Functional Theory
Time-dependent Density Functional Theory (TD-DFT) is based on a time-dependent cognate of the
Hohenberg-Kohn theorems; the Runge-Gross (RG) theorem [109]. This theorem shows that a unique
delineation exists between the time-dependent electron density and the time-dependent external
potential. This allows for a simplification, permitting a computational time-dependent Kohn-Sham
system to be substantiated [110] analogous to the computational system used in KS-DFT.
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(a) E Isomer pi − pi∗ (b) E Isomer n−pi∗
(c) Z Isomer pi − pi∗ (d) Z Isomer n−pi∗
Figure 7: MAE Confidence-Error Curves for Property Prediction using GP Regression.
In conjunction with a linear response theory [111], TD-DFT has excelled with investigations into
calculating electromagnetic spectra, i.e. absorption spectra, of medium and large molecules [112].
[113] It has become popular in these fields, due to its ease of use relative to other methods as well as its
high accuracy. A relevant application of this methodology is to compute the pi−pi∗/n−pi∗ electronic
transitions wavelengths for conjugated molecular systems, such as the photoswitch molecules in the
Photoswitch Dataset.
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