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Abstract
In this paper we combine the general tools developed in [2] with several
ideas taken from earlier work on one-dimensional nonconventional ergodic
averages by Furstenberg and Weiss [17], Host and Kra [21] and Ziegler [43]
to study the averages
1
N
N∑
n=1
(f1 ◦ T np1)(f2 ◦ T np2)(f3 ◦ T np3) f1, f2, f3 ∈ L∞(µ)
associated to a triple of directions p1,p2,p3 ∈ Z2 that lie in general position
along with 0 ∈ Z2. We will show how to construct a ‘pleasant’ extension
of an initially-given Z2-system for which these averages admit characteristic
factors with a very concrete description, involving the same structure as for
those in [3] together with two-step pro-nilsystems (reminiscent of [21] and
its predecessors).
We will also use this analysis to construct pleasant extensions and then
prove norm convergence for the polynomial nonconventional ergodic aver-
ages
1
N
N∑
n=1
(f1 ◦ T n
2
1
)(f2 ◦ T n
2
1
T n
2
)
associated to two commuting transformations T1, T2.
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1 Introduction
This paper continues the work of [2], and we will freely refer to that paper for a
detailed background discussion and several necessary results.
We consider probability-preserving actions T : Z2 y (X,µ) on standard Borel
2
spaces, and study the associated ‘nonconventional’ ergodic averages of the form
1
N
N∑
n=1
(f1 ◦ T np1)(f2 ◦ T np2)(f3 ◦ T np3) for f1, f2, f3 ∈ L∞(µ)
where p1, p2, p3 ∈ Z2 \ {0} are distinct and are such that together with 0 they
lie in general position: that is, such that no three of the points 0, p1, p2, p3 lie
on a line. Following the general terminology recalled in [2], a triple of factors
ξi : (X,µ, T )→ (Yi, νi, Si) is characteristic for these averages if
1
N
N∑
n=1
(f1 ◦ T np1)(f2 ◦ T np2)(f3 ◦ T np3)
∼ 1
N
N∑
n=1
(Eµ(f1 | ξ1) ◦ T np1)(Eµ(f2 | ξ2) ◦ T np2)(Eµ(f3 | ξ3) ◦ T np3),
for any f1, f2, f3 ∈ L∞(µ), where we write fN ∼ gN to denote that ‖fN−gN‖2 →
0 as N →∞.
Motivated by the approach to such averages developed in [3, 4] (building on sev-
eral earlier contributions, discussed properly in [2]), we here seek an extension
π : (X˜, µ˜, T˜ ) → (X,µ, T ) of an arbitrary initially-given system in which a char-
acteristic triple of factors can be found whose form is as simple as possible. The
new feature of the present paper is that we insist on retaining the linear depen-
dence among the directions pi in the extended system, which creates difficulties
that did not arise in those earlier works owing to an implicit assumption of linear
independence.
More precisely, the ‘best’ extensions among Z2-systems for the study of these aver-
ages generally require characteristic factors that are not as simple as the pure joins
of isotropy factors that emerge in the linearly independent case (see Theorem 1.1
in [2]). The extra ingredients we need to construct these characteristic factors are
two-step pro-nilsystems, which re-appear here after having taken centre stage in the
study of the nonconventional averages of actions of Z through the works of Conze
and Lesigne [10], Zhang [42], Furstenberg and Weiss [17], Host and Kra [21] and
Ziegler [43].
Theorem 1.1 (Pleasant extensions for linearly dependent triple linear averages).
Any system T : Z2 y (X,µ) has an extension π : (X˜, µ˜, T˜ ) → (X,µ, T ) such
that for any p1, p2, p3 ∈ Z2 that are in general position with the origin the
3
averages
1
N
N∑
n=1
(f1 ◦ T˜ np1)(f2 ◦ T˜ np2)(f3 ◦ T˜ np3), f1, f2, f3 ∈ L∞(µ˜),
admit the characteristic factors
ξi = ζ
T˜pi
0 ∨ ζ T˜
pi=T˜pj
0 ∨ ζ T˜
pi=T˜pk
0 ∨ ζ T˜nil,2 i = 1, 2, 3
where the target of ζ T˜nil,2 is an inverse limit of direct integrals of two-step Z2-pro-
nilsystems.
Note that this result promises a single extension that simultaneously enjoys sim-
plified characteristic factors for every triple of directions in general position with
the origin. Motivated by [3, 2], we will refer to such an extension as a pleasant
extension for linearly dependent triple linear nonconventional averages.
In addition to its technical interest, Theorem 1.1 can be applied to prove a new
case of L2-convergence for Bergelson and Leibman’s polynomial nonconventional
ergodic averages ([7]):
Theorem 1.2. If T1, T2 : Z y (X,µ) commute then the averages
1
N
N∑
n=1
(f1 ◦ T n21 )(f2 ◦ T n
2
1 T
n
2 )
converge in L2(µ) as N →∞ for any f1, f2 ∈ L∞(µ).
We prove this in Section 5, making use of an extension of (X,µ, T1, T2) in which
the above quadratic averages admit quite concrete characteristic factors, related to
those we obtain in Theorem 1.1.
Although the new convergence result of Theorem 1.2 is modest in itself, the meth-
ods we develop in pursuit of Theorem 1.1 seem to indicate a much more far-
reaching structure that may emerge in connexion with Bergelson and Leibman’s
conjecture of polynomial nonconventional average convergence, and potentially in
other questions on the structure of joinings between different classes of system in
the ergodic theory of Zd-actions.
Acknowledgements My thanks go to Vitaly Bergelson, Bernard Host, Bryna
Kra, Mariusz Leman´czyk, Emmanuel Lesigne, Terence Tao, Dave Witte Morris
and Tamar Ziegler for several helpful discussions and to the Mathematical Sci-
ences Research Institute (Berkeley) for its hospitality during the 2008 program on
Ergodic Theory and Additive Combinatorics.
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2 Some preliminary results on isometric extensions
In this paper we will make free use of the background results recalled in Section 2
of [2], and of the formalism of idempotent classes of system and satedness devel-
oped in Section 3 of [2]. However, in addition to those we will now need to make
quite extensive use of the theory of isometric extensions of not-necessarily-ergodic
probability-preserving systems, as developed in [5] building on classical works of
Mackey, Furstenberg and Zimmer (see that paper for more complete references).
We recall some of the necessary statements here, and also introduce the new prop-
erty of ‘fibre-normality’ (adapted from a definition of Furstenberg and Weiss [17])
that will be useful later.
Before all else, let us remind the reader that we work throughout in the cate-
gory of probability-preserving actions on standard Borel spaces, and consequently
that whenever an isometric extension of such systems is coordinatized using a
measurably-varying family of compact homogeneous spaces, it will be implicit that
these homogeneous spaces are constructed from some measurable-varying com-
pact metrizable groups, themselves drawn from within some metrizable compact
fibre repository group. This may always be assumed, even though for brevity we
sometimes omit to mention metrizability explicitly. The definition of these exten-
sions (along with this convention concerning metrizability) can be found in Section
3 of [5].
2.1 Mackey Theory and the Furstenberg-Zimmer Structure Theorem
over a non-ergodic base
The classical Mackey Theory describing the ergodic decomposition of a skew-
product extension of an ergodic system by rotations on a compact homogeneous
space is extended to the case of a non-ergodic base by allowing families of com-
pact homogeneous space fibres over the base that are invariant for the action but
otherwise can vary measurably (in a suitable sense made formal in Section 3 of [5]).
These results apply to jointly measurable, probability-preserving actions of an ar-
bitrary locally compact second countable group Γ. Referring to such families, the
main results of the extended Mackey Theory are the following:
Theorem 2.1. Suppose that (X,µ, T ) = (Y, ν, S) ⋉ (G•/H•,mG•/H• , ρ) is a
Γ-system, ζS0 : Y → ZS0 a coordinatization of the base isotropy factor and P :
ZS0
p−→ Y a version of the disintegration of ν over ζS0 . Then there are subgroup
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data K• ≤ G• and a cocycle-section b : Y → G• such that the factor map
φ : X → ZS0 ⋉ (K•\G•/H•) : (y, gHζS0 (y)) 7→ (ζ
S
0 (y),KζS0 (y)
b(y)gHζS0 (y)
)
is a coordinatization of the isotropy factor ζT0 : X → ZT0 , and the probability
kernel
(s,Ksg
′Hs)
p7→ P (s, · )⋉mb(•)−1Ksg′Hs/Hs
is a version of the ergodic decomposition of µ over ζT0 , where for any subset S ⊆
Gs we write S/Hs := {gHs : g ∈ S}.
Moreover, the Mackey group data K• is conjugate-minimal: if K ′• ≤ G• is an-
other measurable assignment of compact subgroup data on ZS0 and b′ : Y → G•
another section such that the cocycle-section (γ, y) 7→ b′(Sγy)ρ(γ, y)b′(y)−1
takes a value in K ′
ζS0 (y)
for ν-almost every y for every γ, then there is a section
c : ZS0 → G• such that
c(s) ·K ′s · c(s)−1 ≥ Ks
for (ζS0 )#ν-almost every s
Theorem 2.2. Suppose that S : Γy (Y, ν), H• ≤ G• are S-invariant measurable
compact group data and ρ : Γ × Y → G• is a cocycle-section over S and X is
the space Y ⋉ G•/H• but equipped with some unknown (S ⋉ ρ)-invariant and
relatively ergodic lift µ of ν. Then there are subgroup data K• ≤ G• and a section
b : Y → G• such that µ = ν ⋉mb(•)−1K•H•/H• .
As in the classical case of an ergodic base system, replacing some given group
data G• with the Mackey group data K• and recoordinatizing (see Corollary 3.27
in Glasner [18]) gives the following corollary.
Corollary 2.3. Given a Γ-system Y = (Y, ν, S), measurable S-invariant homoge-
neous space data G•/K• over Y and a cocycle-section ρ : Γ × Y → G• over S,
and defining X := Y ⋉ G•/K• and T := S ⋉ ρ, any (S ⋉ ρ)-relatively ergodic
lift µ of ν admits a re-coordinatization of the canonical extension (X,µ, T ) → Y
to Y⋉ (G′•/H
′
•,mG′•/H′• , ρ
′)→ Y leaving the base system fixed (so the new lifted
measure is just the direct integral measure), and such that the implicit covering
group extension Y ⋉ (G′•,mG′• , ρ
′)→ Y is also relatively ergodic.
Extensions by measurable homogeneous space data acquire greater significance
through the non-ergodic version of the structure theorems of Furstenberg [15] and
Zimmer [44], which identifies them as all the possible isometric extensions and
accounts for the overall isometric subextension of a relatively independent join of
extensions in terms of these.
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Theorem 2.4. Suppose that πi : Xi → Yi are relatively ergodic extensions for
i = 1, 2, . . . , n, that ν is a joining of Y1, Y2, . . . , Yn forming the system Y =
(Y, ν, S) := (Y1 × Y2 × · · · × Yn, ν, S1 × S2 × · · · × Sn). Suppose further that
X = (X,µ, T ) is similarly a joining of X1, X2, . . . , Xn that extends ν through
the coordinatewise factor map π : X → Y assembled from the πi, and such that
under µ the coordinate projections αi : X → Xi are relatively independent over
the tuple of further factors πi◦αi. Then there are intermediate isometric extensions
Xi
ζ1−→ Zi
πi|ζi−→ Yi
such that the intermediate factor map
ζ1 ∨ ζ2 ∨ . . . ∨ ζ3 : X→ Z
whose target Z is the resulting joining of the systems Zi is precisely a coordinati-
zation of the maximal factor between X and Y that defines an isometric extension
of Y (which contains the relatively invariant extension ZT0 ∨Y → Y, which may
be nontrivial).
As in [5], and following well-known practice in the ergodic case, we can define the
maximal isometric and maximal distal subextensions of an extension π : X→ Y;
we generally denote the maximal n-step distal subextension by
X
ζT
n/π−→ ZTn (X/π)
π|
ζT
n/π−→ Y
for some coordinatizing intermediate target system ZTn (X/π).
Given an ergodic system X, the maximal isometric subextension of the trivial fac-
tor is just the Kronecker factor of X, and as a simpler special case of Theorem 2.4
this factor π : X → ZT1 can be coordinatized as an ergodic rotation action on a
compact group: that is, there are a compact core-free homogeneous space G/H
and a homomorphism φ : Γ −→ G with dense image such that
T |γπ(gH) = φ(γ)gH γ ∈ Γ, g ∈ G.
In this case we will sometimes write (G/H,mG/H , φ) in place of (G/H,mG/H , T |π).
2.2 Factors and automorphisms of isometric extensions
Two of the main results of [5] are structure theorems for factors and automorphisms
of relatively ergodic extensions by compact homogeneous space data. These can be
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deduced quite simply after an appropriate change of viewpoint: considering instead
the graphical joining associated to a factor map or automorphism, we obtain an
extension from a smaller to a larger joining that is also coordinatized by compact
homogeneous space data, and so to which the non-ergodic Mackey Theory can be
applied. The structure of the factor map or automorphism can then be recovered
from the Mackey data for this joining. We refer the reader to Section 6 of [5] for
details, only recalling here some notation and the two particular results that we
need.
First, if (Xi, µi) = (Y, ν) ⋉ (Gi,•/Hi,•,mGi,•/Hi,•) for i = 1, 2 are two different
extensions of a standard Borel probability space by homogeneous space data, R is
a probability-preserving transformation of (Y, ν) and if in addition we are given a
section of homomorphisms Φ• : G1,• −→ G2,R(•) such that Φ•(H1,•) = H2,R(•)
and another section b : Y → G2,R(•), then we write
α = R⋉ (Lb(•) ◦ Φ•)|H1,•H2,• : (X1, µ1)→ (X2, µ2)
for the map defined as an extension of R : (Y, ν)→ (Y, ν) by the fibrewise action
of the affine endomorphisms associated to Φ• and left-multiplication by b. Note
that the condition Φ•(H1,•) = H2,R(•) is needed for this formula for α to make
sense at all.
Once again let Γ be an arbitrary locally compact second countable group. Our
main results here are that relative factors and automorphisms can all be described
in terms of such data.
Theorem 2.5 (Relative Factor Structure Theorem). Suppose that Y = (Y, ν, S)
is a Γ-system, that Gi,•/Hi,• are S-invariant core-free homogeneous space data
on Y and that σi : Γ × Y → Gi,• are ergodic cocycle-sections for the action S,
and let Xi = (Xi, µi, Ti) := Y ⋉ (Gi,•/Hi,•, σi). Suppose further that X2 → Y
admits insertion as a subextension of X1 → Y:
X1
α //
canonical   ❇
❇❇
❇❇
❇❇
❇
X2
canonical~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Y
Then there are an S-invariant measurable family of epimorphisms Φ• : G1,• →
G2,• such that Φ•(H1,•) = H2,• almost surely and a section b : Y → G2,• such
that α = idY ⋉ (Lb(•) ◦Φ•)|H1,•H2,• , µ1-almost surely.
The conclusion for automorphisms is very similar.
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Theorem 2.6 (Relative Automorphism Structure Theorem). Suppose that Y =
(Y, ν, S) is a Γ-system, that G•/H• are S-invariant core-free homogeneous space
data on Y and that σ : Γ×Y → G• is an ergodic cocycle-section for the action S,
and let X = (X,µ, T ) := Y⋉ (G•/H•, σ). Suppose further that R : Λy (X,µ)
is an action of a discrete group Λ that commutes with T and respects the canonical
factor map π : X → Y, and so defines an automorphism of this extension of
Γ-actions. Then for each h ∈ Λ there are an S-invariant measurable family of
isomorphisms Φh,• : G• → GR|hπ(•) such that Φh,•(H•) = HR|hπ(•) almost surely
and a section ρh : Y → GR|hπ(•) such that
Rh = R|hπ ⋉ (Lρh(•) ◦Φh,•)|H•H
R|hπ(•)
for each h ∈ Λ, and then
• we have
σ(γ,R|hπ(y)) = ρh(Sγy) · Φh,y(σ(γ, y)) · ρh(y)−1
for ν-almost all y for all γ ∈ Γ and h ∈ Λ, and
• we have
Φh1h2,y = Φh1,R|
h2
π (y)
◦ Φh2,y
and
ρh1h2(y) = ρh1(R|h2π (y)) · Φh1,R|h2π (y)(ρh2(y))
for ν-almost all y for all h1, h2 ∈ Λ.
2.3 Some auxiliary notation for Abelian cocycles
It will help us to collect here some convenient notation for the more detailed study
of Abelian cocycles over special kinds of system. This is partly motivated by the
recent paper of Bergelson, Tao and Ziegler [8].
First, for any system T : Γ y (X,µ), Polish Abelian group A and measurable
function σ : X → A we denote by ∆• Tσ : Γ×X → A the resulting coboundary:
∆• Tσ(γ, x) := σ(T γx) · σ(x)−1.
IfX has the structure of a compact Abelian group and T = Rφ is the rotation action
corresponding to a homomorphism φ : Γ −→ X, then we will generally abbreviate
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∆• Rφ to ∆• φ. The slightly unconventional notation ‘∆• ’ will be a reminder that we
write the group operation of A multiplicatively, even though it is Abelian.
In addition, we write C(X;A) for the group of all Borel maps X → A under
pointwise multiplication. Given an action T , we write Z1(T ;A) for the collection
of all its Borel cocycles Γ × X → A and B1(T ;A) for the subcollection of its
A-valued coboundaries. As is standard, since A is Abelian, B1(T ;A) ≤ Z1(T ;A)
are groups under pointwise multiplication. If π : (X,µ) → (Y, ν) then we write
Z1(T |π;A) ◦ π for the subgroup of all φ ∈ Z1(T ;A) for which φ = ψ ◦ π for
some ψ ∈ Z1(T |π;A).
2.4 Fibre-normality
Alongside the notion of sated extensions that we have brought from [2], we will
now introduce another general property enjoyed by some systems and show that
we may always pass to extensions where this property obtains.
Importantly, henceforth we will assume that Γ = Zd, and will consider also an ar-
bitrary subgroup Λ ≤ Zd. Many of the results below could be extended unchanged
to the setting of a discrete group Γ and a central subgroup Λ ≤ Γ, but even the case
of Λ E Γ with the conjugation action Γ y Λ nontrivial introduces new subtleties
that we do not wish to address here.
Definition 2.7. A relatively ergodic extension of systems α : X → Y is fibre-
normal if the maximal isometric subextension α|ζT
1/α
: ZT1 (X/α) → Y can be
coordinatized as an extension by measurable group data:
ZT1 (X/α)
α|
ζT
1/α $$■
■■
■■
■■
■■
oo
∼= // Y ⋉ (G•,mG• , σ)
canonical
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
Y
(rather than just homogeneous space data, as is always possible by the results of
Section 5 in [5]).
Equivalently, we will write that X is fibre-normal over the factor α or that (X,µ)
is T -fibre-normal over the factor α. If (Y, α) = (CX, ζX
C
) for some idempotent
class C then we will write that X is fibre-normal over C.
This definition — and the use to which we will put it — is strongly motivated by
that of Furstenberg and Weiss’ ‘normal’ systems in Section 8 of [17]. We will see
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its value very concretely in the proof of Lemma 4.11, at which point an analogous
proof involving extensions by arbitrary homogeneous space data would be consid-
erably more grueling. The ability to pass to fibre-normal extensions may also be of
some independent interest.
The main goals of this subsection are to show that for an order continuous idem-
potent class C any system admits an extension that is fibre-normal over C for any
given subaction T ↾Λ, and that fibre-normality over order continuous idempotent
classes is preserved under inverse limits. We will eventually apply these results to
the idempotent class Zp10 ∨
∨k
i=2 Z
p1−pi
0 and its relatives. Our proof partly follows
that of Furstenberg and Weiss for their instance of fibre-normality in [17], although
in other ways we take a slightly different route (avoiding, in particular, their use
of the abstract characterization of extensions by compact group data in terms of
graphical self-joinings given in their Lemma 8.5, and originally traceable to work
of Veech [39]).
Proposition 2.8. If C is an order continuous idempotent class and Λ ≤ Γ is a fixed
subgroup then every Γ-system X0 admits an extension π : X → X0 that is both
(ZΛ0 ∨ C)-sated and T ↾Λ-fibre-normal over C.
Proposition 2.9. If C is an order continuous idempotent class, and a given inverse
sequence consists of systems all of which are both (ZΛ0 ∨ C)-sated and have Λ-
subaction fibre-normal over C, then this is also true of its inverse limit.
Example The assumption of satedness alongside fibre-normality in Proposition 2.9
is essential. We will give an example to show this with Γ = Λ = Z2 and
C := Ze10 ∨ Ze20 .
First let πm : TN → Tm be the initial coordinate projection, and
X(0) = (X(0), µ(0), T(0)) := (T
N,mTN , φ)⋉ (G/H,mG/H , σ)
where
• φ is a dense homomorphic embedding
φ : Z2 → TN : (m,n) 7→ (m+ n) · w
where w = (w1, w2, . . .) is a sequence of irrational and rationally indepen-
dent wi ∈ T and so has a dense orbit in TN,
• G/H is a core-free compact metrizable homogeneous space withH 6= {1G},
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• and σ : Z2 × TN → G is any ergodic cocycle over T(0) such that σ · N is
not cohomologous to a cocycle measurable with respect to πm for any finite
m and proper N ⊳G (it is easy to see that a generic σ has this property for
many choices of G, such as G = O(3)).
Note that X(0) is a Ze1−e20 -system, but that T
ei
(0) is ergodic for i = 1, 2. Let α :
TN × G/H → TN be the canonical factor map, and note that πm ◦ α is a smaller
factor map onto the finite-dimensional Abelian group rotation (Tm,mTm , πm ◦φ).
Now for each m = 1, 2, . . . ,∞ let Y(m) := (Tm × Tm,mTm×Tm , ρm) and ξm :
Y(m) → (Tm,mTm , πm ◦ φ) be the factor map ξm(s, t) = s + t with ρm(e1) =
(w1, w2, . . . , wm, 0, 0, . . . , 0) and ρm(e2) = (0, 0, . . . , 0, w1, w2, . . . , wm) (with
the obvious interpretation when m = ∞). It is clear that this defines an ergodic
Z2-action and that the factor map ξm does indeed map ρm onto πm ◦ φ (and hence
intertwine the two corresponding rotation actions). Finally, let
X(m) := Y(m) ×{ξm=πm◦α} X(0)
and for m < ∞ let ψ(m+1)(m) : X(m+1) → X(m) be the obvious factor map defined
by lifting the map Y(m+1) → Y(m) : (s, t) 7→ (πm(s), πm(t)).
Now it is easy to check, firstly, that X(m) → CX(m) is simply equivalent to the
coordinate projection factor map X(m) → Y(m); and secondly that the maximal
isometric subextension of X(m) → Y(m) is equivalent to idY(m) × α: that is, that
the fibre copies of G/H in X(0) are not retained in this maximal isometric subex-
tension, because this would require that for some proper N ⊳G the cocycle σ ·N
be measurable with respect to πm. As a result, each X(m) is fibre-normal over C.
On the other hand, X(∞) can be identified with the inverse limit of the inverse se-
quence (X(m))m≥0, (ψ
(m)
(k) )m≥k≥0, but now CX(∞) is the whole of the underlying
group rotation (TN × TN,mTN×TN , ψ∞), with respect to which the cocycle σ is
measurable, and so now the maximal isometric subextension of X(∞) → CX(∞)
is simply the whole of X(∞), which involves the non-normal homogeneous space
fibres G/H and so is not fibre-normal.
Intuitively, the phenomenon observed above is possible because, as we ascend
through the systems X(m) for increasing m, their maximal C-factors determine
increasingly large factors of the original base system X(0), until at precisely the
point of taking the inverse limit the C-factor determines a large enough factor of
X(0) that the maximal isometric extension can capture some new, larger fibres that
are not normal. It is this possibility, and some more complicated variations, that
the additional assumption of satedness prevents. In this connexion we remark that
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this subtlety did not arise in Furstenberg and Weiss’ original use of fibre-normality
(just ‘normality’, in their terminology) in [17], because they were concerned only
with fibre-normality over Kronecker factors: that is, over the idempotent class Z1,
which is hereditary and hence always-sating. By contrast, in this work we will of-
ten be concerned with fibre-normality over joins of several isotropy factors, and we
have seen that in general such joins are not always sating and so genuinely require
greater care, as shown by the above example. ⊳
The proofs of both of both Propositions 2.8 and 2.9 will involve heavy use of
inverse limits.
Lemma 2.10. Suppose that C is an order continuous idempotent class and that
(X(m))m≥0, (ψ
(m)
(k) )m≥k≥0 is a (Z
Λ
0 ∨ C)-sated inverse sequence with inverse limit
X(∞), (ψ(m))m≥0. Then
ζ
T ↾Λ
(∞)
1/C ≃
∨
m≥0
ζ
T ↾Λ
(m)
1/C ◦ ψ(m).
Proof The relation
ζ
T ↾Λ
(∞)
1/C %
∨
m≥0
ζ
T ↾Λ
(m)
1/C ◦ ψ(m).
is clear by monotonicity, so it remains only to prove its reverse -.
By Lemma 3.6 of [2] the class D := ZΛ0 ∨C is still order continuous. Also we have
by definition (see 5.11 in [5]) that ζT ↾Λ1/C = ζT
↾Λ
1/D for any X = (X,µ, T ), and know
from the non-ergodic Furstenberg-Zimmer Theory that this is precisely the maxi-
mal factor of X generated by all the finite-rank T ↾Λ-invariant ζX
D
-submodules of
L2(µ). It will therefore suffice to show that any T ↾Λ(∞)-invariant finite-rank ζ
X(∞)
D
-
submodule M ≤ L2(µ(∞)) can be approximated by ψ(m)-lifts of T ↾Λ(m)-invariant
finite-rank ζX(m)
D
-submodules of L2(µ(m)) by taking m sufficiently large.
Since X(∞), (ψ(m))m≥0 is the inverse limit we have
idX(∞) %
∨
m≥0
(ζ
X(∞)
D
∨ ψ(m)) %
∨
m≥0
ψ(m) ≃ idX(∞) ,
so in fact all these factor maps are equivalent. Let φ1, . . . , φd be an orthonormal
basis for a T ↾Λ
(∞)
-invariant finite-rank ζX(∞)
D
-submodule M ≤ L2(µ(∞)). On the
one hand, each φi can be L2-approximated by the (ζ
X(∞)
D
∨ ψ(m))-measurable
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functions Eµ(∞)(φi | ζ
X(∞)
D
∨ψ(m)) by taking m sufficiently large. On the other, by
definition there is a d× d matrix of measurable functions Ui,j : Γ× DX(∞) → C
such that
φi(T
γ
(∞)(x)) =
d∑
j=1
Ui,j(γ, ζ
X(∞)
D
(x)) · φj(x)
for γ ∈ Λ and µ(∞)-a.e. x ∈ X(∞). Taking conditional expectation with respect to
ζ
X(∞)
D
∨ψ(m) and bearing in mind that Ui,j is already ζX(∞)D -measurable we obtain
Eµ(∞)(φi | ζ
X(∞)
D
∨ψ(m))◦T γ(∞) =
d∑
j=1
Ui,j(γ, ζ
X(∞)
D
( · ))·Eµ(∞) (φj | ζ
X(∞)
D
∨ψ(m)),
so the conditional expectations Eµ(∞)(φi | ζ
X(∞)
D
∨ ψ(m)) are lifted from a finite-
rank (ζX(∞)
D
|
ζ
X(∞)
D
∨ψ(m)
)-submodule of L2((ζX(∞)
D
∨ψ(m))#µ(∞)) that is invariant
under the restriction to this factor of T ↾Λ(∞), and as m → ∞ these submodules
approximate M in L2.
So far we have not used the satedness of our inverse sequence; we will need this to
obtain a further approximation by finite-rank submodules of L2(µ(m)). This fol-
lows because by satedness the joining of DX(∞) and X(m) as factors of X(∞) must
be relatively independent over DX(m), and therefore by the Furstenberg-Zimmer
Structure Theorem 2.4 any finite-rank (ζX(∞)
D
|
ζ
X(∞)
D
∨ψ(m)
)-submodule
N ≤ L2((ζX(∞)
D
∨ ψ(m))#µ(∞))
that is invariant under the restricted Λ-subaction must be measurable with respect
to ζ
X(∞)
D
∨ ζT(m)1/D . Hence any f ∈ N can be approximated arbitrarily well by finite
sums of products of the form
∑
p gp ·hp with each gp being ζ
X(∞)
D
-measurable and
each hp being ζ
T(m)
1/D -measurable for some finite m. Now the order continuity of
D implies that by taking m sufficiently large we can further approximate each gp
in this finite sum by some ζX(m)
D
-measurable function g′p, and now
∑
p g
′
p · hp is
an approximation to f that is a ψ(m)-measurable function obtained from a T ↾Λ(m)-
invariant finite-rank ζX(m)
D
-submodule of L2(µ(m)), as required. This completes
the proof.
Remark An example similar to that given previously shows that the hypothesis
that each X(m) is (ZΛ0 ∨ C)-sated (or at least that the factors ζ
X(m+1)
ZΛ0 ∨C
and ψ(m+1)(m)
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of X(m+1) be relatively independent over ζ
X(m)
ZΛ0 ∨C
◦ ψ(m+1)(m) for each m ≥ 0) is not
superfluous here. ⊳
Lemma 2.11. If X = Y ⋉ (G•,mG• , ρ) is a relatively ergodic extension by com-
pact group data with canonical factor π : X → Y, π′ : Y′ → Y is any other
extension and λ is any (µ, ν ′)-joining supported on X ′ := X ×{π=π′} Y ′ and rel-
atively ergodic over the canonical factor map onto Y, then the natural extension
(X ′, λ, T × S′) → Y′ is also coordinatizable as an extension by compact group
data.
Proof This follows from the non-ergodic Mackey Theorem 2.2. As a standard
Borel system we have by definition that
(X ′, T ′) = (Y ′ ⋉Gπ′(•), S
′ ⋉ (ρ ◦ π′)),
and so that theory gives us Mackey group data M• ≤ Gπ′(•) and a section b : Y ′ →
G• and an S′-invariant section g : Y ′ → G• such that λ = ν ′ ⋉ mb(•)−1M•g(•).
Now re-coordinatizing by the fibre-wise isomorphism
(y′, g′) 7→ (y′, b(y′)g′g(y′))
this gives a coordinatization of (X ′, µ′, T ′) → (Y ′, ν ′, S′) by the compact group
data M• with the relatively ergodic cocycle (γ, y′) 7→ b((S′)γy′)ρ(γ, π′(y))b(y′),
which is of the required form.
Lemma 2.12. If π : X → Y is a factor and X αm−→ Zm π|αm−→ Y, m ≥ 1, is
a family of intermediate factors each of which can be coordinatized by compact
group data, then so can their join
X
α1∨α2∨···−→ Z π|α1∨α2∨···−→ Y.
Proof Having chosen coordinatizations by compact group data
Zm
π|αm   ❆
❆❆
❆❆
❆❆
❆
oo
∼= // Y ⋉ (Gm,•,mGm,• , σm)
canonical
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
Y
we can glue these together to coordinatize Z → Y using the compact group data
G• :=
∏
m≥1Gm,• and cocycle-section (σm)m≥1 and some invariant measure on
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Y ⋉G• obtained from the joining. Now the non-ergodic Mackey Theory allows us
to find some Mackey subgroup data M• for this extension and convert its coordi-
natization into a coordinatization by a relatively ergodic cocycle-section using that
compact group data just as for the previous lemma, completing the proof.
Proof of Proposition 2.8 Once again let D := ZΛ0 ∨ C. We specify recursively
an inverse sequence of extensions, similar to that in the proof of Theorem 8.8 of
Furstenberg and Weiss in [17], as follows. First set X(0) := X0, and now proceed
as follows.
• When m is even let ψ(m+1)(m) : X(m+1) → X(m) be a C-sated extension.
• When m is odd, let
(
Z
T ↾Λ
(m)
1 (X(m)/D)
)↾Λ
ζD
''PP
PP
PP
PP
PP
PP
PP
oo
∼= // DX
↾Λ
(m) ⋉ (Gm,•/Hm,•,mGm,•/Hm,• , σm)
canonical
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
(DX(m))
↾Λ
be a coordinatization of the T ↾Λ(m)-isometric extension of the Λ-subactions
using core-free homogeneous space data and an ergodic cocycle-section σm.
Implicitly this coordinatization specifies a covering group extension
π′ : DX↾Λ(m) ⋉ (Gm,•,mGm,• , σm)→
(
Z
T ↾Λ
(m)
1 (X(m)/D)
)↾Λ
,
and we now recall from the Relative Factor Structure Theorem that the whole
Γ-action on the target of this factor map can be lifted to give an action of the
whole group Γ upstairs, so that we may express
DX
↾Λ
(m) ⋉ (Gm,•,mGm,• , σm) = Y
↾Λ
(m)
for some Γ-system Y(m). Finally let
X(m+1) := Y(m) ⊗
{π′=ζ
T(m)
1/D
}
X(m)
and ψ(m+1)(m) : X(m+1) → X(m) be the second coordinate factor map back
onto X(m). In addition, let us introduce the auxiliary notation
η(m+1) : X(m+1) → Y(m)
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for the first coordinate projection. The important feature here is that by
construction the factor Z
T ↾Λ
(m)
1 (X(m)/D) of X(m) which is Λ-isometric over
ζ
X(m)
D
has now been swallowed by the factor Y(m) which is Λ-isometric and
fibre-normal over the copy ζX(m)
D
◦ ψ(m+1)(m) .
The main difference between this construction and that of Furstenberg and Weiss
in [17] is that we must interleave extensions that enlarge homogeneous space fibres
to their covering group fibres with extensions that recover full isotropy satedness.
Nevertheless, the proof we will offer that the final inverse limit extension has the
desired fibre normality essentially follows theirs.
Let X(∞), (ψ(m))m≥0 be the inverse limit of the above inverse sequence; we will
show that it has the desired satedness and fibre-normality.
On the one hand, the cofinal inverse subsequence (X(m))m≥0 even, (ψ
(m)
(k) )m≥k≥0 even
is D-sated by construction. It follows by Lemma 3.12 of [2] that X(∞) is also D-
sated, and also by Lemma 2.10 that
ζ
T ↾Λ
(∞)
1/D ≃
∨
m≥0 even
ζ
T ↾Λ
(m)
1/D ◦ ψ(m)
(recall that this required the satedness assumption). Since
ζ
T ↾Λ
(m)
1/D ◦ ψ(m) - ζ
X(∞)
D
∨ (ζT ↾Λ(m)1/D ◦ ψ(m)) - ζT ↾Λ(∞)1/D
this implies by sandwiching that
ζ
T ↾Λ
(∞)
1/D ≃
∨
m≥0 even
(
ζ
X(∞)
D
∨ (ζT ↾Λ(m)1/D ◦ ψ(m))),
and so since also
ζ
X(∞)
D
∨ (ζT ↾Λ(m)1/D ◦ ψ(m)) - ζX(∞)D ∨ (η(m+1) ◦ ψ(m+1))
- ζ
X(∞)
D
∨ (ζT ↾Λ(m+2)1/D ◦ ψ(m+2))
for even m we obtain that
ζ
T ↾Λ
(∞)
1/D ≃
∨
m≥0 even
(
ζ
X(∞)
D
∨ (η(m+1) ◦ ψ(m+1))
)
.
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On the other hand, the extension η(m+1) ◦ ψ(m+1) % ζX(m)D ◦ ψ(m) is isometric
and fibre normal (we constructed it as a relatively ergodic covering group data
extension), and so by Lemma 2.11 the extension
ζ
X(∞)
D
∨ (η(m+1) ◦ ψ(m+1))→ ζX(∞)D
is also isometric and fibre-normal. Therefore ζ
T ↾Λ
(∞)
1/D can be expressed as a join of
extensions of ζX(∞)
D
by compact group data, and so by Lemma 2.12 it can itself be
coordinatized in that form. This gives the desired fibre-normality.
Remark In general, it can happen that the maximal isometric extension ζT(m+1)1/D →
ζ
T(m)
1/D ◦ ψ
(m+1)
(m) is properly larger than the extension η(m+1) → ζ
T(m)
1/D ◦ ψ
(m+1)
(m) ,
hence the care we had to exercise in obtaining the joining expression for ζT
↾Λ
(m)
1/D
that we eventually used in the above proof. This follows easily from constructions
similar to the example that follows the statement of Proposition 2.9. As a result,
the larger maximal isometric extension can again require nontrivial homogeneous
space data (that is, it can fail to be fibre-normal), so we could not use it directly in
setting up the above appeal to Lemma 2.12. ⊳
Proof of Proposition 2.9 This essentially follows from the argument above: if
(X(m))m≥0, (ψ
(m)
(k) )m≥k≥0 is a (Z
Λ
0 ∨ C)-sated inverse sequence with all mem-
bers T ↾Λ
(m)
-fibre-normal over C and with inverse limit X(∞), (ψ(m))m≥0, then the
extension ζX(∞)1/C → ζ
X(∞)
ZΛ0 ∨C
can be identified with the join of the extensions
ζ
X(∞)
ZΛ0 ∨C
∨ (ζX(m)1/C ◦ ψ(m))→ ζ
X(∞)
ZΛ0 ∨C
,
and each of these can be coordinatized by compact group data by Lemma 2.11 and
hence so can their join by Lemma 2.12.
Now a final simple inverse-limit argument (very similar to that for the existence of
multiply sated extensions in Theorem 3.11 of [2]) immediately gives the following.
Corollary 2.13. If (Ci)i∈I is a countable family of order continuous idempotent
classes and (Λi)i∈I is a countable family of subgroups of Zd then any Zd-system
(X0, µ0, T0) admits an extension (X,µ, T )→ (X0, µ0, T0) that is Ci-sated, (ZΛi0 ∨
Ci)-sated and such that T ↾Λi is fibre-normal over Ci for each i ∈ I .
Definition 2.14 (FIS+). A Zd-system (X,µ, T ) is fully isotropy-sated with fibre-
normality or FIS+ if it is both (Zp10 ∨Zp20 ∨ · · · ∨Zpk0 )-sated and T ↾q-fibre-normal
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over Z
p1
0 ∨Zp20 ∨ · · · ∨Zpk0 for every choice of homomorphisms pi : Zri →֒ Zd and
q : Zs →֒ Zd.
By the properties of isotropy factors established earlier we can deduce the follow-
ing strengthening of the existence of the fully isotropy-sated (FIS) extensions of
Definition 3.13 in [2].
Corollary 2.15. Any Zd-system admits an FIS+ extension.
3 Direct integrals of nilsystems and their inverse limits
Nilsystems have been an object of study for ergodic theorists for some time: see,
for instance, the monograph of Auslander, Green and Hahn [1], the foundational
papers of Parry [35, 36] and the more recent book of Starkov [38]. In recent years
they have come to occupy a central place in the study of nonconventional averages
associated to powers of a single transformation, where they and their higher-step
analogs are now known to describe precisely the characteristic factors for linear
nonconventional averages (see the papers of Host and Kra [21] and of Ziegler [43]
and the references listed there). Moreover, pro-nilsystem factors of Zd-actions
retain their roˆle as precise characteristic factors for nonconventional averages asso-
ciated to several commuting transformations, subject to some additional ergodicity
assumptions on various combinations of these transformations (see Zhang [42] and
Frantzikinakis and Kra [13]).
In view of these results it is not surprising that they re-appear in our Theorem 1.1.
However, we do now need a simple non-ergodic generalization of the pro-nilsystems
studied in those earlier papers. Building on the machinery of extensions by measur-
ably varying compact homogeneous spaces from [5], in this section we introduce
this generalization and establish some elementary properties that will be needed
later.
3.1 Nil-systems, cocycles and nil-selectors
Notation Given a compact Abelian group Z , we will routinely identify the semidi-
rect product group Z⋉C(Z) with the group of all transformations of Z×S1 that act
as skew-product transformations over some rotation of Z (so (z, σ) ∈ Z ⋉ C(Z)
is identified with Rz ⋉ σ), and equip it with the restriction of the coarse topol-
ogy on transformations (equivalent to the SOT on bounded linear operators on
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L2(mZ×S1)), under which it is clearly Polish. In addition, we let res : Z⋉C(Z)→
Z be the quotient map, which can be interpreted as restricting transformations to
the factor Z × S1 → Z . ⊳
Definition 3.1 (Nil-cocycle). If Z is a compact Abelian Lie group (so having
finitely many connected components, but possibly more than one), Γ a discrete
Abelian group, φ : Γ → Z a homomorphism and σ : Γ × Z → S1 a cocycle over
Rφ, then σ is a nil-cocycle over Rφ if there is some transitive two-step nilpotent
Lie subgroup G ⊆ Z ⋉ C(Z) such that
G ⊇ {Rφ(γ) ⋉ σ(γ, ·) : γ ∈ Γ}.
If Z is an arbitrary compact Abelian group and φ : Γ→ Z a homomorphism then
a nil-cocycle over Rφ is the lift to Z of a nil-cocycle over some Lie quotient of
(Z, φ).
Definition 3.2 (Nil-selectors). If Z is Lie as above then a nil-selector over Z is a
Borel selection z 7→ bz ∈ C(Z) such that there is some transitive two-step nilpotent
Lie group G ⊆ Z ⋉ C(Z) for which this selection is a cross-section of the quotient
map res|G : G։ Z (which is still surjective because G acts transitively).
If Z is arbitrary then a nil-selector over Z is a Borel selection of the form z 7→
bq(z) ◦ q for some Lie quotient q : Z → Z1 and nil-selector b• over Z1; borrowing
from the terminology of group cohomology we will sometimes refer to this as the
inflation of b to Z .
Note that if Z is a compact Abelian Lie group and G ⊆ Z ⋉ C(Z) is as above
then the space Z × S1 is identified with some two-step nilmanifold G/Γ such that
[G,G]/([G,G] ∩ Γ) ∼= S1 and G/[G,G]Γ ∼= Z (see, for instance, Green and
Tao [19] for a nice introduction to this kind of calculation). If Rφ ⋉ σ acts on
Z ⋉ S1 with σ a nil-cocycle, then it is isomorphic to a Z2-action by rotations on
such a nilmanifold. This is the traditional definition of a ‘nilsystem’, but for us it
will prove more convenient to proceed via the above definition of a nil-cocycle.
Definition 3.3 (Nil-systems and pro-nilsystems). For Γ a discrete Abelian group,
an ergodic Γ-system X is a two-step nilsystem if it is isomorphic to a two-step
Abelian system (Z×A,mZ×A, Rφ⋉σ) with Z and A compact Abelian Lie groups
and such that χ(σ) is a nil-cocycle over Rφ for every χ ∈ Â.
More generally, X is an ergodic pro-nilsystem if it is an inverse limit of nilsystems.
Remark Extending the previous observation, it easily seen that X is aZ2-nilsystem
if and only if it is isomorphic to a Z2-action by rotations on a two-step nilmanifold
G/Γ such that [G,G]/([G,G] ∩ Γ) ∼= A and G/[G,G]Γ ∼= Z . ⊳
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We will make one crucial appeal (in Subsection 4.7) to the ability to make a mea-
surable selection from isomorphism classes of nil-cocycles.
Lemma 3.4 (A Borel selection of canonical nil-cocycles). For a fixed compact
Abelian group Z and discrete Abelian group Γ, there is a Borel subset
A(Z) ⊆ Hom(Γ, Z)× C(Γ× Z)
such that
• A(Z) intersects every fibre {φ} × C(Γ× Z), and
• if φ ∈ Hom(Γ, Z) then a cocycle σ : Γ×Z → S1 over Rφ is a nil-cocycle if
and only if it is cohomologous overRφ to some σ1 for which (φ, σ1) ∈ A(Z).
Remark Note that we do not assume that φ has dense image. ⊳
Proof Suppose first that Z is a Lie group. Then there are only countably many
possible transitive two-step nilpotent subgroups of Z ⋉ C(Z) up to fibrewise rota-
tions of the extension Z × S1 → Z (see, for instance, Rudolph [37] or Host and
Kra [22] for a classification). Picking a sequence of representatives G1, G2, . . . ,⊆
Z ⋉ C(Z) of these isomorphism classes, we see easily that
• the set Iφ ⊆ N of i ≥ 1 such that the homomorphism φ : Γ → Z admits a
lift Γ→ Gi varies measurably with φ ∈ Hom(Γ, Z);
• for each φ we have |Iφ| ≥ 1, since one of the groups Gi is simply isomorphic
to the product Z × S1 for which all lifts are possible.
Let Ai(Z) := {(φ, σ) : Iφ ∋ i, Rφ ⋉ σ ∈ Gi} and A(Z) :=
⋃
i≥1Ai(Z). Each
of these sets is clearly measurable and A(Z) intersects every fibre {φ} × C(Γ ×
Z). Moreover, if σ is a nil-cocycle over φ then there is some transitive two-step
nilpotent Lie G′ ⊆ Z ⋉ C(Z) containing Rφ ⋉ σ, and now picking a fibrewise
rotation of Z × S1 that identifies G′ with some Gi, this correspondingly identifies
Rφ ⋉ σ with Rφ ⋉ σ1 for some σ1 ∈ Ai(Z), as required.
Finally, if Z is not necessarily a Lie group, then we let A(Z) be the union of
the inflations of the collections A(Z1) corresponding to all Lie group quotients
Z ։ Z1.
Remark Some analog of the above result should hold in higher ranks, but it is
made more complicated because the countability of isomorphism classes of acting
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nilpotent Lie groups that we have used can fail. I have not examined this question
carefully. ⊳
We will later make central use of the following intrinsic characterization of nil-
cocycles, which originates in the works [10, 11, 12] of Conze and Lesigne and is
examined in depth in Rudolph’s paper [37] (see in particular his Theorem 3.8).
Proposition 3.5. Suppose that φ : Γ → Z is a dense homomorphism and that
σ : Γ × Z → S1 is a cocycle over Rφ. Then σ is a nil-cocycle if and only if for
every z ∈ Z the Conze-Lesigne equation
∆• zσ(γ, ·) = ∆• φ(γ)bz · cz(γ) ∀γ ∈ Γ
has a solution in bz ∈ C(Z) and cz ∈ Hom(Γ,S1).
Proof This is essentially as in the case of Z-actions, which are well-treated in the
above references, so we only sketch the proof here. The forward implication fol-
lows at once by letting bz be a nil-selector from some transitive two-step nilpotent
Lie group G containing Rφ ⋉ σ, for which the Conze-Lesigne equations simply
become the assertion that [G,G] consists of constant vertical rotations.
For the backwards implication, first observe that if (bz, cz) and (b′z, c′z) are two
competing solutions of the above equation for some z, then by comparing these
equations and using the ergodicity of Rφ we find that bz · b′z must be an affine
function on Z (this argument will re-appear in Lemma 4.37 below).
Making a measurable selection z 7→ bz , it follows that the map κ : (z, z′) 7→
(bz ◦ Rz′) · bzz′ · bz′ is a 2-cocycle Z × Z → E(Z). Since E(Z) ∼= S1 × Ẑ with
a twisted action of Z , the continuity results of Theorems A.1 and A.2 show that
this cocycle is inflated from some Lie group quotient Z ։ Z1 up to cohomology.
Adjusting the maps bz themselves by the affine-map-valued cochain that gives this
cohomology, and then adjusting cz accordingly, we find that both bz and cz may in
fact be taken to have been inflated from Z1, and hence we have reduced to the case
in which Z is a Lie group.
Given this assumption, we define the group
G := {Rz ⋉ bz : bz solves the Conze-Lesigne eq. at z with some cz},
so the cocycle equation for σ implies that Rφ(γ) ⋉ σ(γ, ·) ∈ G for every γ ∈ Γ.
The assumption that the Conze-Lesigne equations all have solutions gives that G
is transitive, and the continuity of those equations in (z, bz, cz) together with the
discreteness of Hom(Γ,S1) imply that G is a closed subgroup of Z ⋉ C(Z). It is
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therefore Polish, and so the fact that it is an extension of Z by E(Z) implies that it
is a Lie group (for example by using the work of Gleason, Montgomery and Zippin
on Hilbert’s Fifth Problem, because G has no small subgroups [30], although the
methods of [37] yield a more elementary proof). It remains only to show that it
is two-step nilpotent. This holds because if bz and bz′ solve the Conze-Lesigne
equations at z and z′ respectively, then differencing the first of these equations by
z′, the second by z and comparing the results gives
∆• φ(γ)(∆• z′bz ·∆• zbz′) = 1 ∀γ ∈ Γ,
so by the density of φ this implies that ∆• z′bz · ∆• zbz′ is a constant. Re-writing
this conclusion, we have shown that [G,G] is the set of constant vertical rotations
idZ ⋉ (const.), and hence is central in G, as required.
3.2 Nilsystems from local nilsystems
In the analysis of this paper we will also need a general ability to pass from a system
for which the ergodic components of a finite-index subaction are nilsystems to a
single, global nilsystem.
Definition 3.6 (Local nil-cocycles and nil-selectors). If Z is a compact Abelian
group, Γ a discrete Abelian group, φ : Γ → Z a homomorphism and Z0 ≤ Z a
finite-index subgroup, then a cocycle σ : Γ × Z → S1 over Rφ is a Z0-local nil-
cocycle if its restriction σ|Λ×zZ0 : Λ × zZ0 → S1 is a nil-cocycle for each coset
zZ0 ∈ Z/Z0, where Λ := φ−1(Z0).
Similarly, a Z0-local nil-selector is a Borel map β : Z0 → C(Z) such that for each
coset z0Z0 the translated restrictions z 7→ β(z)|z0Z0 ◦Rz0 define a nil-selector on
Z0.
We will sometimes refer to ordinary nil-cocycles and selectors as global to empha-
size that they are not merely local.
Proposition 3.7. Suppose that Γ is a discrete Abelian group, φ : Γ → Z is a
dense homomorphism, Z0 ≤ Z and Λ ≤ Γ are finite-index subgroups for which
φ(Λ) ⊆ Z0 and τ : Γ× Z → S1 is a cocycle over Rφ. If τ |Λ×Z0 : Λ × Z0 → S1
is a nil-cocycle on Z0, then in fact τ is a nil-cocycle on Z .
Remark This amounts to a higher-rank variant of the result for Z-actions that
any root of a nil-cocycle is still a nil-cocycle: see, for instance, Proposition 3.18 in
Meiri [29]. ⊳
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Proof This proof breaks naturally into two special cases. In both cases we will
show that for any z ∈ Z there are bz ∈ C(Z) and cz ∈ Hom(Γ,S1) such that
∆• zτ(γ, ·) = ∆• φ(γ)bz · cz(γ) ∀γ ∈ Γ,
from which point Proposition 3.5 completes the proof.
Step 1 Suppose first that φ(Λ) = Z0 = Z . In this case we know that for any
z ∈ Z there are bz and c◦z for which the above equation holds for every γ ∈ Λ, and
will show that for some extension cz of c◦z to Γ it must in fact hold for every γ ∈ Γ.
To see this, let z ∈ Z , γ ∈ Γ and λ ∈ Λ and consider the translation of the
Conze-Lesigne equation at z and λ by φ(γ):
∆• z(τ(λ, ·) ◦Rφ(γ)) = ∆• φ(λ)(bz ◦Rφ(γ)) · c◦z(λ).
By the cocycle equations for τ , the left-hand side here equals ∆• z
(
τ(λ, ·)·∆• φ(λ)τ(γ, ·)
)
,
and substituting this expression and re-arranging gives
∆• zτ(λ, ·) = ∆• φ(λ)
(
(bz ◦Rφ(γ)) ·∆• zτ(γ, ·)
) · c◦z(λ).
It follows that the function b′z := (bz ◦ Rφ(γ)) ·∆• zτ(γ, ·) is a competing solution
of the Conze-Lesigne equation at z and λ with the same c◦z , and so dividing these
two versions of this equation gives
∆• φ(λ)
(
∆• φ(γ)bz ·∆• zτ(γ, ·)
)
= 1.
Sine this holds for all λ ∈ Λ and we have assumed that φ(Λ) = Z , it follows
that ∆• φ(γ)bz · ∆• zτ(γ, ·) is equal to a constant, say cz(γ), and now we can check
directly that this must define a homomorphism cz : Γ→ S1 extending c◦z .
Step 2 Now suppose that Z0 is an arbitrary finite-index subgroup of Z . By
initially shrinking Z0 further if necessary we may assume that Z0 = φ(Λ). Now
applying Step 1 to the cocycle τ |φ−1(Z0)×Z0 and the inclusion Λ ≤ φ−1(Z0), we
already know that τ |φ−1(Z0)×Z0 is a nil-cocycle, and hence we may now assume
that Λ = φ−1(Z0).
We will next construct the global Conze-Lesigne solutions bz for z ∈ Z0. Let
Ω ⊂ Γ be a fundamental domain for Λ and ⌊·⌋ and {·} the corresponding integer-
and fractional-part maps. By assumption, we already have some b◦z ∈ C(Z0) and
c◦z ∈ Hom(Λ,S1) such that
∆• zτ(γ,w) = ∆• φ(γ)b◦z(w) · c◦z(γ) ∀γ ∈ Λ, w ∈ Z0. (1)
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Moreover, the cocycle equation for τ gives that
τ(γ, φ(κ)w) = τ(γ,w) ·∆• φ(γ)τ(κ,w)
for any κ ∈ Ω, z ∈ Z0, and so extending the definition of b◦z by setting b◦z(φ(κ)w) :=
b◦z(w) ·∆• zτ(κ,w) shows that we may assume that (1) holds for all w ∈ Z .
Let us also suppose that we have arbitrarily extended each c◦z to a homomorphism
cz : Γ→ S1. Having done this, if γ = ⌊γ⌋+ {γ} is an arbitrary element of Γ then
the cocycle equations for τ and the extended definition of b◦z give
∆• zτ(γ, φ(κ)w)
= ∆• zτ(⌊γ + κ⌋, φ(κ)w) ·∆• zτ({γ + κ} − κ, φ(⌊γ + κ⌋+ κ)w)
= ∆• φ(⌊γ+κ⌋)b◦z(φ(k)w) · cz(⌊γ + κ⌋) ·∆• zτ({γ + κ} − κ, φ(⌊γ + κ⌋+ κ)w)
=
(
b◦z(φ(k)φ(⌊γ + κ⌋)w) ·∆• zτ({γ + κ} − κ, φ(κ)φ(⌊γ + κ⌋)w)
)
·b◦z(φ(κ)w) · cz(⌊γ + κ⌋)
=
(
b◦z(φ(⌊γ + κ⌋)w)
·∆• z(τ(κ, φ(⌊γ + κ⌋)w) · τ({γ + κ} − κ, φ(κ)φ(⌊γ + κ⌋)w))
)
·b◦z(φ(κ)w) · cz(⌊γ + κ⌋)
=
(
b◦z(φ(⌊γ + κ⌋)w) ·∆• z(τ({γ + κ}, φ(⌊γ + κ⌋)w)
)
·b◦z(φ(κ)w) · cz(⌊γ + κ⌋)
=
(
b◦z(φ(γ)φ(κ)w) · b◦z(φ(κ)w) · cz(⌊γ + κ⌋)
= ∆• φ(γ)b◦z(φ(κ)w) · cz(γ) · cz(⌊γ + κ⌋ − γ).
Since cz(⌊γ + κ⌋ − γ) = cz({γ + κ} − κ) = cz({γ + κ})cz(κ), if we now define
bz(φ(κ)u) := b
◦
z(φ(κ)u) · cz(κ) for k ∈ Ω and u ∈ Z0 then the above calculation
asserts that
∆• zτ(γ,w) = ∆• φ(γ)bz(w) · cz(γ) ∀γ ∈ Γ, w ∈ Z,
as required.
To finish the proof we need only extend the definition of b• to the whole of Z ,
and this can be done using one last appeal to the cocycle equations: if λ ∈ Ω and
z ∈ Z0 then we set bφ(λ)z(w) := τ(λ, zw) · bz(w) for w ∈ Z and compute that
∆• φ(λ)zτ(γ,w) = ∆• φ(λ)τ(γ, zw) ·∆• zτ(γ,w)
= ∆• φ(γ)τ(λ, zw) ·∆• φ(γ)bz(w) · cz(γ)
= ∆• φ(γ)bφ(λ)z(w) · cz(γ).
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Thus we have obtained global solutions to all the desired Conze-Lesigne equations,
and hence verified the conditions of Proposition 3.5.
Specializing to Z2-actions, we next show how the above proposition can be used
in conjunction with the ability to create new nil-cocycles upon extending a base
group rotation over which we already have some nil-structure.
Lemma 3.8. If φ : Z2 → Z is a dense homomorphism, G ⊆ Z ⋉ C(Z) is a
transitive two-step nilpotent Lie group and σ : Z → S1 is a Borel map such that
Rφ(e1) ⋉ σ ∈ G, then there are some product system (Z˜, φ˜) := (Z × Z ′, (φ, φ′))
with first coordinate projection q onto (Z, φ), a transformation Rφ˜(e2) ⋉ σ2 that
commutes with Rφ˜(e1) ⋉ (σ ◦ q) and a transitive two-step nilpotent Lie group G˜ ⊆
Z˜ ⋉ C(Z˜) containing both of these transformations.
Proof Start by choosing any Rφ(e2) ⋉ τ ∈ G that extends the rotation Rφ(e2)
(this is possible by the transitivity of G). Now the commutator
[Rφ(e1) ⋉ σ,Rφ(e2) ⋉ τ ] = idZ ⋉ (∆• φ(e1)τ ·∆• φ(e2)σ)
is simply a constant vertical rotation, say by θ ∈ S1. Multiplying (Z, φ) by a
rotation (Z ′, φ′) on a subgroup of S1 for which θ is an Rφ′(e2)-eigenvalue, we
obtain a product extension of (Z, φ) through the coordinate projection q so that
θ is an Rφ˜(e2)-eigenvalue, say with eigenvector χ ∈ E(Z˜). Thence by setting
σ2 := χ·(τ◦q) we obtain a cocycle overRφ˜(e2) that commutes withRφ˜(e1)⋉(σ◦q).
Finally, setting
G˜ :=
〈{R(z,z′) ⋉ (σ′ ◦ q) : z′ ∈ Z ′, Rz ⋉ σ′ ∈ G} ∪ {Rφ˜(e2) ⋉ σ2}〉,
this is clearly transitive and contains both Rφ˜(e1) ⋉ σ and Rφ˜(e2) ⋉ σ2, and a
quick calculation shows that any two of its elements have commutator of the form
idZ˜ ⋉ (const.), hence central in G˜.
Proposition 3.9. Suppose that φ : Z2 → Z is a homomorphism such that φ(Z2) ≤
Z has finite index, that Z0 ≤ φ(Z2) is a further finite-index subgroup, that τ0 :
Z2 × Z → S1 is a cocycle over Rφ and that n ∈ Z2 \ {0} is such that φ(n) ∈ Z0
and τ0(n, ·) is a Z0-local nil-cocycle over Rφ(n). Then there are an extension q :
(Z˜, φ˜)→ (Z, φ) and a cocycle τ : Z2 × Z˜ → S1 over Rφ˜ such that τ0(n, q(·)) =
τ(n, ·) and τ is a φ˜(Z2)-local nil-cocycle.
Moreover, if φ has dense image then φ˜ may also be chosen with dense image.
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Remark In case φ has dense image we simply obtain a global nil-cocycle τ over
Rφ˜, since φ˜(Z2) = Z˜. ⊳
Proof It suffices to find
• an extension q : (Z˜, φ˜)→ (Z, φ), ergodic if Rφ is ergodic,
• a finite-index subgroup Z˜0 ≤ φ˜(Z2) such that q(Z˜0) = Z0 and φ˜(n) ∈ Z˜0,
• and a cocycle τ : Z2 × Z˜ → S1 over Rφ˜
such that the restriction τ |Λ×Z˜0 is a nil-cocycle on Z˜0 over Rφ˜|Λ for some finite-
index Λ ≤ φ˜−1(Z˜0), and τ0(n, q(·)) = τ(n, ·): given this, an application of Propo-
sition 3.7 on each of the cosets of φ˜(Z2) completes the proof.
First suppose that n′ ∈ φ−1(Z0) is linearly independent from n, set Λ := Zn+Zn′,
and let Ω ⊂ Z2 be a fundamental domain for Γ. By making a first extension of
(Z, φ) by multiplying by the finite group rotation Z2 y Z2/Λ and replacing Z0
with Z0 × {Λ} if necessary, we may assume that Λ = φ−1(Z0).
Now apply Lemma 3.8 to the Λ-action (Z0, φ|Λ) and cocycle τ0(n, ·)|Z0 , which we
know is lifted from some Lie group factor ofZ0 up to cohomology. This gives some
new rotation action (Z ′, φ′) of Λ such that if (Z˜0, φ˜0) := (Z0 × Z ′, (φ|Λ, φ′)) and
q0 : Z˜0 → Z0 is the coordinate projection then there is a transformation Rφ˜0(n′) ⋉
σ2 that commutes with Rφ˜0(n) ⋉ τ0(n, q(·)) and such that σ2 and τ0(n, q(·)) to-
gether define a nil-cocycle τ ′ : Λ× Z˜0 → S1.
Next, we may easily adjoin roots to Z ′ in order to assume that φ′ : Λ → Z ′ is the
restriction of some homomorphism Z2 → Z ′, which we now also denote by φ′.
Having done this, let (Z˜, φ˜) := (Z × Z ′, (φ, φ′)) and q : (Z˜, φ˜) → (Z, φ) be the
coordinate projection. This locates Z˜0 ≤ Z˜ as a finite-index subgroup and realizes
τ ′ as a nil-cocycle Λ× Z˜0 → S1 over Rφ˜|Λ with τ ′(n, ·) = τ0(n, q(·))|Z˜0 . Clearly
we still have Λ = φ˜−1(Z˜0). In case Rφ was ergodic, we may also restrict to an
Rφ˜-ergodic component of this extension without losing any of these properties.
Finally we can extend τ ′ to a cocycle τ : Z2 × Z˜ → S1 over Rφ˜ in the only way
permitted up to cohomology by the demands of the cocycle condition: that is, for
q ∈ Z2 and z ∈ Z˜0 we set
τ(q, z) := τ ′(⌊q⌋, z) · τ0({q}, φ(⌊q⌋)q(z)),
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and now for k ∈ Ω we set
τ(q, φ˜(k)z) := τ(q, z) ·∆• φ˜(q)τ0(k, q(z)).
This is easily checked to be a cocycle over Rφ˜, and it manifestly agrees with
τ ′(q, z) when q ∈ Γ, since in that case ⌊q + k⌋ = q. Since it satisfies the
conditions of Proposition 3.7, it is actually a nil-cocycle over Rφ˜, so the proof is
complete.
3.3 Direct integrals and inverse limits of nilsystems
The central roˆle played by pro-nilsystems in [21] will be reprised here, but only
after we set up a suitable formalism for ‘direct integrals’ of such systems. Here we
do this by building on the theory of extensions of systems by measurably-varying
compact homogeneous space data in [5]. A rather different approach to handling
such systems has recently been used by Chu, Frantzikinakis and Host in [9], but
their formalism seems to lend itself less readily to the kinds of detailed structural
analysis we will need to perform later.
Definition 3.10 (Direct integrals of nilsystems and pro-nilsystems). For a discrete
Abelian group Γ, a direct integral of two-step Γ-nilsystems is a Γ-system of the
form
(idS ⋉Rφ⋆)⋉ σ : Γy ((S ⋉ Z⋆)⋉A⋆, ν ⋉mZ⋆×A⋆)
for some invariant base space (S, ν), motionless compact Abelian Lie group data
Z⋆ and A⋆, a measurable family of homomorphisms φs : Γ → Zs and a cocycle-
section σ : Γ×Z⋆ → A⋆, such that in addition the system (Zs×As,mZs×As , Rφs⋉
σs) is an ergodic two-step nilsystem for ν-almost every s ∈ S.
Slightly abusively, a two-step Γ-pro-nilsystem is an inverse limit of an inverse se-
quence of direct integrals of two-step Γ-nilsystems. We write ZΓnil,2 for the class of
all such systems.
Remark It is easy to see how this definition could be extended to higher-step
nilsystems, but we do not make use of this in the present paper. ⊳
Lemma 3.11 (Pro-nilsystems form an idempotent class). The class ZZ2nil,2 of inverse
limits of direct integrals of Z2-nilrotations forms an idempotent class (in the sense
of Section 3 of [2]).
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Proof We must show closure of this class under joinings and inverse limits. Since
the class is defined by taking the completion under inverse limits of the class of di-
rect integrals of Z2-nilsystems and any inverse limit of inverse limits can be written
as a single inverse limit by a simple diagonal argument, the second of these prop-
erties is immediate.
To prove closure under joinings, observe first that if X1,X2 ∈ ZZ2nil,2 are generated
by the sequences of factors π(i)n : Xi → Xi,n each of whose targets is a direct
integral of nilsystems, then any joining of X1 and X2 is generated by the induced
joinings of the pairs of factors X1,n and X2,n, so it suffices to show that these
are still direct integrals of nilsystems. Therefore we may suppose that X1, X2 are
themselves direct integrals of nilsystems, say with invariant base spaces (Si, νi) for
i = 1, 2.
If now λ is a joining of these two systems on the product space X1 × X2, then
it induces a (ν1, ν2)-coupling ν on S := S1 × S2, and each fibre measure λs
of its disintegration over S is a joining of two ergodic Z2-nilsystems, say on the
two nilmanifolds Gi,si/Γi,si for i = 1, 2. As is standard (see, for instance, Leib-
man [26]), this implies that λs is a direct integral of the Haar measures on some
family of sub-nilmanifolds of G1,s1 × G2,s2/(Γ1,s1 × Γ2,s2) invariant under the
product nilrotations. Therefore by disintegrating each component λs further, the
action T1 × T2 on each of the fibres λs may be expressed as a direct integral of
some joinings that are themselves ergodic two-step Z2-nilsystems, and now the
observation that the measurability of λs with s implies the measurability of the
corresponding cocycle-sections completes the proof.
4 Characteristic factors for three directions in general po-
sition
We henceforth assume the basic theory of Furstenberg self-joinings and character-
istic tuples of factors, referring where necessary to the results of [2] (particularly
Theorem 1.1 and the results of Subsection 4.1 of that paper).
Now we will focus on the averages
SN (f1, f2, f3) =
1
N
N∑
n=1
(f1 ◦ T np1)(f2 ◦ T np2)(f3 ◦ T np3)
for a Z2-action T and three directions p1, p2 and p3 in Z2 that are in general
position with 0. We will first show that any FIS+ extension already has character-
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istic factors with a structure we can describe quite precisely, and will then turn to
a finer analysis (and pass to some further extensions) to obtain the more explicit
picture of Theorem 1.1. We will work with FIS+ extensions rather than just FIS
extensions for the sake of an important application of fibre-normality in the proof
of Lemma 4.11.
4.1 Overview and first results
The first tool at our disposal is the fact that FIS extensions are pleasant for lin-
early independent tuples of directions (Proposition 4.5 of [2]). This guarantees
that after ascending to an FIS+ (and so certainly FIS) extension, our system is at
least pleasant and isotropized for any two of our pi. To proceed further, we will
need to understand the structure of the Furstenberg self-joining µFTp1 ,Tp2 ,Tp3 in
much greater detail. Let us now agree to abbreviate this particular Furstenberg
self-joining to µF.
Our next steps are still quite routine. A standard re-arrangement (see Section 4.1
of [2]) gives∫
X3
f1 ⊗ f2 ⊗ f3 dµF
=
∫
X
fi ·
(
lim
N→∞
1
N
N∑
n=1
(fj ◦ T n(pj−pi)) · (fk ◦ T n(pk−pi))
)
dµ
for any permutation (i, j, k) of (1, 2, 3). It follows that
∫
X3
3⊗
i=1
fi dµ
F =
∫
X3
3⊗
i=1
Eµ(fi |βi) dµF
where for each i = 1, 2, 3 and {j, k} = {1, 2, 3} \ {i}, βi : X → Vi is the factor
generated by all the double nonconventional averages
lim
N→∞
1
N
N∑
n=1
(fj ◦ T n(pj−pi)) · (fk ◦ T n(pk−pi)).
(Naturally, these re-arrangement games have analogs for any linear nonconven-
tional averages.) It follows at once that
∫
X3
3⊗
i=1
fi dµ
F =
∫
X3
3⊗
i=1
Eµ(fi |β′i) dµF
whenever β′i % βi for i = 1, 2, 3.
Now, each of these double averages corresponds to a pair of linearly independent
directions (because pj−pi, pk−pi are linearly independent, by our assumption of
general position), and so falls within the scope of the Pleasant Extension Theorem
for linearly independent double averages (Theorem 1.1 of [2]). This tells us that
for any FIS+ system the characteristic factors are simply composed of the relevant
isotropy factors, so that the above limit is equal to
lim
N→∞
1
N
N∑
n=1
(Eµ(fj | ζT
pj=Tpi
0 ∨ ζT
pj=Tpk
0 ) ◦ T n(pj−pi))
· (Eµ(fk | ζTpk=Tpi0 ∨ ζT
pj=Tpk
0 ) ◦ T n(pk−pi)).
Now, if gij is bounded and ζT
pi=Tpj
0 -measurable, gjk and hjk are both bounded
and ζT
pj=Tpk
0 -measurable, and hki is bounded and ζT
pi=Tpk
0 -measurable, then by
re-arranging and applying the classical mean ergodic theorem we find that
lim
N→∞
1
N
N∑
n=1
((gij · gjk) ◦ T n(pj−pi)) · ((hjk · hik) ◦ T n(pk−pi))
= gij · hik · lim
N→∞
1
N
N∑
n=1
(gjk · hjk) ◦ T n(pj−pi)
= gij · hik · Eµ(gjk · hjk | ζTpi=T
pj=Tpk
0 ),
which is manifestly (ζTpi=T
pj
0 ∨ ζT
pi=Tpk
0 )-measurable. By linearity and continu-
ity, it follows that the same is true of the above double nonconventional averages
for any fj and fk, so we deduce that βi . ζT
pi=Tpj
0 ∨ ζT
pi=Tpk
0 . On the other
hand, by making a free choice of gij and hik in the above calculation the reverse
containment is also clear, hence βi ≃ ζTpi=T
pj
0 ∨ ζT
pi=Tpk
0 , and in the future we
can simply take βi to equal this joining of isotropy factors.
In summary we have proved the following.
Lemma 4.1. If X is FIS+ then under µF the three coordinate projections πi :
X3 → X, i = 1, 2, 3, are relatively independent over their further factors βi ◦ πi,
where βi := ζT
pi=Tpj
0 ∨ ζT
pi=Tpk
0 , and these βi comprise the unique minimal
triple of factors with this property.
Definition 4.2 (Subcharacteristic factors). We will henceforth refer to βi as the ith
subcharacteristic factor corresponding to the triple of directions p1, p2 and p3.
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Now we recall the basic criterion for characteristicity in terms of µF, given, for
example, as Corollary 4.2 in [2]. This tells us that a triple of factors ξ1, ξ2, ξ3 of
X is characteristic if for any f1, f2, f3 ∈ L∞(µ) and ~T -invariant g ∈ L∞(µF) we
have ∫
X3
3∏
i=1
(fi ◦ πi) · g dµF =
∫
X3
3∏
i=1
(Eµ(fi | ξi) ◦ πi) · g dµF.
Clearly this assertion is stronger than the relative independence of πi that charac-
terizes the βi, so it requires that ξi % βi. In addition, since any g ∈ L∞(µF) can
be L2-approximated by finite sums of tensor products of functions in L∞(µ), this
property also requires that any ~T -invariant function on X3 be almost surely mea-
surable with respect to ξ1 × ξ2 × ξ3. It turns out that these two demands on ξ1, ξ2,
ξ3 are also sufficient for characteristicity.
Lemma 4.3. A triple of factors ξ1, ξ2, ξ3 of an FIS+ Z2-system is characteristic if
and only if
• ξi % βi for i = 1, 2, 3, and
• any ~T -invariant function onX3 is µF-almost surely (ξ1×ξ2×ξ3)-measurable.
Proof Let f1, f2, f3 and g be as above. Then g is (ξ1 × ξ2 × ξ3)-measurable, so
we may approximate it in L2 by a finite sum
∑
p g1,p ⊗ g2,p ⊗ g3,p with each gi,p
being bounded and ξi-measurable. For these functions we have
∫
X3
3∏
i=1
(fi ◦ πi) ·
(∑
p
3∏
i=1
(gi,p ◦ πi)
)
dµF =
∑
p
∫
X3
3⊗
i=1
Eµ(fi · gi,p | ξi) dµF
=
∑
p
∫
X3
3⊗
i=1
Eµ(fi | ξi)·gi,p dµF =
∫
X3
3∏
i=1
(Eµ(fi | ξi)◦πi)·
(∑
p
3∏
i=1
(gi,p◦πi)
)
dµF,
first because ξi % βi and then because each gi,p is ξi-measurable. By continuity
this yields
∫
X3
3∏
i=1
(fi ◦ πi) · g dµF =
∫
X3
3∏
i=1
(Eµ(fi | ξi) ◦ πi) · g dµF
as required.
Lemmas 4.1 and 4.3 now put us into a position to apply the non-ergodic Furstenberg-
Zimmer Inverse Theorem 2.4, since we need to control the ~T -invariant factor of the
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joining µF of three copies of X, and these three copies are relatively independent
over the subcharacteristic factors β1, β2, β3. First, however, recall that that theory
applies to a joining of systems that is relatively independent over a collection of rel-
atively ergodic factors of each system. In the current setting the coordinate projec-
tion πi : X3 → X intertwines ~T with Tpi , and in general the factor βi : X → Vi
need not be relatively ergodic for the transformation Tpi . We therefore first extend
each βi further to
αi := ζ
Tpi
0 ∨ βi = ζT
pi
0 ∨ ζT
pi=Tpj
0 ∨ ζT
pi=Tpk
0 ,
and can now apply the Furstenberg-Zimmer Theory to the relatively independent
joining µF of three copies of X over the three factors αi, each of which is Tpi-
relatively ergodic. Let us write Wi for some Z2-system that we take for the target
of αi, so Wi extends Vi through βi|αi .
We can easily check that we have lost no generality at this step, in that any triple
of characteristic factors satisfies ξi % αi. Indeed, for each i = 1, 2, 3 and any
αi-measurable function gi ∈ L∞(µ), the lifted function gi ◦ πi is ~T -invariant and
so by Lemma 4.3 is necessarily measurable with respect to ξ1×ξ2×ξ3; this clearly
requires that ξi % αi.
Definition 4.4 (Proto-characteristic factors). We will henceforth refer to αi =
ζT
pi
0 ∨ βi : X → Wi as the ith proto-characteristic factor corresponding to
the triple of directions p1, p2 and p3.
Remark In case p1, p2, p3 are three linearly independent directions in some Zd,
d ≥ 3, the main results of [3] tell us that for a suitable extension (such as an FIS
extension of our Zd-system) the triple α1, α2, α3 is actually characteristic. The
above discussion shows that these factors are at least obvious lower bounds for
the actual characteristic factors ξ1, ξ2, ξ3, and that the remaining gap between ξi
and αi (after we ascend to as well-behaved an extension as we can build) must
be accounted for by some essential ‘interaction’ between the transformations Tp1 ,
Tp2 and Tp3 that cannot be removed by extending further without disrupting the
linear dependence relations among p1, p2 and p3. To be a little imprecise, it is
this defect that is accounted for by the extra ingredient of the pro-nilsystem that
appears in Theorem 1.1. ⊳
Now applying the Furstenberg-Zimmer Inverse Theorem 2.4 to the invariant func-
tions on (X3, µF) in view of the above-found relative independence over α1, α2
and α3, and coupling its conclusion with Lemma 4.3, we deduce that the extension
of factors Yi
αi|ξi−→ Wi must be Tpi-isometric:
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Lemma 4.5. The minimal characteristic factors ξ1, ξ2, ξ3 of an FIS+ Z2-system
X satisfy
αi - ξi - ζ
Tpi
1/αi
for i = 1, 2, 3.
Remark In general for groups Λ ≤ Γ, an extension of a Γ-system that is rela-
tively ergodic and isometric for T ↾Λ for some proper subgroup Λ ≤ Γ need not be
isometric for the rest of the Γ-action. Indeed, it is this fundamental difficulty that
mandates the notion of ‘primitive extension’, allowing the juxtaposition of isomet-
ric behaviour in some directions and relatively weak-mixing behaviour in others,
in Furstenberg and Katznelson’s original work on the multidimensional Szemere´di
Theorem [16]. For this reason, the above lemma by itself tells us little about the
behaviour of the transformations Tn that are linearly independent from Tpi on the
factors ξi. In fact we will find that after ascending to a suitable extension, the exten-
sion αi|ξi must be isometric — and even Abelian — for the whole of the Z2-action,
but we will need several more steps before reaching this fact. ⊳
It follows that in order to identify the ~T -invariant factor of (X3, µF) as far as it
extends above α1 × α2 × α3, it suffices to consider the restriction
(ζT
p1
1/α1
× ζTp21/α2 × ζT
p3
1/α3
)#µ
F
of the Furstenberg self-joining to a joining of the factors ZTpi1 (X/αi) for i =
1, 2, 3.
Let us temporarily introduce the abbreviations ζi := ζT
pi
1/αi
and Zi := ZT
pi
1 (X/αi);
and let us also write Z for the joining of the Zi obtained by restricting µF; W for
the joining of the Wi obtained by restricting it further; and ~α, ~ξ and ~ζ for the factor
maps α1 × α2 × α3, ξ1 × ξ2 × ξ3 and ζ1 × ζ2 × ζ3 of (X3, µF) respectively.
Now we make our first appeal to the fibre-normality contained in the FIS+ condi-
tion. Since by assumption X is fibre-normal over
αi = ζ
X
Z
pi
0 ∨Z
pi−pj
0 ∨Z
pi−pk
0
,
we can coordinatize
Z
↾pi
i
αi|ζi ""❉
❉❉
❉❉
❉❉
❉
oo
∼= //W
↾pi
i ⋉ (Gi,•,mGi,• , σi)
canonical
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
W
↾pi
i
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as extensions by compact group data Gi,• for some cocycle-sections σi : Wi →
Gi,• over T
pi
.
Of course, knowing only that the factors ξi are intermediate between αi and ζi,
they might still require nontrivial homogeneous space data in coordinatizations
as extensions of αi. The simpler structure of fibre-normal extensions will prove
crucial shortly (during the proof of Proposition 4.10 in the next subsection), so
now we turn our attention to these maximal isometric extensions to gain further
insight into the relatively ~T -invariant factor over α1×α2×α3. We will eventually
deduce that the extensions αi|ξi must in fact have their own fairly simple structure
in an FIS+ system.
The above coordinatizations of the extensions αi|ζi combine to give a coordinati-
zation of the action of ~T on the extension Z
~α|~ζ−→W as
(Z, ~ζ#µ
F, ~T |~ζ)
~α|~ζ ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
oo
∼= // (W, ~α#µ
F, ~T |~α)⋉ ( ~G•,m ~G• , ~σ)
canonicaltt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
(W, ~α#µ
F, ~T |~α)
by the compact group data ~G• := G1,π1(•) ×G2,π2(•) ×G3,π3(•) and the cocycle-
section ~σ := (σ1, σ2, σ3) : W → ~G• over ~T |~α. Note that under this coordinati-
zation the measure ~ζ#µF, which we know is a (~T |~α ⋉ ~σ)-invariant lift of ~α#µF,
must actually equal ~α#µF ⋉mG• since the three coordinate projections on Z are
relatively independent over their further factors α1, α2 and α3.
At this point the non-ergodic Mackey Theorem 2.1 (specialized to the case of a
fibre-normal extension) comes to bear, immediately giving the following.
Proposition 4.6. For an FIS+ Z2-system X there are measurable compact ~T |~α-
invariant subgroup data M• ≤ ~G• and a Borel section b : W → ~G• such the
~T |~ζ-invariant factor of (Z, ~ζ#µF) is coordinatized by the map
((w1, w2, w3), (g1, g2, g3))
7→ (ζ ~T |~α0 (w1, w2, w3),M(w1,w2,w3) · b(w1, w2, w3) · (g1, g2, g3))
from Z to Z ~T |~α0 ⋉M•\~G•, and if the probability kernel P : Z
~T |~α
0
p→W represents
the ~T |~α-ergodic decomposition of ~α#µF then the probability kernel
P ′ : Z
~T |~α
0 ⋉M•\~G•
p→ Z : (s,Ms~g′) p7→ P (s, · )⋉mb(•)−1·Ms·~g′
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represents the ~T |~ζ-ergodic decomposition of ~ζ#µF.
We will generally refer to M• and b as the joining Mackey group and the join-
ing Mackey section respectively, and will refer to them together as the joining
Mackey data.
It is from this proposition that our finer analysis of ξ1, ξ2 and ξ3 will really com-
mence. This gives us a picture of the ~T -invariant factor of (X3, µF) over the proto-
characteristic factors α1, α2 and α3 in terms of much more concrete data such as
the joining Mackey group and section, for whose analysis some much more deli-
cate tools are available. After some further preliminary work in the next subsection,
we will begin this analysis of the Mackey data in Subsection 4.3 by showing that
in fact in an FIS+ system the joining Mackey group must be relatively ‘large’, in
the sense that the relatively ~T -invariant subextension of Z
~α|~ζ−→ W that remains
after quotienting by it is always describable in terms of compact group data exten-
sions of each individual αi by Abelian groups, and with cocycles that must satisfy
a certain combined coboundary equation. This will give a description of each ξi
as an Abelian isometric extension of αi for the restriction of the transformation
Tpi . From there we will show that each of these extensions is actually Abelian
isometric for the whole Z2-action, and then give a much more careful analysis of
the consequences of the equation relating the different cocycles until the particular
structures of Theorem 1.1 emerge.
4.2 The joining of the proto-characteristic factors
The following proposition will give some useful insight into the structure of the
join of the proto-characteristic factors αi under µF.
Proposition 4.7. Under µF the factors
ζT
p1=Tp2
0 ◦ π1 ≃ ζT
p1=Tp2
0 ◦ π2,
ζT
p1=Tp3
0 ◦ π1 ≃ ζT
p1=Tp3
0 ◦ π3
and
ζT
p2=Tp3
0 ◦ π2 ≃ ζT
p2=Tp3
0 ◦ π3
are relatively independent over
ζT
p1=Tp2=Tp3
0 ◦ π1 ≃ ζT
p1=Tp2=Tp3
0 ◦ π2 ≃ ζT
p1=Tp2=Tp3
0 ◦ π3.
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Proof Let fij be ζT
pi=Tpj
0 -measurable for each pair {i, j}. Then fij ◦ πi =
fij ◦ πj µF-almost surely, and using this freedom and the observation that for
just two linearly independent directions n1,n2 ∈ Z2 we have simply µFTn1 ,Tn2 =
µ⊗
ζT
n1=Tn2
0
µ, we can evaluate
∫
X3
(f12 ◦ π1) · (f13 ◦ π3) · (f23 ◦ π2) dµF
=
∫
X3
(f12 ◦ π1) · (f13 ◦ π3) · (f23 ◦ π3) dµF
=
∫
X2
f12 ⊗ (f13 · f23) dµFTp1 ,Tp3
=
∫
X
Eµ(f12 | ζTp1=Tp30 ) · (f13 · f23) dµ.
On the other hand we have that ζTp1=Tp20 and ζT
p1=Tp3
0 are relatively independent
under µ over their meet ζTp1=Tp2=Tp30 (see, for instance, Lemma 7.3 in [5]) and
hence that
Eµ(f12 | ζTp1=Tp30 ) = Eµ(f12 | ζT
p1=Tp2=Tp3
0 ),
and so the last line above simplifies to∫
X
Eµ(f12 | ζTp1=Tp2=Tp30 ) · (f13 · f23) dµ,
and reversing our steps we find that this is also equal to∫
X3
(Eµ(f12 | ζTp1=Tp2=Tp30 ) ◦ π1) · (f13 ◦ π3) · (f23 ◦ π2) dµF.
Arguing similarly for the pairs 13 and 23 we obtain
∫
X3
(f12 ◦ π1) · (f13 ◦ π3) · (f23 ◦ π2) dµF
=
∫
X3
(Eµ(f12 | ζTp1=Tp2=Tp30 ) ◦ π1) · (Eµ(f13 | ζT
p1=Tp2=Tp3
0 ) ◦ π3)
· (Eµ(f23 | ζTp1=Tp2=Tp30 ) ◦ π2) dµF,
as required.
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4.3 The joining Mackey group has full two-dimensional projections
In this subsection and the next our main goal is to prove that any system has an
FIS+ extension for which the characteristic factors can be coordinatized so that the
Mackey group data of the Furstenberg self-joining must be particularly simple.
Let us first introduce another useful piece of notation.
Definition 4.8 (Motionless data). If (X,µ, T ) is a Z2-system and x 7→ Gx is a
measurable assignment of compact Abelian groups (from some fixed fibre reposi-
tory, as in Definition 3.1 of [5]), then we will say that this assignment is motionless
if it is invariant under the whole Z2-action. This situation will always and exclu-
sively be denoted by the use of the notation G⋆ in place of G•, in which case we
will often omit to mention the motionlessness by name.
We make such efforts to work with non-ergodic data in order to avoid assuming that
the Z2-actions we handle are ergodic overall, which would introduce the difficulty
of repeatedly ensuring that our various extensions retain this ergodicity. The reader
will lose nothing by thinking of group data of the form G⋆ as ‘effectively constant’
(since all the constructions we perform with such data will be manifestly measur-
able). The quality of motionlessness will contrast, however, with group data over a
Z2-system that is invariant only for certain subactions, which will occur repeatedly
in the following.
Proposition 4.9. Any Z2-system X0 admits an FIS+ extension π : X → X0 in
which the factors ξi : X→ Yi, i = 1, 2, 3, of the minimal characteristic triple can
be coordinatized over the proto-characteristic factors as
Yi
αi|ξi !!❇
❇❇
❇❇
❇❇
❇
oo
∼= //Wi ⋉ (A⋆,mA⋆ , σi)
canonical
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
Wi
for some compact Abelian group data A⋆ and cocycle-sections σi : Z2×Wi → A⋆
over T |αi in such a way that the resulting joining Mackey group data is
M⋆ = {(a1, a2, a3) ∈ A3⋆ : a1 · a2 · a3 = 1A⋆}
(noting that ζT0 ◦ π1 ≃ ζT0 ◦ π2 ≃ ζT0 ◦ π3 and so for A⋆ we have Aw1 = Aw2 =
Aw3 µ
F
-almost surely) and the joining Mackey section may be expressed as some
b :W1 ×W2 ×W3 → A⋆ that satisfies
σ1(p1, w1) · σ2(p2, w2) · σ3(p3, w3) = ∆• T |p1α1×T |p2α2×T |p3α3b(w1, w2, w3)
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at ~α#µF-almost every (w1, w2, w3).
We will refer to the above group M⋆ as the zero-sum subgroup ofA3⋆ (this is slightly
abusive, since we write the Abelian operation of A⋆ multiplicatively in this subsec-
tion, but it should cause no confusion).
Remarks 1. Recall from Section 4.1 of [2] that µF is (Tp1 × Tp2 × Tp3)-
invariant, so that the appearance of a coboundary over T |p1α1 × T |p2α2 × T |p3α3 above
should cause no concern.
2. At this stage our results are still geared towards understanding the three
factors ξi : X → Yi, i = 1, 2, 3 separately. They do not immediately tell us
anything about the joint distribution of these factors under µ. This question can be
rather subtle, but we will learn a little more later in Propositions 5.1 and 5.3. ⊳
Proposition 4.9 asserts that the whole Z2-action T |ξi can be coordinatized as an ex-
tension of T |αi in terms of an Abelian cocycle, rather than just the (Zpi)-subaction
as discussed previously. We will prove it via a weaker result which gives a similar
coordinatization of the extension Yi →Wi, but allows some additional ‘twisting’
in the joining Mackey group and does not yet give isometricity for the actions of
the whole of Z2.
Proposition 4.10. If X is FIS+ then the factors ξi : X → Yi have (Zpi)-
subactions that can be coordinatized over αi as
Y
↾pi
i
αi|ξi ""❊
❊❊
❊❊
❊❊
❊
oo
∼= //W
↾pi
i ⋉ (A⋆,mA⋆ , σi)
canonical
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
W
↾pi
i
for some compact Abelian group data A⋆ and cocycle-sections σi : Wi → A⋆
over T |piαi in such a way that there are measurable families of isomorphisms Θi,• :
W1 ×W2 ×W3 → AutA⋆ such that the joining Mackey group data is
M~w = {(a1, a2, a3) ∈ A3s : Θ1, ~w(a1) ·Θ2, ~w(a2) ·Θ3, ~w(a3) = 1As}
at ~α#µF-almost every ~w = (w1, w2, w3) ∈W , where s := ζT0 (w1).
Remark Proposition 4.10 deduces some properties of the joining Mackey group
merely from the FIS+ property. By contrast, we will find that ‘straightening out’
the families of automorphisms Θi,• to obtain Proposition 4.9 will generally require
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a further extension even if the original system was already FIS+, hence the form in
which Proposition 4.9 is phrased. ⊳
This subsection will be dedicated to the proof of Proposition 4.10, and we will then
deduce Proposition 4.9 from it in the next subsection.
The technical result that really underlies Proposition 4.10 is the following. Part of
its interest is that its proof will use satedness in a new way, not seen in the simpler
arguments of [2].
Lemma 4.11. If X = (X,µ, T ) is FIS+, then under any coordinatizations of the
extensions
(ZT
pi
1/αi
)↾pi
restriction of αi $$■
■■
■■
■■
■■
oo
∼= //W
↾pi
i ⋉ (Gi,•,mGi,• , σi)
canonical
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
W
↾pi
i
the joining Mackey group data M(w1,w2,w3) has full two-dimensional projections
onto Gi,wi ×Gj,wj for 1 ≤ i < j ≤ 3 for ~α#µF-almost every (w1, w2, w3).
Proof By symmetry it suffices to treat the case of
M12,(w1,w2,w3) := {(g1, g2) : ∃g3 ∈ G3,w3 s.t. (g1, g2, g3) ∈M(w1,w2,w3)}.
Let us abbreviate ZTpi1/αi =: Zi for i = 1, 2, and now let
~Z be the factor of the
Furstenberg self-joining XF generated by the factor maps
XF
π1−→ X→ Z1,
XF
π2−→ X→ Z2
and
XF
π3−→ X α3−→W3
(so we do not keep the whole of Z3 in the third factor). As a factor of XF this
extends ~α : XF → ~W, and the above coordinatizations of Z↾pii → W↾pii for
i = 1, 2 combine to coordinatize the action of the restriction of Tp1 × Tp2 × Tp3
on ~Z→ ~W as an extension by the product group data G1,π1(•) ×G2,π2(•) with the
above product cocycle and with Mackey data M12,(w1,w2,w3).
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Let C := Zp10 ∨ Zp1−p20 ∨ Zp1−p30 and D := Zp10 ∨ Zp1−p20 . We will construct
an extension of X˜ → X to which we can apply the assumption of satedness. In
fact, letting Λ := Zp1 + Zp2 (a full-rank sublattice of Z2), we will first use XF
to construct an extension of the subaction system X↾Λ, then extend this further to
recover an action of the whole of Z2, and then argue that the maximal C-factor of
this further extension forces us to the desired conclusion.
To extend X↾Λ let X′ be the Λ-system constructed on the Furstenberg self-joining
(X3, µF) by lifting Tp1 to T˜p1 := Tp1 ×Tp2 ×Tp3 and Tp2 to T˜p2 := (Tp2)×3.
Then T˜p1 and T˜p2 both act as Tp2 on the second coordinate in X3, so
π2 - ζ
T˜p1=T˜p2
0 ;
and also, we clearly have
(ζT
p1
0 ◦ π1) ∨ (ζT
p2
0 ◦ π2) ∨ (ζT
p3
0 ◦ π3) - ζ T˜
p1
0 .
On the other hand, under µF we have
ζT
p1=Tp3
0 ◦ π1 ≃ ζT
p1=Tp3
0 ◦ π3
and
ζT
p2=Tp3
0 ◦ π2 ≃ ζT
p2=Tp3
0 ◦ π3,
so overall these relations give
α3 ◦ π3 ≃ (ζTp1=Tp30 ◦ π3) ∨ (ζT
p2=Tp3
0 ◦ π3) ∨ (ζT
p3
0 ◦ π3)
≃ (ζTp1=Tp30 ◦ π1) ∨ (ζT
p2=Tp3
0 ◦ π2) ∨ (ζT
p3
0 ◦ π3)
- (ζT
p1=Tp3
0 ◦ π1) ∨ ζ T˜
p1=T˜p2
0 ∨ ζ T˜
p1
0
and so also
(α1 ◦π1)∨(α2◦π2)∨(α3◦π3) - (α1◦π1)∨ζ T˜p1=T˜p20 ∨ζ T˜
p1
0 ≃ (ζXC ◦π1)∨ζX
′
D↾Λ
.
Now let π : X˜ → X′ → X be any further extension that recovers an action of the
whole of Z2 (this can always be done: see, for instance, Subsection 3.2 in [2]), so
we must still have
(α1 ◦ π1) ∨ (α2 ◦ π2) ∨ (α3 ◦ π3) - (ζXC ◦ π) ∨ ζX˜D .
Finally, the projection M12,• is the Mackey group data for the group data extension
W˜↾p1 ⋉ (G1,π1(•) ×G2,π2(•),mG1,π1(•)×G2,π2(•) , (σ1,π1(•), σ2,π2(•))).
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The above construction locates this group data extension as a factor of X˜ that is
contained within the joining of π : X˜ → X and (ζX
C
◦ π) ∨ ζX˜
D
- ζX˜
C
. By C-
satedness these two factors of X˜ must be relatively independent over
ζXC ◦ π = α1 ◦ π.
In terms of the above coordinatizations, this implies that if x˜ is drawn from the
probability distribution µ˜, then its image ζX˜
C
(x˜) exactly determines the points
• (ζT |p1α1×T |p2α2×T |p3α30 (w1, w2, w3),M12,(w1,w2,w3)(g1, g2)) (because this is given
by the restriction of ζ T˜p10 - ζX˜C to ~Z),
• (w1, w2, w3) (because we have seen that (α1 ◦π1)∨ (α2 ◦π2)∨ (α3 ◦π3) -
ζX˜
C
)
• and (w2, g2) (because π2 . ζ T˜p1=T˜p20 ),
but all this information is conditionally independent from (w1, g1) given w1 =
ζX
C
◦ π(x˜). This is possible only if M12,(w1,w2,w3) = G1,w1 ×G2,w2 almost surely,
as required.
Remark It is worth noting that although the contradiction we obtain above is
with isotropy-satedness, we have used the full FIS+ assumption because we have
worked throughout with an extension by group data. In fact the above argument
runs into difficulties if we try to work with general homogeneous space exten-
sions, say by Gi,•/Hi,•, because in that setting we cannot rule out that the group
M12,(w1,w2,w3) is not the whole of G1,w1 ×G2,w2 but is nevertheless large enough
that
M12,(w1,w2,w3)(H1,w1 ×H2,w2) = G1,w1 ×G2,w2
almost surely (which latter conclusion is too weak for the next step of our argu-
ment below). This makes an interesting contrast with the study of characteristic
factors (even without the freedom to pass to extensions) for just two commuting
transformations given in [5]. There the relevant joining Mackey group could be
shown always to have full one-dimensional projections, essentially because in that
case the joining of the proto-characteristic factors underneath this Mackey group
data is so simple that the one-dimensional projections of the joining Mackey group
data can easily be related to Mackey group data for the isometric extensions in the
original system (without constructing an extension). It seems that matters become
genuinely more complicated for three-fold or higher Furstenberg self-joinings, and
some extra procedure such as the passage to fibre-normal extensions is needed. ⊳
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Moving onwards, we will now make use of the following group-theoretic lemma
from Furstenberg and Weiss [17].
Lemma 4.12 (Lemma 9.1 in [17]). If G1, G2 and G3 are compact metrizable
groups and M ≤ G1 × G2 × G3 has full two-dimensional projections then there
are a compact metrizable Abelian group A and continuous epimorphisms Ψi :
Gi −→ A (so that, in particular, [Gi, Gi] ≤ kerΨi) such that
M = {(g1, g2, g3) : Ψ1(g1) ·Ψ2(g2) ·Ψ3(g3) = 1A}.
In order to use this lemma, we need just a little more information on the structure
of the slices of M•, which we now acquire in a few more short steps.
Lemma 4.13. For an FIS+ system we have
ζ
~T |~α
0 ∧ ζ(T
p1 )×3|~α
0 ≃ ζT
p1
0 ◦ π1|~α :
that is, any measurable subset ofW that is both (T |p1α1×T |p2α2×T |p3α3)-invariant and
(T |p1α1 × T |p1α2 × T |p1α3)-invariant is equal up to an ~α#µF-negligible set to a T |p1α1-
invariant subset of W1 lifted through the first coordinate projection W →W1.
Proof The relation ζ
~T |~α
0 ∧ ζ(T
p1 )×3|~α
0 % ζ
Tp1
0 ◦ π1|~α is clear, so we focus on its
reverse.
Recall that for an FIS+ system we have αi = βi ∨ ζTpi0 with βi = ζT
pi=Tpj
0 ∨
ζT
pi=Tpk
0 . Therefore
~α ≃ (ζTp10 × ζT
p2
0 × ζT
p3
0 ) ∨ (β1 × β2 × β3).
The first of these factors is already invariant under the restriction of ~T and so we
have
ζ
~T |~α
0 ◦ ~α ≃ (ζT
p1
0 × ζT
p2
0 × ζT
p3
0 ) ∨
(
ζ
~T |~α
0 ∧ (β1 × β2 × β3)
)
(since the invariant factor of a joining in which the first coordinate factor has trivial
action is simply generated by the first coordinate factor and the invariant sets of the
second coordinate factor). Let us next identify the second factor in the join on the
right-hand side of this equation.
Since ζTpi=T
pj
0 ◦πi ≃ ζT
pi=Tpj
0 ◦πj under µF, the factor β1×β2×β3 is actually
µF-almost surely determined by the first two coordinates in X3, and so it will
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suffice to identify ζT |
p1
α1
×T |
p2
α2
0 ∧ (β1 × β2). Now, an easy calculation shows that
that the two-dimensional Furstenberg self-joining µFTp1 ,Tp2 is just the relatively
independent product µ⊗
ζT
p1=Tp2
0
µ on X2; and in view of the FIS property and the
consequent pleasantness of our system for all linearly independent double ergodic
averages (see Proposition 4.5 of [2] and Lemma 4.3), we have further that under
µFTp1 ,Tp2 all (Tp1 × Tp2)-invariant subsets are measurable up to negligible sets
with respect to the factor ζTp10 × ζT
p2
0 .
This therefore also applies to any ~T |~α-invariant measurable subset of V1×V2×V3,
and so the second factor in the above join can actually be subsumed into the first to
give
ζ
~T |~α
0 ◦ ~α ≃ (ζT
p1
0 × ζT
p2
0 × ζT
p3
0 ).
Finally, we observe similarly that the first coordinate factor of (ζTp10 ×ζT
p2
0 ×ζT
p3
0 )
is already invariant for the restriction of (Tp1)×3, and so to find all sets that
are invariant for this transformation and measurable with respect to this factor it
suffices to consider the second and third coordinates. Once again we have that
the two-dimensional projection (π1 × π2)#µF = µFTp2 ,Tp3 must simply equal
µ⊗
ζT
p2=Tp3
0
µ, and the FIS property implies that up to µFTp2 ,Tp3 -negligible sets the
only (Tp1)×2-invariant sets in this space are accounted for by the factor ζTp1=Tp2=id0 ×
ζT
p1=Tp3=id
0 . Since under µF this product is clearly determined by the Tp1-
invariant factor of the first coordinate, the proof is complete.
Lemma 4.14. If G1 and G2 are compact groups and M ≤ G1 ×G2 has full one-
dimensional projections (in the sense that for any g1 ∈ G1 there exists g2 ∈ G2
such that (g1, g2) ∈M , and vice-versa), then the one-dimensional slice of M
L1 := {g1 ∈ G1 : (g1, 1G2) ∈M}
is a closed normal subgroup of G1, and similarly for L2 EG2.
Proof This is routine except for the conclusion of normality. By symmetry it
suffices to treat the case i = 1. Let r1 ∈ G1. Since M has full one-dimensional
projections we can find r2 ∈ G2 such that (r1, r2) ∈ M . It is now easy to check
that
r1L1 = {g ∈ G1 : (r−11 g, e) ∈M}
= {g ∈ G1 : (r1, r2)(r−11 g, e) ∈M}
= {g ∈ G1 : (g, r2) ∈M}
= {g ∈ G1 : (gr−11 , e)(r1, r2) ∈M}
= {g ∈ G1 : (gr−11 , e) ∈M} = L1r1.
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Since r1 was arbitrary, L1 is normal, as required.
Lemma 4.15 (Deconstructing a relation between two group correspondences).
Suppose that G1,G2 and G3 are compact groups and thatM1,M2 ≤ G1×G2×G3
are two subgroups that both have full two-dimensional projections, and let their
one-dimensional slices be
Li,1 := {g ∈ G1 : (g, 1G2 , 1G3) ∈Mi} for i = 1, 2
and similarly Li,2, Li,3. Suppose further that Φi : Gi
∼=−→ Gi and hi, ki ∈ Gi for
i = 1, 2, 3 satisfy
(h1, h2, h3) · (Φ1 × Φ2 × Φ3)(M1) · (k1, k2, k3) = M2.
Then Φi(L1,i) = L2,i for i = 1, 2, 3.
Proof This follows fairly automatically upon checking the above equation for
different particular members of the relevant group. Clearly we may assume i = 1
by symmetry.
Suppose that g ∈ L1,1. Then the given equation tells us that
(h1 · Φ1(g) · k1, h2 · k2, h3 · k3) = (m1,m2,m3)
for some (m1,m2,m3) ∈ M2, and here, in particular, we have that m2 = h2 · k2
and m3 do not depend on g. Since the above must certainly hold if g = 1G1 ,
applying it also for any other g and differencing gives
(h1 · Φ1(g) · k1) · (h1 · Φ1(1G1) · k1)−1 = h1 · Φ1(g) · h−11 ∈ L2,1,
so Φ1(L1,1) ⊆ h−11 · L2,1 · h1. An exactly symmetric argument gives the reverse
inclusion, so in fact Φ1(L1,1) is a conjugate of L2,1. However, since M1 and M2
have full coordinate projections onto G1 and onto G2 × G3, by Lemma 4.14 it
follows that in fact Φ1(L1,1) = L2,1, as required.
Lemma 4.16. The one-dimensional slices of M•,
L1,(w1,w2,w3) := {g1 ∈ G1,w1 : (g1, 1G2,w2 , 1G3,w3 ) ∈M(w1,w2,w3)}
and similarly L2,(w1,w2,w3) and L3,(w1,w2,w3), are virtually functions of w1 (respec-
tively w2, w3) alone. Also, under the above coordinatizations, for each i = 1, 2, 3
the map
Wi ⋉Gi,• →Wi ⋉ (Gi,•/Li,•) : (wi, g) 7→ (wi, gLi,wi)
defines a factor of ζTpi1/αi for the whole Z2-action T (that is, it is respected by the
restrictions of every Tn, not just of Tpi).
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Proof Clearly by symmetry it suffices to treat the case of L1,(w1,w2,w3). The
crucial fact here is the presence of the additional transformations of the factor ζ ~T0
given by (Tn)×3, n ∈ Z2. We can describe the restriction of Tn to the tower
of factors ζT
pj
1/αj
% αj for j = 1, 2, 3 using the Relative Automorphism Structure
Theorem 2.6: under the above coordinatization we obtain
T |n
ζT
pj
1/αj
∼= T |nαj ⋉ (Lρn,j(•) ◦ Φn,j,•)
for some ρn,j : Wj → Gj,• and T |pjαj -invariant Φn,j,• : Wj → Isom(Gj,•, Gj,T |nαj (•)).
Let us now phrase the condition that S := Tn−p1 × Tn−p2 × Tn−p3 respects ζ ~T0
in terms of these expressions and the Mackey data. This requires that ζ ~T0 |~ζ(S|~ζ(~y))
depend only on ζ ~T0 |~ζ(~y), or equivalently that S almost surely carry the fibres of ζ
~T
0
onto themselves. In terms of the above Mackey description of ζ ~T0 given by Proposi-
tion 4.6 this asserts that for Haar-almost every (g′1, g′2, g′3) ∈ G1,w1×G2,w2×G3,w3
there is some
(g′′1 , g
′′
2 , g
′′
3 ) ∈ G1,T |n−p1α1 (w1) ×G2,T |n−p2α2 (w2) ×G3,T |n−p3α3 (w3)
such that
( 3∏
i=1
(Lρn−pi,i(wi) ◦Φn−pi,i,wi)
)(
b(w1, w2, w3)
−1 ·M(w1,w2,w3) · (g′1, g′2, g′3)
)
= b(S|~α(w1, w2, w3))−1 ·MS|~α(w1,w2,w3) · (g′′1 , g′′2 , g′′3 ),
or, re-arranging, that
b(S|~α(w1, w2, w3)) · (ρn−p1,1(w1), ρn−p2,2(w2), ρn−p3,3(w3))
·
( 3∏
i=1
Φn−pi,i,wi
)
(b(w1, w2, w3)
−1) ·
( 3∏
i=1
Φn−pi,i,wi
)
(M(w1,w2,w3))
·(Φn−p1,1,w1(g′1)(g′′1 )−1,Φn−p2,2,w2(g′2)(g′′2 )−1,Φn−p3,3,w3(g′3)(g′′3 )−1)
= MS|~α(w1,w2,w3).
We will now deduce the two desired conclusions from treating the first coordinate
projection in this equation using Lemma 4.15 for different values of n. By that
lemma the above implies that
Φn−p1,1,w1(L1,(w1,w2,w3)) = L1,S|~α(w1,w2,w3).
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If we first specialize this equation to n := p1, then of course we simply have
Φn−p1,1,w1 = idG1,w1 , so the above equation tells us that the subgroup L1,(w1,w2,w3) ≤
G1,w1 is invariant under (idW1 × Tp1−p2 × Tp1−p3). Since we already know that
it is ~T -invariant (since this holds for M•), Lemma 4.13 tells us that L1,(w1,w2,w3)
virtually depends only on w1, as required.
On the other hand, for any m we can set n := m + p1 and find that the above
equation expresses precisely the condition that follows from the Relative Automor-
phism Structure Theorem 2.6 for (Tm)|
ζT
p1
1/α1
to respect the factor corresponding to
fibrewise quotienting by L1,(w1,w2,w3) (which we have just seen virtually depends
only on w1). This completes the proof.
Proof of Proposition 4.10 If X is FIS+ and we coordinatize
(ZT
pi
1/αi
)↾pi
αi|
ζT
pi
1/αi
$$■
■■
■■
■■
■
oo
∼= //W
↾pi
i ⋉ (Gi,•,mGi,• , σi)
canonical
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
W
↾pi
i
then Lemma 4.11 tells us that the associated joining Mackey group data M• has full
two-dimensional projections, and hence by Lemma 4.12 eachM(w1,w2,w3) takes the
form
{(g1, g2, g3) ∈ ~G(w1,w2,w3) :
Ψ1,(w1,w2,w3)(g1) ·Ψ2,(w1,w2,w3)(g2) ·Ψ3,(w1,w2,w3)(g3) = 1A(w1,w2,w3)}
for some compact metrizable Abelian group data A(w1,w2,w3) and continuous epi-
morphisms Ψi,(w1,w2,w3) : Gi,wi −→ A(w1,w2,w3). Moreover, by takingA(w1,w2,w3)
to be itself the quotient ~G(w1,w2,w3)/M(w1,w2,w3), it is clear that we may take
A(w1,w2,w3) and Ψi,(w1,w2,w3) to depend measurably on M(w1,w2,w3), and hence
to vary measurably with (w1, w2, w3).
Now Lemma 4.16 gives that the one-dimensional slices,
L1,(w1,w2,w3) := {g1 ∈ G1,w1 : (g1, 1G2,w2 , 1G3,w3 ) ∈M(w1,w2,w3)}
and similarly L2,(w1,w2,w3) and L3,(w1,w2,w3), are normal, are virtually functions of
w1 (respectively, w2 and w3) and that the factors of the restriction of Tpi given by
fibrewise quotienting by these measurably-varying normal subgroups are actually
factor maps for the whole Z2-action T . Writing Ai,wi for the resulting quotient
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fibre group Gi,wi/Li,wi and observing from Lemma 4.12 that these are Abelian,
these intermediate systems are in fact the minimal characteristic factors Yi and
can be located according to another commutative diagram
(ZT
pi
1/αi
)↾pi

oo
∼= //W
↾pi
i ⋉ (Gi,•,mGi,• , σi)
canonical

Y
↾pi
i
$$❏
❏❏
❏❏
❏❏
❏❏
oo
∼= //W
↾pi
i ⋉ (Ai,•,mAi,• , σ
′
i := σi · Li,•)
canonical
uu❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
W
↾pi
i .
Finally, observe from the definition of Li,• that the epimorphisms Ψi,• must factor-
ize to give continuous isomorphisms Θi,(w1,w2,w3) : Ai,wi −→ A(w1,w2,w3) almost
everywhere, and so it follows that
A1,w1
∼= A2,w2 ∼= A3,w3
for almost all (w1, w2, w3) by some measurably-varying continuous isomorphisms.
On the other hand, Ai,• is also Tpi-invariant, and so since the factors ζT
p1
0 ◦
π1 and ζT
p2
0 ◦ π2 of XF are relatively independent over ζT
p1=Tp2=id
0 ◦ π1 ≃
ζT
p1=Tp2=id
0 ◦ π2, it follows that we can adjust A1,w1 by a measurably-varying
family of continuous isomorphisms so that (up to a negligible set) it depends only
on ζT
p1=Tp2=id
0 |α1(w1), and similarly for A2,w2 and A3,w3 .
To finish the proof we need only show that even this can be reduced to a dependence
only on ζT0 . This now follows because the extension ζT
p1=Tp2=id
0 & ζ
T
0 is effec-
tively a relatively ergodic extension of actions of the finite group Z2/(Zp1+Zp2)
with the base action trivial, and so rather trivial application of the non-ergodic
Furstenberg-Zimmer Theory shows that each fibre of this extension is a finite
set, and that the transformations Tn|
ζT
p1=Tp2=id
0
simply permute transitively the
finitely many points of each fibre. Lifting this picture, we see that the fibrewise ac-
tions of the transformations Tn|ξi must implicitly give isomorphisms between each
of the (finitely many) groups appearing asA1,w1 forw1 in a given fibre over ζT0 , and
so all these compact Abelian groups coming from the same fibre are isomorphic
and these isomorphisms may be chosen measurably (since there are only finitely
many of them in question). Therefore one further re-coordinatization leads to
A1,w1 = A2,w2 = A3,w2 = As for some motionless data A⋆ and s = ζT0 |α1(w1) =
ζT0 |α2(w2) = ζT0 |α3(w3), completing the proof of Proposition 4.10.
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Remark The main result we are working towards, Theorem 1.1, itself tells us
that for an arbitrary system the characteristic factor Yi can eventually be ex-
pressed as a subjoining from Zpi0 , Zpi−pj0 , Zpi−pk0 and Zpi,pi−pj ,pi−pkAb,2 (two-step
Abelian distal systems), and any joining from these classes can easily be shown
to have a further extension that is simply an Abelian isometric extension of a
(Zpi0 ∨ Zpi−pj0 ∨ Zpi−pk0 )-system. Intuitively, this suggests that it should be pos-
sible to prove Abelianness of the coordinatizing fibres of Yi → Wi after mak-
ing only the FIS assumption. Indeed, that implication could fail only if a sys-
tem could be found for which the coordinatizing fibres of Yi → Wi are non-
trivial homogeneous spaces Gi,•/Hi,•, but such that to produce a further non-
trivial joining with a (Zpi0 ∨ Zpi−pj0 ∨ Zpi−pk0 )-system really requires that we
also involve a system from class Zpi,pi−pj ,pi−pkAb,2 , for which the fibres over the
Kronecker factor (which is always another (Zpi0 ,Z
pi−pj
0 ,Z
pi−pk
0 )-subjoining) are
Abelian. Presumably this would require in turn that the Abelian fibres of the lat-
ter correspond to closed Abelian subgroups Ai,• ≤ Gi,• with the property that
Ai,•Hi,• = Gi,• — it is this that would prevent the existence of a nontrivial joining
to a (Zpi0 ∨ Zpi−pj0 ∨ Zpi−pk0 )-system without also involving a Zpi,pi−pj ,pi−pkAb,2 -
system, because the whole extension Yi → Wi would still be relatively indepen-
dent from the newly-adjoined system even if this latter only failed to capture the
subgroups Ai,•. This possibility seems remote, but I have not been able to rule it
out, and it seems to be rather easier to prove first the abstract existence of FIS+
extensions as in Subsection 2.4 and then enjoy the simplification of working with
groups in places of homogeneous spaces above. ⊳
4.4 A zero-sum form for the joining Mackey group
If we could take the isomorphisms Θi,(w1,w2,w3) obtained in Proposition 4.10 to
depend only on wi, then we could simply use them to make one last recoordinati-
zation of the extensions Yi →Wi to complete the proof of Proposition 4.9. I have
not been able to prove that this is possible in general, and here we will go around
this problem by passing to a further extension.
We begin this step with a few quite general lemmas.
Lemma 4.17 (Virtual isometricity implies isometricity). Suppose that Λ ≤ Zd is
a finite-index subgroup and that π : X → Y is an extension of Zd-systems such
that the extension of subactions π : X↾Λ → Y↾Λ is relatively ergodic and Abelian
isometric with coordinatization
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X↾Λ
π
""❊
❊❊
❊❊
❊❊
❊❊
oo
∼= // Y↾Λ ⋉ (A•,mA• , σ)
canonical
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
Y↾Λ.
Then there is some recoordinatization by an S↾Λ-invariant measurable family of
fibrewise automorphisms so that the whole extension of Zd-actions can be coordi-
natized as isometric with this compact Abelian group data.
Proof This is an easy consequence of the Relative Automorphism Structure The-
orem 2.6. Applying that theorem to the action T regarded as itself an automor-
phic Zd-action on the extension of the Λ-subactions, we see that the coordinati-
zation of T ↾Λ as S↾Λ ⋉ σ implies a coordinatization of Tn for each n ∈ Zd as
Sn ⋉ (Lρn(•) ◦ Φn,•) for some sections ρn : Y → A• and some measurable
families of fibre-isomorphisms Φn,• : A• → ASn(•). In addition, each family of
isomorphisms Φn,• is S↾Λ-invariant.
Of course, we must have ρn = σ(n, · ) and Φn,• ≡ idA• whenever n ∈ Λ. Now
consider the further factors
Y
ζS
↾Λ
0−→ ZS↾Λ0
ζS0 |ζS↾Λ0−→ ZS0 .
Since the extension π is relatively ergodic for the Λ-subactions, the compositions
with π of these two isotropy factors coincide with those of the larger system X.
Also, the restriction S|
ζS
↾Λ
0
can be identified with an action of the finite quotient
group Zd/Λ that is relatively ergodic for the further factor map ζS0 |ζS↾Λ0 , and so
S is actually transitive within almost all of the fibres of ζS0 |ζS↾Λ0 , which are there-
fore identified as homogeneous spaces of this finite quotient group. It follows that
for almost every s ∈ ZS0 , for almost all pairs of points y1, y2 ∈ (ζS0 )−1{s} there is
some n for which Φn,y1 carries Ay1 (which actually depends only on ζS
↾Λ
0 (y1)) iso-
morphically onto Ay2 . Therefore letting η : ZS0 → ZS
↾Λ
0 be a measurable selector
(Theorem B.1) for ζS0 |ζS↾Λ0 we can make a simple automorphism recoordinatization
within each fibre of ζS0 |ζS↾Λ0 to replace A• with Aη(ζS0 (•)), and hence assume that
the group data A• is actually S-invariant and that Φn,• forms an Aut(A•)-valued
cocycle-section.
Let us now write R := S|
ζS
↾Λ
0
and ζ := ζS0 |ζS↾Λ0 for brevity and regard A• and each
Φn,• as a function defined on ZS
↾Λ
0 rather than Y (as we may by the invariances
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established above). In this notation the trivial requirement that T commute with
T ↾Λ shows that in fact we must have Φn,z = idAz whenever Rn(z) = z. We
complete the proof by showing that there is a measurable family z 7→ Θz : ZS↾Λ0 7→
Aut(A•) such that
ΘRn(z) ◦ Φn,z ◦Θ−1z = idAz
for (ζS↾Λ0 )#ν-almost every z ∈ ZS
↾Λ
0 for every n ∈ Zd. Let z 7→ m(z) ∈ Zd be a
measurable selection such that Rm(z)(z) = η(ζ(z)) (again, this is clearly possible
from the transitivity of R on the fibres of ζ), and now set
Θz := Φm(z),z.
We can compute from the fact that Φ·,• is an Aut(A•)-valued cocycle-section that
ΘRn(z) ◦ Φn,z ◦Θ−1z = Φm(Rn(z)),Rn(z) ◦Φn−m(z),Rm(z)(z) ◦ Φm(z),z ◦ (Φm(z),z)−1
= Φm(Rn(z)),Rn−m(z)(Rm(z)z) ◦Φn−m(z),Rm(z)(z)
= Φm(Rn(z))+n−m(z),Rm(z)(z) = idAz ,
because
Rm(R
n(z))+n−m(z)(Rm(z)z) = Rm(R
n(z))+n(z)
= Rm(R
n(z))(Rn(z)) = η(ζ(z)) = Rm(z)(z)
so the last cocycle appearing above must be trivial.
The roˆle of the following lemma will be somewhat analogous to that of Lemma 4.15
in the previous subsection.
Lemma 4.18. Suppose that A is a compact Abelian group and that
Mi = {(a1, a2, a3) ∈ A3 : Θi,1(a1) ·Θi,2(a2) ·Θi,3(a3) = 1A}
for i = 1, 2 are subgroups of A3 with full two-dimensional projections and trivial
one-dimensional slices, and suppose also that Φj : A
∼=−→ A for j = 1, 2, 3 and
(b1, b2, b3) ∈ A3 are such that
(b1, b2, b3) · (Φ1 × Φ2 ×Φ3)(M1) = M2.
Then
Θ1,1 ◦ Φ−11 ◦Θ−12,1 = Θ1,2 ◦ Φ−12 ◦Θ−12,2 = Θ1,3 ◦ Φ−13 ◦Θ−12,3.
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Proof First the condition that (b1, b2, b3) · (Φ1(1A),Φ2(1A),Φ3(1A)) ∈ M2
simplifies to (b1, b2, b3) ∈ M2, and so we can multiply the given equation by
(b1, b2, b3)
−1 to obtain simply
(Φ1 × Φ2 × Φ3)(M1) = M2.
We can now write this out more explicitly as
Θ1,1(Φ
−1
1 (a1)) ·Θ1,2(Φ−12 (a2)) ·Θ1,3(Φ−13 (a3)) = 1A
⇔ Θ2,1(a1) ·Θ2,2(a2) ·Θ2,3(a3) = 1A
for all (a1, a2, a3) ∈ A3.
Restricting first to the special case a1 = 1A this now re-arranges to give
Θ1,3(Φ
−1
3 (Θ
−1
2,3(Θ2,2(a2)))) = Θ1,2(Φ
−1
2 (a2)) ∀a2 ∈ A
and hence
Θ1,3 ◦ Φ−13 ◦Θ−12,3 = Θ1,2 ◦ Φ−12 ◦Θ−12,2,
and arguing similarly with a3 = 1A shows that these are both also equal to Θ1,1 ◦
Φ−11 ◦Θ−12,1, as required.
A similar argument gives the forward implication of the following lemma, while
the reverse implication is an immediate check.
Lemma 4.19. The groups M1 and M2 of the previous lemma are equal if and only
if
Θ1,1 ◦Θ−12,1 = Θ1,2 ◦Θ−12,2 = Θ1,3 ◦Θ−12,3.
Using the above results we can now show that, having once found the extension
Yi → Wi and the coordinatization of its (Zpi)-subaction promised by Proposi-
tion 4.10, then after adjoining a new Wi-system if necessary we can render this
extension Abelian isometric for the whole Z2-action.
Lemma 4.20 (Making all transformations isometric). Let i ∈ {1, 2, 3} and Wi be
the idempotent class Zpi0 ∨ Zpi−pj0 ∨ Zpi−pk0 . In the notation of Proposition 4.10,
any FIS+ Z2-system X admits an FIS+ extension π : X˜ → X such that we can
coordinatize
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(ζX˜
Wi
∨ (ξi ◦ π))(X˜)
ζX˜
Wi
|
ζX˜
Wi
∨(ξi◦π) ''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
oo
∼= // W˜i ⋉ (A⋆,mA⋆ , σi)
canonical
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
W˜i
for some compact Abelian group data A⋆ and cocycle sections σi : Z2×W˜i → A⋆.
Remarks It is very important to bear in mind that this result gives an extension
of X such that the extension ξi : Yi → Wi may be lifted and then usefully re-
coordinatized for each i separately. In general it seems that the joint distribution
of the systems Y1, Y2 and Y3 as factors of the single system X can be extremely
complicated, and here we make no requirement that the re-coordinatizations we
obtain should enjoy any ‘consistency’ in terms of this joint distribution. ⊳
Proof By symmetry we may assume i = 1. LetX′ be the extension of X↾(Zp1+Zp2)
with underlying space
(X ×W2 ×W3, (idX × α2 × α3)#µF),
with factor map π′ onto X given by π1 and with lifted transformations
(T ′)p1 := Tp1 × T |p2α2 × T |p3α3
and
(T ′)p2 := Tp2 × T |p2α2 × T |p2α3
(in what follows we could have exchanged the roles of p2 and p3 in the above
construction). Now let π : X˜ → X be a further extension recovering an action of
the whole of Z2 (for example, an FP extension of X′ as in Subsection 3.2 of [2]):
X˜↾(Zp1+Zp2)
π //
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
X↾(Zp1+Zp2)
X′.
π′
99rrrrrrrrrrr
Write W˜1 := W1X˜ and let A⋆, σi and Θi,• be as given by Proposition 4.10. Now
consider the new extension
ζX˜W1 |ζX˜
W1
∨(ξ1◦π)
: (ζX˜W1 ∨ (ξ1 ◦ π))(X˜)→ W˜1.
This is obtained from the original extension ξ1 : Y1 → W1 by adjoining the
new W1-system W˜1 overall, and from the W1-satedness of X we know that this
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adjoining is relatively independent from Y1 over W1, so that the above enlarged
extension has the same fibres A⋆ as the original extension. From the way we have
constructed W˜1 in terms of the Furstenberg self-joining we see that we may insert
the extension of (Zp1 + Zp2)-systems
~α|ξ1×α1×α2 : (ξ1 × idW2 × idW3)(X′) = (Y1 ×W2 ×W3, µ′, T ′)
→ (W, ~α#µF, T ′|~α)
into a commutative diagram of factors of X˜↾(Zp1+Zp2) as follows:
(ζX˜
W1
∨ (ξ1 ◦ π))(X˜)↾(Zp1+Zp2)

ζX˜
W1
|
ζX˜
W1
∨(ξ1◦π)
// W˜1
↾(Zp1+Zp2)

(ξ1 × idW2 × idW3)(X′)

~α|ξ1×α2×α3 // (W, ~α#µ
F, T ′|~α)

Y
↾(Zp1+Zp2)
1 ξ1
//W
↾(Zp1+Zp2)
1 .
Appealing again to W1-satedness, each of the horizontal extensions in this dia-
gram inherits a coordinatization in terms of A⋆ and σ1 from the coordinatization
of the bottom row. We need to show that we can trivialize the isomorphism sec-
tions associated with the restrictions of each T˜n to the extension of the top row.
Letting Λ := Zp1 + Zp2 ≤ Z2 and noting that ZΛ0 ≤ W1, we deduce also from
W1-satedness that the above horiztonal extensions are all still relatively ergodic for
the Λ-subactions, and now by Lemma 4.17 it will suffice to trivialize the isomor-
phism sections associated with T˜n for n ∈ Λ. This, in turn, may be done for the
extension of the middle row of the above diagram instead, since then lifting the
(T ′)p1-invariant measurable family of fibrewise automorphisms that we use to the
top row completes the proof.
On the middle-row extension ~α|ξ1×α2×α3 we can re-coordinatize the fibre-copies
of A⋆ by the fibrewise automorphisms Θ−12,• ◦Θ1,• (recalling that this is a function
of (w1, w2, w3) ∈W ). We will show that this trivializes the relevant isomorphism
sections using the existence of the additional commuting transformations (Tn)×3
on (X3, µF). The Relative Automorphism Structure Theorem 2.6 tells us that for
each n ∈ Λ and i = 1, 2, 3 we can coordinatize
Tn|ξi ∼= Tn|αi ⋉ (Lρn,i(•) ◦Ψn,i,•),
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and in case i = 1 this coordinatization can be lifted to give
T˜n|
ζX˜
W1
∨ξ1
∼= T˜n|
ζX˜
W1
⋉ (Lρ˜n,1(•) ◦ Ψ˜n,1,•)
with ρ˜n,1 = ρn,1 ◦ (α1 ◦ π)|ζX˜
W1
and similarly for Φ˜n,1,•. Now the condition that
(Tn)×3 respect ζ ~T0 as a factor map gives that for ~α#µF-almost every (w1, w2, w3) ∈
W , writing s := ζT0 |α1(w1) as before, for every (a′1, a′2, a′3) ∈ A3s there is (a′′1 , a′′2 , a′′3) ∈
A3s such that
(a′1, a
′
2, a
′
3)·(ρn,1(w1), ρn,2(w2), ρn,3(w3))·(Ψn,1,w1×Ψn,2,w2×Ψn,3,w3)(M(w1,w2,w3))
= (a′′1 , a
′′
2 , a
′′
3) ·M(T |nα1 (w1),T |nα2(w2),T |nα3(w3)).
Applying Lemma 4.18 when n = p2 (and recalling that Ψp2,2,• ≡ idA⋆) now gives
Θ1,(w1,w2,w3) ◦Ψ−1p2,1,w1 ◦Θ−11,(T |p2α1(w1),T |p2α2(w2),T |p2α3(w3))
= Θ2,(w1,w2,w3) ◦Θ−12,(T |p2α1(w1),T |p2α2(w2),T |p2α3(w3))
and hence
Θ−1
2,(T |
p2
α1
(w1),T |
p2
α2
(w2),T |
p2
α3
(w3))
◦Θ1,(T |p2α1 (w1),T |p2α2 (w2),T |p2α3 (w3))
◦Ψp2,1,w1 ◦ (Θ−12,(w1,w2,w3) ◦Θ1,(w1,w2,w3))
−1 = idA⋆
α#µ
F
-almost surely.
This implies that upon re-coordinatizing the fibre copies of A⋆ by Θ−12,• ◦ Θ1,• the
family of isomorphisms Ψp2,1,• trivializes. Since the re-coordinatizing fibrewise
isomorphisms are invariant for the restriction of T˜p1 , under the new coordina-
tization that results the (Zp1)-subaction is also still coordinatized simply by an
A⋆-valued cocycle-section, and so we have obtained isometricity for the whole
Λ-subaction, as desired.
Corollary 4.21. Let Wi be the idempotent class Zpi0 ∨ Zpi−pj0 ∨ Zpi−pk0 . In the
notation of Proposition 4.10, any FIS+ Z2-system X admits an FIS+ extension
π : X˜→ X such that we can coordinatize
(ζX˜
Wi
∨ (ξi ◦ π))(X˜)
ζX˜
Wi
|
ζX˜
Wi
∨(ξi◦π) ''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
oo
∼= // W˜i ⋉ (A⋆,mA⋆ , σi)
canonical
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
W˜i
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for some compact Abelian group data A⋆ and cocycle sections σi : Z2×W˜i → A⋆
so that the resulting Mackey group data for the joining of the above extensions
under µ˜F is
M• ∼= {(a1, a2, a3) ∈ A3⋆ : a1 · a2 · a3 = 1A⋆}.
~α#µ˜
F
-almost everywhere.
Remark Note that this is not yet a result describing the overall joining Mackey
group for the new system X˜, but only the Mackey group data for the joining µ˜F
restricted to the subextensions of Y˜i → W˜i obtained from (ζX˜Wi ∨ (ξi ◦π))(X˜). ⊳
Proof For each i = 1, 2, 3 let π(i) : X(i) → X be an extension as given by
Lemma 4.20, and now let X′ → X be the relatively independent product of the
extensions
X(1)
π(1)
##❋
❋❋
❋❋
❋❋
❋
X(2)
π(2)

X(3)
π(3)
{{①①
①①
①①
①①
X
and let X˜ → X′ any FIS+ extension of this to give the overall extension π : X˜→
X by composition.
It is clear that the isometricity of the whole Z2-actions obtained in Lemma 4.20 per-
sists under passing to a further extension such as X˜, since by Wi-satedness we may
simply lift the group and cocycle data describing the extensions ζX(i)
Wi
|
ζ
X(i)
Wi
∨(ξi◦π(i))
further to give a coordinatization of ζX˜
Wi
|
ζX˜
Wi
∨(ξi◦π)
.
We will deduce that X˜ admits the desired simple form for M• by using again the
presence of the automorphisms T˜n of the Furstenberg self-joining µ˜F. As a result
of the simple coordinatization of each T˜ |
ζX˜
Wi
∨(ξi◦πi)
as T˜ |
ζX˜
Wi
⋉ σi obtained from
Lemma 4.20, the condition that each (T˜n)×3 respect ζ
~˜T
0 now becomes that for
~α#µ˜
F
-almost every (w˜1, w˜2, w˜3) ∈ W , writing s := ζ T˜0 |α˜1(w˜1) as before, for
every (a′1, a′2, a′3) ∈ A3s there is (a′′1, a′′2 , a′′3) ∈ A3s such that
(a′1, a
′
2, a
′
3) · (σ1(n, w˜1), σ2(n, w˜2), σ3(n, w˜3)) ·M(w˜1,w˜2,w˜3)
= (a′′1 , a
′′
2 , a
′′
3) ·M(T˜ |nα˜1(w˜1),T˜ |nα˜2(w˜2),T˜ |nα˜3(w˜3)).
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Since M• still has trivial slices and full two-dimensional projections (indeed, it
cannot be larger for µ˜F than the joining Mackey group data for µF, and if it no
longer had full two-dimensional projections then we could derive a contradiction
with satedness just in Lemma 4.11), we may invoke its representation in the form
M• = {(a1, a2, a3) ∈ A3⋆ : Θ1,•(a1) ·Θ1,•(a2) ·Θ3,•(a3) = 1A⋆},
and now apply Lemma 4.18 to deduce that
Θ1,(T˜ |nα˜1 (w˜1),T˜ |
n
α˜2
(w˜2),T˜ |nα˜3
(w˜3))
◦ (Θ1,(w˜1,w˜2,w˜3))−1
= Θ2,(T˜ |nα˜1(w˜1),T˜ |
n
α˜2
(w˜2),T˜ |nα˜3
(w˜3))
◦ (Θ2,(w˜1,w˜2,w˜3))−1
= Θ3,(T˜ |nα˜1 (w˜1),T˜ |
n
α˜2
(w˜2),T˜ |nα˜3
(w˜3))
◦ (Θ3,(w˜1,w˜2,w˜3))−1
~˜α#µ
F
-almost everywhere. From this Lemma 4.19 gives
M(T˜ |nα˜1 (w˜1),T˜ |
n
α˜2
(w˜2),T˜ |nα˜3
(w˜3))
= M(w˜1,w˜2,w˜3)
~˜α#µ
F
-almost everywhere for every n ∈ Z2. Since M• is already ~˜T -invariant,
Lemma 4.13 now gives that it is virtually measurable with respect ζ T˜p10 ◦ π1 and
hence in fact with respect to ζ T˜0 ◦π1 ≃ ζ T˜0 ◦π2 ≃ ζ T˜0 ◦π3. Therefore, in particular,
we can actually choose Θi,• depending only on ζ T˜0 |α˜i(w˜i) to represent this Mackey
data. One further fibrewise recoordinatization by the T˜ -invariant automorphisms
Θi,• of A⋆, which by T˜ -invariance does not disrupt the coordinatization of our
extensions by A⋆-valued cocycle-sections, now clearly straightens out the joining
Mackey group completely to give the desired zero-sum form
{(a1, a2, a3) ∈ A3⋆ : a1 · a2 · a3 = 1A⋆}
everywhere.
Remark Notice that in the above proof, when we form a Wi-adjoining of a Wi-
sated system X this preserves that instance of satedness, but will typically disrupt
Wj-satedness for any other j. After three different extensions for i = 1, 2, 3 we
cannot be sure that our new larger system retains any satedness (or, similarly, any
fibre-normality), hence our need to form another FIS+ extension to recover these
valuable properties that we assumed initially. ⊳
Proof of Proposition 4.9 Let X(0) := X0 and let ψ
(1)
(0) : X(1) → X(0) be an FIS+
extension. We will extend this to an inverse sequence of FIS+ systems (X(m))m≥0,
(ψ
(m)
(k) )m≥k≥0 and then show that the inverse limit has the desired property.
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Givenm ≥ 1 and (X(k))m≥k≥0, (ψ(k)(ℓ) )m≥k≥ℓ≥0 we construct ψ
(m+1)
(m) : X(m+1) →
X(m) as follows. Since X(m) is FIS+, by Proposition 4.10 we can choose coordi-
natizations
Y
↾pi
(m),i
α(m),i|ξ(m),i ##●
●●
●●
●●
●
oo
∼= //W
↾pi
(m),i ⋉ (A(m),⋆,mA(m),⋆ , σ(m),i)
canonical
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
W
↾pi
(m),i
of the minimal characteristic factors ξ(m),i, with associated joining Mackey group
M(m),(w1,w2,w3)
= {(a1, a2, a3) ∈ A3(m),⋆ : Θ(m),1, ~w(a1)·Θ(m),2, ~w(a2)·Θ(m),3, ~w(a3) = 1A(m),⋆}.
Now let ψ(m+1)(m) : X(m+1) → X(m) be the FIS+ extension of X(m) given by
Corollary 4.21.
Having formed this inverse sequence, let X(∞), (ψ(m))m≥0 be its inverse limit. We
will show this has the desired properties.
We know that the minimal characteristic factors of X(∞) satisfy ξ(∞),i % α(∞),i.
On the other hand a simple check (see Lemma 4.4 in [2]) shows that
ξ(∞),i ≃
∨
m≥1
ξ(m),i ◦ ψ(m),
so by sandwiching we also have
ξ(∞),i ≃
∨
m≥1
(α(∞),i ∨ (ξ(m),i ◦ ψ(m))).
Thus each ξ(∞),i is generated by all the intermediate factors
ξ(∞),i % (α(∞),i ∨ (ξ(m),i ◦ ψ(m))) % α(∞),i.
Moreover, Corollary 4.21 gives us a coordinatization of the restriction of the whole
Z2-action T(∞) to each (α(∞),i∨ (ξ(m),i ◦ψ(m))) % α(∞),i as an Abelian isometric
extension, and so in fact the restriction of T(∞) is Abelian isometric for the whole
extension ξ(∞),i % α(∞),i.
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Next, since each individual system X(m) is FIS+, we must have that α(∞),i and
ψ(m) are relatively independent over α(m),i ◦ψ(m). Therefore the property that the
Abelian extension ξ(m),i % α(m),i can be ‘untwisted’ when we lift to α(m+1),i ∨
(ξ(m),i ◦ ψ(m+1)(m) ) % α(m+1),i to have a coordinatization enjoying the simple zero-
sum form for its Mackey group data given by Corollary 4.21 lifts to the extensions
α(∞),i ∨ (ξ(m),i ◦ ψ(m)) % α(∞),i.
In terms of these data, the Relative Factor Structure Theorem 2.5 now gives us an
explicit description of the extension ξ(∞),i % α(∞),i inside the inverse limit: it tells
us that for each m ≥ k ≥ 0 there is a T(∞)|α(∞),i-invariant family of continuous
epimorphisms Φ(m)(k),i,• : A(m),⋆ −→ A(k),⋆ onW(∞),i such that the canonical factor
map from α(∞),i ∨ (ξ(m),i ◦ ψ(m)) onto α(∞),i ∨ (ξ(k),i ◦ ψ(k)) is coordinatized as
φ
(m)
(k) = idW(∞),i ⋉ (Lρ(k),i(•) ◦Φ
(m)
(k),i,•).
Combining these data now gives a coordinatization of ξ(∞),i % α(∞),i as
Y(∞),i
α(∞),i|ξ(∞),i $$❏
❏❏
❏❏
❏❏
❏❏
oo
∼= //W(∞),i ⋉ (A(∞),i,⋆,mA(∞),i,⋆ , σ(∞),i)
canonical
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
W(∞),i.
with fibres the inverse limit groups
A(∞),i,⋆ := lim
m←
(A(m),φ(m)(⋆),Φ
(m+1)
(m),i,φ(m+1)(•)
),
which are still compact Abelian, and are invariant for the whole action T(∞) be-
cause this is so of the groups A(m),φ(m)(⋆) and the epimorphisms Φ
(m+1)
(m),i,φ(m+1)(•)
.
The cocycle σ(∞),i is given by the simultaneous lift to A(∞),i,⋆ of the sequence of
cocycles (σ(m),i)m≥1 (which exists by the construction of the inverse limit groups).
Let Φ(m),i,• : A(∞),i,⋆ → A(m),⋆ be the canonical continuous epimorphisms asso-
ciated to this inverse limit group.
Finally, letting M(∞),• be the joining Mackey group of these resulting coordina-
tizations of ξ(∞),i % α(∞),i we see that this must be the intersection of the lifted
Mackey groups (Φ(m),1,•×Φ(m),2,•×Φ(m),3,•)−1(M(m),•), and so it still has trivial
one-dimensional slices and full two-dimensional projections, implying that
A(∞),1,⋆ = A(∞),2,⋆ = A(∞),3,⋆
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(so we may drop the superfluous subscript), and in fact it is now clear that M(∞),•
has the simple zero-sum form.
Since X(∞) is still FIS+ by Proposition 2.9, this completes the proof of Proposi-
tion 4.9 save for exhibiting the cocycle equation
σ(∞),1(p1, w1) · σ(∞),2(p2, w2) · σ(∞),3(p3, w3)
= ∆• T(∞)|p1α(∞),1×T(∞)|p2α(∞),2×T(∞)|p3α(∞),3b(w1, w2, w3)
for some b : W(∞),1 ×W(∞),2 ×W(∞),3 → A(∞),⋆. Given the zero-sum form of
M(∞),• this is now immediate from the introductory discussion of Subsection 4.1.
4.5 First cocycle factorization
Following the work of the preceding two sections we will now consider an FIS+
system X that satisfies in addition the conclusions of Proposition 4.9, and will next
begin to put the cocycles σi into a more convenient form.
Our first step is to cut down the individual dependence of the cocycle σi(pi, · )
for T |piαi from the proto-characteristic factor αi to the subcharacteristic factor βi
(we will not obtain any similar simplification for σi(n, · ) for any n 6∈ Zpi, since
the coboundary equation obtained in Proposition 4.9 does not give any immediate
information for these other n). This relies on a fairly simple measurable selection
argument, but depends crucially on the relative invariance of the restriction of Tpi
to βi|αi : Wi → Vi. After this we will show how the resulting cocycle σi can be
factorized as a product of even simpler cocycles.
Proposition 4.22. Every system X0 has an extension π : X → X0 that is FIS+
and for which
Yi
αi|ξi !!❇
❇❇
❇❇
❇❇
❇
oo
∼= //Wi ⋉ (A⋆,mA⋆ , σi)
canonical
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
Wi
for some compact Abelian group data A⋆ and some cocycles σi such that the as-
sociated coordinatization by group data of the subextension ~α|~ξ : Y → W inside
the Furstenberg self-joining has Mackey group data
M• = {(a1, a2, a3) ∈ A3⋆ : a1 · a2 · a3 = 1A⋆} ~α#µF-a.s.,
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and also such that σi(pi, · ) is measurable with respect to βi|αi .
Proof Proposition 4.9 already gives an FIS+ extension X satisfying all of the de-
sired conditions except for the restricted dependence of σi(pi, · ). Proposition 4.9
also gives the joint coboundary equation
σ1(p1, w1) · σ2(p2, w2) · σ3(p3, w3) = ∆• ~T |~ξb(w1, w2, w3)
for ~α#µF-a.e. (w1, w2, w3)
for the corresponding Mackey section b : W1 ×W2 ×W3 → A.
Consider the factor
~β|~α : W1 ×W2 ×W3 → V1 × V2 × V3.
We know from the discussion of Subsection 4.1 that the coordinate projections π1,
π2, π3 on W1 × W2 × W3 are relatively independent over their further factors
β1 ◦ π1, β2 ◦ π2, β3 ◦ π3 under µF, and so, choosing T -equivariant probability
kernels Pi : Vi
p−→ Wi representing the disintegrations of (αi)#µ over βi|αi , we
can express
~α#µ
F =
∫
V1×V2×V3
P1(v1, · )⊗ P2(v2, · )⊗ P3(v3, · ) ~β#µF(d(v1, v2, v3)).
In conjunction with the above cocycle equation, we conclude from this that:
for ~β#µF-a.e. (v1, v2, v3),
it holds that for (P2(v2, · )⊗ P3(v3, · ))-a.e. (w2, w3),
it holds that for P1(v1, · )-a.e. w1 we have
σ1(p1, w1) · σ2(p2, w2) · σ3(p3, w3) = ∆• ~T |~ξb(w1, w2, w3).
In addition, the above condition on (w2, w3) is easily seen to be measurable, and
the extension ~β|~α : W1×W2×W3 → V1×V2×V3 is relatively ~T -invariant (simply
from the definition of the αi), and therefore by Proposition B.4 we can choose a
~T -equivariant measurable selector η = (η2, η3) : V1 × V2 × V3 →W2 ×W3 such
that
for ~β#µF-a.e. (v1, v2, v3),
it holds that for P1(v1, · )-a.e. w1 we have
σ1(p1, w1) ·σ2(p2, η2(~v)) ·σ3(p3, η3(~v)) = ∆• ~T |~ξb(w1, η2(~v), η3(~v)).
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Now let π′ : X′ → V↾(Zp1+Zp2)1 be the extension given by extending β1(X) to a
system on V1 × V2 × V3 through the first coordinate projection, lifting (β1)#µ to
~β#µ
F
, T |p1β1 to ~T |~β and T |
p2
β1
to (Tp2)×3|~β . Let π′′ : X′′ → V1 be an extension
over π′ that recovers the action of the whole group Z2. Finally, let
X˜ := X⊗{β1=π′′} X′′
regarded as an extension of X through the first coordinate projection.
Under the measure µF we have idV1×V2×V3 ≃ (β1 ◦ π1) ∨ (ζp2−p30 ◦ π2) -
(β1 ◦ π1) ∨ π2, and β1(X) is a (Zp1−p20 ∨ Zp1−p30 )-system and π2 is manifestly
invariant under (T ′)p1−p2 = ~T ((Tp2)×3)−1. Therefore the map X′′ → X′ (al-
though it will typically not be a factor map for the whole Z2-action) is nevertheless
contained in ζX′′
Z
p1−p2
0 ∨Z
p1−p3
0
, and so now we can simply reinterpret the above cocy-
cle equation in X˜ as asserting that σ1(p1, w1) is cohomologous to a cocycle (given
by σ2(p2, η2(~v))−1 · σ3(p3, η3(~v))−1) that is measurable with respect to β˜1.
Clearly we can perform similar extensions to the end of enlarging β2 and β3, and
now alternately combining this kind of extension and extensions obtained by re-
implementing Proposition 4.9, the resulting inverse sequence has an inverse limit
that still enjoys all of the properties guaranteed by Proposition 4.9 (by just the same
reasoning as for that proposition itself) and also enjoys the restricted dependence
of the newly-obtained cocycles σ1(pi, · ).
Our next trick will be to decompose the cocycles σi(pi, · ) obtained above into
products of simpler factorizing cocycles. This is the first in a sequence of such
factorizations that will eventually lead to Theorem 1.1.
Proposition 4.23. For the extended system obtained above the cocycles σi admit
factorizations
σi(pi, · ) = (∆• T |piαi bi) · ρi,j · ρ
−1
i,k · τi
in which
• ρi,j is Tpi−pj -invariant,
• ρi,j = ρ−1j,i ,
• τi is measurable with respect to (ζT1 ∧ ζT
pi−pj
0 ) ∨ (ζT1 ∧ ζT
pi−pk
0 ),
• the cocycles τi satisfy
(τ1 ◦ π1) · (τ2 ◦ π2) · (τ3 ◦ π3) ∈ B1(~T |∨
ij(ζ
T
1 ∧ζ
Tpi=T
pj
0 )◦πi
;A⋆).
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Our approach here will be to first deduce something about the necessary structure
of the transfer function b, and then infer from this the desired structure for σi.
The subcharacteristic factor βi is given by ζT
pi=Tpj
0 ∨ ζT
pi=Tpk
0 , and the two
isotropy factors contributing to this join are relatively independent under µ over
ζT
p1=Tp2=Tp3
0 , and so we can sensibly write points of Vi as vi = (vij , vik),
where the two coordinates are independent random variables after conditioning
on ζT
p1=Tp2=Tp3
0 |ζTpi=Tpj0 (vij) = ζ
Tp1=Tp2=Tp3
0 |ζTpi=Tpk0 (vik).
Lemma 4.24. If σ1, σ2 and σ3 are as output by Proposition 4.22 and b : W1 ×
W2 ×W3 → A⋆ is a choice of joining Mackey section, so
σ1(p1, β1|α1(w1)) ·σ2(p2, β2|α2(w2)) ·σ3(p3, β3|α3(w3)) = ∆• ~T |~αb(w1, w2, w3),
then there is a (possibly different) choice of b satisfying this equation such that
(1) b is measurable with respect to ~β|~α,
(2) and, writing our cocycles as functions of v12, v13 and v23, we have that b
takes the form
b(v12, v13, v23) = b1(v12, v13) · b2(v12, v23) · b3(v13, v23) · c(z12, z13, z23)
where zij := ζT1 |ζTpi=Tpj0 (vij), so in particular c depends only on the join
under µF of the group rotation factors ζT1 ∧ ζT
pi=Tpj
0 .
Proof (1) The extension ~β|~α : W → V is relatively ~T |~α-invariant, and so
given the ~α#µF-almost sure equation
σ1(p1, β1|α1(w1)) ·σ2(p2, β2|α2(w2)) ·σ3(p3, β3|α3(w3)) = ∆• ~T |~αb(w1, w2, w3),
by Proposition B.4 we can choose a ~T -equivariant measurable selector η : V1 ×
V2 × V3 →W1 ×W2 ×W3 such that
σ1(p1, v1) · σ2(p2, v2) · σ3(p3, v3) = ∆• ~T |~αb(η(v1, v2, v3))
for ~β#µF-almost every (v1, v2, v3) ∈ V1 × V2 × V3. Now simply replacing b by
b ◦ η ◦ ~β|~α proves the first conclusion.
(2) We will show that the second conclusion already holds for the transfer
function b output by part (1) above. This will rely on the following trick (first
shown to me by Bernard Host). First we agree to write our cocycles as functions
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on V12×V13×V23 instead of V1×V2×V3, since by Proposition 4.7 this is equivalent
up to negligible sets. Now for l = 1, 2 and ij ∈ ({1,2,3}2 ) let V lij be a copy of Vij
and form the relatively independent product
(V˜ , λ˜) :=
( ∏
ij∈({1,2,3}2 )
V 1ij ×
∏
ij∈({1,2,3}2 )
V 2ij , (
~β#µ
F)⊗
ζT
p1=Tp2=Tp3
0 ◦π1
(~β#µ
F)
)
,
and note that by Proposition 4.7 for this space the natural projection factor maps
onto the spaces Vi,j are all relatively independent over a single factor map onto
ZT
p1=Tp2=Tp3
0 (since
ζT
p1=Tp2=Tp3
0 ◦ π1 ≃ ζT
p1=Tp2=Tp3
0 ◦ π2 ≃ ζT
p1=Tp2=Tp3
0 ◦ π3 ).
We now consider the given combined cocycle equation on each subproduct of the
form V l1212 ×V l1313 ×V l2323 for l12, l13, l23 ∈ {1, 2}. Multiplying these equations with
alternating sign gives
∆• ~T |~β×~T |~β
( ∏
(l12,l13,l23)
b(vl1212 , v
l13
13 , v
l23
23 )
(−1)l12+l13+l23
)
=
∏
(l12,l13,l23)
(
σ1(p1, v
l12
12 , v
l13
13 ) · σ2(p2, vl1212 , vl2323 ) · σ3(p3, vl1313 , vl2323 )
)(−1)l12+l13+l23
= 1A⋆ ,
since the terms on the right-hand side here cancel completely.
It follows that the function∏
(l12,l13,l23)
b(vl1212 , v
l13
13 , v
l23
23 )
(−1)l12+l13+l23
on (V˜ , λ˜) is (~T |~β × ~T |~β)-invariant. Moreover, (V˜ , λ˜) is a relatively independent
product of two copies of (V, ~β#µF) over a copy of ZT
p1=Tp2=Tp3
0 , on which Tp1 ,
Tp2 and Tp3 all act by the same rational rotation, since p1 − p2 and p1 − p2
together generate a finite-index sublattice of Z2, and over which each fibre copy of
(V, ~β#µ
F) carries an action of ~T that is relatively ergodic over the common copy
of ZTp1=Tp2=Tp30 up to another rational rotation factor (by Lemma 4.13 and since
each pair pi, pi − pj also generate a finite-index sublattice of Z2). It follows that
the above product function must actually be measurable with respect to the join
of all the relevant copies of the group rotation factors ζT1 ∧ ζT
pi=Tpj
0 , and so we
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may write it as c◦(z112, z212, . . . , z223)−1 in the obvious notation. Now we can simply
re-arrange the definition of this function to obtain
b(v112, v
1
13, v
1
23) =
( ∏
(l12,l13,l23)6=(1,1,1)
b(vl1212 , v
l13
13 , v
l23
23 )
(−1)l12+l13+l23
)
·c◦(z112, . . . , z223).
Finally we choose a measurable selector η : V 112×V 113×V 123 → V˜ so that the above
equation is satisfied at (v112, v113, v123, η(v112, v113, v123)) for ~β#µF-a.e. (v112, v113, v123).
Composed with this measurable selector, the function
b(v112, v
1
13, v
2
23)
virtually becomes a function of v112 and v113 alone, and similarly for all other con-
tributions to the product on the right-hand side above except the last. Hence by
suitably grouping these together the above equation is now itself in the form
b(v12, v13, v23) = b1(v12, v13) · b2(v12, v23) · b3(v13, v23) · c(z12, z13, z23)
for suitable measurable functions b1, b2, b3 and c, as required.
Corollary 4.25. If σ1, σ2 and σ3 are as output by Proposition 4.22 then there
are sections bi : Vij × Vik → A⋆ such that the cohomologous cocycles σ′i :=
σi · ∆• T |αi (bi ◦ βi|αi) are such that each σ′i(pi, · ) is βi|αi-measurable and these
satisfy
σ′1(p1, v1) · σ′2(p2, v2) · σ′2(p3, v3) = ∆• ~T |~βc(v1, v2, v3)
for some section c : V1×V2× V3 → A⋆ that depends only on the join of the group
rotation factors (ζT1 ∧ ζT
pi=Tpj
0 ) ◦ πi.
Proof Let
b(v12, v13, v23) = b1(v12, v13) · b2(v12, v23) · b3(v13, v23) · c(z12, z13, z23)
be the factorization of b obtained in the preceding lemma, and now let σ′i := σi ·
∆• T |αi (bi ◦ βi|αi) for these bi. In these terms the combined coboundary equation
simply re-arranges to give precisely
σ′1(p1, v1) · σ′2(p2, v2) · σ′2(p3, v3) = ∆• ~T |∨
ij (ζ
T
1
∧ζT
pi=T
pj
0
)◦πi
c(z12, z13, z23),
which is the required equation upon lifting c to be a function on V1×V2×V3.
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Proof of Proposition 4.23 Considering the equation
σ′1(p1, v1) · σ′2(p2, v2) · σ′2(p3, v3) = ∆• ~T |~βc(v1, v2, v3)
obtained from the preceding corollary, and recalling again the relative indepen-
dence of v12, v13 and v23 under ~β#µF promised by Proposition 4.7, we see that we
can make a measurable selection η : V12 × V13 → V23 that actually depends only
on ζT
p1=Tp2=Tp3
0 (v12) = ζ
Tp1=Tp2=Tp3
0 (v13) such that
σ′1(p1, v12, v13)·σ′2(p2, v12, η(v12))·σ′2(p3, v13, η(v13)) = (∆• ~T |~βc)(v12, v13, η(v12))
almost surely, and so subtracting the second and third left-hand terms from both
sides gives an explicit equation for σ′1(p1, · ) as a cocycle of the form ρ◦12 · ρ◦13 · τ◦1
with ρ◦ij a function only of vij and τ◦1 measurable with respect to the join of its per-
mitted group rotation factors (although we must be careful: τ◦1 : (v12, v13) 7→
(∆• ~T |~βc)(v12, v13, η(v12)) is not usually a coboundary, in spite of appearances,
since in this case η is not a selector for a relatively ~T -invariant extension and so
cannot necessarily be made ~T -equivariant).
The same is true of σ′2 and σ′3 by symmetry, and so we can now substitute the
resulting form for each σ′i(pi, · ) once again into the combined cocycle equation to
obtain
τ◦1 (v12, v13) · τ◦2 (v12, v23) · τ◦3 (v13, v23)
· ((ρ◦12 · ρ◦21)(v12)) · ((ρ◦13 · ρ◦31)(v13)) · ((ρ◦23 · ρ◦32)(v23))
= ∆• ~T |~βc(v12, v13, v23).
Since v12, v13 and v23 are certainly relatively independent under µ over their factor-
map images ζT1 |ζTp1=Tp20 (v12), ζ
T
1 |ζTp1=Tp30 (v13) and ζ
T
1 |ζTp2=Tp30 (v23), it follows
that each (ρ◦ij · ρ◦ji)(vij) is virtually a function only of zij = ζT1 |ζTpi=Tpj0 (vij). We
now define
ρ12 := ρ
−1
21 = ρ
◦
12, ρ31 = ρ
−1
13 := ρ
◦
31, and ρ23 = ρ−132 := ρ
◦
23
and
τ1 := τ
◦
1 · (ρ◦13 · ρ◦31), τ2 := τ◦2 · (ρ◦12 · ρ◦21) and τ3 := τ◦3 · (ρ◦23 · ρ◦32),
so that τi · ρij · ρik = τ◦i · ρ◦ij · ρ◦ik for each i, to obtain an equivalent factorization
of each σ′i(pi, · ) in terms of which the combined cocycle equation now simplifies
to
(τ1 ◦ π1) · (τ2 ◦ π2) · (τ3 ◦ π3) = ∆• ~T |~βc
with all of these function now actually depending only on the join of the relevant
group rotation factors, as required.
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4.6 Reduction to another proposition on factorizing cocycles
The final proof of Theorem 1.1 will follow from an enhancement of the cocycle
factorization of Proposition 4.23. In the present subsection we introduce this en-
hancement and show how it leads to the full theorem.
Notation Extending Definition 4.8, we will henceforth write (Z⋆, Rφ⋆) to denote
a Z2-system whose underlying space is the direct integral of some measurably-
varying family of compact Abelian groups Z⋆, indexed by some other standard
Borel probability space (S, ν) on which the action is trivial, with the overall ac-
tion a fibrewise rotation defined by a measurable selection for each s of a dense
homomorphism φs : Z2 → Zs: that is, Rφ⋆ is given by
Rnφ⋆(s, z) := (s, z · φs(n)) for s ∈ S, z ∈ Zs and n ∈ Z2.
Although we sometimes omit to mention it, the measure on this system is the inte-
gral of the Haar measures mZ⋆ . We will refer to such a system as a direct integral
of ergodic group rotations and to (S, ν) as its invariant base space. Sometimes
we omit the base space (S, ν) from mention completely, since once again the forth-
coming arguments will all effectively be made fibrewise, just taking care that all
newly-constructed objects can still be selected measurably. In particular, we will
often write just Z⋆ in place of S ⋉ Z⋆. ⊳
Proposition 4.26. Let X be a system as output by Proposition 4.23 with the fac-
torization of σi(pi, ·) given there and let ζT1 : X → (Z⋆,mZ⋆ , Rφ⋆) be a coordi-
natization of its Kronecker factor. In addition let
τ
(m)
i := τi · (τi ◦Rφ⋆(pi)) · · · · · (τi ◦Rφ⋆((m−1)pi))
for any integer m ≥ 1. For any motionless selection of characters χ⋆ ∈ Â⋆ there
are a fibrewise extension of ergodic group rotations q⋆ : (Z˜⋆, Rφ˜⋆) → (Z⋆, Rφ⋆),
a motionless selection of integers m⋆ ≥ 1 and a motionless family of finite-index
subgroups Z0,⋆ ≤ Z˜⋆ such that φ˜⋆(m⋆pi) ∈ Z0,⋆ and
χ⋆ ◦ τ (m⋆)i ◦ q⋆ = τi,j · τi,k · τnil,i ·∆• φ˜⋆(pi)β
for some β ∈ C(Z˜⋆), where
• τi,j is Rφ˜⋆(pi−pj)-invariant and τi,k is Rφ˜⋆(pi−pk)-invariant, and
• the two-step Abelian distal transformation Rφ˜s(mspi)⋉τnil,i y (z0Z0,s)×S1
is a two-step nilrotation for every coset z0Z0,s ≤ Z˜s for ν-almost every
s ∈ S.
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In this section we deduce Theorem 1.1 from Proposition 4.26 using three smaller
lemmas.
Lemma 4.27. Suppose that n ∈ Z2 \ {0}, that φ⋆ : Z2 → Z⋆ is a motion-
less measurable family of dense homomorphisms, that Z0,⋆ ≤ Z⋆ has finite index
almost surely and that σ : Z⋆ → S1 is a Borel map that restricts to a Z0,⋆-local nil-
cocycle over Rφ⋆(n) almost surely. Then there are a fibrewise extension of rotations
q : (Z˜⋆, φ˜⋆) → (Z⋆, φ⋆), some tuple σ1, σ2, . . . , σD⋆ : Z2 × Z˜⋆ → S1 of cocycles
over Rφ˜⋆ such that each σi restricts to a global nil-cocycle on Z˜s almost surely, and
a φ˜⋆(n)-invariant map d : Z⋆ → {1, 2, . . . ,D⋆} such that σ(q(z˜)) = σd(z˜)(n, z˜)
for mZ˜s-almost every z˜ for ν-almost every s.
Remark It is very important that for each fibre Zs we may need to introduce
several different global nil-cocycles σi to choose from in our representation of σ,
since a priori we have no information at all that relates the behaviour of σ on
different cosets of Z0,s · φs(Zn), which may still be smaller than the whole of
Zs. ⊳
Proof First note that Γs := φ−1s (Z0,s) is a subgroup of Z2 that varies measur-
ably in s (with the obvious discrete measurable structure on the countable set of
subgroups of Z2). By assumption it always contains n.
Let Ωs ⊂ Z2 be a fundamental domain for Γs, chosen to contain 0, and let ⌊·⌋s +
{·}s be the resulting decomposition of Z2 into integer- and fractional-parts modulo
Γs.
Extending the fibre groups Z⋆ if necessary, we may apply Lemma 3.8 for some
direction ms ∈ Γs linearly independent from n and then apply Proposition 3.9 to
the finite-index inclusion Zms + Zn ≤ Γs in order to assume that in place of our
initially-posited σ we actually have σ(n, ·) for some map σ : Γ⋆ × Z⋆ → S1 that
restricts to a Z0,s-local Γs-nil-cocycle over Rφs for almost every s. (It is easy to
see that the selections in Lemma 3.8 and Proposition 3.9 can be made measurably
in s.)
Now we form another extension Z⋆ × (Z2/Γ⋆) with the measurable family of ho-
momorphisms
φ˜⋆ : p 7→ (φ⋆(p),p+ Γ),
and over this we consider the Abelian extension with toral fibres (S1)Ω⋆ and with
cocycle ~σ : Z2 × Z˜⋆ → (S1)Ω⋆ given by
~σ(p, (z,k + Γ)) :=
(
σ
(⌊{ω + k}s + p⌋s, φs(−{ω + k}s) · z))
ω∈Ωs
.
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By restricting to Z˜⋆ := φ˜⋆(Z2), which must still cover the whole of Z⋆ through
the restriction q⋆ of the coordinate projection Z⋆ × (Z2/Γ⋆)→ Z⋆ because φ⋆ has
dense image almost surely, we may assume that (Z˜s, Rφ˜s) is ergodic for almost
every s, and re-interpret ~σ as a cocycle on this space.
For any fixed ω ∈ Ωs the associated coordinate of this cocycle is
σω(p, (z,k + Γ)) := σ
(⌊{ω + k}s + p⌋s, φs(−{ω + k}s) · z).
We can now check the following:
• ~σ is a cocycle over Rφ˜⋆ : it suffices to check this for each ω ∈ Ω⋆ separately,
to which end the cocycle equation for σ gives
σω(p, φ˜s(q) · (z,k + Γ)) · σω(q, (z,k + Γ))
= σ
(⌊{ω + k+ q}s + p⌋s,
φ(q+ {ω + k}s − {ω + k+ q}s) · φs(−{ω + k}s) · z
)
·σ(⌊{ω + k}s + q⌋s, φs(−{ω + k}s) · z)
= σ
(⌊{ω + k+ q}s + p⌋s,
φ({ω + k}s + q− {{ω + k}s + q}s) · φs(−{ω + k}s) · z
)
·σ(⌊{ω + k}s + q⌋s, φs(−{ω + k}s) · z)
= σ
(⌊{ω + k+ q}s + p⌋s, φ(⌊{ω + k}s + q⌋s) · φs(−{ω + k}s) · z)
·σ(⌊{ω + k}s + q⌋s, φs(−{ω + k}s) · z)
= σ
(⌊{ω + k}s + q⌋s + ⌊{ω + k+ q}s + p⌋s, φs(−{ω + k}s) · z)
= σω(q+ p, (z,k+ Γ))
for any q,p ∈ Z2, as required;
• ~σ is a nil-cocycle: once again, it suffices to check this coordinatewise, but if
p ∈ Γs then
σ
(⌊{ω + k}s + p⌋s, φs(−{ω + k}s) · z) = σ(p, φs(−{ω + k}s) · z),
and so our assumptions give that this is a q−1(Z0,s)-local Γs-nil-cocycle,
and therefore since we have extended it to a cocycle for the whole of Z2 this
extension must in fact be a global nil-cocycle by Proposition 3.7.
Finally, in view of the identity
{{−p} + p} = {{−p} − (⌊−p⌋ + {−p})} = {−⌊−p⌋} ≡ 0,
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we have
σ(n, (z,k + Γ)) = σ(⌊{{−k} + k}+ n⌋, φ(−{{−k} + k}) · z)
= σ{−k}(n, (z,k + Γ)).
Hence if we set D⋆ := |Ω⋆| and so regard the coordinates σω as indexed by
1, 2, . . . ,D⋆, then composing the map (z,k + Γ) 7→ {−k} with this enumeration
of Ω⋆ gives a function d with the desired properties.
Lemma 4.28. Suppose that n1,n2,n3 ∈ Z2 are such that any two are linearly
independent, that Y is a Z2-system that is a joining of Y2 ∈ Zn20 , Y3 ∈ Zn30 and
Z = (Z⋆,mZ⋆ , Rφ⋆) ∈ ZZ
2
1 , that C⋆ ≤ S1 is a motionless selection of closed
subgroups, and that X = Y⋉ (C⋆,mC⋆ , σ) is an extension with a cocycle-section
σ : Z2 × Y → C⋆ that admits a factorization
σ(n1, ·) = ∆• φ⋆(n1)b · σ2 · σ3 · σnil
in which
• b takes values in S1,
• σj takes values in S1 and is lifted from Yj for j = 2, 3, and
• σnil takes values in S1 and is such that the two-step Abelian transformation
Rφs(n1) ⋉ σnil y (z0Z0,s) × S1 is a two-step nilrotation for every coset
z0Z0,s ≤ Zs for almost every s.
Then X is a subjoining of Zn10 , Zn20 , Zn30 and ZZ
2
nil,2.
Proof Letting Yj = (Yj, νj , Sj) for j = 2, 3, we may coordinatize Y by some
invariant (ν2, ν3,mZ⋆)-coupling λ on Y2 × Y3 × Z⋆. Also let π : X → Y be the
canonical factor.
Applying Lemma 4.27 to the Borel map σnil we can find some relatively ergodic
extension q : (Z˜⋆, Rφ˜⋆)→ (Z⋆, Rφ⋆), some cocycle-section
~σ = (σ˜1, σ˜2, . . . , σ˜D⋆) : Z
2 × Z˜⋆ → (S1)D⋆
over Rφ˜⋆ that restricts to a global nil-cocycle almost surely, and some φ˜(n1)-
invariant selection d : Z⋆ → {1, 2, . . . ,D⋆} such that
σnil(q(z˜)) = σd(z˜)(n1, z˜) almost surely.
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Defining Z˜ := (Z˜⋆,mZ˜⋆ , Rφ˜⋆) and
Xnil := Z˜⋉ ((S
1)D⋆ ,m(S1)D⋆ , ~σ),
it follows that this is a direct integral of two-step Z2-nilsystems. Let πnil : Xnil →
Z˜ be the canonical factor.
On the other hand, for j = 2, 3 we can extend σj : Yj → S1 to a cocycle σ′j :
(Zn1 + Znj) × Yj → S1 over S↾ Zn1+Znjj simply by setting σ′j(nj , ·) ≡ 1, where
the cocycle equation for σ′j follows from the assumption that σj depends only on a
factor which has trivial (Znj)-subaction. This defines an extension
X◦j := Y
↾ Zn1+Znj
j ⋉ (S
1,mS1 , σ
′
j)
of (Zn1+Znj)-subactions in which nj still acts trivially. We may therefore inter-
pret this as an extension of ((Zn1 + Znj)/Znj)-systems, and now constructing a
further FP extension (Definition 3.17 in [2]) for the inclusion of groups
Z2/Znj ≥ (Zn1 + Znj)/Znj
we obtain πj : Xj → Yj such that Xj still has trivial (Znj)-subaction, and where
X◦j → Y↾ Zn1+Znjj appears as an intermediate extension of the (Zn1 + Znj)-
subactions.
Now, the system Y is a joining of the targets of the factor maps π, π2, π3 and
q◦πnil : Xnil → Z, and so we can define X˜ to be the joining of X2, X3, Xnil and X
that extends Y and under which these four factor maps are relatively independent.
The above descriptions of these individual factors give a coordinatization of X˜ on
some space extending
(Y2 × S1)× (Y3 × S1)× (Z˜⋆ ⋉ (S1)D⋆)⋉ C⋆
(where the further extension of this space needed to describe the whole of X˜ re-
sults from the FP extension Xj constructed over X◦j ). In particular, the explicit
product space above carries an action of Zn1 that is a factor of X˜↾Zn1 , and which
is explicitly coordinatized as(
Sn12 ×Sn13 ×Rφ˜⋆(n1)
)
⋉
(
σ2(n1, y2), σ3(n1, y3), ~σ(n1, z˜), σ(n1, (y2, y3, q(z˜)))
)
.
By our assumptions and the output of Lemma 4.27 this cocycle for the action of
n1 satisfies
σ(n1, (y2, y3, q(z˜))) = ∆• Sn1 b(y2, y3, q(z˜)) · σ2(n1, y2) · σ3(n1, y3) · ~σd(z˜)(n1, z˜)
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almost surely. By the conjugate-minimality of the Mackey group data M• of this
subaction (see Theorem 2.1), it must satisfy
M• ≤
{
(s2, s3, t1, t2, . . . , tD⋆ , z) ∈ (S1)D⋆+2 × C⋆ : z = s2s3td(•)
}
,
bearing in mind that this right-hand group data varies measurably and is invariant
under Sn12 × Sn13 × Rφ˜⋆(n1) (although not necessarily under the whole Z2-action
S2 × S3 × Rφ˜⋆ , because the selection map d is known to be invariant only under
the (Zn1)-subaction).
In particular, we see that the coordinates s2, s3, t1, . . . , tD⋆ together with the coset
(s2, . . . , z) · M• together determine the value of the coordinate z. This implies
that under the joining X˜ the coordinate projections onto X2 ∈ Zn20 , X3 ∈ Zn30 ,
Xnil ∈ ZZ2nil,2 together with the factor Zn10 X˜ determine X, and so this explicitly
witnesses X as a (Zn10 ,Z
n2
0 ,Z
n3
0 ,Z
Z2
nil,2)-subjoining, as required.
Lemma 4.29. If n1,n2 ∈ Z2 are linearly independent and m ≥ 1 then any system
in the class ZZn10 ∨ ZmZn20 is a factor of a system in the class ZZn10 ∨ ZZn20 .
Proof Since we already have ZZn10 ⊆ ZZn10 ∨ ZZn20 it suffices to show that any
(X,µ, T ) ∈ ZmZn20 has an extension in the class ZZn10 ∨ ZZn20 .
To show this, let us first treat the case in which n1, n2 comprise a basis of Z2.
Observe that the extension ζ : X → Zn20 X must be a direct integral of group ro-
tations for the subaction of Zn2 over the n2-invariant system Zn20 X, where almost
all of the fibre groups are quotients of Z/mZ (hence finite). Let A• be these finite
measurable T |ζ-invariant group data, and let Y := (Y, ν, S) be a coordinatization
of Zn20 X.
Since the whole action T must respect this factor and commute with Tn2 , it follows
from Theorem 2.6 that T can be coordinatized over the factor ζ as S ⋉ σ for σ a
cocycle section Z2 × Y → A•.
Now let X˜ := Y ⋉ (A2•,mA2• , (σ1, σ2)) with
σ1(pn1 + qn2, ·) := σ(qn2, ·), σ2(pn1 + qn2, ·) := σ(pn1, ·).
From the vanishing Sn2 = idY we can deduce firstly that σ1, σ2 satisfy the equa-
tions of a cocycle over S and secondly that
σ1(pn1 + qn2, ·) · σ2(pn1 + qn2, ·) = σ(qn2, ·) · σ(pn1, ·)
= σ(qn2, ·) · σ(pn1, Sqn2(·)) = σ(pn1 + qn2, ·).
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Now the map (y, a, a′) 7→ (y, a ·a′) defines a factor map X˜→ X, and on the other
hand the two coordinate projections (y, a, a′) 7→ (y, a) and 7→ (y, a′) yield factors
that are two different extensions of Y, the first being n1-invariant and the second
n2-invariant, and so since also Y ∈ ZZn20 it follows that the joining X˜ of these two
systems lies in Zn10 ∨ Zn20 , as required.
Finally, in case n1,n2 do not span the whole of Z2, we first extend the (Zn1 +
Zn2)-subaction to obtain X˜ as above, and then form a further extension X′ of X˜
that recovers the action of the whole of Z2 (for example, an FP extension, as in
Definition 3.17 of [2]), for which we then still have that X is a factor of (Zn10 ∨
Z
n2
0 )X
′
.
Proof of Theorem 1.1 from Proposition 4.26 This is most easily phrased us-
ing satedness and an argument by contradiction. In view of Lemma 3.11 and the
existence of multiply-sated extensions (Theorem 3.11 in [2]) we may assume that
X0 itself is sated relative to all joins of isotropy factors and two-step pro-nilsystem
factors. We will show by contradiction that under this assumption X0 must itself
admit the characteristic factors described in Theorem 1.1.
Thus, suppose that Theorem 1.1 fails for some triple of directions p1, p2, p3. We
know that X0 does admit some minimal characteristic factors ξi,0, i = 1, 2, 3, for
these directions, so our supposition implies that
ξi,0 6- ζT
pi
0
0 ∨ ζ
T
pi
0 =T
pj
0
0 ∨ ζ
T
pi
0 =T
pk
0
0 ∨ ζT0nil,2 (2)
for at least one i ∈ {1, 2, 3}.
Let X → X0 be a further extension as given by Proposition 4.23. Since the mini-
mal characteristic factors ξi of X must certainly contain those of X0, that theorem
now implies that
• ξi,0 ◦ π is contained in some Abelian isometric extension of
ζT
pi
0 ∨ ζT
pi=Tpj
0 ∨ ζT
pi=Tpk
0 ∨ ζT1 : X→W = (W, θ,R),
where W is a suitable choice of target system for this factor map, and
• the extension is given by a cocycle σi : Z2 ×W → A⋆ that admits a factor-
ization
σi(pi, · ) = (∆• T |piαi bi) · ρi,j · ρ
−1
i,k · τi
as in Proposition 4.26.
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Let us write Y → W for this Abelian extension that coordinatizes ξi over the
above factor map.
Now let U be a compact metrizable Abelian fibre repository for the groups A⋆,
let χn, n ≥ 1 be an enumeration of Û , and for each n let χn,⋆ := χn|A⋆ be
the resulting measurable family of characters in Â⋆. Since the restrictions χn|As
span the whole of L2(mAs) for each s (because L2(mAs) = span Âs and any
member of Âs is the restriction of some character on U ), it follows that the family
of fibrewise factors
idW ⋉ χn,⋆ : (W ⋉A⋆, θ ⋉mA⋆, R ⋉ σ⋆)
→ (W ⋉ χn,⋆(A⋆), θ ⋉mχn,⋆(A⋆), R⋉ χn,⋆(σ⋆))
generates the whole of Y ∼= (W ⋉A⋆, θ⋉mA⋆ , R⋉σ⋆). This defines a family of
factors κn : Y → Yn generating Yn, and hence we obtain ξi ≃
∨
n≥1(κn ◦ ξi).
We complete the proof by showing that each Yn is a factor of a member of Zpi0 ∨
Z
pi−pj
0 ∨ Zpi−pk0 ∨ ZZ
2
nil,2: since this is an idempotent class, it then follows that Y
is also a factor of a member of this class, and hence that there is a further extension
π˜ : X˜→ X0 such that ξi,0 ◦ π˜ is contained in
(Zpi0 ∨ Z
pi−pj
0 ∨ Zpi−pk0 ∨ ZZ
2
nil,2)X˜.
In view of (2) this gives the desired contradiction with the (Zpi0 ∨Zpi−pj0 ∨Zpi−pk0 ∨
Z
Z2
nil,2)-satedness of X0.
To find our extension of Yn we now call on the further factorization given by
Proposition 4.26. After adjoining the enlarged Kronecker system (Z˜⋆,mZ˜⋆ , Rφ˜⋆)→
(Z⋆,mZ⋆ , Rφ⋆) relatively independently to X if necessary, that proposition gives
a motionless selection of integers m⋆ ≥ 1 and a new factorization of χn,⋆ ◦ τ (m⋆)i .
From the ingredients of that new factorization, we can combine β with χn,⋆ ◦ bi
and τi,j with χn,⋆ ◦ ρ(m⋆)i,j to give
χn,⋆ ◦ σi(m⋆pi, · ) = (∆• T |piαi b
′
i) · ρ′i,j · (ρ′i,k)−1 · τ ′i ,
where now
• ρ′i,j is Tpi−pj -invariant and ρ′i,k is Tpi−pk -invariant, and
• τ ′i is lifted from Z⋆, takes values in S1 and is such that the two-step Abelian
transformation Rφs(mspi) ⋉ τ ′i y (z0Z0,s)× S1 is a two-step nilrotation for
every coset z0Z0,s ≤ Zs for almost every s.
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To use this factorization of χn,⋆ ◦ σi(m⋆pi, ·) we must decompose Yn a little
further. For each m ≥ 1 let Sm := {s ∈ S : ms = m},
Cs,m :=
{
χn,s(As) if s ∈ Sm
(0) else,
and let rs,m : χs(As) −→ Cs,m be the fibrewise quotient map which for each s
equals either idχs(As) or the zero map accordingly. Since
⋃∞
m=1 Sm is a disjoint
union of measurable sets that is ν-conegligible in S, the fibrewise quotient factors
idW ⋉ r⋆,m : W ⋉ χn,⋆(A⋆)→ W ⋉ C⋆,m together generated Yn. Letting Yn,m
be the targets of these factors, it will therefore suffices to show that each of these
is individually a factor of a member of Zpi0 ∨ Zpi−pj0 ∨ Zpi−pk0 ∨ ZZ
2
nil,2.
However, now an appeal to Lemmas 4.27 and 4.28 withC⋆ := C⋆,m gives that each
Yn,m is a factor of a member of Zmpi0 ∨Zpi−pj0 ∨Zpi−pk0 ∨ZZ
2
nil,2, and Lemma 4.29
shows that in fact this class is simply equal to Zpi0 ∨ Z
pi−pj
0 ∨ Zpi−pk0 ∨ ZZ
2
nil,2, so
this completes the proof.
4.7 Reduction of the cocycle factorization to the ergodic case
Proposition 4.30. If the conclusion of Proposition 4.26 holds for almost every
individual fibre group, then it holds in general.
Proof Let (S, ν) be the standard Borel probability space indexing the family Z⋆.
Our assumption is that a suitable extension qs : (Z˜s, Rφ˜s) → (Zs, Rφs), integer
ms and factorization
χs ◦ τ (ms)i ◦ qs = τs,i,j · τs,i,k · τs,nil,i ·∆• φ˜s(pi)βs
exist for ν-almost all s separately, and we must show that these data can be chosen
so that the family (Z˜s, φ˜s) and integers ms are measurable in s and each of τs,i,j,
τs,i,k, τs,nil,i and βs is ν-almost surely the restriction to the fibre {s} × Z˜s of some
measurable map S ⋉ Z˜⋆ → S1 or Z2 × (S ⋉ Z˜⋆)→ S1.
In essence this follows from an appeal to the Measurable Selection Theorem (in
the form of Theorem 2.2 in [5], for example), but we must be quite careful in how
we handle the measurability issues resulting from the additional variability in the
domain Zs. The key idea is to identify the data
qs : (Z˜s, φ˜s)→ (Zs, φs), βs : Z˜s → S1, τs,i,j, τs,i,k, τs,nil,i : Z2 × Z˜s → S1
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with a sequence of approximating data that involve only compact Abelian Lie
groups. This will carry the advantage that compact Abelian Lie groups have only
countably many closed subgroups, which will clarify some of those measurability
issues.
By symmetry, let us now assume that (i, j, k) = (1, 2, 3), and to lighten notation
in the remainder of this subsection let σs := χs ◦ τi ◦ qs and write τs,ℓ in place of
τs,1,ℓ for ℓ = 2, 3 and τs,nil in place of τs,nil,1.
Step 1 Fix some compact metrizable Abelian fibre repository U for the family
Z⋆. By embedding U into (S1)N using an enumeration of Û , we may simply as-
sume that U = (S1)N. Since any compact metrizable Abelian extension of Zs may
be written as a closed subgroup of (S1)N × Zs with extension epimorphism given
by the second coordinate projection (this time by enumerating ̂˜Zs ∩ Z⊥s , for ex-
ample), it follows from our assumptions that for each s separately we may realize
Z˜s as a closed subgroup of U˜ := (S1)N × (S1)N which projects onto Zs ≤ (S1)N
under the second coordinate projection.
Let Q1,N : (S1)N → (S1)N be the projection onto the first N coordinates and let
QN := (Q1,N , Q1,N ) : U˜ → (S1)N × (S1)N , so that this is an inverse sequence of
quotients generating the whole of U˜ . Given these we may also define finite-level
connecting epimorphisms QNK = (QN1,K , QN1,K) : (S1)N×(S1)N → (S1)K×(S1)K
when N ≥ K .
Step 2 In order to make use of these approximating Lie groups, let ΛN be the
set of all nonuples
(m,Z, Z˜, φ˜, ρ, β, τ2, τ3, τnil)
such that
• m is a positive integer;
• Z ≤ (S1)N , Z˜ ≤ (S1)N × (S1)N and Z˜ projects onto Z under the second
coordinate projection;
• φ˜ : Z2 → Z˜ is a homomorphism;
• ρ : Z → S1, β : Z˜ → S1 and τ2, τ3, τnil : Z2 × Z˜ → S1 are Haar-a.e.
equivalence classes of Borel maps.
Since (S1)N×(S1)N has only countably many closed subgroups, we may partition
ΛN into countably many subsets according to the subgroup Z˜ appearing in the
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sequence, and now for each possible Z˜ the corresponding subset of ΛN may simply
be identified with
N×Hom(Z2, Z˜)× C(Z)× C(Z˜)× C(Z2 × Z˜)3.
Regarding C(Z) and its cousins with their usual Polish topologies, we consider this
product endowed with the product topology and its Borel σ-algebra and now piece
these σ-algebras together to obtain a Borel structure on the whole of ΛN . This
defines a standard Borel structure on ΛN because there are only countably many
pieces.
Let Ω :=
∏
N≥1 ΛN and ΩN :=
∏
K≤N ΛK , so there is a natural projection map
Ω → ΩN for each N . Consider Ω and each ΩN endowed with its product Borel
structure.
Step 3 Inside Ω we now define the subset Ωconv ⊆ Ω to comprise those se-
quences (
(mN , ZN , Z˜N , φ˜N , ρN , βN , τN,2, τN,3, τN,nil)
)
N≥1
such that the following hold:
• mN does not depend on N ;
• we have QNK(Z˜N ) = Z˜K for each N ≥ K , so that we may define Z˜∞ :=⋂
N≥1Q
−1
N (Z˜N ) ≤ U˜ and Z∞ :=
⋂
N≥1Q
−1
1,N (ZN ) ≤ U , and observe
that Z˜∞ projects onto Z∞ under the second coordinate projection and that
QN (Z˜∞) = Z˜N and Q1,N (Z∞) = ZN for all N ;
• similarly, we have QNK ◦ φ˜N = φ˜K whenever N ≥ K , so that we may
unambiguously define φ˜∞ ∈ Hom(Z2, Z˜∞) by letting φ˜∞(n) be the unique
element of
⋂
N≥1Q
−1
N {φ˜N (n)}, and also define φ∞ ∈ Hom(Z2, Z∞) to be
the composition of φ˜∞ with the projection Z˜∞ → Z∞;
• each of the function sequences converges in probability, in the sense that for
any ε > 0 there is some K ≥ 1 such that
mZ˜N {|βN − βK ◦Q
N
K | > ε} < ε ∀N ≥ K,
where the additive difference βN − βK ◦ QNK is understood as a difference
of two complex numbers, and similarly for the ρN , τN,i and τN,nil;
• the functions Z2 × Z˜N → S1 are asymptotically cocycles, in the sense that
for any n,m ∈ Z2 and ε > 0 there is some K ≥ 1 such that
mZ˜N {|∆• φ˜N (n)τN,i(m, ·) −∆• φ˜N (m)τN,i(n, ·)| > ε} < ε ∀N ≥ K,
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and similarly for τN,nil;
• moreover, the functions τN,nil actually stabilize at some finite level K , in the
sense that τN,nil = τK,nil◦QNK Haar-a.e. for all N ≥ K , and the stable value
τK,nil is a cocycle Z2 × Z˜K → S1 over Rφ˜N .
Clearly Ωconv is a Borel subset of Ω. The third condition implies that the lifts
βN ◦ QN : Z˜∞ → S1 converge in probability on Z˜∞, and similarly for the other
maps, to some Borel maps ρ∞ : Z∞ → S1, β∞ : Z˜∞ → S1 and τ∞,2, τ∞,3 : Z2 ×
Z˜∞ → S1, where these latter are cocycles over Rφ˜∞ . In addition, simply by lifting
the stable value τK,nil : Z2×Z˜K → S1 we obtain a cocycle τ∞,nil : Z2×Z˜∞ → S1
over Rφ˜∞ . We will refer to these groups, homomorphisms and maps as the limit
data of the sequence
(
(mN , ZN , Z˜N , φ˜N , ρN , βN , τN,2, τN,3, τN,nil)
)
N≥1
.
Conversely, given a subgroup Z˜∞ ≤ (S1)N× (S1)N, a homomorphism φ˜∞ : Z2 →
Z˜∞ and maps ρ∞, β∞, τ∞,2, τ∞,3 and τ∞,nil satisfying all the conditions listed
above, then since any Borel map on a compact group may be approximated in
probability by a map lifted from a Lie quotient group it follows that there is some
sequence (
(mN , ZN , Z˜N , φ˜N , ρN , βN , τN,2, τN,3, τN,nil)
)
N≥1
∈ Ωconv
giving rise to them as its limit data.
Step 4 We now make use of the Borel sets of canonical nil-cocycles A(·) ob-
tained in Lemma 3.4. We consider the further subset Ωfinal ⊆ Ωconv comprising
those convergent sequences
(
(mN , ZN , Z˜N , φ˜N , ρN , βN , τN,2, τN,3, τN,nil)
)
N≥1
such that the limiting cocycles satisfy
τ∞,2(p1 − p2, ·) = τ∞,3(p1 − p3, ·) ≡ 1
and that if τK,nil has stabilized at level K then (φ˜K , τK,nil) ∈ A(Z˜K), the class of
pairs introduced in Lemma 3.4. It follows from Lemma 3.4 that Ωfinal is a Borel
subset of Ωconv.
Step 5 The importance of these preliminaries is that they provide a standard
Borel space Ωfinal from which we can make measurable selections. Let E ⊆ S ×
Ωfinal comprise those pairs(
s,
(
(mN , ZN , Z˜N , φ˜N , ρN , βN , τN,2, τN,3, τN,nil)
)
N≥1
)
such that
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• (smaller subgroups behave as they should) for eachN we have ZN = Q1,N (Zs)
and φ˜N projects to Q1,N ◦ φs under composition with Z˜N → ZN ;
• (cocycles have desired limits) we have ρ∞ = σs(mNp1, ·).
Once again, E is easily seen to be Borel in S × Ωfinal, and our initial assumption
pertaining to ν-a.e. individual s promises that the fibre E ∩ ({s} × Ωfinal) is ν-
almost surely nonempty. Hence an appeal to the Measurable Selection Theorem
now gives a ν-conegligible subset S0 ⊆ S and a Borel selection
s 7→ (s, ((ms, Zs,N , Z˜s,N , φ˜s,N , ρs,N , βs,N , τs,N,2, τs,N,3, τs,N,nil))N≥1)
defined for s ∈ S0.
Finally we let Z˜⋆ be the measurable family s 7→
⋂
N≥1Q
−1
N (Z˜s,N ), q⋆ : (Z˜⋆, φ˜⋆)→
(Z⋆, φ⋆) the coordinate projection, and observe that the sequences
β⋆,N ◦QN , τ⋆,N,i ◦QN and τ⋆,N,nil ◦QN ,
regarded as maps S ⋉ Z˜⋆ → S1 and Z2 × (S ⋉ Z˜⋆)→ S1, also converge in prob-
ability for ν ⋉mZ˜⋆ and their limits define the map β⋆ and cocycles τ⋆,i and τ⋆,nil
required for Proposition 4.26, together with the measurable selections of integers
m⋆. This completes the proof.
4.8 Another consequence of satedness
We now make a slight detour to introduce a property of certain direct integrals of
Kronecker systems that we will need later and that seems to merit its own subsec-
tion, and show how it can be deduced from the FIS property.
Definition 4.31 (DIO system). A direct integral ofZd-group rotations (U⋆,mU⋆ , ψ⋆)
with invariant base space (S, ν) has the disjointness of independent orbits prop-
erty, or is DIO, if for subgroups Γ1,Γ2 ≤ Zd we have
Γ1 ∩ Γ2 = {0} ⇒ φs(Γ1) ∩ φs(Γ2) = {1Zs} for ν-a.e. s.
Proposition 4.32. If X is an FIS Zd-system then the factor ZT1 = ZZ
d
1 X, the max-
imal factor of X that can be coordinatized as a direct integral of group rotations,
is such that for any subgroups Γ1,Γ2 ≤ Zd with trivial intersection we have
ζT1 ≤ (ζT1 ∧ ζT
↾Γ1
0 ) ∨ (ζT1 ∧ ζT
↾Γ2
0 ),
and ZT1 is DIO.
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Proof Let π : X → (Z⋆,mZ⋆ , Rφ⋆) be a coordinatization of ζT1 : X → ZT1 , say
with invariant base space (S, ν). Fix Γ1,Γ2 ≤ Zd with trivial intersection and let
Γ := Γ1 + Γ2. First note that if Γ has infinite index in Zd then we can choose
another subgroup Λ ≤ Zd that is a complement to the radical
rad Γ := {n ∈ Zd : kn ∈ Γ for some k ∈ Z \ {0}},
so that now Γ1 ∩ (Γ2 + Λ) = {0} and Γ1 + Γ2 + Λ has finite index in Zd; and
so simply by replacing Γ2 with Γ2 + Λ if necessary it suffices to treat the case in
which Γ has finite index in Zd.
The remainder of the proof breaks into two steps.
Step 1 We first observe that any direct integral ofZd-group rotations (U⋆,mU⋆ , ψ⋆)
(which we may assume has ergodic fibres) is a (ZΓ10 ,ZΓ20 )-subjoining.
Let us first see this when Γ1 + Γ2 = Zd, so that we may express Zd = Γ1 ⊕ Γ2
and let proji : Zd → Γi be the resulting coordinate projections. In this case the
construction is very simple: for by the ergodicity of the fibres we have ψs(Γ1) +
ψs(Γ2) = Us almost surely, and now we can define the extension of direct integrals
of group rotations
(U1,⋆,mU1,⋆ , ψ1,⋆)→ (U⋆,mU⋆ , ψ⋆)
with the same invariant base space (S, ν) by setting
U1,s := ψs(Γ1)× ψs(Γ2)
and q1,s : U1,s ։ U0,s : (u, v) 7→ uv and defining the extended homomorphism
by
ψ1,s(n) = (ψs(proj1(n)), ψs(proj2(n)))
(all of these specifications being manifestly still measurable in s). The extended
system is now clearly a joining of the systems
(ψ⋆(Γi),mψ⋆(Γi), ψ⋆ ◦ proji)
for i = 1, 2, each of which has trivial Γ3−i-subaction.
If Γ1 + Γ2 is a proper subgroup of Zd then we must work a little harder. We can
treat this case abstractly by first constructing a suitable extension for the subaction
R↾Γ1+Γ2ψ using the argument above, and then constructing a further extension to
recover an action of the whole of Zd, such as an FP extension as in Subsection 3.2
of [2], which is easily seen to retain the desired disjointness of orbit closures and to
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give another direct integral of group rotations. However, for clarity let us describe
a suitable construction a little more explicitly in the present setting.
Let Ki,s := ψs(Γi) and Ks := ψs(Γ) = K1,s×K2,s, let Ω ⊆ Zd be a fundamental
domain for the finite-index subgroup Γ and let {·} : Zd → Ω, ⌊·⌋ : Zd → Γ be the
corresponding fractional- and integer-part maps. Let us also decompose ⌊·⌋ further
as ⌊·⌋1 + ⌊·⌋2 with ⌊·⌋i : Zd → Γi (clearly having chosen Ω there is a unique such
decomposition). Finally let ws,ω := ψs(ω) ∈ Us for ω ∈ Ω.
Now consider the map q1,s : U1,s := K1,s ×K2,s × (Zd/Γ)→ Us given by
(u, v,m + Γ) 7→ u · v · ws,{m}.
This is easily seen to be onto, because the original homomorphism ψs was dense.
On S ⋉ U1,⋆ we define the Zd-action R1 by
Rn1 : (s, u, v,m + Γ)
7→ (s, ψs(⌊n+m⌋1 − ⌊m⌋1)u, ψs(⌊n+m⌋2 − ⌊m⌋2)v,m + n+ Γ)
(it is easily checked that the right-hand side here depends only on the class m+Γ,
so this is a well-defined action), and now we see that
q1,s(R
n
1 (s, u, v,m + Γ))
= ψs(⌊n+m⌋1 − ⌊m⌋1) · u · ψs(⌊n+m⌋2 − ⌊m⌋2) · v · ws,{m+n}
= ψs(⌊n+m⌋ − ⌊m⌋) · u · v · ψs({n+m} − {m}) · ws,{m}
= ψs(n) · (u · v · ws,{m}).
Thus q1,⋆ : (U1,⋆,mU1,⋆ , R1)→ (U⋆,mU⋆ , ψ⋆) defines an extension ofZd-systems.
Since the subaction of the finite-index subgroup group Γ1 + Γ2 simply acts by ro-
tations inside each of the [Γ1 + Γ2 : Zd]-many fibres of K1,⋆ × K2,⋆ in U1,⋆,
this subaction is actually a direct integral of direct sums of group rotation actions
and hence the overall action is also a direct integral of group rotations. Finally
we observe that the fibrewise restriction of R1 to the canonical factor with fibres
K1,⋆×(Zd/Γ) has trivial Γ2-subaction and its fibrewise restriction to the canonical
factor with fibres K2,⋆ × (Zd/Γ) has trivial Γ1-subaction, so this extended system
is a member of ZΓ10 ∨ ZΓ20 .
Step 2 Since we assume that X is (ZΓ10 ∨ ZΓ20 )-sated, Step 1 now implies that
π - ζT
↾Γ1
0 ∨ ζT
↾Γ2
0 . On the other hand ζT
↾Γ1
0 and ζT
↾Γ2
0 are relatively independent
over ζT
↾(Γ1+Γ2)
0 , and since Γ1 + Γ2 has finite index in Z2 this in turn is simply an
extension of ζT0 by finite group rotations that factorize through the quotient map
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Zd → Zd/Γ. By the non-ergodic Furstenberg-Zimmer Theorem 2.4 it follows that
π and ζT ↾Γ10 ∨ ζT
↾Γ2
0 are relatively independent under µ over
(ζT
1/ζT
↾Γ
0
∧ ζT ↾Γ10 ) ∨ (ζT1/ζT ↾Γ0 ∧ ζ
T ↾Γ2
0 ),
so the above containment implies that π is actually contained in this join.
However, again since Γ has finite index in Zd and any compact extension of a finite
group rotation system is still compact, we must in fact have ζT
1/ζT
↾Γ
0
= ζT1 , and so
we have deduced the first desired conclusion that π is contained in the join of its
further Γ1- and Γ2-invariant factors. Since these are coordinatized by the fibrewise
quotient maps
S ⋉ Z⋆ → S ⋉ (Z⋆/φ⋆(Γi)) : (s, z) 7→ (s, zφs(Γi)) for i = 1, 2,
in order for these to generate the whole of Zs above ν-almost every s it must hold
that the cosets zφs(Γ1) and zφs(Γ2) together uniquely determine z ∈ Zs for almost
every s, or equivalently that
φs(Γ1) ∩ φs(Γ2) = {1Zs} for ν-almost every s,
as required.
Example Although the DIO property will shortly prove very useful, ascending
to a DIO extension can make a very simple initially-given group rotation system
(U⋆,mU⋆ , φ⋆) into a very much more complicated extension (U˜⋆,mU˜⋆ , φ˜⋆). For
example, letting w ∈ S1 be an irrational rotation and φ : Z2 −→ (S1)2 =: U0 be
the homomorphism (m,n) 7→ (wm, wn), we can build a DIO extension by choos-
ing a sequence ((mi1,mi2), (ni1, ni2))i≥1 of linearly independent pairs of mem-
bers ofZ2, and then constructing the inverse sequence of systems
(
(U(i),mU(i) , φ(i))
)
i≥0
,
(q
(i)
(j))i≥j≥0 recursively so that givenU(i) the map q
(i+1)
(i) sends (s, t) to (s
mi1tmi2 , sni1tni2).
It is easy to see that this construction gives rise to a sequence of surjective endomor-
phisms ofU(i) ∼= (S1)2 (in which q(i+1)(i) has covering number
∣∣∣ det( mi1 m12
ni1 ni2
)∣∣∣,
in particular), but that the resulting inverse limit group is an extremely complicated
beast indeed. A more detailed discussion of such inverse limit constructions can
be found in Rudolph’s paper [37]. ⊳
The importance of Proposition 4.32 for our study of Z2-systems is that it substan-
tially simplifies our picture of the joinings of direct integrals of group rotations
(ζT1 ∧ ζT
pi−pj
0 ) ∨ (ζT1 ∧ ζT
pi−pk
0 ),
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and also their overall joining under µF, that underly the new maps τi that appear in
the factorization of Proposition 4.23.
Indeed, we have just seen that for an FIS system each of the above factors simply
equals ζT1 . Letting ζT1 : X → (Z⋆,m⋆, Rφ⋆) be a coordinatization as above with
invariant base space (S, ν) (so (S, ν) can be identified with ZT0 ), it follows from
the definition of µF that its restriction to the factor (ζT1 )×3 is the joining-limit as
N →∞ of the measures
1
N
N∑
n=1
m(φ(np1),φ(np2),φ(np3))·{(z,z,z): z∈Z}
=
1
N
N∑
n=1
m(1,φ(n(p2−p1)),φ(n(p3−p1)))·{(z,z,z): z∈Z}
→ m{(1,φ(n(p2−p1)),φ(n(p3−p1))): n∈Z}·{(z,z,z): z∈Z}.
Clearly if
(1, u2, u3) ∈ {(1, φ(n(p2 − p1)), φ(n(p3 − p1))) : n ∈ Z} ≤ Z3
then ui ∈ φ(Z(pi − p1)) for i = 2, 3 and u2u−13 ∈ φ(Z(p3 − p2)). On the other
hand, given any (1, u2, u3) satisfying these constraints, if we choose ni ∈ Z so that
φ(ni(p2−p1))→ u2 as i→∞ and pass to a subsequence so that φ(ni(p3−p1))
also converges, say to v, then we see that vu−13 = (vu
−1
2 )(u2u
−1
3 ) must lie in
φ(Z(p3 − p1) ∩ φ(Z(p3 − p2)). By the DIO property this is {1}, so v = u3 and
(1, u2, u3) is in our subgroup.
Hence given the DIO property the restriction of µF is simply m~Z for
~Z = {(z1, z2, z3) ∈ Z3 : ziφ(Z(pi − pj)) = zjφ(Z(pi − pj)) ∀i 6= j}.
We can now deduce another important consequence of the DIO property.
Corollary 4.33. If (Z,mZ , φ) is a Z2-group rotation having the DIO property and
n1,n2 ∈ Z2 are linearly independent then the extension of group rotations
q : (Z,mZ , Rφ(n1))→ (Z/φ(Zn2),mZ/φ(Zn2), Rφ(n1)φ(Zn2))
is relatively invariant.
Proof Since n1 and n2 are linearly independent the DIO property gives
φ(Zn1) ∩ ker q = φ(Zn1) ∩ φ(Zn2) = {1},
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and hence q restricts to an isomorphism
q|φ(Zn1) : φ(Zn1)→
(
φ(Zn1) · φ(Zn2)
)
/φ(Zn2).
Since the individual ergodic components of Rφ(n1) in Z are simply the cosets of
φ(Zn1), it follows that q maps each of these isomorphically to a corresponding
ergodic fibre of Rφ(n1)φ(Zn2), as required.
4.9 Completion of the cocycle factorization in the ergodic case
Let us finally pick up the thread that we set down at the end of the Subsection 4.5.
After ascending to an extended system X as given by Proposition 4.22 and adopt-
ing the factorization of Proposition 4.23 for a given triple p1, p2, p3, the result-
ing cocycles τi satisfy a combined coboundary equation with transfer function de-
pending only on the joining under µF of the direct integrals of group rotations
(ζT1 ∧ ζT
pi=Tpj
0 ) ◦ πi. In the notation introduced at the end of the preceding sub-
section this equation reads
τ1(z1) · τ2(z2) · τ3(z3) = ∆• (w1,w2,w3)c(z1, z2, z3) m~Z⋆-a.e. (z1, z2, z3) (3)
for some Borel c : ~Z⋆ → A⋆, where wi := φ⋆(pi).
The above gives us an equation relating the restrictions of the cocycles τi to Zs
for almost every s. On the other hand, Proposition 4.32 promises that the ergodic
group rotation action (Zs,mZs , φs) has the DIO property for almost every s; and by
Proposition 4.30 the conclusion of Proposition 4.26 will hold if we merely prove it
for almost every s individually, ignoring issues of measurability in s. Therefore we
may now assume that our overall system is ergodic, and that there is simply a single
DIO group rotation (Z,mZ , Rφ) in play. This will both lighten the notation in the
arguments to come, which will involve moving quickly among various subgroups
of Z , and will save us the trouble of re-proving ‘measurably-varying’ versions of
a host of standard results from Moore’s cohomology theory of locally compact
groups (see Appendix A).
We will therefore now drop all mention of the invariant base space (S, ν), and will
omit the subscript ⋆ indicating motionless dependence from data such as the fibre
group A.
Also, our proof of Proposition 4.26 will make use of equation (3) only after com-
posing with some character χ ∈ Â, after which the same equation is obtained for
the resulting S1-valued maps. Hence it will suffice from this point on to consider
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S1-valued maps, and so to lighten the notation further we will henceforth treat each
τi and c as themselves S1-valued.
Our first step is to obtain solutions to an analog of the Conze-Lesigne equations, but
which make only a weaker demand in that they are ‘directional’. This step has close
parallels with the extraction of the Conze-Lesigne equations in the study of char-
acteristic factors for Z-actions and related problems: see, in particular, Meiri [29],
Rudolph [37] and Furstenberg and Weiss [17].
Lemma 4.34. If u ∈ φ(Z(p1 − p3)) then there is some u2 ∈ Z such that (u, u2, 1) ∈
~Z .
Proof Clearly
φ(Z(p1 − p3)) ≤ φ(Z(p1 − p2)) · φ(Z(p2 − p3)),
and so u may be expressed accordingly as u1u2. This gives u2φ(Z(p2 − p3)) =
φ(Z(p2 − p3)) and uφ(Z(p1 − p2)) = u2φ(Z(p1 − p2)), and so (u, u2, 1) ∈ ~Z
as required.
Lemma 4.35. In the notation explained above, for each ordering {i, j, k} = {1, 2, 3}
the Borel map τi has the property that for every u ∈ φ(Z(pi − pj)) there are Borel
maps bu : Z → S1 and cu : Z/φ(Z(pi − pk))→ S1 such that
∆• uτi(z) = ∆• φ(pi)bu(z) · cu(z · φ(Z(pi − pk)))
Haar almost surely. In which case we write that bu solves equation E(i, j, u) and
term cu its one-dimensional auxiliary.
Remark Observe that if φ(Z(pi − pj)) = φ(Z(pi − pk)) = Z then the above
conclusions simply promise solutions to the classical Conze-Lesigne equations.
However, the DIO property prevents these subgroups of Z from being dense in
all cases except Z = {0}, so for us this is only a first step on route to Proposi-
tion 4.26. ⊳
Proof By symmetry it suffices to show that when i = 1 the equation E(1, 3, u)
admits a solution for every u ∈ φ(Z(p1 − p3)). Recall that we write wi := φ(pi),
and let us also set wij := wiφ(Z(pi − pj)) = wjφ(Z(pi − pj)) when i 6= j.
By Lemma 4.34 we have (u, u2, 1) ∈ ~Z for some u2 ∈ Z . We may therefore
consider equation (3) shifted by this element of ~Z, and now dividing the shifting
equation by the original gives
∆• uτ1(z1) ·∆• u2τ2(z2) = ∆• (w1,w2,w3)b˜u(z1, z2, z3) (4)
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m~Z -almost surely, where b˜u(~z) := c((u, u2, 1) · ~z) · c(~z).
However, by Corollary 4.33 we can re-coordinatize (Z,mZ , Rwi) as a relatively
invariant extension of (Z/φ(Z(p1 − p2)),mZ/φ(Z(p1−p2)), Rw12) for i = 1, 2, say
as
(Z,mZ , Rwi)
∼= (Si, νi, id)⊗ (Z/φ(Z(p1 − p2)),mZ/φ(Z(p1−p2)), Rw12)
for some auxiliary standard Borel spaces (Si, νi). In these new coordinatizations
equation (4) reads
(∆• uτ1)(s1, z12) · (∆• u2τ2)(s2, z12) = ∆• id×id×Rw12 b˜u(s1, s2, z12)
(ν1 ⊗ ν2 ⊗mZ/φ(Z(p1−p2)))-almost surely (where we have been a little casual in
identifying the differenced function ∆• uτ1 as a function on S1×(Z/φ(Z(p1 − p2)))).
This we can re-arrange to give
(∆• uτ1)(s1, z12) = ∆• id×id×Rw12 b˜u(s1, s2, z12) · (∆• u2τ2)(s2, z12),
so picking some s2 = s◦2 for which this holds for almost every (s1, z12) we deduce
that
∆• uτ1(s1, z12) = ∆• id×Rw12 b0(s1, z12) · c0(z12)
with b0(s1, z12) := b˜u(s1, s◦2, z12) and c0(z12) := (∆• u2τ2)(s◦2, z12). Recalling our
identification (Z,Rw1) ∼= (S1 ×Z/φ(Z(p1 − p2)), id×Rw12), we recognize this
as equation E(1, 3, u), so b0 is a solution.
Remark Although very simple, the above analysis of equation (3) was possible
only in light of the DIO property and its consequence Corollary 4.33, which in turn
hold only because of the very strong FIS assumption. I suspect that without the
DIO property there may be instances of the combined cocycle equation for which
the above conclusion fails. ⊳
The equations E(i, j, u) solved by the preceding lemma are already suggestively
close to the Conze-Lesigne equations of Proposition 3.5. That propositions makes
it clear that any nil-cocycle admits solutions to every E(i, j, u), but owing to the
restriction u ∈ φ(Z(pi − pk)) in Lemma 4.35 there are other examples of cocycles
τi that admit solutions to these equations.
In particular, this is trivially so if τi is invariant in either of the directions φ(pi−pj)
or φ(pi − pk), since if τi is φ(pi − pj)-invariant then ∆• uτi ≡ 1 for any u ∈
φ(pi − pj), and if it is φ(pi − pk)-invariant then we may simply let bu ≡ 1 and
cu := ∆• uτi.
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This sheds some light on the point of Proposition 4.26: we will prove that any
cocycle τi admitting solutions to all of the equations E(i, j, u) must factorize into
examples of these different kinds (partially invariant cocycles and nil-cocycles,
or more precisely local nil-cocycles). That will give the factorization needed for
Proposition 4.26, and will take up the remainder of this section.
In pursuit of this goal we will first prove a factorization result for the functions bu,
bv that solve the equations E(i, j, u) and E(i, k, v), and then use that to factorize τi
itself.
For brevity let us now set n1 := p1 and nj := p1 − pj for j = 2, 3, and let
Ki := φ(Zni) ≤ Z for i = 1, 2, 3 and Zij := Ki ·Kj ≤ Z for i 6= j. Since φ has
dense image and Zni + Znj has finite index in Z2, each Zij has finite-index in Z .
Let u 7→ bu be a measurable selection of solutions to the equations E(1, 2, u) or
E(1, 3, u); note that this is unambiguous since the DIO property gives that K2 ∩
K3 = {0}, so for u 6= 0 at most one of the equations can apply. We now extend
the definition of the measurable selection b• from K2 ∪K3 to Z23 := K2 ·K3 by
setting
buv := bv · (bu ◦Rv)
when u ∈ K2 and v ∈ K3.
Our analysis will rely on the cohomological results of Appendix A. In order to
bring these to bear we must first perform various further manipulations on the
Borel selection z 7→ bz.
Using b we define the map κ : Z23 × Z23 → C(Z) by
κ(z, z′) := (bz ◦Rz′) · bzz′ · bz′ .
This is a Borel 2-cocycle in the sense of Moore’s cohomology theory for locally
compact groups (see Appendix A), where we endow the Polish Abelian group C(Z)
with the obvious rotation action of Z23 restricted from that of Z . Note the impor-
tant triviality that here and henceforth we write our cocycles with the order of the
arguments reversed, thus:
(κ(z, z′) ◦Rz′′) · κ(z, z′z′′) · κ(zz′, z′′) · κ(z′, z′′) = 1,
since this convention seems slightly more natural in our present setting. Of course
this theory behaves exactly as does the conventional version, since they are isomor-
phic under writing the arguments in reverse order.
We will first show that κ takes values in the rotation-invariant subgroup
W = C(Z)K1 · C(Z)K2 · C(Z)K3 ≤ C(Z),
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where C(Z)K denotes the subgroup of maps in C(Z) that are invariant under trans-
lation by the subgroup K . This will need the following toy result on reducing the
dependences of coboundary equations (see, for example, Moore and Schmidt [34]).
Lemma 4.36. Suppose that q : (Z˜, Rw˜) → (Z,Rw) is an extension of ergodic
group rotations and that σ : Z → S1 is a measurable function such that σ ◦ q is a
coboundary over Rw˜. Then there is some θ ∈ S1 such that θ · σ is a coboundary
over Rw.
Lemma 4.37. The following hold:
1. If b and b′ both satisfy E(1, 2, u) then b · b′ ∈ W .
2. If u ∈ K2, v ∈ K3 and b and b′ satisfy respectively E(1, 2, u) and E(1, 3, v)
then
[Rv ⋉ b
′, Ru ⋉ b] = idZ ⋉ (∆• vb ·∆• ub′) ∈ idZ ⋉ C(Z)K1 .
3. The cocycle κ almost surely takes values in W .
Proof 1. Letting c and c′ be the respective one-dimensional auxiliaries of b and
b′ and dividing the resulting instances of equation E(1, 2, u) gives
∆• φ(n1)(b · b′)(z) = (c′ · c)(zK3).
Now we can apply Lemma 4.36 to each of the finitely many ergodic components
of Rφ(n1)K3 y Z/K3 (which are just the cosets of K1K3/K3 in Z/K3), choosing
for each of them some ergodic component of Rφ(n1) that covers it, and so deduce
that (c′ · c)(zK3) = θ(z) ·∆• φ(n1)g(z) for some θ ∈ C(Z)K1K3 and g ∈ C(Z)K3 .
Substituting this expression now gives
∆• φ(n1)(b · b′ · g) = θ,
so that on each of the finitely many cosets of K1K3 the map b · b′ · g agrees with
the restriction of the product of a character and a K1-invariant function.
If χ ∈ C(Z) is such that its restriction to each coset of K1K3 agrees with the
restriction of some character, then since K1∩K2 = {0} we may factorize χ within
each coset into a product of K1- and K2-invariant characters. These factorizations
then combine to give one factorization of χ as a member of C(Z)K1 · C(Z)K2 .
Overall, this shows that b · b′ is the product of g ∈ C(Z)K3 with members of
C(Z)K1 and C(Z)K2 , as required.
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2. This follows similarly: if c, c′ are the respective one-dimensional auxiliaries
of b, b′, then the assumed equations give
∆• uτ1(z) = ∆• φ(n1)b(z) · c(zK3)
and
∆• vτ1(z) = ∆• φ(n1)b′(z) · c′(zK2),
and so if we now difference the first of these equations by v and the second by u
and then divide the two new equations that result, we are left with
∆• φ(n1)(∆• vb ·∆• ub′) = 1.
Hence ∆• vb ·∆• ub′ ∈ C(Z)K1 , and a direct calculation gives that
[Rv ⋉ b
′, Ru ⋉ b] = idZ ⋉ (∆• vb ·∆• ub′).
3. If ui ∈ K2 and vi ∈ K3 for i = 1, 2, then by definition
κ(u1v1, u2v2) = ((bv1 · bu1 ◦Rv1) ◦Ru2v2) · bv1v2 · (bu1u2 ◦Rv1v2)
·(bv2 · (bu2 ◦Rv2))
= (bv1 ◦Ru2v2) · bv1v2 · bv2
·(bu1 ◦Rv1u2v2) · bu1u2 ◦Rv1v2 · (bu2 ◦Rv2)
= (bv1 ◦Rv2) · bv1v2 · bv2
·(bv1 ◦Ru2v2) · bv1 ◦Rv2
·((bu1 ◦Ru2) · bu1u2 · bu2) ◦Rv1v2
·bu2 ◦Rv2 · bu2 ◦Rv1v2
= (bv1 ◦Rv2) · bv1v2 · bv2
·((bu1 ◦Ru2) · bu1u2 · bu2) ◦Rv1v2
·(∆• u2bv1 ·∆• v1bu2) ◦Rv2 .
This expression now contains two kinds of factor, which we can show must almost
surely lie in W using two separate arguments:
• Simply by multiplying equation E(1, 3, v2)
∆• v2τ1(z) = ∆• φ(n1)bv2(z) · cv2(zK2)
and the shifted equation E(1, 3, v1) ◦Rv2
∆• v1τ1(zv2) = ∆• φ(n1)(bv1 ◦Rv2)(z) · cv1(zv2K3)
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we see that (bv1 ◦Rv2) · bv2 is a solution of equation E(1, 3, v1v2) for almost
every v1 and v2, and hence by part 1 above that
(bv1 ◦Rv2) · bv1v2 · bv2 ∈ W,
and similarly
((bu1 ◦Ru2) · bu1u2 · bu2) ◦Rv1v2 ∈ W
for almost every u1 and u2.
• The expression ∆• u2bv1 · ∆• v1bu2 has been shown to lie almost surely in W
in part 2 above.
This target module W for κ is huge, and so it seems this cocycle may be extremely
complicated. But at least by another measurable selection we can factorize it as
κ = κ1 · κ2 · κ3
where each κi is a 2-cochain taking values in C(Z)Ki . The point will be that we
can modify this to obtain a factorization of κ into pieces that individually behave
well.
To do this we will first pass to one higher degree of cohomology. Applying the
coboundary operator to the above gives
1 = dκ1 · dκ2 · dκ3.
In order to discuss the individual factors dκi we need another piece of notation.
Definition 4.38 (Locally affine functions). If Z is a compact Abelian group and
Z0 ≤ Z a finite-index subgroup, then a function f ∈ C(Z) is Z0-locally affine if
its restriction to every coset of Z0 agrees with the restriction of some affine function
(that is, a constant multiple of a character). We write E(Z;Z0) ≤ C(Z) for the
subgroup of Z0-locally affine functions.
Lemma 4.39. There is a finite-index subgroup Z0 ≤ Z such that if γi ∈ C(Z)Ki
for i = 1, 2, 3 and γ1 · γ2 · γ3 ≡ 1 then in fact γi ∈ Ei(Z;Z0)Ki for each i.
Proof Choose Z0 := K1K2 ∩K1K3 ∩K2K3, so this has index at most
[Z : K1K2][Z : K1K3][Z : K2K3].
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Now let u ∈ K1 and take a difference to obtain ∆• uγ2 · ∆• uγ3 ≡ 1. Clearly
∆• uγi ∈ C(Z)Ki , so this equation implies that each of these two factors is actually
invariant under the whole of Z23 = K2K3, and hence certainly on Z0. Therefore
γi|zZ0 must be an affine function on zZ0 for each coset zZ0 ≤ Z for i = 2, 3:
that is, γi ∈ E(Z;Z0)Ki . Differencing in a different direction we can treat γ1
similarly.
The lemma implies that in fact the 3-cocycle dκi : Z23×Z23×Z23 → C(Z) takes
values in the smaller group of maps Ei(Z;Z0)Ki for each i. Observe also that if
γ ∈ E(Z;Z0) is Ki-invariant then it must actually reside in E(Z;Z0Ki)Ki . Let us
now write dκi|Z0×Z0×Z0 for the map
Z0 × Z0 × Z0 → E(Z;Z0)Ki
obtained by restricting the domain on which dκi is defined (not restricting the indi-
vidual functions in its target module). It follows that we may identify dκi|Z0×Z0×Z0
with a cocycle taking values in a direct sum of copies of E(Z0Ki)Ki , one for each
coset of Z0Ki in Z .
Now, since Z0 ≤ KiKj ∼= Ki × Kj , clearly (Z0 ∩ Ki) ≤ Ki has finite in-
dex and similarly for j, and so replacing Z0 by (Z0 ∩ Ki)(Z0 ∩ Kj) if neces-
sary we may apply the virtual vanishing result of Lemma A.9 to deduce that each
of the above-mentioned components of dκi|Z0×Z0×Z0 is actually an E(Z0Ki)Ki-
valued coboundary. Repeating this for each i and now letting Z0 be the intersec-
tion of the various finite-index subgroups obtained in the process, we can put these
components back together to obtain dκi|Z0×Z0×Z0 = dαi for some 2-cochains
αi : Z0 × Z0 → E(Z;Z0Ki)Ki .
It follows that
κ|Z0×Z0 = (κ1 · κ2 · κ3)|Z0×Z0 = κ′1 · κ′2 · κ′3 · α
where
• κ′i = κi|Z0×Z0 · αi is a 2-cocycle with values in
C(Z)Ki · E(Z;Z0Ki)Ki = C(Z)Ki
for i = 1, 2, 3,
• and α := α1α2α3 is a 2-cocycle with values in
E(Z;Z0K1)K1 · E(Z;Z0K2)K2 · E(Z;Z0K3)K3 ≤ E(Z;Z0).
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The above factorization of κ|Z0×Z0 can now be unwoven into a useful factorization
of bz (at least for z ∈ Z0).
Proposition 4.40. After possibly shrinking Z0 further, there are Borel maps bi :
Z0 → C(Z)Ki for i = 1, 2, 3, a Z0-local nil-selector bnil : Z0 → C(Z) (see
Definition 3.6) and a Borel map β ∈ C(Z) such that
bz = b1,zb2,zb3,zbnil,z∆• zβ for Haar-a.e. z ∈ Z0.
Proof This will require an analysis of each κ′i and of α; we break these into
separate steps.
Step 1 We can identify κ′i with a direct sum of [Z : Z0Ki]-many 2-cocycles
taking values in the Z0-module C(Z0Ki)Ki ∼= C(Z0)Ki∩Z0 .
Shrinking Z0 further if necessary, we may assume that Z0 is the product subgroup
(Z0∩K1) · (Z0∩K2), and then by Lemma A.7 for each of the C(Z0)Z0∩K1-valued
components λ of κ′1 we may write λ = λ′ · da for some a : Z0 → C(Z0K1)K1 and
λ′ ∈ Z2(Z0,S1). In addition, by Theorem A.1 this 2-cocycle λ′ is inflated up to
cohomology from some finite-dimensional quotient Z0 → (S1)D×F . Now the di-
mension shifting Proposition A.3 and the vanishing result Corollary A.5 show that
H2((S1)D,S1) = (0) for any D, and hence that λ′ must trivialize upon restricting
to some further finite-index subgroup of Z0. Arguing thus for each of the finitely
many components of λ and then reassigning the label Z0 to the intersection of the
finitely many finite-index subgroups so obtained, we may therefore assume that
each of the C(Z0K1)K1-valued components of κ′1 is a coboundary, and now their
primitives combine to show that κ′1 itself is a coboundary. Repeating this argument
for i = 2, 3 shows that for some (perhaps much smaller) finite-index subgroup Z0
we may write κ′i = dbi for some bi : Z0 → C(Z)Ki .
Step 2 We next make a similar analysis of α : Z0 × Z0 → E(Z;Z0). First
observe that it, too, breaks into [Z : Z0]-many components, each of which may be
identified as a 2-cocycle Z0×Z0 → E(Z0). Let λ now be one of these components
of α.
Applying Theorems A.1 and A.2 and the long exact sequence corresponding to the
presentation
S1 →֒ E(Z0)։ Ẑ0,
we first deduce that λ = (λ′ ◦ q×2) · da for some a : Z0 → E(Z0) and the inflation
through some finite-dimensional quotient q : Z0 ։ Z1 ∼= (S1)D×F of a 2-cocycle
λ′ ∈ Z2(Z1, E(Z1)). Shrinking Z0 again if necessary we may assume that in fact
F = (0).
92
Now let λ′ be the image of λ′ under the quotient map E(Z1)→ Ẑ1
∼=→ ZD. Arguing
coordinate-wise in ZD, the standard calculation of Corollary A.6 promises that
each coordinate of λ′ is cohomologous to a 2-cocycle of the form
(u1, u2) 7→ ⌊{γ(u1)}+ {γ(u2)}⌋
for some γ ∈ (̂S1)D . Crucially, these are all symmetric functions on Z1 × Z1, and
so we can write λ′ = λ′′+ dα′ for some symmetric 2-cocycle λ′′ : Z1×Z1 → ZD
and some α′ : Z1 → ZD. Choosing a measurable lift of α′ that takes values in
E(Z1), inflating it through q and combining it with a, we may assume that in fact
λ′′ = λ′ is itself a symmetric function on Z1 × Z1.
Step 3 We will now make two uses of the standard identification of H2(·, ·)
with equivalence classes of group extension (see Moore [31]). First we deduce that
there is some extension
ZD →֒ A։ Z1
that gives rise to the 2-cocycle λ′, and since λ′ is symmetric it follows that A is
still Abelian: that is, A is a finite-dimensional locally compact Abelian group with
a covering map A։ Z1.
On the other hand, the original E(Z1)-valued 2-cocycle λ′ corresponds to a larger
extension
E(Z1) →֒ G։ Z1,
into which A now fits as an intermediate quotient G։ A։ Z1, where the kernel
of the first of these two quotient maps is E(Z1)/Ẑ1 ∼= S1. Therefore G is an
extension of S1 by A with the trivial action: in particular, G is a two-step nilpotent
group, and by standard classification results (it is clearly connected and without
small subgroups) it must be a Lie group.
Thus we have shown that each component λ of α is actually inflated from the
cocycle describing some two-step nilpotent Lie group extension of E(Z1) by Z1,
and so it equals the coboundary of some nil-selector Z1 → C(Z1). Given such
nil-selectors for all the components of α, lifting them back up to Z0 and combining
them we obtain a Z0-local nil-selector bnil : Z0 → C(Z) such that α = dbnil.
Step 4 It remains to put the above information together. We have obtained a
finite-index Z0 ≤ Z and bi for i = 1, 2, 3 and bnil such that
κ|Z0×Z0 = d(b|Z0) = d(b1 · b2 · b3 · bnil),
and hence
b|Z0 · b1 · b2 · b3 · bnil : Z0 → C(Z)
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is a 1-cocycle. The triviality of H1(Z0, C(Z)) now gives some β ∈ C(Z) such that
this 1-cocycle equals ∆• •β. Re-writing this equality gives the desired conclusion.
Since the conclusion of Proposition 4.26 is clearly invariant under modifying τ1 by
a coboundary, we may at this stage divide it by ∆• φ(n1)β and simultaneously divide
each bz by ∆• zβ, and so henceforth assume that β ≡ 1.
Lemma 4.41. If φ : Z2 → Z is a dense homomorphism, Z0 ≤ Z has finite index,
θ ∈ C(Z)Z0 and n ∈ Z2, then there is an extension q : (Z˜, φ˜)→ (Z, φ) of ergodic
rotations such that θ ◦ q is a coboundary over Rφ˜(n).
Proof Let m ≥ 1 be minimal such that φ(mn) ∈ Z0 and let
θ′(z) := θ(z)θ(zφ(n)) · · · θ(zφ((m− 1)n)).
It will suffice to find an extension such that θ′◦q is a coboundary overRφ˜(mn), since
if θ′ ◦ q = ∆• φ˜(mn)g then (θ ◦ q) ·∆• φ˜(n)g is a cocycle whose m-fold composition
vanishes, and so this may be shown to be a coboundary by hand using the fact that
the cosets φ(n)Z0, . . . , φ(mn)Z0 are distinct.
Now Rφ(mn) preserves each coset of Z0 within Z . Therefore we may simply form
Z ′ := Z × (S1)[Z:Z0], let q be the first coordinate projection and lift φ to some
φ˜ = (φ, φ′) so that the finitely many values taken by θ are all eigenvalues of
the rotation Rφ′(mn) on (S1)[Z:Z0]. Having done this, patching together the cor-
responding eigenfunctions exhibits θ ◦ q as the desired coboundary. The proof is
completed by restricting from Z ′ to the closed subgroup φ˜(Z2), which still covers
Z because φ was assumed ergodic.
Proof of Proposition 4.26 We have already reduced to the ergodic case, and
clearly it suffices to assume that (i, j, k) = (1, 2, 3). Let Z0 ≤ Z be given by
Proposition 4.40, and let m ≥ 1 be minimal such that φ(mn1) ∈ Z0.
Step 1 That proposition and the equations solved in Lemma 4.35 give for al-
most every z ∈ Z0 that
∆• zτ1 = ∆• φ(n1)bz · c2,z · c3,z
for some c2,z ∈ C(Z)K2 , c3,z ∈ C(Z)K3 , where
bz = b1,zb2,zb3,zbnil,z.
Substituting this latter factorization and observing that ∆• φ(n1)b1,z ≡ 1 (because
b1,z is K1-invariant), we obtain
∆• zτ1 = ∆• φ(n1)bnil,z ·
(
∆• φ(n1)b2,z · c2,z
) · (∆• φ(n1)b3,z · c3,z).
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If we consider this equation together with its shifts byRφ(n1),Rφ(2n1), . . . ,Rφ((m−1)n1)
and multiply them, we obtain
∆• zτ (m)1 = ∆• φ(mn1)bnil,z ·
(
∆• φ(mn1)b2,z · c(m)2,z
) · (∆• φ(mn1)b3,z · c(m)3,z )
for the function
τ
(m)
1 := τ1 · (τ1 ◦Rφ(n1)) · · · · · (τ1 ◦Rφ((m−1)n1))
and similarly-defined c(m)i,z for i = 2, 3, which clearly still lie in their respective
C(Z)Ki .
Now, since bnil is a Z0-local nil-selector, letting σnil ∈ C(Z) be its value over
φ(mn1) we also obtain
∆• zσnil = ∆• φ(mn1)bnil,z · θ
for some θ ∈ C(Z)Z0 (this is an application of Proposition 3.5 on each coset of Z0
separately).
Applying Lemma 4.41 and replacing the finite-index containment of groups Z0 ≤
Z by their resulting extensions if necessary, we may assume that θ is in fact a
coboundary over Rφ(mn1), and now adjusting τ1 by this coboundary we may as-
sume further that θ = 0 to obtain
∆• z((τ (m)1 ◦ q) · σnil) = c′2,z · c′3,z
where
c′i,z := ∆• φ(mn1)bi,z · c(m)i,z .
Step 2 The above equation implies that the map c′ : z 7→ c′2,zc′3,z is a 1-cocycle
Z0 → C(Z)K2 · C(Z)K3 . Any function in C(Z)K2 · C(Z)K3 can be factorized as
a product of members of C(Z)Ki , i = 2, 3, and this factorization is unique up to a
member of C(Z)K2K3 . Therefore the two components z 7→ c′i,z must be 1-cocycles
individually up to an error which is captured by a 2-cocycle Z0×Z0 → C(Z)K2K3 .
Since Z0 ≤ K2K3, the Z0-module C(Z)K2K3 decomposes into a direct sum of
copies of S1 with trivial Z0-action. However, any class in H2(Z0,S1) trivializes on
restricting to some further finite-index subgroup (using again Theorem A.1 and the
vanishing H2((S1)D,S1) = (0)), and so by shrinking Z0 further we may assume
that dc′2 = dc′3 is a C(Z)K2K3-valued 2-coboundary. Adjusting c′2 and c′3 by its
primitive, it follows that we may in fact assume that each c′i is individually a 1-
cocycle.
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Step 3 We next solve this cocycle condition. Noting that c′i takes values in
C(Z)Ki ⊆ C(Z), by the triviality of H1(Z0, C(Z)) we can express c′i,z = ∆• zβ′i
for some β′i ∈ C(Z). Hence we need only understand the condition that ∆• zβ′i be
Ki-invariant for almost all z ∈ Z0. Since the crossed homomorphism z 7→ ∆• zβ′i
is automatically continuous, this invariance in fact holds for strictly all z ∈ Z0.
Considering this condition first for z ∈ Z0 ∩Ki, we deduce that ∆• zβ′i is constant
on each coset of Z0 ∩ Ki. This requires that β′i restrict to an affine map on each
coset of Z0 ∩Ki (which can always be extended to an affine map on Z).
Next, if z, z′ ∈ Z are such that z(Z0 ∩Ki) 6= z′(Z0 ∩Ki) but zKi = z′Ki, and if
β′i|z(Z0∩Ki) = θγ|z(Z0∩Ki) and β′i|z′(Z0∩Ki) = θ′γ′|z′(Z0∩Ki) for some θ, θ′ ∈ S1
and γ, γ′ ∈ Ẑ , then ∆• wβ′i for w ∈ Z0 ∩ Ki takes the constant values γ(w) on
z(Z0 ∩Ki) and γ′(w) on z′(Z0∩Ki), and so since these two constants must agree
it follows that γ and γ′ must restrict to the same member of Ẑ0 ∩Ki (and so in fact
by adjusting the choice of constants θ, θ′ we may assume γ = γ′).
If instead z′ = zw for some w ∈ Z0 and γ, γ′ are as above then the function
∆• wβ′i agrees with a constant multiple of γ′ · γ on z(Z0 ∩ Ki), and so since it is
(Z0 ∩Ki)-invariant it follows again that γ and γ′ must restrict to the same element
of Ẑ0 ∩Ki.
Finally, suppose that z′ = zwk for some w ∈ Z0 and k ∈ Ki and that β′i agrees
with the restrictions of the affine maps θ1γ, θ2γ, θ3γ and θ4γ on the four cosets
z(Z0 ∩Ki), zw(Z0 ∩Ki), zk(Z0 ∩Ki) and zwk(Z0 ∩Ki) respectively for some
θ1, θ2, θ3, θ4 ∈ S1 and γ ∈ Ẑ. Then ∆• wβ′i takes the value θ2θ1 on z(Z0 ∩Ki) and
the value θ4θ3 on zk(Z0 ∩Ki), so since these must be equal we have θ2θ1 = θ4θ3.
It follows that on each coset zZ0Ki, β′i must take the form θ · γ|zZ0Ki for some
fixed γ ∈ Ẑ and some θ : zZ0Ki → S1 which factorizes into a product of a Z0-
invariant function and a Ki-invariant function. Therefore overall we find that β′i
can be factorized as χi · θi · β′′i with θi ∈ C(Z)Z0 , χi a map which is affine on each
coset of Z0Ki and β′′i ∈ C(Z)Ki .
Re-arranging everything we have so far, we obtain
∆• z((τ (m)1 ◦ q) · β′′2 · β′′3 ) = ∆• z(σnil · θ2 · θ3 · χ2 · χ3)
for all z ∈ Z0, and hence
(τ
(m)
1 ◦ q) · β′′2 · β′′3 = λ · σnil · θ2 · θ3 · χ2 · χ3
for some λ ∈ C(Z)Z0 . Here the right-hand size is a product of a Z0-local nil-
cocycle with an element of E(Z;Z0), and since affine functions clearly satisfy
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the requirement of Proposition 3.5 such a product is still a Z0-local nil-selector.
Letting τ1,i := β′′i for i = 2, 3 and τnil be this local nil-cocycle, this completes the
proof.
5 Convergence for some quadratic averages
We will now use Theorem 1.1 to prove Theorem 1.2.
5.1 Joint distributions of one-dimensional isotropy factors
The proof of convergence will require some basic results on the possible distribu-
tions of collections of one-dimensional isotropy factors of a Z2-system, which will
again make use of the DIO property.
The following two propositions contain the extra control of joinings of one-dimensional
isotropy factor that we need.
Proposition 5.1. Suppose that n1, n2, n3 ∈ Z2 \ {0} are three directions no two
of which are parallel, that X1 = (X1, µ1, T1) ∈ Zn10 , X2 = (X2, µ2, T2) ∈ Zn20 ,
X3 = (X3, µ3, T3) ∈ Zn30 and that Z = (Z, ν, S) is a group rotation Z2-system.
Suppose further that X = (X,µ, T ) is a joining of these four systems through the
factor maps ξi : X → Xi, i = 1, 2, 3 and α : X → Z. Then (ξ1, ξ2, ξ3, α) are
relatively independent under µ over their further factors (ζT11 ◦ ξ1, ζT21 ◦ ξ2, ζT31 ◦
ξ3, α).
Remark In this proposition, the subscripts on ‘Ti’, i = 1, 2, 3, label different
whole actions: as usual, the individual transformations are indicated by a super-
script, as in T vi for v ∈ Z2. ⊳
Proof We will prove that under X the factors ξ1, ξ2, ξ3 and α are relatively
independent over ζT11 ◦ ξ1, ξ2, ξ3 and α; repeating this argument to handle ξ2 and
ξ3 then gives the full result.
Letting Y = (ξ3 ∨ α)(X) be the factor of X generated by ξ3 (which is Tn3-
invariant) and α (which is isometric for T , hence certainly for Tn3), we see that
this is isometric for the Zn3-subaction. This implies that its joining to any other
system is relatively independent over the maximal factor of that other system that
is isometric for the Zn3-subaction.
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On the other hand, ξ1 and ξ2 must be relatively independent over ξ1 ∧ ξ2 under µ
(simply by averaging with respect to n2), and the subactions generated by n1 and
by n2 are both trivial on this meet, so ξ1 ∧ ξ2 - ζT
n1 ,Tn2
0 . Therefore the target
system of ξ1 ∧ ξ2 is a direct integral of finite group rotations factoring through the
quotient Z2/(Zn1 + Zn2).
Since ξ1 ∨ ξ2 must be joined to ξ3 ∨ α relatively independently over the maximal
Tn3-isometric factor of ξ1 ∨ ξ2, it follows from the Furstenberg-Zimmer Structure
Theorem 2.4 that ξ1 ∨ ξ2 is in particular joined to ξ3 ∨ α relatively independently
over the join of maximal isometric subextensions
(ζ
T
n3
1
1/(ξ1∧ξ2)|ξ1
◦ ξ1) ∨ (ζT
n3
2
1/(ξ1∧ξ2)|ξ2
◦ ξ2).
Since ξ1 ∧ ξ2 has target a direct integral of periodic rotations, the maximal Tn3i -
isometric subextension of ξi → (ξ1 ∧ ξ2)|ξi is simply the maximal factor of ξi that
is coordinatizable as a direct integral of group rotations for each i = 1, 2: that is,
it is ζTi1 ◦ ξi. Hence we have shown that under µ the factors ξ1 ∨ ξ2 and ξ3 ∨ α
are relatively independent over (ζT11 ◦ ξ1) ∨ (ζT21 ◦ ξ2) and ξ3 ∨ α. Thus whenever
fi ∈ L∞(µi) for i = 1, 2, 3 and g ∈ L∞(ν) we have∫
X
(f1 ◦ ξ1) · (f2 ◦ ξ2) · (f3 ◦ ξ3) · (g ◦ α) dµ
=
∫
X
Eµ
(
(f1 ◦ ξ1) · (f2 ◦ ξ2)
∣∣ (ζT11 ◦ ξ1) ∨ (ζT21 ◦ ξ2)) · (f3 ◦ ξ3) · (g ◦ α) dµ
=
∫
X
(Eµ(f1 | ζT11 ) ◦ ξ1) · (Eµ(f2 | ζT21 ) ◦ ξ2) · (f3 ◦ ξ3) · (g ◦ α) dµ
=
∫
X
(Eµ(f1 | ζT11 ) ◦ ξ1) · (f2 ◦ ξ2) · (f3 ◦ ξ3) · (g ◦ α) dµ,
where the second equality follows from the relative independence of ξ1 and ξ2
over ξ1 ∧ ξ2, which is contained in ζTi1 ◦ ξi for both i = 1, 2. This completes the
proof.
Our second characterization of joint distributions of isotropy factors will require
the following result from Furstenberg and Weiss (Lemma 10.3 of that paper).
Lemma 5.2. If X1, X2 are ergodic Z-systems and fi : Xi → S1, i = 1, 2, are
Borel maps for which there is some Borel g : X1 × X2 → S1 with f1 ⊗ f2 =
∆• T1×T2g, (µ1 ⊗ µ2)-a.s., then in fact there are constants ci ∈ S1 and Borel maps
gi : Xi → S1 such that fi = ci ·∆• Tigi.
Proposition 5.3. Suppose that n1,n2,n3,n4 ∈ Z2 \ {0} are directions no two
of which are parallel, that Xi = (Xi, µi, Ti) ∈ Zni0 for i = 1, 2, 3, 4 and that
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Y = (Y, ν, S) is a two-step Abelian isometric Z2-system. Suppose further that
X = (X,µ, T ) is a joining of these five systems through the factor maps ξi : X→
Xi, i = 1, 2, 3, 4 and η : X → Y, with the maximality properties that ξi = ζTni0
for i = 1, 2, 3, 4 and η % ζT1 .
(1) Under these assumptions the factor maps ξ1, ξ2, ξ3, ξ4, η are relatively in-
dependent under µ over their further factors
ζT1Ab,2 ◦ ξ1, ζT2Ab,2 ◦ ξ2, ζT3Ab,2 ◦ ξ3, ζT4Ab,2 ◦ ξ4, η.
(2) If in addition we know that Y is a two-step Z2-pro-nilsystem whose Kro-
necker factor has the DIO property, then the five factors above are actually rela-
tively independent over
ζT1nil,2 ◦ ξ1, ζT2nil,2 ◦ ξ2, ζT3nil,2 ◦ ξ3, ζT4nil,2 ◦ ξ4, η.
Proof (1) First set βi := ζTi2 ◦ ξi and αi := ζTiAb,2 ◦ ξi for i = 1, 2, 3, 4, so each
αi % ζ
Ti
1 ◦ ξi is the maximal Abelian subextension of βi % ζTi1 ◦ ξi.
We need to prove that∫
X
f1f2f3f4g dµ =
∫
X
Eµ(f1 |α1)Eµ(f2 |α2)Eµ(f3 |α3)Eµ(f4 |α4)g dµ
for any ξi-measurable functions fi and η-measurable function g. In fact it will
suffice to prove that∫
X
f1f2f3f4g dµ =
∫
X
f1f2f3Eµ(f4 |α4)g dµ,
since then repeating the same argument for the other three isotropy factors in turn
completes the proof.
By Proposition 5.1 the three factors ζT1 ∨ ξ1, ζT1 ∨ ξ2 and ζT1 ∨ ξ3 must be joined
relatively independently over ζT1 . On the other hand, the factor ξ4∨η is an extension
of ζT1 that is certainly still an Abelian isometric extension for the (Zn4)-subaction,
and so ξ1 ∨ ξ2 ∨ ξ3 ∨ ζT1 must be joined to it relatively independently over
ζT
n4
2 ∧
(
ξ1 ∨ ξ2 ∨ ξ3 ∨ ζT1
)
.
However, now the Furstenberg-Zimmer Structure Theorem tells us that this last
factor must be contained in
(ζT
n4
2 ∧ ξ1) ∨ (ζT
n4
2 ∧ ξ2) ∨ (ζT
n4
2 ∧ ξ3) ∨ ζT1
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(using that ζTn42 ∧ (ξi ∨ ζT1 ) = (ζT
n4
2 ∧ ξi) ∨ ζT1 , because ζT1 is already one-step
distal). Here the factors ζTn42 ∧ ξi are actually isometric extensions of ζT1 ∧ ξi
(not just of ζTn41 ∧ ξi), since in each case isometricity for the (Zn4)-subaction
and invariance for the (Zni)-subaction together imply isometricity for the whole
Z2-system ζTn41 ∧ ξi, since Zni + Zn4 has finite index in Z2 by the non-parallel
assumption.
Overall this tells us that ξ4 ∨ η is relatively independent from the factors ξ1, ξ2 and
ξ3 over their further factors β1, β2 and β3; and now applying the same argument
with any of the other isotropy factors as the distinguished factor in place of ξ4, we
deduce that this latter is relatively independent from all our other factors over β4.
By reducing to the factor of X generated by the βi and η, we may therefore assume
that each Xi is itself a two-step distal system (since the join β1∨β2∨β3∨β4∨η is
still two-step distal, and so its maximal isotropy factor in each direction ni is also
two-step distal and hence equal to βi).
To make the remaining reduction to have αi in place of βi, now let ZT1 = (Z⋆,mZ⋆ , Rφ⋆)
be some coordinatization of the Kronecker factor ζT1 as a direct integral of ergodic
Z2-group rotations, and let us pick coordinatizations
Xi
ζT1 |ξi 
❄❄
❄❄
❄❄
❄❄
oo
∼= // Z
Ti
1 ⋉ (Gi,•/Hi,•,mGi,•/Hi,• , σi)
canonical
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
Z
Ti
1
and
Y
ζT1 |η ❅
❅❅
❅❅
❅❅
❅
oo
∼= // ZT1 ⋉ (A•,mA• , τ)
canonical
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
ZT1 .
As usual this may be done so that the σi and τ are relatively ergodic.
Let us first complete the proof in case the systems Xi, i = 1, 2, 3 are all fibre-
normal over their Kronecker factors (Definition 2.7), so that we may take Hi,• =
{1Gi,•}.
Given this, any joining of the above relatively ergodic group extensions of ZT1 is
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described by some T |ζT1 -invariant measurable Mackey group data
Mz ≤
4∏
i=1
Gi,zi ×Az
and a section b : Z → ∏4i=1Gi,zi × Az, where z ∈ Z⋆ and we write zi =
ζT
ni
0 |ζT1 (z) = zφ⋆(Zni). To complete the proof of part (1) under our fibre-normality
assumption we will show that
Mz ≥
4∏
i=1
[Gi,zi , Gi,zi ]× {1Az}
almost surely, since in this case we may quotient out each extension Xi → ZTi1
fibrewise by the normal subgroups [Gi,•, Gi,•] ≤ Gi,• to obtain that our joining is
relatively independent over some Abelian subextensions, as required.
The point is that for any three-subset {i1, i2, i3} ⊂ {1, 2, 3, 4} the projection ofM•
onto the product of factor groups Gij ,zij , j = 1, 2, 3 is just the Mackey group data
of the joining of ξi1 , ξi2 , ξi3 and ζT1 as factors of X. By Proposition 5.1 these are
relatively independent over ζT1 , so this coordinate projection of the Mackey group
must be the whole of
∏3
j=1Gij ,zij . Hence M• has full projections onto any three
of the Gi,zi , and so for any g1, h1 ∈ G1,z1 (say) we can find g2 ∈ G2,z2 , h3 ∈ G3,z3
and a, b ∈ Az such that
(g1, g2, 1, 1, a), (h1 , 1, h3, 1, b) ∈Mz
⇒ [(g1, g2, 1, 1, a), (h1 , 1, h3, 1, b)] = ([g1, h1], 1, 1, 1, 1) ∈Mz.
Arguing similarly for the other Gi,zi , we deduce that M• contains the Cartesian
product of commutator subgroups, as required.
Finally, if the systems Xi are not fibre-normal, then regarding them as systems
with acting group Z2/Zni and applying Proposition 2.8 gives extensions X˜i → Xi
that are fibre-normal, and we may now extend X to a joining X˜ of these systems
with Y simply by joining these new extensions relatively independently over X.
Having done this the above argument shows that the factor maps onto the X˜i and Y
are relatively independent over their maximal two-step Abelian subextensions, and
hence the joining of the original systems Xi must be relatively independent over
some factors that are simultaneously contained in these two-step Abelian distal
factors of the X˜i. Since the class of two-step Abelian distal systems is closed
under taking factors (for example, by a simple appeal to the Furstenberg-Zimmer
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Inverse Theorem and the Relative Factor Structure Theorem 2.5), this completes
the proof.
(2) We can prove this more delicate assertion by considering the Mackey group
data M• and cocycle-section obtained above more carefully. By part (1) we may
reduce to the case in which each ξi = αi for each i: that is, each ξi % ζTi1 ◦ ξi
is itself an Abelian isometric extension. Retaining the notation from part (1), this
means we may take the group data Gi,• to be Abelian for each i, and now as before
the joint distribution of the five factors is given by the Mackey group data and
section. As recalled in Theorem 2.1, these are characterized by the minimality of
M• subject to the cocycle equation
(σ1(n, z1), σ2(n, z2), σ3(n, z3), σ4(n, z4), τ(n, z))
· (b ◦Rφ⋆(n)(z)) · b(z)−1 ∈Mz, (5)
where as previously we write T |ζT1 = Rφ⋆ .
The group data M• is invariant under T |ζT1 = Rφ⋆ , and so the same is true of its
one-dimensional slices such as
M1,z := Mz ∩ (G1,z1 × {1} × {1} × {1} × {1}).
Identifying Mi,z with a subgroup ofGi,zi by ignoring the restricted coordinates, we
now note that theRφ⋆-invariance ofM• implies that this one-dimensional slice may
be regarded as depending only on zi (and, of course, still being Ti|ζTi1 -invariant).
We may therefore consider the subextension of each ξi % ζTi1 ◦ ξi corresponding to
the fibrewise quotient maps onto the quotient groups Ai,zi := Gi,zi/Mi,zi . Since
M• contains the product of the one-dimensional slices, the factors ξi and η are all
relatively independent over the joining of these subextensions, and for that smaller
joining the corresponding Mackey group data has trivial one-dimensional slices.
Let us now adjust our notation so that M• ≤
∏4
i=1Ai,zi × Az and b• are the
Mackey group data and section for the joining of these smaller Abelian extensions,
so that we may now assume Mi,z = {1} almost surely for each i. We complete the
proof by showing that under this further assumption, the coboundary equation (5)
implies that each of the cocycles σi has one-dimensional projections that all satisfy
the conditions of Proposition 3.5 over almost every ergodic component of ζTi1 .
Thus, now suppose that χ⋆ ∈ Â1,⋆ is a motionless selection of characters. We
will prove that the cocycle χ⋆(σ1,⋆) admits solutions to all of the Conze-Lesigne
equations, and hence defines a two-step nilsystem factor of ζT10 . The argument for
the other Ti is similar.
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The point is that since the one-dimensional slices of M⋆ are almost surely trivial,
there are motionless selections χi,⋆ ∈ Âi,⋆ for i = 2, 3, 4 and χnil,⋆ ∈ Ânil,⋆ such
that
~χ⋆ := χ1,⋆ ⊗ χ2,⋆ ⊗ χ3,⋆ ⊗ χ4,⋆ ⊗ χnil,⋆ ∈M⊥⋆
almost surely (because now the composition of homomorphisms
A1,z ∼= A1,z × {(1, 1, 1, 1)} ⊂ A1,z1 ×A2,z2 ×A3,z3 ×A4,z4 ×Az
։ (A1,z1 ×A2,z2 ×A3,z3 ×A4,z4 ×Az)/Mz
is an injection, and any character on A1,z can therefore be extended to a character
on the right-hand quotient group). Applying this product character to the rela-
tion (5) and setting σ′i := χi,⋆(σi), σ′nil := χnil,⋆(σnil) and b′ := ~χ⋆(b) we obtain
σ′1σ
′
2σ
′
3σ
′
4σ
′
nil = ∆• φ(•)b′.
We need to find solutions to the Conze-Lesigne equations for σ′1,s for almost every
point s in the invariant base space of X. Since σ′1,s is a cocycle for an action of
Z2/Zn1 (that is, σ′1,s(n1, ·) ≡ 1), by Proposition 3.7 it will suffice to do this for
some finite-index subgroup Z0 ≤ Zs and for the subaction of some n′ ∈ Z2 which
is linearly independent from n1 and such that φs(n′) ∈ Z0.
By assumption n1 and n2 are non-parallel, and so we will do this with n′ ∈ Zn2 \
{0}. Evaluating the above coboundary equation in the direction n2 and using that
σ′2,s(n2, ·) ≡ 1 gives
σ′1,s(n2, ·)σ′3,s(n2, ·)σ′4,s(n2, ·)σ′nil,s(n2, ·) = ∆• φ(n2)b′s.
Let Z0 := φs(Zn1 + Zn3) and consider z = z′z′′ ∈ Z0 with z′ ∈ φs(Zn1) and
z′′ ∈ φs(Zn3). Differencing the above equation by z′′ and using that σ′1,s(n1, ·)
and σ′3,s(n2, ·) are respectively φs(Zn1)- and φs(Zn3)-invariant gives
∆• zσ′1,s(n2, ·) ·∆• z′′σ′4,s(n2, ·) ·∆• z′′σ′nil,s(n2, ·) = ∆• φs(n2)∆• z′′b′s.
Since σ′nil,s is already a nil-cocycle, we have
∆• z′′σ′nil,s(n2, ·) = ∆• φs(n2)b′′ · c(n2)
for some b′′ ∈ C(Z) and c ∈ Hom(Z2,S1). Therefore re-arranging gives
∆• zσ′1,s(n2, ·) · (c(n2)∆• z′′σ′4,s(n2, ·)) = ∆• φs(n2)((∆• z′′b′s) · b′′)). (6)
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Finally we note that the two factors on the left-hand side of this equation de-
pend only on z1 = zφs(Zn1) and z4 = zφs(Zn4) respectively. Since the DIO
property of Z promises that φs(Zn1) ∩ φs(Zn4) = {1}, these two projections
of z are independent when z is chosen from the further finite-index subgroup
Z1 := (φs(Zn1)∩Z0)·((φs(Zn4)∩Z0). Choosing m ≥ 1 such that φ(mn2) ∈ Z1
and raising equation (6) to the power m, an application of Lemma 5.2 now shows
that ∆• zσ′1,s(n′, ·) is itself a quasi-coboundary when n′ := mn2, as required for
Proposition 3.7.
5.2 A reduction to simpler averages
We can now introduce our pleasant extensions for the averages of Theorem 1.2.
Theorem 5.4. Any Z2-system X0 admits an extension π : X → X0 in which the
factor
ξ1 = ξ2 := ζ
T e1
pro ∨ ζT
e2
0 ∨ ζTnil,2
is characteristic for the averages SN (·, ·) appearing in Theorem 1.2, in the sense
that
SN (f1, f2) ∼ SN (Eµ(f1 | ξ1),Eµ(f2 | ξ2))
in L2(µ) as N →∞ for any f1, f2 ∈ L∞(µ).
Lemma 5.5. If X is as output by Theorem 1.1 and
1
N
N∑
n=1
(f1 ◦ T n21 )(f2 ◦ T n
2
1 T
n
2 ) 6→ 0
in L2(µ) as N → ∞ then there are some ε > 0 and an increasing sequence of
integers 1 ≤ h1 < h2 < . . . such that∥∥Eµ(f1 | ζT 2hi10 ∨ ζT 2hi1 T−120 ∨ ζT−120 ∨ ζTnil,2)∥∥22 ≥ ε
and ∥∥Eµ(f2 | ζT 2hi10 ∨ ζT 2hi1 T20 ∨ ζT20 ∨ ζTnil,2)∥∥22 ≥ ε
for each i ≥ 1.
Proof Setting un := (f1◦T n21 )(f2◦T n
2
1 T
n
2 ) ∈ L2(µ), the version of the classical
van der Corput estimate for bounded Hilbert space sequences (see, for instance,
Section 1 of Furstenberg and Weiss [17]) shows that
1
N
N∑
n=1
(f1 ◦ T n21 )(f2 ◦ T n
2
1 T
n
2 ) 6→ 0
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in L2(µ) as N →∞ only if
1
H
H∑
h=1
1
N
N∑
n=1
〈un, un+h〉
=
1
H
H∑
h=1
∫
X
f1 · 1
N
N∑
n=1
((f1 ◦ T h21 ) ◦ T 2hn1 )(f2 ◦ T n2 )((f2 ◦ T h
2
1 T
h
2 ) ◦ T 2hn1 T n2 ) dµ
6→ 0,
and hence, by the Cauchy-Schwartz inequality, only if f1 6= 0 and for some ε > 0
there is an increasing sequence 1 ≤ h2 < h2 < . . . such that
‖f1‖2
∥∥∥ lim
N→∞
1
N
N∑
n=1
(f1 ◦ T h
2
i
1 ◦ T 2hin1 )(f2 ◦ T n2 )(f2 ◦ (T
h2i
1 T
hi
2 ) ◦ (T 2hi1 T2)n)
∥∥∥
2
≥
∣∣∣ ∫
X
f1 ·
(
lim
N→∞
1
N
N∑
n=1
(f1 ◦ T h
2
i
1 ◦ T 2hin1 )(f2 ◦ T n2 )(f2 ◦ (T
h2i
1 T
hi
2 ) ◦ (T 2hi1 T2)n)
)
dµ
∣∣∣
≥ ‖f1‖2ε.
It follows that each of f1, f2 should have conditional expectation of norm at least√
ε onto the corresponding factor in any characteristic triple of factors for the above
linear averages in n, so by Theorem 1.1 this translates into the desired assertion.
This tells us that if SN (f1, f2) 6→ 0 then each of f1 and f2 must enjoy a large
conditional expectation onto not just one factor of X with a special structure, but a
whole infinite sequence of these factors. We will now use this to cut down the char-
acteristic factors we need for the averages SN further by considering the possible
joint distributions of the members of these infinite families of factors. Crucially,
we can make use of the relative independence studied in the previous subsection
through the following simple lemma.
Lemma 5.6. Suppose that (X,µ) is a standard Borel probability space, πn :
X → Yn is a sequence of factor maps of X and αn : Yn → Zn is a sequence
of further factor maps of Yn such that (πn, πm) are relatively independent over
(αn ◦ πn, αm ◦ πm) whenever n 6= m (note that we assume only pairwise relative
independence). If f ∈ L∞(µ) is such that lim supn→∞ ‖Eµ(f |πn)‖2 > 0, then
also lim supn→∞ ‖Eµ(f |αn)‖2 > 0.
Proof By thinning out our sequence if necessary, we may assume that for some
η > 0 we have ‖Eµ(f |πn)‖2 ≥ η for all n. Suppose, for the sake of contradiction,
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that Eµ(f |αn)→ 0 as n→∞. Consider the sequence of Hilbert subspaces Ln ≤
L2(µ) comprising those functions that are πn-measurable and the further subspaces
Kn ≤ Ln comprising those that are αn-measurable. Then by assumption all the
subspaces Ln ⊖ Kn are mutually orthogonal, but f has orthogonal projection of
norm at least η/2 onto all but finitely many of them, which is clearly impossible.
Proof of Theorem 5.4 Let π : X → X0 be an extension as given by Theo-
rem 1.1. If f1, f2 ∈ L∞(µ) have Sn(f1, f2) 6→ 0, then Lemma 5.5 promises
that f1 has a uniformly large conditional expectation onto each of the factors
ζ
T
2hi
1
0 ∨ ζ
T
2hi
1 T
−1
2
0 ∨ ζ
T−12
0 ∨ ζTnil,2 for some infinite sequence h1 < h2 < . . .. Since
no two of the four vectors (2h, 0), (hi, 1), (hj , 1), (0, 1) ∈ Z2 are parallel when
hi 6= hj and h := l.c.m.(hi, hj), by Proposition 5.3 the factors in this sequence
are pairwise relatively independent over the further factor ζT1pro ∨ ζT20 ∨ ζTnil,2, and
so Lemma 5.6 shows that in fact f1 must have a nonzero conditional expectation
onto this latter factor also. The argument for f2 is similar.
5.3 Completion of the convergence proof
Proof of Theorem 1.2 By Theorem 5.4 this will follow if we prove that SN (f1, f2)
converges whenever fi is ξi-measurable. By approximation in L2(µ) and multilin-
earity, it actually suffices to consider the averages SN (f11f12g1, f21f22g2) in which
each fj1 is T ℓ1 -invariant for some large ℓ ≥ 1, each fj2 is T2-invariant and each gj
is ζTnil,2-measurable.
Next, writing
SN (f11f12g1, f21f22g2) =
1
N
N∑
n=1
((f11 · f12 · g1) ◦ T n21 )((f21 · f22 · g2) ◦ T n
2
1 T
n
2 )
∼ 1
ℓ
ℓ−1∑
k=0
1
(N/ℓ)
⌊N/ℓ⌋∑
n=1
((f11 · f12 · g1) ◦ T (ℓn+k)
2
1 )((f21 · f22 · g2) ◦ T (ℓn+k)
2
1 T
ℓn+k
2 )
=
1
ℓ
ℓ−1∑
k=0
(f11 ◦ T k21 )
( 1
(N/ℓ)
⌊N/ℓ⌋∑
n=1
(g1 ◦ T (ℓn+k)
2
1 )((f12 · f21 · f22 · g2) ◦ T (ℓn+k)
2
1 T
ℓn+k
2 )
)
(recalling that ∼ denotes asymptotic agreement in L2(µ) as N → ∞), we see
that it will suffice to prove convergence in L2(µ) for all averages along infinite
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arithmetic progressions of the form
1
(N/ℓ)
⌊N/ℓ⌋∑
n=1
(g ◦ T (ℓn)2+2k(ℓn)1 )(f ◦ T (ℓn)
2+2k(ℓn)
1 T
ℓn
2 )
for all k ∈ {0, 1, . . . , ℓ− 1}, where g is ζTnil,2-measurable. Let us now re-label T ℓi
as Ti (and so effectively restrict our attention to the subaction of ℓZ2), ⌊N/ℓ⌋ as N
and set a := 2k so that the above averages can be written as
1
N
N∑
n=1
(g ◦ T ℓn2+an1 )(f ◦ T ℓn
2+an
1 T
n
2 ).
If we now simply re-run the standard application of the van der Corput estimate for
these averages and consider the resulting non-vanishing integral under the Fursten-
berg self-joining, the assumption that g is ζTnil,2-measurable enables us to condition
f also onto some more restricted factor. Specifically, the van der Corput estimate
implies that if the above averages do not asymptotically vanish in L2(µ) then also
1
H
H∑
h=1
1
N
N∑
n=1
∫
X
(g ◦ T ℓ(n+h)2+a(n+h)1 )(g ◦ T ℓn
2+an
1 )
·(f ◦ T ℓ(n+h)2+a(n+h)1 T n+h2 )(f ◦ T ℓn
2+an
1 T
n
2 ) dµ
=
1
H
H∑
h=1
1
N
N∑
n=1
∫
X
(g ◦ T 2ℓhn+ℓh2+ah1 T−n2 )(g ◦ T−n2 )
·(f ◦ T 2ℓhn+ℓh2+ah1 T h2 )f dµ
6→ 0
as N → ∞ and then H → ∞. Hence there must be infinitely many h for which
the linear averages
1
N
N∑
n=1
(g ◦ T 2ℓhn+ℓh2+ah1 T−n2 )(g ◦ T−n2 )(f ◦ T 2ℓhn+ℓh
2+ah
1 T
h
2 )
do not tend to zero in L2(µ). Another appeal to the van der Corput estimate there-
fore gives that∫
X3
((g ◦ T ℓh2+ah1 )⊗ g ⊗ (f ◦ T ℓh
2+ah
1 T
h
2 )) ·GdµFT 2ℓh1 T−12 ,T−12 ,T 2ℓh1 6= 0
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for some (T 2ℓh1 T−12 × T−12 × T 2ℓh1 )-invariant function G.
This latter non-vanishing asserts that through the third coordinate projection X3 →
X, the lifted function f ◦ π3 enjoys a nonzero correlation with a product of the
function (g ◦ T ℓh2+ah1 ◦ π1)⊗ (g ◦ π2), which is measurable with respect to a two-
step pro-nilsystem factor, and the function G which is invariant under a lift of the
transformation T 2ℓh1 . Using the satedness of X again this implies that f must itself
correlate with the join of ζTnil,2 and ζT
2ℓh
1
0 .
We may therefore break up f again as g′f ′ with g′ being ζTnil,2-measurable and f ′
being T 2ℓh1 -invariant. Re-inserting this into the averages of interest and increas-
ing the previously-used value of ℓ accordingly, it follows that we need only prove
convergence of
1
N
N∑
n=1
(g ◦ T ℓn2+an1 )(g′ ◦ T ℓn
2+an
1 T
n
2 )(f
′ ◦ T n2 )
with g, g′ and f ′ as above.
Finally, let µ =
∫
S µs ν(ds) be the T -ergodic decomposition of µ. We will show
that the above averages form a Cauchy sequence in L2(µs) for ν-almost every s
separately.
By definition, for ν-almost every µs the projection of µs onto the factor ζTnil,2 is
concentrated on an inverse limit of ergodic two-step nilsystems. Hence for each
such fixed s the functions g and g′ may be approximated in L2(µs) by lifts of
functions that are continuous on some finite-dimensional nilsystem appearing in
this inverse sequence. Letting these approximating functions be h and h′, it now
suffices to prove the convergence of
1
N
N∑
n=1
(h ◦ T ℓn2+an1 )(h′ ◦ T ℓn
2+an
1 T
n
2 )(f
′ ◦ T n2 )
in L2(µs).
However, having reduced to this problem it turns out that we can appeal to point-
wise convergence using a recent theorem of Host and Kra. In Theorem 2.22 of [23]
they show that in our setting there is some µs-conegligible subset X0 ⊆ X such
that the sequence
1
N
N∑
n=1
bn · f ′(T n2 x)
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converges for every nilsequence (bn)n≥1 and every x ∈ X0. Since sampling con-
tinuous functions along polynomial orbits on a nilmanifold still produces nilse-
qeuences (see, for instance, Leibman’s papers [25, 24]), it follows that
1
N
N∑
n=1
h(T ℓn
2+an
1 x) · h′(T ℓn
2+an
1 T
n
2 x) · f ′(T n2 x)
converges for every x ∈ X0, and hence that these averages do converge in L2(µs).
This completes the proof.
Remark Before leaving the quadratic averages of Theorem 1.2, we note that in
their recent preprint [9] Chu, Frantzikinakis and Host have proven (as a corollary of
a strong convergence result for some different nonconventional averages) that for
the question of weak convergence in L2(µ), our averages admit the even smaller
characteristic pair of factors ζT1pro ∨ ζT2pro, ζT2pro. Although their approach does not
give strong convergence, combined with the fact of that convergence proved here
it follows that those smaller factors are in fact characteristic for strong conver-
gence. However, it seems hard to prove this using only repeated appeals to the van
der Corput estimate and results on linear averages. This may indicate a higher-
dimensional instance of a phenomenon that Leibman has studied in some detail for
polynomial nonconventional averages associated to a single Z-action ([27]): the
pro-nilsystem characteristic factors indicated by the Host-Kra Theory in that set-
ting can sometimes be reduced further, but (so far) only by using more detailed
results about nilsystems. While Leibman obtains a more-or-less complete charac-
terization of the extent of this phenomenon in one dimension, our exploration of
its higher-dimensional generalization is only just beginning.
It is also worth noting that our use of the structure of direct integrals of nilsystems
is in many ways similar to that of Chu, Frantzikinakis and Host, once the relevance
of that structure has been established; the principal difference in our situation is that
we must take a very different route to the result that these and various isotropy sys-
tems are sufficient ingredients to describe the characteristic factors completely. ⊳
6 Closing remarks
The strategy of passing to a pleasant extension of a system in order to enable a
simplified description of its nonconventional averages seems to be quite a powerful
one, and I suspect that it will have much further-reaching consequences in this area
in the future.
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In view of Theorem 1.1 and the various earlier results that are known about Z-
actions or actions of linearly independent subgroups, it is natural to attempt a con-
jecture about characteristic factors for general polynomial nonconventional aver-
ages. To be a little vague, this would assert that for any polynomial mappings
pi : Z → Zd, i = 1, 2, . . . , k, if X is a Zd-systems that is sated relative to a
sufficiently large list of joins of different idempotent classes of system then the
averages
1
N
N∑
n=1
k∏
i=1
(fi ◦ T pi(n))
for fi ∈ L∞(µ) admit a characteristic tuple of factors ξ1, ξ2, . . . , ξk each of
which is a join of systems for which some nontrivial subgroup of Zd acts as a
pro-nilsystem of some finite step. Such a result as this would not settle the con-
vergence of the above averages immediately, but it would surely constitute a major
reduction of the problem. However, just what satedness assumption is needed, and
how the lists of partially pro-nilsystem factors that appear in each ξi could be de-
termined in terms of p1, p2, . . . , pk, remain unclear from the few special cases that
are known.
Although I feel that the pursuit of such a more general result is perhaps the most
pressing issue suggested by our work above, it seems worth mentioning a few more
specific questions that may be within easier reach.
Firstly, I suspect that some generalization of Theorem 1.2 to commuting actions
of Zr should lie fairly close at hand, with the principal new difficulty being that
of reigning in the complexity of the notation: probably one could prove that for
any two commuting actions Ti : Zri y (X,µ), i = 1, 2, any quadratic form
Q : Zs → Zr1 and any homomorphism L : Zs → Zr2 the averages
1
N s
∑
n∈{1,2,...,N}s
(f1 ◦ TQ(n)1 )(f2 ◦ TQ(n)1 TL(n)2 )
converge in L2(µ).
The next simplest case to consider might be that of the averages
1
N
N∑
n=1
(f1 ◦ T n21 )(f2 ◦ T n
2
2 )
for commuting transformations T1 and T2, but already the approach to these via
characteristic factors seems to require some substantial improvement on Theo-
rem 1.1. Repeatedly applying the van der Corput estimate to these until we reach
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some linear nonconventional averages now throws up such averages corresponding
to seven different directions in Z2, for which the available pleasant extensions will
surely be much more complicated than those of Theorem 1.1.
The above averages are also the subject of the following less ambitious question
(put to me by Vitaly Bergelson), which may be within closer range of the methods
currently available:
Question 6.1. Is it true that if T−11 T2 y (X,µ) and T1 × T2 y (X2, µ⊗2) are
both totally ergodic then we have
1
N
N∑
n=1
(f1◦T n21 )(f2◦T n
2
2 )→
∫
X
f1 dµ·
∫
X
f2 dµ in L2(µ) ∀f1, f2 ∈ L∞(µ)?
Note that this is true if we assume instead that every direction in our Z2-action is to-
tally ergodic, as follows from the extension of Host and Kra’s nilsystem machinery
to higher-dimensional actions under this assumption worked out by Frantzikinakis
and Kra in [13].
A Background on Moore cohomology
The classical cohomology of discrete groups (see, for instance, Weibel [40]) was
extended to the category of locally compact groups acting on Polish Abelian groups
by Moore in a far-reaching sequence of papers [31, 32, 33], and it is his version
of the theory that we use in this paper. We refer the reader to those papers for a
clear introduction to the subject, discussion of the various issues that arise in the
attempt to take the topologies of the groups into account, and also a discussion
with further references of the relation in which this theory stands to various other
cohomology theories that have been developed for locally compact groups. (Let
us also remark in passing that these measurable cohomology groups have already
appeared in ergodic-theoretic works from time to time in the past; consider, for
example, the paper [28] of Leman´czyk.)
In this appendix we recall some important properties of Moore’s measurable coho-
mology groups for locally compact groups, including some continuity properties
of these groups under forming inverse limits of compact base groups that were re-
cently established in [6], and also give the details of a few purely cohomological
calculations that were needed in Subsection 4.9.
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Given a compact Abelian group Z and a Polish Abelian Z-module A we write
Zr(Z,A) to denote the Borel r-cocycles Zr → A that appear in the inhomo-
geneous bar resolution, Br(Z,A) to denote the subgroup of coboundaries, and
Hr(Z,A) := Zr(Z,A)/Br(Z,A) to denote the resulting Moore cohomology group
(which we will not topologize here).
Notation In keeping with the rest of this paper, we will use multiplicative no-
tation for cochains taking values in (S1)D for some D, but additive notation for
cochains and other maps into discrete Abelian groups. Also, we now let ⌊·⌋ :
R → Z be the usual integer-part map and {·} : S1 → [0, 1) be the lift such that
{e2πis} = s when s ∈ [0, 1). ⊳
Theorem A.1 (Theorem B from [6]). If (Gm)m≥1, (πmk )m≥k≥1 is an inverse se-
quence of compact groups with inverse limit G, (πm)m≥1 then
Hp(G,A) ∼= lim
m→
Hp(Gm, A)
under the inverse limit of the inflation maps infpπm : Hp(Gm, A) → Hp(G,A)
whenever A a discrete Abelian group or a finite-dimensional torus.
Theorem A.2 (Theorem C from [6]). If G is any compact group and
A1 ⊆ A2 ⊆ . . .
is an increasing sequence of discrete G-modules with union A = ⋃m≥1Am, also
equipped with the discrete topology, then
Hp(G,A) ∼= lim
m→
Hp(G,Am)
under the direct limit of the maps on cohomology induced by the inclusions Am ⊆
A.
Theorems A and B are valuable in conjunction with the explicit calculations that
are available for cohomology over compact Abelian Lie groups.
Proposition A.3. The graded Moore cohomology ring H∗((S1)D,Z) is isomorphic
to the symmetric algebra
Sym2∗(̂S1)D ∼= Sym2∗(ZD),
graded so that every individual element of (̂S1)D has degree two. This graded
cohomology ring is isomorphic to H∗−1((S1)D,S1) under the switchback isomor-
phisms given by the long exact sequence of the presentation Z →֒ R։ S1 together
with the vanishing H∗((S1)D,R) = (0).
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Proof This follows from the identification of H∗((S1)D,Z) with the ˇCech co-
homology H∗sp((S1)D,Z) of the Milnor classifying space B((S1)D) of (S1)D, as
proved by Wigner in Theorem 4 of [41]. These latter cohomology rings have been
computed very explicitly by Hofmann and Mostert in their monograph [20]: the
result we need follows from Theorem 1.9 in their Chapter V.
Corollary A.4. Every cohomology class in H3((S1)D,S1) ∼= H4((S1)D,Z) con-
tains a representative of the form
ψγ1,γ2,...,γM ,χ1,χ2,...,χM : (S
1)D × (S1)D × (S1)D → S1
: (z1, z2, z3) 7→
M∏
m=1
χm(z3)
⌊{γm(z1)}+{γm(z2)}⌋
for some γ1, γ2, . . . , γM , χ1, χ2, . . . , χM ∈ (̂S1)D (indeed, if D ≥ 1 they each
contain infinitely many such representatives). The map
ψγ1,γ2,...,γM ,χ1,χ2,...,χM 7→
M∑
m=1
γm ⊙ χm
descends at the level of cohomology to the isomorphism
H3((S1)D,S1)
switchback∼= H4((S1)D,Z)
Prop.A.3∼= (̂S1)D⊙(̂S1)D ∼= Sym2∗(ZD)
∣∣
deg=4
.
Proof These representatives are precisely those obtained from all possible lists
of elements of H1((S1)D,S1) — that is, of single characters — by moving these
to H2((S1)D,Z) through the switchback, forming cup products in H4((S1)D,Z)
and moving back to H3((S1)D,S1). This generates a complete list of representa-
tives and gives rise to the asserted isomorphism in view of the identification with
Sym2∗(ZD) given by Proposition A.3.
Corollary A.5. The groups Hp((S1)D,Z) vanish for all odd p and are torsion-free
for all p ≥ 1, and consequently the groups Hp((S1)D, F ) also vanish for all odd p
when F is a finite Abelian group.
Proof The first two assertions follow at once from the identification
H∗((S1)D,Z) ∼= Sym2∗(ZD).
For the third, note first that using the Structure Theorem for finite Abelian groups
and arguing coordinate-wise it suffices to treat F = Z/nZ. Now the odd-degree
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vanishing for Z-valued cocycles together with the presentation Z ×n→֒ Z ։ Z/nZ
give switchback maps Hp((S1)D,Z/nZ) →֒ Hp+1((S1)D,Z) that are monomor-
phisms for all odd p, but also their images must vanish under multiplying by n and
so must take values among the torsion elements of Hp+1((S1)D,Z). Since there
are none of these it follows that Hp((S1)D,Z/nZ) = (0).
Corollary A.6. If Z is a compact Abelian group then each class in H2(Z,Z) con-
tains exactly one representative of the form
Z × Z → Z : (z1, z2) 7→ ⌊{γ(z1)}+ {γ(z2)}⌋
for some γ ∈ Ẑ . In addition, if Z is connected then any class in H2(Z,Z/nZ)
also contains a (possibly non-unique) representative of the above form, where the
integer on the right-hand side is now to be understood modulo n.
Proof The above representatives are precisely those obtained by implementing
the switchback isomorphism
H1(Z,S1) ∼= Ẑ → H2(Z,Z)
that arises from the presentation
0→ Z→ R e2πi·→ S1 → 0,
then using the vanishing result H∗(Z,R) = (0) and the particular choice of lifting
S1 → R : z 7→ {z}.
For the second conclusion the previous corollary gives H1(Z,Z) = H3(Z,Z) =
(0) for connected Z , and so in this case the quotient mapH2(Z,Z)→ H2(Z,Z/nZ)
is an isomorphism in view of the collapsing of the long exact sequence.
In the remainder of this appendix we include the two chief cohomological vanish-
ing results that were needed in the main text.
Lemma A.7. Suppose that K1,K2 are compact Abelian groups, Z := K1 ×K2
and qi : Z → Ki are the coordinate projections. Identify C(K2) with C(Z)K1 ,
and consider it as a Z-submodule of C(Z) with the rotation action. Then any 2-
cocycle θ : Z × Z → C(Z)K1 is of the form (θ1 ◦ q×21 ) · dα for some measurable
α : Z → C(Z)K1 and some 2-cocycle θ1 : K1 ×K1 → S1.
Proof Consider the map
Ψ : Z2(K1,S1)→ Z2(Z, C(Z)K1)
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defined by
Ψ(θ1)((z1, z2), (z
′
1, z
′
2)) := ι(θ1(z1, z
′
1)),
where z = (z1, z2) denotes the coordinates in K1 × K2 and ι : S1 → C(Z)K1
is the constant-functions embedding. This map Ψ sends cocycles to cocycles and
coboundaries to coboundaries, so descends to a homomorphism of cohomology
groups
H2(K1,S
1)→ H2(Z, C(Z)K1).
The present lemma is asserting that this homomorphism is surjective. However, it
is actually an isomorphism: if one recognizes C(Z)K1 as the result of inducing the
module S1 with trivial K1-action to the larger group Z , this is the classical Shapiro
Isomorphism. In the setting of measurable group cohomology, it is constructed
as an abstract isomorphism by Moore in Theorem 6 of [32]. It only remains to
check that this abstract isomorphism is realized by the above map Ψ at the level of
cochains. This follows from the proof in [32] by a routine diagram chase.
Lemma A.8. Suppose that Z = K1 × K2 is a product of two compact Abelian
groups and that ψ : Z × Z × Z → H3(Z,S1) is the 3-cocycle
(z1, z2, z3) 7→
M∏
m=1
χm(z3)
⌊{γm(z1)}+{γm(z2)}⌋
corresponding to some choice of γ1, γ2, . . . , γM , χ1, χ2, . . . , χM ∈ Ẑ . Then the
class [ψ] trivializes under the inclusion of the constant-valued maps S1 →֒ C(Z)K1
if and only if ψ is cohomologous in H3(Z,S1) to a cocycle expressible as above
with χ1, χ2, . . . , χM ∈ K⊥1 .
Proof Observing that the 3-cocycle equation holds strictly everywhere for the
above function ψ, and using again Theorem 5 in [32], we may assume that there is
some κ : Z × Z → C(Z)K1 such that the equation ψ = dκ holds among elements
of C(Z)K1 strictly everywhere on Z3: that is, that
ψ(z1, z2, z3) = dκ(z1, z2, z3)(wK1)
for Haar-a.e. w ∈ Z for strictly every (z1, z2, z3) ∈ Z3. It follows, in particu-
lar, that for every (z1, z2, z3) ∈ K31 the above holds for Haar-a.e. w, and hence
by Fubini’s Theorem we may find some w ∈ Z for which the above holds for
a.e. (z1, z2, z3) ∈ K31 : that is, we have successfully restricted the given cobound-
ary equation to the possibly-negligible subset K31 ≤ Z3. However, now for this
fixed w, using the fact that z3K1 = K1, the restricted equation indicates that
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ψ|K1×K1×K1 must be an S1-valued 3-coboundary on K1. This restriction is given
explicitly by ∏
m∈J
(
χm|K1(z3)
)⌊{γm|K1 (z1)}+{γm|K1 (z2)}⌋
where
J := {m ∈ {1, 2, . . . ,M} : χm 6∈ K⊥1 }.
(we choose to keep any terms with χm 6∈ K⊥1 but γm ∈ K⊥1 , even though they
also vanish on K31 ). Now for each γm let γ˜m denote the unique element of K⊥2 for
which γ˜m|K1 = γm|K1 , and similarly associate χ˜m to each χm. Given these, let ψ1
be the inflation of ψ|K1×K1×K1 back up to Z3 through the coordinate projection
map Z → K1, so
ψ1(z1, z2, z3) :=
∏
m∈J
χ˜m(z3)
⌊{γ˜m(z1)}+{γ˜m(z2)}⌋.
If ψ|K1×K1×K1 = dλ for some λ : K1 ×K1 → S1, then also ψ1 = dλ1 where λ1
is the inflation of λ, and hence ψ is cohomologous to ψ · ψ−11 . However,
(ψ · ψ−11 )(z1, z2, z3) =
∏
m∈{1,2,...,M}\J
χm(z3)
⌊{γm(z1)}+{γm(z2)}⌋
·
∏
m∈J
(χm · χ˜−1m )(z3)⌊{γm(z1)}+{γm(z2)}⌋
·
∏
m∈J
χ˜m(z3)
⌊{γm(z1)}+{γm(z2)}⌋−⌊{γ˜m(z1)}+{γ˜m(z2)}⌋.
Since χm|K1 = χ˜m|K1 , the first and second terms of this right-hand side are al-
ready in the desired form. On the other hand, owing to the symmetrization implied
by the identification with Sym∗ in Corollary A.4, and since (γm · γ˜−1m ) ⊙ χ˜m =
χ˜m ⊙ (γm · γ˜−1m ), the last sum is cohomologous to∏
m∈J
(γm(z3) · γ˜m(z3)−1)⌊{χ˜m(z1)}+{χ˜m(z2)}⌋,
which is also of the desired form because γm|K1 = γ˜m|K1 .
Lemma A.9. If Z = K1 × K2 is a product of compact Abelian groups and
ψ : Z × Z × Z → E(Z)K1 is a 3-cocycle whose class trivializes under the in-
clusion E(Z)K1 ⊆ C(Z)K1 , then there is a finite-index subgroup Z0 ≤ Z such that
ψ|Z0×Z0×Z0 is a coboundary.
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Proof Most of the work here will go into reducing to the case in which Z is a Lie
group.
Step 1 We have a natural presentation of Z-modules
S1 →֒ E(Z)K1 ։ ẐK1 ∼= K⊥1
according which S1 is identified with the constant-valued members of E(Z)K1 , and
both S1 and K⊥1 have the trivial Z-action (even though the action on E(Z)K1 is not
trivial). To this presentation corresponds the long exact sequence
. . .→ Hp−1(Z,K⊥1 )
switchback→ Hp(Z,S1)→ Hp(Z, E(Z)K1)→ Hp(Z,K⊥1 )
switchback→ Hp+1(Z,S1)→ . . . ,
and so the class [ψ] ∈ H3(Z, E(Z)K1) is uniquely identified by its image [ψ] ∈
H3(Z,K⊥1 ), where ψ(z1, z2, z3) := ψ(z1, z2, z3) · S1 takes values in
E(Z)K1/S1 ∼= K⊥1 ,
together with some element of H3(Z,S1) parameterizing the location of [ψ] in the
fibre over [ψ].
We may express each Ki as an inverse limit of an increasing sequence of Lie
quotient groups qi,m : Ki ։ Ki,m, which combine to give Lie quotient groups
qm := q1,m × q2,m : Z ։ Zm := K1,m × K2,m. Pontrjagin duality gives
K⊥1 =
⋃
m≥1K
⊥
1,m ◦ qm, where K⊥1,m is understood as a subgroup of Ẑm and
each K⊥1,m ◦ qm may be identified as a Z-module with trivial action. Given this,
Theorem A.2 implies that
Hp(Z,K⊥1 )
∼= lim
m→
Hp(Z,K⊥1,m ◦ qm)
under the inclusion maps. Therefore there are some m ≥ 1 and φ ∈ Z3(Z,K⊥1,m ◦
qm) such that [ψ] = [φ], so letting φ : Z3 → E(Zm)K1,m ◦ qm be a measurable lift
of φ it follows that ψ · φ−1 = dκ · φ′ for some κ : Z2 → E(Z)K1 and S1-valued
3-cocycle φ′. Adjusting ψ by dκ (which does not effect the desired conclusion) if
necessary we may assume κ = 0, after which this equation tells us that ψ takes
values in E(Zm)K1,m ◦ qm for some finite m. By omitting a finite initial segment
of the sequence (Zm)m≥1 and re-labelling we may also assume that m = 1.
Step 2 The increasing sequences of epimorphisms qi,m : Ki ։ Ki,m also
define families of intermediate connecting epimorphisms qmi,k : Ki,m ։ Ki,k, and
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hence qmk := qm1,k × qm2,k : Zm ։ Zk, whenever m ≥ k ≥ 1. Since the Z-action
on the module E(Z1)K1,1 ◦ π1 actually factorizes through the quotient Z ։ Z1,
an application of Theorem A.1 in conjunction with the long exact sequence above
gives
H3(Z, E(Z1)K1,1 ◦ q1) ∼= lim
m→
H3(Zm, E(Z1)K1,1 ◦ qm1 ),
now under the direct limit of the inflation maps, and so by adjusting ψ by another
(E(Z1)K1,1 ◦ q1)-valued coboundary we may assume that it is itself lifted from a
cocycle ψ1 ∈ Z3(Zm, E(Z1)K1,1 ◦ qm1 ) for some finite m. Re-labelling we may
again assume that m = 1.
Step 3 Since each Ki,1 is finite-dimensional it is isomorphic to (S1)Di×Fi for
some Di ≥ 0 and finite Abelian group Fi, and consequently Z1 ∼= (S1)D1+D2 ×
(F1 × F2). Let Z1,0 ∼= (S1)D1+D2 be the identity component of Z1 and Z0 :=
q−11 (Z1,0), so that [Z : Z0] = |F1||F2| < ∞. We will show that ψ|Z0×Z0×Z0 is an
E(Z)K1-valued 3-coboundary.
Considering the presentation
S1 →֒ E(Z1)K1,1 ։ K⊥1,1,
we first observe that ψ1 := ψ1 · S1 is a 3-cocycle with values in K⊥1,1 ∼= ZD1 × F̂1,
so by Corollary A.5 its class must trivialize on Z1,0. Therefore there is some κ¯ :
Z21,0 → ZD1 × F̂1 such that
ψ1|Z1,0×Z1,0×Z1,0 = dκ¯,
and so letting κ be a measurable E(Z)K1-valued lift of κ¯ it follows that ψ1|Z1,0×Z1,0×Z1,0−
dκ takes values in the subgroup of constant-valued functions S1 ⊆ E(Z)K1 . Now
our initial assumptions promise that the class of this S1-valued 3-cocycle still triv-
ializes under the inclusion S1 ⊆ C(Z1,0)K1,1,0 , where K1,1,0 is the identity compo-
nent of K1,1.
However, in view of this Lemma A.8 gives some α0 : Z21,0 → S1 such that
(
(ψ1|Z1,0×Z1,0×Z1,0) · dκ−1 · dα−10
)
(z1, z2, z3) =
M∏
m=1
χm(z3)
⌊{γm(z1)}+{γm(z2)}⌋
for some χ1, χ1, . . . , χM ∈ Ẑ1,0 ∩K⊥1,1,0, and lifting these characters to elements
of K⊥1,1 this is now explicitly the coboundary of the E(Z1)K1,1-valued 2-cochain
(u1, u2) 7→
M∏
m=1
χm(·)⌊{γm(u1)}+{γm(u2)}⌋.
Re-arranging completes the proof.
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B Measurable selectors
At several points in this paper we needed to appeal to some basic results on the
existence of measurable selectors, often as a means of making rigorous a selection
of representatives of one or another kind of data above the ergodic components of
a non-ergodic system.
Theorem B.1. Suppose that (X,ΣX) and (Y,ΣY ) are standard Borel spaces, that
A ⊆ X is Borel and that π : X → Y is a Borel surjection. Then the image π(A)
lies in the νc-completion of ΣY for every Borel probability measure ν on (Y,ΣY )
with completion νc, and for any such ν there is a map f : B → A with domain
B ∈ ΣY such that B ⊆ π(A), νc(π(A) \B) = 0 and π ◦ f = idB .
Proof See, for example, 423O and its consequence 424X(h) in Fremlin [14].
The above result prompts the following two standard definitions.
Definition B.2 (Universal measurability). Given a standard Borel space (X,ΣX),
a measurable subset A of X is universally measurable if for any Borel probability
µ on X there is some A′ ∈ ΣX such that µc(A△A′) = 0; thus, the first part of the
above conclusion is that π(A) is universally measurable.
Definition B.3 (Measurable selectors). We refer to a map f as given by the above
theorem as a measurable selector for the set A.
Remark We should stress that this is only one of several versions of the ‘measur-
able selector theorem’, due variously to von Neumann, Jankow, Lusin and others.
Note in particular that in some other versions a map f is sought that select points
of A for strictly all points of π(A). In the above generality we cannot guarantee
that a strictly-everywhere selector f is Borel, but only that it is Souslin-analytic
and hence universally measurable (of course, from this the above version follows
at once). On the other hand, if the map π|A is countable-to-one, then a version of
the result due to Lusin does guarantee a strictly-everywhere Borel selector f . This
version has already played a significant roˆle in our corner of ergodic theory in the
manipulation of the Conze-Lesigne equations (see, for example, [10, 17, 8]), and
so we should be careful to distinguish it from the above. A thorough account of all
these different results and their proofs can be found in Sections 423, 424 and 433
of Fremlin [14]. ⊳
In the right circumstances it is possible to use Theorem B.1 to obtain a Borel se-
lector that is equivariant for a group of transformations, by making use of a co-
ordinatization of the invariant factor. We prove this only for countable groups for
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simplicity, but the general case of l.c.s.c. groups and jointly measurable actions
should follow with a little more care. It will be used in Subsection 4.5. (Note that
an incorrect version of the following proposition and proof appeared as Proposition
2.4 in [5].)
Proposition B.4. Suppose that T : Γ y (X,µ) and S : Γ y (Y, ν) are actions
of a countable group on standard Borel probability spaces; that π : (X,µ, T ) →
(Y, ν, S) is a factor map; that A ⊆ X lies in the µ-completion of ΣX and is
conegligible and T -invariant; and also that π is relatively invariant, meaning that
ΣX is generated by π−1(ΣY ) together with ΣTX . Then there are an S-invariant set
B ∈ ΣY such that B ⊆ π(A) and νc(π(A) \B) = 0 and a Borel map f : B → A
such that f ◦ Sγ = T γ ◦ f and π ◦ f = idB.
Proof Let A0 ⊆ A be a conegligible Borel subset, and let A1 :=
⋂
γ∈Γ T
γ(A0),
so this is still conegligible and Borel (using the countability of Γ) but also T -
invariant. By replacing A with A1 if necessary, we may simply assume that A itself
is Borel. However, having done this, we may replace X with A (since (A,µ|ΣA)
is still a standard Borel probability space), and so assume that A = X.
Next choose a factor ζS0 : Y → ZS0 that coordinatizes ΣSY , and then choose another
factor ζT0 : X→ ZT0 that coordinatizes ΣTX and such that there is a factorizing map
φ : ZT0 → ZS0 for which ζS0 ◦ π(x) = φ ◦ ζT0 (x) for all x (for example, this can be
guaranteed by replacing an initial choice of ζT0 with the map (ζT0 , ζS0 ◦ π) : X →
ZT0 × ZS0 , which generates the same σ-subalgebra of Σ up to negligible sets).
Now consider the condition that ΣTX and π−1(ΣY ) together generate the whole of
ΣX . This amounts to the assertion that the map
(π, ζT0 ) : X → Y × ZT0 : x 7→ (π(x), ζT0 (x))
defines a measure-theoretic isomorphism of systems, and hence by restricting X to
a further full-measure T -invariant Borel subset we may actually identify it with an
(S× id)-invariant Borel subset of Y ×ZT0 under this map (π, ζT0 ) (by the standard
pointwise description of measure-theoretic isomorphisms between standard Borel
systems – see Theorem 2.15 in Glasner [18]).
Moreover, the condition that ζS0 ◦ π = φ ◦ ζT0 implies that
X ⊆ Y ×{ζS0 =φ} Z
T
0 := {(y, z) : ζS0 (y) = φ(z)},
and so µ is (S × id)-invariant and is supported on this set. We will next argue
that µ actually equals the relatively independent product of ν and (ζT0 )#µ on this
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set. In case Γ is amenable this follows easily from the Norm Ergodic Theorem,
but we can make a related argument even if it is not. Suppose that f ∈ L2(ν) and
g ∈ L2((ζT0 )#µ), and consider the integral∫
Y×ZT0
f(y)g(z)µ(dy,dz).
By the (S × id)-invariance of µ, this is equal to∫
Y×ZT0
f(Sγy)g(z)µ(dy,dz) for any γ ∈ Γ,
and hence is also equal to
∫
Y×ZT0
f ′(y)g(z)µ(dy,dz) for any function f ′ in the
closed convex hull of the norm-bounded set {f ◦ Sγ : γ ∈ Γ} ⊆ L2(ν). This
closed convex set has a unique element f ′ of minimal norm (because the norm in
L2(µ) is uniformly convex), and now its uniqueness implies that this f ′ is also S-
invariant. From this it follows that we must have f ′ = Eν(f | ζS0 ), for otherwise we
could pick some S-invariant h ∈ L2(ν) such that 〈h, f ′〉 > 〈h,Eν(f | ζS0 )〉, and
this latter quantity must equal 〈h, Sγf〉 for every γ (because f ◦ Sγ − Eν(f | ζS0 )
is orthogonal to all S-invariant functions), so that h would define a hyperplane
separating f ′ from the closed convex set we have constructed.
Therefore∫
Y×ZT0
f(y)g(z)µ(dy,dz) =
∫
Y×ZT0
Eν(f | ζS0 )(y)g(z)µ(dy,dz),
and by taking linear combinations of product functions this implies that µ =
ν ⊗{ζS0 =φ} (ζ
T
0 )#µ.
Let P : ZS0
p−→ Y be a probability kernel representing the disintegration of ν over
ζS0 , and Q : ZS0
p−→ ZT0 a kernel representing the disintegration of (ζT0 )#µ over
φ. In terms of these kernels we have
ν ⊗{ζS0 =φ} (ζ
T
0 )#µ =
∫
ZS0
P (w, · )⊗Q(w, · ) (ζS0 )#ν(dw).
Since (ν ⊗{ζS0 =φ} (ζ
T
0 )#µ)(X) = 1, it follows from Fubini’s Theorem that for
(ζT0 )#µ-a.e. z ∈ ZT0 we have
P (φ(z), {y ∈ Y : (z, y) ∈ X}) = 1.
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Let C ⊆ ZT0 be a conegligible Borel subset of z for which this holds. By the
previous Theorem B.1 we may find a conegligible Borel subset D ⊆ φ(C) that
admits a measurable selector g : D → C .
Finally, let B0 := (ζS0 )−1(D) ⊆ Y , so this is S-invariant and conegligible, and
consider the map
f : B0 → Y × ZT0 : y 7→ (y, g(ζS0 (y))).
By the definition of the set C and selector g, for each w ∈ D we know that
P (w, · )-a.e. y ∈ Y is such that (y, g(w)) ∈ X. This implies that the further
subset B := {y ∈ B0 : f(y) ∈ X} has
ν(B) =
∫
D
P (w, {y : ζS0 (y) = w} ∩ {y : (y, g(w)) ∈ X}) (ζS0 )#ν(dw) = 1,
and now restricting f to B gives a Borel measurable selector B → X that mani-
festly satisfies f ◦ Sγ = (S × id)γ ◦ f = T γ ◦ f , as required.
Definition B.5 (Equivariant measurable selectors). We refer to a map f as given
by the above proposition as a T -equivariant measurable selector for the set A.
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