Abstract-This paper considers the asymptotic properties of the recursive maximum-likelihood estimator for hidden Markov models. The paper is focused on the analytic properties of the asymptotic log-likelihood and on the point-convergence and convergence rate of the recursive maximum-likelihood estimator. Using the principle of analytic continuation, the analyticity of the asymptotic log-likelihood is shown for analytically parameterized hidden Markov models. Relying on this fact and some results from differential geometry (Lojasiewicz inequality), the almost sure point convergence of the recursive maximum-likelihood algorithm is demonstrated, and relatively tight bounds on the convergence rate are derived. As opposed to the existing result on the asymptotic behavior of maximum-likelihood estimation in hidden Markov models, the results of this paper are obtained without assuming that the log-likelihood function has an isolated maximum at which the Hessian is strictly negative definite.
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I. INTRODUCTION
H IDDEN Markov models are a broad class of stochastic processes capable of modeling complex correlated data and large-scale dynamical systems. These processes consist of two components: states and observations. The states are unobservable and form a Markov chain. The observations are independent conditionally on the states and provide only available information about the state dynamics. Hidden Markov models have been formulated in the seminal paper [1] , and over the last few decades, they have found a wide range of applications in diverse areas such as acoustics and signal processing, image analysis and computer vision, automatic control and robotics, economics and finance, computational biology, and bioinformatics. Due to their practical relevance, these models have extensively been studied in a large number of papers and books (see, e.g., [8] , [13] , and references cited therein).
Besides the estimation of states given available observations (also known as filtering), the identification of model parameters is probably the most important problem associated with hidden Markov models. This problem can be described as the estimation (or approximation) of the state transition probabilities and the observation likelihoods given available observations. The identification of hidden Markov models has been considered in numerous papers and several methods and algorithms have been developed (see [8, Part II], [13] , and references cited therein). Among them, the methods based on the maximum-likelihood principle are probably the most important. Their various asymptotic properties (asymptotic consistency, asymptotic normality, convergence rate) have been analyzed in a number of papers (see [1] , [5] , [6] , [11] , [12] , [19] , [22] - [25] , [27] , [31] , [36] , [37] ; see also [8, ch. 12] , [13] , and references cited therein). Although the existing results provide an excellent insight into the asymptotic behavior of maximum-likelihood estimators for hidden Markov models, they all crucially rely on the assumption that the loglikelihood function has a strong maximum, i.e., an isolated maximum at which the Hessian is strictly negative definite. As the log-likelihood function admits no closed-form expression and is fairly complex even for small-size hidden Markov models (four or more states), it is hard (if not impossible) to show the existence of an isolated maximum, let alone checking the definiteness of the Hessian. The differentiability, analyticity, and other analytic properties of functionals of hidden Markov models similar to the asymptotic log-likelihood (mainly entropy rate) have recently been studied in [15] - [17] , [32] , [33] , and [38] . Although very insightful and useful, the results presented in these papers cover only models with discrete state and observation spaces and do not consider the asymptotic behavior of the maximum-likelihood estimation method.
In this paper, we study the asymptotic behavior of the recursive maximum-likelihood estimator for hidden Markov models with a discrete state-space and continuous observations. We establish a link between the analyticity of the asymptotic log-likelihood on the one hand, and the point convergence and convergence rate of the recursive maximum-likelihood algorithm, on the other hand. More specifically, relying on the principle of analytic continuation, we show under mild conditions that the asymptotic log-likelihood function is analytic in the model parameters if the state transition probabilities and the observation conditional distributions are analytically parameterized. Using this fact and some results from differential geometry (Lojasiewicz inequality), we demonstrate that the recursive maximum-likelihood algorithm for hidden Markov models is almost surely point convergent (i.e., it has a single accumulation point w.p.1). We also derive tight bounds on the almost sure convergence rate. As opposed to all existing results on the asymptotic behavior of maximum-likelihood estimation in hidden Markov models, the results of this paper are obtained 0018-9448/$26.00 © 2010 IEEE without assuming that the log-likelihood function has an isolated strong maximum.
The paper is organized as follows. In Section II, hidden Markov models and the corresponding recursive maximum-likelihood algorithms are defined. The main results are also presented in Section II. Section III provides several practically relevant examples of the main results. Section IV contains the proofs of the main results, while the results of Section III are proved in Section V.
II. MAIN RESULTS
In order to state the problems of recursive identification and maximum-likelihood estimation in hidden Markov models with finite state-spaces and continuous observations, we use the following notation.
is an integer, while . is also an integer, while is a Borel-measurable set in . are nonnegative real numbers such that for each . are probability measures on .
is an -valued stochastic process which is defined on a (canonical) probability space and satisfies Since the asymptotic mean of is rarely available analytically, is usually maximized by a stochastic gradient algorithm, which itself is a special case of stochastic approximation (for details, see [2] , [21] , [35] , and references cited therein). To define such an algorithm, we introduce some further notation. For let while is an matrix whose entry is (i.e.,
). On the other side, for , , , , let where . With this notation, a stochastic gradient algorithm for maximizing can be defined as
In this recursion, is a sequence of positive reals. , and are random variables which are defined on the probability space and are independent of . In the literature on hidden Markov models and system identification, recursion (1)- (3) is known as the recursive maximumlikelihood algorithm, while subrecursions (2) and (3) are referred to as the optimal filter and the optimal filter derivatives, respectively (see [8] for further details). Recursion (3) usually includes a projection (or truncation) device which prevents estimates from leaving (see [9] and [28] for further details). As the problems studied in the paper are already complex, this aspect of algorithm (3) is not considered here. Instead, similarly as in [2, Part II], [21] , and [28] , our results on the asymptotic behavior of algorithm (3) (Theorems 2 and 3) are expressed in a local form.
Throughout the paper, unless stated otherwise, the following notation is used. For an integer denotes the set of -dimensional probability vectors (i.e., ), while and are the sets of -dimensional complex vectors and complex matrices (respectively (4) for all . Assumption 1 corresponds to the properties of step-size sequence and is commonly used in the asymptotic analysis of stochastic approximation algorithms. It holds if for , where . Assumptions 2 and 3 are related to the stability of the model and its optimal filter. In this or similar form, they are involved in the analysis of various aspects of optimal filtering and parameter estimation in hidden Markov models (see, e.g., [5] , [6] , [11] , [12] , [22] - [25] , [27] , [31] , [36] , [37] , and [39] ; see also [8, Part II] and references cited therein).
Assumption 4 corresponds to the parametrization of candidate models . Basically, Assumption 4 requires transition probabilities and conditional densities to be analytic in . It also requires and to be analytically continuable to a complex domain in such a way that the (corresponding) continuation of the optimal filter transfer function is analytic and uniformly bounded in . Although these requirements are restrictive, they still hold in many practically relevant cases and situations. Several examples are provided in the next section.
The main purpose of Assumption 4 is to ensure that the optimal filter associated with the transfer function is analytically continuable to a complex domain (see Lemma 4) . Since the asymptotic log-likelihood can be represented as a limit of this filter, Assumption 4 (together with the limit theorems for complex-analytic functions) also ensures the analyticity of (see Theorem 1 and its proof). On the other side, the asymptotic behavior of algorithm (3) (point convergence and convergence rate) crucially relies on this property of (see Theorems 2 and 3 and their proofs; see also the outline of the proofs provided in Section IV-A).
In 
Proofs of the Theorems 1-3 are provided in Section IV.
In the literature on deterministic and stochastic optimization, the convergence of gradient search is usually characterized by the convergence of sequences , and (see, e.g., [3] , [4] , [34] , [35] , and references cited therein). Similarly, the convergence rate can be described by the rates at which sequences , and converge to the sets of their accumulation points. In the case of algorithm (3), this kind of information is provided by Theorems 2 and 3. Basically, Theorem 2 claims that recursion (3) is point convergent w.p.1 (i.e., the set of accumulation points of is almost surely a singleton), while Theorem 3 provides relatively tight bounds on the convergence rate in the terms of Lojasiewicz exponent and the convergence rate of step sizes (expressed through and ). Theorem 1, on the other side, deals with the properties of the asymptotic log-likelihood and is a crucial prerequisite for Theorems 2 and 3. Apparently, the results of Theorems 2 and 3 are of local nature: they hold on the event where algorithm (3) is stable (i.e., where is contained in a compact subset of ). Stating asymptotic results in such a form is quite common for stochastic recursive algorithms (see, e.g., [2] , [21] , [28] , and references cited therein).
Various asymptotic properties of maximum-likelihood estimation in hidden Markov models have been analyzed thoroughly in a number of papers [1] , [5] , [6] , [11] , [12] , [22] - [25] , [27] , [31] , [36] , [37] ; (see also [8, ch. 12] , [13] , and references cited therein). Although these results offer a deep insight into the asymptotic behavior of this estimation method, they can hardly be applied to complex hidden Markov models. The reason comes out of the fact that all existing results on the point convergence and convergence rate of stochastic gradient search (which includes recursive maximum-likelihood estimation as a special case) require the objective function to have an isolated maximum at which the Hessian is strictly negative definite. Since , the objective function of recursion (3), is rather complex even when the observation space is finite (i.e.,
) and , the numbers of states and observations, are relatively small (three and above), it is hard (if possible at all) to show the existence of isolated maxima, let alone checking the definiteness of . Exploiting the analyticity of and Lojasiewicz inequality, Theorems 2 and 3 overcome these difficulties: they both neither require the existence of an isolated maximum, nor impose any restriction on the definiteness of the Hessian (notice that the Hessian cannot be strictly definite at a nonisolated maximum or minimum). In addition to this, the theorems cover a relatively broad class of hidden Markov models (see Section III). To the best of our knowledge, asymptotic results with similar features do not exist in the literature on hidden Markov models or stochastic optimization.
The differentiability, analyticity, and other analytic properties of the entropy rate of hidden Markov models, a functional similar to the asymptotic likelihood, have been studied thoroughly in several papers [15] - [17] , [32] , [33] , [38] . The results presented therein cover only models with discrete state and observation spaces and do not pay any attention to maximum-likelihood estimation. Motivated by the problem of the point convergence and the convergence rate of recursive maximum-likelihood estimators for hidden Markov models, we extend these results in Theorem 1 to models with continuous observations and their likelihood functions. The approach we use to demonstrate the analyticity of the asymptotic likelihood is based on the principle of analytic continuation and is similar to the methodology formulated in [15] .
III. EXAMPLES
In this section, we consider several practically relevant examples of the results presented in Section II. Analyzing these examples, we also provide a direction how the assumptions adopted in Section II can be verified in practice.
A. Finite Observation Space
Hidden Markov models with finite state and observation spaces are studied in this section. For these models, we show that the conclusions of Theorems 1-3 hold whenever the parameterization of candidate models is analytic.
Let be an integer, while . Then, the following results hold. The proof is provided in Section V.
Remark:
The conditions of Proposition 1 correspond to the way the candidate models are parameterized. They hold for the natural, 1 exponential, 2 and trigonometric 3 parameterizations. .
B. Compactly Supported Observations
In this section, we consider hidden Markov models with a finite number of states and compactly supported observations. More specifically, we assume that is a compact set in . For such models, the following results can be shown. The proof is provided in Section V.
Remark: The conditions of Proposition 2 are fulfilled if the natural, exponential, or trigonometric parameterization is applied to the state transition probabilities , and if the observation likelihoods are analytic jointly in and . The latter holds when are compactly truncated mixtures of beta, exponential, gamma, logistic, normal, log-normal, Pareto, uniform, Weibull distributions, and when each of these mixtures is indexed by its weights and by the "natural" parameters of its ingredient distributions.
C. Mixture of Observation Likelihoods
In this section, we consider the case when the observation likelihoods are mixtures of known probability density functions. More specifically, let be integers, while is an open set and for each
We assume that the state transition probabilities and the observation likelihoods are parameterized by vectors and (respectively), i.e., for , . We also assume where , while are known probability density functions.
For the models specified in this section, the following results hold. for all .
iii) and for all , where .
Corollary 3: Let Assumptions 1 and 2 and the conditions of Proposition 4 hold. Then, the conclusions of Theorems 1-3 are true.
The proof is provided in Section V.
D. Gaussian Observations
This section is devoted to hidden Markov models with a finite number of states and with Gaussian observations. More specifically, and have the same meaning as in the previous section, while and , where for some (12) Similarly, as in Section III-C, we assume that the state transition probabilities and the observation likelihoods are indexed by vectors and (respectively). We also assume where . For the models described in this section, the following results can be shown. The proof is provided in Section V.
Remark: Unfortunately, Proposition 4 and Corollary 4 cannot be extended to the case , since the models specified in Section III-D do not satisfy Assumption 4 without the condition that is a singleton (the details are provided in Appendix III). However, this condition is not so restrictive in practice, as is dense in and provides an arbitrarily close approximation to .
IV. PROOF OF MAIN RESULTS

A. Outline of the Proof
Theorems 1-3 are proved in several stages. The proofs are presented in Sections IV-B-IV-E. The main steps can be summarized as follows.
Section IV-B is mainly focused on the stability properties of optimal filter and its analytic continuation (to be defined in Section IV-D). It is also concerned with the stability of filter derivatives (also to be defined in Section IV-B) and with the analytical properties of functions and . In Lemma 1, the analytical properties (local boundedness and Lipschitz continuity) of and are studied, while Lemmas 2 and 3 consider the stability properties (forgetting, boundedness, and ergodicity) of . Lemma 1 is a consequence of Assumption 4 and the Cauchy inequality for complex-valued analytic functions, while Lemmas 2 and 3 are based on the existing results on the stability of the optimal filter. Lemmas 1-3 are necessary prerequisite for Lemmas 4 and 5 and Theorem 1. The most important results of Section IV-B are contained in Lemma 4. The lemma deals with the stability of the analytic continuation of the optimal filter. Starting with the results of Lemma 2 and relying on the principle of analytic continuation, the lemma shows that forgets initial condition geometrically in and uniformly in . This result is the foundation of Theorem 1 and Corollary 5.
Section IV-C is focused on the properties of the asymptotic log-likelihood . In this section, the analyticity of is proved (Theorem 1) and the most general version of the Lojasiewicz inequality for is provided (Corollary 5). These results are a crucial prerequisite for the asymptotic analysis of algorithm (3) (carried out in Section IV-E) and Theorems 2 and 3. In particular, without Lojasiewicz inequality (32) (notice that the analyticity is required by any version of this inequality), it is not possible to establish the results of Lemma 10 [i.e., inequalities (59) and (60)], which themselves almost directly lead to the convergence rate of and (Lemmas 11-13). The proof of Theorem 1 is based on the principle of analytic continuation and the fact that the limit of uniformly convergent complex-analytic functions is also analytic. Since this fact is not true for real-analytic functions (and since is a function of the optimal filter), it is necessary to demonstrate the geometric forgetting not only for , but also for its analytic continuation (Lemma 4). Section IV-D provides an equivalent representation of algorithm (3) and studies its immediate properties. More specifically, the section shows that recursion (3) is a stochastic gradient search with additive noise. The section also provides the basic asymptotic properties of the noise sequence (to be defined in Section IV-D) and sequences . In Lemma 5, the Poisson (34) associated with algorithm (3) is analyzed and the basic properties of its solution are demonstrated. Lemmas 6 and 7 study the asymptotic behavior of and : in Lemma 6, an upper bound on the convergence rate of is derived, while the convergence of is proved in Lemma 7. Lemma 5 follows from Lemmas 1-3 and the results of [2, ch. II.2], while Lemma 6 is based on Lemma 5 and the techniques developed in [2, ch. II.1]. Lemmas 6 and 7 are important prerequisite for the asymptotic analysis conducted in Section IV-E, i.e., for Lemma 8 and the construction of Lyapunov functions (notice that both and depend on ). In Section IV-E, the asymptotic behavior of algorithm (3) is analyzed and Theorems 2 and 3 are proved. The main steps in the analysis can be summarized as follows.
Step (5) to analyze the asymptotic behavior of . As opposed to (5), inequality (42) (which is a direct consequence of the form of Lojasiewicz inequality provided in Corollary 5) can be applied to the asymptotic analysis of . The reasons are as follows: i) exists (due to Lemma 7), and ii) (42) is satisfied by all for which is sufficiently close to ( is defined in the beginning of Section IV-E and represents a compact set whose interior contains the limit point of ).
Step 2: Relying on the results of Step 1 (Lemma 10), is proved in Lemma 11. The idea of the proof can be described as follows. If the previous relation is not true, then there exists an increasing sequence such that . Consequently, the Lojasiewicz inequality (42) (10) and (11), and , the Lojasiewicz exponent at (notice that in Lemmas 10-15 and their proofs, the definition of and is based on , another Lojasiewicz exponent specified in Corollary 5; also notice that the tighter convergence rates are obtained with than with ).
B. Optimal Filter and Its Properties
The stability properties (forgetting and ergodicity) of the optimal filter (2), its derivatives (3), and its analytic continuation (to be defined in the next paragraph) are studied in this section. The analytical properties (local boundedness and local Lipschitz continuity) of functions and are also considered here. The analysis mainly follows the ideas and results of [24] , [25] , and [26] .
Throughout this section, we rely on the following notation. denotes the set where ( can be any closed set in satisfying , but the above one is selected for analytical convenience for all and any sequences in (respectively).
Remark: Lemma 2 is an extension of the results of [10] , [24] - [26] , and [39] . It is proved in Appendix I. 
C. Analyticity
In this section, using the results of the Section IV-B (Lemma 4), the analyticity of the objective function is shown and Theorem 1 is proved. The proof is based on the analytic continuation techniques and the methods developed in [15] .
Proof of 
for each and any sequence in . Using (27) - (29), we deduce that there exists a real number such that the absolute value of the each term on the righthand side of (25) . Then, it is clear that part (i) is true, while part (ii) follows from the Lojasiewicz inequality (see, e.g., [20] , [29] , and [30] ) and the analyticity of .
As a direct consequence of [20 Remark: In the special case when and for some , and can be selected as and ( are specified in the statement of Theorem 1).
D. Decomposition of Algorithm (3)
In this section, equivalent representations of recursion (3) 
Moreover, we have for . We also conclude w.p.1 for and any Borel-measurable set ( is introduced in Section IV-B). 
E. Convergence and Convergence Rate
In this section, using the results of Sections IV-C and IV-D (Corollary 5 and Lemmas 5 and 6), the convergence and convergence rate of recursion (3) (39) (40) for .
Besides the notation introduced in the previous paragraph, we also rely on the following notation in this section. For a compact set denotes an upper bound of on and a Lipschitz constant of on the same set. is the set of the accumulation points of , while and are the random quantity and the random sets (respectively) defined by on , and by otherwise. Overriding the definition of in Theorem 3, we specify random quantities as (41) on , and as otherwise [ are introduced in the statement of Corollary 5; later, once Theorem 2 is proved, it will be clear that the definitions of provided in Theorem 3 and in (41) are equivalent]. Random quantities are defined in the same way as in (9) Remark: Throughout this section, the following convention is applied. Diacritic is used to denote a locally defined quantity, i.e., a quantity whose definition holds only in the proof where the quantity appears. 
Combining (70) with (already proved) (59), we get (69). On the other side, (66) yields (notice that ). Therefore, (69) implies Thus, which directly contradicts (71). Hence, (60) is satisfied for .
Lemma 11: Suppose that Assumptions 1-4 hold. Then
on for , where function is defined by ( is specified in the statement of Lemma 6).
Proof: Let be an arbitrary sample from (notice that all formulas that follow in the proof correspond to this ). First, we prove (72). To do so, we use contradiction: assume that (72) is not satisfied for some , and define recursively for . Now, let us show by induction that is nonincreasing: Suppose that for and some . Consequently
Then, Lemma 10 [relations (59) and (62) Proof: Let be an arbitrary sample from , while is an arbitrary integer (notice that all formulas which appear in the proof correspond to these ). To show (84), we consider separately the cases and . 
Case
VI. CONCLUSION
We have studied the asymptotic properties of recursive maximum-likelihood estimation in hidden Markov models. We have analyzed the asymptotic behavior of the asymptotic log-likelihood function and the convergence and convergence rate of the recursive maximum-likelihood algorithm. Using the principle of analytic continuation, we have shown the analyticity of the asymptotic log-likelihood for analytically parameterized hidden Markov models. Relying on this result and Lojasiewicz inequality, we have demonstrated the point convergence of the recursive maximum-likelihood algorithm, and we have derived relatively tight bounds on the convergence rate. The obtained results cover a relatively broad class of hidden Markov models with finite state space and continuous observations. They can also be extended to batch (i.e., nonrecursive) maximum-likelihood estimators such as those studied in [6] , [12] , [27] , and [36] . In the future work, attention will be given to the possibility of extending the result of this paper to hidden Markov models with continuous state space. The possibility of obtaining similar rate of convergence results for nonanalytically parameterized hidden Markov models will be explored as well.
APPENDIX I
In this Appendix, the proofs of Lemmas 1-3 are provided.
Remark: Throughout the Appendix, the following convention is applied. Diacritic is used to denote a locally defined quantity, i.e., a quantity whose definition holds only in the proof where the quantity appears. 
