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5 MONITORING ORGANIZATION REPORT NUMBER(S) Stein's Lemma is formulated as follows. Let {XJ}1 be a sequence of i.i.d. observations defined on some underlying probability triple (Q, ", R) and taking values in a measurable space (E, F). We know that the probability measure R is one of two probability measures P or Q. For each n = 1,2,..., we form a Neyman-Pearson test to decide whether R = P or R = Q on the basis of X 1 ,X 2 ,.-.X,, (clearly, we need that P i Q for this problem to be meaningful). Stein's Lemma states that for a fixed power constraint, the size of the Neyman-Pearson tests decays at an exponential rate and provides a formula for this rate.
To place the problem in a rigorous setting, let {.F,}c be the filtration of." generated by the observations;
Let 0 < c < 1 be a predetermined constant, and take n = 1,2 .... For each set D in .Yn, we can define a decision rule to select P or Q by choosing P if and only if w E D for any w E f0 (the requirement that D be in f)7 is of course equivalent to the requirement that our decision be a function of the observations X 1 , X2... X,). To form the Neyman-Pearson test of power c, we vary D E Fn so as to minimize the size Q(D) (the false alarm rate in radar parlance) subject to the requirement that the power P(D) satisfy P(D) > I -( (i.e., a lower bound on the detection probability). Let e(n,C) be this minimum, or more exactly, infimum; symbolically e(n,c) :
Define P (respectively Q) as the probability measure induced on (E,') by any one of the observation RV's XI, X 2 ,... under the probability measure P (respectively Q). Since the observations are identically distributed, it does not matter which X, we select to define P and Q; we may choose P PXI 1 and Q = QX 1 1 . The result that we wish to prove can now be stated.
THE MAIN RESULT
Theorem 1 (Stein). Assume that P is absolutely continuous with respect to Q. Then
n n where
the integral possibly being infinite.
If the observation space E is finite, this result is the same as the one in Ref. 
SOWERS that D(P,Q)
is well defined; see Ref. 4 and Appendix A. Note also that if P is not absolutely continuous with respect to Q, the Nevyian-Pearson tests are trivial and e(n, c) = 0 for n large. Indeed, assume that/ 5 is not. absolutely continuous with respect to Q so that there is a set A in E such that P(A) > P but Q(A) = 0.
For each n = 1,2.
define the decision region D, E X" as
1, and consequently D,, satisfies the power constraint for n large. But since
we conclude that for n large, e(n,c) Q(D,,) = 0.
MOTIVATION FOR. THE PROOF OF STEIN'S LEMMA
It is a well-known result that Neyman-Pearson tests are performed by comparing a log-likelihood ratio to a threshold, see Ref. 5, Thin. 5.5.2. For each n = 1,2,.. -, let P (respectively Q,,) be the restriction of P (respectively Q) to the a-field T, . The absolute continuity requirement on P and Q implies that for each n = 1,2-. P, is absolutely continuous with respect to Q, so that our log-likelihood ratio is log df /dQ,,. 
where Sn :
yi. From Eqs. (11) and (12), our hypothesis tests should reflect the fact that Sn/n has different almost sure limits under the different probability measures P and Q. If we define our decision regions so as to decide that R = P if S,/n is near D(P,Q), then a high rate of detection and a low false alarm rate should result for large n. (Note that Eqs. (11) and (12) explain a technical difficulty. If P agrees with Q on Y := V,' 1 .Y,, then we expect not to be able to distinguish between R = P and R = Q from the observations. This is reflected in the easily verified fact that P = Q if and only if P and Q coincide on F"', in which case D(P,Q) = D(Q,P) = 0 and Sn/n tends almost surely to 0 under both P and Q.) Since {Yj} is i.i.d., we can use Cramir's theorem from the field of Large Deviations, see Ref. 6, Theorem 3.8 and Ref. 7, Theorem 3.1, to describe the rate at which Sn/n tends to its limit under P and Q. The reasoning behind the following arguments is then clear.
PROOF OF THEOREM 1 A Large Deviations Principle
Let us temporarily assume that (a) the probability measure Q is absolutely continuous with respect to the probability measure P, 11) we know that if R = P, then lim, Sn/n E F 6 P-a.s. Since almost sure convergence is stronger than convergence in probability, it is immediate that limP({S,/n E F 6 }) = 
n so for large n, the decision regions given by D, :={Sn/EF 6 } = 1,2,... (15) satisfy the power constraint.
We can now apply Cram~r's Theorem to verify that 
Combining Eqs. (16) 
n Hence, in a manner analogous to Eq. (22),
n TI n TI and since B was an arbitrary positive number,
n n which was to be proved.
The proof of Theorem I is complete.
CLOSURE
Note in our proof of Stein's Lemma that we did not formulate the Neyman-Pearson tests. The Strong Law of Large Numbers and Eqs. (11) and (12) led us to a series of tests that bounded the true NeynianPearson tests. The asymptotic behavior of these tests was found by using Large Deviations arguments, and Stein's Lemma resulted.
In the Neyman-Pearson tests studied here, we minimized the false alarm rate subject to a lower bound on the probability of detection. The more common formulation is to maximize the probability of detection subject to an upper bound on the false alarm rate. By reversing the roles of P and Q, we see that the two problems are equivalent. Define
Then 7t(n, c) corresponds to maximizing the probability of detection Q(D) (the power) subject to the constraint that the false alarm rate P(D) satisfy P(D) < c (an upper bound on the size). Since y(n, c) = 1-e(n,c), n = 1,2,... (41) an alternate way of stating the result of Theorem I is lim I log (1 --y(n, c)) = -D(P,Q). 
