Introduction
In 1979, Kazhdan and Lusztig [1] introduced a family of irreducible modules for Coxeter groups and related Hecke algebras. The defining bases of these modules and corresponding matrix representations have many fascinating properties. Important steps in the construction of the Kazhdan-Lusztig modules are the computation of certain polynomials in The former authors used properties of the Kazhdan-Lusztig and natural modules to solve Eq. (1.1) for B. The latter authors proved (1.1) by considering a third family of S n -modules which are subspaces of CS n . (More precisely, they worked with representations and subspaces of H n (q).) Specifically, they showed that each such module has a polytabloid-inspired basis which yields Young's natural representation and a Kazhdan-Lusztig-inspired basis which yields the Kazhdan-Lusztig representation. Thus B is a transition matrix which relates the two bases. Moreover, this alternative construction of the Kazhdan-Lusztig representations does not rely upon preorders. (See also [10, Rmk. 2.3(i)], [11, Sec. 5] for related earlier constructions of preorder-avoiding modules.)
Proving results analogous to those above, we will describe the connection between the matrices {X λ 3 (w) | w ∈ S n } of each bideterminant representation and those of the corresponding Kazhdan-Lusztig representation as conjugation by a unitriangular matrix. We will accomplish this by giving a new construction of the Kazhdan-Lusztig representations. Specifically, we will use the second author's formulation [12 [13] for an earlier appearance of the transition matrix A, and [14] , [15] for previous related work on the dual canonical basis.)
In Sections 2-3, we review basic definitions related to the symmetric group, Hecke algebra, and Kazhdan-Lusztig modules. In Section 4 we review definitions related to the polynomial ring C[x] and a particular n!-dimensional subspace of C[x] called the immanant space. We recall the definition of the bideterminant basis of the immanant space and Clausen's use of this basis to construct irreducible S n -modules [5] . In Section 5 we review basic definitions related to a noncommutative analog A(x; q) of C [x] , and a certain immanant subspace of this ring. We then use the basis of Kazhdan-Lusztig immanants introduced in [14] to give a new construction of the Kazhdan-Lusztig representations of H n (q). Our modules are quotients of the immanant space of A(x; q), and like the original Kazhdan-Lusztig modules, they rely upon the Kazhdan-Lusztig preorders.
In Section 6, we specialize our new H n (q)-modules at q 1 2 = 1 to obtain S n -modules which are subspaces of C[x 1,1 , . . . , x n,n ]. Borrowing ideas from Clausen, and applying vanishing properties of Kazhdan-Lusztig immanants obtained in [13] , we then modify our specialized modules to eliminate all quotients. This leads to our main result that this last family of S n -modules gives a new, preorder-free construction of the Kazhdan-Lusztig representations of S n . We finish by showing that the relationship between the bideterminant and Kazhdan-Lusztig immanant bases studied in [13, Sec. 5] leads to unitriangular transition matrices relating Clausen's irreducible representations of S n to those of Kazhdan and Lusztig.
The symmetric group, tableaux, and partial orders
The standard presentation of the symmetric group S n is given by generators s 1 , . . . , s n−1 and relations
We let S n act on rearrangements of the letters [n] = {1, . . . , n} by
and we define the one-line notation of a permutation w
It is well known that this one-line notation does not depend upon the particular expression s i 1 · · · s i for w. We say that such an expression is reduced if is as small as possible. We then call = (w) the length of w.
We define the Bruhat order on S n by v ≤ w if some (equivalently every) reduced expression for w contains a reduced expression for v as a subword. (See [16] for more information). We call a generator s a left ascent for a permutation v if we have sv > v, and a left descent otherwise. Right ascents and descents are defined analogously. We denote the unique maximal element in the Bruhat order by w 0 . This permutation has one-line notation n(n − 1) · · · 21. It is well known that the maps v → w 0 vw 0 and v → v −1 induce automorphisms of the Bruhat order, while the maps v → vw 0 and v → w 0 v induce antiautomorphisms. Thus we have
A vector space V on which S n acts as a group of linear transformations is called an S n -module. Any fixed basis for V then yields a representation of S n as a group of matrices. Important S n -modules and S n -representations termed irreducible are indexed by weakly decreasing sequences λ = (λ 1 , . . . , λ k ) of positive integers which sum to n. (See, e.g., [4] .) We call such a sequence an integer partition of n and write λ n or |λ| = n. 
Let W J + be the set of Bruhat maximal representatives of the cosets {vW J | v ∈ S n }. Filling a Young diagram of shape λ n with positive integers, we obtain a Young tableau T of shape λ and write sh(T ) = λ.
T is called injective if no number appears more than once in T , column-(semi)strict if entries (weakly) increase downward in columns, row-(semi)strict if entries (weakly) increase to the right in rows, semistandard if it is column-strict and rowsemistrict, and standard if it is injective, semistandard, and has entries 1, . . . , n. A standard tableau is called superstandard if it contains 1, . . . , n in reading order. We denote the unique superstandard tableau of shape λ by T (λ). Analogous to transposition of a partition is transposition T → T of a tableau. Analogous to the dominance order on partitions of n is an iterated dominance order on standard tableaux of size n, which we define by declaring S I T if we have (2.9) for i = 1, . . . , n, where T [i] is the subtableau of T consisting of all entries less than or equal to i. It is easy to see that the superstandard tableau T (λ) is maximal among tableaux of shapes {µ | µ λ} in iterated dominance.
We define a bitableau to be a pair of tableaux of the same shape, and say that it possesses a certain tableau property of both of its tableaux possess this property. We extend the iterated dominance order on standard tableaux of size n to an iterated dominance order on standard bitableaux of size n by declaring (T , U) I (T , U ) if we have
For each permutation v ∈ S n , we define a bitableau (P(v), Q (v)) by applying the Robinson-Schensted column insertion algorithm to v 1 · · · v n . (See, e.g., [4, .) We define the shape of v to be the partition sh(v) = sh(P(v)) = sh(Q (v)) of n. Following [13] , we use the map v → (P(v), Q (v)) to transfer the iterated dominance order on standard bitableaux of size n to S n . To be precise, we define the iterated dominance order on S n by declaring v ≤ I w if we have
It is well known that the Robinson-Schensted bitableaux satisfy
where evac is Schützenberger's evacuation algorithm. (See [16, Sec. A3.9] , where left and right multiplication by w 0 correspond to our right and left multiplication by w 0 , respectively.) It is therefore easy to see that we have
It is also easy to see that the map v → v −1 induces an automorphism of the iterated dominance order on S n , Proof. For each index j = 1, . . . , r, the letters
. Properties of the Robinson-Schensted column correspondence then imply that the one-line notation v −1 
Kazhdan and Lusztig's H n (q)-modules
A quantum analog of the symmetric group algebra CS n is known as the Hecke algebra H n (q). This noncommutative ring with multiplicative identity T e = 1 is generated as a C[q
It is easy to see that the specialization of H n (q) at q 1 2 = 1 is simply the group algebra CS n . Like irreducible S n -modules and representations, irreducible H n (q)-modules and representations are indexed by partitions of n.
If
It is known that this definition does not depend upon the particular reduced expression for v and that the natural collection of elements
Inverses of the above generators are given by T
T e and a multiplication rule is given by
An involutive automorphism of H n (q) called the bar involution is defined by
where q
Expanding C v (q) in terms of the natural basis and defining
we have 8) and leads to the formula
describing the action of T s on the basis element 
In order to construct irreducible representations of H n (q), Kazhdan and Lusztig defined several preorders on S n . The left preorder ≤ L is the transitive closure of the relation L on S n defined by declaring v L u if C v (q) appears with nonzero coefficient in the expansion of T w C u (q) for some w ∈ S n . It is known that we have 
The Kazhdan-Lusztig construction (as described in [19, Appendix] ) of the irreducible H n (q)-module indexed by a partition λ n requires one to fix a standard tableau T of shape λ and a permutation v satisfying P(v) = T . One then lets H n (q) act by left multiplication on the C[q (3.12) regarded as the quotient
The quotient is necessary because K λ is not in general closed under the action of H n (q).
is an irreducible S n -module indexed by λ. Even in this simpler setting, the quotient (3.13) is necessary.
The polynomial ring and Clausen's S n -modules
Many S n -modules in the literature are subspaces of the group algebra CS n . An alternative construction due to Clausen [5] uses subspaces of the polynomial ring in n 2 variables instead.
where A r (x) is the span of all monomials of total degree r. Further decomposing each space A r (x), we define a multigrading
where
, written as weakly increasing sequences, and where A L,M (x) is the span of monomials whose row and column indices are given by L and M, respectively.
We refer to the space
as the immanant space of C[x], and define the notation and given a semistandard bitableau (S, T ), we define the bideterminant (S | T )(x), to be the polynomial For each permutation v in S n , we follow [13] in defining the bideterminant R v (x) by 
where g belongs to C[x] and sx is interpreted as the product of the permutation matrix of the standard generator s and the matrix x. Clausen [5, Thm. 8.1] showed that one can construct an irreducible S n -module indexed by λ n by defining the multiset M = 1 λ 1 · · · n λ n and by letting S n act on the space
(4.12)
The quantum polynomial ring and Kazhdan-Lusztig immanants
A quantum analog of the polynomial ring C[x] is known as the quantum polynomial ring A(x; q). This noncommutative ring with multiplicative identity 1 is generated as a C[q ]-algebra by the n 2 variables x = (x 1,1 . . . , x n,n ), with relations With a bit more work, we obtain the following formulae describing the action on monomials of the form x u,v not necessarily belonging to the natural basis. Proof. We use induction on (u). Certainly the formula (5.5) holds for (u) = 0, i.e., u = e. Now let k ≤ n 2 be a length, assume the formula to hold whenever (u) < k, and consider a permutation u of length k. Let s i be a left descent for u. By (5.3) we have
which by induction is equal to we again obtain the expressions on the right-hand side of (5.8 where
. It is possible, but not essential for our purposes, to show that these polynomials are equal to the R-polynomials defined in [1] . Details will appear in [20] . Proof. By the definitions we have
On the other hand, we have
by Lemma 5.1.
Du showed [14, 21] In particular, our assumed degree conditions imply that there can be no cancellation of terms on the left-hand side of 
Note that Imm w 0 (x; q) = x e,w 0 , and assume that for some v ∈ S n we have already defined {Imm w (x; q) | w > v}. Now we choose a generator s of S n so that sv < v and define 
which is sv,w q
sv,w times a polynomial in q of degree at most 
This formula, analogous to (3.9), allows us to relate the left preorder to the Kazhdan-Lusztig immanant basis of Proof. Replacing v, w in Eq. (5.25) by vw 0 , uw 0 (respectively), we have We now use the Kazhdan-Lusztig immanants and left preorder to define irreducible H n (q)-modules analogous to the Kazhdan-Lusztig modules {K λ | λ n} in (3.12). For each partition λ n, we again fix a standard Young tableau T of shape λ, but now we fix a permutation v satisfying P(v) = T (rather than P(v) = T ). Then we let H n (q) act as in (5.4) on the (5.27) regarded as the quotient 
We remark that the quotient in the definition (5.28) is necessary because like K λ , the C[q
general closed under the action of H n (q). In other words, the first containment in S n and is therefore not an S n -module without the quotient.
Main results
In contrast to K λ (1) and V λ (1), which require quotients to produce S n -modules, Clausen's vector space B λ (4.12) is itself an S n -module, and requires no quotient. To examine this fact more closely, we recall the following definition and results from [13] . Given an n × n matrix A and an integer j ≤ n, we define a partition ν [j] (A) of j by Proposition 6.1. Fix a permutation w ∈ S n and an n × n matrix A. If sh(w
This proposition has the following simple consequence, which we state in terms of superstandard tableaux {T (λ) | λ n} defined in Section 2. 
Proof. If w satisfies sh(w) ≺ λ, then the case j = n of Proposition 6.1 implies that we have Imm w (
Suppose therefore that sh(w) = λ and P(w) = T (λ). Since the tableau T (λ) is greater in iterated dominance than all other tableaux of shape λ, we have T (λ) I P(w) = Q (w −1 ) and there exists an index j such that
By Lemma 2.2 we then have sh(w
, which by Proposition 6.1 implies the desired result.
Thus the absence of a quotient in the definition (4.12) of B λ is explained by applying Corollary 6.2 to the result [5, Thm. 4.5] Proof. Define the multiset M = 1 λ 1 · · · n λ n and choose v ∈ S n satisfying P(v) = T (λ). By (5.32) we have 
} is linearly independent and forms a basis of W λ . Using this basis to represent elements of S n by matrices, we clearly obtain the same matrices as those obtained by using (6.9) where the relation < I is the iterated dominance order on S n , defined in Section 2. For convenience, we define d 
