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IMPLEMENTASI XLM-ROBERTA UNTUK KLASIFIKASI 
TEKS BERBAHASA INGGRIS DAN INDONESIA 
 
ABSTRAK 
 Seiring dengan berkembangnya teknologi, semakin banyak informasi yang 
beredar dan mudah kita terima dalam melakukan aktivitas sehari-hari. Salah satu 
bentuk informasi yang paling sering kita jumpai adalah informasi berupa teks. 
Dengan banyaknya jumlah informasi berupa teks yang beredar, diperlukan 
pengolahan informasi teks yang baik agar tidak terjadi disinformasi yang dapat 
merugikan banyak pihak. Atas dasar tersebut, dibutuhkan sebuah solusi yang dapat 
membantu pengolahan data berupa teks sehingga dibuatlah sebuah penelitian yang 
memiliki tujuan untuk menyelesaikan permasalahan tersebut. Di Indonesia, 
informasi teks yang beredar pada umumnya menggunakan 2 bahasa, yaitu bahasa 
Inggris dan bahasa Indonesia. Sehingga penelitian ini memiliki fokus utama untuk 
dapat melakukan klasifikasi teks pada banyak bahasa atau biasa disebut 
multilingual text classification. Multilingual text classification tersebut 
menggunakan model XLM-RoBERTa dalam implementasinya. Dataset yang akan 
digunakan pada penelitian ini adalah news dataset berbahasa Inggris dan Indonesia. 
Penelitian ini berhasil menerapkan konsep transfer learning yang digunakan oleh 
XLM-RoBERTa untuk melakukan klasifikasi teks pada bahasa Indonesia hanya 
dengan menggunakan English News Dataset sebagai training dataset dengan nilai 
MCC sebesar 42,2%. Hasil dari penelitian  ini juga memiliki nilai akurasi tertinggi 
saat dilakukan pengujian pada English News Dataset berukuran besar (37.886) 
dengan nilai MCC sebesar 90,8%, accuracy sebesar 93,3%, precision sebesar 
93,4%, recall sebesar 93,3%, dan F1 sebesar 93,3% serta nilai akurasi saat 
dilakukan pengujian pada Indonesian News Dataset berukuran besar (70.304) 
dengan nilai MCC sebesar 86,4%, nilai accuracy, precision, recall, dan F1 sebesar 
90,2% menggunakan Mixed News Dataset berukuran besar (108.190) dalam proses 
training model. 
 
Kata Kunci: Multilingual Text Classification, Natural Language Processing, News 






IMPLEMENTATION OF XLM-ROBERTA FOR ENGLISH 
AND INDONESIAN TEXT CLASSIFICATION 
 
ABSTRACT 
 Along with the development of technology, more and more information is 
circulating and it is easily accepted  for our daily activities. One form of information 
that we often encounter is information in the form of text. With the large amount of 
information in the form of text circulating, it is necessary to process text information 
so that there is no disinformation that can harm many parties. On this basis, we need 
a solution that can help processing data in the form of text so that a research is made 
that has the aim of solving these problems. In Indonesia, text information 
circulating generally uses 2 languages, namely English and Indonesian. So this 
research has the main focus to be able to classify text in many languages or 
commonly called multilingual text classification. The multilingual text 
classification will use the XLM-RoBERTa model in its implementation. The dataset 
that will be used in this study is a news dataset in English and Indonesian. This 
study succeeded in applying the transfer learning concept used by XLM-RoBERTa 
to classify texts in Indonesian using only the English News Dataset as a training 
dataset with an MCC value of 42.2%. The results of this study also have the highest 
accuracy value when tested on a large English News Dataset (37.886) with an MCC 
value of 90.8%, accuracy of 93.3%, precision of 93.4%, recall of 93.3%. , and F1 
of 93.3% and the accuracy value when tested on a large Indonesian News Dataset 
(70.304) with an MCC value of 86.4%, accuracy, precision, recall, and F1 values 
of 90.2% using the large size Mixed News Dataset (108,190) in the model training 
process. 
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