Local exact controllability of the Navier–Stokes system  by Fernández-Cara, E. et al.
J. Math. Pures Appl. 83 (2004) 1501–1542
www.elsevier.com/locate/matpur
Local exact controllability of the Navier–Stokes
system ✩
E. Fernández-Cara a,∗, S. Guerrero a, O.Yu. Imanuvilov b, J.-P. Puel c
a Departamento E.D.A.N. Universidad de Sevilla, Apartado 1160, 41080 Sevilla, Spain
b Department of Mathematics, Iowa State University, 400 Carver Hall, Ames, IA 50011-2064, USA
c Laboratoire de Mathématiques Appliquées, Université de Versailles, St. Quentin, 45 Avenue des Etats Unis,
78035 Versailles, France
Received 26 January 2004
Abstract
In this paper we deal with the local exact controllability of the Navier–Stokes system with
distributed controls supported in small sets. In a first step, we present a new Carleman inequality
for the linearized Navier–Stokes system, which leads to null controllability at any time T > 0. Then,
we deduce a local result concerning the exact controllability to the trajectories of the Navier–Stokes
system.
 2004 Elsevier SAS. All rights reserved.
Résumé
Ce travail concerne la contrôlabilité exacte locale du système de Navier–Stokes avec contrôles
distribués à supports éventuellement petits. Dans une première étape, on montre une nouvelle
inégalité globale de Carleman pour le système de Navier–Stokes linéarisé, d’où il découle un résultat
de contrôlabilité à zéro en tout temps T > 0. Ensuite on en déduit un résultat local concernant la
contrôlabilité exacte sur les trajectoires pour le système de Navier–Stokes.
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1. IntroductionLet Ω ⊂ RN (N = 2 or 3) be a bounded connected open set whose boundary ∂Ω is
regular (for instance of class C2). Let ω ⊂ Ω be a (small) nonempty open subset and let
T > 0. We will use the notation Q=Ω × (0, T ) and Σ = ∂Ω × (0, T ) and we will denote
by n(x) the outward unit normal to Ω at the point x ∈ ∂Ω .
On the other hand, we will denote by C, C1, C2, . . . various positive constants (usually
depending on Ω and ω).
In this paper, we will be concerned with the controlled Navier–Stokes system:

yt −y + ∇ · (y ⊗ y)+ ∇p = v1ω in Q,
∇ · y = 0 in Q,
y = 0 on Σ,
y(0)= y0 in Ω.
(1)
Here, v stands for the control function which acts over the set ω during the time interval
(0, T ) and we have denoted:
(∇ · (y1 ⊗ y2))
i
=
N∑
j=1
∂j
(
y1i y
2
j
)
, i = 1, . . . ,N.
Let us recall the definition of some usual spaces in the context of Navier–Stokes
equations:
V = {y ∈ H 10 (Ω)N : ∇ · y = 0 in Ω}
and
H = {y ∈L2(Ω)N : ∇ · y = 0 in Ω,y · n= 0 on ∂Ω}.
It is clear that we cannot expect exact controllability for the Navier–Stokes equations
with an arbitrary target function, in particular because of the dissipative and nonreversible
properties of the system.
On the other hand, approximate controllability is an open question for this system. Some
results in this direction have been obtained in [2] for different boundary conditions (Navier
slip boundary conditions) and in [3] for a different nonlinearity. However, the notion of
approximate controllability does not appear to be really meaningful. Indeed, even if we
could reach an arbitrary neighborhood of a given target y1 at time T by the action of a
control, the question of what to do after time T to stay in the same neighborhood would
remain open.
Let us now introduce the concept of exact controllability to the trajectories for the
Navier–Stokes system. Even if we cannot reach every element of the state space, the goal
is here to reach (in finite time T ) any point on any trajectory of the same operator.
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Thus, let y¯ be a solution of the uncontrolled Navier–Stokes system:
y¯t −y¯ + ∇ · (y¯ ⊗ y¯)+ ∇p¯ = 0 in Q,
∇ · y¯ = 0 in Q,
y¯ = 0 on Σ,
y¯(0)= y¯0 in Ω.
(2)
The problem is to look for a control v such that at least one solution of (1) verifies:
y(T )= y¯(T ) in Ω.
If we can find such a control, then after time T we can switch off the control and
the system will follow the ‘ideal’ trajectory y¯. Another point that makes this concept
meaningful is that it is natural to drive our evolution system to another evolution system
which obeys to the same conservation laws.
At present, we do not know any global result concerning exact controllability to the
trajectories for (1). In this work, we give a result of local exact controllability to the
trajectories for the Navier–Stokes equations. That is to say, for a fixed trajectory y¯, a
solution of (2) satisfying suitable regularity properties, we will show the existence of δ > 0
such that, for every y0 ∈X satisfying∥∥y¯0 − y0∥∥
X
 δ
(X is an appropriate Banach space), there exists a control v such that the corresponding
solution to (1) verifies:
y(T ) = y¯(T ) in Ω.
This problem has already been treated in [10]. Local exact controllability was proved
there if y¯ ∈ W 1,∞(0, T ;W 1,∞(Ω)N ∩V ) and y¯0 ∈ V . The result we present here improves
the one obtained in that article. More precisely, we suppose less regularity on the trajectory
y¯ and our assumptions are more accessible for the solutions of the Navier–Stokes systems.
They are the following:
y¯ ∈L∞(Q)N , y¯t ∈L2
(
0, T ;Lσ(Ω))N (σ > 6/5 if N = 3
σ > 1 if N = 2
)
. (3)
The same question was addressed in [8] for the Navier–Stokes system with boundary
conditions imposed on the curl of the solution. The fact that we consider Dirichlet
boundary conditions here, which are natural for these equations, increases a lot the
mathematical difficulty of the control problem.
A relevant related control system is the linearization of (1) around y¯ , namely:
yt −y + ∇ · (y¯ ⊗ y + y ⊗ y¯)+ ∇p = f + v1ω in Q,
∇ · y = 0 in Q,
y = 0 on Σ,
y(0)= y0 in Ω.
(4)
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Our strategy is as follows:
• We first prove a global Carleman inequality for the adjoint system associated to (4),
say:

−ϕt −ϕ −Dϕy¯ + ∇π = g in Q,
∇ · ϕ = 0 in Q,
ϕ = 0 on Σ,
ϕ(T ) = ϕ0 in Ω,
(5)
where
Dϕ = ∇ϕ + ∇ϕt .
This inequality constitutes the first important result of the present paper and is given in
the following theorem:
Theorem 1. Let us suppose that (3) holds. Then, there exist three positive constants sˆ, λˆ,C
depending on Ω and ω such that, for every ϕ0 ∈ H and g ∈ L2(Q)N , the corresponding
solution to (5) verifies:
s3λ4
∫ ∫
Q
e−2sαξ3|ϕ|2 dx dt + sλ2
∫ ∫
Q
e−2sαξ |∇ϕ|2 dx dt
+ s−1
∫ ∫
Q
e−2sαξ−1
(|ϕt |2 + |ϕ|2)dx dt
 C
(
1 + T 2)(s15/2λ20 ∫ ∫
Q
e−4sαˆ+2sα∗ ξˆ15/2|g|2 dx dt
+ s16λ40
∫ ∫
ω×(0,T )
e−8sαˆ+6sα∗ ξˆ16|ϕ|2 dx dt
)
(6)
for all λ  λˆ(1 + ‖y¯‖∞ + ‖y¯t‖2L2(0,T ;Lσ (Ω)N) + eλˆT ‖y¯‖
2∞) and s  sˆ(T 4 + T 8) and
appropriate positive weight functions α, ξ , αˆ, α∗, ξˆ which will be defined in (8).
Concerning the proof of Theorem 1, we present now a useful remark:
Remark 1. Let ϕ0 ∈ H and g ∈ L2(Q)N be given and let (ϕ,π) be the corresponding
solution to (5). We know that ϕ ∈ L2(0, T ;V ) ∩ C0([0, T ];H). Now, let γ ∈ C1([0, T ])
verify γ (T )= 0. Then (ϕ˜, π˜) := (γ ϕ, γ π) solves the system:
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ϕ˜(T )= 0 in Ω.
(7)
Therefore, (ϕ˜, π˜) is a strong solution of (7). In particular, we have:
π(t) ∈ H 1(Ω), ϕ(t) ∈H 2(Ω)N, ϕt (t) ∈ L2(Ω)N
for almost every t ∈ (0, T ).
The estimate (6) is a new global Carleman inequality, proved by an original method.
However, the plan of the proof follows the one in [10] and contains four parts.
First part: We look at (5) as a system of N heat equations and we use a Carleman
estimate for the heat equation, which is ‘classic’ by now. For a proof, see, for instance, [7].
This provides an estimate of the velocity vector field in terms of the pressure.
Second part: From the elliptic equation satisfied by the pressure, we can deduce an
estimate of the pressure in terms of its trace on the boundary and the velocity vector field.
This estimate was obtained in [11].
Third part: Following the ideas of [10] and using regularity results for the Stokes
system, we can also obtain an estimate of the trace of the pressure.
At this point of the proof, we will have a Carleman inequality with ‘good’ terms in the
left-hand side and local in space integrals of the pressure and the velocity vector field in the
right-hand side. This estimate has its own interest and allows us to deal with controllability
problems where the control function acts not only as a right-hand side in the momentum
equation but on the divergence of the velocity as well. By an extension of our open set Ω ,
we can in this way solve the case where the control function acts over a (small) part of the
boundary.
Fourth part: The rest of the proof is devoted to estimate the local integrals of the
pressure. The idea is to work with the Laplacian and the time derivative of the velocity
instead of the pressure term. It is not possible to obtain a local estimate of the L2 norm of
the pressure just in terms of a local L2 norm of the velocity vector field. In addition, we
have not been able to estimate the local term involving the time derivative of the velocity
in terms of local norms of the velocity. This way, we are led to consider global systems,
see (30) and (31). Moreover, as far as the local term involving the time derivative is
concerned, some technical considerations and complicated computations lead us to impose
the hypotheses on y¯ given in (3) to be able to conclude the proof.
Finally, this Carleman estimate allows us to deduce a null controllability result for
system (4) with a right-hand side satisfying suitable decreasing properties near t = T (see
Proposition 2 below).
• The second main result of the present paper concerns the local exact controllability to
the trajectories for the Navier–Stokes system. It is given in the following theorem:
Theorem 2. Let g ∈ L2(Q)N , y¯ ∈ L∞(Q)N and ϕ0 ∈ H be given and assume that
(3) holds. Then there exists δ > 0 such that, for any y0 ∈ L2N−2(Ω)N ∩ H satisfying
1506 E. Fernández-Cara et al. / J. Math. Pures Appl. 83 (2004) 1501–1542
‖y0 − y¯0‖L2N−2(Ω)N  δ, we can find a control v ∈ L2(ω × (0, T ))N and an associated
solution (y,p) to (1) such that
y(T ) = y¯(T ) in Ω.
That is to say, the local exact controllability to the trajectories holds in the space X =
L2N−2(Ω)N ∩H .
The proof of this theorem follows the ideas of [10] and is based on the application of an
inverse mapping theorem.
Let us remark that the ‘ideal’ hypotheses on y¯ are still far to be reached. In particular, it
would be very interesting to know whether a similar result holds without imposing the L∞
property on y¯.
The paper is organized as follows. We prove Theorem 1 in Section 2. Section 3 deals
with the null controllability result for the linear control system with a right-hand side.
Finally, the proof of Theorem 2 is given in Section 4.
The results of Theorems 1 and 2, which are the main results of the present article, have
been announced in [6].
2. A new Carleman inequality
In this section we will deduce the Carleman inequality given in Theorem 1. To this end,
we first define several weight functions which will be useful in the sequel.
The basic weight will be a function η0 ∈ C2(Ω) verifying:
η0 > 0 in Ω, η0 = 0 on ∂Ω, ∣∣∇η0∣∣> 0 in Ω \ω1,
where ω1  ω is a nonempty open set. The existence of such a function η0 is proved in [7].
Then, for some positive real numbers s and λ, we introduce:
α(x, t) = e
5/4λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))
t4(T − t)4 ,
ξ(x, t)= e
λ(m‖η0‖∞+η0(x))
t4(T − t)4 ,
αˆ(t) = min
x∈Ω
α(x, t) = e
5/4λm‖η0‖∞ − eλ(m+1)‖η0‖∞
t4(T − t)4 ,
α∗(t) = max
x∈Ω
α(x, t) = e
5/4λm‖η0‖∞ − eλm‖η0‖∞
t4(T − t)4 ,
ξˆ (t) = max
x∈Ω
ξ(x, t)= e
λ(m+1)‖η0‖∞
t4(T − t)4 , ξ
∗(t) = min
x∈Ω
ξ(x, t)= e
λm‖η0‖∞
t4(T − t)4 ,
θˆ (t)= sλe−sαˆ ξˆ , θ(t)= s15/4e−2sαˆ+sα∗ ξˆ15/4, (8)
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where m> 4 is a fixed real number.
Along the proof, we will also use the notation:
I (s, λ;ϕ) = s−1
∫ ∫
Q
e−2sαξ−1
(|ϕt |2 + |ϕ|2)dx dt
+ sλ2
∫ ∫
Q
e−2sαξ |∇ϕ|2 dx dt + s3λ4
∫ ∫
Q
e−2sαξ3|ϕ|2 dx dt .
Proof of Theorem 1. For an easier comprehension, we divide the proof in several steps:
Step 1. Carleman estimate for the heat equation
We will first apply the usual Carleman inequality for the heat equation with right-hand
side in L2(Q) to the equation satisfied by ϕi , for which the right-hand side is
Gi = gi + (Dϕy¯)i − ∂iπ.
This can be done since Gi ∈ L2(e−2sαˆ(0, T );L2(Ω)) (from Remark 1) and e−2sα  e−2sαˆ .
This Carleman estimate can be found in [7] (for the explicit dependence with respect to λ,
s and T , see, for instance, [5]).
Consequently, there exist a positive constant C1(Ω,ω) and two numbers λ0(Ω,ω) 1,
s0(Ω,ω) > 0 such that
I (s, λ;ϕ) C1
(∫ ∫
Q
e−2sα
(|g|2 + |Dϕy¯|2 + |∇π |2)dx dt
+ s3λ4
∫ ∫
ω1×(0,T )
e−2sαξ3|ϕ|2 dx dt
)
, (9)
for all λ λ0 and s  s0(T 7 +T 8) (a proof of (9) can be achieved taking into account that∣∣ξ−1∣∣CT 8 and |αt |CT ξ5/4
for some C > 0 independent of λ and, then, arguing as in [5]).
Now, we eliminate the term involving Dϕy¯ in the right-hand side of (9), taking into
account that
C1|Dϕy¯|2  Cs‖y¯‖2∞ξ |∇ϕ|2 
1
2
sλ2ξ |∇ϕ|2,
for λ λ1(Ω,ω)‖y¯‖∞ and s  s1(Ω,ω)T 8. We deduce that
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I (s, λ;ϕ) C2
(∫ ∫
e−2sα
(|g|2 + |∇π |2)dx dtQ
+ s3λ4
∫ ∫
ω1×(0,T )
e−2sαξ3|ϕ|2 dx dt
)
, (10)
for all λ λ2(Ω,ω)(1 + ‖y¯‖∞) and s  s2(Ω,ω)(T 7 + T 8).
Step 2. Estimate of the pressure
In this step we bound the integral of |∇π |2 in the right-hand side of (10) in terms
of a local integral of |π |2, a term concerning the trace of π and other two global terms
involving |g|2 and |∇ϕ|2; the last one will be absorbed later on by the corresponding
integral appearing in I (s, λ;ϕ).
This estimate will be made with the help of an elliptic Carleman inequality applied to
the (weak) differential equation satisfied by the pressure; this inequality was proved in [11].
Indeed, applying the divergence operator to the first equation in (5), we see that
π(t)= ∇ · (Dϕy¯ + g)(t) in Ω, (11)
for almost every t ∈ (0, T ). Notice that the right-hand side of (11) belongs to H−1(Ω).
From Remark 1, we also know that π(t) ∈ H 1(Ω). We can apply here the main result
in [11] (see inequality (2.10) in this reference), which tells that there exist a constant
C1(Ω,ω) > 0 and two numbers λ¯ > 1, τ¯ > 1 such that∫
Ω
e2τη
∣∣∇π(t)∣∣2 dx  C1(τ ∫
Ω
e2τηη
(|Dϕy¯|2 + |g|2)(t)dx + τ 1/2e2τ∥∥π(t)∥∥2
H 1/2(∂Ω)
+
∫
ω1
e2τη
(|∇π |2 + τ 2λ2η2|π |2)(t)dx) a.e. t ∈ (0, T ), (12)
for all λ λ¯ and τ  τ¯ , where η is given by:
η(x)= eλη0(x) ∀x ∈ Ω.
We can eliminate the local integral of |∇π |2 in (12) at the price of integrating |π |2 in a
open set ω2 satisfying ω1  ω2  ω. To this end, let us introduce a function ζ ∈ C2c (ω2)
such that
ζ ≡ 1 in ω1, 0 ζ  1,
and let us integrate by parts several times:
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e2τη
∣∣∇π(t)∣∣2 dx  ∫ e2τηζ∇π(t) · ∇π(t)dx
ω1 ω2
= −1
2
∫
ω2
∇(e2τηζ ) · ∇∣∣π(t)∣∣2 dx − 〈e2τηπ(t), ζπ(t)〉
H−1(ω2),H 10 (ω2)
= 1
2
∫
ω2

(
e2τηζ
)∣∣π(t)∣∣2 dx
− 〈e2τη∇ · (Dϕy¯ + g)(t), ζπ(t)〉
H−1(ω2),H 10 (ω2)
. (13)
Since ∣∣(e2τηζ )∣∣ 2C2τ 2λ2η2e2τη in ω2
for λ λ¯0(Ω,ω) and for some constant C2(Ω,ω) > 0, the first term in the right-hand side
can be estimated by:
C2τ
2λ2
∫
ω2
e2τηη2
∣∣π(t)∣∣2 dx.
We integrate by parts again in the other term and we obtain:
−〈e2τη∇ · (Dϕy¯ + g)(t), ζπ(t)〉
H−1(ω2),H 10 (ω2)
=
∫
ω2
∇(e2τηζ ) · (Dϕy¯ + g)(t)π(t)dx + ∫
ω2
e2τηζ(Dϕy¯ + g)(t) · ∇π(t)dx
 C4
(
τ 2λ2
∫
ω2
e2τηη2
∣∣π(t)∣∣2 dx + ∫
ω2
e2τη
(|Dϕy¯|2 + |g|2)(t)dx)
+ 1
2
∫
ω2
e2τηζ
∣∣∇π(t)∣∣2 dx,
for a constant C4(Ω,ω) > 0, since∣∣∇(e2τηζ )∣∣ C3(Ω,ω)τληe2τη in ω2
for λ λ¯1(Ω,ω). From (13), we have:∫
ω1
e2τη
∣∣∇π(t)∣∣2 dx  C5(τ 2λ2 ∫
ω2
e2τηη2
∣∣π(t)∣∣2 dx + ∫
ω2
e2τη
(|Dϕy¯|2 + |g|2)(t)dx)
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for λ λ¯2(Ω,ω) which, together with (12), gives:
∫
Ω
e2τη
∣∣∇π(t)∣∣2 dx  C6(τ ∫
Ω
e2τηη
(|Dϕy¯|2 + |g|2)(t)dx
+ τ 1/2e2τ∥∥π(t)∥∥2
H 1/2(∂Ω) + τ 2λ2
∫
ω2
e2τηη2
∣∣π(t)∣∣2 dx),
for λ λ¯2 and τ  τ¯ .
To connect this elliptic estimate with (10), we set:
τ = s
t4(T − t)4 e
λm‖η0‖∞,
we multiply by
exp
{
−2s e
5/4λm‖η0‖∞
t4(T − t)4
}
and we integrate with respect to t in (0, T ). Let us remark that the last choice of τ will be
greater than τ¯ if we take s  (τ¯ /28)T 8, so we get:
∫ ∫
Q
e−2sα|∇π |2 dx dt  C7
(
s
∫ ∫
Q
e−2sαξ |g|2 dx dt + s
∫ ∫
Q
e−2sαξ |Dϕy¯|2 dx dt
+ s1/2
T∫
0
e−2sα∗(ξ∗)1/2
∥∥π(t)∥∥2
H 1/2(∂Ω) dt
+ s2λ2
∫ ∫
ω2×(0,T )
e−2sαξ2|π |2 dx dt
)
, (14)
for all λ λ¯2 and s  s¯0T 8.
Step 3. Estimate of the trace of π
Following [10], we will use classical estimates for the Stokes system. This will provide
an estimate of the third term in the right-hand side of (14) by global integrals involving |g|2,
|ϕ|2 and |∇ϕ|2 with suitable powers of the parameters s and λ. Combining this estimate
and the inequalities (10) and (14), we will then be able to absorb the integrals of |ϕ|2 and
|∇ϕ|2 with I (s, λ;ϕ). In this way, we will find an evidence of the relevance of the terms
t4(T − t)4 in the definitions of α and ξ .
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Let us introduce the functions:ϕ∗ = s1/4e−sα∗(ξ∗)1/4ϕ, π∗ = s1/4e−sα∗(ξ∗)1/4π,
which fulfill the system: 
−ϕ∗t −ϕ∗ + ∇π∗ = g∗ in Q,
∇ · ϕ∗ = 0 in Q,
ϕ∗ = 0 on Σ,
ϕ∗(T )= 0 in Ω,
with
g∗ = s1/4e−sα∗(ξ∗)1/4g + s1/4e−sα∗(ξ∗)1/4Dϕy¯ − s1/4(e−sα∗(ξ∗)1/4)
t
ϕ.
Using well-known regularity properties of the evolution Stokes equation (see, for in-
stance, [14]), we deduce that ϕ∗ ∈ L2(0, T ;H 2(Ω)N ∩ V ) ∩ L∞(0, T ;V ),
ϕ∗t ∈ L2(0, T ;H), π∗ ∈ L2(0, T ;H 1(Ω)) and, also, that these functions are bounded in
these spaces by the L2-norm of the right-hand side. In particular,∫ ∫
Q
(|π∗|2 + |∇π∗|2)dx dt  C8 ∫ ∫
Q
|g∗|2 dx dt
and, consequently, the following holds:
T∫
0
∥∥π∗(t)∥∥2
H 1/2(∂Ω) dt  C9
(
s1/2
∫ ∫
Q
e−2sα∗(ξ∗)1/2|g|2 dx dt
+ s1/2‖y¯‖2∞
∫ ∫
Q
e−2sα∗(ξ∗)1/2|∇ϕ|2 dx dt
+ s1/2
∫ ∫
Q
∣∣(e−sα∗(ξ∗)1/4)
t
∣∣2|ϕ|2 dx dt). (15)
Taking into account the definitions of α∗ and ξ∗ (see (8)), we see that the first two
integrals in the right-hand side of (15) can be estimated by:
s‖y¯‖2∞
∫ ∫
Q
e−2sαξ |∇ϕ|2 dx dt + s
∫ ∫
Q
e−2sαξ |g|2 dx dt,
for s  s¯1T 8.
Finally, we obtain an estimate of the time derivative of the weight function e−sα∗(ξ∗)1/4:
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(
e−sα∗(ξ∗)1/4
)
t
= e−sα∗(−sα∗t (ξ∗)1/4 + 1/4(ξ∗)−3/4ξ∗t )
 C10e−sα∗
(
sT (ξ∗)3/2 + T (ξ∗)1/2) C11e−sα∗sT (ξ∗)3/2,
for a constant C11 > 0 independent of λ, where we have taken s  s¯2T 8. With this, we can
estimate the last term in (15). In view of (14), we obtain:∫ ∫
Q
e−2sα|∇π |2 dx dt  C12
(
s‖y¯‖2∞
∫ ∫
Q
e−2sαξ |∇ϕ|2 dx dt
+ s
∫ ∫
Q
e−2sαξ |g|2 dx dt + s5/2T 2
∫ ∫
Q
e−2sαξ3|ϕ|2 dx dt
+ s2λ2
∫ ∫
ω2×(0,T )
e−2sαξ2|π |2 dx dt
)
, (16)
for all λ λ¯0 and s  s¯3T 8.
Now we plug this inequality into (10) and we get:
I (s, λ;ϕ) C3
(
s3λ4
∫ ∫
ω1×(0,T )
e−2sαξ3|ϕ|2 dx dt
+ s2λ2
∫ ∫
ω2×(0,T )
e−2sαξ2|π |2 dx dt + s
∫ ∫
Q
e−2sαξ |g|2 dx dt
+ s5/2T 2
∫ ∫
Q
e−2sαξ3|ϕ|2 dx dt + s‖y¯‖2∞
∫ ∫
Q
e−2sαξ |∇ϕ|2 dx dt
)
, (17)
for λ λ3(1 + ‖y¯‖∞) and s  s3(T 7 + T 8).
As mentioned above, we can now absorb the last two terms in (17) just taking s  s4T 4
and λ λ4‖y¯‖∞ in such a way that
C3s
5/2T 2  1
2
s3, C3‖y¯‖2∞ 
1
2
λ2.
Therefore, we get the inequality:
I (s, λ;ϕ) C4
(
s3λ4
∫ ∫
ω1×(0,T )
e−2sαξ3|ϕ|2 dx dt
+ s2λ2
∫ ∫
ω2×(0,T )
e−2sαξ2|π |2 dx dt + s
∫ ∫
Q
e−2sαξ |g|2 dx dt
)
, (18)
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for λ λ5(1 + ‖y¯‖∞) and s  s5(T 4 + T 8).
The rest of the proof is intended to eliminate the local term of the pressure appearing in
the right-hand side of (18). Two main difficulties appear: to obtain a local estimate of the
pressure in terms of a local term of the velocity vector field is not an easy task in Stokes
systems like (5) and the fact that the weight function multiplying the pressure depends on
x complicates the argument a lot.
Accordingly, our strategy will be the following. We first replace the weight in the local
integral of the pressure by another one that does not depend on x , but just on t . This will
allow us to reduce our problem to an estimate of an integral of |∇π |2 instead of |π |2. Then,
using the equation verified by ϕ and π , the goal will be to estimate two local integrals
involving |ϕ|2 and |ϕt |2. The integral of |ϕ|2 will be treated in the fourth step and we
will deal with the integral of |ϕt |2 in step 5.
Indeed, the definitions of αˆ, ξˆ and θˆ (see (8)) readily give:
s2λ2
∫ ∫
ω2×(0,T )
e−2sαξ2|π |2 dx dt 
∫ ∫
ω2×(0,T )
∣∣θˆ∣∣2|π |2 dx dt .
We can take π(t) to satisfy
∫
ω2
π(t)dx = 0
for each t ∈ (0, T ). So, using Poincaré–Wirtinger’s inequality, there exists C5 > 0 such
that ∫ ∫
ω2×(0,T )
∣∣θˆ∣∣2|π |2 dx dt  C5 ∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|∇π |2 dx dt .
Then, from the equation in (5), we have:
s2λ2
∫ ∫
ω2×(0,T )
e−2sαξ2|π |2 dx dt
 C6
( ∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|g|2 dx dt + ∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕ|2 dx dt
+
∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕt |2 dx dt + ‖y¯‖2∞ ∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|∇ϕ|2 dx dt). (19)
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Step 4. Estimate of the local integral of |ϕ|2In this step we will bound the second term in the right-hand side of (19). Let us first
introduce two open sets ω3 and ω4 such that
ω2  ω3  ω4  ω
and a function ρ ∈D(ω4) with ρ ≡ 1 in ω3.
Secondly, let us put:
u(x, t)= θˆ (t)ρ(x)ϕ(x,T − t) in RN × (0, T ).
Let us remark that, here, u is extended by zero outside ω4. The goal of this step is to
estimate ∫ ∫
ω2×(0,T )
|u|2 dx dt .
Let us first see which is the heat equation satisfied by u. Thus, applying Laplace’s
operator to the equation verified by ϕ and keeping in mind (11), we get:(
ϕ(T − t))
t
−(ϕ(T − t))= f in Q, (20)
where
f =(Dϕy¯)(T − t)+g(T − t)− ∇(∇ · (Dϕy¯)(T − t))− ∇(∇ · g(T − t)).
From (20), we deduce that{
ut −u= F in RN × (0, T ),
u(0)= 0 in RN, (21)
where
F = θˆρf + θˆ ′ρϕ(T − t)− 2θˆ∇ρ · ∇ϕ(T − t)− θˆρϕ(T − t).
Notice that F ∈L2(0, T ;H−2(RN)N) and we a priori know that u ∈ L2(RN × (0, T ))N
(Remark 1). From the equation in (21), we have that ut ∈ L2(0, T ;H−2(RN)N), so that
u(0) makes sense. On the other hand, it is possible to show that (21) possesses exactly one
solution in this class.
Now, we rewrite F in a more appropriate way, so that it is given by the sum of two
functions: in the first one, we collect all the terms where we find second partial derivatives
of g, Dϕy¯ and ϕ; in the second one, we include all the other terms. Notice that this second
function has a support contained in ω4 \ ω¯3 (because derivatives of ρ appear everywhere).
More precisely, we put F = F1 + F2, with
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F1 = θˆ
(
ρ(Dϕy¯)(T − t))+ θˆ(ρg(T − t))− θˆ∇(∇ · (ρ(Dϕy¯)(T − t)))− θˆ∇(∇ · (ρg(T − t)))+ θˆ ′(ρϕ(T − t))
and
F2 = −2θˆ∇ρ · ∇(Dϕy¯)(T − t)− θˆρ(Dϕy¯)(T − t)− 2θˆ∇ρ · ∇g(T − t)
− θˆρg(T − t)+ θˆ∇(∇ρ · (Dϕy¯)(T − t))+ θˆ∇ρ(∇ · (Dϕy¯)(T − t))
+ θˆ∇(∇ρ · g(T − t))+ θˆ∇ρ(∇ · g(T − t))− 2θˆ ′∇ρ · ∇ϕ(T − t)
− θˆ ′ρϕ(T − t)− 2θˆ∇ρ · ∇ϕ(T − t)− θˆρϕ(T − t).
Notice that F,F1 ∈ L2(0, T ;H−2(RN)N), while F2 ∈ L2(0, T ;H−1(RN)N). If we
were able to find two functions u1 and u2 in L2(RN × (0, T ))N satisfying:{
uit −ui = Fi in RN × (0, T ),
ui(0)= 0 in RN (22)
for i = 1,2, then we would have u= u1 +u2, and it would suffice to estimate the integrals∫ ∫
ω2×(0,T )
∣∣ui∣∣2 dx dt .
Step 4.1. Definition and estimate of u1
By definition, we will say that u1 is the solution by transposition of the Cauchy
problem for the heat equation (22) for i = 1. This means that u1 is the unique function
in L2(RN × (0, T ))N that, for each h ∈ L2(RN × (0, T ))N , one has:∫ ∫
RN×(0,T )
u1 · hdx dt =
∫ ∫
RN×(0,T )
(
θˆρ(g +Dϕy¯)(T − t)) ·zdx dt
−
∫ ∫
RN×(0,T )
θˆρ(Dϕy¯)(T − t) · ∇(∇ · z)dx dt
−
∫ ∫
RN×(0,T )
θˆρg(T − t) · ∇(∇ · z)dx dt
+
∫ ∫
RN×(0,T )
θˆ ′ρϕ(T − t) ·zdx dt, (23)
where z is the solution of
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z(T )= 0 in RN . (24)Remark that, for every h ∈ L2(RN × (0, T ))N , (24) possesses exactly one solution
z ∈ L2(0, T ;H 2(RN)N) that depends continuously on h. Therefore, u1 is well defined
and ∥∥u1∥∥
L2(RN×(0,T ))N  Ĉ1‖F1‖L2(0,T ;H−2(RN)N), (25)
for a positive constant Ĉ1. Furthermore, it is not difficult to show that u1 ∈ C0([0, T ];
H−2(RN)N) and solves (22) for i = 1 in the distributional sense.
We can easily deduce from (25) that
∫ ∫
RN×(0,T )
∣∣u1∣∣2 dx dt  Ĉ2( ∫ ∫
RN×(0,T )
∣∣θˆρg∣∣2 dx dt
+
∫ ∫
RN×(0,T )
∣∣θˆρDϕy¯∣∣2 dx dt + ∫ ∫
RN×(0,T )
∣∣θˆ ′ρϕ∣∣2 dx dt),
for a constant Ĉ2 > 0. Here, we have used the fact that
θˆ (T − t) = θˆ (t) ∀t ∈ (0, T ).
Thanks to the properties of ρ, we finally get:∫ ∫
ω2×(0,T )
∣∣u1∣∣2 dx dt  ∫ ∫
RN×(0,T )
∣∣u1∣∣2 dx dt
 Ĉ3
( ∫ ∫
ω4×(0,T )
∣∣θˆg∣∣2 dx dt + ∫ ∫
ω4×(0,T )
∣∣θˆ ′ϕ∣∣2 dx dt
+
∫ ∫
ω4×(0,T )
∣∣θˆDϕy¯∣∣2 dx dt), (26)
with Ĉ3(ω) > 0.
Step 4.2. Definition and estimate of u2
Now, we deal with the Cauchy problem (22) for i = 2, where the right-hand
side is in L2(0, T ;H−1(RN)N). The existence and uniqueness of a solution u2 ∈
L2(0, T ;H 1(RN)N) is classical. Recall that F1(t) has support in ω4 \ ω¯3 for t a.e., while
we would like to estimate the L2-norm of the solution in ω2 and ω2 is disjoint of ω4 \ ω¯3.
This fact will play a very important role in the sequel.
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We will start by writing u2 in terms of the fundamental solution G=G(x, t) of the heat
equation. To do this, we first notice that F2 can be written in the form:
F2 = F21 + ∇ · F22,
where F21 and F22 are L2 functions supported by (ω4 \ ω¯3)× [0, T ] which can be written
as sums of derivatives up to the second order of products θˆDβρg, θˆDβρϕ, θˆDβρDϕy¯ and
θˆ ′Dβρϕ with 1 |β| 4.
Observe that, for any y ∈ ω4 \ ω¯3 and any x ∈ ω2, one has |x − y| dist(∂ω3, ∂ω4) =
d > 0. Then, we have:
u2(x, t)=
t∫
0
∫
ω4\ω¯3
G(x − y, t − s)F21(y, s)dy ds
−
t∫
0
∫
ω4\ω¯3
∇yG(x − y, t − s) · F22(y, s)dy ds (27)
for all (x, t) ∈ ω2 × (0, T ), where
G(x, t)= 1
(4πt)N/2
e−|x|2/2t ∀x ∈ RN, ∀t > 0.
Now we integrate by parts with respect to y in (27), passing all the derivatives from F21
and F22 to G and ∇yG. This is possible because we are integrating in a region where G is
of class C∞. This yields an expression for u2 of the form:
u2(x, t) =
∫ ∫
(ω4\ω¯3)×(0,t )
∑
α∈I,β∈J
DαyG(x − y, t − s)Dβy ρ(y)zα,β(y, s)dy ds,
where all α ∈ I satisfy |α| 3, all β ∈ J satisfy 1 |β| 4 and
zα,β(y, s)= θˆ (s)
(
Cα,βg(y, s)+Dα,βϕ(y, s)+Eα,β(Dϕy¯)(y, s)
)+Uα,β θˆ ′(s)ϕ(y, s),
Cα,β ,Dα,β,Eα,β,Uα,β ∈ R.
From the previous considerations, we readily have:
∣∣u2(x, t)∣∣ ∫ ∫
(ω4\ω¯3)×(0,t )
∑
α∈I
∣∣DαyG(x − y, t − s)∣∣∣∣z(y, s)∣∣dy ds
for all (x, t) ∈ ω2 × (0, T ), where
z(y, s)= θˆ (s)(Ĉ4g(y, s)+ Ĉ5ϕ(y, s)+ Ĉ6(Dϕy¯)(y, s))+ Ĉ7θˆ ′(s)ϕ(y, s).
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Obviously, for every 0 < δ < d there exists a positive constant Ĉ8(δ,ω) such that∣∣DαG(x − y, t − s)∣∣ Ĉ8 exp( −δ22(t − s)
)
for all (x, t) ∈ ω2 × (0, T ), all (y, s) ∈ (ω4 \ ω¯3)× (0, t) and any α ∈ I , so that
∣∣u2(x, t)∣∣ Ĉ9 ∫ ∫
(ω2\ω¯3)×(0,t )
exp
( −δ2
2(t − s)
)∣∣z(y, s)∣∣dy ds
with Ĉ9 = Ĉ9(ω) > 0.
At this moment, we integrate in ω2 × (0, T ) and we obtain:
∫ ∫
ω2×(0,T )
∣∣u2∣∣2 dx dt  Ĉ10 T∫
0
( t∫
0
∫
ω4\ω¯3
exp
( −δ2
2(t − s)
)∣∣z(y, s)∣∣dy ds)2 dt
 Ĉ11T
T∫
0
( t∫
0
exp
( −δ2
2(t − s)
)∥∥z(s)∥∥2
L2(ω4)
ds
)
dt
for some Ĉ11(ω) > 0.
Finally, we write the last term as a convolution, say:
T∫
0
(f1 ∗ f2)(t)dt,
where
f1(t) = e−δ2/t1(0,+∞)(t) ∈L1(R), f2(t)=
∥∥z(t)∥∥2
L2(ω4)
1[0,T ](t) ∈ L1(R)
and we use Young’s inequality. This provides:∫ ∫
ω2×(0,T )
∣∣u2∣∣2 dx dt  Ĉ12T ∫ ∫
ω4×(0,T )
|z|2 dx dt .
Taking into account the expression of z, we get:∫ ∫
ω2×(0,T )
∣∣u2∣∣2 dx dt  Ĉ13T( ∫ ∫
ω4×(0,T )
∣∣θˆ ′ϕ∣∣2 dx dt
+
∫ ∫
ω4×(0,T )
∣∣θˆ ∣∣2(|g|2 + |Dϕy¯|2 + |ϕ|2)dx dt). (28)
E. Fernández-Cara et al. / J. Math. Pures Appl. 83 (2004) 1501–1542 1519
Putting this together with (26), we arrive at the estimate searched in the fourth step:∫ ∫
ω2×(0,T )
∣∣θˆ∣∣2|ϕ|2 dx dt  Ĉ14(1 + T )( ∫ ∫
ω4×(0,T )
∣∣θˆ ′∣∣2|ϕ|2 dx dt
+
∫ ∫
ω4×(0,T )
∣∣θˆ ∣∣2(|g|2 + |Dϕy¯|2 + |ϕ|2)dx dt). (29)
Step 5. Estimate of the local integral of |ϕt |2
In this step we are going to bound the third term in the right-hand side of (19). To this
end, we will decompose our solution (up to a weight function depending on t) as the sum
of other two solutions of Stokes systems, ψ1 and ψ2, with different properties. The first
one will receive a global treatment and only energy estimates of the Stokes system will
be employed there. On the other hand, we will deal with local terms of ψ2 but with the
advantage that ψ2,t t will make sense.
Thus, let (ψ1, q1) and (ψ2, q2) be the solutions to the following systems:
−ψ1,t −ψ1 −Dψ1y¯ + ∇q1 = θg in Q,
∇ ·ψ1 = 0 in Q,
ψ1 = 0 on Σ,
ψ1(T )= 0 in Ω
(30)
and 
−ψ2,t −ψ2 −Dψ2y¯ + ∇q2 = −θ ′ϕ in Q,
∇ ·ψ2 = 0 in Q,
ψ2 = 0 on Σ,
ψ2(T )= 0 in Ω
(31)
(recall that θ was defined in (8)). Adding (30) and (31), we see that (ψ1 + ψ2, q1 + q2)
solves the same system as (θϕ, θπ), where (ϕ,π) is the solution to (5). By uniqueness of
the Stokes system, we thus have:
θϕ =ψ1 +ψ2 and θπ = q1 + q2.
The term to be bounded is:∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕt |2 dx dt
=
∫ ∫
ω2×(0,T )
θ−2
∣∣θˆ ∣∣2|θϕt |2 dx dt
= s−11/2λ2
∫ ∫
ω2×(0,T )
e−2sα∗+2sαˆ ξˆ−11/2|ψ1,t +ψ2,t − θ ′ϕ|2 dx dt, (32)
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so we will focus our attention on estimating the time derivatives of ψ1 and ψ2. One must
realize that the weight function
e−2sα∗+2sαˆ
is “small”.
Step 5.1. Estimate of ψ1,t
In this step, we will bound the integral of e−2sα∗+2sαˆ ξˆ−11/2|ψ1,t |2 in ω2 × (0, T ). At
present, we do not know how to obtain local weighted estimates for ψ1,t depending just on
the data. Therefore, we will bound ψ1,t globally in Ω × (0, T ) using well-known estimates
for the Stokes system and without the help of the weight function (in other words, we will
forget the ‘smallness’ of the weight in the estimates).
Taking s and λ such that s  s∗1T 8 and λ λ∗1, we get:
e−2sα∗+2sαˆ  e−C∗2 sT −8eλm‖η
0‖∞  e−C∗1 eλm‖η
0‖∞
and
s−11/2λ2ξˆ−11/2e−2sα∗+2sαˆ  C∗3λ2e−C
∗
1 e
λm‖η0‖∞
,
which is bounded uniformly in λ for λ λ∗1.
Now, we apply regularity estimates for the Stokes system (see, for instance, [14]) to
(30) and we deduce (among other things) that ψ1,t ∈ L2(Q)N and
‖ψ1,t‖2L2(Q)N + ‖ψ1‖2L2(0,T ;H 2(Ω)N)  C∗4
(
1 + ‖y¯‖2∞eC
∗
5T ‖y¯‖2∞)‖θg‖2
L2(Q)N .
Hence, the estimate we obtain is:
s−11/2λ2
∫ ∫
ω2×(0,T )
e−2sα∗+2sαˆ ξˆ−11/2|ψ1,t |2 dx dt
 C∗6
(
1 + ‖y¯‖2∞eC
∗
5T ‖y¯‖2∞)∫ ∫
Q
|θ |2|g|2 dx dt . (33)
Step 5.2. Estimate of ψ2,t
Now, we will be concerned with the integral of e−2sα∗+2sαˆ ξˆ−11/2|ψ2,t |2. In this step, we
will need an estimate of ψ2,t t in terms of other integrals that will be absorbed later on (see
the terms in the right-hand side of (40)). This will be possible by imposing the regularity
hypotheses in (3) on y¯ . The tools we use here are classical a priori estimates for the Stokes
and heat equations.
More precisely, by integrating by parts twice with respect to t , we obtain:
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s−11/2λ2
∫ ∫
e−2sα∗+2sαˆ ξˆ−11/2|ψ2,t |2 dx dt
ω2×(0,T )
= 1
2
s−11/2λ2
∫ ∫
ω2×(0,T )
(
e−2sα∗+2sαˆ ξˆ−11/2
)
t t
|ψ2|2 dx dt
− s−11/2λ2
∫ ∫
ω2×(0,T )
e−2sα∗+2sαˆ ξˆ−11/2ψ2,t t ·ψ2 dx dt . (34)
First, observe that we can make very similar computations to those made in the previous
step to deduce that the weight function:(
s−11/2λ2e−2sα∗+2sαˆ ξˆ−11/2
)
t t
is bounded from above for s  s∗2 (T 4 + T 8) and λ λ∗2 uniformly.
Let us now introduce the function:
θ∗ = s−11/2λ−4e−2sα∗+2sαˆ ξˆ−11/2
and let us concentrate in the estimate of the second integral in the right-hand side of (34).
Using Hölder’s inequality, we deduce that
−λ6
∫ ∫
ω2×(0,T )
θ∗ψ2,t tψ2 dx dt
 λ6‖θ∗ψ2,t t‖L2(0,T ;Lr(ω2)N )‖ψ2‖L2(0,T ;Lr′ (ω2)N )
 1
2
‖θ∗ψ2,t t‖2L2(0,T ;Lr(ω2)N ) +
1
2
λ12‖ψ2‖2L2(0,T ;Lr′ (ω2)N ), (35)
where 6/5 < r < σ if N = 3 and 1 < r < σ if N = 2 (σ was introduced in (3)).
A key point of the proof will turn out to be the way we have applied Hölder’s inequality
here. Notice that the whole weight function is now accompanying ψ2,t t , while there is no
weight function with ψ2. This will give desirable consequences, since we will be able to
make a local treatment of the term on ψ2, whereas just a global argument will be possible
for the term on ψ2,t t .
Let us deal with the last term in the right-hand side of (35). Thus, let us introduce a
cut-off function ζ ∈C2(ω3) such that
suppζ ⊂ ω3 and ζ = 1 in ω2.
Then,
‖ψ2‖2
L2(0,T ;Lr′ (ω2)N )  C
∗
7
∥∥(ζψ2)∥∥2L2(0,T ;L2(ω3)N )
= C∗7‖ψ2ζ + 2∇ζ · ∇ψ2 + ζψ2‖2L2(0,T ;L2(ω3)N ),
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since H 2(ω3)N ∩H 10 (ω3)N is continuously imbedded in Lr
′
(ω3)N , for every r ′ <∞.
2Now, arguing as in step 4, we can get a bound of ‖ζψ2‖L2(0,T ;L2(ω3)N ). In fact, since
ψ2(T )= 0, it suffices to apply the inequality (29) with ϕ =ψ2, θˆ = 1, g = −θ ′ϕ, ω2 = ω3
and ω4 = ω5, where ω5 is a new open set verifying:
ω4  ω5  ω.
This gives:
‖ψ2‖2L2(0,T ;Lr′ (ω2)N )  C
∗
8
(
1 + ‖y¯‖2∞
)
(1 + T )
∫ ∫
ω5×(0,T )
(|ψ2|2 + |∇ψ2|2 + |θ ′ϕ|2)dx dt .
From the definitions of ψ1 and ψ2, we also find that
|ψ2|2 + |∇ψ2|2  2
(|ψ1|2 + |∇ψ1|2 + |θ |2(|ϕ|2 + |∇ϕ|2)).
Consequently, viewing ψ1 as the weak solution of (30) and using again global estimates,
we see that
‖ψ2‖2
L2(0,T ;Lr′ (ω2)N )  C
∗
9
(
1 + ‖y¯‖2∞
)
(1 + T )
(
eC
∗
10T ‖y¯‖2∞‖θg‖2
L2(Q)
+
∫ ∫
ω5×(0,T )
(|θ |2 + |θ ′|2)|ϕ|2 dx dt
+
∫ ∫
ω5×(0,T )
|θ |2|∇ϕ|2 dx dt
)
. (36)
We will keep the first two terms in the right-hand side of (36) in our final inequality, while
the third one will be estimated later on.
Let us now consider the norm involving ψ2,t t in (35).
The couple (ψ,q) := (θ∗ψ2,t , θ∗q2,t ) satisfies:
−ψt −ψ −Dψy¯ + ∇q =G in Q,
∇ ·ψ = 0 in Q,
ψ = 0 on Σ,
ψ(T )= 0 in Ω,
(37)
where
G= −θ∗θ ′′ϕ − θ∗θ ′ϕt + θ∗Dψ2y¯t − (θ∗)′ψ2,t .
This can be proved by first considering a sequence {y¯n} of regular functions satisfying:
y¯n → y¯ weakly star in L∞(Q)N and y¯nt → y¯t weakly in L2
(
0, T ;Lσ(Ω)N )
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and setting:Gn = −θ∗θ ′′ϕ − θ∗θ ′ϕt + θ∗Dψ2y¯nt − (θ∗)′ψ2,t
for all n 1. For each n, one can easily establish the existence and uniqueness of a solution
(ψn, qn) to (37) with G replaced by Gn. Then, one can pass to the limit and deduce that
(ψ,q) is actually the solution of (37).
In order to obtain an estimate of ψt in L2(0, T ;Lr(Ω)N), we will first deduce an
estimate of the transport term (Dψy¯) in the same space. In fact, if we look at ψ as the
weak solution to (37), we have that ψ ∈L2(0, T ;V ) and
‖ψ‖L2(0,T ;V )  C∗11eC
∗
12T ‖y¯‖2∞‖G‖L2(0,T ;H−1(Ω)N), (38)
so the same bound holds for ‖Dψ‖L2(Q)N .
For the moment, let us assume that θ∗Dψ2y¯t ∈ L2(0, T ;Lr(Ω)N); this will be proved
in the sixth step. Now, we decompose the terms in the equation satisfied by ψ that
are not divergence free. More precisely, in view of the Helmholtz’s decomposition,
there exist four functions g1, g2, g3 and g4 with g1,∇g2 ∈ L2(Q)N , ∇ · g1 = 0, g3,
∇g4 ∈ L2(0, T ;Lr(Ω)N) and ∇ · g3 = 0 such that
Dψy¯ = g1 + ∇g2 and θ∗Dψ2y¯t = g3 + ∇g4,
with g1,∇g2 and g3,∇g4 depending continuously on Dψy¯ and θ∗Dψ2y¯t in the spaces
L2(Q)N and L2(0, T ;Lr(Ω)N), respectively.
This way, the equation verified by ψ can be written in the form:
−ψt −ψ + ∇q˜ = J,
where
q˜ = q − g2 − g4 and J = −θ∗θ ′′ϕ − θ∗θ ′ϕt + g3 − (θ∗)′ψ2,t + g1.
Observe that J is divergence free. Under these conditions, we can apply Theorem 2.8 in [9]
and deduce that, among other properties, ψt ∈ L2(0, T ;Lr(Ω)N) and
‖ψt‖L2(0,T ;Lr(Ω)N)  C∗13‖J‖L2(0,T ;Lr(Ω)N) (39)
for a positive constant C∗13 depending on Ω but not on T . Since Lr(Ω) is continuously
imbedded in H−1(Ω), (38) and (39) yield:
‖θ∗ψ2,t t‖L2(0,T ;Lr(Ω)N)  C∗14
(
1 + ‖y¯‖∞
)
eC
∗
15T ‖y¯‖2∞(‖θ∗θ ′′ϕ‖L2(Q)N + ‖θ∗θ ′ϕt‖L2(Q)N
+ ∥∥(θ∗)′ψ2,t∥∥L2(Q)N + ‖θ∗Dψ2y¯t‖L2(0,T ;Lr(Ω)N)).
From (34)–(36) and this last inequality, we have:
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s−11/2λ2
∫ ∫
e−2sα∗+2sαˆ ξˆ−11/2|ψ2,t |2 dx dt
ω2×(0,T )
 C∗16
(
1 + ‖y¯‖2∞
)
eC
∗
17T ‖y¯‖2∞(λ12(1 + T )(‖θg‖2
L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N )
+ ‖θ ′ϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ∇ϕ‖
2
L2(0,T ;L2(ω5)N )
)+ ‖θ∗θ ′′ϕ‖2
L2(Q)N
+ ‖θ∗θ ′ϕt‖2L2(Q)N +
∥∥(θ∗)′ψ2,t∥∥2L2(Q)N + ‖θ∗Dψ2y¯t‖2L2(0,T ;Lr(Ω)N)). (40)
To finish this step, we combine (32), (33) and (40) and we obtain the following estimate
of ϕt : ∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕt |2 dx dt
 C∗18
(
1 + ‖y¯‖2∞
)
eC
∗
19T ‖y¯‖2∞(λ12(1 + T )(‖θg‖2
L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N )
+ ‖θ ′ϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ∇ϕ‖
2
L2(0,T ;L2(ω5)N )
)+ ‖θ∗θ ′′ϕ‖2
L2(Q)N
+ ‖θ∗θ ′ϕt‖2L2(Q)N +
∥∥(θ∗)′ψ2,t∥∥2L2(Q)N + ‖θ∗Dψ2y¯t‖2L2(0,T ;Lr(Ω)N)). (41)
Step 6. Estimate of θ∗Dψ2y¯t in L2(0, T ;Lr(Ω)N)
The strategy we follow in this step is to deduce an estimate of θ∗ψ2 in L∞(0, T ;
W 1,l(Ω)N) for every l < ∞, with explicit dependence with respect to all the data. We
will only use that y¯ ∈L∞(Q)N .
Observe that, once this is achieved, from (3) and the choice we have made of r , it is
easy to obtain an estimate of θ∗Dψ2y¯t in L2(0, T ;Lr(Ω)N).
The function (θ∗ψ2, θ∗q2) solves the following system:
−(θ∗ψ2)t −(θ∗ψ2)−D(θ∗ψ2)y¯ + ∇(θ∗q2)= −(θ∗)′ψ2 − θ∗θ ′ϕ in Q,
∇ · (θ∗ψ2)= 0 in Q,
θ∗ψ2 = 0 on Σ,
(θ∗ψ2)(T ) = 0 in Ω.
(42)
From well-known interpolation inequalities, we easily deduce that, for N  3,
L2
(
0, T ;H 2(Ω)N)∩L∞(0, T ;V )⊂ Lk1(0, T ;Lk2(Ω)N)
with
2
k1
+ 6
k2
= 1 (43)
and
L2
(
0, T ;L6(Ω)N)∩L∞(0, T ;L2(Ω)N)⊂ Lk3(0, T ;Lk4(Ω)N)
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with4/3
k3
+ 2
k4
= 1. (44)
The desired regularity property of θ∗ψ2 will be the consequence of a bootstrap argument
with only two steps.
• First, since θ∗ψ2 is the strong solution of (42),
D(θ∗ψ2)y¯ ∈L2
(
0, T ;L6(Ω)N)∩L∞(0, T ;L2(Ω)N)
and we can put:
D(θ∗ψ2)y¯ = g5 + ∇g6 ∈ Lk3
(
0, T ;Lk4(Ω)N), ∇ · g5 = 0,
for some g5 and g6, with continuous dependence of g5 and ∇g6 in the space Lk3(0, T ;
Lk4(Ω)N). Now, we can look at Eq. (42) with a pressure θ∗q2 − g6 and a right-hand
side −(θ∗)′ψ2 − θ∗θ ′ϕ + g5, which is divergence free. Using the same regularity result as
before, we deduce that θ∗ψ2 ∈ Lk3(0, T ;W 2,k4(Ω)N) and
‖θ∗ψ2‖Lk3 (0,T ;W 2,k4 (Ω)N)  C7
∥∥−(θ∗)′ψ2 − θ∗θ ′ϕ + g5∥∥Lk3 (0,T ;Lk4 (Ω)N). (45)
Accordingly, θ∗Dψ2 ∈Lk3(0, T ;W 1,k4(Ω)N).
In this argument, k4 can be any number satisfying 3  k4 < 6. This gives
θ∗Dψ2 ∈Lk1(0, T ;Lk2(Ω)N), with k1 = k3 given by (44) and k2 = l > 6.
• Secondly, we make another Helmholtz’s decomposition of θ∗Dψ2y¯ and we put:
θ∗Dψ2y¯ = g7 + ∇g8, ∇ · g7 = 0,
but this time in the space Lk3(0, T ;Ll(Ω)N). Hence, we obtain (for instance) ∇(θ∗q2 −
g8) ∈ Lk3(0, T ;Ll(Ω)N) and∥∥∇(θ∗q2 − g8)∥∥Lk3 (0,T ;Ll(Ω)N)  C8∥∥−(θ∗)′ψ2 − θ∗θ ′ϕ + g7∥∥Lk3 (0,T ;Ll(Ω)N).
Then, we take into account (45) and the continuous dependence of g7 and g5 with respect
to D(θ∗ψ2)y¯ and we get:∥∥∇(θ∗q2 − g8)∥∥Lk3 (0,T ;Ll(Ω)N)  C9(1 + ‖y¯‖2∞)(‖θ∗ψ2‖L2(Q)N + ∥∥(θ∗)′ψ2∥∥L2(Q)N
+ ∥∥(θ∗ψ2)t∥∥L2(Q)N + ∥∥((θ∗)′ψ2)t∥∥L2(Q)N
+ ‖θ∗θ ′ϕ‖L2(Q)N +
∥∥(θ∗θ ′ϕ)t∥∥L2(Q)N ). (46)
Let us see that this suffices to ensure that θ∗ψ2 ∈ L∞(0, T ;W 1,l(Ω))N with explicit
estimates. To this end, we look at (42) as N heat systems with right-hand sides
Bi := −(θ∗)′ψi2 − θ∗θ ′ϕi − ∂i(θ∗q2 − g8)+ gi7
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and we represent the solution in terms of the semigroup of the heat operator. Then, we
have:
∥∥θ∗ψ2(t)∥∥W 1,l (Ω)N C10
t∫
0
(t − s)−1/2∥∥B(s)∥∥
Ll(Ω)N
∀t ∈ (0, T )
(see [12] for more details). Since ‖B(·)‖Ll (Ω) ∈Lk3(0, T ) with k3 > 2, Young’s inequality
implies ‖θ∗ψ2(·)‖W 1,l (Ω) ∈L∞(0, T ) and
‖θ∗ψ2‖L∞(0,T ;W 1,l (Ω)N )  C10(1 − k′3/2)−1/k
′
3T −1/2+1/k′3‖B‖Lk3 (0,T ;Ll(Ω)N).
From (46), we obtain the desired regularity of θ∗ψ2:
‖θ∗ψ2‖L∞(0,T ;W 1,l (Ω)N)  C11T −1/2+1/k
′
3
(
1 + ‖y¯‖2∞
)(‖θ∗ψ2‖L2(Q)N
+ ∥∥(θ∗)′ψ2∥∥L2(Q)N + ∥∥(θ∗ψ2)t∥∥L2(Q)N
+ ∥∥((θ∗)′ψ2)t∥∥L2(Q)N + ‖θ∗θ ′ϕ‖L2(Q)N
+ ∥∥(θ∗θ ′ϕ)t∥∥L2(Q)N ). (47)
As mentioned above, combining (47) and (3), we find that θ∗Dψ2y¯t in L2(0, T ;
Lr(Ω)N) and
‖θ∗Dψ2y¯t‖L2(0,T ;Lr(Ω)N)
 ‖θ∗Dψ2‖L∞(0,T ;Ll(Ω)N)‖y¯t‖L2(0,T ;Lσ (Ω)N)
C12‖y¯t‖L2(0,T ;Lσ (Ω)N)T −1/2+1/k
′
3
(
1 + ‖y¯‖2∞
)(‖θ∗ψ2‖L2(Q)N
+ ∥∥(θ∗)′ψ2∥∥L2(Q)N + ∥∥(θ∗ψ2)t∥∥L2(Q)N + ∥∥((θ∗)′ψ2)t∥∥L2(Q)N
+ ‖θ∗θ ′ϕ‖L2(Q)N +
∥∥(θ∗θ ′ϕ)t∥∥L2(Q)N ). (48)
Let us remark that the previous power of T depends only on the data σ in (3), since σ
determines the admissible values of l and k3. In fact, from the fact that 2 < k3  4, we find
that 4/3 k′3 < 2 and 0 <−1 + 2/k′3  1/2.
Then, we put together the inequalities (41) and (48) and we obtain:∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕt |2 dx dt  C13(1 + ‖y¯‖6∞)‖y¯t‖2L2(Lσ )eC14T ‖y¯‖2∞(λ12(1 + T )(‖θg‖2L2(Q)N
+ ‖θϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ
′ϕ‖2
L2(0,T ;L2(ω5)N )
+ ‖θ∇ϕ‖2
L2(0,T ;L2(ω5)N )
)+ (1 + T 1/2)(‖θ∗θ ′′ϕ‖2
L2(Q)N
+ ∥∥(θ∗)′θ ′ϕ∥∥2
L2(Q)N + ‖θ∗θ ′ϕt‖2L2(Q)N + ‖θ∗θ ′ϕ‖L2(Q)N
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+ ‖θ∗ψ2,t‖2L2(Q)N +
∥∥(θ∗)′ψ2,t∥∥2L2(Q)N + ∥∥(θ∗)′ψ2∥∥2L2(Q)N+ ∥∥(θ∗)′′ψ2∥∥2L2(Q)N + ‖θ∗ψ2‖2L2(Q)N
+ ∥∥(θ∗)′ψ2∥∥2L2(Q)N )). (49)
Step 7. Last arrangements and conclusion
From the definition of ψ2 = −ψ1 + θϕ and (49), we get:∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕt |2 dx dt  C15(1 + ‖y¯‖6∞)‖y¯t‖2L2(0,T ;Lσ (Ω)N)eC16T ‖y¯‖2∞
× (λ12(1 + T )(‖θg‖2
L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N )
+ ‖θ ′ϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ∇ϕ‖
2
L2(0,T ;L2(ω5)N )
)
+ (1 + T 1/2)(‖θ∗θ ′ϕ‖2
L2(Q)N +
∥∥(θ∗)′θ ′ϕ∥∥2
L2(Q)N
+ ∥∥(θ∗)′′θϕ∥∥2
L2(Q)N + ‖θ∗θ ′′ϕ‖2L2(Q)N + ‖θ∗θϕ‖2L2(Q)N
+ ‖θ∗θ ′ϕ‖L2(Q)N +
∥∥(θ∗)′θϕ∥∥2
L2(Q)N + ‖θ∗θϕt‖2L2(Q)N
+ ‖θ∗θ ′ϕt‖2L2(Q)N +
∥∥(θ∗)′θϕt∥∥2L2(Q)N + ∥∥(θ∗)′ψ1∥∥2L2(Q)N
+ ∥∥(θ∗)′′ψ1∥∥2L2(Q)N + ‖θ∗ψ1‖2L2(Q)N + ∥∥(θ∗)′ψ1∥∥2L2(Q)N
+ ‖θ∗ψ1,t‖2L2(Q)N +
∥∥(θ∗)′ψ1,t∥∥2L2(Q)N )). (50)
For all the terms concerning ψ1, we can use estimate (33) since θ∗, (θ∗)′ and (θ∗)′′ are
bounded functions in (0, T ) for s  s6(T 4 + T 8). Hence, we have:∫ ∫
ω2×(0,T )
∣∣θˆ ∣∣2|ϕt |2 dx dt  C17(1 + ‖y¯‖6∞)‖y¯t‖2L2(0,T ;Lσ (Ω)N)eC18T ‖y¯‖2∞(λ12(1 + T )
× (‖θg‖2
L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N ) + ‖θ
′ϕ‖2
L2(0,T ;L2(ω5)N )
+ ‖θ∇ϕ‖2
L2(0,T ;L2(ω5)N )
)+ (1 + T 1/2)(‖θ∗θ ′ϕ‖2
L2(Q)N
+ ∥∥(θ∗)′θ ′ϕ∥∥2
L2(Q)N +
∥∥(θ∗)′′θϕ∥∥2
L2(Q)N + ‖θ∗θ ′′ϕ‖2L2(Q)N
+ ‖θ∗θϕ‖2
L2(Q)N + ‖θ∗θ ′ϕ‖L2(Q)N +
∥∥(θ∗)′θϕ∥∥2
L2(Q)N
+ ‖θ∗θϕt‖2L2(Q)N + ‖θ∗θ ′ϕt‖2L2(Q)N
+ ∥∥(θ∗)′θϕt∥∥2L2(Q)N )). (51)
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Let us now estimate the global terms on ϕ,ϕ and ϕt and check that they can be eliminated
using the left-hand side of (18). To this end, let us first write down some bounds for the
weight functions:
|θ∗θ ′| + ∣∣(θ∗)′θ ∣∣ C19T s−3/4λ−4e−sα∗ ξˆ−1/2,∣∣(θ∗)′θ ′∣∣+ ∣∣(θ∗)′′θ ∣∣+ |θ∗θ ′′| C20T 2s1/4λ−4e−sα∗(ξ∗)3/4.
By virtue of these estimates, it is not difficult to see that, for all 0 < β  1/2, we have:
T β
(|θ∗θ ′| + ∣∣(θ∗)′θ ∣∣) C21s−1/2λ−4e−sα∗ ξˆ−1/2
and
T β
(∣∣(θ∗)′θ ′∣∣+ ∣∣(θ∗)′′θ ∣∣+ |θ∗θ ′′|) C22s3/2λ−4e−sα∗(ξ∗)3/2
for s  s7(T 4 + T 8).
Combining this and (51), we get:∫ ∫
ω2×(0,T )
∣∣θˆ∣∣2|ϕt |2 dx dt  C23(1 + ‖y¯‖6∞)‖y¯t‖2L2(0,T ;Lσ (Ω)N)eC24T ‖y¯‖2∞
×
(
λ12(1 + T )(‖θg‖2
L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N )
+ ‖θ ′ϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ∇ϕ‖
2
L2(0,T ;L2(ω5)N )
)
+ s3λ−8
∫ ∫
Q
e−2sα∗(ξ∗)3|ϕ|2 dx dt
+ s−1λ−8
∫ ∫
Q
e−2sα∗ ξˆ−1
(|ϕt |2 + |ϕ|2)dx dt)
for s  s8(T 4 + T 8).
As α∗(t) = maxx∈Ω α(x, t), taking λ λ6(1+‖y¯‖∞+‖y¯t‖2L2(0,T ;Lσ (Ω)N)+eλ7T ‖y¯‖
2∞),
we obtain:
C4C6
∫ ∫
ω2×(0,T )
∣∣θˆ∣∣2|ϕt |2 dx dt  C25λ20(1 + T )(‖θg‖2L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N )
+ ‖θϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ∇ϕ‖
2
L2(0,T ;L2(ω5)N )
)
+ 1
2
I (s, λ;ϕ).
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Let us finally combine this inequality, (18), (19) and (29). We find:I (s, λ;ϕ) C26λ20(1 + T )
(‖θg‖2
L2(Q)N + ‖θϕ‖2L2(0,T ;L2(ω5)N )
+ ‖θ ′ϕ‖2
L2(0,T ;L2(ω5)N ) + ‖θ∇ϕ‖
2
L2(0,T ;L2(ω5)N )
) (52)
for s  s9(T 4 + T 8) and λ λ8(1 + ‖y¯‖∞ + ‖y¯t‖2L2(0,T ;Lσ (Ω)N) + eλ9T ‖y¯‖
2∞).
It only remains to get rid of the local term on ∇ϕ in the right-hand side of (52). Thus,
let us introduce a cut-off function ζ ∈C2c (ω) such that
ζ ≡ 1 in ω5, 0 ζ  1.
Then we have:∫ ∫
ω5×(0,T )
|θ |2|∇ϕ|2 dx dt 
∫ ∫
ω×(0,T )
|θ |2ζ |∇ϕ|2 dx dt
= 1
2
∫ ∫
ω×(0,T )
|θ |2ζ |ϕ|2 dx dt −
∫ ∫
ω×(0,T )
|θ |2ζϕ · ϕ dx dt .
Let us apply Young’s inequality to the last integral. This gives:∫ ∫
ω5×(0,T )
|θ |2|∇ϕ|2 dx dt C27sλ20(1 + T )
∫ ∫
ω×(0,T )
e2sα
∗|θ |4ξˆ |ϕ|2 dx dt
+ 1
2C26
s−1λ−20(1 + T )−1
∫ ∫
ω×(0,T )
e−2sα∗ ξˆ−1|ϕ|2 dx dt
for a constant C27(Ω,ω) > 0 and, consequently, for any
λ λ8
(
1 + ∥∥y¯∥∥∞ + ∥∥y¯t∥∥2L2(0,T ;Lσ (Ω)N) + eλ9T ‖y¯‖2∞) and s  s9(T 4 + T 8),
we obtain from (52)
I (s, λ;ϕ) C28
(
1 + T 2)(s15/2λ20 ∫ ∫
Q
e−4sαˆ+2sα∗ ξˆ15/2|g|2 dx dt
+ s16λ40
∫ ∫
ω×(0,T )
e−8sαˆ+6sα∗ ξˆ16|ϕ|2 dx dt
)
,
which is exactly (6). 
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3. Null controllability of the linear system with a right-hand sideIn this section we will solve the null controllability problem for system (4) with a right-
hand side which decays exponentially as t → T −.
This result will be useful to deduce the local null controllability of (1) in the next section.
Indeed, we would like to find v ∈L2(ω × (0, T ))N such that the solution to
Ly + ∇p = f + v1ω in Q,
∇ · y = 0 in Q,
y = 0 on Σ,
y(0)= y0 in Ω,
(53)
where
Ly = yt −y + ∇ · (y ⊗ y¯ + y¯ ⊗ y), (54)
verifies
y(T )= 0 in Ω. (55)
Moreover, it will be convenient to prove the existence of a solution of the previous
problem in an appropriate weighted space which depends on the spatial dimension. Before
introducing this space, we will deduce a Carleman inequality with weight functions that
do not vanish at t = 0. More precisely, let us consider the function:
(t) =
{
T 2/4 for 0 t  T/2,
t (T − t) for T/2 t  T
and the following associated weight functions:
β(x, t)= e
5/4λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))
(t)4
,
βˆ(t) = min
x∈Ω
β(x, t), β∗(t) = max
x∈Ω
β(x, t),
γ (x, t)= e
λ(m‖η0‖∞+η0(x))
(t)4
, γˆ (t) = max
x∈Ω
γ (x, t), γ ∗(t) = min
x∈Ω
γ (x, t).
Lemma 1. With the previous notation, for any y¯ verifying (3), there exists a positive
constant C depending on T , s and λ, such that every solution to (5) verifies:∫ ∫
Q
e−2sβγ 3|ϕ|2 dx dt +
∫ ∫
Q
e−2sβγ |∇ϕ|2 dx dt + ∥∥ϕ(0)∥∥2
L2(Ω)N
C
(∫ ∫
Q
e−4sβˆ+2sβ∗ γˆ 15/2|g|2 dx dt +
∫ ∫
ω×(0,T )
e−8sβˆ+6sβ∗ γˆ 16|ϕ|2 dx dt
)
, (56)
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where s and λ are taken like in Theorem 1.Proof. We start with a simple a priori estimate for the Stokes system (5):
‖ϕ‖L2(0,T /2;V ) + ‖ϕ‖L∞(0,T /2;H)
 CeCT ||y¯||2∞
(
‖g‖L2(0,3T/4;L2(Ω)N) +
1
T
‖ϕ‖L2(T /2,3T/4;L2(Ω)N)
)
. (57)
To prove this, it suffices to introduce a function η ∈ C1([0, T ]) with
η = 1 in [0, T /2], η ≡ 0 in [3T/4, T ], |η′|C/T
and use the classical energy estimates verified by ηϕ, that solves, together with ηπ , a
Stokes problem. In fact, we have:
‖ηϕ‖2
L2(0,T ;H 1(Ω)N) + ‖ηϕ‖2L2(0,T ;H)
 CeCT ||y¯||2∞
(‖ηg‖2
L2(0,T ;L2(Ω)N) + ‖η′ϕ‖2L2(0,T ;L2(Ω)N)
)
, (58)
which leads to (57). As a consequence, we can obtain a first estimate in Ω × (0, T /2):
T/2∫
0
∫
Ω
e−2sβγ 3|ϕ|2 dx dt +
T/2∫
0
∫
Ω
e−2sβγ |∇ϕ|2 dx dt + ∥∥ϕ(0)∥∥2
L2(Ω)N
C(T , s, λ)
( 3T/4∫
0
∫
Ω
e−4sβˆ+2sβ∗ γˆ 15/2|g|2 dx dt +
3T/4∫
T/2
∫
Ω
e−2sβγ 3|ϕ|2 dx dt
)
. (59)
On the other hand, since α = β in Ω × (T /2, T ), we have:
T∫
T/2
∫
Ω
e−2sβγ 3|ϕ|2 dx dt +
T∫
T/2
∫
Ω
e−2sβγ |∇ϕ|2 dx dt
=
T∫
T/2
∫
Ω
e−2sαξ3|ϕ|2 dx dt +
T∫
T/2
∫
Ω
e−2sαξ |∇ϕ|2 dx dt
 CI (s,λ;ϕ)
so, by virtue of the Carleman inequality (6), we have:
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T∫ ∫
e−2sβγ 3|ϕ|2 dx dt +
T∫ ∫
e−2sβγ |∇ϕ|2 dx dtT/2 Ω T/2 Ω
 C(T , s, λ)
(∫ ∫
Q
e−4sαˆ+2sα∗ ξˆ15/2|g|2 dx dt +
∫ ∫
ω×(0,T )
e−8sαˆ+6sα∗ ξˆ16|ϕ|2 dx dt
)
.
Finally, from the definition of β, βˆ, β∗, γ and γˆ , we get:
T∫
T/2
∫
Ω
e−2sβγ 3|ϕ|2 dx dt +
T∫
T/2
∫
Ω
e−2sβγ |∇ϕ|2 dx dt
 C(T , s, λ)
(∫ ∫
Q
e−4sβˆ+2sβ∗ γˆ 15/2|g|2 dx dt +
∫ ∫
ω×(0,T )
e−8sβˆ+6sβ∗ γˆ 16|ϕ|2 dx dt
)
which, together with (59), provides the desired inequality (56). 
Once we have got (56), we are ready to solve (53)–(55). In fact, we will prove two
controllability results: first, we will obtain a null controllability result for (53) with no
supplementary regularity for the control and the state (see Proposition 1 below); then, we
will prove (53)–(55) with a more regular velocity field y (see Proposition 2).
Let us start with the first result.
Proposition 1. Let y0 ∈ H and esβ∗(γ ∗)−1/2f ∈ L2(0, T ;H−1(Ω)N). Then, we can find
v ∈L2(ω × (0, T ))N such that (53)–(55) is satisfied.
Proof. The argument that leads from (56) to this result is classical, but it will be sketched
here for the sake of completeness. We will first establish the approximate controllability of
(53)–(55) using the method of [4].
Let us consider, for each ψ0 ∈ H , the solution to (5) with zero right-hand side, i.e.,
−ψt −ψ −Dψy¯ + ∇q = 0 in Q,
∇ ·ψ = 0 in Q,
ψ = 0 on Σ,
ψ(T )=ψ0 in Ω.
(60)
Let us then introduce, for each ε > 0, the following functional:
Jε
(
ψ0
)= 1
2
∫ ∫
ω×(0,T )
|ψ|2 dx dt + ε∥∥ψ0∥∥
H
+
∫
Ω
ψ(0) · y0 dx +
T∫
0
〈f,ψ〉dt ∀ψ0 ∈H.
Here, 〈· , ·〉 denotes the usual duality product between H−1(Ω)N and H 10 (Ω)N .
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From Carleman inequality (56), it is immediate that, for every ε > 0, Jε is coercive and
0possesses a unique minimum ψε ∈ H . Let us denote by ψε the corresponding solution to
(60).
Then, we set vε = ψε1ω and we denote by yε the associated solution to (53). From the
fact that Jε(ψ0ε ) 0 and using (56), we find:
‖ψε1ω‖L2(Q)N  C
(∥∥y0∥∥
H
+ ∥∥esβ∗(γ ∗)−1/2f ∥∥
L2(0,T ;H−1(Ω)N)
) (61)
and, in particular, vε is uniformly bounded in L2(ω × (0, T ))N .
On the other hand, writing explicitly the necessary condition satisfied by Jε at its
minimum ψ0ε and the duality between yε and ψ , we deduce:∥∥yε(T )∥∥H  ε. (62)
Combining (61) and (62), we finally get the existence of a control v (the weak limit of
a subsequence of vε in L2(ω × (0, T ))N ) such that the associated solution to (53) verifies
(55). 
We will now present a second null controllability result for (53) where we look for a
more regular solution y . This will be crucial to deduce controllability properties for the
nonlinear system (1) in the last section.
To this end, we proceed to the definition of the space where (53)–(55) will be solved.
Since this space depends on the dimension, we denote it by EN . It is the following:
E2 =
{
(y, v) ∈E0: ∃p such that esβ∗(γ ∗)−1/2(Ly + ∇p − v1ω) ∈ L2
(
0, T ;H−1(Ω)2)}
and
E3 =
{
(y, v) ∈E0: esβ∗/2(γ ∗)−1/4y ∈ L4
(
0, T ;L12(Ω)3),
∃p: esβ∗(γ ∗)−1/2(Ly + ∇p − v1ω) ∈L2
(
0, T ;W−1,6(Ω)3)},
where
E0 =
{
(y, v): e2sβˆ−sβ∗ γˆ−15/4y, e4sβˆ−3sβ∗ γˆ−8v1ω ∈ L2(Q)N,
esβ
∗/2(γ ∗)−1/4y ∈ L2(0, T ;V )∩L∞(0, T ;H)}.
Of course, E2 and E3 are Banach spaces for the norms:∥∥(y, v)∥∥
E2
= (∥∥e2sβˆ−sβ∗ γˆ−15/4y∥∥2
L2(Q)2 +
∥∥e4sβˆ−3sβ∗ γˆ−8v1ω∥∥2L2(Q)2
+ ∥∥esβ∗/2(γ ∗)−1/4y∥∥2
L2(0,T ;V )∩L∞(0,T ;H)
+ ∥∥esβ∗(γ ∗)−1/2(Ly + ∇p − v1ω)∥∥2L2(0,T ;H−1(Ω)2))1/2
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and, respectively,∥∥(y, v)∥∥
E3
= (∥∥e2sβˆ−sβ∗ γˆ−15/4y∥∥2
L2(Q)3 +
∥∥e4sβˆ−3sβ∗ γˆ−8v1ω∥∥2L2(Q)3
+ ∥∥esβ∗/2(γ ∗)−1/4y∥∥2
L2(0,T ;V )∩L∞(0,T ;H)
+ ∥∥esβ∗/2(γ ∗)−1/4y∥∥2
L4(0,T ;L12(Ω)3)
+ ∥∥esβ∗(γ ∗)−1/2(Ly + ∇p − v1ω)∥∥2L2(0,T ;W−1,6(Ω)3))1/2.
Remark 2. If (y, v) ∈ EN , then y(T ) = 0, so that y and v solve, together with some p, a
null controllability problem for system (4) with an appropriate right-hand side f .
Then, we have the following result:
Proposition 2. Let us assume that y¯ satisfies (3) and the following hypotheses on the initial
condition and the right-hand side hold:
• If N = 2 : y0 ∈H , esβ∗(γ ∗)−1/2f ∈L2(0, T ;H−1(Ω)2).
• If N = 3 : y0 ∈H ∩L4(Ω)3, esβ∗(γ ∗)−1/2f ∈L2(0, T ;W−1,6(Ω)3).
Then, there exists a control v ∈ L2(ω × (0, T ))N such that, if y is (together with some p)
the associated solution to (53), one has (y, v) ∈ EN . In particular, (55) holds.
Proof. Let us first give an intuitive idea of the way we can find the couple (y, v).
Following the arguments in [10] (which are in fact adapted from a general method
described in [7]), let us introduce the extremal problem:

inf
1
2
(∫∫
Q
e4sβˆ−2sβ∗ γˆ−15/2|y|2 dx dt +
T∫
0
∫
ω
e8sβˆ−6sβ∗ γˆ−16|v|2 dx dt
)
subject to v ∈ L2(Q)N, supp v ⊂ ω × (0, T ) and
Ly + ∇p = f + v1ω in Q,
∇ · y = 0 in Q,
y = 0 on Σ,
y(0)= y0, y(T )= 0 in Ω.
(63)
Assume that (63) possesses a unique solution (yˆ, vˆ). Then, in view of Lagrange’s
principle, there exist dual variables zˆ and qˆ such that
 yˆ = e
−4sβˆ+2sβ∗ γˆ 15/2(L∗zˆ+ ∇qˆ), ∇ · zˆ = 0 in Q,
vˆ = −e−8sβˆ+6sβ∗ γˆ−16zˆ in ω × (0, T ),
zˆ = 0 on Σ,
(64)
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where L∗ is the adjoint operator of L, i.e.,L∗z = −zt −z−Dzy¯.
Let us now set:
P0 =
{
(w,h) ∈ C∞(Q )N+1: ∇ ·w = 0,w = 0 on Σ,∫
ω
h(x, t)dx = 0
}
and
a
(
(zˆ, qˆ), (w,h)
)= ∫ ∫
Q
e−4sβˆ+2sβ∗ γˆ 15/2(L∗zˆ+ ∇qˆ)(L∗w + ∇h)dx dt
+
∫ ∫
ω×(0,T )
e−8sβˆ+6sβ∗ γˆ 16zˆw dx dt ∀(w,h) ∈ P0.
Then, if the functions yˆ and vˆ, given by (64), satisfy (53)–(55) (together with some pˆ), we
must have:
a
(
(zˆ, qˆ), (w,h)
)= 〈, (w,h)〉 ∀(w,h) ∈ P0, (65)
where we have used the notation
〈
, (w,h)
〉= T∫
0
〈
f (t),w(t)
〉
H−1,H 10
dt +
∫
Ω
y0w(0)dx. (66)
The key idea in this proof is to prove that there exists exactly one (zˆ, qˆ) satisfying (65)
in an appropriate class. We will then define yˆ and vˆ using (64) and we will check that (yˆ, vˆ)
fulfills the desired properties.
Thus, consider the linear space P0 and the bilinear form a(·, ·) on P0:
a
(
(z, q), (w,h)
)= ∫ ∫
Q
e−4sβˆ+2sβ∗ γˆ 15/2(L∗z+ ∇q)(L∗w + ∇h)dx dt
+
∫ ∫
ω×(0,T )
e−8sβˆ+6sβ∗ γˆ 16zw dx dt ∀(z, q), (w,h) ∈ P0. (67)
Observe that the Carleman inequality (56) holds for all (w,h) ∈ P0, i.e.,
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e−2sβγ 3|ϕ|2 dx dt +
∫ ∫
e−2sβγ |∇ϕ|2 dx dt + ∥∥ϕ(0)∥∥2
L2(Ω)NQ Q
 Ca
(
(w,h), (w,h)
) ∀(w,h) ∈ P0. (68)
From the unique continuation property for the Stokes-like system:{
L∗z+ ∇q = 0 in Q,
∇ · z = 0 in Q,
z = 0 on Σ,
we see that a(· , ·) is a scalar product in P0.
Let us now consider the space P , given by the completion of P0 for the norm associated
to a(· , ·) (which we denote by ‖ · ‖P ). This is a Hilbert space and a(· , ·) is a continuous
and coercive bilinear form on P .
Let us also introduce the linear form , given by (66) for all (w,h) ∈ P . After a simple
computation, we see that
∣∣〈, (w,h)〉∣∣ ∥∥esβ∗(γ ∗)−1/2f ∥∥
L2(0,T ;H−1(Ω)N)
∥∥e−sβ∗(γ ∗)1/2w∥∥
L2(0,T ;H 10 (Ω)N)
+ ∥∥y0∥∥
H
∥∥w(0)∥∥
H
∀(w,h) ∈ P
and, in particular, using (68) and the density of P0 in P , we find:∣∣〈, (w,h)〉∣∣ C(∥∥esβ∗(γ ∗)−1/2f ∥∥
L2(0,T ;H−1(Ω)N) +
∥∥y0∥∥
H
)∥∥(w,h)∥∥
P
∀(w,h) ∈ P.
In other words,  is a bounded linear form on P . Consequently, in view of
Lax–Milgram’s lemma, there exists one and only one (zˆ, qˆ) satisfying:
a
(
(zˆ, qˆ), (w,h)
)= 〈, (w,h)〉 ∀(w,h) ∈ P, (zˆ, qˆ) ∈ P. (69)
Let us set:
yˆ = e−4sβˆ+2sβ∗ γˆ 15/2(L∗zˆ+ ∇qˆ) and vˆ = −e−8sβˆ+6sβ∗ γˆ 16zˆ1ω (70)
and let us see that (yˆ, vˆ) verifies:
∫ ∫
Q
e4sβˆ−2sβ∗ γˆ−15/2|yˆ|2 dx dt +
T∫
0
∫
ω
e8sβˆ−6sβ∗ γˆ−16|vˆ|2 dx dt <+∞
and is solution of Stokes system in (63) for some pressure pˆ.
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The first property is easy to check, since (zˆ, qˆ) ∈ P and
∫ ∫
Q
e4sβˆ−2sβ∗ γˆ−15/2|yˆ|2 dx dt +
T∫
0
∫
ω
e8sβˆ−6sβ∗ γˆ−16|vˆ|2 dx dt = a((zˆ, qˆ), (zˆ, qˆ)).
Notice that, in particular, yˆ ∈ L2(Q)N and vˆ ∈ L2(ω × (0, T )N). Then, we introduce
the (weak) solution (y˜, p˜) to the Stokes system:
Ly˜ + ∇p˜ = f + vˆ1ω in Q,
∇ · y˜ = 0 in Q,
y˜ = 0 on Σ,
y˜(0)= y0 in Ω.
(71)
Clearly, y˜ is also the unique solution of (71) defined by transposition. Of course, this means
that y˜ is the unique function in L2(Q)N satisfying
∫ ∫
Q
y˜ · b dx dt =
T∫
0
〈
f (t),w(t)
〉
H−1,H 10
dt +
∫ ∫
Q
vˆ1ω ·w dx dt
+
∫
Ω
y0 ·w(0)dx ∀b ∈L2(Q)N , (72)
where w is, together with some h, the solution to
L∗w + ∇h = b in Q,
∇ ·w = 0 in Q,
w = 0 on Σ,
w(T ) = 0 in Ω.
From (69) and (70), we see that yˆ also satisfies (72). Consequently, yˆ = y˜ and yˆ is, together
with pˆ = p˜, the solution to the Stokes system in (63).
Finally, we must see that (yˆ, vˆ) ∈ EN . We already know that
e2sβˆ−sβ∗ γˆ−15/4yˆ, e4sβˆ−3sβ∗ γˆ−8vˆ1ω ∈ L2(Q)N,
esβ
∗
(γ ∗)−1/2(Lyˆ + ∇pˆ − vˆ1ω) ∈L2
(
0, T ;H−1(Ω)2) if N = 2
and
esβ
∗
(γ ∗)−1/2(Lyˆ + ∇pˆ − vˆ1ω) ∈L2
(
0, T ;W−1,6(Ω)3) if N = 3.
Thus, it remains to check only that
esβ
∗/2(γ ∗)−1/4yˆ ∈L2(0, T ;V )∩L∞(0, T ;H)
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and esβ∗/2(γ ∗)−1/4yˆ ∈ L4(0, T ;L12(Ω)3) in dimension 3. To this end, let us introduce
∗ sβ∗/2 ∗ −1/4 ∗ sβ∗/2 ∗ −1/4 ∗ sβ∗/2 ∗ −1/4the functions y = e (γ ) yˆ, p = e (γ ) pˆ and f = e (γ ) (f +
vˆ1ω). Then (y∗,p∗) satisfies:
Ly∗ + ∇p∗ = f ∗ + (esβ∗/2(γ ∗)−1/4)
t
yˆ in Q,
∇ · y∗ = 0 in Q,
y∗ = 0 on Σ,
y∗(0)= esβ∗(0)γ ∗(0)−1/4y0 in Ω.
(73)
Since f ∗ ∈L2(0, T ;H−1(Ω)N), (esβ∗/2(γ ∗)−1/4)t yˆ ∈ L2(Q)N and y0 ∈H , we have:
y∗ ∈L2(0, T ;V )∩L∞(0, T ;H).
At this point, the proof of Proposition 2 is finished in dimension 2.
Our last task will be to deduce that y∗ ∈ L4(0, T ;L12(Ω)3) when N = 3. To this end,
let us consider, for each g ∈L4/3(0, T ;L12/11(Ω)3), the Stokes system:
L∗z+ ∇q = g in Q,
∇ · z = 0 in Q,
z = 0 on Σ,
z(T )= 0 in Ω.
(74)
We have the following result:
Lemma 2. Let N = 3 and y¯ ∈L∞(Q)3. Then, for each g ∈ L4/3(0, T ;L12/11(Ω)3), there
exists a unique solution (z, q) to the Stokes system (74) satisfying:
z ∈ L2(0, T ;W 1,6/50 (Ω)3)∩C0([0, T ];L4/3(Ω)3)
that depends continuously on g in these spaces.
Let us accept that Lemma 2 holds. Then y∗ must be identical to the solution by
transposition of (73), namely, the unique function y∗ ∈ L4(0, T ;L12(Ω)3) satisfying:∫ ∫
Q
y∗ · g dx dt =
∫
Ω
esβ
∗(0)γ ∗(0)−1/4y0 · z(0)dx + 〈F,z〉
W−1,6,W 1,6/50
∀g ∈ L4/3(0, T ;L12/11(Ω)3).
Here, F stands for the function
F = f ∗ + (esβ∗/2(γ ∗)−3/4)
t
yˆ − ∇ · (y∗ ⊗ y¯)− ∇ · (y¯ ⊗ y∗)
and (z, q) is the solution to (74) associated to g. Remark that, as we already had that
y∗ ∈ L2(0, T ;L6(Ω)3), all the terms of the previous definition make sense by virtue of
Lemma 2 and the assumption y0 ∈L4(Ω)3.
Therefore, y∗ ∈L4(0, T ;L12(Ω)3). This ends the proof of Proposition 2. 
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Let us finally give the proof of Lemma 2, which is based on interpolation arguments.Proof of Lemma 2. Let us first prove that z ∈ L2(0, T ;W 1,6/50 (Ω)3). Indeed, following
[9], we deduce that
z ∈ L4/3(0, T ;W 2,12/11(Ω)3 ∩W 1,12/70 (Ω)3), zt ∈L4/3(0, T ;L12/11(Ω)3).
Just taking advantage of the fact that
z ∈ L4/3(0, T ;W 2,12/11(Ω)3)∩L∞(0, T ;L12/11(Ω)3), (75)
we can use interpolation arguments to deduce that
z ∈L2(0, T ;W 4/3,12/11(Ω)3)
(see [13] for more details). In fact, from (75), we find that
z(t) ∈ (W 2,12/11(Ω)3,L12/11(Ω)3)1/3,12/11 =W 4/3,12/11(Ω)3
and ∥∥z(t)∥∥
W 4/3,12/11(Ω)3 C
∥∥z(t)∥∥2/3
W 2,12/11(Ω)3
∥∥z(t)∥∥1/3
L12/11(Ω)3
for almost all t ∈ (0, T ). The Sobolev embedding theorem tells that
W 4/3,12/11(Ω)3 ↪→ W 1,36/29(Ω)3 ↪→ W 1,6/5(Ω)3.
Consequently, we have:
∥∥z(t)∥∥
W 1,6/5(Ω)3  C˜
∥∥z(t)∥∥2/3
W 2,12/11(Ω)3
∥∥z(t)∥∥1/3
L12/11(Ω)3 a.e. t ∈ (0, T ). (76)
Let us also remark that, since z ∈L4/3(0, T ;W 1,12/70 (Ω)3),
z(t) ∈W 1,6/50 (Ω)3 a.e. t ∈ (0, T ). (77)
Combining (76), (77) and (75), we conclude that
z ∈L2(0, T ;W 1,6/50 (Ω)3).
On the other hand, from interpolation arguments which can be found in [13] we also
know that, if
z ∈ L4/3(0, T ;W 2,12/11(Ω)3)⊂ L4/3(0, T ;L4(Ω)3)
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andzt ∈L4/3
(
0, T ;L12/11(Ω)3),
then,
z ∈ C0([0, T ]; (L4(Ω)3,L12/11(Ω)3)3/4,4/3).
Moreover, the interpolation space(
L4(Ω)3,L12/11(Ω)3
)
3/4,4/3
coincides with the Lorentz space L4/3,4/3(Ω)3 = L4/3(Ω)3. Consequently, we also have
z ∈ C0([0, T ];L4/3(Ω)3). 
4. Exact controllability to trajectories
In this section we give the proof of Theorem 2 using similar arguments to those
employed in [10]. We will see that the results obtained in the previous section allow us
to locally invert a nonlinear equation. In fact, the regularity deduced for the solution to the
linearized system (53) will be sufficient to apply a suitable inverse mapping theorem (see
Theorem 3 below).
Thus, let us set y = y¯ + z and p = p¯ + q and let us use these equalities in (1). Taking
into account that (y¯, p¯) solves (2), we find:
Lz+ ∇ · (z⊗ z)+ ∇q = v1ω in Q,
∇ · z = 0 in Q,
z = 0 on Σ,
z(0)= y0 − y¯0 in Ω
(78)
(recall that L is given by (54)).
This way, we have reduced our problem to a local null controllability result for the
solution (z, q) to the nonlinear problem (78). We will use the following inverse mapping
theorem (see [1]):
Theorem 3. Let E and G be two Banach spaces and let A :E → G satisfy A ∈C1(E;G).
Assume that e0 ∈E, A(e0) = h0 andA′(e0) :E → G is surjective. Then, there exists δ > 0
such that, for every h ∈G satisfying ‖h−h0‖G < δ, there exists a solution of the equation:
A(e)= h, e ∈ E.
In our setting, we use this theorem with the spaces E =EN and
G=
{
L2
(
esβ
∗
(γ ∗)−1/2(0, T );H−1(Ω)2)×H if N = 2,
L2
(
esβ
∗
(γ ∗)−1/2(0, T );W−1,6(Ω)3)× (L4(Ω)3 ∩H ) if N = 3
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and the operatorA(z, v) = (Lz+ ∇ · (z⊗ z)+ ∇q − v1ω, z(0)) ∀(z, v) ∈ EN
for (z, v) ∈ EN .
In the following proposition, we check that the previous framework fits the regularity
required to apply Theorem 3.
Proposition 3. Let us assume that y¯ ∈L∞(Q)N . Then, A ∈C1(E;G).
Proof. We start by noticing that all the terms arising in the definition of A are linear (and
consequently C1), except for ∇ · (z⊗ z). However, the operator(
(z1, v1), (z2, v2)
) → ∇ · (z1 ⊗ z2) (79)
is bilinear, so it suffices to prove its continuity from E ×E into W , where
W =
{
L2
(
esβ
∗
(γ ∗)−1/2(0, T );H−1(Ω)2) if N = 2,
L2
(
esβ
∗
(γ ∗)−1/2(0, T );W−1,6(Ω)3) if N = 3.
In fact, for N = 2 we can use that esβ∗/2(γ ∗)−1/4z ∈ L4(Q)2 for any (z, v) ∈E and we
get: ∥∥∇ · (z1 ⊗ z2)∥∥L2(esβ∗ (γ ∗)−1/2(0,T );H−1(Ω)2)
 C‖z1 ⊗ z2‖L2(esβ∗ (γ ∗)−1/2(0,T );L2(Ω)2)
 C
∥∥esβ∗/2(γ ∗)−1/4z1∥∥L4(Q)2∥∥esβ∗/2(γ ∗)−1/4z2∥∥L4(Q)2 .
On the other hand, for N = 3 we find that∥∥∇ · (z1 ⊗ z2)∥∥L2(esβ∗ (γ ∗)−1/2(0,T );W−1,6(Ω)3)
C
∥∥|z1||z2|∥∥L2(esβ∗ (γ ∗)−1/2(0,T );L6(Ω)3)
C‖z1‖L4(esβ∗/2(γ ∗)−1/4(0,T );L12(Ω)3)‖z2‖L4(esβ∗/2(γ ∗)−1/4(0,T );L12(Ω)3).
Therefore, in both cases the continuity of (79) is established.
This proves Proposition 3. 
As a consequence of this result, we can apply Theorem 3 for e0 = 0 ∈ RN and h0 = 0.
In fact, A′(0,0) :E →G is given by:
A′(0,0)(z, v)= (Lz + ∇q − v1ω, z(0)) ∀(z, v) ∈E
and is surjective in view of the null controllability result for the linearized system (53)
given in Proposition 2.
1542 E. Fernández-Cara et al. / J. Math. Pures Appl. 83 (2004) 1501–1542
As a conclusion, an application of Theorem 3 gives the existence of δ > 0 such that,
if ‖z(0)‖L2N−2(Ω)N  δ, then we find a control v such that the associated solution to (78)
verifies z(T )= 0 in Ω .
This concludes the proof of Theorem 2.
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