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Abstract
This Report summarizes some of the activities of the HiggsTools Initial Training Network work-
ing group in the period 2015-2017. The main goal of this working group was to produce a
document discussing various aspects of state-of-the-art Higgs physics at the Large Hadron Col-
lider (LHC) in a pedagogic manner.
The first part of the Report is devoted to a description of phenomenological searches for
New Physics at the LHC. All of the available studies of the couplings of the new resonance
discovered in 2012 by the ATLAS and CMS experiments [1, 2] conclude that it is compatible
with the Higgs boson of the Standard Model (SM) within present precision. So far the LHC
experiments have given no direct evidence for any physical phenomena that cannot be described
by the SM. As the experimental measurements become more and more precise, there is a pressing
need for a consistent framework in which deviations from the SM predictions can be computed
precisely. Such a framework should be applicable to measurements in all sectors of particle
physics, not only LHC Higgs measurements but also electroweak precision data, etc. We critically
review the use of the κ-framework, fiducial and simplified template cross sections, effective field
theories, pseudoobservables and phenomenological Lagrangians. Some of the concepts presented
here are well known and were used already at the time of the Large Electron-Positron Collider
(LEP) experiment. However, after years of theoretical and experimental development, these
techniques have been refined, and we describe new tools that have been introduced in order to
improve the comparison between theory and experimental data.
In the second part of the Report, we propose φ∗η as a new and complementary observable
for studying Higgs boson production at large transverse momentum in the case where the Higgs
boson decays to two photons. The φ∗η variable depends on measurements of the angular direc-
tions and rapidities of the two Higgs decay products rather than the energies, and exploits the
information provided by the calorimeter in the detector. We show that, even without tracking
information, the experimental resolution for φ∗η is better than that of the transverse momentum
of the photon pair, particularly at low transverse momentum. We make a detailed study of the
phenomenology of the φ∗η variable, contrasting the behaviour with the Higgs transverse momen-
tum distribution using a variety of theoretical tools including event generators and fixed order
perturbative computations. We consider the theoretical uncertainties associated with both pTH
and φ∗η distributions. Unlike the transverse momentum distribution, the φ
∗
η distribution is well
predicted using the Higgs Effective Field Theory in which the top quark is integrated out – even
at large values of φ∗η– thereby making this a better observable for extracting the parameters of
the Higgs interaction. In contrast, the potential of the φ∗η distribution as a probe of new physics
is rather limited, since although the overall rate is affected by the presence of additional heavy
fields, the shape of the the φ∗η distribution is relatively insensitive to heavy particle thresholds.
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Chapter I
Towards a theory of Standard Model deviations
I.1 Introduction
Before the discovery of the Higgs boson in 2012, the hypothesis under test at the LHC was
the Standard Model (SM) with the Higgs boson mass, mH , being the unknown parameter.
Therefore, bounds on mH were derived through a comparison of theoretical predictions with
high-precision data. Now, after the discovery, the SM is fully specified and the unknowns are
constrainable deviations from the SM. Of course, the definition of SM deviations requires a
characterization of the underlying dynamics. So far, all of the available studies of the couplings
of the new resonance conclude that it is compatible with the Higgs boson of the SM with our
current precision, and, as of yet, there is no direct evidence for new physics phenomena beyond
the SM at the LHC.
This chapter is devoted to a description of phenomenological searches for New Physics (NP)
at the LHC. Some of the concepts presented here are well known and were used already at the
time of the Large Electron-Positron Collider (LEP). Now, after years of developments both on
the experimental and the theoretical sides, these techniques have been refined, and new tools
have been introduced in order to improve the comparison of theory to experiment.
In this work, different approaches are revisited, with special emphasis on the relations and
connections between them, showing their limits, and how they complement each other. In the
following we will introduce their main definitions, necessary for a complete comprehension of
the chapter. The technical details will be largely covered in the following sections.
The κ-framework
The κ-framework was proposed shortly after the discovery of the Higgs boson in order to try a
systematic and model-independent search for SM deviations. It is used at Leading Order (LO)
and accommodates for factorisable Quantum Chromodynamic (QCD) corrections but not for
Electroweak (EW) ones. The κ-framework will be covered in Section I.2, where its use during
the Run 1 of the LHC is discussed and its limitations highlighted.
Fiducial and Simplified Template Cross Sections
Fiducial cross sections are useful observables for particle physics, but they have always been a
source of disagreement between theorists and experimentalists. The reason is that the phase
space defined by the theory is not the same as the one of the detector and additionally, different
detectors operate at their maximum efficiency in different regions of the phase space. The Sim-
plified Template Cross Sections (STXSs) are one of the possible answers to this problem. They
provide a gain in experimental sensitivity by introducing a small theoretical model dependence.
STXSs are defined in greater detail in Section I.3.
Effective Field Theories (EFTs)
EFTs come into play when the solutions to a quantum field theory are provided as expansions
in a small coupling constant and ratio of scales. Among these theories the Standard Model EFT
(SMEFT) is an example. In such theories an infinite number of higher dimensional operators
must be included, which means that the theory is (strictly) non-renormalisable. Nevertheless,
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if v is the Higgs vacuum expectation value and E is the typical scale at which the process is
measured, the EFT amplitudes are expanded in powers of v/Λ and of E/Λ, where Λ is the scale
of new physics. This expansion is computable to all orders and the introduction, order-by-order,
of an increasing number of counter-terms can eliminate the UV divergences, which makes the
theory renormalisable order-by-order in the E/Λ perturbative expansion. An overview of EFTs
is presented in Section I.4 introducing definitions, descriptions and methodologies.
Pseudoobservables (POs)
Pseudoobservables were introduced to allow a better interplay between theory and experiment.
They answer the urgent need of extending the parameters of the κ-framework to something
with a more rigorous theoretical interpretation. Another main advantage of POs is that they
deliver results which do not have to be totally unfolded by experiments to a model-dependent
parameter space. POs could also be the solution to the issue posed by the κ-framework of not
being able to describe theoretically any eventual SM deviations (being only able to parametrise
but not to explain such measurements), and at the same time, POs make it possible to get closer
to quantities that are well defined QFT objects. POs had been already used for LEP analysis,
and they have gained new relevance now given their close connection with EFTs. They are
addressed in Section I.5 as a natural continuation of Section I.4.
Phenomenological Lagrangians
Several models have been built that aim at producing observable NP effects based on phe-
nomenological Lagrangians constructed by adding a limited number of additional interactions
to the SM Lagrangian. Theoretical tools and Monte Carlo (MC) generators with such imple-
mentations are already available. Section I.6 offers an insight into this topic, together with a
discussion of the challenges faced when dealing with Next-to-Leading Order (NLO) corrections.
Finally, there are a couple of finer points in terminology that are worth keeping in mind:
1) technically speaking leading-order defines the order in perturbation theory where the pro-
cess starts. Sometimes, however, “LO” is used in the literature to denote tree level (as
opposed to loop contributions).
2) The resonant (often called “signal”) and the non-resonant (often called “background”) are
parts of a physical process (which may contain more than one resonant part). Typically
whenever we write i→ X → f we mean the X -resonant part of a process with initial state
i and final state f . However, we should keep in mind that separating and defining “signals”
and “backgrounds” is not trivial. For example, V h production at LO in QCD with V → jj
and Vector Boson Fusion (VBF) are not clearly separated. At Next-to-Next-to-Leading
Order (NNLO) QCD everything becomes much more complicated and even the definition
of V h, V → jj and VBF is ambiguous.
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I.2 The κ-framework
I.2.1 Concept and description
Theory and experiment aim at the same goal but, surprisingly, they often find it hard to com-
municate with each other. The search for a common language to be used by experimentalists
to express their results and by theorists to interpret them has become more and more urgent
after the observation of a massive neutral boson [1,2], that is identified as being compatible with
the quantum fluctuations of a field whose Vacuum Expectation Value (VEV) breaks the EW
symmetry. This is the well-known Brout-Englert-Higgs mechanism of Refs. [3–8] and the LHC
resonance has been interpreted so far in terms of the SM Higgs boson.
The Higgs boson couplings to the other known particles play a central role in the inves-
tigation of the properties of this state, since they are predicted very accurately by the SM and
its extensions. They also influence the Higgs boson production and decay rates: this is why
an interim framework called the κ-framework was proposed in Ref. [9] to parameterise small
deviations from the predicted SM Higgs boson couplings and widths, for a recent review see
Ref. [10]. The basic assumptions are:
– The signals observed in the different search channels originate from a single narrow reso-
nance with a mass near 125GeV.
– The zero-width approximation is used, meaning that the total width of the resonance is
narrow enough to be negligible with respect to the mass. In this case, the signal cross
section can be decomposed (for all i→ H → f channels) as
σi · BRf =
σi · Γf
ΓH
, (I.1)
where σi is the production cross section for i → H with i = (ggF, VBF, WH, ZH, tt¯H)
and BRf is the decay Branching Ratio (BR) forH → f with f = (ZZ, WW, γγ, ττ, bb, µµ).
Γf and ΓH are the partial and total decay widths of the Higgs boson respectively.
The couplings cannot be directly measured by the experiments and events collected in the
detector undergo an unfolding procedure, in order for us to be able to extract the information
from some measurable observable(s). Typically, the measured observable is σ × BR, which is
defined within a certain acceptance and with some specific experimental cuts, and this leads to
some model dependence.
Obviously, it is not possible to fit the experimental data within the context of the SM
while treating Higgs couplings as free parameters. Once the value of the Higgs boson mass is
specified, the couplings are specified as well. For this reason, it is only possible to test the overall
compatibility of the SM with the data. This kind of study can be used to extract or constrain
deviations in the measured couplings with respect to the the SM ones.
Some of the available approaches introduce specific modifications in the structure of the
couplings: besides including all the available higher order corrections in the model, they add
additional terms to the Lagrangian, the so-called “anomalous couplings”. This gives rise to
modifications of the tensor structure of the amplitude leading not only to a modification of the
coupling strengths, but also of the kinematic distributions. This approach has turned out to
be a difficult one when it comes to reinterpreting the results. An additional assumption is then
made to simplify the framework:
– The tensor structure of the couplings is assumed to be the same as in the SM predictions,
only modifications of coupling strengths are taken into account. This implies that the
observed state is assumed to be a CP-even scalar.
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The framework is built in such a way that the predicted SM Higgs cross section and partial
decay widths are dressed with scaling factors κj , as shown in Table I.1. The cross section σi
and the partial decay width Γf scale with κ
2
i , κ
2
f when compared to SM predictions.
σi · BRf = (σi · BRf )SM ·
κ
2
i · κ2f
κ
2
H
. (I.2)
In the SM, all the κi are unity by definition and therefore, the best available (i.e. highest
possible perturbative order) predictions are recovered. However, when κi 6= 1 higher-order
accuracy is in general lost due to the factorisation of Eq.(I.2) does not necessarily hold beyond
LO. This will be illustrated later on with an example.
The κ are sometimes confused with the actual couplings in the Lagrangian. They are
the same at tree level, but not the same once radiative corrections are taken into account. As
an example we consider the process gg → tt¯H(bb). At tree level one can say that the squared
matrix elements are proportional to the coupling of the interactions:
|M|2 ∝ (gtHgbH)2 , (I.3)
and then, assuming that the total width of the Higgs boson stays unchanged, ΓH ≡ ΓSMH , one
would have κi = gtH and κf = gbH .
Another quantity that can be expressed in this framework and is a common experimental
observable, is the signal strength µ. Consider a specific process i→ H → f . For the production
(i→ H) the signal strength µ is defined as
µi =
σi
σiSM
, (I.4)
whereas, for the decay (H → f) we have
µf =
BRf
BRfSM
. (I.5)
By definition, in the SM µi = 1 and µf = 1. The only thing that can be measured experimentally
is the product of µi and µf , since it is not possible to separate them without further assumptions.
In terms of the κ-framework we obtain the following expression:
µ ≡ µiµf ≡
κ
2
iκ
2
f
κ
2
H
. (I.6)
To summarize, the original κ-framework is a simplified picture which shows its limitations
when more precise data necessitate the inclusion of higher order QCD and EW corrections. In
many cases, the QCD corrections do not completely factorise and their impact in the context of
the SMEFT can be sizeable, as was shown in Ref. [11].
Keeping this in mind, let us first discuss the LO strategy, which was applied during
the analysis of the LHC Run 1 data. Different production processes and decay modes probe
different coupling modifiers. Together with the individual modifiers related to the coupling of
the Higgs boson with different particles, two effective modifiers need to be introduced to describe
loop induced processes: the modifier κg to describe the ggF production process and κγ for the
H → γγ decay.
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Effective Resolved
Production Loops Interference scaling factors scaling factors
σ(ggF) X t− b κ2g 1.06 · κ2t + 0.01 · κ2b + 0.07 · κtκb
σ(VBF) − − − 0.74 · κ2W + 0.26 · κ2Z
σ(WH) − − − κ2W
σ(qq/qg → ZH) − − − κ2Z
σ(gg → ZH) X t−Z − 2.27 · κ2Z + 0.37 · κ2t − 1.64 · κZκt
σ(tt¯H) − − − κ2t
σ(gb→ tHW ) − t−W − 1.84 · κ2t + 1.57 · κ2W − 2.41 · κtκW
σ(qq/qb→ tHq) − t−W − 3.40 · κ2t + 3.56 · κ2W − 5.96 · κtκW
σ(bb¯H) − − − κ2b
Partial decay width
ΓZZ − − − κ2Z
ΓWW − − − κ2W
Γγγ X t−W κ2γ 1.59 · κ2W + 0.07 · κ2t − 0.66 · κWκt
Γττ − − − κ2τ
Γbb − − − κ2b
Γµµ − − − κ2µ
Total width (BRBSM =0)
0.57 · κ2b + 0.22 · κ2W + 0.09 · κ2g+
ΓH X − κ2H 0.06 · κ2τ + 0.03 · κ2Z + 0.03κ2c+
0.0023 · κ2γ + 0.0016 · κ2(Zγ)+
0.0001 · κ2s + 0.00022 · κµ
Table I.1: Higgs boson production cross sections σi, partial decay widths Γf , and total decay
width (in the absence of BSM decays) parametrised as a function of the κ coupling modifiers,
including higher-order QCD and EW corrections to the inclusive cross sections and decay partial
widths. The coefficients in the expression for ΓH do not sum exactly to unity because some
negligible contributions are not shown. Table from Ref. [12].
This is possible since it is expected that other Beyond the SM (BSM) particles which
might be present in the loop do not change the kinematics of the process. The study of these
processes can therefore be approached by either using effective coupling modifiers, which provide
sensitivity to the presence of BSM particles in the loops, or using resolved coupling modifiers
corresponding to the SM particles.
I.2.2 The κ-framework in the experiments
The measurement of the properties of the Higgs boson is one of the main goals of the two LHC
general purpose experiments: ATLAS, described in Ref. [13], and CMS, described in Ref [14].
For the interpretation of results in the light of a combination it is mandatory to have
a global overview of the current situation and to understand how the κ-framework has been
used by the experiments so far. In the following we review the combination of measurements
performed by the ATLAS and CMS experiments, which was presented in Ref. [12], with a focus
on the constraints on the couplings.
The analysis used the data collected by the detectors from pp collisions at the LHC in 2011
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and 2012, corresponding to an integrated luminosity of approximately 5 fb−1 at
√
s = 7TeV and
20 fb−1 at
√
s = 8TeV. They considered multiple production processes: gluon fusion, vector
boson fusion, and associated production with a W or a Z boson or a pair of top quarks, and
the H → ZZ, WW , γγ, ττ , bb and µµ decay modes.1 Two formalisms were used to interpret
the results: the signal strength µ, related to the yields, and the κ-framework for the couplings.
Usually, Higgs cross section measurements are given in two ways:
– Fiducial cross-section: this has basically no input from the signal Monte Carlo (MC), so it
can be compared to any theory calculation, provided that it can reproduce the cross-section
within these specific cuts
– Signal strength (µ). In this case,
– The event yield after cuts is computed.
– This is extrapolated to the full phase space using signal Monte Carlo (typically
POWHEG [15] + JHUGen [16–19] + Pythia8 [20]+ Geant4 [21]) in the full detector
simulation to compute acceptance and efficiency.
– The result is compared with the best theory predictions, e.g. Next-to-Next-to-Next-
to-Leading Order (N3LO) QCD for production in the gluon fusion channel, and
Prophecy4f, from Refs. [22–24], for decays with four fermions in the final state.
To directly measure the individual coupling modifiers, an assumption for the Higgs boson
width is necessary. It is predicted to be approximately 4MeV in the SM, which is assumed to be
small enough for the Narrow Width Approximation (NWA) to be valid and for the Higgs boson
production and decay mechanisms to be factorised.
The relations among the coupling modifiers, the production cross-sections and the partial
decay widths of Table I.1 are used as a parametrisation to extract the coupling modifiers from
the measurements. Changes in the values of the couplings will lead to a change of the Higgs
boson width. To characterise this variation a new modifier κH is introduced, defined as κ
2
H =∑
j BR
j
SMκ
2
j . If we only allow for SM decays of the Higgs boson, the relation κ
2
H = ΓH/ΓH;SM
holds, otherwise ΓH can be expressed as:
ΓH =
κ
2
H · ΓH;SM
1− BRBSM
, (I.7)
where BRBSM indicates the total branching fraction into BSM decays. Since ΓH is not exper-
imentally constrained in a model-independent manner with sufficient precision, only ratios of
coupling strengths can be measured in the most generic parametrisation considered in the κ-
framework. The individual ATLAS and CMS analysis of the Higgs boson production and decay
rates are combined using the profile likelihood method.
Intermezzo: profile likelihood method
The statistical data treatment used in the combination is the same as that used by the single
analysis and described in Ref. [25]. Let us consider a kinematic variable x and the corresponding
histogram of values n = (n1, . . . nn). The expectation value in a bin i can be written as
E[ni] = µsi + bi, where si = stot
∫
bin i
fs(x, θs)dx , bi = btot
∫
bin i
fb(x, θb)dx , (I.8)
and µ determines the strength of the signal process, with µ = 0 being the background-only
hypothesis and µ = 1 the nominal signal hypothesis.
1Note that the definition of the H → ZZ(WW ) decay requires some additional information.
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Fig. I.1: Best fit values of ratios of Higgs boson coupling modifiers, as obtained from the generic
parametrisation. The single results from each experiment are also shown. The thick error bars
indicate the 1σ interval and the thin lines the 2σ one. The hatched areas indicate the non-
allowed regions for the parameters that are assumed to be positive without loss of generality.
For those parameters with no sensitivity to the sign, only the absolute values are shown. Figure
from Ref. [12].
The functions fs(x, θs) and fb(x, θb) are the probability density functions of the variable x
for signal and background characterised by the set of parameters ~θs and ~θb. The quantities stot
and btot are the total mean numbers of events for signal and background: stot is not considered
to be an adjustable parameter but rather fixed to the value predicted by the nominal signal
model.
In addition to the histogram of interest n, supporting measurements are usually made to
help constrain the nuisance parameters. Therefore for a control sample where mainly background
is expected, we may find a histogram m = (m1, ...,mM ) for a particular kinematic variable, where
the expectation value of mi is
E[mi] = ui(θ) . (I.9)
Here the ui are calculable quantities that depend on θ = (θs, θb, btot). This is often done to
obtain information on the parameter btot.
In each bin, the number of events follows the Poisson distribution and the likelihood
function is the product of those probabilities for every bin,
L(µ, θ) =
N∏
j=1
(µsi + bi)
nj
nj !
e
−(µsi+bi)
M∏
k=1
u
mk
k
mk!
e
−uk . (I.10)
The likelihood function is then used to build a so-caled “test statistic”
Λ(µ) = L(µ,
ˆˆ
θ)
L(µˆ, θˆ)
, (I.11)
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where ˆˆθ indicates the value of θ that maximizes L for a specific value of µ (conditional maximum-
likelihood estimator for θ), while µˆ and θˆ are the unconditional maximum likelihood estimates
of the parameter values.
Likelihood fits are then performed to obtain the values for the parameters of interest. The
actual data is used for the observed values and Asimov datasets, see for instance Ref. [25], are
used for the expected values. Asimov datasets are pseudo-data distributions equal to the signal
plus background predictions for a given value of the parameters. By definition, when the Asimov
dataset is used to estimate the parameters, the “true” values are obtained.
Often, not all of the parameters need to be estimated and in these cases a profile likelihood
analysis is performed, which means that the parameters one is not interested in are written as
a function of the parameters of interest.
The combination is based on simultaneous fits to the data from both experiments tak-
ing into account the correlations between systematic uncertainties within each experiment and
between the two experiments. Almost all input analysis are based on the concept of event cate-
gorisation. This consists of classifying the events in different categories, based on their kinematic
properties.
This categorisation increases the sensitivity of the analysis and also allows separation of
the different production processes on the basis of exclusive selections that identify the decay
products of the particles produced in association with the Higgs boson: W or Z boson decays,
VBF jets, etc. A total of approximately 600 exclusive categories addressing the five production
processes explicitly considered are defined for the five main decay channels.
The signal yield in a category k, nsignal(k), can be expressed as a sum over all possible
Higgs boson production processes i, with cross section σi and decay modes f , with branching
fraction BRf :
nsignal(k) = L(k) ·
∑
i
∑
f
{
σi ·Afi;SM(k) · fi (k) · BRf
}
= L(k) ·
∑
i
∑
f
µiµf
{
σi;SM ·Afi;SM(k) · fi (k) · BRfSM
}
,
(I.12)
where L(k) represents the integrated luminosity, Afi;SM(k) the detector acceptance assuming
SM Higgs boson production and decay, and fi (k) the overall selection efficiency for the signal
category k. Finally µi and µf are the production and decay signal strengths, respectively.
It can be seen that the measurements are only sensitive to the products of the cross sections
and branching fractions, σi · BRf . The overall statistical methodology is the same as used by
the single experiments.
The parameters α are estimated via the profile likelihood ratio test statistics Λ(α), which
depend on one or more parameters as well as on the nuisance parameters, θ, which reflect vari-
ous experimental and theoretical uncertainties. The likelihood functions are constructed using
products of signal and background Probability Density Functions (PDFs) of the discriminating
variables. The probability density functions are obtained from simulations in the case of the
signal and from both data and simulation for the background case.
Three parametrisations of experimental results have been performed in the combination:
two are based on cross-sections and branching fractions, one is based on ratios of couplings
modifiers. The σ · BR for gg → H → ZZ channel is parametrised as a function of κgZ =
κg · κZ/κH (where κg is the effective coupling modifier). The measurement of VBF and ZH
production probes λ = κZ/κg, the measurements of tt¯H production processes are sensitive to
λtg = κt/κg. The three decay modes H → WW , H → ττ and H → bb probe the three ratios
λWZ = κW /κZ , λτZ = κτ/κZ and λbZ = κb/κZ , relative to the H → ZZ branching fraction.
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SF¯1F2 hf¯ifj χf¯ifj φ
+
u¯idj φ
−
d¯jui
CL − 12s
mf,i
MW
δij − i2s2I
3
W,f
mf,i
MW
δij
1√
2s
mu,i
MW
Vij − 1√2s
md,j
MW
V
†
ji
CR − 12s
mf,i
MW
δij
i
2s2I
3
W,f
mf,i
MW
δij − 1√2s
md,j
MW
Vij
1√
2s
mu,i
MW
V
†
ji
Table I.2: Scalar-fermion couplings in the SM, from Ref. [26].
Other parametrisations were performed in the combination analysis with more specific
and more restrictive assumptions.
I.2.3 Limitations of the κ-framework
One problem that arises at higher orders is the violation of unitarity. Unitarity is connected to
the renormalisability of a theory, and the introduction of coupling modifiers for the Higgs spoils
unitarity and renormalisability.
Example H → bb¯ decay width
To show why the κ-framework cannot be considered a fully consistent theoretical framework, we
give an example of the problems arising when we try to compute an observable at NLO preci-
sion in this framework. We consider a “simplified κ-framework” phenomenological Lagrangian,
similar to the Lagrangian that is discussed in Section I.6.2.
We define this simplified theory as follows: we start from the SM (following here the con-
ventions of Ref. [26]), and we modify all the fermionic couplings to scalar particles, multiplying
them by a common factor κffS . In this simplified framework, the generic scalar-fermion vertex
is given by
h
F¯1
F2
= ie κffS
(
CL
1− γ5
2 + CR
1 + γ5
2
)
, (I.13)
where the values of the coefficients CL and CR are specified in Table I.2. As for the observable
that we want to compute, we consider the Higgs decay width into a pair of bottom quarks, i.e.
Γ(H → bb¯). The Born matrix element for the decay process reads as follows:
M0 =
emb κffS
2sMW
u¯(p)v(k) , (I.14)
and we can see how the LO SM decay width is modified using this simple phenomenological
model: it is rescaled by a factor κ2ffS coming from the square of Eq. (I.14). This rescaling
reflects the effects of the κ-framework on the fermion-fermion-Higgs coupling. To achieve a
more accurate theoretical prediction, we must include contributions containing higher powers of
the coupling constant α. The NLO matrix element can be cast in the following form, see for
example Ref. [27],
M =M0
[
1 + α4pi
(
δloop + δCT
)]
, (I.15)
where δloop contains the contributions due to loops with internal gauge and Higgs bosons, and
δCT the counterterm contributions coming from the renormalisation procedure.
In this example, the purpose is not to show the complete derivation of the NLO decay
width, but we want to highlight the NLO inconsistency of the κ-framework. To this end, we take
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Fig. I.2: (a) Loop contributions to the Higgs decay into a bottom quark pair. (b) Counterterm
contribution to the Higgs decay into a bottom quark pair.
advantage of the following simplifications: firstly, we drop QCD contributions, and we focus on
the EW corrections.
Then, by means of dimensional regularisation, we identify the UV divergent contributions
in the NLO matrix element, and we drop the UV finite part. This allows us to overlook the
problems related to the infrared (IR) and collinear structure of the loop amplitude (involving
the inclusion of the real emission process H → bb¯(γ, g)). Finally, we neglect effects induced by
the quark-mixing matrix V in the W -boson couplings of Table I.2, setting Vij = δij .
For the renormalisation procedure, we adopt the on-shell scheme, as presented in Ref. [28].
In this scheme, each renormalised mass is related to the corresponding physical mass, defined
as the real part of the particle propagator pole.
Considering EW corrections, δloop of Eq. (I.15) contains contributions coming from the
diagrams reported in Fig. I.2a and δCT, the counterterm contribution reported in Fig. I.2b.
The UV-divergent part of δloop turns out to be (in the MS scheme)
δloop
∣∣
UV =
1
36 s2M2W
2
4−D
(
26M2W +M
2
Z + 18κ
2
ffSm
2
t
)
, (I.16)
where D is the number of space-time dimensions considered to regularise the loop integrals, and
the factor 2/(4−D) shows the divergent contribution. To motivate this result, we can separate
the loop contributions into four different classes, ordered as they appear in Fig. I.2a:
I. scalar-exchange diagrams, where a scalar particle is exchanged between the two outgoing
b quarks,
II. diagrams with two scalars running in the loop,
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III. diagrams with one internal gauge boson line (exchanged by outgoing particles, or emitted
by the incoming Higgs),
IV. diagrams with two gauge boson lines running in the loop.
As can be seen by naive power counting, type-II and type-IV diagrams are UV finite and do not
contribute to δloop. Conversely, type-I and III render UV contributions
2 that are respectively
proportional to κ3ffS and κffS , leading to κ
2
ffS and κ
0
ffS terms in Eq. (I.16).
The counterterm contribution, written in terms of renormalisation constants, is given by
α
4piδCT = −
δZAA
2 +
δZH
2 −
s
2cδZZA −
1
2s2M2W
δM
2
W
− c
2
2s2
δM
2
Z +
1
s
2
M
2
Z
δM
2
W +
δmb
mb
+ δZ
d,L
33 + δZ
d,R
33
2 ,
(I.17)
where the renormalisation constants are fixed by the scheme chosen in the renormalisation
procedure. In the on-shell scheme, the field renormalisation constants δZAA, δZH , δZ
d,L(R)
33
are related respectively to the one-loop self-energies of the photon, the Higgs boson, and the
bottom quark. Consequently, in the considered framework, we expect κ2ffS contributions in the
renormalisation constants δZH and δZ
d,L(R)
33 , due to the presence of scalar-fermion couplings in
the one-loop self-energies of the Higgs boson and the bottom quark.
The expression for the constant δZAA, related to the photon self-energy, in which the
modified couplings do not appear, will reproduce the SM result. Repeating the same argument,
we can argue that among the other constants, only δmb will present a κ
2
ffS term. This is reflected
in the expressions of the renormalisation constants, and their UV divergent parts:
δZi
∣∣
UV =
2
4−D
α
4pidZi , (I.18)
with,
dM
2
Z =
1
6M2W s
2
[
−3M2Z
(∑
l
m
2
l + 3
∑
q
m
2
q
)
− 70M2WM2Z + 22M4W + 47M4Z
]
,
dZAA = −
23
3 , dZZA =
4MW
MZs
,
dM
2
W = −
1
6s2
[
7M2W − 6M2Z + 3
(∑
l
m
2
l + 3
∑
q
m
2
q
)]
,
dZH =
1
2M2W s
2
[
−κ2ffS
(∑
l
m
2
l + 3
∑
q
m
2
q
)
+ 2M2W +M
2
Z
]
,
dmb =
mb
24M2W s
2
[
9κ2ffS
(
m
2
b −m2t
)
+ 2M2W + 7M
2
Z
]
,
dZ
d,L
33 = −
1
36M2W s
2
[
9κ2ffS
(
m
2
b +m
2
t
)
+ 26M2W +M
2
Z
]
,
dZ
d,R
33 = −
1
18M2W s
2
(
9m2bκ
2
ffS − 2M2W + 2M2Z
)
.
(I.19)
The compensation of divergent terms between loop diagrams and counterterms, when performing
the renormalisation procedure is a delicate mechanism. We will see how the presence of κ-
dependent terms spoils the cancellation of the divergent part.
2Except for theW -exchange diagram, which is UV-finite because of the γµ(1−γ5) structure of theW coupling
to two fermions.
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Indeed, the UV component of the counterterm contribution, obtained inserting Eq. (I.19)
into Eq. (I.17), is the only source of divergences that might compensate the UV component of
δloop given in Eq. (I.16), rendering the one-loop matrix element UV finite and thus valuable for
the evaluation of the decay width.
The substitution leads to
δCT
∣∣
UV = −
1
36 s2M2W
2
4−D
[
26M2W +M
2
Z − 9
(∑
l
m
2
l + 3
∑
q
m
2
q
)
+ 9κ2ffS
(
2m2t +
∑
l
m
2
l + 3
∑
q
m
2
q
)]
,
(I.20)
and we see that the one-loop corrected transition matrix element of Eq. (I.15) gets a UV divergent
contribution
M∣∣UV = α4pi M04s2M2W
2
4−D
(
1− κ2ffS
)(∑
l
m
2
l + 3
∑
q
m
2
q
)
, (I.21)
which in general does not vanish for κffS 6= 1.
Another unsatisfactory aspect of using the κ-framework is that it cannot describe devi-
ations in differential distributions. This happens because global factors can predict how many
times the Higgs decays in a specific channel, but not how the kinematics of the decay products
are affected. Of course new physics could modify these differential distributions, but it would
not be captured by the overall factors.
The κ-framework is well motivated if one is looking for large deviations from the SM, as
was the case in Run 1. The kappas parametrise these deviations and, if something new would
be found, they would point which direction one should look into. ATLAS and CMS did not find
any large differences in what was predicted by the SM, therefore the next step would be looking
for small deviations.
I.2.4 Extrapolation on achievable experimental accuracy in future Runs
It starts to become clear that defining a theoretical framework able to describe possible deviations
in the Higgs sector is not straightforward. If one wants to be as model independent as possible, an
EFT approach may be the answer. EFTs will be extensively discussed in Section I.4, however,
here we demonstrate how the testable hierarchies of scales are limited by the experimental
accuracy.
The maximum testable hierarchy of scales is determined by two “sources”: the assumption
of a maximum size of underlying couplings and the experimental precision3 In the EFT approach
and for observables close to the on-shell Higgs region, the higher dimensional operators are
ordered by factors g2m2H/Λ
2 (where Λ is the scale of the momentum cut-off of the theory), i.e.
the only relevant scale for “on-shell” Higgs production is given by mH .
This scale should be well separated from the experimentally accessible scale, in our case the
EW scale Λ v . The applicability of an EFT approach is, however, limited when the hierarchy
of scales is not guaranteed. Because hadron colliders do not have a well-defined partonic energy,
strategies relying on boosted objects and large recoils are the most critical.
While it is not clear that a marginal separation of scales invalidates the EFT approach,
such observables clearly pose a challenge.
For this reasons, interpreting LHC physics in terms of an effective theory involves a delicate
balance between energy scales. It is possible to roughly estimate the physics scales which can
3The problem for the interpretation of results in terms of an EFT during Run 1 was indeed the limited
experimental accuracy, see Ref. [29].
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be probed, and see if the deviation from the SM Higgs production and decay rates lies within
the experimental accuracy. For instance in the energy region around the Higgs peak,∣∣∣∣∣ σ × BR(σ × BR)SM − 1
∣∣∣∣∣ = g
2
m
2
H
Λ2
. (I.22)
The accuracy on a rate measurement can then be translated into a threshold for new physics as∣∣∣∣∣ σ × BR(σ × BR)SM − 1
∣∣∣∣∣ = g
2
m
2
H
Λ2
> ∆ . (I.23)
This translates into the following relation:
Λ < gmH√
∆
. (I.24)
The precise value of the experimental accuracy ∆ depends on the process under consideration.
If we assume a value of ∆ = 10% (which roughly covers the current experimental accuracy),
then for a weakly interacting theory with g2 ∼ 1/2, one can probe scales up to Λ ≈ 280GeV.
This means that for weakly coupled new physics and with current experimental accuracy, it is
not possible to test very high energy scales. However, for a more strongly interacting theory
with g ∼ 1 (but g < 4pi, which is the theoretical limit for preserving unitarity), one can probe
higher scales up to Λ ≈ 400GeV.
The increased statistics and Higgs production cross sections at Run 2 will enable us to add
a wide range of distributions and off-shell processes to the Higgs observables, which can probe
higher energy scales Λ mH . It is important to note that, if we look at differential observables,
and in particular in the tails of the distributions, Eq. (I.24) has to be modified by substituting
mH → pT. Depending on the pT regions that are reconstructed by the experiment, we will be
able to access also different Λ values. Of course, we have to keep in mind that when we move
towards higher Q2, the accuracy on the measurement will drastically decrease, and the value of
∆ has to be reconsidered.
Intermezzo: Higgs off-shellness
In the NWA, ΓH << mH , the Higgs cross section factorises into on-shell production and on-shell
decay, so the Higgs cross section can be written as:
σi→H→f = σi→H × BRH→f ∝
σi→HΓH→f
ΓH
, (I.25)
and in terms of couplings
σi→H→f ∝
g
2
i g
2
f
ΓH
∼ g
2
i g
2
f∑
j g
2
j
, (I.26)
which means that the measurements in individual channels are complicated through dependence
on the global Higgs properties due to the width. The width of the 125GeV Higgs boson is
predicted to be very small (4MeV) compared to other heavy EW particles such as Z, W or top
(∼ 2GeV). This is because the width is calculated by summing over all the decays, and the
Higgs mostly decays to b quarks which are light compared to the EW scale
ΓH ∼
(
m
2
b
m
2
EW
ΓEW
)
. (I.27)
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So what are the differences when looking at the resonance and at the tails? In the resonance
region, the propagator (ignoring differences between fixed width, running width and complex
pole),
1
(s−M2X) + (iΓXMX)
(I.28)
is dominated by the width in the denominator, so
σ
on
i→X→f ∼
g
2
i g
2
f
ΓX
. (I.29)
In the off-shell region instead, the cross section does not depend on the width so that,
σ
off
i→X→f ∼ g2i g2f . (I.30)
For a detailed discussion of off-shell Higgs physics see Refs. [30–33].
To summarise, the κ-framework has been used in Run 1 to interpret and deliver results,
but a new era is approaching, where the limitations of this interim framework are becoming
more and more evident. The lack of consistency when going to higher perturbative orders and
the inability of the framework to describe BSM effects that modify the kinematic distributions
cannot be neglected.
On one hand, the increasing experimental accuracy demands higher theoretical precision.
On the other hand, the higher statistics and energies of the LHC Run 2 will allow us to study off-
shell processes and distributions that will require a robust theoretical description of differential
quantities.
The need for different frameworks is compelling, and in the following part of this chapter
possible solutions will be offered, both on the experimental and the theoretical side. In general,
the search for new physics at the LHC is performed via:
– A search for new states: resonances or more complicated structures searches. In this case,
it is fundamental to have descriptive SM MC generators to achieve discoveries, i.e. the
discovery in this case is data driven. Further on we will need precision for characterisation.
– Alternatively, a search for new interactions: deviations are expected to be small making
this intrinsically a precision measurement. There is also a need for predictive MC gener-
ators in this case, and additionally accurate theoretical predictions for both background
(SM) and signal (EFT) hypotheses.
Having said that, we should keep in mind that the matter content of the SM has been ex-
perimentally verified and evidence for other light states has not yet been found. Therefore,
SM measurements can always be interpreted as searches for deviations from the dim = 4 SM
Lagrangian predictions.
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I.3 Fiducial and simplified template cross sections
I.3.1 Introduction
In this chapter we describe the set of approaches used by the LHC experiments to present their
future results on the Higgs boson. The former, attempt to optimize the results based on the
following requirements:
– The measured quantities should be directly comparable to theory.
– The measurements should be independent of the underlying theoretical assumptions.
– The experimental and theoretical errors should be factorisable.
The κ-framework discussed in Section I.2 was the first proposed method to address these re-
quirements. Still, some limitations to its validity motivate going beyond this useful, but over-
simplified, approach. For this purpose, a new framework is presented in this section.
I.3.2 Fiducial cross sections
As mentioned above, experiments should report quantities that are independent of theory, such
that the result is comparable with theories other than the one that is more favoured at the time
of the experiment. To have to redo an analysis for each new theoretical improvement is simply
not feasible.
Let us, as an example, consider a measurement of a signal strength (see Section I.2). If
an experiment was to report its measurements in terms of
µ
f
i =
(
σi · BRf
)exp
(
σi · BRf
)theo , (I.31)
the results, and their errors, would be based on the theoretical prediction available at the time
of the experiment. And thus the measurement would have to be repeated each time an improved
formulation of the theory becomes available. Reporting only µfi , does not allow for a proper
disentanglement of theoretical and experimental contributions to the reported errors.
One solution to this problem is to present experimental measurements of σi ·BRf , which do
not contain a strong assumption on the theoretically expected value. With such clean measure-
ments, is is possible to deduce parameters in a way which is as theory-independent as possible.
Another area in which theoretical and experimental considerations become entangled, is
the unfolding procedure used to correct for detector effects and to extrapolate them outside the
detector phase space. Also here, it is desirable to report the results in a way that is independent
on particular assumptions on the detector.
Experimentally, cuts are usually applied in order to increase the signal over background
ratio, and to get a better sensitivity on the quantities of physical interest. All these cuts are
applied to objects constructed from signals coming directly from the detector, eventually caused
by the interaction of the physical particles with the detector material.
Levels
The phase space of signals in the detectors is called the detector level. Phase spaces defined for
particles before their interaction with the detector are called truth levels. The definition of truth
levels is ambiguous and relies on a theoretical model.
One could define a level formed by particles with a relatively long lifetime (& 10−10s),
which typically are the particles which interact with the detector. This is usually referred
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Fig. I.3: Schematic representation of the unfolding procedure. Events selected at detector level,
with cuts enhancing the S/B ratio (blue ellipse). A correction is then applied to take into
account particle interactions with the detector (light green ellipse). A fiducial volume at truth
level is then defined in order to compare the measurement with a theoretical predicition (green
ellipse).
to as particle level. The theoretical description of the particle level depends on shower and
hadronisation modelling.
It is also possible to define a level based on partons, the parton level, by considering
particles before shower hadronisation. This level describes only elementary particles which exist
in theoretical calculations, i.e. as defined in the Lagrangian. As an example, gluons and quarks
are valid objects at the parton level, while at the particle level the corresponding objects are
jets.
If an experiment corrects a measurement to parton level, it must assume a theoretical
model for showering and hadronisation, as well as a model for interaction of stable particles
with the detector. At the particle level, only the latter has to be assumed. Thus parton level
descriptions depend more on theoretical assumptions than the particle level.
Another thing to take into account is the detector efficiency. Detectors do not allow the
measurement of all the particles produced in collisions due to gaps and supporting structures.
Even when particles do interact with the detectors, they may not leave a clear enough trace
to allow the object to be reconstructed correctly. Events whose reconstruction is not possible
are usually discarded. When correcting a measurement to truth level, only detector level events
which passed detector level cuts are unfolded.
To compare with a particular theoretical prediction, cuts on truth level objects have to
be applied too. The set of cuts defines a volume in the truth level phase space, which is usually
referred to as the fiducial volume. In general, events which pass truth level cuts could also fail
to be reconstructed at detector level, and vice versa. To correct for this effect, a theoretical
assumption has to be made on the correction of truth levels which were lost in detector level
selections. The larger the fraction of events from the fiducial volume that are reconstructed at
detector level, the smaller the theoretical contribution to the correction.
In summary, if it is possible to define a truth level as close as possible to the detector
level, the theoretical model dependence of such a level is minimised. This is the idea which
defines fiducial cross sections, introduced in Ref. [34]. Fiducial cross sections are cross sections
unfolded to particle level in a fiducial volume defined by some cuts that are as close as possible
to the ones applied at detector level (but are applied on particle level objects instead). Such
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cross sections are the measurements with the least theoretical assumptions.
Experimentally, cross sections can be defined in terms of directly measurable quantities,
such as:
– Total cross sections
(σi)exp =
Nev,if
BRfAif ifL
.
– Total cross sections with fixed final state
(σi × BRf )exp =
Nev,if
Aif ifL
.
– Fiducial cross sections with fixed final state
(σi × BRf ×Aif )exp =
Nev,if
ifL
.
where A is the fiducial acceptance (i.e. a factor to extrapolate the measurement to the full
particle level phase space),  is the experimental efficiency (which includes all of the unfolding
factors), L is the luminosity, BRf is the branching ratio for final state f , i determines a particular
bin and/or initial state, and Nev,if is the number of events counted at detector level. Apart
from the luminosity and the collected number of events, all of these factors depend on a given
theoretical model.
It is thus clear that fiducial cross sections, which have the fewest correction factors, depend
least on the underlying theory assumptions. It is also possible to extract differential fiducial cross
sections:
dσfid
σ
fid =
dNev
Nev
· dN
N
,
where dNev is the number of events in a particular bin, and dN the experimental efficiency for
this bin. In general, the measured and fiducial cross sections are related by,
σ
fid
i =
∑
j
Aijσj , (I.32)
where σfidi are the fiducial cross sections, Aij contains the factors which define the fiducial
volumes and σj are the measured cross sections. The indices i and j specify the production
mode, decay channel, or a bin of a differential cross section.
From the theoretical point of view, fiducial cross sections are particle level predictions of
a particular theoretical model, with the same fiducial cuts as those applied by the experiments
for the observable of interest. Typically, fixed order theoretical calculations are implemented in
a Monte Carlo event generator, in order to be able to apply the cuts on particle level objects
and compare the result to the available measurements.
Fiducial measurements are, in principle, the cleanest possible way to compare data with
theory and generally all event selections which depend only on kinematic cuts allow the extrac-
tion of fiducial cross sections. However, in order to increase sensitivity, experiments often use
cuts which involve complex techniques, such as multivariate techniques (MVA) in the form of
boosted decision trees (BDT) or neural networks (NN).
This type of cuts are generally needed to produce precise measurements, but are hard to
reproduce in theoretical calculations. So, although minimally theory-dependent fiducial cross
sections are fundamental to understand specific processes, which usually have a clean exper-
imental signature, their application for studying the whole range of Higgs physics is limited.
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Cuts definition ATLAS CMS
Lepton definition
Electrons pT > 7GeV, |η| < 2.47 pT > 7GeV, |η| < 2.5
Muons pT > 6GeV, |η| < 2.7 pT > 5GeV, |η| < 2.4
Event selection
Leptons pT cuts pT > 20, 15, 10, 10GeV pT > 20, 10, 7(5), 7(5)GeV
Invariant masses cuts
50GeV < m(l+, l−) < 106GeV
12GeV < m(l′−, l′+) < 115GeV
118GeV < m(l+, l−, l′−, l′+) < 129GeV
m(l+, l−) > 5GeV
40GeV < m(l+, l−) < 120GeV
12GeV < m(l′−, l′+) < 120GeV
105GeV < m(l+, l−, l′−, l′+) < 140GeV
m(l+, l−) > 4GeV
Lepton separation ∆R(li, lj) > 0.1(0.2)for same(opposite) sign
∆R(li, lj) > 0.02
for every i 6= j
Table I.3: Some of the differences in the definition of fiducial volumes for ATLAS, defined in
Ref. [35] and CMS, defined in Ref. [36] for the H → 4l analysis.
Of course the definitions of the physical objects have to be shared between the various
experiments and fiducial volumes have to be the same in order for all quantities to be comparable.
This is not obvious, since each experiment could be in principle most sensitive to an observable
in a different region of the phase space than others.
As an example, in the ATLAS and CMS analysis of H → 4l, published in Refs. [35,36], the
fiducial cuts are similar but not precisely the same - see Table I.3. Global combinations can be
done by correcting to a common fiducial volume. This procedure introduces a small theoretical
dependence, but the benefits of the combinations are much larger, as discussed in Section I.2.2.
In some cases, it is necessary to simply extrapolate the measurement to a larger phase
space, because the definition of minimally-theory dependent fiducial phase space is not possible.
In that case, the formula for the fiducial cross section becomes:
(σi)
fid
exp =
Nev,if
αif ifL
, (I.33)
where we introduced the factor αif which extrapolates the measurement to the larger fiducial
phase space. A study of the extrapolation and unfolding factors can be found in Ref. [36] from
the CMS analysis of H → 4l and is reported in Table I.4 with the notation used in this section.
Table I.4 shows that the acceptance factors depend strongly on the Higgs production
modes, and that the unfolding factors are compatible within their errors, because the different
production modes have very different kinematics and final states. Thus, it makes sense to report
Higgs fiducial cross sections in large fiducial volumes in terms of Higgs production modes.
A last thing to notice is that in Eq. (I.33), the experimental and theoretical uncertainties
factorise. In fact, a naive calculation of the relative error on the fiducial cross section gives:
∆σfid
σ
fid =
∆Nev
Nev
⊕ ∆if

2
if
⊕ ∆αif
α
2
if
. (I.34)
When a more precise measurement becomes available, there is no need to repeat the analysis
from the beginning. Only the extrapolation factors αif need to be re-computed, starting from
the unfolded distribution. To summarise, the new framework for Higgs physics should:
– Measure cross sections.
– Unfold cross sections to fiducial volumes, taking advantage of positive aspects of fiducial
measurements while not renouncing to maximise experimental sensitivity.
18
Signal process αif if
Higgs production modes
ggH 0.422± 0.001 0.681± 0.002
V BF 0.476± 0.003 0.678± 0.005
WH 0.342± 0.002 0.672± 0.003
ZH 0.348± 0.003 0.679± 0.005
ttH 0.250± 0.003 0.685± 0.010
Non-SM models
qq¯ → H(JCP = 1−) 0.238± 0.001 0.642± 0.002
qq¯ → H(JCP = 1+) 0.283± 0.001 0.651± 0.002
gg → H → Zγ∗ 0.156± 0.001 0.667± 0.002
gg → H → γ∗γ∗ 0.238± 0.001 0.671± 0.002
Table I.4: Fiducial volume and detector/unfolding efficiencies and their errors, for H → 4l.
Table from Ref. [36].
– Yield cross section measurements in terms of production modes, since acceptance factors
depend on them.
The simplified template cross section (STXS) framework, introduced in Ref. [37] is designed to
take these considerations into account. It tries to combine the ease with which signal-strength-
like fits are performed experimentally with the theoretical needs of fitting to well defined and
calculable predictions, aiming to find a good compromise between theory-independence of the
measurements and their experimental sensitivity. The STXS framework will be explained in
detail in the next section.
I.3.3 Simplified template cross section framework
STXSs are fiducial cross sections defined in simplified fiducial volumes. The definition of the
fiducial volumes allows the use of advanced experimental techniques, thereby gaining in experi-
mental sensitivity, at the cost of a small dependence on the theoretical model. This is necessary,
since at the moment all the measurements on Higgs boson cross sections are dominated by
statistical uncertainty. Also the combination of different decay channels reduces the statistical
uncertainty. This has been shown, for example, in Ref. [38], where the combination reduced the
statistical error on the production cross section by a factor of 1.4.
∆σ
σ
(H → γγ) = 35% , ∆σ
σ
(H → ZZ) = 23% ,
∆σ
σ
(H → γγ ⊕ H → ZZ) = 17% .
(I.35)
Combining the different Higgs decay channels would further improve the precision of the mea-
surements. This is the main difference between the usual fiducial differential cross sections and
the STXS framework. While fiducial measurements maximise the independence on the theoret-
ical modelling, simplified cross sections maximise the experimental sensitivity. Instead of using
fully differential distributions, cross sections are divided into sub-cross sections, called bins. How
to choose such bins is an interesting topic in its own right and is discussed in Section I.3.4.
The definition of the physics objects in the STXS fiducial volume, is aimed at taking
advantage of combinations. It is independent of the Higgs decay modes in such a way that
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Fig. I.4: Parton level (left), usual particle level definition (center) and corresponding particle
level definition for STXSs (right), for the tt¯H production mode. Blue blobs represent particles
with long lifetime (& 10−10s).
combinations do not introduce further theory dependent factors. In STXS, the particle level is
defined with undecayed Higgs bosons while jets are reconstructed from the particles which are
not associated with the Higgs decay. The formula connecting single channel measurements to
the STXS is:
σ
f
i (exp) = A
i
f,α1σ
α1
i
σ
f
i (exp) = A
i
f,α1α2σ
α1α2
i
· · ·
σ
f
i (exp) = A
i
f,α1α2···αnσ
α1α2···αn
i ,
(I.36)
where i={ggF , V BF , V H, ttH, bbH, tH} and f={bb¯, γγ, ZZ, WW , ττ} denote production
and decay modes respectively, σα1i , σ
α1α2
i , σ
α1α2···αn
i are the STXSs and the A
f
i,α1α2···αn are
efficiency/acceptance factors for each STXS.
Each line of Eq. (I.36) is called a stage. The first stage or stage(0) is very close to the
signal strength measurements performed during Run 1 of the LHC. The indices αk indicate the
bin divisions and the sum over repeated indices is understood.
Every bin of stage(n) is split into smaller bins in stage(n + 1). The sub-bins are defined
in independent regions of the full fiducial phase space. This is repeated at every stage. The
procedure could be repeated recursively, but given the prediction for the amount of data that
LHC experiments are going to collect during Run 2 and the HL-LHC phases, only stages up
to stage(2) will have enough statistical significance. Notice that the structure of Eq. (I.36)
is identical to Eq. (I.32), which allows the factorisation of the experimental and theoretical
contributions from the total uncertainty.
I.3.4 STXSs bins and the tt¯H binning proposal
The STXS framework is incomplete without a definition of a bin. The binning aims to reduce
the theoretical dependence of the measurement within each bin so that limits derived from a
certain bin do not strongly depend on a particular theoretical model.
A bin should therefore be defined through cuts on truth level objects. If, for instance,
the cut would be on the transverse momentum of the reconstructed object, the theoretical
uncertainty would need to be convoluted with other effects and thereby be enlarged.
Another aspect to take into account is the identification of regions where BSM physics
has a higher probability of being observed. Separating such phase space regions from the SM
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dominated ones, would increase the chance of seeing potential deviations from the SM. Since
no big deviation from the SM has been observed, BSM effects are expected to have the largest
impact in the tails of distributions or in extreme kinematic regions. For example, one could put
a cut on Higgs transverse momentum, pTH , beyond which no SM events are expected (for a
given integrated luminosity). All entries in such a bin would then be sign of BSM physics.
The binning depends on the integrated luminosity and on experimental systematic uncer-
tainties, therefore it can only be fully understood a posteriori. To allow the framework to be
more flexible, the combination of bins is possible. In case a bin is found to be not significant, it
can be combined with others to increase the global significance. Of course, not all bins can be
combined with all the others, but only adjacent ones.
The best solution is then starting with a very general binning, similar to the one used dur-
ing LHC Run 1. This is called stage(0). Then, by taking into account more recent measurements
and expected results, a second stage can be already defined for most processes. The current
proposal can be found in Ref. [37] where the gluon fusion, vector boson fusion and associated
vector boson production modes for the Higgs have been studied up to stage(1), and hints for a
future stage are given.
The tt¯H production mode has not been studied in depth yet. It has a more complicated
topology than the other channels, and the cross section is relatively small. It is difficult then,
given a reasonable luminosity, to have enough events to fill a lot of bins. This means that the
statistical experimental uncertainty will be big, which allows for a relaxation of the theoretical
independence criterion. As an exercise, we are going to propose a possible binning for tt¯H
production mode up to stage(2).
Stage(0) has been already defined in Ref. [37], as inclusive tt¯H production with Higgs
pseudo-rapidity (YH) less than 2.5. The cut on YH avoids an extrapolation to the full phase
space. Similar to all production modes, this bin is the most similar to a Run 1-like signal strength
measurement.
Top quark pair associated production with a Higgs allows direct access to the top-Higgs
interaction. One could naively expect that NP would show up at high energies, hence a kinematic
region which deserves consideration is the boosted regime. This is the phase space where the
Higgs and one (or two) top(s) are produced at high transverse momentum, ideally much larger
than their mass, but realistically starting from around 200GeV.
Boosted analysis usually have a smaller background contamination, as explained in Ref. [39].
On the other side, objects with high transverse momentum are less likely to be produced than
objects with mild/low pT . Furthermore, the region with pTH < 200GeV is sensitive to the CP
properties of the top-Higgs interaction, see Ref. [40].
Finally, a reasonable choice for the first stage of tt¯H production mode seems to be the
definition of a boosted bin more sensitive to potential NP phenomena, and unboosted bins
sensitive to CP properties. Since the former would probably contain few events, the latter
topology could be divided in even smaller bins.
Using the transverse momentum of the Higgs to define fiducial sub-volumes, we could
define the bins:
bin(0) : 0 < pTH < 100 GeV
stage(1) bin(1) : 100 GeV < pTH < 200 GeV
bin(2) : 200 GeV < pTH
(I.37)
where bin(2) contains the boosted category where NP effects are more probable. Although not
a requirement for a high energy top-Higgs interaction, most of the boosted analysis require at
least one top quark to be boosted to reduce background contamination.
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It has been shown in Ref. [41] that the general contribution arising from dim = 6 operators
to the Yukawa-like interaction between fermions and the Higgs boson, is:
L ∝ f¯
(
af + bfγ
5)
fH , (I.38)
where f is the fermion (top quark in our case), af and bf are two real factors. In Ref. [40] the
top quark Yukawa interaction has been studied for tt¯H production mode.
Another distribution which is sensitive to the Yukawa coupling is the rapidity difference
between the two tops, η(t, t¯). In particular, the region with 0 < η(t, t¯) < 2 is most sensitive, the
region with 2 < η(t, t¯) < 4 has a smaller dependence, while the region 4 < η(t, t¯) < 6 has no
sensitivity and low statistics. A second stage seems possible (and useful when enough statistics
will be available).
In principle, top quarks are not available among the objects we defined in the fiducial
space, but strategies exist to define “pseudo-tops” in a way which is as theory independent as
possible. Furthermore, when removing Higgs decay products from the list of particles from
which jets are constructed, we are left with a tt¯-only signature, for which such algorithms are
optimised. The use of pseudo-tops is currently a standard procedure in many experimental
analysis, e.g., Ref. [42].
The second stage we propose is then:
bin(0) : 0 <
∣∣∆η(t, t¯)∣∣ < 2
stage(2) bin(1) : 2 <
∣∣∆η(t, t¯)∣∣ < 4
bin(2) : 4 <
∣∣∆η(t, t¯)∣∣ < 6 (I.39)
Compared to other production modes, tt¯H has a clearer signature, therefore its staging and
binning has been more focused on finding regions sensible to BSM effects. And there is no need
for defining bins with cuts which allow to distinguish it from other production channels, as it
is the case for VBF, studied in Ref. [37]. The final staging and binning we propose for Higgs
boson associated production with top pairs is shown in Fig. I.5. Summarising the choice of bins,
we have:
– One bin where the Higgs is boosted and hypothetical NP can be reached with a higher
probability because of the high energies involved.
– Other bins sensitive to the CP characteristics of the Yukawa interaction.
After the definition of stages and bins, we end up with well defined measured quantities
which have a small residual theoretical dependence.
The next step is to interpret such measurements within a particular theory model through
the extraction of Wilson coefficients. This is a difficult step, since different theories contain
different coefficients, and there can be a large number of them, making a simultaneous fit to
all of them a priori impossible. Additionally, if an experiment would perform a fit to Wilson
coefficients of a chosen theory, the results would be valid only for this particular theory (and for
all theories which can be matched to it).
Instead of fittingWilson coefficients directly, one could fit objects, such as Pseudo-Observables
(POs), which are well defined from both the theoretical and the experimental points of view.
These objects should be general enough (and fewer in number) to allow for variety of different
theoretical models to be studied. The POs framework will be described in Section I.5.
In summary, STXSs and BR measurements, together with physical POs, allow a wide
variety of Higgs measurements to be studied in a well defined theoretical framework.
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σ(tt¯H)
(+)pTH < 100 GeV 100 GeV < pTH < 200 GeV pTH > 200 GeV
∣∣∆η(t, t¯)∣∣ < 2
2 <
∣∣∆η(t, t¯)∣∣ < 4
4 <
∣∣∆η(t, t¯)∣∣
∣∣∆η(t, t¯)∣∣ < 2
2 <
∣∣∆η(t, t¯)∣∣ < 4
4 <
∣∣∆η(t, t¯)∣∣(+) (+)
Fig. I.5: Staging and binning for the tt¯H production mode. pTH is the transverse momentum
of the Higgs boson,
∣∣∆η(t, t¯)∣∣ is the absolute rapidity difference between the two tops. The “+”
sign means that the bins can be added together.
I.3.5 Interplay with pseudo-observables
For Higgs production and decay modes, a list of Pseudo-Observables already exists, proposed
in Refs. [43, 44]. As discussed in Section I.3.3, STXSs are divided according to the various
production modes.
In order to maximally disentangle measurements from theory assumptions, a good option is
to connect the STXSs with POs of Higgs decays, which introduces fewer theoretical-experimental
correlations than interpreting them directly through POs of Higgs production.
In Ref. [44] Higgs EW production modes were written in terms of Higgs POs. Most of
these POs also contribute to Higgs decays. This allows for a direct connection between VBF and
VH production modes (and therefore their STXSs) and the Higgs EW decays. Note that POs
coming from the second order terms of the momentum expansion around physical poles cannot
be directly connected to POs of Higgs decays and only describe the production processes.
Such effects also appear in off-shell decay cross sections and distributions, where the
kinematic regime (high transferred momentum) is similar. QCD POs are not generally available
yet, only a few have been introduced for production modes, which are modifiers of the ggH and
tt¯H production rates.
Since POs come from a momentum expansion around physical poles, such as vector boson
masses, the validity of using POs has to be checked carefully. Of course, transferred momentum
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is not directly accessible from an experimental point of view, but other variables can be used,
which are related through kinematic constraints. For instance, for the VH production mode
q → pTZ for pTZ → ∞, while for VBF production q → pT forward-jet, where q is the transferred
momentum, as defined in Ref. [44]. Once the missing POs are defined, an important task will be
to find the variables which allow us to infer the value of the transferred momentum and thereby
check the validity of the approximation.
In the case of the tt¯H production mode, the problem is more complex, since many POs can
be defined (taking into account the decays of the top quarks) while there is limited information
from the measurements (i.e. approximately 10 correlated STXS bins of Section I.3.4).
From the definition of the POs that will be given in Section I.5, the amplitudes depend
linearly on POs. Therefore cross section-like observables have a quadratic dependence, since
integration over phase space does not change this behaviour. For this reason, a theoretical
prediction for the expected number of events can be written in the form:
N
ev = Xijkikj , (I.40)
where ki is a vector of POs and Xij is a matrix of coefficients that can be computed with MC
simulations. This is in general true for every theory which introduces a linear dependence on a
coefficient at scattering amplitude level. For a STXS bin, the procedure is the same, although
the factors Xij are different.
Using the notation of section Section I.3.3, then for stage(n) with a bin described by
a1, . . . , an:
σ
a1...an
i = C
lm
i, a1...anklkm , (I.41)
where C lmi, a1...an are factors computed theoretically. The question one should ask is which val-
ues of {ki} are more likely, given the experimentally observed σa1...ani ?. To try to answer this
question, a number of technical tools and results are needed:
– MC generators producing theoretical predictions for various NP scenarios.
– Detector level simulations of NP models, in order to verify their independence from the
data correction.
– All the relations between observables and theory parameters.
– A software framework to perform the fit.
All these aspects introduce additional technical difficulties which will be discussed in Sec-
tion I.6.4.
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I.4 Effective field theories
I.4.1 Introduction
At the heart of effective field theories lies the idea of adding a series of higher dimensional
operators to a Lagrangian. In principle, adding operators of mass dimension bigger than four
to a Lagrangian in four space-time dimensions renders the latter non-renormalizable in the
classical sense. However, if this effective Lagrangian is interpreted as a series expansion in
operator dimensions, it can be shown that the new Lagrangian is renormalizable order by order
in such expansion.
This result is closely related with the Wilsonian interpretation of ultraviolet divergences,
where the higher dimensional operators are suppressed by powers of some energy scale (a cut-off
scale). This way, they can be understood as a collection of non-local operators, parametrising
the effects of the local, renormalizable, operators of the theory in the UV regime.
For this reason, such an effective Lagrangian can be used to parametrize SM deviations
and ultimately lead to the development of an improved version of the Standard Model, valid in
higher energy regimes. Any effective Lagrangian, describing SM deviations, can be written as
LEff = LSM +
∑
n>4
∑
i
ai
Λn−4
O(n)i , (I.42)
where O(n)i are higher dimensional operators, built out of SM fields, Λ is the cut-off scale for the
effective theory, and the ai are the Wilson coefficients for the new operators, acting as effective
couplings. In this section we will discuss how to build such a Lagrangian and make predictions
with it.
I.4.2 Fermi Effective Theory
Fermi Theory can be seen as the prototype of all EFTs, and as such, we will briefly discuss it
in this section. The first Lagrangian for weak interactions was written by Fermi in 1934, based
on the electromagnetic one, Lem. Its purpose was to explain the neutron decay, also known as
β-decay, n→ p+ e− + νe. After many theoretical efforts Fermi wrote an effective four-fermion
Lagrangian
LF =
GF√
2
J
µ(x)J†µ(x) , (I.43)
where the Jµ are point-like interaction currents. In particular, Jµ(x) = Lµ(x) + Hµ(x), where
L
µ(x) is the weak leptonic current and Hµ(x) the weak hadronic current. This theory considers
the proton and the neutron fields to be fundamental and does not take parity violation into
account. Although it violates the unitarity of the scattering matrix and it is not renormalisable,
Fermi theory proved to be a good effective theory with phenomenological success. Now we
understand that the Fermi theory is a low-energy version of a Yang-Mills QFT. However, the
theory of EW interactions did not appear as a UV completion of Fermi theory, and in fact it took
much longer before the connection between the two was properly understood, for a discussion
on this connection see ref. [45].
The decades after Fermi theory was proposed, namely the 40’s and the 50’s were times
when particle physicists were extremely active. Many small experiments were taking place all
around the world and experimental methods were developing very fast. This way parity violation
was discovered, the V-A structure was detected, as well as SU(2) symmetry and neutral currents,
all these led to the postulation and experimental confirmation of the EW theory.
Without these experimental discoveries, Fermi and his theory colleagues would have been
challenged to discover the SM starting only from the Fermi theory of β-decay and fundamental
25
principles. In this case, a natural way forward could have been to enhance the theory by adding
higher dimensional operators, which respect the known symmetries, as proposed in ref. [46].
Then, it would be possible to make predictions with this new theory and see in which manner the
latter deviate from experiments. This way, information about previously unknown symmetries
such as SU(2) could have been revealed. Theorists may then have written :
LF = GF ψ¯ψψ¯ψ +
∑
i,j
(ψ¯Oiψ)(ψ¯Ojψ)︸ ︷︷ ︸
Oi,j=any other fields
= GF ψ¯ψψ¯ψ + aG
2
F ψ¯ψψ¯ψ + . . . (I.44)
History did not happen like this, but this example illustrates how the theoretical effort
done nowadays in the search for the underlying theory complements what we know at the energies
accessible for us. This procedure by which we add higher dimensional operators to our low-energy
theory in a model-independent way is the so called “bottom-up” approach.
I.4.3 EFT: Top-down approach
In practise, EFT comes in two different flavours, the bottom-up approach that we just outlined,
and the top-down approach. In this section, we will focus on the latter.
The top-down approach is model dependent: it represents a scenario where we want to
study a particular high-energy or UV-complete theory and we try to infer the behaviour and
footprints of this theory in the experimentally accessible low energy regime. One can understand
this technique by looking at the Fermi theory where the UV completion was the SM, or more
concretely, the theory of EW interactions. Back then, the energy regime of the SM was far
beyond what could be probed experimentally, therefore, if one would have wanted to test the
validity of the SM at energies of say, the order of 10GeV, what would be the best strategy to
follow?
The first observation is that particles heavier than the energy regime accessible by our
experiments will not be created. Therefore we can remove them from our theory, since we do
not expect them to appear. However, particles are not always on-shell, and, heavy particles that
are not directly produced in the experiment can nevertheless contribute via loop corrections.
This has the direct implication that we cannot simply remove them from the theory by setting
the masses to infinity and/or the couplings to zero. We have to integrate out the relevant degrees
of freedom using legitimate QFT methods.
The technique of removing heavy particles but keeping the consistency of the QFT, goes
back to the early 80’s [47], in the context of quantum gravity, and makes use of a technique
called Background Field Method (BFM) to integrate out the heavy states in the path integral.
+
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2−M2φ
φ ∂µ∂
µ
pµp
µ
M4φ
1
M2φ
p
2
<<M2φ + . . .
Fig. I.6: In the top-down approach the heavy particles (a scalar φ field in this case) are integrated
out by taking the limit M2φ >>| p2 |. This way the propagator contracts to become a vertex.
After we identify the the cut-off scale of the UV theory, and integrate out the particles
above this scale, the last step is to make predictions for the low energy regime using the new
and simplified effective scenario.
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To understand how heavy particles are integrated out, we can do a simple exercise: imagine
some heavy singlet under SU(2), represented by a scalar field S with a mass MS much bigger
than the SM masses and construct the singlet extension of the SM (SESM). This SM extension
was born in the 80’s as a dark matter candidate, in Ref. [48], it is also often used in the context
of Higgs physics and LHC phenomenology see for instance Refs. [49–53], as well as more exotic
scenarios: to guarantee the stability of the EW vacuum at very high energies, in Ref. [54], or to
describe baryogenesis, in Ref. [55, 56],
LUV = LSM + LS ,
LS =
1
2(∂µS)(∂
µ
S)− 12M
2
SS
2 − λ1S4 −
λ12
2 S
2(2vH +H2 + 2φ+φ− + χ2) ,
(I.45)
where ϕ is the scalar doublet of the SM and φ, χ the unphysical Goldstone fields. To remove
the heavy field S from the Lagrangian, we have to integrate it out. This can be done either by
diagrammatically or by using functional methods. Here we will outline the latter.
To integrate out the field S, we write down a path integral over that field. This can be
understood as keeping all SM fields fixed (also called “background fields”) with the heavy ones
being dynamic. The effective action then becomes:
Seff = exp
{
i
∫
d
4
xLeff
}
∼
∫
DS exp
{ i
2
∫
d
4
x[12(∂µS)(∂
µ
S)−M2SS2 − S2F (ϕ)]
}
. (I.46)
For the interested reader, this procedure is discussed in detail in Refs. [57, 58] in the context of
a heavy Higgs in the SM. Here we just show the basic steps.
exp
{
i
∫
d
4
xLeff
}
=
∫
DS exp
{−i
2
∫
d
4
x
∫
d
4
yS(x)(∂2x +M
2
S + F (x))δ(x− y)S(y))
}
= exp
{
Det
[
(∂2x +M
2
S + F (x))δ(x− y)
]− 12}
= exp
{
−12T r{ln(∂
2
x +M
2
S + F (x))δ(x− y))}
}
.
(I.47)
Now we can take the decoupling limit MS →∞
T r
{
ln
[(
−∂2x −M2S − F (x)
)
δ(x− y)
]}
=
∫
d
4
x
∫
d
4
p
(2pi)4
ln
(
−(∂x + ip)2 −M2S − F (x)
)
=
∫
d
4
x
∫
d
4
p
(2pi)4
ln
(
p
2 −M2S − 2ipµ∂µx − ∂2x − F (x)
)
= −
∞∑
n=1
1
n
∫
d
4
x
d
4
p
(2pi)4
(
2ipµ∂
µ
x + ∂
2
x + F (x)
p
2 −M2S
)n
+ const.
=
∫
d
4
x
d
4
p
(2pi)4
[
F (x)
p
2 −M2S
+ (F (x))
2
2(p2 −M2S)2
+ F (x)∂
2
xF (x) + F (x)
3
3(p2 −M2S)3
+O(M−4S )
]
+ const. ,
(I.48)
where we used the following identity,
ln(−∂2x −M2S − F (x))δ(x− y)) = ln(−∂2x −M2S − F (x))
∫
d
4
p
(2pi)4
e
ip(x−y) =
27
=
∫
d
4
p
(2pi)4
e
ip(x−y)ln(−(∂x + ip)2 −M2S − F (x)) .
Written in a more compact way:
T r{ln
[(
−∂2x −M2S − F (x)
)
δ(x− y)
]
}
= −i
16pi2
∫
d
4
x
[
I01F (x) +
I02
2 F (x)
2 + I033
(
F (x)∂2xF (x) + F (x)
3
)]
,
(I.49)
with the momentum integrals defined as,
Iklgµ1...µ2k =
(2piµ)4−D
ipi
2
∫
d
D
p
pµ1 . . . pµ2k
(p2 −M2S)l
= gµ1...µ2k
(−1)(k+l)
2k
Γ(l − k − D2 )
Γ(l) (4piµ
2)
4−D
2 M
D+2k−2l
S .
(I.50)
Substituting the integrals of Eq.(I.4.3) in the expression in Eq.(I.4.3), and this in Leff we find:
Leff =
1
32pi2
[
c1(ϕ
†
ϕ) + c2(ϕ
†
ϕ)2 + c3(ϕ
†
ϕ)∂2x(ϕ
†
ϕ) + c4(ϕ
†
ϕ)3
]
= 1
32pi2
[
− λ
2
12
3M2S
(ϕ†ϕ)∂2x(ϕ
†
ϕ)− 4λ
3
12
3M2S
(ϕ†ϕ)3
]
+O(M−4S ) .
(I.51)
In the last step we have used the Appelquist-Carazzone theorem of Ref. [59] to remove
some of the operators whose Wilson coefficients are mass-suppressed. Observe that in this case,
the scale of new physics is: Λ2 = M2S , however if we were working with the mass eigenbasis
instead of with the weak eigenbasis, the scale would have to be extracted from:
M
2
S = Λ
2 ∑
n=0
ξn
(
M
2
W
Λ2
)n
, (I.52)
where ξn is a parameter dependent on the model we are studying. We can see that the difference
between both scales is sub-leading, however the question of the scale choice is a non-trivial one
and should be carefully addressed before choosing the cut-off for the EFT calculation.
I.4.3.1 The Background Field Method
To quantize a gauge theory in the conventional approach it is necessary to choose a gauge and
the corresponding Faddeev-Popov ghost Lagrangian. Then, when the gauge has been fixed, the
Feynman rules can be read from the Lagrangian which is, by construction, not invariant any more
under a gauge transformation of the fields and requires the Becchi-Rouet-Stora-Tyutin (BRST)
global supersymmetry introduced in the mid-1970s in Ref. [60]. Consequently, quantities with no
direct physical meaning, like Green’s functions, are not gauge invariant. On the other hand, the
gauge dependence consistently cancels when computing physical quantities like the S -matrix.
The Background Field Method introduced in Refs. [61–66] is a technique that was devel-
oped in the 80’s in the context of quantum gravity, to preserve some degree of gauge invariance
in every step of the calculation; for instance, in any gauge theory the gauge-fixing term can be
chosen to involve only the quantum fields and not the classical ones.
Another benefit of working with the BFM at the one-loop level, comes from the fact that
it is possible to take apart, for a generic field φ of the theory, a classical field φˆ and its quantum
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fluctuation φ. The so-called background field φˆ can only appear on external lines, while the
quantum field φ only as an internal line in loops. Then, considering the generating functional
Z[J ] =
∫
Dφ exp i{S[φ] + J · φ} (I.53)
of the Green’s functions of the considered theory (for simplicity here, φ is a scalar field and we
do not consider a gauge theory), it is possible to define the analogous functional
Z˜[J, φˆ] =
∫
Dφ exp i{S[φˆ+ φ] + J · φ} , (I.54)
obtained by the substitution φ → φˆ + φ in the action. Here, the background field φˆ can
be considered as an additional source. When defining the generating functional for the One
Particle Irreducible (1PI) Green’s functions of the theory
Γ[φ¯] = W [J ]− J · φ¯ ,
W [J ] = −i lnZ[J ], φ¯ = δW
δJ
,
(I.55)
a similar functional can be defined in presence of the background field φˆ,
Γ˜[φ˜, φˆ] = W˜ [J, φˆ]− J · φ˜ ,
W˜ [J, φˆ] = −i ln Z˜[J, φˆ], φ˜ = δW˜
δJ
.
(I.56)
Applying the previous definitions one recovers the main result of Ref. [63], that
Γ˜[0, φˆ] = Γ[φˆ] . (I.57)
This equation provides an alternative way to compute the generating functional of 1PI Green’s
functions Γ by using the background field functional Γ˜[φ˜, φˆ], i.e. the conventional functional in
presence of the background field φˆ.
Functional derivatives of Γ˜[φ˜, φˆ] with respect to φ˜ would generate 1PI Green’s functions
with external φ field, in presence of the background field φˆ. Since the latter does not appear
in the functional integral, it cannot be present in the internal lines of the Green’s functions.
Moreover, since the functional Γ˜[0, φˆ] in Eq. (I.57) does not depend on φ˜, it cannot generate
Green’s functions with external φ lines, but only with external φˆ lines. These considerations
explain why φˆ and φ are called “background” and “quantum” fields respectively, and why they
can only appear respectively on external and loop lines.
For this reason, the BFM provides a good bookkeeping framework that can be used when
integrating out heavy degrees of freedom from the path integral: when performing the path
integral over the heavy fields (reported in Eq. (I.58)), we have a solid argument to state that only
the Lagrangian terms that are bilinear in the integration variable Φ matter for the computation
of the one-loop effective action. Then,
– couplings with exactly one quantum field are not relevant for one-loop diagrams (however,
terms with one heavy quantum field are retained in the functional integration, in couplings
with two quantum fields, of which only one is heavy),
– couplings with more than two quantum fields are only needed beyond one loop (analogously
to the previous remark, in this case terms containing more than two heavy fields are
retained, given that no more than two quantum fields are present).
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After the application of the BFM, to work at the one-loop level, the action of Eq.(I.54) contains
only linear and bilinear terms in the quantum heavy field. Linear terms can be shifted away by
a redefinition of the heavy quantum field, and the functional integral over the heavy quantum
field can be performed by means of Gaussian integration. This has been used, for example, in
Refs. [57, 58] in the context of the SM.
I.4.3.2 The Covariant Derivative Expansion
A very similar, equivalent, approach was first proposed by Mary K. Gaillard in Ref. [67] and
went relatively unadvertised until 2012 when an EFT review, Ref. [68], put it back on the scope.
This approach is known as the Covariant Derivative Expansion (CDE). It relies on the same
physical ideas as the BFM but focusses on the steps needed to derive Γ[φˆ].
Given the action of a theory with a heavy field Φ and a lighter one φ: S[φ,Φ] the effective
action after integrating out the heavy field at the cut-off scale µ, can be written in terms of a
path integral, just as we did in Eq. (I.46)
e
iSeff [φ](µ) =
∫
DΦeiS[φ,Φ] . (I.58)
Up to this point, everything is similar to the example shown in Eqs. (I.45)-(I.51). The CDE
approach introduces an elegant way of solving this path integral analytically in a gauge-invariant
way.
To solve (I.58), we use the saddle point approximation, namely, we do a Taylor expansion
of the exponent on the r.h.s. such that we can solve the path integral term by term of the power
expansion, in particular we expand around the minimum of the action:
δS
δΦ = 0 ⇒ Φc[φ]
S[φ,Φc + η] = S[Φc] +
1
2
δ
2
S
δΦ2
∣∣∣∣∣
Φc
η
2 +O(η3) + . . .
(I.59)
this way, the path integral becomes easier to solve,
e
iSeff =
∫
DηeiS[φ,Φc+η]
≈ eiS[Φc]
det
− δ2S
δΦ2
∣∣∣∣∣
Φc
−1/2
Seff ≈ S[Φc] +
1
2Tr log
− δ2S
δΦ2
∣∣∣∣∣
Φc
 . (I.60)
Eq. (I.60) can be applied to any UV action that we want to solve. If we want to find a more
explicit expression, we observe that almost any Lagrangian can be cast in the following form,
L = Φ†B︸ ︷︷ ︸
B(φ(x))
+B†Φ + Φ†(−D2 −m2 − U︸︷︷︸
U(φ(x))
)Φ +O(Φ3,Φ4, . . . ) . (I.61)
Solving the equation of motion for Φ we find:
Φc =
B
D
2 +m2 + U
+O(Φ2) . (I.62)
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In order to simplify this expression, we make an inverse mass expansion of Φc:
Φc ≈
1
m
2B +
1
m
2 (−D
2 − U) 1
m
2B +
1
m
2 (−D
2 − U) 1
m
2 (−D
2 − U) 1
m
2B + . . . (I.63)
The name CDE comes from the fact that we leave D2 contracted rather than making it explicit
and expanding in powers of4
(
∂
2
m
2
)
. Replacing ΦC in (I.61), we find the effective Lagrangian at
tree level:
Leff,tree = B†
1
m
2B︸ ︷︷ ︸
dim-6 operator
+B† 1
m
2 (−D
2 − U) 1
m
2B︸ ︷︷ ︸
dim-8 operator
+ higher dim. ops . (I.64)
To find the one-loop part of the effective Lagrangian, we have to solve the last term in
(I.60). The details about the calculation of the functional trace and log can be found in Ref. [68],
as well as tables of “universal” results and many detailed examples. Repeating these examples
would be an useful exercise for the reader interested in functional methods. Here, however, we
simply focus on the physical content rather than on the algebra, and we will not repeat the
derivations.
As discussed earlier, both the CDE and BFM methods rely on fixing the heavy fields while
making the light ones dynamic. Looking at the diagrammatic interpretation of the method
(see Fig. I.7) one can rapidly realize a flaw, namely the diagrams with heavy fields inside the
loops are not being taken into account. It can be argued that the contribution of these diagrams
to the Wilson coefficients of interest is generally small, however it is not advisable to use the
previous equations without making sure of the size of the neglected contribution.
This problem was first pointed out in Ref. [69] and further discussed in Ref. [70]. Later,
the authors of the original CDE paper proposed the following solution in Ref. [71]. Eq. (I.60)
for the one-loop effective action,
Seff ≈ S [ΦC ]︸ ︷︷ ︸
tree-level
+ i2Tr log
− δ2S
δΦ2
∣∣∣∣∣
ΦC

︸ ︷︷ ︸
one-loop
, (I.65)
has to be corrected by adding a non-local term,
Γ[φ] = Seff [φ] +
i
2log det
(
−δ2S
δφ
2
)
︸ ︷︷ ︸
non-local term
, (I.66)
which accounts for the neglected terms. Unfortunately it is no longer possible to find a universal
result since the non-local term depends on the tadpoles and self energies of the particular theory
that we are studying. In that case, the remaining non-universal loop diagrams can be solved
diagrammatically, as it was done for example in Ref. [70].
The connection with Fermi theory is now clear: the UV theory in this case is the elec-
troweak sector of the SM, and the energy scale above which we will cut is related to the mass of
the heavy particles, MW . We can thus apply either the BFM or the CDE and integrate out the
W bosons from our theory, shrinking the propagator to a point, and the full diagram becomes
a vertex, as shown in Fig. I.6.
4This seems counter-intuitive, but there are many examples where an expansion in powers of ∂
2
m
2 is more useful,
due to the x integration in
∫
dxL
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Fig. I.7: Diagrammatic interpretation of the BFM. Diagrams with mixed heavy and light fields,
like the ones in the bottom row, are not taken into account by the naive CDE method.
I.4.3.3 Matching of the UV and SM scales
After deriving the effective Lagrangian, there is one more step necessary before we can make
predictions. As we know from a general QFT, the masses and couplings are not constant,
and their precise value depends on the scale we are looking at. We commonly say that these
parameters run with the scale.
Therefore the value of the effective couplings that we extracted using the previous methods
has to be evolved down to the scale of interest to us. As an illustration, in the singlet example
of Eq. (I.51), the coefficients in front of the dim = 6 operators,
(ϕ†ϕ)∂2x(ϕ
†
ϕ) , (ϕ†ϕ)3 , (I.67)
at the scale Λ2 = M2S are given by
c1(MS) =
1
32pi2
−λ212
3 ,
c2(MS) =
1
32pi2
−4λ312
3 ,
respectively. In order to find these coefficients at the scale of our experiment (which might be
MW ,mb,mH , . . . , depending on the process we are looking at) there are two possible approaches:
– The fastest and most commonly used approach relies on the Renormalisation Group (RG)
flow equations, see for example Ref. [72]. At LO, one has
ci(MW ) 6= ci(Λ), ⇒ ci(MW ) = ci(Λ)−
∑
j
1
16pi2
γijcj(Λ)log
Λ
MW
(I.68)
where γij is the anomalous dimension matrix. The full equation is:
dci(µ)
dlogµ =
∑
j
1
16pi2
γijcj .
– The other possible approach is more rigorous: we can perform the full renormalisation of
the newly found effective Lagrangian, in Eq. (I.51), and the values of the coefficients at
the new scale will be fixed at the point when we choose the renormalisation scheme and
the set of input parameters. For the example of a heavy singlet, the full procedure was
carried out in Ref. [70]. Further details on the renormalisation procedure will be given in
Section I.4.6 in the context of the bottom-up approach.
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After we have computed the values of ci(MW ) we can start to make predictions for physical
processes with the effective theory. However, as pointed out in Ref. [73], the effective operator
expansion is only slowly converging at best. The agreement between the SMEFT and a range of
UV-complete models depends sensitively on the appropriate definition of the matching and can
be systematically improved through an appropriate matching procedure at the one loop level;
matching schemes based solely on leading logarithms are not useful for any kind of precision
physics.
I.4.4 Fine points in EFT
It is important to note that the EFT that we are discussing here is the “continuum EFT”
introduced by Georgi in Refs. [74, 75]. The main question is: how can an EFT be constructed
without appealing to a cut-off that will prevent us from using dimensional regularisation? For
top-down constructions, the initial momentum splitting of the fields in a Wilsonian EFT and
the integration over the heavy modes, is replaced in a continuum EFT by the following steps,
– First, start with a dimensionally-regularised theory with Lagrangian density L(φ , Φ)
where φ are the light fields and Φ the heavy ones.
– Then, evolve the theory to a lower scale using RG flow equations, Eq. (I.4.3.3).
– When below some scale, say M , the EFT is changed to a new one without the Φ -fields
L(φ) + ∆L(φ) where ∆L encodes a “matching correction” that includes any new non-
renormalisable interactions that may be required. The matching condition is defined so
that the physics of the light fields is the same in the two theories at the boundary M . At
leading order this condition is trivial: it represents the continuity of the couplings at the
matching scale. At NLO and beyond this is not the case any more.
– For explicit calculations, ∆L is expanded in a complete set of local operators.
To summarise, in the construction of a Wilsonian EFT, the heavy fields are first integrated
out of the underlying high-energy theory and the resulting Wilsonian effective action is then
expanded in a series of local operator terms. The cutoff in a Wilsonian EFT plays a double role:
first, it explicitly separates the low-energy physics from the high-energy physics; and second, it
regulates divergent integrals in the calculation of observable quantities.
In the construction of a continuum EFT, the heavy fields initially remain in the underlying
high-energy theory, which is first evolved down to the appropriate energy scale. The continuum
EFT is then constructed by completely removing the heavy fields from the high-energy theory,
as opposed to integrating them out; and this removal is compensated for by an appropriate
matching calculation. For a detailed description see Ref. [76].
I.4.5 EFT Bottom-Up approach
If we think about the phenomenological application of EFTs, we can say that the top-down option
generates the following chain: UV complete theory→ EFT (preferably at NLO) + Parton Shower
→ data analysis → experimental fit to Wilson coefficients. Whilst in the bottom-up approach
instead the chain is: SM data analysis → observable → EFT at NLO fit to Wilson coefficients.
An EFT can be used also in those cases in which we do not integrate out explicitly the
heavy degrees of freedom. Once we have a theory which describes quite well the physics on
the scale which we explore, we can build up new interactions which would account for the small
deviations. This requires the assumption that the “real” NP (i.e. new resonances), lie high above
the currently available experimental scale. Note that this description is model independent - we
do not make any a priori assumptions about the underlying UV theory. The SMEFT approach
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Field φ Ψ Fµν Dµ
[M ] 1 32 2 1
Table I.5: The mass dimensions of the fields in Lagrangian.
Field SU(3) SU(2) U(1)
ϕ 1 2 12
LL 1 2 −12
eR 1 1 -1
QL 3 2 16
uR 3 1 23
dR 3 1 13
Table I.6: Gauge representations for the SM. A singlet is denoted by 1, a doublet by 2 etc.
is therefore very different to studies of specific models such as supersymmetry or compositeness.
Nevertheless, the two approaches are complementary and they can each benefit from the other.
For reviews we refer to Refs. [47, 75,77–92].
To consistently build the EFT operators, we start by taking all fields and derivatives which
are present in the renormalisable theory and combine them in the gauge and Lorentz invariant
way building the higher-dimension operators.
If we do so with the SM fields we would find that the only operator with dimension 5
which can be built is the neutrino Majorana mass term,
(ϕ˜†li)
T
C(ϕ˜†lj) , (I.69)
which was first described by Weinberg in Ref. [93]. Since neutrinos cannot be directly observed at
the LHC, this operator is mostly explored in neutrino experiments and is generally not included
in the SMEFT description.
If we combine fields further we find out that there are many more operators arising at
dim = 6. As a first example, there are the the four fermion interactions which we saw in
the Fermi theory, see Table I.8. These four fermion interactions are nowadays used to study
deviations from SM predictions in B meson decays, but can appear as well in many other SM
processes.
Considering the whole particle content of the SM, there are many other operators that can
be built at dim = 6. Let us first note that the square of the Higgs doublet, ϕ†ϕ, is both Lorentz
and gauge invariant, as can be read from Table I.6. From Table I.5 we easily conclude that ϕ†ϕ
has mass dimension 2, and therefore, multiplying any of the SM terms by ϕ†ϕ produces terms
of dimension 6. This way, we can obtain the following terms (see Table I.7):
– Scalar interactions, (ϕ†ϕ)3 (class ϕ6 of Table I.7).
– Gauge boson kinetic terms multiplied by ϕ†ϕ (class X2ϕ2).
– Yukawa couplings multiplied by ϕ†ϕ (class ψ2ϕ3).
Since ϕ can be expanded around the constant VEV (v), these operators generally lead to
modifications of the SM couplings. For example, in the SM, the cubic Higgs coupling is fully
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Table I.7: Bosonic operators of the Warsaw basis. Table from Ref. [94].
determined by the λ - quartic coupling constant and VEV, while the (ϕ†ϕ)3 operator changes
this relation. Similarly the SM Yukawa couplings depend only on the particle mass and VEV,
while using operators of the form v2 l¯ϕe modifies this dependence.
There are other classes of operators which are not simply multiplications of the SM ones.
For instance:
– The cubic field strength operators (class X3 in Table I.7), which need to be multiplied by
the appropriate structure constants (SU(3) or SU(2)) in order to be gauge invariant.
– The magnetic dipole operators, which combine the Higgs doublet, fermions and gauge
fields in a way not present in the SM. This is the class ψ2Xφ in Table I.7.
Looking at Table I.5 and Table I.6, we can think of other classes of dim = 6 operators which
we can write down, e.g. D4ϕ2 or XD2ϕ2. However, these can be reduced into the other classes
of operators mentioned above using the Equations of Motion (EoM) and Fierz identities. Why
and how the other classes of operators can be reduced to the presented minimal basis (i.e. a
complete and non-redundant set of higher-dimensional operators) is described in Ref. [94].
The general form of the SMEFT Lagrangian reads:
L = LSM +
a5
Λ O5 + Σi
a
(i)
6
Λ2
O(i)6 +O(Λ−3) (I.70)
where the dimensionless coefficients ai are the Wilson coefficients of the higher dimensional
operators, which are suppressed by powers of the mass scale, Λ, such that each term in the
Lagrangian has a mass dimension equal to 4. As we can recall from the example from the
previous section, Λ plays the analogous role as the W boson mass in the Fermi theory. Indeed,
the meaning of the Λ is the common scale above which we expose the heavy degrees of freedom
of the full theory Since we do not make any assumption about the NP (other that it is well
separable from SM, and obeys Lorentz and gauge invariance), we do not automatically identify
it with the onset of new resonances.
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Table I.8: Fermionic operators of the Warsaw basis. Table from Ref. [94].
It is also important to note that there is not a one-to-one correspondence between co-
efficients and measurements, since one operator can contribute to many observables and one
observable may depend on more that one operator.
Examples: SMEFT at LO
Let us show this with the example of gluon fusion Higgs production at LHC. At LO in the SM,
there is just one diagram that contributes to this process:
In the SMEFT, there are contributions from three different dimension 6 operators:
– c1
Λ2
O1 ∼ αspivagHG
a
µνG
µνa → Higgs-gluon-gluon coupling
– c2
Λ2
O2 ∼ mtv attt¯H → Higgs- tt¯
– c4
Λ2
O4 ∼ gsmt2v3 atg(v +H)G
a
µν(t¯Lσ
µνTatR + h.c.) → chromomagnetic operator
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Another example is top pair production, where there is a contribution from the chromomagnetic
operator Q¯LHσ
µν
T
a
uRG
a
µν + h.c.:
or tt¯H associated production:
Observe that we have always inserted precisely one EFT operator per diagram. The
motivation for this will be discussed later.
I.4.6 SMEFT at NLO
SMEFT is an active area of research that is moving towards NLO predictions. NLO in the
SMEFT is important for two reasons: from a phenomenological point of view NLO is important
for capturing potentially large QCD K-factors in total rates, gaining greater sensitivity. In
this way we can verify stability of differential information beyond leading order with consistent
estimates of the scale uncertainty. This programme has already been started with Refs. [95,96].
Thus, interpreting the data using theoretical results developed beyond LO can often be
crucial for the SMEFT. NLO calculations (not only NLO QCD) should be used if they are
available, as argued in Ref. [97]. NLO calculations help characterize (and reduce) theoretical
uncertainties and allow the consistent incorporation of precise measurements in the SMEFT.
NLO interpretations of the data will be critical in the event that deviations from the SM emerge
over the course of LHC operations.
From a more formal point of view we can say that, although different in the UV, the SM
and SMEFT are both examples of a QFT; therefore, NLO SMEFT requires renormalisation.
Details of renormalisation in the SMEFT can be found in Refs. [97, 98]. However, we stress
that consistent removal of UV poles in SMEFT, i.e. closure of SMEFT under renormalisation,
requires starting from a basis of higher dimensional operators, that respects the full gauge
symmetries. Inevitably, the renormalisation scheme will be a mixed one, on-shell for the SM
parameters and MS for the Wilson coefficients.
One question often raised concerns the “optimal” parametrization of the dim > 4 basis;
once again, all sets of gauge invariant, dimension d > 4 operators, none of which is redundant,
form a basis and all bases are equivalent. For a formal definition of redundancy see Sect. 3 of
Ref. [99].
I.4.6.1 Renormalisation abridged
It is worth discussing how the problems described in Section I.2.3. in particular in Eq. (I.20),
are solved in the SMEFT. Consider again the process H → b¯b at NLO in SMEFT. Ultraviolet
poles in self-energies and transitions, e.g. the H self-energy etc, are eliminated by extending the
usual definition of counterterms for fields and SM parameters,
δZi =
1
¯
g
2
16pi2
[
δZ
(4)
i + g6 δZ
(6)
i
]
, (I.71)
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more details can be found in Ref. [98]. Here we use the MS prescription where ¯−1 = 2/(4 −
D)− γ− ln pi− lnµ2R, γ is the Euler-Mascheroni constant, g is the SU(2) coupling constant and
µR is the renormalisation scale. Furthermore, g4+2k = 1/(
√
2GFΛ
2)k, where GF is the Fermi
coupling constant. Note that we have made no attempt to go beyond dim = 6. Extension of the
basis for dim > 6 has been considered in Refs. [100–103].
First we define combinations of Wilson coefficients as follows:
aZZ = s
2
W aφB + c
2
W aφW − sW cW aWB ,
aAA = c
2
W aφB + s
2
W aφW + sW cW aφB ,
aAZ = 2cW sW
(
aφW − aφB
)
+
(
2c2W − 1
)
aφWB .
(I.72)
We present the result for the renormalisation of the Higgs mass, in the limit where only mt is
kept finite (5-flavour scheme). The SM counterterm is simple,
δZ
(4)
mH
= 32
M
2
W
m
2
H
1 + 2 c4θ
c
4
θ
− 32
4m4t −m2H m2t −m4H
M
2
W m
2
H
− 12
1 + 2 c2θ
c
2
θ
, (I.73)
where cθ = MW /MZ . For dim = 6 there are more terms and we write
δZ
(6)
mH
=
∑
i∈A
Ci ai , (I.74)
where {A} = {AA , ZZ , AZ , φD , φ , φ , tφ }. The result is as follows:
CAA = −
9− 8 s2θ
c
2
θ
s
2
θ
− 3 4m
4
t −m2H m2t −m4H
M
2
W m
2
H
s
2
θ + 3
M
2
W
m
2
H
1 + 10 c4θ
c
4
θ
s
2
θ ,
CZZ = −
3 + c2θ + 8 c
4
θ
c
2
θ
− 3 4m
4
t −m2H m2t −m4H
M
2
W m
2
H
c
2
θ + 3
M
2
W
m
2
H
4 + c2θ + 10 c
6
θ
c
4
θ
,
CAZ = −3
4m4t −m2H m2t −m4H
M
2
W m
2
H
cθ sθ
+ 3 sθ
cθ
M
2
W
m
2
H
1 + 10 c4θ
c
2
θ
− sθ
cθ
(1 + 8 c2θ) ,
CφD = −
1
8
5− 4 c2θ
c
2
θ
+ 38
8m4t − 2m2H m2t − 7m4H
M
2
W m
2
H
+ 34
M
2
W
m
2
H
3− 2 c4θ
c
4
θ
,
Cφ = −
1 + 2 c2θ
c
2
θ
− 12m
4
t − 3m2H m2t − 11m4H
M
2
W m
2
H
+ 3 M
2
W
m
2
H
1 + 2 c4θ
c
4
θ
,
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Cφ = −33− 3
M
2
W
m
2
H
1 + 2 c2θ
c
2
θ
,
Ct φ = −3
8m2t −m2H
M
2
W m
2
H
m
2
t . (I.75)
This example is enough to show the complexity of renormalisation in the SMEFT. In fact, this is
only the first step of the renormalisation procedure since MW ,mH and mt are the renormalized
masses but we still need a new set of lengthy equations (notreported here) of the form mH =
mH(IPS) etc, where IPS stands for the input parameter set, in order to connect these quantities
with experimentally measured ones and so, complete the finite renormalisation procedure.
Further, UV poles in Green’s functions with three or more legs contain residual dim = 6
divergences that can only be removed by introducing a mixing of Wilson coefficients,
ai =
∑
j
Zij a
ren
j , Zij = δij +
1
¯
g
2
16pi2
δZij . (I.76)
For H → b¯b we will have non-zero entries when ab ϕ mixes with the other 25 Wilson coefficients
(without neglecting light quark masses) introduced in Table I.7 and in Table I.8. For instance,
the mixing of ab ϕ with at ϕ is given by
3
4
m
2
t
M
2
W
− 32
∑
i=u,c
m
2
i
M
2
W
. (I.77)
It is worth noting again that the renormalisation of Wilson coefficients is performed in the
MS -scheme, i.e. giving a residual dependence on the renormalisation scale.
Operator mixings are important: mixing means that in general the Wilson coefficients at
low scale are related. One immediate consequence is that assumptions about some coefficients
being zero at low scales are in general not valid. A global point of view is required and contri-
butions from individual couplings may not make sense and only their sum is meaningful. Note
also that operator mixing is not symmetric. A simplified example is as follows: consider the
sub-set { a
t φ
, at g }. Starting with at g = 1 and at φ = 0 at 1TeV one obtains at g = 0.98 and
at φ = 0.45 at mt, see Ref. [95].
The cancellation of UV divergences from all the dim = 6 operators in the Warsaw basis
gives a highly non-trivial check on the calculation. The logarithmic corrections could have been
deduced from the RG analysis. However, the calculation of the full NLO calculation identifies
non-logarithmic terms which would be otherwise missed and which are not always negligible.
We can summarise the situation as follows: NLO is the first order where a non-trivial
SMEFT structure becomes manifest. A nice example of SMEFT scale dependence can be found
in Ref. [95]. Another example can be found in Ref. [104] where it is shown that SMEFT param-
eters contributing to LEP data are formally unbounded when the accuracy of loop corrections
is reached. In other words, the number of SMEFT parameters contributing at one-loop is larger
than the number of available measurements.
The size of these loop effects is generically a correction of the order of a few percent
compared to leading effects in the SMEFT, but even so, multiple large numerical coefficients have
been found at this order. Furthermore, in Ref. [11] it has been shown that there are contributions
from dim = 6 operators, which alter the gbb vertex and introduce sizeable corrections to the
hbb vertex which are unrelated to the SM corrections and cannot be anticipated through a
renormalisation-group analysis.
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We will skip here all technical details related to the treatment of IR/collinear divergences
necessary for computing H → b¯ b γ(g) in the SMEFT. Once a finite S -matrix has been obtained
we can start making approximations, LO SMEFT, NLO SMEFT in the PTG scenario 5 and the
full NLO SMEFT. Note that the LO SMEFT involves the following Wilson coefficients:
aϕW , aϕD , aϕ , ab ϕ , (I.78)
but only the combination
aϕW −
1
4 aϕD + aϕ − ab ϕ (I.79)
appears when computing observables. In the NLO SMEFT additional Wilson coefficients will
be present, i.e. we will have more “generalized” kappas and more sub-amplitudes, and some of
them will not factorize onto the SM LO/NLO amplitudes.
The renormalisation procedure continues until all UV poles have been eliminated. There-
fore, we will have the following scheme:
– Compute the (on-shell) decay h(P )→ Aµ(p1)Aν(p2); the amplitude, containing only one
Lorentz structure, is made UV finite by mixing aAA with aAA , aZZ , aAZ and aQW .
– Compute the (on-shell) decay h(P ) → Aµ(p1)Zν(p2); the amplitude, containing only one
Lorentz structure, is made UV finite by mixing aAZ with aAA , aZZ , aAZ and aQW .
– Compute the (on-shell) decay h(P ) → Zµ(p1)Zν(p2). The amplitude contains a part
proportional to gµν (D) and a part proportional to pµ2 pν1 (P). Mixing of aZZ with other
Wilson coefficients makes P UV finite, while the mixing of aφ makes D UV finite.
– Continue until there are no Wilson coefficients left free, so that UV finiteness follows from
gauge cancellations, which follow from having selected a “basis’.
I.4.7 Predictions using the Dimension 6 Lagrangian
I.4.7.1 Amplitudes in SMEFT
Any amplitude for 1 → 2 processes, in the SMEFT, can be written in the following way, as
proposed in Ref. [98]:
A =
∞∑
n=N
g
nA(4)n +
∞∑
n=N6
n∑
`=0
∞∑
k=`
g
n
g
`
4+2kA(4+2k)n`k , g4+2k =
1
(
√
2GFΛ
2)k
, (I.80)
where g is the SU(2) coupling constant, and g4+2k = g
k
6 is the new coupling constant. Λ is the
scale of new physics. N is the number of vertices at leading order (i.e. 1 for H → V V , 3 for
H → γγ etc.), and N6 is 1 for tree initiated processes and N − 2 for loop initiated ones.
As we can see from Eq. (I.80), there is more than one expansion parameter for the am-
plitude, and this is a key fact to consider when doing EFT predictions. Namely, the power
counting for the perturbative expansion grows simultaneously in two directions: we can go to
higher loops, like in the SM perturbation theory, or we can go to higher orders in the 1/Λ
expansion. Because both the former and the latter corrections depend on the size of Λ it is a
priori not possible to determine which are more relevant, as sketched in Fig. I.8.
Even when we consider going to higher orders in perturbation theory, but restricting
ourselves to dimension 6, there is the question of how many operator insertions should we
include at each level. For example: if a tree level diagram with one dim = 6 operator is “LO
5For a definition of potentially-tree-generated (PTG) operators see Ref. [99]
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Fig. I.8: The power counting in perturbative SMEFT grows in two directions: higher loops, and
higher dimensional operators.
EFT” and a one-loop diagram with one dim = 6 operator and one SM operator is “NLO EFT”,
where do we put a diagram with tree topology but two dim = 6 operators?.
Traditionally, the community works with only one dim = 6 operator per diagram, both at
tree and loop level, since each of these vertices is suppressed by two powers of the cut-off scale
(1/Λ2), which we consider to be big enough. However this raises the question of which terms
shall we keep or discard when squaring the amplitude (terms with only one operator insertion
squared will become sizeable to the interference term of those that we just neglected with the
SM, i.e. of order 1/Λ4. This last fact will be discussed thoroughly in the next section.
Moreover, in the SM, when a particular process is calculated, a common practice is that
a theoretical error is assigned. It can be subtle to assign such an error if we do not have
an estimate for the missing higher order perturbative terms in the SM, and this part of the
calculation is often overlooked, since there are allegedly enough hints perturbative expansions
are legit. However, the need to include theoretical errors when perturbatively expanding the
SMEFT is tied to the fact that different truncations of such expansions can be constructed, and
to the fact that no assumption is done on the size of the Wilson coefficients of the UV theory
nor the scale Λ, and it becomes even more necessary than in the SM case.
In particular, suppose that at some point in the future, we observe some deviation from
the SM. Then, if the experimental precision allows, we could be able to test one-loop corrections
and/or dim = 8 effects. If, on the other hand, no deviation from the SM is observed and limits
on the dim = 6 coefficients are set through a LO procedure, we think that one-loop effects can
be used to express a rough estimate of the corresponding MHOU (SMEFT truncation).
To be more precise, the higher order corrections in SMEFT are normally classified as
follows:
– gg6A
(6)
111 defines LO SMEFT
– g3g6A
(6)
311 defines NLO SMEFT, or the Missing Higher Orders Uncertainty (MHOU) for
LO EFT. g6 stands for a single dim = 6 operator insertion, and it is therefore known as
linear EFT term.
– gg8A(8)112, g3g26A
(6)
321 defines the MHOU for NLO SMEFT. g
2
6 stands for 2 dim = 6 operator
insertions, and it is called quadratic EFT term.
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(a)
(b)
Fig. I.9: The transverse momentum distribution of the vector boson in V h production. In
Fig. I.9a, different ratios of SMEFT and SM cross sections are depicted, the blue lines represent
cross sections where only the linear EFT terms are considered, while the red lines include also
quadratic contributions. Solid and dashed functions represent two different choices for the Λ
scale. In Fig. I.9b, we see a similar prediction, obtained by means of the top-down approach,
where the effective Lagrangian for a UV vector triplet model is studied. This figure is taken
from Ref. [105] with permission from the authors.
Written in a more schematic way we have the following situation:
|A|2 =|ASM +Adim6 +Adim8 + ...|2 =
=|ASM |2 + |ASM ×A(6)|︸ ︷︷ ︸
“linear EFT”
+ |A(6)|2︸ ︷︷ ︸
“quadratic EFT”
+ |ASM ×A(8)|︸ ︷︷ ︸
not available (th.uncertainty)
+ . . . (I.81)
I.4.7.2 To square or not to square?
In order to make predictions with the effective Lagrangian, it is necessary to calculate amplitudes
and cross sections. Amplitudes in SMEFT can generically be expressed as in Eq. (I.80). As we
discussed previously, the square term |Adim6|2 is of the order of 1/Λ4, just as the interference
term of dim = 8, which is usually unavailable. For this reason, it can be argued that it is
inconsistent to include just part of the 1/Λ4 terms. However, it is interesting to analyse the
impact of the inclusion of the squared term in the differential observables in Fig. I.9.
In the following, we will refer as “linear SMEFT” to the case where only the interference
term is considered, and we will refer to “quadratic SMEFT” in the case where |Adim6|2 is also
included. In Fig. I.9a, the transverse momentum spectra of the Z boson from ZH production
is showed, in scenarios with two scales Λ = 1, 2GeV (solid and dashed lines respectively) and in
linear and quadratic SMEFT (blue and red lines respectively). The linear SMEFT for Λ = 1GeV
starts to have negative cross sections above pT ≈ 200GeV, which is cured by the inclusion of
squared terms, which make the distribution positive by definition. It is also clearly visible that
both approaches deviate significantly at higher pT . This behaviour signals the breakdown of the
EFT approximation.
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In Fig. I.9b, where again the pT spectra of the associated vector boson are presented,
four cases were plotted: SM, full theory of a UV triplet vector boson of mass 591GeV and
the low-energy EFT for the previous theory, comparing both linear and linear-plus-quadratic
contributions. The linear and quadratic realisations have very similar behaviour at low pT , but
at higher pT the linear approximation breaks down. The quadratic EFT, although being far
from the full theory, reproduces the behaviour better.
Since the effective operators should be used to describe small deviations from the SM,
the situation in which the inclusion of |Adim6|2 which should be actually suppressed, becomes
necessary, shows the end of the validity regime of the EFT. Once the SMEFT amplitudes are
known, both linear and quadratic SMEFT observables can be generated, and in that case, the
comparison of their behaviour is a good check for the validity of EFT approximation and the
difference of them should definitely be included into the theoretical uncertainty. Additionally
there are other contributions of order 1/Λ4 that should also be studied and included in the
theoretical uncertainty.
The example of how the inclusion of the |Adim6|2 term can change the behaviour of SMEFT
prediction, calls for a more detailed look on the validity of the approach. Although we roughly
describe Λ as the “scale of new physics”, it is evident from the previous example, that it does not
correspond to the breakdown of the approach, since in Fig. I.9a problems started at pt ≈ 200GeV
, well below 1TeV. One of the usual checks of the validity of a perturbative expansion is a study
of perturbative unitarity. Perturbative unitarity is in general violated in EFT, however it can
be used to check energies lower than Λ, since above EFT should be definitely replaced by the
full theory.
To summarise: experiments occur at finite energy and “measure” an effective action
S
eff(Λ); whatever QFT should give low energy Seff(Λ) , ∀Λ < ∞. One also assumes that
there is no fundamental scale above which Seff(Λ) is not defined and Seff(Λ) loses its predictive
power in a process where the scale E approaches Λ; indeed, E = Λ requires ∞ renormalized
parameters.
I.4.7.3 SMEFT validity and unitarity
The SMEFT behaviour is similar to that of renormalisable theories that satisfy unitarity in
perturbation theory; a perturbative expansion in E/Λ always becomes difficult at high enough
energy, and the applicability of the SMEFT will break down in the “tails” of kinematic distri-
butions (or new physics will be seen before the breakdown). Therefore, projecting data into
the SMEFT will have a large intrinsic uncertainty, i.e we do not know what exactly is going on
because the SMEFT interpretation becomes a series where the expansion parameter is close to
1 and/or the perturbative unitarity bound is saturated.
The range of validity of the perturbative expansion in SMEFT is poorly known and uni-
tarity conditions can be used to get additional information. Having said that, EFTs could enjoy
some range of non-perurbative validity before new physics is manifest (which goes under the
name of classicalization, asymptotic safety, etc . . . ).
Finally, one should keep in mind that these are not statements that unitarity is violated
in the SMEFT. Unitarity would be violated, if we could trust the perturbative expansion, which
we cannnot. Perturbative unitarity bounds can be computed, but the bounds also imply that
loops must be important.
To give a brief example, we consider the scattering of longitudinally polarized W bosons.
In the SM,
TSM(W
+
LW
−
L →W+LW−L ) ∼ −
GFm
2
H
4
√
2pi
s→∞ . (I.82)
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Unitarity is not violated, since the amplitude is constant in limit of large s. In the SMEFT,
TSMEFT(W
+
LW
−
L →W+LW−L ) ∼ −
1
32pig6GF (aφD + 2aφ)
s
Λ2
+O(1) , (I.83)
where g6 is the common coupling of dim = 6 SMEFT operators and aX are specific Wilson
coefficients. The SM contributes to the constant part, while the part growing with s is driven by
the new higher dimension interactions. From these equations, we can, by imposing TSMEFT = 1,
estimate the scale at which perturbative unitarity is broken, sC :
|TSMEFT| ∼
1
32pig6GF (aφD + 2aφ)
s
Λ2
< 1
sC <
32pi
g6GF (aφD + 2aφ)
Λ2 .
(I.84)
Note, that from this equation it is not obvious that the scale sC is smaller than Λ
2. However,
it makes no sense to talk about EFT for sC above Λ
2. Thus, in general, we can define number
of scales in EFT, at which we suspect the breakdown of the approximation will occur, and they
should be studied case by case, to find the one which leads to the strongest constraints. Per-
forming calculations above these scales, although still possible, should be treated with extreme
caution.
Finally, imposing a form-factor-like suppression to EFT coefficients in order to avoid uni-
tarity violations at scales E ∼ Λ corresponds (at best) to choosing some specific UV model; in
particular form-factors introduce a second cut-off scale which a priori has nothing to do with
the scale appearing in front of the Wilson coefficients.
In principle, one could introduce a cut-off to forbid unphysical events manually (a pre-
scription also partially used by ATLAS and CMS, known as “event clipping”). Such a cut-off
could also be motivated theoretically by the argument that these events could have never arisen
in a UV-complete theory. However, this leads to a sharp edge in the distribution which does not
resemble any sensible approximation to a UV-complete theory, see Ref. [106] for details and for
a description of EFT, perturbative unitarity and unitarization.
Ref. [107] indicates that the two phenomena of tree-unitarity violation and the onset of
new physics are separate in practice in QCD-like theories with different numbers of colors and
flavours. Unitarity violation happens in elastic scattering well below the energy where the QCD
degrees of freedom are produced. In such a case, there is no other option but that the apparent
unitarity violation must be solved within the effective field theory without recourse to the new
degrees of freedom.
I.4.8 Amplitudes in SMEFT, asymptotic behaviour
To fully understand the “linear” vs. “quadratic” problem we provide the asymptotic behaviour
of the helicity amplitudes for the process qq¯ → HZ as a function of the HZ invariant mass.
From Table I.9 it is easy to understand when and why the linear approach starts giving unphys-
ical results.
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Helicity SM one insertion two insertions
−+− GFM
3
Z
MHZ
MZMHZ
Λ2
MZMHZ
GFΛ
4
Wilson − aZZ , a(1)φq , a(3)φq aAA, aAZ , aZZ , aφD, aφ, a(1)φq , a(3)φq
−+ 0 GFM2Z M
2
HZ
Λ2
M
2
HZ
GFΛ
4
Wilson − a(3)φq , a(1)φq aAA, aAZ , aZZ , aφD, aφ, a(3)φq , a(1)φq
−+ + GFM
3
Z
MHZ
MZMHZ
Λ2
MZMHZ
GFΛ
4
Wilson − aZZ , a(1)φq , a(3)φq aAA, aAZ , aZZ , aφD, aφ, a(1)φq , a(3)φq
Table I.9: LO EFT helicity amplitudes for the process qq¯ → HZ. For each helicity amplitude,
the perturbative order and the involved Wilson coefficients are reported.
Fig. I.10: Original figure from Ref. [46]. Diagrams contributing to the amplitude for H → γγ
in the Rξ-gauge: SM (first row), LO SMEFT (second row), and NLO SMEFT. Black circles
denote the insertion of one dim-6 operator. Σ• implies summing over all insertions in the diagram
(vertex by vertex). For triangles with internal charge flow (t, W± , φ± , X± ) only the clockwise
orientation is shown. Non-equivalent diagrams obtained by the exchange of the two photon lines
are not shown. Higgs and photon wave-function factors are not included. The Fadeev-Popov
ghost fields are denoted by X.
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I.5 Pseudoobservables for the LHC
I.5.1 Pseudoobservables from the LEP times
The LEP collider was operating between 1990 and 2000, in the same tunnel that is now used by
the LHC; at the beginning it was operating at a c.m. energy close to the Z boson mass, more
precisely at |√s−MZ | < 3GeV, and on its second run the energy was raised in order to produce
also W boson pairs, reaching 209GeV.
With each successive energy upgrade of the LEP collider, some hope re-emerged that the
discovery of the Higgs boson was about to happen. Just prior to the planned shutdown of LEP
in 2000, few events that resembled a Higgs boson with a mass of ∼ 115GeV were observed.
This led to the extension of the final LEP run by a few months. But in the end the data
was inconclusive and insufficient to justify another run and the final decision to shut down and
dismantle LEP was taken. This way it was possible to make room for the new Large Hadron
Collider. The analysis of the direct search for the Higgs boson at LEP resulted in a final lower
bound of the Higgs mass 114.4GeV at the 95% confidence level.
The concept of POs was born in the frame of the LEP analysis, see for instance Refs. [108,
109], as a counterpart to the traditional Fiducial Observables (FOs), also called Realistic Ob-
servables (ROs). The POs were designed to have two main features:
– to allow comparison between experiments (i.e. independent of the various detector cuts)
– to be as independent as possible of changes in the underlying theory.
For this purpose, it was needed to find a set of quantities that are well defined in QFT and as
independent as possible of detector fiducial volumes. To start the discussion on the POs used
at LEP we define the matrix element for a Z boson decaying into a fermion pair:
MZ→f f¯ = u¯f/Z(GfV + γ5GfA)vf , (I.85)
where GfV/A are complex valued effective coefficients, which absorb all correction factors and are
evaluated at a scale Q2 = −M2Z .
The strategy followed a LEP in defining the POs was, first of all, to de-convolute the
initial state QED radiation and the final state QED/QCD radiation. This is possible given our
good understanding of the structure of radiation: therefore, we can define a radiator, e.g. for
initial state QED radiation, such that the observed cross section becomes
σ(s) =
∫ 1−xcut
0
dx H(x, s)σ0((1− x)s) , (I.86)
where σ0 is the de-convoluted cross section and H(x, s) is the radiator absorbing the corrections.
One can think of this radiator as similar to the parton distribution functions, PDFs, so important
nowadays for the LHC strategy. Furthermore, around the Z peak, σ0 only contains the Z
resonant part of the amplitude.
Observe that this approximation will only work if we know the corrections that we are
neglecting, or at least have a good estimate of their size. This was the case at LEP but opens a
debate in the case of the SMEFT analysis, where we still define POs but we do not have such
a good knowledge of the SMEFT-extended radiator. For instance Bremsstrahlung has a very
important effect for a circular electron-positron collider.
This way, after we subtract the real emission and the non-resonant part from the process,
we are left with a kernel which looks more like the Breit-Wigner (BW) function we expect, for
instance for ff¯ → Z we have:
σf¯f (s) = σ
f¯f
0
s
2Γ2Z
(s−M2Z)2 + s2Γ2Z/M2Z
, σ
f¯f
0 =
12pi
M
2
Z
ΓeΓf
Γ2Z
. (I.87)
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The partial and total Z widths were defined as POs (i.e. ΓZ ,Γf ,Γe), with additional definitions
of:
Γhadr = Γu + Γd + Γc + Γs + Γb , Γinv = ΓZ − Γe + Γµ + Γτ + Γhadr ,
Rl =
Γhadr
Γe
, Rb,c =
Γb,c
Γhadr
, σhadr =
12pi
M
2
Z
ΓeΓhadr
Γ2Z
.
(I.88)
These partial and total widths were calculated including the final state QCD and QED correc-
tions.
Another class of POs used at LEP are the ones connected to distributions, such as forward-
backward asymmetries and polarisations. The assumption for this de-convoluted POs was that
QED and QCD corrections were subtracted from the experimental data. From the theoretical
point of view they can be calculated from the differential cross section,
dσf
dΩ =
α
4pi cos(θ)βf
[
(1 + cos(θ)2)F1(s) + 4µ
2
f (1 + cos(θ)
2)F2(s) + 2βf cos(θ)F3(s)
]
, (I.89)
where β2f = 1 − 4µ2f with µ2f = m2f/s, while Fi(s) are form factor functions which depend on
reduced γ/Z propagator ratio, effective Z couplings and electric charges, both for electron and
final state fermions. Then asymmetries and polarisations can be expressed by the form factors,
e.g.
AfFB(s) =
3
4
βfF3(s)
F1(s) + 2µ
2
fF2(s)
. (I.90)
The definitions of POs were significantly simplified in the limit of massless fermions and vanishing
Γ2Z terms, yielding:
AfFB =
3
4AeAf , A
e
LR = Ae , Pf = −Af , PFB(τ) = −
3
4Ae , (I.91)
where Af is defined as:
Af =
2 Re[GfV (GfA)∗]
|GfV |2 + |GfV |2
, (I.92)
and the couplings G were defined in Eq. (I.85).
The experiments performed fits to the POs described above, and then were able to combine
them to present legacy LEP results. Fig. I.11a shows the combined measurement for the total
Z width, from the analysis of the four LEP experiments. The table in Fig. I.11b shows the set
of combined POs measurements, altogether known as EW Precision Data (EWPD). These were
measured with an unprecedented precision, and up to now they still represent a strong constraint
on all BSM models. Additionally, due to their theoretical connection with the unknown Higgs
and top quark masses, they pointed at the correct mass ranges, which were then confirmed by
direct observation of these particles.
I.5.1.1 LEP summary
The rationale for the deconvolution is based on the fact that all experiments used different
kinematic cuts and selection criteria, while an objective requirement was put forward by the
scientific community for having universal results expressed in terms of the on-shell Z region.
Assuming a structure function representation for the initial fermions, in turn, allows us
to deconvolute the measurements and to access the hard scattering at the nominal peak. The
transition from FO’s to PO’s involves certain assumptions that reflect our understanding of
QED effects but, within those assumptions, there is a well-defined mathematical procedure.
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(a) (b)
Fig. I.11: The example of combination of PO (ΓZ) between experiments (a) and legacy list of
POs combined between all experiments, representing the EWPD [110] (b).
Insofar as this procedure is an explicitly specified and mathematically meaningful trans-
formation, the PO’s possess the status of observability. The strategy is as follows: begin with
the predicted amplitude, dressed by the weak loop corrections, and use the fact that in the SM
there are several effects, such as
a) the imaginary parts or
b) the γ−Z interference or
c) the pure QED background,
that have a usually negligible influence on the Z line shape. Therefore, PO’s are determined
by fitting FO’s but we will have some ingredients that are still taken from the SM, making
the final results dependent upon the SM. In this way the exact (de-convoluted) cross-section is
successively reduced to a Z-resonance. It is a modification of a pure Breit-Wigner resonance
because of the s -dependent width.
I.5.2 Key differences between LEP and LHC in context of POs
Before we start to consider a proposal for POs at LHC let us discuss what are the differences,
not only in the collider properites but also in the theory status between LEP and LHC times.
LEP was an electron-positron collider, well suited for precision measurements and, as we will
discuss now, with much cleaner event productions. Already at LEP, the important quest was to
separate the hard effects from the soft physics, which was then parametrised by the “radiator”
function.
At LHC there are more sources of model dependency. As we will see below, the POs will
be defined at the parton level, while in the detector we have stable particles and jets. Therefore,
we need a bridge through parton distribution functions, parton showers, etc.
There is another difference to be taken into account: the status of the SM was also different.
At LEP, the SM was still missing a key piece, the Higgs boson; therefore, the hypothesis was
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the SM, the Higgs mass was the unknown and measurements were presented in a way to see
bounds on mH , as we can see in Fig. I.12.
Now the paradigm has changed: all particles of the SM have been observed and we do
not really have a clear direction in which to look for NP. What is mostly missing, are precise
measurements to be confronted with the SM or with a theory of SM deviations.
Fig. I.12: The plot presenting measured values of two LEP POs. On the plot also predictions
for different Higgs and top quark masses are plotted. See Ref. [110]
I.5.3 Pseudoobservables for the LHC
POs proved to be a very successful tool for storing the LEP results, and allowed for better
communication between experiments and theory; therefore, there is an ongoing discussion on
reintroducing POs for LHC.
Although the experimental situation is quite different, the advantages of POs should be
clear: a high degree of model independence and the possibility of reinterpreting experimental
results when more precise theoretical calculations become available. In that regard, POs act as
a bridge between the data collected in the experiment and the theory calculations. The POs can
be obtained from the fiducial cross sections, by deconvoluting effects such as parton distribution
functions and radiative corrections.
It is important to keep in mind that this procedure will be the source of an extra uncer-
tainty, not necessarily small. It is of the highest importance to keep the uncertainties under
control, requiring a careful cross-check of theoretical tools used in the analysis.
As it was described in detail in Section I.3, the fiducial or STXSs allow to store the experi-
mental data, with a minimal dependence on the precision of the currently available calculations,
and are the closest measurement to what is actually seen in the detectors. However, one of their
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drawbacks, is that they cannot be used for the combinations and comparisons between the two
experiments. For this reason, the proposal is to perform combination in terms of POs, as it was
done at LEP.
Furthermore, theory upgrades can be applied at the level of fiducial quantities, rather
than starting from raw data. POs, being well defined objects from the theoretical point of view,
can be then interpreted in terms of more fundamental quantities such as Wilson coefficients or
Lagrangian parameters of some UV complete theory.
In that regard, it would be much more handy for model builders to interpret the nature of
NP and parameters of the specific models from POs, rather than trying to extract them directly
from fiducial or template cross sections.
Also, some of the limitations of the κ-framework are reduced thanks to the flexibility of
the POs. However, this goes with a cost: more parameters to fit and simulate. The set of POs
used for parametrising Higgs properties was proposed both in the EW decays in Ref. [43] and
in the EW production in Ref. [44]. From the theoretical point of view, the POs are inspired by
the dim = 6 EFT Lagrangian (SMEFT), which we described in Section I.4.
In this case we end up with 20 real parameters for the Higgs decay observables, and
additional 32 parameters in case of productions (corresponding to the interactions with the light
quarks). The amount of the parameters can be significantly reduced when we consider some
of the SM symmetries, such as flavour universality or CP conservation. The POs flexibility
manifests in fact that we allow the modification not only in the Higgs couplings but also in
coupling of the EW bosons with the final (initial) state fermions. Also the description of vertices
is more detailed since it considers the different modifications for different tensor structures.
It is worth noting that we do not claim any theoretical supremacy of the POs with respect
to the best SM or BSM calculations; the main reason of their use is that they represent an
optimal way of keeping record of experimental data.
Let us now present how the LHC POs should be defined. In this review we will discuss
the multi-pole expansion (MPE) of amplitudes and we will briefly mention in Section I.5.5 the
factorization of a process into sub-processes, the details can be found in Ref. [46].
We start from the easiest case of the Higgs coupling to two fermions. At LHC this is
directly measured by H → τ+τ− and H → bb¯. In the most general form we can write this (tree
level) amplitude decomposed in the CP conserving and violating part, although the latter is not
present in the SM:
A(H → ff¯) = − i√
2
(yfS f¯f + iy
f
P f¯γ5f) . (I.93)
The coefficients yfS and y
f
P are POs and need to be measured experimentally. We can also express
them in the well known κ framework as:
κf =
y
f
S
y
f
S,SM
, δ
CP
f =
y
f
P
y
f
S,SM
. (I.94)
We need to note here, that the measurement of the total rate of Higgs BR to fermions, would
not allow to differentiate between the two contributions, since it scales as:
Γ(H → ff¯) =
[
κf
2 +
(
δ
CP
f
)2]
Γ(H → ff¯)SM . (I.95)
To access separately the information about the CP violating part of the above amplitude, the
spins of the fermions need to be determined. It can be accessed, e.g. by the measurements
of angular distributions of the τs decay products. Note also that the CP violating part is not
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Fig. I.13: The Higgs decaying to 4 fermions via vector bosons.
present in the EFT formalism we presented in the previous chapter. It is so, because we assumed
all the symmetries of the SM, including the CP one.
Obviously, POs must always match the best, available, calculations process by process. In
the previous example we have considered H → bb¯ at LO in QCD; however, consider the EFT
approach and analyse the decay at NLO in QCD. At this order, new real contributions enter
at dim = 6 which either do not have a Born amplitude (chromomagnetic interaction) or are
built starting from another amplitude. In these latter channels the same final state is reached
through a completely different propagator structure.
For example, let us imagine a situation in which the Yukawa of the b -quark is SM-like and
that other Wilson coefficients are greatly enhanced such that the resulting distribution in m(bb¯)
peaks towards lower masses in a way that cannot be described by simple QCD “radiation”. In
this case, POs still represent the optimal way of separating H → b(¯b)(g), H → gg (with one
gluon converting into a b¯b pair) and H → b¯bg (with a hard gluon).
The situation is more complicated when the Higgs boson decays into 4 fermions. In the SM
the doubly-resonant part of the process goes via Higgs decaying into two vector bosons decaying
then into fermions (detected or giving measured through their missing transverse energy in case
of neutrinos).
A similar situation is also present in the SMEFT, although here a second decay channel
is open: when the Higgs boson decays via the chromomagnetic operator into a pair of fermions
and one vector boson.
We will construct the corresponding POs in the end of this Section, but here we start
with introducing the doubly-resonant part of the process, h → V V → f1f2f¯3f¯4: this is shown
in Fig. I.13.
To ensure full flexibility we will proceed as follows:
a) define couplings for Higgs decaying to vector bosons (as it is done in the κ-framework),
b) define couplings for vector bosons decaying to fermions (blue and green blobs respectively).
If we want to study distributions and not only total rate modifiers, (as done in the κ-
framework), different tensor structures of the amplitude need to be considered. Here we will
present the case for the process of the Higgs effectively decaying into two Z bosons, which then
decay into a pair of muons and a pair of electrons.
This reasoning can be easily repeated for the different decays in the second stage, and also
while including the W bosons in the intermediate stage. For the general description we refer to
the original paper, see Ref. [43].
The full description can be started with the definition of POs corresponding to Z → l+l−,
the green blob from Fig. I.13. The Z-fermion interaction is governed by a term,
Σf=fL,fRZµc
SM
Z f¯γ
µ
f, c
SM
Z (f) =
g
cW
(T3(f)−Q(f)s2W ) (I.96)
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from which we can read out the generalised amplitude,
A(Z → ff¯) =
∑
f=fL,fR
µg
ff
′
Z f¯
′
γ
µ
f , (I.97)
where µ is the polarisation of the Z boson and g
ff
′
Z is a generalised coefficient which takes
the SM value gffZ = c
SM
Z (ff) (being zero for different flavours). Now, having two additional
couplings in mind (note, that we do not include flavour violating neutral currents), i.e. gµZ , g
e
Z ,
we need to define the coupling between H and two Z bosons. Let us decompose this amplitude
as follows:
A(h→ µ+(p1)µ−(p2)e+(p3)e−(p4)) = i
2m2Z
v
∑
µ=µL,µR
∑
e=eL,eR
(µ¯γµµ)(e¯γνe)T µνnc (q1, q2) , (I.98)
where q1 = p1 + p2 and q2 = p3 + p4. Now we can decompose the tensor part of the amplitude
T µνnc (q1, q2) into Lorentz-allowed tensor structures and their form factors:
T µνnc (q1, q2) = gµνFµeL (q1, q2) +
g
µν
q1 · q2 + qν1qµ2
m
2
Z
F
µe
T (q1, q2) +

µνρσ
q1,σq2,ρ
m
2
Z
F
µe
CP(q1, q2) . (I.99)
Now, the form factors can be be expanded around the Z pole6. Let us note here that the
transverse and CP-violating tensor structures, second and third one in Eq. (I.98), can also result
from off-shell photons, mediated by the usual electromagnetic, charge dependent, coupling (eQ),
F
µe
L (q1, q2) =κZZ
g
µ
Zg
e
Z
PZ(q
2
1)PZ(q
2
2)
+
Zµ
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2
Z
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e
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2
2)
+ Ze
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2
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2
1)
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2
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2
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F
µe
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2
1)PZ(q
2
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1PZ(q
2
2)
+ eQeg
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2PZ(q
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2
QµQe
q
2
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2
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Z
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e
2
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2
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.
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The ∆s correspond to the SM sub-leading non-local contributions, which remain unaffected by
dim = 6 operators. As we can see, on top of the Z coupling constants, gfZ , also new constants
appeared: κZZ and 
(CP)
XX . In the longitudinal form factor we can see the momentum expansion
around the pole, and it is pictorially represented in Fig. I.14.
These are additional POs, which describe the H → 2µ2e decays and would need to be
determined in the experiments by measuring appropriate BRs. We can note here, that the Z
POs, i.e. gfZ , were already determined by LEP with a good precision, and thus may be used as
input parameters when we concentrate on determining the Higgs couplings.
We can also build the amplitudes for the Higgs decaying via charged vector bosons, e.g.
H → µ+e−νµν¯e. Keeping the lepton flavour conservation as a valid symmetry in the vector boson
decays we can see that these final states can only be mediated by the W+W− pair. However
let us consider a slightly different final state: H → µ+µ−νµν¯µ. Although the final state looks
pretty similar, here the situation is more complicated, since the decay can be mediated both by
ZZ and W+W− pairs, and we need to take all the possibilities into account. To handle this
6We will not discuss here the fact that the Z on-shell mass should be replaced by the corresponding complex
pole
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Fig. I.14: The pictorial representation of the expansion around physical poles for the longitudinal
form factor for Higgs decaying in muon and electron pair.
situation we can perform a “top layer” decomposition into neutral currents (described above),
and charged currents:
A(H → µ+µ−νµν¯µ) = Anc(H → (Z → µ+µ−)(Z → νµν¯µ))
−Acc(H → (W+ → µ+νµ)(W− → µ−ν¯µ)) .
(I.101)
The POs, as described by the different tensor structures, can be directly implemented
into MC tools, which then enable the comparison with experiment. This condition is already
satisfied with the POs that we have introduced and they have been implemented in the common
Universal FeynRules Output (UFO) format, described in Ref. [111], allowing to use the model
in many different MC tools. Extensive comparisons have also been performed with Prophecy4f
and MadGraph5_aMC@NLO generators.
The POs we defined so far are thought of as a form of effective couplings; in Table I.10
we can see the relations between the partial widths of the Higgs boson and the POs at the
amplitude level. For some of these widths, a measurement would not be enough to distinguish
between two CP even and CP odd POs. It is important to keep in mind also that the quality
of PO measurements will depend heavily on the uncertainty introduced by deconvoluting soft
radiation and by the PDFs.
The numerical factors were obtained by calculating the full partial decay width into a
given final state with only one PO switched on and by dividing by the BRs corresponding to
vector boson decaying into two of final state particles. Therefore these coefficients depend on
the accuracy of the theory of the presented calculations.
Using crossing symmetry we find that the same diagrams describing H decay into four
fermions also govern the EW production modes of vector boson fusion and Higgsstrahlung. This
means that, in principle, we can use the same set of POs. However, we are still missing dedicated
POs for Higgs production via gluon fusion or associated with top quark pair. The authors of
Ref. [37] advise to stick to κg and κt for these cases respectively. In the following we will consider
the Higgs-gluon interactions in context of H decay into four quarks.
In the context of POs in production, addressed in Ref. [44], the momentum expansion
around physical poles is valid only in limited kinematic regions. This is so because in the
production it is not always the case that the Higgs boson is close to its threshold, and thus the
standard definition of POs will not hold. In principle one should cut on the momentum transfer,
something that is not directly available in the experiment.
Indeed, the cut can only be based on the pT of (VBF) jets or Z boson in ZH production
(which is correlated with the “theoretical” cut), however this correlation is becoming less and
less clear for large values of the momentum transfer, and that could spoil the whole approach.
I.5.4 Extending the POs basis
Four-quark final states resulting from the effective coupling of the Higgs to gluons
The Higgs decaying into two quark-antiquark pairs via an effective gluon coupling is presented
in Fig. I.15
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Physical PO Connection with effective coupling PO effective coupling PO
Γ(H → ff¯) Γ(H → ff¯)SM[(κf )2 + (δCPf )2] κf , δCPf
Γ(H → γγ) Γ(H → γγ)SM[(κγγ)2 + (δCPγγ )2] κγγ , δCPγγ
Γ(H → Zγ) Γ(H → Zγ)SM[(κZγ)2 + (δCPZγ )2] κZγ , δCPZγ
Γ(H → ZLZL) (0.209MeV)× |κZZ |2 κZZ
Γ(H → ZTZT ) (1.9× 10−2 MeV)× |ZZ |2 ZZ
ΓCPV(H → ZTZT ) (8.0× 10−3 MeV)× |CPZZ |2 CPZZ
Γ(H → Zff¯) (3.7× 10−2 MeV)×Nfc |Zf |2 Zf
Γ(H →WLWL) (0.84MeV)× |κWW |2 κWW
Γ(H →WTWT ) (0.16MeV)× |WW |2 WW
ΓCPV(H →WTWT ) (6.8× 10−2 MeV)× |CPWW |2 CPWW
Γ(H →Wf ′f¯) (0.14MeV)×Nfc |Wf |2 Wf
Table I.10: The relation between the effective coupling POs and physical ones. Nfc corresponds
to the number of colours.
Fig. I.15: The Higgs decaying to 4 quarks via gluons.
First of all we shall define the POs corresponding to the gluon-quark sector. Based on the
convention used in Eq. (I.97) we write:
A(g → qq¯) = i
∑
q
g
q
gµq¯T
a
γ
µ
q . (I.102)
Now we can rewrite the expression from Eq. (I.98), in this case
A(h→ q(p1)q¯(p2)q′(p3)q¯′(p4)) = iα2s
∑
q,q
′
(q¯γµq)(q¯′γνq′)δabT µν(q1, q2) . (I.103)
where q1 = p1 + p2 and q2 = p3 + p4 correspond to the momenta of the gluons. The tensor can
be expressed through the form factors,
T µν(q1, q2) = (gµνq1 · q2 − qν1qµ2 )F g(q1, q2) + µνρσq1,ρq2,σF gCP(q1, q2) , (I.104)
which can be expressed in terms of the new POs,
F
g(q1, q2) = κgg
g
q
gg
q
′
g
q
2
1q
2
2
F
g
CP(q1, q2) = κ
CP
gg
g
q
gg
q
′
g
q
2
1q
2
2
.
(I.105)
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It is important to note here that the above POs have been introduced for illustrative purposes
and are as of today of no relevance in the framework of the LHC.
The QCD background makes it impossible to look for the 4 jets final state. Additionally,
the huge uncertainties are connected with jet reconstructions and their assignment to quarks
and gluons. It would probably make it also impossible to measure these POs even in an electron-
positron collider, which would be able to see the 4 jet final state.
Helicity-violating amplitudes resulting from effective dipole interactions of the Higgs
field to (light) fermions and weak gauge bosons
Let us now define the most general form of the amplitude for the 4 fermion final state of the
Higgs decay.
A(h→ f(p1)f¯(p2)f ′(p3)f¯ ′(p4)) = i
∑
f,f
′
(f¯ ′Γ(1){µ}f
′)(f¯Γ(2){ν}f)T
(1,2){µν}
. (I.106)
In the general case, each of the Γ(i){µ} can be of the following form:
Γ =
{
1, γ5 , γµ, γµγ5, σµν = [γµ, γν ]
}
. (I.107)
So far we have adopted Γ(i){µ} = γµ; now we will investigate the case with the magnetic operator
(one of the operators of dim = 6 SMEFT). In that scenario, one of the Γ(i){ν} will have a tensor
structure σµν . The diagram for this interaction is presented in Fig. I.16.
Fig. I.16: The Higgs dipole interaction, the vector can correspond to EW bosons or gluons.
We will use the usual POs for the vector bosons decaying into two fermions (see Eq. (I.97)),
whereas the amplitude for the magnetic dipole interaction reads:
A(h→ f(p1)f¯(p2)f ′(p3)f¯ ′(p4)) = iΣf,f ′(f¯
′
γ
µ
f)(f¯σµνf)T ν(q) , (I.108)
where q = p3 + p4 is the vector boson momentum transfer. Again we expand into form factors,
however here we have just one tensor term:
T ν(q) = qνF (dip)(q)
F
(dip)(q) = κ(dip)Zf
g
f
Z
PZ(q)
+

(dip)
Zf
m
2
Z
.
(I.109)
Note that the lack of a CP odd tensor structure comes from the fact that the term σµνγ5 can
always be reduced into lower rank terms of basis Γ.
I.5.5 An alternative layer of POs
As we have seen, residues of resonant poles, κ -parameters and Wilson coefficients are different
layers of POs. At LEP we had geV \A but also Γ(Z → f¯f) and σhadpeak, therefore the question is: can
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we define Γ(H → ZZ), σ(t¯tH) etc. at the PO level? Furthermore, can “physical” POs bypass
ad-hoc constructions like “diagram removal” (not gauge invariant) or “diagram subtraction” (ad
hoc prefactor and Breit-Wigner profile)?
It is clear that POs are conventionally defined but their definition should be consistent with
first principles; here we concentrate on physical POs other than the ones defined in Table I.10
or defined with a different set of conventions. In particular, we are interested in going beyond
fully extrapolated POs.
We have to consider several steps in constructing physical POs: multi-pole expansion,
principal-value cuts, phase space factorization and helicity factorization. One should keep in
mind the LEP example, the hadronic peak cross section extracted from σ(e+e− → hadrons),
even if LEP 1 was a “one resonance” problem while LHC is always a “multi-resonance” problem.
– Multi Pole Expansion: poles and their residues are intimately related to the gauge
invariant splitting of the amplitude (Nielsen identities); residues of poles (after squaring
the amplitude and after integration over residual variables) can be interpreted as physical
POs, which requires factorization into sub-processes.
– Phase Space Factorization: gauge invariant splitting is not the same as factorization
of the process into sub-processes, indeed phase space factorization requires the pole to be
inside the physical region. It is the amplitude squared that matters.
Given an unstable particle we decompose the square of its propagator:
∆ = 1
(s−M2)2 + Γ2M2
= pi
M Γ δ(s−M
2) + PV
[
1
(s−M2)2
]
(I.110)
and use the n-body decay phase space
dΦn(P, p1 . . . pn) =
1
2pi dQ
2
dΦn−j+1(P,Q, pj+1 . . . pn) dΦj(Q, p1 . . . pj) . (I.111)
To complete the decay (dΦj) we need the δ -function. We can say that the δ -part of the resonant
(squared) propagator opens the corresponding line allowing us to define physical POs (t -channel
propagators cannot be cut).
Principal-value cuts are better illustrated in terms of diagrams. First, we need the defini-
tion of K -diagrams.
K -diagrams Consider a diagram, and then consider the diagram obtained by joining the final
states of the original diagram and its complex conjugate. We next consider a diagram in which
the initial state lines are also connected together. The resulting diagram looks like a vacuum to
vacuum Feynman diagram except that the initial legs connected together are really “cut” lines,
i.e. we do not integrate over the momenta of the initial state lines but only average over their
spins, as usual. Such a diagram is called a K diagram, as introduced in Ref. [112]. From a K
diagram we can read the corresponding S -matrix.
The K diagram for the single (Z) resonant part of H → f¯fγ is shown in Fig. I.17. The
PO definition of H → Zγ is based on Fig. I.18, illustrating the PV cut (not to be confused with
Cutkosky’s cutting rules).
Consider the process qq → f¯1f1f¯2f2jj, according to the structure of the resonant poles we
have different options in extracting physical POs, e.g.
σ(qq → f¯1f1f¯2f2jj) PO7−→ σ(qq → hjj) Br(H → Zf¯1f1) Br(Z → f¯2f2) , (I.112)
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Fig. I.17: K diagram for the Z resonant part of the process H (dashed green line) →
f¯fγ (wavy blue line).
σ(qq → f¯1f1f¯2f2jj) PO7−→ σ(qq → ZZjj) Br(Z → f¯1f1) Br(Z → f¯2f2) . (I.113)
There are fine points when factorising a process into physical sub-processes (POs): extracting
the δ from the (squared) propagator is not enough. Consider an amplitude that can be factorised
as follows:
A = A(1)µ ∆µν(p)A(2)ν , (I.114)
where ∆µν enters the propagator for a resonant, spin- 1 particle. We would like to replace, using
conserved currents,
∆µν →
1
s− sc
∑
λ
µ(p, λ) 
∗
ν(p, λ) , (I.115)
where sc is the complex pole and µ are spin- 1 polarization vectors. What we obtain is
| A |2= 1
| s− sc |2
|
∑
λ
[
A(1) · (p, λ)
] [
A(2) · ∗(p, λ)
]
|2 , (I.116)
which means that we do not have what we need,∑
λ
| A(1) · (p, λ) |2
∑
σ
| A(2) · (p, σ) |2 . (I.117)
Is there a solution? If cuts are not introduced, the interference terms among different helicities
oscillate over the phase space and drop out, i.e. we achieve factorisation, see Ref. [113]. In any
case, the effects of cuts can be computed.
Another example will be the following:
t¯ t DR part of
t(t¯)W−(W+) b¯(b) SR part of
}
W bW b production
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Fig. I.18: PV cuts defining the sub-processes H → Zγ and Z → f¯f ; µV and γV parametrise the
V = Z complex pole.
Fig. I.19: Sample of diagrams contributing to gg →WWbb.
where DR stands for doubly-resonant and SR for single-resonant. Our proposal is: do not “kill”
diagrams, write the K -diagrams corresponding to Fig. I.19 for W bW b production and find
the appropriate factorisation (i.e. the corresponding δ -parts). Of course, having few accessible
discriminating kinematic variables, low statistics and high background is always a problem.
Summarising: the MPE should be understood as an “asymptotic expansion”, not as a
NWA. The phase space decomposition is obtained by using the two parts in the propagator
expansion: the δ -term is what we need to reconstruct POs, the PV-term (understood as a
distribution) gives the remainder and POs are extracted without making any approximation.
It is worth noting that, in extracting POs, analytic continuation (on-shell masses into complex
poles) is performed only after integrating over residual variables, as done in Ref. [114].
Finally, let us stress again that the extraction of POs comes with a remnant of the under-
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lying theory, e.g. at LEP there was a SM-remnant which, however, was shown to be negligible.
At LHC this should be examined with great care, process-by-process and PO-by-PO.
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I.6 Tools and phenomenological Lagrangian
In Section I.2 we discussed the need for an upgrade of the κ-framework to other frameworks with
a more solid theoretical basis. However, for frameworks such as those discussed in Sections I.3
to I.5 to be usable in practice, it is fundamental that they are implemented in the software tools
that are capable of interfacing theory and experiment.
Such tools should provide predictions for observables as a function of all relevant input
parameters as well as some way of estimating the uncertainty from theory and from phase space
effects, such as different acceptances/efficiencies compared to the SM-only predictions used in
experimental analyses.
The goal of this section is to provide an overview of some of the available Monte Carlo
event generators, and the theoretical basis that underpins automatic computations, highlighting
some aspects related to the choice of phenomenological models and EFTs.
I.6.1 Theory: The quest for higher accuracy
With the growing precision of experimental analysis, there is a need to increase the accuracy of
the corresponding theoretical predictions. So far, there has been a concerted effort to automate
the NLO QCD corrections and this is the current standard that has been implemented in a
number of MC generators, some of which are discussed below.
In addition, the NLO EW corrections are known for many processes, for example in Refs.
[115, 116], while the QCD corrections for a range of 2 → 2 scattering processes are now known
at NNLO and two Higgs production channels have reached N3LO precision, see Refs. [117–119].
Given the considerable effort that is required to reach this accuracy, and NNLO (even NLO
EW) computations are far from being automatized.
When considering higher-order contributions, ultraviolet (UV) and infrared (IR) diver-
gences, arising from virtual and real emission diagrams (see Fig. I.20) must be isolated and
either removed through the renormalisation procedure (UV) or explicitly cancelled (IR). The
UV divergences are cured by using divergent renormalisation counterterms so that the singu-
larities are absorbed into the bare parameters. The counterterms are model-specific, and the
renormalisation (especially when considering EW corrections) has to be implemented on a case-
by-case basis.
The IR and collinear divergences typically cancel after performing the phase-space inte-
gration. In Quantum Electrodynamic (QED) and QCD, the Kinoshita-Lee-Nauenberg theo-
rem [112, 120] ensures IR-finiteness of physical quantities. However, it has not yet been un-
derstood how this would work in full generality for an EFT (for example the computation of
exclusive QCD jet observables at higher orders requires a method for the subtraction of IR
singular configurations arising from multiple radiation of real partons).
× + ×
Fig. I.20: Virtual loop contribution and real emission diagrams included in a typical NLO QCD
computation.
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SMEFT in the IR
As an example, we derive the NLO partial width for the decay Z → l¯l(γ), considering the
QED-like operators of the Warsaw basis (i.e. involving photon fields), after the proper UV
renormalisation, done for the SMEFT in Refs. [97, 98, 121–123], the LO amplitude for Z → ll
reads as follows:
Aµ = gA
(4)
µ + gg6 A
(6)
µ , (I.118)
where the dim = 6 part can be written as
A(6)µ =
1
4 γµ
(
Vl +Al γ
5)
, (I.119)
Vl =
s
2
θ
cθ
(
4s2θ − 7
)
aAA + cθ
(
1 + 4s2θ
)
aZZ + sθ
(
4s2θ − 3
)
aAZ
+ 14cθ
(
7− s2θ
)
aφD +
2
cθ
aφlV ,
(I.120)
Al =
s
2
θ
cθ
aAA + cθ aZZ + sθ aAZ −
1
4 cθ
aφD +
2
cθ
aφlA , (I.121)
with aφlA−aφl V = 2 aφl and aφlA+aφl V = 2 (a(3)φl −a(1)φl ). The IR/collinear part of the one-loop
virtual and real emission corrections take respectively the forms
Γ(Z → l¯l)
∣∣∣
div
= − g
4
384pi3
MZs
2
θFvirt
[
Γ(4)0
(
1 + g6∆Γ
)
+ g6Γ
(6)
0
]
,
Γ(Z → l¯lγ)
∣∣∣
div
= g
4
384pi3
MZs
2
θF real
[
Γ(4)0
(
1 + g6∆Γ
)
+ g6Γ
(6)
0
]
,
(I.122)
where IR/collinear divergences are contained in Γ(4)0 and Γ
(6)
0 , Fvirt and F real are squared matrix
elements and ∆Γ contains contributions from dim = 6 operators. Adding up these contributions
and defining the linear combination of Wilson coefficients, the final result for the decay width
is an IR/collinear-free quantity, given by
Γ1QED =
3α
4pi
GFM
3
Z
24
√
2pi
[
(v2l + 1)
(
1 + g6δ
(6)
QED
)
+ g6∆
(6)
QED
]
, (I.123)
where vl = 1 − 4 s2θ, δ(6)QED, ∆(6)QED are driven by the presence of dim = 6 operators and can be
cast in the following form:
δ
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2− s2θ
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2
θaZZ + 2
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θ
sθ
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1
2
c
2
θ
s
2
θ
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∆(6)QED =
(
1− 6vl − v2l
) 1
c
2
θ
(
sθaAA −
1
4aφD
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(
1 + 2vl − v2l
)(
aZZ +
sθ
cθ
aAZ
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+ 51213 vlaAZ +
2
c
2
θ
(
aφlA + vlaφlV
)
.
(I.124)
This result is important, not only for extending IR/collinear finiteness to the SMEFT but also
because it shows that higher dimensional operators enter everywhere: signal, background and
radiation. The latter is particularly relevant when one wants to include (SM-deconvoluted)
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EW precision observable constraints in a fit to Higgs data. Since LEP POs are (mostly) SM-
deconvoluted7, the effect of dim = 6 operators on the deconvolution procedure should be checked
carefully.
In Eq. (I.123) Γ0 = GFM
3
Z/(24
√
2pi) = 82.945(7)MeV is the standard partial width and
the LEP definition is
Γ0l =
Γl
1 + 34
α(M2Z)
pi
. (I.125)
Once again, fitting Γ0l as reported at LEP with the SMEFT is not consistent; note that
in Eq. (I.124) there are three PTG coefficients (i.e. not suppressed), aφD and aφl V , aφlA.
I.6.2 Phenomenological Lagrangians
Since we do not know the structure of the next SM, it is necessary to have a systematic way to
look for deviations in the experimental data. Also, the moment we observe a deviation, it will
be important to have the technology to interpret it properly.
There are are two distinguished steps in this procedure: (a) the observation and (b) the
interpretation of the deviation. In order to address (a), an approximate framework can be
sufficient, but to move forward and interpret successfully the outcome of the experiments, a
more solid and rigorous framework (for instance an EFT) is necessary.
We consider here phenomenological models, intended as models that are not completely
rigorous from the theoretical point of view, but that can be used to guide searches. Indeed,
fully consistent models like EFTs often require a large number of parameters, that makes them
impractical. With phenomenological Lagrangian we refer here to the Lagrangian related to
a phenomenological model. Because of their approximate nature, these Lagrangians are not
adequate to provide NLO results.
In the literature it is possible to find many phenomenological models, but it is not always
clear how to distinguish between these models (conceived to address point (a)), from theoret-
ically motivated models (which are essential to address (b)). In order to look for deviations
in a particular observable, phenomenological Lagrangians usually consist of the SM Lagrangian
extended by some effective interactions selected from a basis of higher-dimensional operators.
Depending on the procedure used to select such additional interactions, the obtained model will
be also usable to address (b).
It is important to note that applying a certain field transformations to an EFT basis some
operators might drop out, and the basis obtained in this way should give the same physics as
before. It was shown in Refs. [124,125] that this is in principle true, but only at the level of the
(renormalised) S-matrix, and not at the Lagrangian level. Hence, a field can be transformed
using linear or non-linear transformations (even non-local, at the price of introducing ghosts)
and the S-matrix (hence the predictions for the physical quantities) will not change.
Nevertheless, as the physics is encoded in the S-matrix and not in the Lagrangian, it is not
straightforward to get the same physics from the transformed Lagrangian. This problem was
raised in Ref. [126] (see also Ref. [127]), where it is shown in an example that when a generic
(non-gauge) transformation is applied to a field, it is necessary to adjust the external wave-
function renormalisation factors in order to recover the original S-matrix from the transformed
Lagrangian.
7There are several levels of deconvolution and the most important are: single-deconvolution (SD), giving the
kernel cross-sections without initial state QED radiation, but including all final-state correction factors; double-
deconvolution (DD), giving the kernel cross-sections without initial- and final-state QED radiation and without
any final-state QCD radiation
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In other words, starting from an EFT Lagrangian LEFT, in general we cannot transform
fields and pretend to use the transformed Lagrangian L′EFT in a simple way as we would do with
LEFT. If the fields are transformed with a non-gauge transformation, one would get different
physical predictions from LEFT and L′EFT.
In conclusion, we should ask ourselves if it is worth applying non-linear field transforma-
tions to transform away unpleasant operators from a basis: if this is done consistently, the result
for a physical quantity will not change (but its computation will be cumbersome); if this is not
done with care, the risk is to downgrade a rigorous theory to a phenomenological model, not
suitable to inspect the nature of deviations.
Examples of phenomenological models
To clarify the concept of phenomenological models, in the following we give some simple exam-
ples. In the first, we explain how to build a phenomenological Lagrangian that provides, at LO,
rescaled SM production and decay amplitudes as in the κ-framework. The second example is
provided by the Higgs Characterization framework as it was proposed in Ref. [128].
SM with rescaled Higgs couplings Let us consider the κ-framework which (as ex-
plained in Section I.2) was clearly proposed to address a type-(a) problem. A phenomenological
Lagrangian for the framework can be obtained from the SM Lagrangian (supplemented by ef-
fective, SM-valued gluon-gluon-Higgs and photon-photon-Higgs couplings), with all the Higgs
couplings modified by the introduction of multiplicative coefficients accordingly to Table I.11.
Indeed, using this Lagrangian to compute the LO production cross sections and Higgs
partial decay widths, it is possible to obtain the defining relations for the coupling scale factors
given in Table 2 of Ref. [9].
SM coupling Rescaling factor
WWH κW
ZZH κZ
ttH κt
bbH κb
ggH (effective) κg
AAH (effective) κγ
ττH κτ
Table I.11: Coupling factors in the κ-framework, as proposed in Ref. [9] (see Table 2).
Higgs Characterization framework The Higgs characterization framework from Ref.
[128] can be thought of as the SM, with the Higgs boson replaced by a resonance XJ of mass
125GeV, where for the sake of generality the spin can take the values J = 0, 1 or 2, supplemented
by interaction terms coming from dim = 6 operators. These terms come from hypothetical
interactions of the Higgs-like resonance XJ with a new heavy sector, which resides at the scale
Λ.
In the framework, all the dim = 6 operators which do not include the scalar field XJ
are neglected. Moreover, all the interaction terms involving more than one XJ field, or more
than three fields are neglected. This leads to a very compact phenomenological Lagrangian, but
one has to keep in mind that the predictions worked out within the framework are applicable
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consistently only when working at LO with production or decay processes involving one and
only one XJ particle.
The phenomenological Lagrangian for the case J = 0 consists, as given in the main
reference, in
LHC,0 = LSM−H + L0 , (I.126)
where the fermionic interactions of the field X0, related to the mass eigenstates of the 125GeV
resonance, are given by the Lagrangian
Lf0 = −
∑
f=t,b,τ
ψ¯f
(
cακHffgHff + isακAffgAffγ5
)
ψfX0 , (I.127)
and interaction terms with vector bosons are gathered in LV0 :
LV0 =
{
cακSM
[1
2gHZZZµZ
µ + gHWWW
+
µ W
−µ
]
− 14
[
cακHγγgHγγAµνA
µν + sακAγγgAγγAµνA˜
µν
]
− 12
[
cακHZγgHZγZµνA
µν + sακAZγgAZγZµνA˜
µν
]
− 14
[
cακHgggHggG
a
µνG
a,µν + sακAgggAggG
a
µνG˜
a,µν
]
− 14
1
Λ
[
cακHZZZµνZ
µν + sακAZZZµνZ˜
µν
]
− 12
1
Λ
[
cακHWWW
+
µνW
−µν + sακAWWW
+
µνW˜
−µν
]
− 1Λcα
[
κH∂γZν∂µA
µν + κH∂ZZν∂µZ
µν +
(
κH∂WW
+
ν ∂µW
−µν + h.c.
)]}
X0 .
(I.128)
Taking into account the fact that X0 is the physical Higgs field, this phenomenological La-
grangian is very compact compared with a full EFT. This is due to the selection of terms
explained above. For instance, consider the fermion-Higgs operators of the Warsaw basis given
in Table 2 of Ref. [94]: among all the fermion-Higgs interactions, only terms coming from the
operators reported in the upper-right sector of the table (labelled as ψ2ϕ3) survive the selection.
The terms labelled as ψ2Xϕ give four-point Higgs interactions and are neglected. In the opera-
tors ψ2ϕ2D, in order to have only three-point interactions involving one Higgs field, one doublet
is replaced by the Higgs VEV and the covariant derivative is replaced by the partial derivative,
giving a vanishing contribution:(
ϕ
†
i
↔
Dµϕ
)(
ψ¯γ
µ
ψ
) −→ i(v↔DµX0 +X0↔Dµv)(ψ¯γµψ),
−→ i
[
v
(
∂µX0
)
− v
(
X0
←
∂ µ
)](
ψ¯γ
µ
ψ
)
= 0 .
(I.129)
In a similar way also the operator Qϕud is killed by the selection and there are no terms involving
derivatives of X0 in the Lagrangian Lf0 reported in Eq. (I.127).
I.6.3 Tools
The aim of the first part of this review was to present and discuss some of the techniques that
can be used to observe and interpret possible deviations that might show up at the LHC in the
next years of data taking.
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Simulated events with detector effects
FeynRules
UFO
file +
PARTON LEVEL GENERATOR
LHE
file +
Pythia
Herwig
Sherpa
Delphes (fast sim)
Geant4 (full sim)
Feynman rules
in UFO file
MadGraph
OpenLoops
Recola
GoSam
Sherpa
HELAC
BlackHat
VBFNLO
POWHEG
Events /
Events + parton shower and hadronization
Fig. I.21: Work flow for the simulation of events using MC generators.
Regarding the EFTs and the phenomenological models, we addressed how Lagrangians,
that are suitable to understand possible NP effects, can be built. Of course, as our practical way
to observe elementary phenomena is through detector experiments, Lagrangians are not the full
story.
To make a connection with the collected data it is necessary to have control of the hard
scattering process, and also, we must be able to have a full simulation of the processes that we
observe in the experiments. In Fig. I.21 we present schematically the steps that are necessary
to have a full simulation, starting from the Lagrangian of the considered theory, and we report
some of the available tools.
From the starting Lagrangian, the Mathematica package FeynRules, from Ref. [150] can
be used to derive the Feynman rules for the theory. These can be exported in a UFO file,
as defined in Ref. [111] which, together with a parton level generator (see Table I.12 for more
details), can be used to generate events for the considered model.
The output of a parton level generator can be a differential distribution, but the generated
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Tool LO NLO QCD Web page References
MadGraph X X http://madgraph.physics.illinois.edu/ [129]
OpenLoops X https://openloops.hepforge.org/ [130]
Recola X https://recola.hepforge.org/ [131–136]
GoSam X https://gosam.hepforge.org/ [137,138]
Sherpa X https://sherpa.hepforge.org/trac/wiki [139,140]
HELAC X X http://helac-phegas.web.cern.ch/helac-phegas/ [141–143]
Tool Process Web page References
BlackHat Multi-jet processes https://blackhat.hepforge.org/ [144]
VBFNLO Vector boson fusion https://www.itp.kit.edu/vbfnlo/wiki/doku.php [145–147]
POWHEG Various (see web page) http://powhegbox.mib.infn.it/ [15, 148,149]
Table I.12: Web pages and references for some widely-used parton level generators available for
automatic calculations.
events can also be stored in a Les Houches Event (LHE) file, a format that was introduced in
Refs. [151, 152], which in turn can be used to simulate showers and hadronisation of the final
states using a dedicate software like Pythia, from Refs. [20, 153], Herwig, from Refs. [154–161]
or Sherpa, from Refs. [139,140]).
Further, detector effects can be simulated using Delphes, described in Ref. [162] or more
commonly, Geant4, from Refs. [21,163,164], which can be used respectively for fast (with simple
smearing effects) or full (but time -consuming) simulations.
I.6.4 Connection between κs, POs and Wilson coefficients
To finalise, in this section the connection between κs, POs and Wilson coefficients is studied. An
example is given showing how Wilson coefficients collapse into a smaller number of more general
objects which we call physical POs, see Sect II.1.8 of Ref. [37]. Then we study the strategy to
simultaneously extract the values of such parameters from data, via a likelihood minimisation.
Technical issues arise at this point, given the high dimensionality of the theory parameters space.
When going from SM to SMEFT the scattering amplitudes are modified as
ALOSMEFT =
∑
i=1,n
A(i)SM + ig6κcA
NLO
SMEFT =
∑
i=1,n
κiA(i)SM + ig6κc + g6
∑
i=1,N
aiA(i)nf , (I.130)
with g6 =
(√
2GFΛ
2)−1. The last term contains all the non-factorisable loop contributions. In
there, we find the Wilson coefficients ai, and the factors κi are linear combinations of the ai.
Now, to understand how to connect POs with Wilson coefficients let us consider the process
h(P )→ γµ(p1)γν(p2). The corresponding amplitude can be written as
AµνhAA = iIhAATµν = −i
2
vFM
2
h
γγT
µν
, (I.131)
where γγ is a PO which is based on quantities that can be extracted from Green’s functions.
This can be conveniently rewritten as
IhAA =
g
3
Rs
2
W
8pi2
∑
I=W,t,b
ρ
hAA
I IIhAA;LO + gF g6
M
2
h
MW
aAA +
g
3
F g6
pi
2 I
nf
hAA . (I.132)
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Introducing g2F = 4
√
2GFM
2
W and cW = MW /MZ and deriving
κ
hAA
I =
g
3
F s
2
W
8pi2
ρ
hAA
I , κ
hAA
c = gF
m
2
H
MW
aAA (I.133)
and use Eq. (I.72) where aij are Wilson coefficients. The ρ factors are process dependent and
are given by
ρ
proc
I = 1 + g6∆ρ
proc
I . (I.134)
In addition to this there are other non-factorizable contributions. This means that the κ factors
can also be introduced at loop level, as combination of Wilson coefficients. But to do so it
is needed to introduce process dependent and non-factorizable contributions, as described in
Ref. [98]. Therefore at LO we can see the relation between the intermediate PO γγ and a
Wilson coefficient aAA:
γγ = −
1
2
vF
m
2
h
IhAA, IhAA = ISMhAA + gF g6
m
2
h
MW
aAA . (I.135)
Therefore with this formulation full consistency is achieved. We have some physical observable
that is related to an EFT and does not have the inconsistencies of the interim framework (as
highlighted in Section I.2). Then the question to answer is whether or not it is possible to
extract these parameters from data in a global and simultaneous fit.
The main problem is the following: it is not clear if ATLAS/CMS can implement such a
large number of independent parameters in the currently available fitting codes. They require
speeds of recalculations with new input parameters of < 1ms on average on a single CPU.
However, they could pre-compute and transfer the results of these calculations into a generalized
n -dimensional polynomial which could then enter the experimental fits.
Let us define for simplicity P (X1 = µ1, X2 = µ2, . . . Xm = µm) the probability of measur-
ing Xi with an µi expectation from the theoretical model (which can depend on some POs or
Wilson coefficients of a dim = 6 EFT). The index m runs over all the performed measurements,
such as STXS, as well as BRs and fiducial measurements.
For the sake of notation, let us call Xi each measurement, σi its error and ρij its correlation
factor with another measurement Xj . We also call µi the expected value of such a measurement.
It depends on the Wilson coefficients of the underlying EFT or on POs, namely µi(k1, . . . , kp).
Supposing each measurement follows a Gaussian distribution, which is justified by a generalized
central limit theorem, the likelihood function becomes:
fX1,...Xm(µ1, . . . µm) ∝
1
Σexp
[
(X − µ)T Σ−1 (X − µ)
]
, with Σij = σiσjρij . (I.136)
All the errors and correlations between measurements are encoded in Σ. Taking into
account all STXSs bins from all stages and all branching fraction measurements, the order of m
is O(100).
The minimisation of such a function is challenging in many aspects. Firstly all the relations
µi = µi(k1, . . . , kp) are needed. These relations are most of the times not analytical and have
to be computed through MC simulations. The available tools which can do it were listed
in Table I.12.
Various MC simulations need to be generated with different sets of input values for the
parameters of the theoretical model implemented. From there, a continuous parametrisation of
the observables of interest can be extrapolated. The finer the grid of MC simulation is, the more
accurate is the extrapolation. If p parameters are changed and each of them can take n different
values, the total number of input simulations is np.
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For example in dim = 6 EFT, p ≈ 59, and in general p ≈ 50. If every parameter takes
∼ 10 values (SM value, and some values around it), the number of simulations grows up to
≈ 1050 which is an unaffordable number.
Luckily, not all coefficients contribute to every observable, and, as explained in the example
at the beginning of this section, often Wilson coefficients do combine into more general objects
which are smaller in number. Typically less than 10 coefficients enter in the calculation of a BR
or cross section.
On the other side, the number of values which parameters can take, can be minimised
thanks to morphing techniques. Given an observable, polynomial function of parameters ~k (this
is true if there is a polynomial dependence of the scattering amplitude on the theory parameters),
such techniques allow to obtain the value of the observable in a new point of the parameters
space, as a function of a previous computed values of the observable. Labelling ~ki the point of
the parameters phase space where the observable has been calculated, it means:
Ooutput = O(~knew) =
Ninput∑
j=0
w
(
~knew,~kj
)
·O(~kj) , (I.137)
where w
(
~knew,~kj
)
is a simple weight function, correlating the two parameters’ phase space
points ~knew and ~kj. This reduces the number of parameter variations to be simulated, making
the number of MC samples to be produced to a reasonable number.
Once all the µi = µi(k1, . . . , kp) relations have been obtained, the minimisation of the
likelihood function has to be performed. Minimising a function requires multiple calls to it
and if it is difficult to evaluate, the computing time to obtain the result can be large. For a
multivariate Gaussian distribution as the one introduced in Eq. (I.136), the order of the problem
depends on the number of points in the space of parameters which have to be evaluated (G ≈ np),
as well as with the dimension of vector of measurements, dim[ ~X] = dim[~µ] = m. The order of
the full calculation is found to be G ·m! which in the case of m = (100), makes it impossible to
solve with the available tools, since 100! ≈ 10150.
One possible solution to reduce the order of the problem could be to group observables
which depend only on a subset of theory parameters, in order to factorise the problem into
smaller dimension ones. If ~Xa is a subset (dim[ ~Xa] = ma < dim[ ~X]) of measurements for which
only the subset ~ka (dim[~ka] = pa < dim[~k]) of all parameters enter its theoretical calculation,
the order of the problem would be reduced to:
G ·m! ≈ np ·m! −→
∏
a
Ga ·ma! ≈
∏
a
n
pa
a ·ma! ,
∑
a
pa = p ,
∑
a
ma = m, (I.138)
by neglecting correlations between those observables. In the case of STXSs, this would mean
grouping all STXS bins from different stages in terms of production modes. Strong correlations
anyway cannot be neglected, since they change not only the error on the fitted parameters,
but also their central value. Thus, if two bins from different production modes are found to
be strongly correlated, factorisation is not possible. To give a numerical example, imagine it
is possible to split the whole set of measurements in 10 subsets of dimension 10 each. To each
of these subsets let us say that only 5 parameters of the initial 50 contribute. This translates
into ma = 10, pa = 5 for each a ∈ (1, 10). Let us also fix na = 10. The order of the problem
decreases from 10160 to 1013. The fit performed in this way is simultaneous for every subset of
parameters, but not global.
Another way to reduce the order of the likelihood minimisation is to extract one parameter
at a time, while profiling all the others, and repeating the procedure for all of them. The idea
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of profiling has been introduced in Section I.2.2 and it is used in general in global fits up to
now. This approximation makes the fit global, but not simultaneous, since every parameter is
extracted separately.
In the case that no big deviation is found with respect to the SM, an expansion of the
likelihood function around Xi = µ
SM
i = µi(k
SM
1 , . . . , k
SM
1 ) is also possible. In the case of no
discovery, the condition
Xi − µSMi < 5σi (I.139)
holds for every i.
Summarising, the minimisation of the full multivariate likelihood in a global and simul-
taneous way is a difficult problem which can not be solved exactly with the current available
tools. A number of approximations can be applied to the problem to make it easier and thus
solvable. The validity of such approximations have to be checked carefully, since neglecting
strong correlations can also change central values of the parameters being fitted.
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I.7 Summary
After the discovery of the Higgs boson at the LHC we still have a conventional vision: some
very different physics occurs at Planck scale, and the SM is just an effective field theory. What
about the next SM? A new weakly coupled renormalisable model? A tower of EFTs?
The SMEFT framework is useful because one can set limits on the effective coefficients in
a model-independent way. This is why SMEFT in the bottom-up approach is so useful: we do
not know what the tower of UV completions is (or if it exists at all) but we can formulate the
SMEFT and perform calculations with it without needing to know what happens at arbitrarily
high scales.
On the other hand interpreting such limits as bounds on UV models does require some
assumption of the UV dynamics. Alternatively, is the SM close to a fundamental theory?
Understanding the Higgs boson properties is a pillar of the present paradigm. For a theory
or hypothesis to count as scientific it ought to be falsifiable in principle. In that regard, the
SM is a good falsifiable hypothesis. Nevertheless it is important to emphasise that the SM has
withstood risky tests that it could have easily failed.
In this review we discussed the frameworks adopted during Run 1 at the LHC as well
as some further improvements on the former. Understanding that the main accent should be
put on observables (i.e. quantities related to an S -matrix) is important, and mapping those
observables to a Lagrangian is a truly subtle affair, that we must understand and that cannot
really be demoted.
In our view the problem is not how to imagine wild scenarios, but rather how to ar-
rive at the correct scenario by making only small steps, without having to make unreasonable
assumptions.
Finally, we want point out it is important to preserve the original data, not just our current
interpretation of the results. The estimate of the missing higher order terms can change over
time, modifying the lessons we have drawn from the data and projected into the parameters and
implementation of the SMEFT.
Furthermore, considering projections for the precision to be reached in LHC Run 2 anal-
yses, LO results for interpretations of the data in the SMEFT are challenged by consistency
concerns and are not sufficient if the cut-off scale is in the few TeV range. The assignment of a
theoretical error for SMEFT analyses is always important.
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Chapter II
φ∗η: A new variable for studying H → γγ decays
II.1 Overview
After the landmark discovery of a Standard Model-like Higgs boson [1,2] in 2012 the main thrust
of the LHC physics program has shifted to measuring its precise properties. The combination of
experimental results from ATLAS and CMS using data taken in Run 1 at
√
s = 7 and 8 TeV [12]
demonstrated that the properties are consistent with the predictions of the Standard Model
(SM). At the same time, no convincing evidence for physics Beyond the Standard Model (BSM)
was found.
Since 2015, the LHC has been operating at the higher centre of mass energy of 13 TeV.
The cross sections for Higgs boson production are of course larger, but more importantly, the
anticipated integrated luminosity for Run 2 is five times larger. This increased data set will
enable a more precise determination of the Higgs boson properties. The current state of the
art for predictions of production and decay of the Higgs bosons, and for the measurement of
the Higgs boson properties is summarised in the Handbook of LHC Higgs cross sections: 4.
Deciphering the nature of the Higgs sector (YR4) [37].
The main Higgs boson production mode takes place through gluon fusion, shown schemat-
ically in Fig. II.1 where the shaded blob represents all possible interactions between gluons and
the Higgs boson. Because of the very narrow width of the Higgs boson, the invariant mass of
the gluon pair is concentrated around mH .
Fig. II.1: Schematic diagram showing the production of a Higgs boson via gluon fusion.
In the SM, the Higgs boson couples directly to the quarks,
Lfermion = −
∑
q
κq
mq
v
q¯qH, (II.1)
and the interaction is simply mediated through the quark loop shown in Fig. II.2(a) and κq = 1.
The dominant contribution is from the top quark, but in certain kinematic regions the charm
and bottom contributions are significant.
On the other hand, new physical effects not described by the SM, could also contribute to
this process. For example, a new heavy particle, X, of mass m, that couples to both gluons and
the Higgs boson will change the rate according to the mass, spin, colour and couplings [165]. The
rate for colour octet particles is eight times higher than for colour singlets. As a concrete example,
a massive colour triplet scalar particle, q˜, produces contributions as shown in Fig. II.2(b).
In the limit where the particles circulating in the loop are heavy, m mH , the interaction
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(a) (b) (c)
Fig. II.2: Representative Feynman diagrams showing the production of a Higgs boson via gluon
fusion for (a) fermion loops (b) scalar loops and (c) the effective interaction.
is described by the effective interaction shown in Fig. II.2(c),
Leff = cg
αS
12pi
H
v
G
a
µνG
aµν
. (II.2)
When the mass of the particle is produced by the Higgs mechanism, the heavy particle does not
decouple in the m mH limit and this leads to a contribution to cg.
Because the kinematics of the 2→ 1 process is so simple, different combinations of particles
circulating in the loop simply affect the overall normalisation and measurements of the total cross
section are not able to discriminate the mass scales of the various particles that mediate the ggH
interaction. This is a consequence of the Higgs low energy theorem that entangles short- and
long-distance effects [166, 167]. The normalisation is chosen such that (ignoring contributions
from the light quarks and terms O(m2H/m2t ) ) the total inclusive rate simply depends on the
squares of the sum of two terms proportional to κt and cg respectively [168],
σincl(κt, cg) ∼
(
κt + cg
)2
σ
SM LO(t)
incl . (II.3)
As a result, the measurement of the inclusive rate does not disentangle the effects of κt and cg.
In the SM, κq = 1. However, in the case of the top loop where mt > mH it is common to
make predictions for the gluon fusion cross section using the effective interaction of Eq. (II.2),
i.e. setting κq = 0 and cg = 1. This is frequently called the Higgs Effective Field Theory
(HEFT).
Since κt and cg can be affected by new physics effects, it is clear that it is important
to make measurements which allow an independent determination of cg and κt. This requires
a new energy scale much higher than the top-quark mass such that the low energy theorem
no longer holds [169] and the degeneracy of κt and cg breaks. This is done by recoiling the
Higgs bosons against an additional jet as shown in Fig. II.3, and studying the process at high
pTH [95, 168, 170–175]. The QCD radiation acts as a probe to resolve the interaction, and at
large pTH there is sensitivity to particles with a mass m ∼ pTH . As a consequence, Higgs boson
production at large transverse momentum has been widely studied.
In the SM, the Leading-Order (LO) heavy quark contribution occurs at O(α3S) and arises
through loop diagrams [176–179] such as Fig. II.4(a). The O(α4S) Next-to-Leading Order (NLO)
corrections including finite top-mass effects involve complicated two-loop graphs [180] and are
not currently known exactly, although efforts have been made to estimate their size [181–183].
The hadronic radiation probes the internal structure of the hard scattering and the effective
interaction also receives radiative corrections as shown in Fig. II.4(c). In this case, the NLO
corrections [184–187] and O(α5S) Next-to-Next-to-Leading Order (NNLO) corrections [188–193]
are known.
Similarly, new heavy particles (X) will also receive different radiative corrections shown for
example in Fig. II.4(b) that depend sensitively on the mass of the particle and on the transverse
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Fig. II.3: Schematic diagram showing the production of a Higgs boson with transverse momen-
tum via gluon fusion.
momentum. When the transverse momentum is large compared to m, the new physics degrees
of freedom are resolved and can in principle be isolated from the SM contributions.
(a) (b) (c)
Fig. II.4: Representative Feynman diagrams for (a) fermion loops (b) scalar loops and (c) the
effective interaction for the production of a Higgs boson via gluon fusion at large transverse
momentum.
Of course, the Higgs boson decays, and the transverse momentum can only be constructed
from the decay products. One of the cleanest decay channels is the rare H → γγ decay which
has a small branching ratio of ∼ 2.3 ·10−3 so that current measurements are limited by statistics.
This will improve with time with the continued operation of the LHC.
The purpose of this report is to propose a new and complementary observable for studying
Higgs boson production at large transverse momentum in the case where the Higgs boson decays
to two photons.
The φ∗η observable was originally proposed for the study of Drell-Yan production of lepton
pairs [194]. The pTZ distribution is constructed from the transverse momentum of the leptons
which relies on calorimetric measurements of the lepton energies. In contrast, the φ∗η observable
relies on measurements of the directions in φ and η of the two leptons rather than the energies.
One can make use of both calorimeter and charged tracking information provided by the detector
to determine the lepton directions. Ref. [194] demonstrated that the experimental resolution for
φ
∗
η is much better than pTZ particularly when pTZ is small. In the case at hand, we propose
to extend the φ∗η variable to describe a two photon system, even though there is no tracking
information about the photons.
Our report is structured as follows. In section II.2, we recall the definition and properties
of the φ∗η variable itself. We show that although pTH and φ
∗
η both vanish in the Born limit,
they are never directly related. We see that the fermion loop and effective interactions behave
differently for the φ∗η variable, and that this leads to clear differences between the leading order
pTH and φ
∗
η distributions. In section II.3 we make a first study of the experimental resolution
for the φ∗η variable for photons. Even without the benefit of the charged track information, the
experimental resolution for φ∗η is improved compared to the transverse momentum of the photon
pair, particularly at low transverse momentum. The effect of the parton shower on the pTH and
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φ
∗
η variables is discussed in section II.4.
Once the viability of φ∗η as an experimental observable has been established we turn
to more theoretical considerations in section II.5, where we discuss the general structure of
the gggH vertex and how to compute the loop diagrams that can contribute to this process.
We show how such calculations are structured, using the one-loop SM process as a pedagogic
example. The notions of integral families, Integration-by-Parts identities, and master integrals
are introduced and discussed, while the details of the calculation of the one-loop master integrals
using differential equations are postponed to Appendix A. Details of the recently computed
two-loop planar integrals [180] are discussed in Appendix B together with the more advanced
techniques of integrand reduction, generalised polylogarithms, symbols and elliptic integrals.
Armed with the one-loop amplitude in the SM, section II.5.2.5 shows how to take the
large mass limit of the one-loop integrals. This leads to a much simpler result that does not
depend on mt and we discuss for which values of pTH this approximation breaks down. The
equivalent, much simpler, calculation in the Higgs Effective Theory (HEFT) is briefly discussed
in section II.5.3.
The uncertainties inherent in a perturbative calculation are discussed in section II.5.4. We
discuss both the uncertainties that arise due to the truncation of the perturbative series, as well
as the parametric uncertainties that arise from the choice of the values of the strong coupling,
the heavy quark masses and the parton distribution functions (PDFs).
Higher order corrections are discussed in section II.5.5. Due to the complexity of the
two-loop master integrals (and especially the non-planar graphs), the full NLO corrections in
the SM are not yet available, and we only show results in the HEFT. Sections II.5.5.2 and
II.5.5.3 make predictions for the pTH and φ
∗
η distributions at NLO and NNLO respectively. To
simulate the anticipated effect of the heavy quark masses, we introduce two approximations -
essentially retaining the exact LO mass dependence in a multiplicative and additive way - and
compare and contrast the NLO and NNLO predictions for the φ∗η and pTH distributions. As is
well known, at large pTH , the HEFT breaks down leading to a large uncertainty in the NLO and
NNLO predictions at large pTH . However, the various approximations for the φ
∗
η distribution
are largely in agreement demonstrating that this is an observable that is much less sensitive to
ultraviolet structure of the gggH interaction and can be well described by the HEFT.
The potential of the φ∗η distribution as a probe of BSM physics is discussed in section II.6.
In section II.6.2 we study the effect of new physics effects on the φ∗η distribution using a generic
model in which a colour-triplet scalar particle is added to the SM. As expected from our analysis
of the SM predictions, the pTH distribution shows a clear effect, while the φ
∗
η distribution does
not. As a more concrete example, we focus on the light stop scenario within the MSSM proposed
by the HXSWG [195] and study the feasibility of observing an effect in the φ∗η distribution.
Although the overall rate is affected by the presence of additional heavy fields, the shape of the
the φ∗η distribution is relatively insensitive to heavy particle thresholds.
Our findings are briefly summarised in section II.7.
II.1.1 Default input parameters
Throughout our report, we fix the LHC centre-of-mass energy to be 13 TeV and, unless otherwise
stated, use the following default input parameters: the Higgs boson mass, mH = 125 GeV, the
top quark mass, mt = 174 GeV, the bottom quark mass, mb = 4.6 GeV, the charm quark mass,
mc = 1.42 GeV. We use the PDF4LHC15_nnlo_30 PDF set [196] with αS(MZ) = 0.118 and
take the renormalisation and factorisation scales, µR and µF to be equal,
µ = µR = µF .
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For the Born process, pp → H, we set µ = mH/2 while for Higgs bosons produced with finite
transverse momentum, we set µ = MTH/2 whereMTH is the transverse mass of the Higgs boson,
MTH =
√
m
2
H + p
2
TH . (II.4)
The Higgs boson decays into two photons with a branching ratio of 0.00235. The photons are
required to have rapidity, |η| < 2.5, and be isolated, such that the sum of the hadronic energy
within a cone of R = 0.4 is less than 14 GeV. Jets are defined with the anti-kT algorithm with
R = 0.4.
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II.2 Observables for probing Higgs boson recoil
In hadron collisions, the direction in which the two hadrons collide is extremely crowded and it
is experimentally hard to distinguish what is a product of the collision itself and what is simply
a remnant of the colliding hadrons.
In order to isolate the products of the interaction, it is convenient to study the component
of the momentum of the particle which is transverse to the beam axis, the transverse momentum,
pT =
√
p
2
x + p
2
y, (II.5)
as well as the momentum parallel to the beam direction which is characterised by the rapidity,
η = 12 log
(
E + pz
E − pz
)
. (II.6)
For massless particles, E = |p| =
√
p
2
x + p
2
y + p
2
z ≡ pT cosh η, and the rapidity is also called the
pseudorapidity.
In the laboratory frame, the four-momentum pµi of a massless particle can be written in
terms of the transverse momentum, pT i, the rapidity (or equivalently pseudorapidity), ηi and
the azimuthal angle φi,
p
µ
i = (pT i cosh ηi, ~pT i, pT i sinh ηi) , (II.7)
where the vector transverse momentum is,
~pT i = (pT i cosφi, pT i sinφi) . (II.8)
A measurement of pT for a short-lived particle, is obtained by combining the pT -measurements
of its decay products. For small values of pT , that procedure leads to a large experimental un-
certainty on the reconstructed value. For a two particle system (such as Drell-Yan, or Higgs
boson decay to photons), the transverse momentum of the pair is simply,
~pT = ~pT1 + ~pT2. (II.9)
As shown in Fig. II.5(a), in the transverse plane, ∆φ is the azimuthal angle between pT1 and pT2.
When there are only two particles in the final state, ∆φ = pi, and ~pT = ~0 while in the general
case ∆φ < pi and ~pT 6= ~0. The individual transverse momenta are related to the magnitude of
the transverse momentum of the pair by,
p
2
T = p
2
T1 + p
2
T2 + 2pT1pT2 cos ∆φ. (II.10)
(a) (b)
Fig. II.5: Illustration of the two angles that appear in the definition of φ∗η: (a) shows ∆φ in the
plane perpendicular to the beam axis. (b) shows θ∗η in the plane spanned by the beam axis and
the Higgs boson, boosted along the beam axis so that the Higgs boson is purely transverse.
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Fig. II.6: The Higgs boson transverse momentum distribution at
√
s = 13 TeV at leading order
for the HEFT (black) and for the SM (a) at low pTH and (b) at high pTH . The SM predictions
are shown for the top-quark alone (green), top and bottom quark loops (blue) and top, bottom
and charm quark loops (red). The lower panels show the ratio normalised to the HEFT result.
In the small pT region, cos ∆φ ∼ −1, and pT1 ∼ pT2, so that there are large cancellations
between the terms on the RHS of Eq. (II.10), which ultimately leads to a poor experimental
resolution.
As discussed in Sec. II.1, the main Higgs boson production mode is the gluon fusion
process. Here we consider the rare but clean decay of the Higgs boson into two photons. The
inclusive cross section for the two-photon decay of the Higgs boson produced via gluon fusion is
dominated by low pTH events and the inclusive cross sections for the HEFT and SM are similar.
At leading order with the default parameters given in Section II.1.1 we find1,
σ
SM
LO (t, b, c) = 24± 3 fb (II.11)
σ
HEFT
LO = 26± 3 fb. (II.12)
Fig. II.6 shows a comparison between the HEFT and the SM predictions for the pTH
distribution. As we can see Fig. II.6(a), for a Higgs boson with pTH < mt the HEFT prediction
almost perfectly reproduces the SM result with a deviation of less than a 10%. For pTH ≈ mt the
distributions start to differ as we begin to resolve the structure of the loop. At larger pTH , the
two models lead to very different predictions demonstrating the potential of the pTH distribution
in resolving the details of the gluon-Higgs interaction.
II.2.1 A new observable: φ∗η
To probe the low pT region, an alternative angular variable, φ
∗
η, has been proposed [194] which
minimises the impact of these experimental uncertainties. This variable has been already studied
1We note that the higher order corrections are significant and have been computed through to next-to-next-
to-next-to-leading order (N3LO) [117,118]
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for the case of Z production decaying into two leptons [197,198]. It is our goal to extend these
studies to Higgs boson production decaying into two photons.
The variable φ∗η is defined by:
φ
∗
η ≡ tan
(
φacop
2
)
· sin(θ∗η). (II.13)
In this definition, the acoplanarity angle is simply related to the angle between the particles in
the transverse plane:
φacop ≡ pi −∆φ. (II.14)
As depicted in Fig. II.5(b), θ∗η is the scattering angle of the two particles with respect to the
proton beam in the reference frame in which the two particles are back to back in the (r, θ) plane.
In this frame, the parent particle is purely transverse. This frame is obtained by a longitudinal
boost characterised by β such that the pseudorapidities in the new frame, η′i are related to ηi
by,
η
′
i = ηi + ∆η (II.15)
where
∆η = 12 log
(1− β
1 + β
)
= −
(
η1 + η2
2
)
. (II.16)
The transverse momenta are unaffected by the boost so that in this frame,
p
′µ
1 =
(
pT1 cosh
(
η1 − η2
2
)
, ~pT1, pT1 sinh
(
η1 − η2
2
))
, (II.17)
p
′µ
2 =
(
pT2 cosh
(
η1 − η2
2
)
, ~pT i,−pT2 sinh
(
η1 − η2
2
))
. (II.18)
From here we immediately see that,
sin(θ∗η) =
|pT |
E
= sech
(
η1 − η2
2
)
, (II.19)
or equivalently,
cos(θ∗η) =
|pz|
E
= tanh
(
η1 − η2
2
)
. (II.20)
The φ∗η variable measures the “deviation from back-to-backness” (acoplanarity) in the
transverse plane and therefore vanishes at Born level where the azimuthal angle between the
two leptons ∆φ is exactly equal to pi. Non-zero values of φ∗η are produced by the same mecha-
nism that generates non-zero pTH , namely a recoil against hadronic emission from the partonic
initial states. As a consequence, the φ∗η distribution probes the same type of physics as the
transverse momentum distribution. In the following we will investigate the relation between the
two variables in further detail.
Fig. II.7 compares the HEFT and the SM predictions for the φ∗η distribution for the Higgs
boson decaying to two photons. As at low pTH , Fig. II.7(a), shows that for a Higgs boson with
2mHφ
∗
η < mt, the HEFT prediction lies within 10% of the SM result. However, unlike the pTH
distribution, at higher values of 2mHφ
∗
η ≈ mt the agreement between the models persists. On
the one hand, this implies that the φ∗η distribution is less sensitive to the details of the gluon-
Higgs interaction. On the other hand, it means that the φ∗η distribution can be better predicted
using the Higgs Effective Theory.
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Fig. II.7: The Higgs boson φ∗η distribution at
√
s = 13 TeV at leading order for the HEFT
(black) and for the SM (a) at low φ∗η and (b) at high φ
∗
η. The SM predictions are shown for the
top-quark alone (green), top and bottom quark loops (blue) and top, bottom and charm quark
loops (red). The lower panels show the ratio normalised to the HEFT result.
II.2.1.1 φ∗η in the low-pTH regime
At very low pTH (or φ
∗
η) the cross section is dominated by large Sudakov-type logarithms of the
vanishing observable. As discussed earlier, pTH and φ
∗
η vanish under the same circumstances.
In the limit in which both variables vanish, we can find a relation between the two observables
by looking at their dominant logarithmic behaviour [197,199,200]:
pTH
dσ0
dσ
dpTH
= −8CF
αS
pi
ln
(
pTH
mH
)
+O(α2S), (II.21)
φ
∗
η
dσ0
dσ
dφ
∗
η
= −8CF
αS
pi
ln
(
2φ∗η
)
+O(α2S), (II.22)
where CF = (N
2
c − 1)/2/Nc. Although the two observables, pTH and φ∗η, are not directly
related, by equating the arguments of the logarithms in Eqs. (II.21) and (II.22) we can derive
an approximate relationship between the observables in the regions of the distributions that are
dominated by Sudakov logarithms,
2mHφ
∗
η ≈ pTH . (II.23)
We therefore systematically scale the φ∗η distributions by a factor of 2mH throughout this report.
Fig. II.8 shows the leading order SM predictions for the pTH and φ
∗
η distributions. We
see that at low-pTH , low-φ
∗
η the two distributions are very similar. However, at larger values
of pTH and φ
∗
η, the distributions are rather different. This difference becomes apparent around
pTH ∼ mt and is because the pTH distribution is able to resolve the top quark loop. In contrast,
the φ∗η distribution does not appear to resolve the top quark loop and from this point of view,
behaves more like the inclusive cross section.
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Fig. II.8: Comparison between the LO φ∗η (red) and pTH (black) distributions in the (a) low-pTH ,
low-φ∗η and (b) high-pTH , high-φ
∗
η regimes at 13 TeV.
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II.3 Photons
In this section we will study the experimental resolution of the φ∗η variable in two-photon events.
We will concentrate on the reconstruction of photons and electrons with the CMS detector. Like
ATLAS, this enormous and incredibly complex detector is composed of different sub-detectors
assembled in an onion-like configuration and designed to reconstruct all the visible particles
produced during a proton-proton collision. Each sub-detector interacts with the particles pro-
duced by the collisions and is designed to obtain a particular piece of information about each
particle. The specific combination of information collected from many sub-detectors allows the
reconstruction of different particles types.
II.3.1 Photon reconstruction and identification at the LHC detectors
Since we are concerned on the measurement of the Higgs boson when it decays into photons, we
will focus only on the inner CMS sub-systems: the tracker and the electromagnetic calorimeter
(ECAL). Within these sub-detectors, charged-particle trajectories are measured by the silicon
pixel and strip tracker, with full azimuthal coverage within |η| < 2.5. A lead tungsten crystal
ECAL and a scintillator hadron calorimeter (HCAL) surround the tracking volume and cover
the region |η| < 3. The ECAL cells have widths of 0.0174 in both η and φ. A detailed description
of the CMS detector can be found in Ref. [14]
The photons and electrons are usually reconstructed in the same way at the LHC detectors,
mainly by combining information from the electromagnetic calorimeter and the inner tracking
detectors. After being produced by a proton-proton collision, these particles travel through
different sub-detectors before being stopped in the ECAL where they release all their energy as
an electromagnetic shower. Photons and electrons are differentiated by the fact that electrons
leave a charged track in the tracker that points towards the electromagnetic shower in the ECAL.
Unlike electrons, whose momentum can be measured precisely by the tracker, the photon
energy measurement depends entirely on the intrinsic detector resolution of the ECAL. A precise
measurement of the transverse momentum of Higgs boson that decays into a pair of photons is
then limited by the ECAL performance.
As discussed in Sec. II.2, in order to probe the physics at low pTH region (pTH << mH),
we propose the use of new observable, φ∗η, that could provide a precise measurement of the
properties of H → γγ events by avoiding the ECAL intrinsic resolution and using the angular
information instead.
II.3.2 Event generation and detector simulation
Monte-Carlo H → γγ events are generated using the Madgraph5_aMC@NLO [129] simulation
framework with a centre-of-mass energy
√
s = 13 TeV and a Higgs boson mass set to mH =
125 GeV. The events are generated at NLO accuracy including the matching and merging
of parton multiplicities. The parton showering is taken care of by Pythia8 [201] with the
CUETP8M1 [202] tune. A fast detector simulation is performed on those events using DELPHES
3 [203] with the CMS detector configuration. This framework supplies the relevant sub-sensors
resolutions and reconstruction efficiencies of the CMS detector described earlier2.
In this study photon conversions into electron-positron pairs are neglected. The final
photon and electron energy is obtained by applying the ECAL resolution function that depends
on the intrinsic ECAL performances. True photons and electrons with no reconstructed track
pointing to the ECAL are considered to be photons in the detector simulation DELPHES 3.
2Similarly a fast simulation with ATLAS can be performed.
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II.3.3 Event selection
We use the same fiducial volume as used for the differential cross section measurements by
CMS [204]. Events are accepted for further analysis if the diphoton invariant mass satisfies
|mγγ − 125| < 10 GeV and the photons satisfy the following requirements:
– The leading and sub-leading photons satisfy pγ1T /mγγ > 1/3 and p
γ2
T /mγγ > 1/4;
– Each photon of the candidate pair entering the analysis is required to have |η| < 2.5,
excluding the region 1.4442 < |η| < 1.566 that corresponds to the gap in the ECAL
between the barrel and end-cap;
– Each photon must be isolated with an isolation value of Iiso < 0.1
3.
For each generated photon, the reconstructed photon candidate with the smallest
∆R =
√
(ηrec − ηgen)2 + (φrec − φgen)2
is computed. When ∆R < 0.2 the generated photon is paired with a reconstructed photon.
The distributions of φ∗η and p
γγ
T after the simulation of diphoton events are shown in
Fig. II.9. We see that for both variables, there is a very good correlation between truth (the
generated observable) and reco (the reconstructed observable) apart from very small values of
the observables.
The relationship between φ∗η and p
γγ
T for the diphoton pair in individual events is shown
in Fig. II.10. In order to make a fair comparison between these two observables we scale φ∗η by
the factor of 2×mH as discussed in the previous section.
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Fig. II.9: Distributions of (a) the transverse momentum H → γγ and (b) φ∗η at both generated
(truth) and reconstructed (reco) levels.
II.3.4 Experimental resolution for diphoton scattering angle
Following the strategy as described in Ref. [194] in the context of the Z transverse momentum
measurement, we start by measuring the relative resolution of φ∗η and p
γγ
T in simulated diphoton
3The photon isolation is defined as the ratio between the transverse momentum of all the reconstructed
objects within a radius of ∆R < 0.4 and the photon candidate. This definition is slightly different from the usual
definition used by the LHC experiments that use different types of isolation depending on the calorimeter and
how the particles are reconstructed. More details can be found in Ref. [205].
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events as shown in Figure II.11(a). Here we show the relative resolution for a given measured
quantity X (X = 2mHφ
∗
η, p
γγ
T ) as a function of the relative difference
∆X = (Xtruth −Xrec)/Xtruth.
As expected the φ∗η variable has a narrower relative resolution distribution than p
γγ
T .
The resolution is defined as the RMS value of Xtruth − Xreco as a function of Xtruth
shown in Fig. II.11(b). We conclude that the angular variable 2mHφ
∗
η has a better resolution
in comparison with the simple calorimetric measurement of pγγT in most of the range of X
truth.
The improvement is roughly 30% in the range 1 GeV < Xtruth < 100 GeV.
Note that many systematic effects have been neglected in using the DELPHES simulation.
One of the main sources of systematic uncertainties neglected is the determination of the hard
scattering primary vertex in the presence of pile-up which could lead a mis-measurement of the
scattering angles and thus the pseudo-rapidities of the two selected photons. The presence of
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pile-up also introduces additional systematic uncertainties in the isolation criteria that might
further bias the identification of the two photons.
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II.4 Parton Showers
Let us now investigate the effect of the parton shower (PS) when simulating the two observables
discussed so far. We concentrate on a very simple example, the production of a Higgs boson
through gluon fusion. To make the discussion even clearer, we consider only the Higgs Effective
Theory. Note that a complete description of how a parton shower works is beyond the scope of
this report and we refer the reader to the useful references [206–209].
The differential partonic cross section, dσˆ, for the Born (or leading order (LO)) hard
scattering process, gg → H, can be written as
dσˆgg→H = dΦ2→1
|Mgg→H |2
F
, (II.24)
where the flux factor F = 4p1 ·p2 = 2s12, |Mgg→H |2 is the spin and colour summed and averaged
matrix element and Φ2→1 represents the one–particle phase space. The explicit form for dΦ2→1,
requires that
dσˆgg→H ∝ δ(2)(~pTH), (II.25)
which follows from four–momentum conservation and implies that the value of pTH is fixed to
be identically zero.
Fig. II.12: Pictorial representation of how a large pTH Higgs boson event looks like from a
Monte Carlo perspective. The hard interaction (big red blob) is followed by the decay of the
Higgs boson to photons (red wavy lines)). Additional hard QCD radiation is produced through
final state (red) and initial state (magenta) before the final-state partons hadronise (dark green
blobs) and hadrons decay (light green blobs).
In reality the two gluons in the initial state are very energetic and will emit other particles,
gluons or quarks, which in turn will emit other particles and so on. A schematic representation
of an event in which a Higgs boson is produced at large transverse momentum is shown in
Fig. (II.12) showing emission from final state particles (red) and emission from the initial state
(blue). The emissions will most likely be soft or collinear to the emitter, which allows us to
make some approximations. The parton shower simply does the job of simulating emission
after emission until the radiating particle runs out of energy, which is the point when partons
hadronize (green lines and blobs in Fig. II.12).
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To see how this works consider the splitting of a gluon into a pair of quarks where the
splitting probability is given by
Pqq(t, t′) =
∫ t′
t
dt
t
∣∣∣∣ ∣∣∣∣2 ∝ αs2piPqq(z) log t
′
t
. (II.26)
Repeated splittings gives rise to a series that behaves like
1
m!
(
αs log
t
′
t
)m
,
which can symbolically be summed and exponentiated to give
∆i(t, t
′) = exp
− ∑
j∈(q,g)
Pij(t, t′)
. (II.27)
∆ is called the Sudakov form factor, which represents the unconditional branching probability
for a parton not to undergo a branching process between the two energy scales t and t′ [210–212].
Note that the Sudakov form factor accurately represents the leading logarithmic (LL) behaviour
of the splittings. In practical implementations, the subleading logarithmic behaviour of parton
showers is not yet well understood, and varies from code to code. Keeping in mind that the
outcome of the parton shower has leading order and leading logarithmic accuracy, the main
effect of showering a fixed order hard-process is to add more particles to the final state, each
carrying a transverse momentum ~kiT which is weighted according to ∆. The primary effect of
adding more particles in the final state follows from momentum conservation, and implies that
δ
(2)(~pTH)→ δ(2)(~pTH +
N∑
i=1
~kiT ), (II.28)
which shifts the peak of the distribution from zero to some non-zero value. The energy that the
shower can share among the additional final state particles is limited by the partonic centre of
mass energy which in this case is of the order of mH . Therefore, we should expect that applying
the parton shower to the LO 2 → 1 process will lead to a pTH distribution that exhibits a
broad peak that suddenly falls off for pTH ≈ mH . This is indeed the behaviour that is shown in
Fig. (II.13)(a) by the pp→ H PS prediction.
φ
∗
η is of course a different variable, but it shares the key feature that at the Born level, it
is required to vanish. The additional radiation in the parton shower produces a non-zero value
for φ∗η and the pp → H PS prediction shown Fig. (II.13)(a) has the same gross features as the
pTH distribution, namely a broad shoulder accompanied by a tailing off at larger values of φ
∗
η.
Although the shower generates many emissions, each emission is roughly a factor of ten
times less likely to happen than the previous one. The reason is that each emission comes at the
cost of an additional power of αS . Further, αS is not constant but a monotonically decreasing
function, and for most implementation of parton showers is evaluated at the kT of the splitting.
These two considerations together imply that the first few emissions have a larger weight than
the later emissions, and splittings that exhibit a smaller kT are more likely than those with a
larger kT . These two effects compete to determine the shape of the distribution and the position
of the peak. Following these arguments, one could argue that a reasonable approximation would
simply be to go one order higher in αS and include exactly the emission of one extra particle
in the hard scattering itself. In the case of gg → H, this process introduces a variety of new
channels, gg → Hg, qq¯ → Hg, qg → Hq that are discussed in detail in Sec. II.5. Here, we simply
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Fig. II.13: The effect of the parton shower on (a) the pTH and (b) φ
∗
η distributions. The curves
show the effect of the parton shower on the gg → H process, pp → H PS (green), the fixed
order gg → Hj process FO (blue) and the parton shower applied to the FO process, pp → Hj
PS (red).
denote the sum of these contributions by gg → Hj to reflect the fact that an additional parton
j is present in the final state.
Let us first consider the case of gg → Hj at fixed order (FO), i.e. with no parton shower.
As for the Born contribution, we can write the differential cross section in terms of final state
phase-space and matrix elements,
dσˆgg→Hj = dΦ2→2
|Mgg→Hj |2
F
∝ d
2
~pTH
pTH
d2~kjt
kjt
δ
(2)(~pTH − ~kjT ), (II.29)
where the δ function in this case simply forces the Higgs boson and the extra parton to be
back-to-back and thus removes one of the two integration variables. In contrast to the gg → H
case discussed earlier, we find the additional feature of the non trivial integration over pTH .
Although there is an extra particle recoiling against the Higgs boson, nothing prevents the extra
parton to be very soft, or very collinear to the beam axis. In both cases this gives rise to a
logarithmic divergence. What this means in practice is that events with pTH ∼ 0 GeV will have
a larger weight (i.e. a larger probability to be produced). This feature can clearly be seen as the
pp → Hj FO prediction in Fig. (II.13)(a). In this case we indeed see a rise at low pTH which
diverges at pTH = 0 GeV but is not included in the plot. We also see a rather hard distribution
(compared to pp→ H PS) because the single hard emission is precisely modelled. One can see
the same effects in the FO φ∗η distribution in Fig. (II.13)(b); a divergence at low φ
∗
η accompanied
by a hard tail at high φ∗η.
Let us now investigate the effects of the parton shower on gg → Hj. As for the 2 → 1
case, the main effect of the shower is to shift and broaden the peak of the pTH distribution. The
main difference is that instead of having a sudden drop at pTH ∼ mH , the pTH distribution is
harder because more energy is available to the shower through the emission of an extra particle
in the hard process. We therefore expect a transition between the low pTH region where the
shower dominates and distorts the shape of the pp → Hj FO distribution and the high pTH
region where impact of the shower is negligible. This phenomenon is displayed as pp → Hj
PS in Fig. (II.13)(a). As one might expect, the same effects are evident in the pp → Hj PS
prediction for the φ∗η distribution in Fig. (II.13)(b); at low φ
∗
η the parton shower produces a
smooth shoulder that merges onto the hard FO tail at high φ∗η.
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II.5 Theoretical Predictions
In this section we describe the calculation of the fixed order matrix elements relevant to the
production of Higgs bosons with non-zero transverse momentum and non-zero φ∗η. We start by
reviewing the general properties of the interaction shown in Fig. II.3. In the Standard Model,
this blob is mediated by heavy quark loops. The one-loop matrix elements have been known
for some time [176, 177] but the two-loop matrix elements are not yet known exactly [180]. We
review the modern techniques that have been developed to tackle the complicated two-loop
integrals that appear using the one-loop amplitude as an example. Finally, we show how the
effective interaction can be recovered by taking the mt →∞ limit.
Fig. II.14: Schematic diagram showing the production of a Higgs boson with transverse momen-
tum from quark-antiquark annihilation.
Note that in addition to the gluonic process shown in Fig. II.3, there is also a process
involving a quark-antiquark pair shown in Fig. II.14 so that seven partonic channels contribute
to the production of a Higgs boson plus a quark or gluon jet in proton-proton collisions:
qg → qH, gq → qH, q¯g → q¯H, gq¯ → q¯H,
qq¯ → gH, q¯q → gH, gg → gH. (II.30)
The calculational methodology is similar for all processes and in the following, we will
mainly focus on the gg → gH process.
II.5.1 General Properties
II.5.1.1 Tensorial Structure of the Amplitude
The amplitude for the gg → gH process may be written in terms of the external polarisation
vectors of the gluons and a third rank tensorMµντ that describes the physics within the blob,
Mgg→gH =Mµντ εµ(p1) εν(p2) ετ (p3). (II.31)
If one wishes to exploit the helicities of the external particles, then Eq. (II.31) can be generalised,
A
h1h2h3
gg→gH =Mµντh1h2h3 ε
h1
µ (p1) ε
h2
ν (p2) ε
h3
τ (p3), (II.32)
where hi denotes the helicities of the gluons. As we will see, all information required to evaluate
Mµντh1h2h3 for any combination of the helicities of the external gluons can be directly obtained
from the general tensorMµντ
The most general tensorial structure ofM is formed by factors of the external momenta
p
µ
i , the Lorentz invariant tensor g
µν and the Lorentz invariant Levi-Civita tensor εµνρσ. The
process gg → gH has four external particles, but due to momentum conservation we may express
the momentum of the Higgs boson, p4, in terms of the momenta of the three gluons. We obtain
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the general expression for the tensor decomposed amplitude
Mµντ =
3∑
ijk=1
Fijkp
µ
i p
ν
j p
τ
k +
3∑
i=1
Gi1p
µ
i g
ντ +
3∑
i=1
Gi2p
ν
i g
µτ +
3∑
i=1
Gi3p
τ
i g
µν +
3∑
i=1
Hip
σ
i ε
µνρσ
(II.33)
where Fijk, Gij and Hi are scalar functions called formfactors. QCD is a parity invariant theory
and therefore Hi ≡ 0. However, there may well be models in which this term is present. In this
section, we are mainly concerned with the Standard Model and will neglect this parity violating
term. Eq. (II.33) has 27 Fijk terms and 9 Gij terms. It is important to note that while the
values of the formfactors depend on the specifics of the physical theory, the number of loops etc.
but the tensorial decomposition given by Eq. (II.33) does not.
The terms in Eq. (II.33) are not physically independent. This can be seen from the Ward
identities imposed by the gauge invariance of the theory, which say that any amplitude that may
be written asMµεµ(p) for a massless vector boson with momentum p, must satisfyMµpµ = 0.
Imposing the Ward identity for each of the external gluons in turn and requiring that each
of the (independent) second rank tensor coefficients vanish produces 30 relations between the
coefficients of Eq. (II.33), of which 22 turn out to be independent. This leaves a gauge-invariant
expression with 14 independent terms.
Of these 14 terms 10 turn out to be proportional to either pµ1 , p
ν
2 , or p
τ
3 . As polarization
vectors have the property that ε(p)·p = 0, these terms will yield no contribution to the amplitude
of Eq. (II.31). Thus only four physical terms are left,
Mµντphysical = F212Tµντ212 + F332Tµντ332 + F311Tµντ311 + F312Tµντ312 , (II.34)
where,
T
µντ
212 =(s12g
µν − 2pµ2pν1)(s23pτ1 − s13pτ2)/(2s13),
T
µντ
332 =(s23g
ντ − 2pν3pτ2)(s13pµ2 − s12pµ3 )/(2s12),
T
µντ
311 =(s13g
τµ − 2pτ1pµ3 )(s12pν3 − s23pν1)/(2s23), (II.35)
T
µντ
312 =
(
g
µν(s23p
τ
1 − s13pτ2) + gντ (s23pµ2 − s12pµ3 ) + gτµ(s12pν3 − s23pν1)
+ 2pµ3p
ν
1p
τ
2 − 2pµ2pν3pτ1
)
/2
with sij = (pi + pj)
2.
We notice a symmetry between the first three terms of Eq. (II.34). This is due to the
cyclic permutation invariance ofM, e.g. M(pµ1 , pν2 , pρ3) =M(pν2 , pρ3, pµ1 ), so we realize that only
two of the terms of Eq. (II.34) are truly independent. These can be chosen as e.g. F311 and
F312, and are denoted the independent formfactors of the process.
The formfactors can be directly extracted from the tensor by introducing “projectors”,
Q
ijk
µντ [213] with the property that
Q
ijk
µντMµντphysical = Fijk. (II.36)
It is natural to construct the Qijkµντ as linear combinations of the T
µντ
ijk appearing in Eq. (II.35)
and to fix the coefficients such that Eq. (II.36) is satisfied. In general, these coefficients depend
on the sij and the dimensionality of space-time d. Explicit calculation yields,
Q
µντ
212 =
1
(d− 3)s12
(
− ds13
s
2
12s23
T
µντ
212 +
d− 4
s
2
23
T
µντ
332 +
d− 4
s12s13
T
µντ
311 +
d− 2
s12s23
T
µντ
312
)
, (II.37)
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Q
µντ
332 =
1
(d− 3)s23
(
d− 4
s12s23
T
µντ
212 −
ds12
s13s
2
23
T
µντ
332 +
d− 4
s
2
13
T
µντ
311 +
d− 2
s13s23
T
µντ
312
)
, (II.38)
Q
µντ
311 =
1
(d− 3)s13
(
d− 4
s
2
12
T
µντ
212 +
d− 4
s13s23
T
µντ
332 −
ds23
s12s
2
13
T
µντ
311 +
d− 2
s12s13
T
µντ
312
)
, (II.39)
Q
µντ
312 =
(d− 2)
(d− 3)s12s23s13
(
s13
s12
T
µντ
212 +
s12
s23
T
µντ
332 +
s23
s13
T
µντ
311 +
d
d− 2T
µντ
312
)
, (II.40)
where the symmetry between the first three projectors remains apparent.
For the quark channels, rather than three free Lorenz indices, the tensorial amplitude will
have one Lorentz index along with a spinor and an anti spinor index. For that case a similar
projector technique may be used, see e.g. Ref. [213].
II.5.1.2 From the Amplitude to the Cross-section
The partonic cross-section is given in terms of the amplitude,Mgg→gH , by
σˆgg→gH(s12) =
∫
dΦ2→2
|Mgg→gH |2
F
. (II.41)
In four dimensions the 2-to-2 phase space for production of a Higgs boson plus jet is∫
dΦ2→2 =
∫ 1
−1
d cos θ
∫ 2pi
0
dφ 1
32pi2
(
1− m
2
H
s
)
. (II.42)
The gluon channel contribution to the hadronic cross-section is given by
σpp→hj(s) =
∫ 1
0
dz1
∫ 1
0
dz2
∫ s
s
min
12
ds12σˆgg→gh(s12)δ(sˆ− z1z2s)fg(z1)fg(z2), (II.43)
where fg is the gluon PDF and s
min
12 = m
2
H is the minimum energy required to produce a Higgs
boson on-shell. Introducing the parton luminosity,
dLij
dτ =
∫ 1
τ
dx
x
fi(x)fj
(
τ
x
)
(II.44)
we may write the hadronic cross-section as
σpp→hj(s) =
∫ 1
τ0
dτ
dLgg
dτ σˆgg→gh(τs), (II.45)
where τ0 = m
2
H/s.
In conventional dimensional regularisation (CDR) the spin and colour averaged absolute
square of the amplitude is given by
|Mgg→gH |2 =
1
(d− 2)2
1
(N2c − 1)2
|Mgg→gH |2, (II.46)
where the we have divided by the number of polarisations, (d− 2), for each incoming gluons in
order to average over their polarisations and by N2c − 1 for each incoming gluon to average over
their colours. The absolute square of the matrix element is given in terms of the form factors
by
|Mgg→gH |2 =
∑
h1,h2,h3
(εh1µ )
∗
ε
h1
µˆ (ε
h2
ν )
∗
ε
h2
νˆ (ε
h3
τ )
∗
ε
h3
τˆ (Mµντ )∗Mµˆνˆτˆ (II.47)
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= 14
[(d− 2)|F212|2s312s23
s13
+ F212F
∗
332s12s
2
23 + F212F
∗
311s
2
12s13 + (d− 2)F212F ∗312s212s23
+ F332F
∗
212s12s
2
23 +
(d− 2)|F332|2s13s323
s12
+ F332F
∗
311s
2
13s23 + (d− 2)F332F ∗312s13s223
+ F311F
∗
212s
2
12s13 + F311F
∗
332s
2
13s23 +
(d− 2)|F311|2s12s313
s23
+ (d− 2)F311F ∗312s12s213
(II.48)
+ (d− 2)F312F ∗212s212s23 + (d− 2)F312F ∗332s13s223 + (d− 2)F312F ∗311s12s213
+ (3d− 8)|F312|2s12s13s23
]
,
where for the polarisation sums we have used the axial gauge expression
∑
pols
(
ε
µ
i (pi)
)∗
ε
ν
i (pi) = −gµν +
p
µ
i n
ν
i + p
ν
i n
µ
i
pi · ni
, (II.49)
with ni an arbitrary reference vector not collinear to pi.
Eq. (II.48) looks rather cumbersome and a simpler expression for the absolute square of
the matrix element can be written in terms of helicity amplitudes. We first fix the dimensionality
of the space-time to four for all external particles, which corresponds to working in the ’t Hooft-
Veltman scheme (rather than CDR). In four dimensions we can then use the spinor helicity
formalism to compute the helicity amplitudes, for a discussion of this topic see [214–218].
Each of the three gluons can have one of two helicities thus there are 23 helicity amplitudes,
though they are not all independent. Firstly, the helicity amplitudes are related by parity,
Mh1h1h3gg→gH = −M−h1−h2−h3gg→gH , (II.50)
this reduces the number of potentially independent helicity amplitudes to 4. However, the
remaining 4 are also related due to the permutation invariance of the amplitude
M++−gg→gH(s12, s13, s23) =M+−+gg→gH(s13, s23, s12) =M−++gg→gH(s23, s12, s13). (II.51)
In terms of the form factors the two independent helicity amplitudes are given by
M+++gg→gH =
−s12s23s13√
2〈12〉〈23〉〈31〉
(
s12
2s13
F212 +
s23
2s12
F332 +
s13
2s23
F311 + F312
)
, (II.52)
M++−gg→gH =
F212s12〈23〉[21]2
2
√
2〈12〉[31] . (II.53)
We may write now the absolute square of the matrix element as a sum of absolute squares of
the 8 helicity amplitudes
|Mgg→gH |2 =
∑
h1,h2,h3=±
|Mh1h2h3gg→gH |2. (II.54)
When using this expression care should be taken to average over the correct number of transverse
polarisations of the gluon, now 2 rather than d− 2.
Unlike the formfactors themselves, Eqs. (II.47) and (II.54) are quite general and do not
depend on the details of the interaction.
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Fig. II.15: Example Feynman diagrams for the channels qg → qH, qq¯ → gH and gg → gH at
leading order in the Standard Model.
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Fig. II.16: The percentage contributions from the gluon-gluon (red), gluon-quark (green) and
quark-quark (blue) channels to the (a) pTH and (b) φ
∗
η distributions at
√
s = 13 TeV in the
Standard Model with a top quark loop. The breakdown using the Higgs Effective Theory is
shown dashed.
II.5.2 The Standard Model at one-loop
The LO contribution to Higgs boson plus jet production contains Feynman diagrams with one
loop. Examples of the Feynman diagrams in the qg → qH, qq¯ → gH and gg → gH channels
are shown in Fig. II.15. The channels involving a quark in the initial or final state are all
related by crossing symmetries and so it is sufficient to calculate the matrix element for any one
of these channels and obtain the others by crossing. The result for all partonic channels was
first calculated in 1988 [176] and later analysed in detail for Higgs boson plus jet production,
including expansions in the limit of large top-quark mass [177].
Fig II.16 shows the percentage contribution of the gg, qg ≡ qg + q¯g + gq + gq¯ and qq ≡
qq¯ + q¯q + qq + q¯q¯ partonic channels for the pTH and φ
∗
η distributions. We see that for the LHC
the gluon-gluon channel is dominant due to the high gluon luminosity, but that the quark-gluon
channel is also important. We clearly see the effect of the gg → tt¯ threshold that enhances the
qq¯ channel around pTH ∼ mt. We note that dominance of the gluon-gluon channel persists to
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Fig. II.17: Feynman diagrams (2 out of 12) for the process gg → gH at leading order in the
Standard Model.
higher values of 2mH φ
∗
η.
We will recompute this channel using techniques that are also applicable to multi-loop
calculations. For this channel, there are 12 diagrams contributing at leading order: the two
diagrams shown in Fig. II.17 plus the 3! permutations of the gluons.
In general we can write an L-loop amplitude as
AL−loop =
∑
i∈diagrams
∫ L∏
l=1
ddkl
ipi
d/2
Ni({k})∏
j∈iDj({k})
(II.55)
Here Dj denote the denominators stemming from the propagators of the Feynman diagrams,
i.e. terms of the form (k + p)2 −m2, while Ni contains the rest of the terms in the Feynman
diagram, i.e all gamma matrices, colour factors, polarization vectors, spinors, and all other
factors provided by the Feynman rules. Most importantly, Ni is a scalar. This means that
after performing the traces, all of the loop momenta appear either contracted with one of the
physical momenta, ki · pj , or one of the external polarisations, ki · εj , or with another loop
momentum ki · kj . Here we will adopt the strategy of projectors described in Sec. II.5.1.1 so
that the polarisation vectors are removed and the loop momentum only appears in terms like
ki · pj and ki · kj .
There are several public codes available for generating expressions for Eq. (II.55), see
for example, Refs. [219–222]. These programs typically generate algebraic expressions for the
Feynman diagrams (according to some model) without performing any algebra. This means
that the numerators of the diagrams in general will contain long strings and traces of (Dirac)
gamma matrices, from external fermions and fermions in loops respectively, along with products
of the colour factors T aij and fabc from vertices containing coloured particles. Several algebraic
manipulation programs enabling the reduction of such factors exist, see for example, Refs. [220,
223].
II.5.2.1 Integral Families
Finding a systematic and homogeneous way of expressing Feynman integrals, is crucial in order
to identify relations between them. For a process with P external particles in (integer) D
dimensions, only E = min(P − 1, D) of these external momenta will be independent. P is
reduced by one due to momentum conservation relating the momenta, while in a D-dimensional
space, any vector can be expressed as a linear combination of D basis vectors. For an P -point
process with L loops, it is not hard to realize that the number of inherently different scalar
products of the type ki · pj or ki · kj is given by
N = L(L+ 1)/2 + LE (II.56)
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where the first term comes from contracting the loop momenta with themselves, and the second
from contraction the loop momenta with the external ones.
For H + j production E = 3 so that at one-loop N = 4. This is exactly the number of
propagators in the box-diagram (seen as g9 on Fig. II.18) and reflects the fact that all propagators
of integrals contributing to the one-loop process can be written as a subset of those of the box.
We choose the propagators of the box diagram to be
D1 = k
2
1 −m2t ,
D2 = (k1 − p1)2 −m2t ,
D3 = (k1 − p1 − p2)2 −m2t ,
D4 = (k1 − p1 − p2 − p3)2 −m2t , (II.57)
and we introduce the integral family
Iα1,α2,α3,α4 =
∫ ddk1
ipi
d/2
1
D
α1
1 D
α2
2 D
α3
3 D
α4
4
. (II.58)
Here the indices α1, . . . , α4 ∈ Z encode the power of the propagators appearing in a particular
integral. As we will see, there are nine master integrals, which can be obtained by setting one
or more of the αi equal to zero.
In this case, the four independent scalar products are related to the propagator factors
through,
k1 · k1 = D1 +m2t ,
2k1 · p1 = D1 −D2 + p21,
2k1 · p2 = D2 −D3 + (p1 + p2)2 − p21,
2k1 · p3 = D3 −D4 + (p1 + p2 + p3)2 − (p1 + p2)2. (II.59)
The general strategy is to rewrite scalar products involving loop momentum appearing in the
numerator as propagator factors. Sometimes these propagator factors will cancel against one of
the propagators of the Feynman diagram, reducing the corresponding αi by one. Any propagator
factors remaining in the numerator simply have a negative value for the corresponding αi.
To express all integrals appearing in the problem we will also need “crossed” integral
families, these are related to the above integral family by permuting the external momenta.
For the two-loop process N = 9, but as we will see later, the most complicated Feynman
integrals have at most seven propagators, so only seven of the nine scalar products can be
expressed in terms of the propagators actually present in the problem. The remaining two are
denoted irreducible scalar products (or ISPs) and they are inherently present in the problem. To
identify and apply such relations systematically, goes under the name of integrand reductions,
and is described in further detail in Appendix B.2.
II.5.2.2 Integration-By-Parts identities
One way of obtaining relations between Feynman integrals within a particular integral family is
through the application of Integration-By-Parts (IBP) relations. The general form of the IBP
relation states that ∫ ddk
ipi
d/2
∂
∂k
µ v
µ
F (k) = 0, (II.60)
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where v can be any Lorentz vector and where F (k) contains the Feynman integrand along with
the remaining integrations for a multi-loop integral [224].
Eq. (II.60) works by letting the differential operator work on F (k), where it will yield
a sum of different terms, and thus expose a relationship between the corresponding Feynman
integrals. We illustrate this with the example of the one-loop massless (p21 = p
2
2 = 0) triangle.
We define
Ja1,a2,a3 =
∫ ddk
ipi
d/2
1
((k − p1)2)a1(k2)a2((k + p2)2)a3
, (II.61)
where the normal triangle integral of course corresponds to J1,1,1. Applying Eq. (II.60) to J1,1,1
with v = k (and using the fact that ∂kµ/∂kµ = d), immediately yields the relation
(d− 4)J1,1,1 − J2,0,1 − J1,0,2 = 0, (II.62)
showing that the triangle integral J1,1,1 may be re-expressed solely in terms bubble-type integrals
(i.e. integrals with only two propagators), and the use of a second IBP will show that the triangle
J1,1,1 may be reduced solely to the plain bubble integral J1,0,1, the relation being
J1,1,1 =
−2(d− 3)
s12(d− 4)
J1,0,1. (II.63)
Choosing different values for v, built from either internal or external momentum, and
using different starting (or seed) integrals produces different IBP relations. The complete set of
linearly independent IBP relations is finite, but nevertheless, it is conjectured that these IBP
relations are sufficient to deduce all relations between Feynman integrals [225]4.
The integrals that cannot be eliminated by the IBP reduction are known as master inte-
grals. While the number of master integrals is fixed by the full set of IBP relations, there is a lot
of freedom in choosing which set of integrals to use. In general it is convenient to pick a set as
simple as possible, which may be defined firstly as integrals with a minimal set of propagators
(so choosing the bubble over the triangle), and then as integrals with as few propagators with
powers higher than one, or alternatively with the smallest number of numerator factors.
An algorithm which systematizes the IBP relations according to such a criterion of sim-
plicity, exists and is known as the Laporta algorithm [226], and several implementations of that
algorithm are publicly available [227–232].
Even with the implementations mentioned above, the integral reductions are a bottleneck
in current multi-loop Feynman integral calculations. Therefore several attempts have been made
at finding alternative methods to achieve the reduction to master integrals. Examples of this
include attempts at simplifying the IBPs in order to avoid integrals with squared propagators
in the intermediate results [233–235], or at reducing directly to master integrals by identifying
characteristic “master contours” in complex phase space [236,237]. None of these developments
will be described further here.
The number of master integrals for a given multi-loop process is highly dependent on the
number of loops and mass-scales and can range from a few to a number in the hundreds. For
the two-loop planar gg → gH there are 125 master integrals - too many for them to be listed
here, see Ref. [180] for the full list and an accompanying figure.
Beyond one-loop, more than one integral family is needed when it is not possible to write
all the integrals as having propagators which are a subset of the propagators of one diagram.
4Except relations imposed by symmetries of the diagrams, and relations imposed by the finite dimensionality
of the space spanned by the external momenta.
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For the planar contribution to gg → gH two families are needed (one corresponding to diagrams
where the massive quark goes all the way around the diagram, and one where it stays on one
side), but for the practical calculation four different families were used [180].
II.5.2.3 One-Loop Master Integrals
Use of the IBP identities shows that there are 9 master integrals (other integrals related to these
by crossing symmetries also appear in the amplitude) defined by
g1(m
2
t ) = I2,0,0,0,
g2(s12,m
2
t ) = I2,0,1,0, g3(s23,m
2
t ) = I0,2,0,1, g4(m
2
H ,m
2
t ) = I2,0,0,1,
g5(s12,m
2
t ) = I1,1,1,0, g6(s23,m
2
t ) = I0,1,1,1,
g7(s12,m
2
H ,m
2
t ) = I1,0,1,1, g8(s23,m
2
H ,m
2
t ) = I1,1,0,1,
g9(s12, s23,m
2
H ,m
2
t ) = I1,1,1,1, (II.64)
and shown in Fig. II.18. For practical calculations, these integrals need to be evaluated, either
analytically or numerically (see for example Ref. [238] and references theirin). The most common
method for analytic evaluation of integrals is by identifying the differential equations (in terms
of the external parameters, sij) and solving them [239–242]. In Appendix A we show how this
can be done.
(a) g1
s, t,m2h
(b) g2, g3, g4
s, t
(c) g5, g6
s, t
(d) g7, g8 (e) g9
Fig. II.18: The nine one-loop master integrals for the gg → gH process.
II.5.2.4 The One-Loop Formfactors
By applying the projectors, as described in Sec. II.5.1.1, each diagram’s contribution to each
form factor can be computed. For example, the contribution of the triangle diagram shown in
II.17 to F312 is:
F312 ⊃ fabcC
eghtg
3
s
(d− 3)
[
(d− 4) 2mt
s
2
12s23
I
(132)
1,−1,0,1 + d
4mt
s
2
12s23
I
(132)
1,1,−1,0 + (d− 4)
−4mt
s
2
12s23
I
(132)
1,0,−1,1 + . . .
]
,
where C = pi
d/2
/(2pi)dΓ(1− )2Γ(1 + )/Γ(1− 2) = 1/(16pi2) +O() and the ellipsis denotes a
further 50 terms.
Using the IBP identities we can relate each integral appearing in the amplitude to our
selected master integrals. Inserting these relations into the expression for our amplitude we
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obtain:
F212(s12, s13, s23) = f
abc
C
2mteghtg
3
s
(d− 3)(d− 2)
 8(d− 4)
(
s
2
12 − s13s23
)
s12s23(s12 + s13)(s12 + s23)
A(m2H ,m
2
t )
− 4(d− 4)
s12s23
B(s12,m
2
H ,m
2
t )
−
4s13
(
(d− 4)s212 + 2ds12s23 + ds223
)
s
2
12s23(s12 + s23)
2 B(s13,m
2
H ,m
2
t )
−
4
(
(d− 4)s212 + 2ds12s13 + ds213
)
s
2
12(s12 + s13)
2 B(s23,m
2
H ,m
2
t )
−
(d− 4)
(
s
2
13 + s
2
23
)
s13s
2
23
C(s12, s13, s23,m
2
t )
−
s
2
13
(
(d− 4)s212 + ds223
)
s
3
12s
2
23
C(s13, s23, s12,m
2
t )
−
s23
(
(d− 4)s212 + ds213
)
s
3
12s13
C(s23, s12, s13,m
2
t )
+
2(d− 3)(s13 + s23)
(
(d− 2)s12 − 8m2t
)
s
2
12s23
g7(s12,m
2
H ,m
2
t )
+
2(d− 3)
(
(d− 2)s12
(
s
2
12 − s223
)
− 8m2t
(
s
2
12 − 2s12s23 − s223
))
s
2
12s23(s12 + s23)
g7(s13,m
2
H ,m
2
t )
+
2(d− 3)
(
(d− 2)s12
(
s
2
12 − s213
)
− 8m2t
(
s
2
12 − 2s12s13 − s213
))
s
2
12s23(s12 + s13)
g8(s23,m
2
H ,m
2
t )
+
(d− 2)
(
(d− 4)s12s23 + (d− 3)s12s13 − 4m2t s13
)
s12s13
g9(s12, s23,m
2
H ,m
2
t )
+
(d− 2)s13
(
(d− 4)s12s13 + (d− 3)s12s23 − 4m2t s23
)
s12s
2
23
g9(s12, s13,m
2
H ,m
2
t )
+
(d− 2)s13
(
−(d− 3)s212 + ds13s23 + 12m2t s12
)
s
3
12
g9(s23, s13,m
2
H ,m
2
t )
 ,
F311(s23, s12, s13) = F332(s13, s23, s12) = F212(s12, s13, s23),
F312(s12, s13, s23) = f
abc
C
2mteghtg
3
s
(d− 3)(d− 2)
[( 8(d− 4)
s12s13 + s13s23
)
A(m2H)
+
4
(
(d− 2)s213 + 2ds13s23 + (d− 2)s223
)
s13s23(s13 + s23)
2 B(s12,m
2
H ,m
2
t )
+
(d− 2)s12
(
s
2
13 + s
2
23
)
s
2
13s
2
23
C(s12, s13, s23,m
2
t )
+
4(d− 3)
(
(d− 2)(s13 + s23)− 8m2t
)
s12(s13 + s23)
g7(s12,m
2
H ,m
2
t )
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+
(d− 2)
(
−(d− 2)s12s23 + (d− 3)s213 − 4m2t s13
)
s
2
13
g9(s12, s23,m
2
H ,m
2
t )

+ (s12 → s13, s13 → s23, s23 → s12) + (s12 → s23, s13 → s12, s23 → s13).
The abbreviations A,B,C are
A(m2H ,m
2
t ) = g1(m
2
t ) + (4m
2
t −m2H)g4(m2H ,m2t ),
B(x,m2H ,m
2
t ) = (4m
2
t − x)g2,3(x,m2t )− (4m2t −m2H)g4(m2H ,m2t ),
C(x, y, z,m2t ) = (d− 2)g5,6(x,m2t )− (d− 2)
y + z
x
g7,8(x,m
2
H ,m
2
t ),
here gi,j means either gi or gj depending on the argument x. Note that some integrals which are
related to the master integrals by crossing, e.g., g7(s13,m
2
H ,m
2
t ) also appear in the formfactors.
II.5.2.5 Heavy Top-Quark Limit
One interesting limit is obtained by considering that the top-quark mass is very much larger
than the Higgs boson mass and the other scales present in the integral (s12, s13, s23).
Starting from the form factors presented in Sec. II.5.2.4 we can straightforwardly expand
the coefficient of each master integral in inverse powers of m2t . The expansion of the master
integrals is straightforward given the analytic results (see Appendix A),
g1(m
2
t ) = (−1)2Γ(2− d/2)
(
1
m
2
t
)2−d/2
, (II.65)
g2(s12,m
2
t ) = (−1)3Γ(3− d/2)
(
1
m
2
t
)3−d/2(1
2 +
s12
m
2
t
(3− d/2)
12 +O
(
1
m
4
t
))
, (II.66)
g5(s12,m
2
t ) = (−1)3Γ(3− d/2)
(
1
m
2
t
)3−d/2(1
2 +
s12
m
2
t
(3− d/2)
24 +O
(
1
m
4
t
))
, (II.67)
g7(s12,m
2
H ,m
2
t ) = (−1)3Γ(3− d/2)
(
1
m
2
t
)3−d/2(1
2 +
(s12 +m
2
H)
m
2
t
(3− d/2)
24 +O
(
1
m
4
t
))
,
(II.68)
g9(s12, s23,m
2
H ,m
2
t ) = (−1)4Γ(4− d/2)
(
1
m
2
t
)4−d/2(1
6 +O
(
1
m
2
t
))
. (II.69)
The series expansion in some kinematic invariant or mass of the master integrals can also
be obtained without knowing the result of the integral using the technique of expansion by
regions [243–245]. Let us demonstrate the procedure by applying it to one of the multi-scale
triangle integrals g7(s,m
2
H ,m
2
t ). In the case at hand we wish to expand in inverse powers of
the top-quark mass. All propagators are top-quark propagators and therefore there is only one
region, which is equivalent to the one-loop integral itself. We begin by Feynman parametrising
the integral,
g7(s12,m
2
H ,m
2
t ) = (−1)3Γ(3− d/2)
∫ ∞
0
( 3∏
i=1
dxi
)
δ(1−
3∑
i=1
xi)
U3−d
F3−d/2
,
U = x1 + x2 + x3,
F = −s12x2x3 −m2Hx1x3 +m2t (x1 + x2 + x3)2.
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Introducing a scaling parameter ρ via the substitution m2t = m¯
2
t /ρ, s12 = s¯12,m
2
H = m¯
2
H and
factoring out the overall dependence on ρ we obtain
g7(s12,m
2
H ,m
2
t ) = (−1)3Γ(3− d/2)
∫ ∞
0
( 3∏
i=1
dxi
)
δ(1−
3∑
i=1
xi)ρ
3−d/2 U3−d
F3−d/2
,
U = x1 + x2 + x3,
F = ρ(−s¯12x2x3 − m¯2Hx1x3) + m¯2t (x1 + x2 + x3)2.
Series expanding in ρ gives
g7(s12,m
2
H ,m
2
t ) = (−1)3Γ(3− d/2)
∫ ∞
0
( 3∏
i=1
dxi
)
δ(1−
3∑
i=1
xi)ρ
3−d/2
[
(x1 + x2 + x3)
3−d
(m¯2t (x1 + x2 + x3)
2)3−d/2
−ρ(3− d/2)(−s¯12x2x3 − m¯2Hx1x3)
(x1 + x2 + x3)
3−d
(m¯2t (x1 + x2 + x3)
2)4−d/2
+O(ρ2)
]
.
All scales can be factored out of each integral and this greatly simplifies their evaluation,
∫ ∞
0
( 3∏
i=1
dxi
)
δ(1−
3∑
i=1
xi)
1
(x1 + x2 + x3)
3 =
1
2 ,∫ ∞
0
( 3∏
i=1
dxi
)
δ(1−
3∑
i=1
xi)
x2x3
(x1 + x2 + x3)
4 =
1
24 ,∫ ∞
0
( 3∏
i=1
dxi
)
δ(1−
3∑
i=1
xi)
x1x3
(x1 + x2 + x3)
4 =
1
24 .
Inserting the results for these integrals into the expansion of g7(s12,m
2
H ,m
2
t ) and rewriting
m¯
2
t , s¯12, m¯
2
H in terms of the original variables, the dependence on ρ cancels and we obtain the
result of Eq. (II.68).
Expanding each of the form factors in the mt →∞ limit we obtain:
F212 = N
1
s23
, F332 = N
1
s13
, F311 = N
1
s12
, F312 = N
( 1
s23
+ 1
s13
+ 1
s12
)
, (II.70)
where
N = fabcC
8
3
eghtg
3
s
mt
= fabcC
8
3
g
3
s
v
. (II.71)
Inserting the result for each of the form factors into Eq. (II.48) we obtain the result for the
squared amplitude in the limit d→ 4− 2,
|Mgg→gH |2 = 4Nc
(
N
2
c − 1
) α3S
piv
2
(m8H + s
4
12 + s
4
13 + s
4
23)(1− 2) + /2(m4H + s212 + s213 + s223)2
9s12s13s23
.
We must now assess in what range of the kinematic invariants s12 and s13 this expansion
is valid. To gain some intuition, let us first consider a single integral g5(s12,m
2
t ) appearing in
the amplitude. The integral has two massless on-shell legs and one leg off-shell with mass s12,
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Fig. II.19: The real and imaginary part of the triangle integral g5(s12,m
2
t ) together with the
result obtained in the large top-mass expansion keeping up to the 1st, 2nd and 10th terms in
the series.
the internal propagators are all massive with mass mt. In a compact notation the result for this
integral is
− s12 g5(s12,m2t ) = −
1
2 ln
2
(
−1− β1 + β
)
, β =
√√√√1− 4m2t
s12
.
The integral has a branch point at s12 = 4m
2
t which corresponds to the top-quark propagators
going on-shell. We can see in Fig. II.19 that for s12 ≥ 4m2t the integral develops an imaginary
part. Since the integral depends only on s12 and mt the heavy top-quark mass expansion for
this integral corresponds to an expansion in s12/4m
2
t centred at 0 with a radius of convergence
equal to 1. The first few terms are given by
− s12 g5(s12,m2t ) =
s12
2m2t
+ s
2
12
24m4t
+O
(
s
3
12
m
6
t
)
. (II.72)
Fig. II.19 also shows the large mass expansion result keeping the n terms of the series in (s12/m
2
t )
with n = 1, 2, 10. We can see that above the top-quark threshold the series expansion does not
converge to the true result.
Given the break down of the heavy-top quark expansion of the loop integrals for s12 ≥ 4m2t ,
upon which the amplitude and cross-section depend, we expect that the discrepancy between
the heavy top-quark limit and the full calculation grows above this threshold. Fig. II.20 shows
that for √s12 < 2mt the ratio of the SM prediction retaining the full top mass dependence to
the HEFT prediction is roughly constant. Since s12 is greater than m
2
H this implies that at the
lowest values of s12 the expansion parameter is,
s12
4m2t
∼ m
2
H
4m2t
∼ 0.13.
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Fig. II.20: The partonic invariant mass distribution for the Standard Model with a single top
quark compared with the Higgs Effective Theory for the gluon induced partonic channel. The
lower panel shows the ratio.
Relative to the leading term, we have neglected terms of this order, and indeed, we see that the
SM and HEFT predictions differ by O(10%). Somewhat above √s12 ∼ 2mt the SM prediction is
further enhanced relative to the HEFT prediction as the top-quark can become on shell. When
the partonic invariant mass √s12 is much greater than 2mt the SM begins to fall relative to the
HEFT prediction leading to a larger discrepancy far above the threshold.
In the gg → gH process, the energy EH of the Higgs boson in the partonic centre of mass
frame is given by,
E
2
H =
(s12 −m2H)2
4s12
. (II.73)
The Higgs boson transverse momentum is
pTH = EH sin θ, (II.74)
where θ is the angle between the Higgs boson and the beam axis in this frame. It is further
related to the Mandelstam variables by,
p
2
TH =
s13s23
s12
. (II.75)
Since EH ≥ pTH , solving Eq. (II.73) for s12 yields a lower bound in terms of pTH ,
s12 =
(
EH +
√
E
2
H +m
2
H
)2
≥
(
pTH +
√
p
2
TH +m
2
H
)2
. (II.76)
For a fixed s12, the largest pTH is obtained when the bound in Eq. (II.76) is saturated.
Setting s12 = 4m
2
t therefore tells us for which values of pTH the threshold starts to open,
pTH >
4m2t −m2H
4mt
. (II.77)
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For example, with mH = 125 GeV, mt = 174 GeV we obtain pTH > 152 GeV. Above this
value of pTH all contributions to the differential cross-section come from above the top-quark
threshold where we can not reliably trust the heavy top-quark expansion. The pTH distribution
for the heavy-top quark limit and for the Standard Model is shown in Fig. II.6 and, as expected,
at large pTH we can see a very large deviation between the exact and approximate results.
At lower values of pTH there may be a contribution to the differential cross-section from
above the top-quark threshold (since EH ≥ pTH). However, the parton luminosity strongly
prefers smaller invariant masses so that the majority of the cross section comes from within the
radius of convergence of the heavy top-quark expansion and the approximate results are reliable.
This can be also seen in Fig. II.6 where the exact and approximate results are in good agreement
at low to medium pTH .
The discrepancy is less marked for the φ∗η distribution shown in Fig. II.7 since a particular
value of φ∗η gets contributions from a range of pTH . Again, since the pTH distribution is peaked
at lower pTH , this means that most of the φ
∗
η distribution is dominated by the low pTH region.
Another approach to studying the high pTH behaviour of Higgs boson plus (multi) jet
production is the use of leading-log high energy resummation techniques. It has been shown
shown that for large pTH the differential partonic cross section scales as 1/p
2
TH in the SM, whilst
in the large top-quark mass limit it scales only as 1/pTH [246,247].
II.5.3 Heavy Top-Quark Effective Theory
The one-loop amplitude in the limit of large top-quark mass is extremely simple in comparison
to the result retaining the full top mass dependence. From its simplicity, one might guess that
there is a much simpler way of obtaining the amplitude directly in the large quark mass limit.
Indeed, this turns out to be the case. Rather than computing the full amplitude and then taking
the limit mt →∞, it is much simpler to first take the limit at the level of the Lagrangian. This
can be done by integrating out the top-quark field. The result is that the Lagrangian now
contains an effective coupling between the Higgs and two or more gluons:
Leff ⊃ cg
αS
12pi
H
v
G
a
µνG
a µν
where the effective coupling cg is computed by matching the effective theory to the full theory.
This involves computing some quantity that depends on the effective coupling in the effective
theory and in the full theory and then demanding that the two quantities are equivalent. Thus,
we could in principle compute the matching using our full result for Higgs plus jet or by comput-
ing a simpler quantity, for example the top-quark contribution to the gluon self energy [248]. The
effective coupling cg is known to four-loops [248,249] and, to O(α2S) is given by the perturbative
expansion,
cg = 1 +
11
4
αS
pi
+O(α2S).
The interactions in the effective theory are schematically related to those in the full theory,
as illustrated in Fig. II.21.
The effective Lagrangian generates vertices involving the Higgs boson and two or more
gluons. From the Lagrangian we can derive the Feynman rules shown in Fig. II.22, where
H
µν(p1, p2) =g
µν
p1 · p2 − pν1pµ2 ,
V
µνρ
abc (p1, p2, p3) =gsf
abc (
g
µν(pρ1 − pρ2) + gνρ(pµ2 − pµ3 ) +gρµ(pν3 − pν1)
)
,
X
µνρσ
abcd =− ig2s
(
f
abe
f
cde(gµρgνσ − gµσgνρ)
+ facef bde(gµνgρσ − gµσgνρ)
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→→
Fig. II.21: Schematic picture of the relation between the SM Feynman Diagrams and those of
the HEFT, where the Higgs boson has an effective coupling to gluons.
pµ1 , a
pν2, b
= −icgδabHµν(p1, p2),
pν2, b
pµ1 , a
pρ3, c
= −cgV µνρabc (p1, p2, p3),
pµ1 , a
pσ4 , d
pρ3, c
pν2, b
= −cgXµνρσabcd ,
Fig. II.22: The HEFT Feynman rules involving the effective coupling of the Higgs boson to
gluons.
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Fig. II.23: The Feynman diagrams for the process gg → gH at leading order in the HEFT.
+fadef bce(gµνgσρ − gµρgνσ)
)
.
In the effective theory, four diagrams contribute to the gg → gH partonic channel at lead-
ing order, shown in Fig. II.23. We can compute these diagrams by decomposing the amplitude
as described in II.5.1.1 and using projectors to extract the formfactors, or (since they are tree
level diagrams) simply by squaring them. The result for the squared amplitude in the limit
d→ 4− 2 is
|Mgg→gH |2 = 4Nc
(
N
2
c − 1
) α3S
piv
2
(m8H + s
4
12 + s
4
13 + s
4
23)(1− 2) + /2(m4H + s212 + s213 + s223)2
9s12s13s23
.
in agreement with the first term of the expansion of the full theory result in the limit of large
top mass.
Note that in contrast to the full theory, the Feynman rules of the effective theory allow
for Higgs plus jet production at tree-level. Concretely, the O(α3S) calculation was one-loop in
the full theory but tree-level in the effective theory, the O(α4S) calculation is two-loop in the full
theory but only one-loop in the effective theory and so on. This fact makes computing a given
perturbative order vastly simpler in the effective theory than in the full theory. However, the
effective theory is yet simpler still, since the top-quark has been integrated out of this theory
the integrals in the effective theory contain no top-quark propagators, this means that there are
no integrals with massive internal lines at any order in QCD in the effective theory.
II.5.4 Theory Uncertainties
In order to fully assess the potential of φ∗η as an observable, we must determine whether it
leads to smaller theoretical uncertainties than pTH and find out whether the overall conclusions
regarding its usefulness may be affected by arbitrary choices in the theory settings.
The theoretical uncertainties can be loosely classified as:
– Missing higher order uncertainties (MHOU): Observables in high energy quantum field
theory can only be calculated as a perturbative expansion in the coupling constants, of
which only the first few terms are known exactly. Usually the terms which have not been
computed are estimated though scale variations.
– Parametric uncertainties: These arise from the fact that some theoretical parameters pa-
rameters cannot be calculated from the theory. These include, for example, the PDF
uncertainties, the value of the strong coupling constant and the treatment of the heavy
quark masses.
A particular difficulty with MHOUs is that there currently isn’t a well established proce-
dure to interpret them in a statistically consistent way, because nothing is known a priori about
the distribution of the higher order coefficients. Some refinements can be made if we make some
assumptions about the coefficients of the perturbative expansion. For example, that they are
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bounded from above and distributed uniformly in a given range [250], or that they exhibit a
similar behaviour to that of known perturbative series [251].
On the other hand the parametric uncertainties are obtained by procedures that involve
propagating statistical uncertainties from the experimental data and simulations, where the
statistical distribution of the parameters are under control. However, the parameters themselves
are typically affected by MHOUs, and therefore the distinction above is only indicative.
We now discuss the various sources of theory uncertainty in the Leading Order computa-
tion described in Section II.5 and the approach we have taken to estimate their impact, while
making connections to the results in Sections II.4 and II.5.5 where appropriate.
II.5.4.1 Scale uncertainties
MHOUs are typically estimated by varying the renormalisation and factorization scales that
enter the calculation. This procedure (commonly called scale variations) can capture some of
the effect of the missing higher orders by exploiting the fact that the dependency on the scales
is formally a higher order effect that cancels at all orders (see e.g. Chapter 12 of Ref. [252]).
Conventionally, the following procedure is followed:
– Select a central scale. Typically one chooses a scale that minimizes the scale dependence
(see e.g. [253]), since this choice is likely to also minimize the logarithmic contributions in
the higher order terms.
– A scale uncertainty is assigned by varying the factorization and renormalisation scales
following some prescription and repeating the calculation. A common choice is to use
the same value for µR and µF , µ = µR = µF , and call the “scale uncertainty” the range
1
2(σ2µ − σ 12µ), where σ2µ and σ 12µ are the values of the observable calculate setting both
the renormalisation and factorization scale to 2 and 12 times the central scale respectively.
The Higgs Cross Section Working group recommends a more involved 7 point variation
procedure [37].
We note that while finding a sensible value for the central scale is simple for single scale problems,
it is a known fact that for more complicated process selecting an optimal scale is non-trivial and
can lead to important phenomenological differences, bigger than the scale variations discussed
above. For example in, Ref. [254] various choice of scales for the jet cross sections are discussed
and it is shown that the scale choice can have an effect on the description of the data that is
more significant than the error band estimated by scale variations. Consequently, while currently
there doesn’t exist an agreed upon procedure among the community, it is recommended that
several scale choices are considered, possibly also assigning an uncertainty associated to the
choice of central scale.
To estimate the scale uncertainties, we have obtained the pTH and φ
∗
η distributions for our
central scale choice,
µR = µF =
1
2MTH
and for both scales multiplied simultaneously by either 12 or 2. Additionally, we have considered
a fixed scale µR = µF = mH . While this is not a good choice at large pTH [255], it allows us
to set limits on the effect of a particularly unfortunate choice, and furthermore it is interesting
to observe the different behaviour of φ∗η and pTH . The results are presented in Fig. II.24. By
fluctuating about the central scale by a factor two we obtain a scale uncertainty of approximately
±30%, which contains the NLO prediction [255]. Because high values of φ∗η are affected by the
contributions coming from low pTH , they change less when the scale is set to mH .
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Fig. II.24: (a) pTH and (b) φ
∗
η distributions with scale variations. The band shows the scale
uncertainty estimation obtained by multiplying the central choice of scales (µR = µF = mT /2)
by 0.5 and 2. The red line shows the effect of fixing both scales to mH .
II.5.4.2 αS uncertainties
The value of the strong coupling constant, αS , is not a fundamental input of the theory and
needs to be estimated from data. Several methods exist for determining αS at various scales
(including Lattice calculations, determinations from parton densities and structure functions,
global electroweak fits, and τ decays [256]). These are related though the running of the cou-
pling constant to yield a value of αS(MZ) in the MS scheme. Note that it is only possible to
relate the value of the coupling constant obtained at some arbitrary scale to αS(MZ) though
QCD running up to some finite perturbative order. Similarly, the dependence on αS in the
high energy processes that are used for the coupling constant determinations is only known in
perturbation theory. Consequently it is affected by MHOUs, which need to be estimated for
each measurement.
One would typically repeat the calculation with a matching PDF set for the two values
corresponding to the upper and lower fluctuations around the global average. Currently, the
recommended values are [37].
αS(MZ) = 0.118± 0.001 (II.78)
with the prescription of using αS(MZ) = 0.118 as the central value and αS(MZ) = 0.117 and
αS(MZ) = 0.119 as upper and lower variations respectively.
The PDF4LHC PDF set we are using comes with the slightly more conservative choice of
αS(MZ) = 0.118± 0.0015 (II.79)
and we have computed the pTH and φ
∗
η distributions using the PDF4LHC15_nnlo_asvar PDF
sets [196]. The results are presented in Fig. II.25. For both distributions, we obtain uncertainties
of less than ±5% across the whole range of the observable.
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Fig. II.25: (a) pTH and (b) φ
∗
η distributions with αS variations. As described in the main text,
we have used the αS(MZ) = 0.118 as central reference (solid line) and the predictions with
αS(MZ) = 0.1165 and αS(MZ) = 0.1195 to compute the uncertainty band.
II.5.4.3 Heavy quark mass uncertainties
The precise formulation of the renormalisation scheme used to define the masses of the heavy
quarks can have an important impact on the numerical results. At leading order, the different
schemes simply reduce to different numerical values of the quark masses. Consequently, we
estimate the associated uncertainty as coming from the difference between the results for these
different schemes. These differences (of ∼ 15%) are considerably larger than the uncertainties
associated with the determination of the masses within each of the schemes (of ∼ 3%), which
we therefore neglect.
At higher orders, this uncertainty is significantly reduced notably due to the appearance
of the renormalisation scheme dependent counterterms which compensate the mass differences
(see Ref. [257] and references therein).
In order to assess the uncertainty related to the definition of the heavy quark masses, we
have computed the pTH and φ
∗
η distributions with three variations of the top and bottom masses,
but otherwise using the default setup described in Sec. II.1.1. We have selected ranges consistent
with the differences arising from renormalisation schemes quoted in the PDG 2016 report [256]:
For the top quark we have used 160, 174 and 188 GeV, and for the bottom quark we have used
4.2, 4.6 and 5 GeV. For the top mass, this range contains the pole and MS masses as well as
the results from the direct measurement of the tt¯ cross section. For the bottom mass, the range
contains the results from the renormalon subtracted and MS determinations. We display the
results in Fig. II.26. In the low pTH and φ
∗
η regions, the impact of varying the quark masses is
negligible compared to impact of the parton shower (see Sec. II.4).
In fact, the effects of changes in the bottom mass are at the percent level over the whole
range of pTH and φ
∗
η, and are therefore negligible at the level of precision of this calculation.
The value of the top mass becomes a relevant sources of uncertainty at large pTH as it leads to
a ∼ 10% increased uncertainty. On the other hand, the predictions for large values of φ∗η are
affected much less by the changes in mt, with changes below 3%.
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Fig. II.26: (a) pTH and (b) φ
∗
η distributions with variations in the heavy quark masses. The lines
show upwards (dark) and downwards (light) variations of mt at fixed mb (blue) and variations
of mb at fixed mt (green).
II.5.4.4 PDF uncertainties
The structure of the proton cannot be calculated in perturbation theory and must be estimated
by matching the theoretical knowledge of the short range interaction partonic interaction to the
experimental results. The proton structure is characterized by the so called Parton Distribution
Functions (PDFs). See Ref. [258] and references therein for a more detailed discussion.
Several groups produce global PDF fits, which differ in the way the PDFs are parametrized,
the fitting algorithm, the dataset that is used to produce the fit, theoretical choices such as the
treatment of the perturbative evolution of the heavy quarks.
PDF uncertainties are computed by first convolving the partonic matrix element with
variations of the central PDF determination, and then following a specific prescription defined
for each PDF set to obtain the final value of the uncertainty. Ref. [196] contains a recent review
of the recommended settings and usages.
Note that PDFs themselves depend heavily on the strong coupling constant. Normally
PDF fits are provided for different values αS , which must be used consistently with the αS
variations discussed above. The usual prescription is to compute only the central PDF value for
the two variations of the strong coupling, without also estimating the PDF errors.
Additionally the PDFs are affected by MHOU and parametric uncertainties such as the
value of the heavy quark masses (although the dependence is moderate and in the case of the
charm mass can be reduced by explicitly fitting the charm PDF [259]. These are currently not
included in the definition of “PDF uncertainty”.
We have used the PDF4LHC15_nnlo_30 set to estimate the PDF uncertainty for the
pTH and φ
∗
η distributions shown in Fig. II.27. Because these observables probe slightly different
parton-parton luminosities, see Fig. II.16, the detailed behaviour is different for the two ob-
servables. For the pTH distribution, we obtain uncertainties that are typically ±(2 − 3)% but
growing at larger pTH . The φ
∗
η distribution is dominated by the regions where the PDF’s are
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Fig. II.27: (a) pTH and (b) φ
∗
η distributions with the associated PDF uncertainty.
better known with a correspondingly smaller uncertainty of ±(1− 2)%.
We conclude that the main sources of theoretical uncertainties in this process are those due
to missing higher orders, which motivates the effort of improving the accuracy of the calculation
as we discuss next.
II.5.5 Higher Orders
In order to make precise predictions in perturbative quantum field theories, one has to go beyond
the leading order. In QCD, the perturbation is done around small values of of the strong coupling
constant, or rather small values of αS which is proportional to the square thereof. At the energy
scale of the LHC, the value of αS is slightly smaller than 0.1 which means that a first estimate
of the uncertainty introduced by leaving out the next-to leading order (NLO) contribution is
approximately 10%, that of leaving out the NNLO will be 1% and so on.
Another related source of uncertainty is that fixed-order calculations introduce a “char-
acteristic energy scale” µ in the problem, and the predicted cross section depends on the value
assigned to that parameter. Introducing higher order terms makes the dependence of the result
on that parameter smaller, and thus decreases the uncertainty from that source as described in
Sec. II.5.4.1.
II.5.5.1 NLO corrections in the Standard Model
At NLO there are two conceptually different contributions, denoted virtual corrections and real
corrections respectively. The former comes from diagrams with one loop more than the leading
order diagrams, and the latter from diagrams with one additional radiated parton integrated
over the enlarged phase-space:
σ
NLO
gg→gH = ×
*
+ cc. +
∫
dΦ
∣∣∣∣∣
∣∣∣∣∣
2
(II.80)
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Fig. II.28: Four of the 286 Feynman diagrams contributing to the two-loop QCD correction to
gg → gH.
The terms combine in such a way that divergences from the additional particle in the real
radiation becoming “soft” (e.g. having small values of the momentum), cancel with some of the
divergences (the so-called IR divergences) coming from the loop in the virtual correction.
At the next order in the perturbative expansion (NNLO) there will be three kinds of
terms, one with two extra loops (the virtual-virtual corrections), one with an extra loop and
an extra particle (the real-virtual corrections), and one with two extra radiated particles (the
real-real corrections). The cancellations between the associated divergences take place in a way
that is conceptually similar to the NLO case but in practice much more complicated both in
terms of calculation the loop corrections, performing the phase-space integrals, and deriving the
cancellation of the divergences.
This growth in the number of terms, continues at each order in the perturbative expansion.
In the following we will focus on the virtual corrections, but have in mind that all the terms
have to be included in order to obtain a finite contribution.
For Higgs boson + jet production where the leading order term was given by Feynman di-
agrams with one loop, the next-to leading order virtual correction is given by two-loop diagrams,
and that computation is at the very edge of what is possible with the current computational
technology [180,260,261].
gg → gH contains 286 Feynman diagrams, and qq¯ → gH and qg → qH each an additional
61. The numerator of each diagram will initially contain between 100 and 1000 terms, but
this number will grow immensely in the intermediate steps of the gamma matrix algebra and
the colour factor algebra. But while these numbers are large, this part of the calculation is no
challenge for a computer. The real challenge is in computing the two-loop Feynman integrals.
(Semi)analytical expressions for the planar subset of the integrals, were recently computed
in Ref. [180]. A more thorough discussion of the techniques used for that computation will be
described in Appendix B. The final result of that computation takes up about 500 MB, and
this fact alone should motivate the search for simpler methods to approximate the NLO and the
higher contributions.
II.5.5.2 NLO corrections in the Higgs Effective Theory
For a fully consistent description of the mass effects at high transverse momentum, one would
like to have the NLO (and ultimately also NNLO) predictions with exact mass dependence.
However, as discussed in the previous section, owing to the complexity of the two-loop virtual
amplitudes, these are not available at present.
The NLO corrections have been computed in the HEFT [184,185,187]. There are 60 one-
loop diagrams, of which the most complicated is the box integral shown in Fig. II.29. As noted
earlier, these one-loop integrals are simpler than those in the SM at LO- the external particles
are the same, but the particles circulating in the loop are massless gluons.
As also discussed earlier, at large values of pTH , the HEFT approach is guaranteed to
fail. We therefore introduce two approximate approaches to estimating the effect of a finite top
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Fig. II.29: One of the Feynman diagrams contributing to gg → gH at one-loop in the HEFT.
quark mass. For the inclusive Higgs boson production cross section, it has been observed that
the top quark mass corrections at NLO [179,262–264] can be well-approximated by re-weighting
the NLO HEFT cross section by the ratio of SM and HEFT predictions at leading order:
R = σSMLO/σ
HEFT
LO (II.81)
where σSMLO includes the exact mass dependence of top quark loops. The numerically smaller
contributions from charm and bottom quarks to the inclusive Higgs boson cross section can be
accounted for in the same form by including the relevant quark loops in the numerator. In the
following, the re-weighting factor R will always include charm, bottom and top loops in σSMLO ,
while normalising to σHEFTLO with infinite top quark mass. In the HEFT, all other quarks are
treated massless, and their Yukawa couplings are set to zero.
This inclusive re-weighting factor can be generalised to the transverse momentum distri-
bution (which is also inclusive in all hadronic radiation) as
R(pTH) =
(
dσSMLO
dpTH
)/(
dσHEFTLO
dpTH
)
. (II.82)
Multiplying the higher order HEFT predictions bin-by-bin with this factor, yields the HEFT⊗M
approximation
dσHEFT⊗MNLO
dpTH
≡ R(pTH)
(
dσHEFTNLO
dpTH
)
(II.83)
which correctly captures the leading logarithms in the quark mass corrections [246, 247] at all
orders, while failing in general to describe subleading logarithms and non-logarithmic terms. The
computation of subleading mass corrections at NLO [172,181,265] also suggests the applicability
of the HEFT⊗M procedure. To quantify the uncertainty associated with this re-weighting
procedure, we consider also the additive HEFT⊕M prediction obtained by substituting only the
LO HEFT contribution by the full LO mass-dependence,
dσHEFT⊕MNLO
dpTH
≡
(
dσHEFTNLO
dpTH
)
+ (R(pTH)− 1)
(
dσHEFTLO
dpTH
)
. (II.84)
The inclusion of quark mass effects at LO damps the pTH spectrum. Consequently, in the
HEFT⊕M prediction at large pTH , the harder higher order HEFT corrections dominate over the
softer LO contribution with exact mass dependence. Even if the yet unknown NLO corrections
to the exact mass dependence turn out to be numerically large, there is no reason for them to
increase substantially with transverse momentum. The HEFT⊕M approximation is therefore
an overestimate of the hardness of the mass-corrected transverse momentum spectrum, and can
be considered to be an upper bound on the actual exact mass dependence.
The HEFT⊗M prediction reweights the full spectrum with the softness of the LO mass
dependence of the (H + 1)-parton process. A recent study [266] demonstrated that the mass-
dependent suppression (with respect to the HEFT prediction) of large transverse momentum
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Fig. II.30: The Higgs boson (a) pTH and (b) φ
∗
η distributions at
√
s = 13 TeV for the NLO
HEFT (green), NLO HEFT⊕M (blue) and NLO HEFT⊗M (red) approximations discussed in
the text. The lower panels show the ratio normalised to the NLO Higgs Effective Theory result.
configurations is less strong for the (H + 2)-parton and (H + 3)-parton processes than it is for
the (H + 1)-parton process. Consequently, HEFT⊗M could be considered as a lower bound on
the exact mass dependence.
Fig. II.30 shows the NLO predictions for the pTH and φ
∗
η distributions in the three ap-
proximations, HEFT, HEFT⊕M and HEFT⊗M. We see that below pTH ∼ 200 GeV, all three
approximations lead to a similar prediction for the pTH distribution. Above pTH ∼ 200 GeV,
the three are clearly different with the HEFT⊗M prediction being softer than the HEFT⊕M
distribution. As discussed above, the SM NLO result is likely to lie between the HEFT⊕M and
HEFT⊗M distributions and the uncertainty on the pTH distribution is thus much larger than
the scale uncertainty for any individual prediction.
On the other hand, each bin in the φ∗η distribution samples a wide range of pTH leading to
rather similar predictions for all three approximations with at most a ±5% difference, while the
scale uncertainty of O(± 20%) is much larger. If the SM NLO result does actually lie between
the HEFT⊕M and HEFT⊗M distributions, then this implies that the NLO HEFT is good
estimator of the φ∗η distribution.
II.5.5.3 NNLO corrections in the Higgs Effective Theory
The NNLO O(α5S) corrections have also been computed in the HEFT [188–193]. There are 1305
two-loop gg → gH and 328 two-loop qq¯ → gH diagrams, and a representative diagram is shown
in Fig. II.31.
The two-loop matrix elements were computed in Ref. [213] using the projector method dis-
cussed in Sec. II.5. The two-loop master integrals are the same as those for γ∗ → qq¯g [267,268]
continued into the relevant phase space region [269] and were computed using the differen-
tial equation method [241]. These expressions are in terms of generalised harmonic polylog-
arithms which can be evaluated numerically [270, 271]. The one-loop gg → ggH, qq¯ → ggH
and qq¯ → QQ¯H helicity amplitudes have been computed analytically using unitarity meth-
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Fig. II.31: One of the Feynman diagrams contributing to gg → gH at two-loops in the HEFT.
ods [272–274]. The implementation of the NNLO corrections within NNLOJET employs the
antenna subtraction method to isolate the infrared singularities [275–285]. The H +jet and pTH
distributions have been computed within the NNLOJET framework [189,193].
The NNLO predictions in the Higgs Effective Theory are shown in Fig. II.32. We see that
for both pTH and φ
∗
η spectra, the NLO effects are sizeable compared to LO (typically 80-100%),
but that for pTH , 2mHφ
∗
η > 100 GeV, the NNLO effects are small compared to NLO. For both
distributions, the scale uncertainty is reduced from O(30%) at LO to O(20%) at NLO, and
reduced further to O(10%) at NNLO.
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Fig. II.32: The Higgs boson (a) pTH and (b) φ
∗
η distributions at
√
s = 13 TeV for the HEFT at
LO (green), NLO (blue) and NNLO (red). The lower panels show the ratio of NLO/LO (blue)
and NNLO/NLO (red).
Following the discussion at NLO, we modify the HEFT prediction either by scaling the
differential cross section by the SM LO result,
dσHEFT⊗MNNLO
dpTH
≡ R(pTH)
(
dσHEFTNNLO
dpTH
)
, (II.85)
or by simply replacing the LO HEFT contribution by the LO result with the exact mass depen-
dence,
dσHEFT⊕MNNLO
dpTH
≡
(
dσHEFTNNLO
dpTH
)
+ (R(pTH)− 1)
(
dσHEFTLO
dpTH
)
. (II.86)
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Fig. II.33: The Higgs boson (a) pTH and (b) φ
∗
η distributions at
√
s = 13 TeV for the NNLO
HEFT (green), NNLO HEFT⊕M (blue) and NNLO HEFT⊗M (red) approximations discussed
in the text. The lower panels show the ratio normalised to the NNLO Higgs Effective Theory
result.
The NNLO predictions for the pTH and φ
∗
η distrbutions are shown in Fig. II.30. At
small pTH , the HEFT⊗M and HEFT⊕M approximations are very similar and lead to a small
enhancement compared to the pure HEFT. However, as at LO and NLO, with increasing pTH ,
the non-pointlike nature of the heavy quark loop becomes resolved leading to a softening of the
pTH spectrum as compared to the HEFT prediction. This suppression is more severe for the
HEFT⊗M approximation than for the HEFT⊕M approximation. We observe that at large
pTH the scale uncertainty for the HEFT⊕M approximation is much larger than that for the
HEFT⊗M prediction [193]. Even so, the difference between the two predictions is larger than
the scale uncertainty of either and could reasonably be considered as an estimate of the current
theoretical uncertainty at large pTH .
As at NLO, the φ∗η distribution exhibits a rather different behaviour and the three ap-
proximations again lie within a few percent of each other. Employing the same logic as for the
pTH distribution, i.e., that the HEFT⊕M and HEFT⊗M distributions span the likely range
of the prediction including top mass effects, we deduce that the φ∗η distribution can be reliably
estimated by the HEFT prediction with a residual scale uncertainty of about 10%.
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II.6 Beyond the Standard Model
The Standard Model has been extremely compatible with almost all the measurements made
in particle physics experiments over the last few decades with no convincing hints of additional
physics. However, despite its success so far, the Standard Model suffers a number of theoretical
shortcomings and also falls short of explaining several experimental observations. This suggests
that it cannot be the complete theory of nature, but rather serves as an effective theory of the
energy regime we are currently able to probe. One of the theoretical failings of the SM concerns
the stablity of the Higgs mass, which requires large cancellations between its bare mass and the
quantum corrections from the particles that couple to it. New Physics models that address this
issue predict new particles whose contributions to the loops can soften the unnatural fine tuning.
These new particles are typically heavy resonances that couple strongly to the Higgs and can
either be scalars, as in the case of supersymmetric models, or fermionic top parters, predicted
by many composite Higgs models.
II.6.1 Searches for BSM Physics
The new particle spectrum can affect the production and decay rates of SM particles, in partic-
ular the Higgs boson. New massive coloured particles can participate in the loop induced gluon
fusion process and alter the Higgs boson production cross section. Heavy top partners may also
mix with the top quark and induce a modified Yukawa coupling, which would also affect the
gluon fusion cross section5. It is therefore important to resolve the details of the gluon-Higgs
interaction. Precise measurements of this vertex can reveal the dynamics of the particles in the
loop, and quantify possible deviations from the SM predictions.
We can parametrise the missing information about the exact nature of the gluon-Higgs
interaction in terms of effective operators. If the new particles in the loop are much heavier than
the Higgs, they will modify the coefficient cg of the effective interaction of Eq. (II.2). If there
are no new particles participating in the loop as in the Standard Model then cg = 0. Similarly,
modifications to the Yukawa coupling arising from, for instance, heavy top partners that mix
with the top quark can adjust the top Yukawa interaction (II.1) by a factor κt (compared to the
SM value of κt = 1).
As discussed earlier, to a good approximation, the gluon fusion cross section is dominated
by contributions from top-quark loops and from the effective interaction and is proportional to(
κt + cg
)2 (see Eq. (II.3)). As a result, the measurement of the inclusive rate does not disentangle
the effects of κt and cg. In a large class of BSM models such as Composite Higgs or Little Higgs
models, the change in the top-quark Yukawa coupling may also compensate for the effects of the
new particles such that the inclusive cross section is SM-like and there are no traces of the new
particle spectrum observed at the LHC. Cancellations of this nature may also happen in SUSY
models such as the MSSM, where the deviations of the inclusive cross section from the observed
SM-like values vanish for certain values of the trilinear coupling of the Higgs boson and a pair
of scalar top quarks (stops), At [286].
In order to independently determine cg and κt a new energy scale much higher than the
top-quark mass is necessary such that the low energy theorem no longer holds [169]. In this
case, the degeneracy of κt and cg can be lifted. This is achieved by recoiling the Higgs bosons
against an additional jet, and studying the process at high pTH [95, 168,170–175].
As a concrete example, in BSM models such as the MSSM, heavy squark loops will also
contribute to the production of boosted Higgs bosons as shown in Fig. II.34. Lets assume that
the mass of the squark m >> mH . In this case, one could use the effective interaction to
compute the contribution to the inclusive Higgs boson cross section. At low pTH , this would
5This would also change the experimentally difficult high-multiplicity tt¯h final state.
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Fig. II.34: Feynman diagrams for the process gg → gh mediated by scalar particles at leading
order.
also be a good description. However, because the effective interaction is a dimension-5 operator,
the amplitude grows with energy, E/m, and the cross section will grow like E2/m2 ∼ p2TH/m2.
Eventually this growth will violate unitarity. Long before that happens, the approximation
m → ∞ loses validity, and the differential cross section becomes sensitive to the masses in the
loop, thereby revealing possible new physics which was otherwise invisible in both the inclusive
cross section and in the low pTH region. One can now understand why it is important to study
the pTH spectrum of the Higgs to find deviations from SM predictions.
II.6.2 A Simple Model
To see more explicitly how BSM effects can be disentangled we construct a simple but generic
BSM model that might contain either heavy fermions or heavy scalars or both. We consider a
model where boosted Higgs boson production cross section receives contributions from a complex
colour triplet scalar loop with massms as well as contributions involving the top-quark and some
heavy unknown particles whose interaction with the Higgs boson is described by the effective
vertex of Eq. (II.2). The scalar-scalar-higgs interaction is given by,
Lscalar = κs
2m2s
v
S
†
SH, (II.87)
while the interactions of the scalar with the gluons are determined by gauge invariance and
the covariant derivative. We can write the full matrix element for the Higgs boson coupling to
gluons as
M(κt, κs, cg) = κtMF + κsMS + cgMUV , (II.88)
where MF is the one-loop amplitude taking into account the full top-quark mass dependence,
MS is the amplitude with the full scalar mass dependence and MUV is the amplitude arising
from the effective interaction. The coefficients κt and κs scale any effects that the new heavy
particles may have on the couplings of the top-quark and the scalar to the Higgs boson. This
simple model can be straightforwardly generalised to contain contributions from the charm and
bottom quarks and multiple scalar particles (as in SUSY models), however for simplicity we will
only consider the top-quark and a single generic scalar colour triplet.
The amplitude for the gluon fusion production of a Higgs boson is,
Mgg = κtMggF + κsMggS + cgMggUV , (II.89)
where the individual contributions can be summarised as,
MggF =
1
v
A1/2(τt), (II.90)
MggS =
1
v
A0(τs), (II.91)
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MggUV =
1
v
A∞, (II.92)
where τi = 4m
2
i /m
2
H . The well known loop functions are (see for example Ref. [165]),
A0(τ) = −τ [1− τf(τ)], (II.93)
A1/2(τ) = 2τ [1 + (1− τ)f(τ)], (II.94)
with
f(τ) =
arcsin
2 1√
τ
, τ ≥ 1
−14
(
log 1+
√
1−τ
1−√1−τ − ipi
)2
, τ < 1
, (II.95)
and
A∞ =
4
3 . (II.96)
If the mass of mXi is large enough, we can simplify the loop functions by taking τ → ∞
such that
A0(τ)→
1
4A∞ (II.97)
A1/2(τ)→ A∞. (II.98)
This UV behaviour means that we can simplify Eq. (II.89) when the scalar mass is much bigger
than mH by the replacements,
κs → 0, cg → cg +
κs
4 . (II.99)
Similarly, the HEFT is obtained by taking the limit where the top-quark mass is much larger
than mH , and amounts to the replacements,
κt → 0, cg → cg + κt. (II.100)
This model therefore includes both the top-quark contribution to the SM (κt = 1, κs = 0 and
cg = 0) and the HEFT (κt = 0, κs = 0 and cg = 1). If both top-quark and scalar masses are
large compared to the Higgs boson mass, then we can set,
κt → 0, κs → 0, cg → cg + κt +
κs
4 . (II.101)
In this model, because mt > mH and we assume that ms > mt, the lowest order gluon
fusion cross section is sensitive to the combination of couplings,
σLO ∼
(
κt +
1
4κs + cg
)2
σ
SM
LO , (II.102)
and measurements of the total cross section cannot discriminate between models that have
different values of κt, κs and cg.
As discussed earlier, QCD radiation probes the internal structure of the effective inter-
action and the effects of various new physics contributions can be disentangled by studying
boosted Higgs bosons. The amplitudes due to fermion loops and/or the effective interaction
have been discussed earlier. The scalar contribution was computed in Refs. [178, 262] and the
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matrix elements implemented in the numerical code SusHi [287]. We have ported the routines
directly from SusHi to NNLOJET.
Following Ref. [288,289], we write the contribution to the cross section of the simple model
above pcutTH and normalised to the top-quark contribution as
σ(pcutTH)
σ
SM (pcutTH)
=
∫∞
p
cut
TH
dpTHdΩ |κtMF + κsMS + cgMUV |2∫∞
p
cut
TH
dpTHdΩ |MF |2
=
(
κt +
1
4κs + cg
)2
+ δts(p
cut
TH) κtκs + δtg(p
cut
TH) κtcg + δsg(p
cut
TH) κscg
+ s(p
cut
TH) κ
2
s + g(p
cut
TH) c
2
g (II.103)
where
δtg(p
cut
TH) =
2
∫∞
p
cut
TH
dpTHdΩ Re(MFM∗UV )∫∞
p
cut
TH
dpTHdΩ |MF |2
− 2, (II.104)
δts(p
cut
TH) =
2
∫∞
p
cut
TH
dpTHdΩ Re(MFM∗S)∫∞
p
cut
TH
dpTHdΩ |MF |2
− 12 , (II.105)
δsg(p
cut
TH) =
2
∫∞
p
cut
TH
dpTHdΩ Re(MSM∗UV )∫∞
p
cut
TH
dpTHdΩ |MF |2
− 12 , (II.106)
g(p
cut
TH) =
∫∞
p
cut
TH
dpTHdΩ |MUV |2∫∞
p
cut
TH
dpTHdΩ |MF |2
− 1, (II.107)
s(p
cut
TH) =
∫∞
p
cut
TH
dpTHdΩ |MS |2∫∞
p
cut
TH
dpTHdΩ |MF |2
− 116 . (II.108)
Analogous expressions can be derived for the normalised cross sections above φ∗,cutη .
For small values of pcutTH or φ
∗,cut
η , the coefficients i, δij are all small. In this limit, we
are simply probing the gross effect of the ggH coupling and we recover the total cross section
which is proportional to
(
κt + 14κs + cg
)2
. However, at larger values of pcutTH , the top-quark and
scalar loops become resolved and the i and δij grow. This is demonstrated in Fig. II.35(a)
where the various coefficients are shown as a function of pcutTH for ms = 250 GeV, ms = 500
GeV and ms = 2500 GeV. In all cases, the value of the coefficient increases with p
cut
TH . As a
consistency check, we observe that for a very large scalar quark mass, ms = 2500 GeV, the
hierarchy predicted by absorbing the effect of the scalar into the effective interaction,
δsg ∼
1
2g, δts ∼
1
4δtg, s ∼
1
16g, (II.109)
is satisfied. We also see that for smaller values of ms, and particularly when p
cut
TH is large enough
to resolve the mass of the particle circulating the loop, the effects are smaller.
In contrast, as shown in Fig. II.35(b), the corresponding coefficients as a function of φ∗,cutη
are much smaller and are less sensitive to the masses of the new scalars or the contribution of
the effective vertices. In particular, increasing the value of φ∗,cutη does not lead to larger values
of these parameters.
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Fig. II.35: Coefficients i and δij as a function of (a) p
cut
TH and (b) φ
∗,cut
η for ms = 250 GeV
(solid), ms = 500 GeV (dashed) and ms = 2500 GeV (dotted).
This comparison demonstrates that the variable φ∗η, which we have shown to have various
theoretical and experimental merits over the more traditional variable pTH , fails to be a better
variable for discriminating between new physics models.
II.6.3 MSSM: light stop scenario
In supersymmetric models, stops contribute to the gluon fusion process through loop diagrams
and their effect depends mainly on their masses and mixing [290, 291]. It has been shown that
even within the current limits on squark masses, the total cross section could be suppressed by
a factor ∼ 15% (citation here) in the context of the Minimal Supersymmetric Standard Model
(MSSM). In this section we therefore carry out a numerical study of the impact of the new states
predicted in the MSSM on the Higgs boson pTH and φ
∗
η distributions.
To illustrate the size of the possible effects, we consider the light stop MSSM benchmark
point proposed by the HXSWG [195]. This benchmark point features relatively light stops.
However, the couplings of the squarks to the lightest higgs boson have opposite signs so that if
both squarks have the same mass, they destructively interfere and give a null effect. Therefore,
the stop masses mt˜1 and mt˜2 should be somewhat different to give rise to a sizeable effect. The
parameters for the HXSWG light stop scenario are:
µ = 350 GeV, tan β = 20, M3 = 1500 GeV, (II.110)
MA = 600 GeV,M2 = 500 GeV, Ml˜3 = 1000 GeV (II.111)
At = Xt + µ/ tan β; Xt = 2MSUSY , (II.112)
where MSUSY is the SUSY scale, given by the mass terms of the third generation squarks;
Mt˜L = Mt˜R = Mb˜L = Mb˜R = MSUSY . (II.113)
The stop masses are obtained by diagonalising the stop mixing matrix,
M
2
t˜ =
(
M
2
L mtXt
mtXt M
2
R
)
(II.114)
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where,
M
2
L = M
2
t˜L
+m2t +
(1
2 −
2
3 sin
2
θW
)
cos(2β)M2Z (II.115)
M
2
R = M
2
t˜R
+m2t +
2
3 sin
2
θW cos(2β)M
2
Z (II.116)
and sin2 θW = 1−M2W /M2Z . The physical stop masses are given by,(
m
2
t˜1
0
0 m2t˜2
)
=
(
cos θt sin θt
− sin θt cos θt
)
M
2
t˜
(
cos θt − sin θt
sin θt cos θt
)
where
tan 2θt =
2mtXt
M
2
L −M2R
, (II.117)
so that,
m
2
t˜1
= M
2
L +M
2
R
2 −
1
2
(
(M2L −M2R)2 + 4m2tX2t
)1/2
, (II.118)
m
2
t˜2
= M
2
L +M
2
R
2 +
1
2
(
(M2L −M2R)2 + 4m2tX2t
)1/2
. (II.119)
The couplings of the lightest Higgs boson to stops are given by,
ght˜1 t˜1 =
cos(α)
sin(β) − sin(α+ β)
[1
2 cos(θt)
2 − 23 sin
2
θW cos(2θt)
]
M
2
Z
m
2
t
− 12mt
sin(2θt)
[cos(α)
sin(β)At +
sin(α)
sin(β)µ
]
, (II.120)
ght˜2 t˜2 =
cos(α)
sin(β) −
1
2 sin(α+ β)
[1
2 sin(θt)
2 + 23 sin
2
θW cos(2θt)
]
M
2
Z
m
2
t
+ 12mt
sin(2θt)
[cos(α)
sin(β)At +
sin(α)
sin(β)µ
]
. (II.121)
In the specific MSSM benchmark points considered here, we are in the decoupling limit where
the lightest CP-even state h has SM couplings to the SM particles [292–294] and the mixing
angle α is related to β by,
sin(β − α) = 1. (II.122)
This produces a much simpler expression for the couplings,
ght˜1 t˜1 = 1 + cos(2β)
(1
2 cos(θt)
2 − 23 sin
2
θW cos(2θt)
)
M
2
Z
m
2
t
− 12 sin(2θt)
Xt
mt
, (II.123)
ght˜2 t˜2 = 1 + cos(2β)
(1
2 sin(θt)
2 + 23 sin
2
θW cos(2θt)
)
M
2
Z
m
2
t
+ 12 sin(2θt)
Xt
mt
. (II.124)
These couplings are normalised to the Lagrangian interaction,
Lint = i
2m2t
v
ght˜i t˜i
120
so that the relationship between the ght˜i t˜i and κt˜i for i = 1, 2 is
κt˜i =
m
2
t
m
2
t˜i
ght˜i t˜i . (II.125)
For the benchmark points, inserting the values for MSUSY and the default parameters
of Section II.1.1 into Eqs. (II.118)–(II.124), we find the input parameters relevant for Higgs
production shown in Table II.1.
BP MSUSY (GeV) mt˜1 (GeV) mt˜2 (GeV) ght˜1 t˜1 ght˜2 t˜2
1 500 323 672 -1.94 3.80
2 600 423 773 -2.52 4.38
3 800 624 972 -3.67 5.53
Table II.1: Input parameters for the three light stop MSSM benchmark points, BP1, BP2 and
BP3.
For these SUSY parameters, Eqs. (II.115)–(II.124) simplify considerably, and lead to;
θt ∼
pi
4 , (II.126)
mt˜1 ∼MSUSY −mt, (II.127)
mt˜2 ∼MSUSY +mt, (II.128)
ght˜1 t˜1 ∼ 1−
MSUSY
mt
, (II.129)
ght˜2 t˜2 ∼ 1 +
MSUSY
mt
. (II.130)
Essentially this amounts to ignoring terms proportional to M2Z/mt/MSUSY .
Using the results of the previous section, we can also estimate the size of the stop con-
tribution to the gluon fusion cross section. Both stops make a contribution to the gluon fusion
amplitude, δMgg, where
δM
gg
/M
gg
SM =
κt˜1
4 +
κt˜2
4
= m
2
t
4m2t˜1
ght˜1 t˜1 +
m
2
t
4m2t˜2
ght˜2 t˜2 (II.131)
∼ − m
2
t
2(M2SUSY −m2t )
. (II.132)
For the benchmark points BP1, BP2 and BP3, the gluon fusion cross section is changed by
-14.9% (-13.3%), -9.9% (-9.0%) and -5.3% (-4.9%) respectively. The numbers in brackets are
those obtained through use of the approximate formula (II.132).
The sbottom masses are given by a similar equation to (II.114), but because mb <<
MSUSY , the two sbottom masses are both close toMSUSY and their contributions largely cancel.
The pTH and φ
∗
η distributions for the three benchmark points characterised by different
values of MSUSY are shown in Fig. II.36. These distributions are obtained with the NNLOJET
code and the default input parameters as specified in Sec. II.1.1 and are normalised to the LO
SM distribution with the exact mass dependence of the top-, botton- and charm-quark loops as
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shown in Figs. II.6 and II.7. The dominant gluon fusion contribution is shown as dashed lines.
As expected from the earlier discussion, the stop quarks suppress the total cross section, by
around 15%, 10%, and 5% in BP1, BP2 and BP3 respectively. This is evident in the low pTH
and low φ∗η where most of the cross section is concentrated.
6
Figure II.36(a) shows that the pTH distribution is sensitive to the masses of the stop
quarks. As discussed in Section II.5.2.5, for a heavy particle of mass M , the thresholds start to
open when
pTH ∼M
(
1− m
2
H
4M2
)
.
The first peak for each of these plots occurs when pTH is close to the top mass. Even though
the cross section is normalised to the SM value, the effects of the top quark threshold is not
completely washed away because of the interference between the top and squark loops. There
is dip at around mt˜1 ∼ MSUSY −mt where the first stop quark threshold starts to open, and
a smaller peak at around mt˜2 ∼ MSUSY + mt where the second stop quark threshold opens.
These effects are much more evident in the gluon-gluon initiated channel than in the quark-gluon
contribution.
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Fig. II.36: The ratio of the Higgs boson (a) pTH and (b) φ
∗
η distributions at
√
s = 13 TeV
for the three benchmark points, MSUSY = 500 GeV (green), MSUSY = 600 GeV (blue) and
MSUSY = 800 GeV (red) relative to the LO SM prediction computed with top, bottom and
charm quark loops. The dotted lines show the contributions coming from the gluon-gluon initial
state.
In complete contrast, and as expected from the discussion in the section II.6.2, the φ∗η
distribution shown in Figure II.36(b) is essentially insensitive to the heavy particle thresholds.
Even though Figure II.36 is a naive leading order estimate which ignores higher order
contribution that could significantly affect the cross sections, we expect that the sensitivity of
the pTH distribution, and the corresponding insensitivity of the φ
∗
η distribution will be preserved.
Therefore our recommendation is that:
6The small additional suppression is due to the charm and bottom quark loops.
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a) the pTH distribution is exploited for new physics searches
b) the φ∗η distribution is used for precise measurements of the Higgs boson parameters.
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II.7 Summary
In this part of the report, we proposed a new observable for the study of Higgs bosons that
decay into two photons, φ∗η. This variable is complementary to the transverse momentum of the
Higgs, since it relies on the measurement of the directions in φ and η of the two photons rather
than the energies.
When the Higgs boson is produced at rest in the transverse plane, i.e. pTH = 0, then φ
∗
η
also vanishes. However, for finite values of pTH and φ
∗
η, the two variables are unrelated.
We made a rudimentary study of the experimental resolution for photon pairs coming
from Higgs boson decays using a fast detector simulation of the CMS detector. While a number
of systematic effects, notably pileup, were ignored, our study showed that 2mHφ
∗
η has a better
resolution compared to the simple calorimetric measurement of pγγT . This means that although
there is no tracking information about the photons, φ∗η is neverthless a viable observable and
has the potential to give additional information on the production of boosted Higgs bosons.
The φ∗η distribution behaves very differently to the (well-studied) pTH distribution. In
particular, as φ∗η grows, it does not appear to resolve the short distance properties of the inter-
action producing the Higgs. This is in complete contrast to the pTH distribution in which finite
mass effects start to become important (typically for pTH > mt in the SM, and for pTH > M
for new particles of mass M).
The normalisation of the φ∗η distribution is sensitive to the combination of particles that
are involved in the gg → H interaction (just as for the inclusive Higgs boson cross section), but
the shape of the φ∗η distribution is less sensitive to new physics effects.
On the other hand, this has the positive feature that the φ∗η distribution can be more
reliably calculated, even in the Higgs Effective Theory. We showed explicitly that different
ways of estimating the top-quark mass dependence of the spectrum beyond Leading-Order (the
HEFT⊕M and HEFT⊗M approximations) produced essentially identical results to the HEFT
at NLO and at NNLO. We also found that relative to NLO, the NNLO corrections are small,
and that the scale uncertainty is significantly reduced. We take this as a strong indication that
the NNLO HEFT prediction for the φ∗η distribution is close to what might be found if the full
top mass dependence would be available. The φ∗η distribution is therefore an ideal observable
for extracting detailed information about the Higgs boson.
Armed with a new and precisely measurable observable, we anticipate that measurements
of boosted Higgs bosons in the two photon decay channel could provide useful additional infor-
mation about the interactions of the Higgs boson.
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Appendices
A Calculation of the One-Loop Master Integrals
In this Appendix, we will demonstrate how to compute the one-loop master integrals that
appeared in Sec. II.5.2.3.
A.1 The canonical basis
As discussed in Sec. II.5.2.3, the integral family defined by the four propagators of Eq. (II.57),
D1 = k
2
1 −m2t ,
D2 = (k1 − p1)2 −m2t ,
D3 = (k1 − p1 − p2)2 −m2t ,
D4 = (k1 − p1 − p2 − p3)2 −m2t ,
can be written in terms of the 9 master integrals g1 . . . g9 described in Eq. (II.64). However, we
are free to choose a convenient basis of master integrals, and the best choice depends on the
method to be used to solve the integrals. Here we will use the method of differential equations
since that is a powerful method for computing more complicated two-loop integrals. This method
works by identifying the differential equations that each integral satisfies [239–242] and solving
the equations iteratively.
In this case, a good choice of basis for this method is the so-called canonical basis where
the differential equations for each integral is in a very particular form discussed below. The
question then is how to identify the canonical basis. The set of integrals given in Eq. (II.64) is
not the canonical basis. However, it is a suitable starting point for finding the canonical basis
and is known as a pre-canonical basis.
Several methods are known for finding the canonical basis, see for example [295–299].
Here we will use a method inspired by Magnus and Dyson series as described in [297]. The 9
pre-canonical integrals obey a set of 4 partial differential equations in s ∈ {s12, s23, p24,m2t },
∂s ~g = Bs ~g, (A.1)
where each of the Bs are 9 × 9 matrices. Additionally, the integrals obey a so-called scaling
equation,
∂ϕ~g = Bϕ ~g, (A.2)
where
∂ϕ =
[
−α2 + s12∂s12 + s23∂s23 + p
2
4∂p24
]
. (A.3)
Here, Bϕ is another 9 × 9 matrix and α = md + 2s − 2r is the mass dimension of an m-loop
integral with r propagators in the denominators and s propagators in the numerator. The
“scaling” equation can be used as a consistency check of the partial differential equations in the
other variables.
A differential equation is said to be in canonical form if it can be written as
d~f = (dA˜)~f. (A.4)
The matrix (dA˜) should be in so-called “d log form”, this means that it should be possible to
write each of its elements as a sum of derivatives of logarithms with rational number coefficients.
To obtain the canonical form for our differential equation, our goal will be to find a matrix
T with entries consisting of algebraic functions of the invariants, masses and d such that ~f = T~g
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obeys (A.4). In order to achieve this it is useful to understand how the differential equation
transforms under a basis change. Inserting ~f = T~g into (A.1) and using the product rule, we
obtain the basis change formula,
∂ ~f = T−1 (BT − ∂(T )) ~f. (A.5)
A.2 Solving the differential equations
It is often useful to write the differential equations in terms of dimensionless variables. To do
this we can factor a dimensionful parameter, which we choose as m2t , from each integral in order
to make it dimensionless. The integrals are then functions only of three dimensionless invariants,
which we choose as
x1 =
s12
m
2
t
, x2 =
p
2
4
m
2
t
, x3 =
s23
m
2
t
. (A.6)
The 3 partial derivatives with respect to the dimensionful variables s12, s23, p
2
4 are related to 3
partial derivatives with respect to the dimensionless invariants x1, x2, x3 via a Jacobian matrix,∂x1∂x2
∂x3
 =

∂x1
∂s12
∂x2
∂s12
∂x3
∂s12
∂x1
∂p
2
4
∂x2
∂p
2
4
∂x3
∂p
2
4
∂x1
∂s23
∂x2
∂s23
∂x3
∂s23

−1∂s12∂p24
∂s23
 . (A.7)
Using this we first exchange our partial differential equations with respect to dimensionful vari-
ables for those in terms of dimensionless variables. The scaling equations provide only infor-
mation on the mass dimension of the integrals and can be used to determine the power of m2t
to be factored from each integral. The 9 pre-canonical integrals now obey 3 partial differential
equations in x ∈ {x1, x2, x3},
∂x~g = Bx~g, (A.8)
with Bx a 9 × 9 matrix for each variable, their entries consist of rational functions of the
dimensionless invariants, the mass m2t and d.
We first try to rescale each of our integrals by ai with ai ∈ Z such that the off-diagonal
terms of our matrix have leading term . The differential equation in terms of the new integrals
can be obtained by using the basis change formula (A.5) with
T = diag(a1 , . . . , a9). (A.9)
In the case at hand we find that choosing a1, a2, a3, a4 = 0 and a5, a6, a7, a8, a9 = 1 allows us to
obtain a differential equation in the desired form.
Next, we note that each of our Bx matrices depend linearly on ,
Bx(~x, ) = B
(0)
x (~x) + B
(1)
x (~x). (A.10)
This simplifies finding the canonical basis. Cases without this property are also discussed in [297].
We change the basis of integrals via Magnus series Ω[B(0)x ] obtained using B
(0)
x as kernel,
~f(~x, ) = eΩ[B
(0)
x ]~g(~x, ). (A.11)
Due to rescaling the integrals by  in (A.9) the matrices B(0)x are diagonal and the Magnus series
is truncated at first order,
Ω1[B
(0)
x ] =
∫ x
x0
dτ1 B
(0)
x (τ1). (A.12)
126
Repeating this basis change for each variable we finally obtain an  factorised form for each
of the partial derivative matrices Bx. The canonical form of the differential equation can be
constructed from these transformed matrices.
The relation between the canonical master integrals, ~f , and the pre-canonical master
integrals, ~g, is given by taking the product of all basis change matrices, the result is
f1 = g1, (A.13)
f2 = m
2
t
√
4− x1
√
x1 g2, (A.14)
f3 = m
2
t
√
4− x3
√
x3 g3, (A.15)
f4 = m
2
t
√
4− x2
√
x2 g4, (A.16)
f5 = m
2
tx1 g5, (A.17)
f6 = m
2
tx3 g6, (A.18)
f7 = m
2
t (x2 − x1) g7, (A.19)
f8 = m
2
t (x2 − x3) g8 (A.20)
f9 = m
4
t
√
4x2 − 4x1 − 4x3 + x1x3
√
x1
√
x3 g9. (A.21)
In the canonical form, the differential equation system may be written as
df¯ = (dA˜)f¯ , (A.22)
where the coupling matrix A˜ is
A˜ = 

0 0 0 0 0 0 0 0 0
E2(x1) E1(x1) 0 0 0 0 0 0 0
E2(x3) 0 E1(x3) 0 0 0 0 0 0
E2(x2) 0 0 E1(x2) 0 0 0 0 0
0 E2(x1) 0 0 0 0 0 0 0
0 0 E2(x3) 0 0 0 0 0 0
0 E2(x1) 0 −E2(x2) 0 0 0 0 0
0 0 E2(x3) −E2(x2) 0 0 0 0 0
0 E3(x1, x3) E3(x3, x1) E4 E5 E5 E5 E5 E6

(A.23)
and where the entries of the matrix are given as
E1(xi) = − log(4− xi)
E2(xi) = −2 log
(√
4− xi +
√−xi
)
E3(xi, xj) = 2 log(x2 − x1) + 2 log(x2 − x3)
− 4 log
(√
4− xi
√
−xj +
√
4(x2 − x1 − x3) + x1x3
)
E4 = −2 log(x2 − x1)− 2 log(x2 − x3)
+ 4 log
(√
4− x2
√−x1
√−x3 +
√−x2
√
4(x2 − x1 − x3) + x1x3
)
E5 = − log(x2 − x1 − x3) + 2 log
(√−x1√−x3 +√4(x2 − x1 − x3) + x1x3)
E6 = log(x2 − x1 − x3)− log
(
4(x2 − x1 − x3) + x1x3
)
(A.24)
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In order to integrate the system of differential equations, we have to decide on a boundary
condition. In the phase-space point x1 = x2 = x3 = 0 (corresponding to s12 = s23 = m
2
H =
0,m2t = 1), the Feynman integrals themselves are finite
7 and as all the members of the canonical
basis except f1 have prefactors that are zero in that point, they all vanish with the exception of
f1 - the tadpole integral - which is given as
f1|x1=x2=x3=0 = 1 +
pi
2
12 
2 +O(3) (A.25)
As all the members of the canonical basis have uniform weight8 we know that the 0 term
is purely numerical, and thus we deduce from the boundary point that all the members of the
canonical basis are 0 at the 0 order, with the exception of f1. To find the expressions at the next
order in  we will use the differential equation. In order to simplify the solution procedure we
will make a change of variables from xi to the new dimensionless variables zi, known as Landau
variables, defined as
xi = −
(zi − 1)2
zi
. (A.26)
These variables have the property of making some of the square-roots present in Eq. (A.24)
factorize, as9
−2 log
(√
4− xi +
√−xi
)
= −2 log(2)− log(zi). (A.27)
Inserting these variables and doing the derivative with respect to z1, we get the differential
equation
df
(1)
2
dz1
= − 1
z1
, (A.28)
while the derivative of the first-order terms of the remaining canonical master integrals with
respect to z1 is zero. Integrating the system up, gives f
(1)
2 = − log(z1) + c(z2, z3), and as the
derivative with respect to the remaining variables vanishes along with the value at the boundary
point, we conclude that c(z2, z3) = 0, so after substituting back, we get the result
f
(1)
2 = −2 log
(√
4− x1 +
√−x1
)
+ 2 log(2). (A.29)
Following the same procedure with z2 and z3, gives the expressions
f
(1)
3 = −2 log
(√
4− x3 +
√−x3
)
+ 2 log(2),
f
(1)
4 = −2 log
(√
4− x2 +
√−x2
)
+ 2 log(2), (A.30)
while the remaining canonical masters give zero, also at the first order in .
7this can be seen e.g. from the Schwinger parametrization.
8Uniform weight means that the nth term in the  expansion consists solely of functions with weight n, as
explained in appendix B.4, and additionally that the prefactors of these functions have to given solely in terms
of rational numbers, so without any kinematical dependence.
9One might worry about whether the right hand side of Eq. (A.27) contains a factor of ipi from the branch
cut of the logarithm. But any such constants can be discarded as the matrix A˜ only contributes through its
derivative.
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Continuing to the second order in , the derivatives with respect to z1 become
df
(2)
2
dz1
= −
( 1
z1
− 2
z1 + 1
)
log(z1),
df
(2)
5
dz1
= 1
z1
log(z1),
df
(2)
7
dz1
= 1
z1
log(z1), (A.31)
with all the remaining z1 derivatives except the last, that of the box, being zero.
Integrating up gives
f
(2)
2 = Li2(−z1)− 12 log
2(z1) + log(z1) log(1 + z1) + c2(z2, z3),
f
(2)
5 = 12 log
2(z1) + c5(z2, z3),
f
(2)
7 = 12 log
2(z1) + c7(z2, z3), (A.32)
in terms of z1 and the remaining integration constant.
It may at this point be worth mentioning that while in this specific case the integrals
could be performed rather easily, in general that is not the case. The function class known as
generalized polylogarithms (with is discussed in further detail in Appendix B.4) can be of great
help with this, as the way it is definited identifies it as a natural way of expressing such integrals.
It is however not needed for this case, and will not be mentioned any further.
As the derivatives of f (2)2 and f
(2)
5 with respect to the remaining variables are zero, we
deduce that c2 and c5 are genuine constants, and then the boundary point allow us identify
c2 = −Li2(−1) = pi2/12 and c5 = 0. For c7 on the other hand, we get that
dc7
dz2
= df
(2)
7
dz2
= − 1
z2
log(z2)⇔
c7 = −12 log
2(z2) + b(z3) (A.33)
and following the same procedure once again, we conclude that b(z3) = 0.
Going through the same procedure with the remaining canonical master integrals in the
remaining variables, and substituting the original dimensionless variables, the xi, back, we get
in total
f1 = 1 + pi
2
12 
2 +O(3), (A.34)
f2 = H1(x1)+H2(x1)
2 +O(3), (A.35)
f3 = H1(x3)+H2(x3)
2 +O(3), (A.36)
f4 = H1(x2)+H2(x2)
2 +O(3), (A.37)
f5 = H3(x1)
2 +O(3), (A.38)
f6 = H3(x3)
2 +O(3), (A.39)
f7 = H4(x1, x2)
2 +O(3), (A.40)
f8 = H4(x3, x2)
2 +O(3), (A.41)
with
H1(xi) = 2
(
log(2)− log(√4− xi +√−xi)),
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H2(xi) = 2
(
log(4− xi) + log
(√
4− xi −
√−xi
)− log(2)),
×
(
log
(√
4− xi −
√−xi
)− log(2))+ 2Li2((√4− xi −√−xi)2−4
)
+ pi
2
6 ,
H3(xi) = 12H1(xi)
2
,
H4(xi, x2) = H3(xi)−H3(x2). (A.42)
Only the box integral f9 remains to be calculated. The transformation to Landau variables
does not factorize the remaining square root, the
√
4(x2 − x1 − x3) + x1x3. This makes this case
a good illustration of an alternative method of solving a canonical system of differential equations
- that of “symbols”. For introductions to symbols, see Refs. [300, 301] or Appendix B.5 where
the subject is introduced more thoroughly than it will be here. The main idea is to associate a
certain algebraic object - the symbol - to the various functions (logarithms and polylogarithms)
that may appear in the result. Additionally such a symbol may be associated with the differential
equation, and the procedure then consists of making a linear fit of the set of posible functions,
to the differential equation. The result of such a fit, will be very close to the desired solution,
and the difference can, in this case, be found solely from the differential equation along with a
numerical fits.
Following this method, the result for the box f9 may be expressed as
f9

2 = −4 log(α1,1)
2 + 4 log(α1,2)
2 + log(−αu)2 − 4 log(α2) log(x2 − x1)
− 4 log(α2) log(x2 − x3)− 2 log(x1) log(x2 − x3) + log(x2 − x3)2
+ 4 log(α1,2)
(− 2 log(α4) + log(x2 − x1) + log(x2 − x3))
+ log(α1,1)
(
8 log(α3,1)− 4 log(−x3)
)
+ 4 log(α2) log(−x3) + log(−x3)2
+ 2 log(−αu)
(− log(x1) + log(x2 − x1) + log(x2 − x3)− 2 log(−x3))
+ 2
[
pi
2 + 4ipi log(2) + 2 log(2)2 − 8 log(2) log(α1,3) + 4 log(α1,3)2
+ 4 log(2) log(α3,3)− 2 log(α3,3)2 + 4 log(2) log(α4)− 4 log(2) log(x1)
+ 2 log(α2) log(x1) + 2 log(α3,3) log(x1)− 4 log(2) log(α3,1)
+ ipi
(
− 2 log(α2)− 2 log(α3,3) + log(x1)− log(x2 − x1) + 2 log(−x3)
)
(A.43)
− 2Li2
( −4
α
2
1,1
)
+ 2Li2
( −4
α
2
1,3
)
− 2Li2
(4αu
α
2
2
)
+ Li2
( 16αu
α
2
1,2α
2
2
)
+ Li2
(
α
2
1,2αu
α
2
2
)
− 4Li2
(
α1,3
√−x1
α3,3
)
− 2Li2
(
α
2
1,1(x1 − x2)
α
2
3,1
)
+ Li2
(
x2 − x1
αu
)
+ 2Li2
(4(x2 − x1)
α
2
3,1
)
+ Li2
(
x1
x2 − x3
)
− 2Li2
(4(x2 − x3)
α
2
3,3
)
+ 4Li2
(
α1,1(x1 − x2)
α3,1
√−x3
)
+ 2Li2
(
α
2
1,3(x3 − x2)
α
2
3,3
)]
,
where we have used the abbreviations
αu ≡ x2 − x1 − x3,
α1,i ≡
√
4− xi +
√−xi,
α2 ≡
√−x1
√−x3 +
√
4(x2 − x1 − x3) + x1x3,
α3,1 ≡
√
4− x1
√−x3 +
√
4(x2 − x1 − x3) + x1x3,
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α3,3 ≡
√−x1
√
4− x3 +
√
4(x2 − x1 − x3) + x1x3,
α4 ≡
√−x1
√−x3
√
4− x2 +
√−x2
√
4(x2 − x1 − x3) + x1x3.
(A.44)
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B Two-loop Feynman Integrals
In this appendix we will lay out the steps needed to compute the two-loop contributions to Higgs
boson + jet production. We will follow closely the approach used in Ref. [180].
We begin with a description of how to get expressions for the Feynman diagrams or the
numerators thereof. Then follows a discussion of the reduction of the Feynman integrals to a
minimal set - the master integrals. Next we discuss how to evaluate those integrals using the
differential equation method enhanced by the use of canonical bases and symbols, in order to
obtain an expression in terms of generalized polylogarithms, which at the two-loop level are
reducible to Lin and Li2,2. We conclude with a discussion of cases where these approaches are
insufficient and bigger classes of functions, such as elliptic integrals, are needed.
B.1 Extracting the numerator
In general we can write any loop-level amplitude as
AL−loop =
∑
i∈diagrams
∫ ∏L
l d
d
kl
(ipid/2)L
Ni({k})∏
j∈iDj({k})
(B.1)
where as usual Dj denotes the denominators stemming from the propagators of the Feynman
diagrams, i.e. terms of the form (k + p)2 −m2, while Ni contains the rest of the terms in the
Feynman diagram, i.e all gamma matrices, colour factors, polarization vectors, spinors, and all
other factors provided by the Feynman rules.
As discused earlier, the Feynman rules from which to generate Eq. (B.1) have been im-
plemented in several codes [219–222]. In general, the numerators of the diagrams will contain
long strings and traces of (Dirac) gamma matrices, from external fermions and fermions in loops
respectively, along with products of the colour factors T aij and fabc from vertices containing
coloured particles.
Several computer implementations of the algebra enabling the reduction of such factors
exist [220, 223], the authors of ref. [180] used a private implementation in FORM. The bottle-
neck for such reductions are the gamma Matrix identities, the trace of a product of 2n gamma
matrices has in general (2n − 1)!! terms, so finding ways to minimize that number can save
significant computational time.
The are other methods which may be used to minimize the work which has to be done in
order to extract the numerator of Eq. (B.1), though such methods were not found necessary for
the calculations in ref. [180]. Without going into detail, the numerators of diagrams consisting
purely of three-point vertices will be identical to products of three-point tree-level amplitudes,
except that the propagating particles are off shell. So, by mathematically putting these particles
on shell with a procedure known as generalized unitarity cuts [302,303], the coefficients of those
diagrams can be extracted solely from tree-level diagrams without the need for performing any
kind of gamma algebra. The coefficients of the remaining diagrams may be extracted by similar
methods using the knowledge of the three-point vertex diagrams as subtraction terms. This
method, known as the OPP method [304] [305–307], have been used for the complete automation
of one-loop-calculations [137,138,144,308–312], and similar method may be extended to higher
loops [236,237,313–322].
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B.2 Integrand reduction
After applying projectors (as described in section II.5.1.1), we can express the matrix element
as M ≡MµντPµντ , where
M =
∑
i∈diagrams
∫ ∏L
l d
d
kl
(ipid/2)L
Ni({k})∏
j∈iDj({k})
, (B.2)
as in Eq. (B.1). After performing all gamma- and colour algebra, the k dependence of the
numerators Ni will be solely true scalar products of the form ki · kj , ki · pj , or k · ω where the
vector ω is defined to be perpendicular to all the physical momenta ωµ ∝ εν1ν2ν3µp1ν1p2ν2p3ν3 .
The renormalizability of the theory imposes that maximally four powers of each loop-
momentum is allowed to appear in the numerators. That constraint limits the number of different
Feynman integrals which have to be performed to a large but finite number, but it is still clearly
desirable to find a way to minimize that number.
One way of doing so is called Integrand Reduction. This first consist of re-expressing the
amplitude as a sum over topologies defined as distinct sets of propagators
M =
∑
i∈topologies
∫ ∏L
l d
d
kl
(ipid/2)L
∆i({k})∏
j∈iDj({k})
, (B.3)
where ∆ denotes the irreducible numerator, which means that all terms in N which are pro-
portional to some of the propagators D have been “cancelled out” leaving only the irreducible
part ∆. A simple example would be a term in the denominator of Eq. (B.2) which contains the
factor ki · pj while the denominator contains e.g. the propagators k2i and (ki − pj)2 −m2. We
might then perform a form of partial fractioning
C
k · p
(k2) ((k − p)2 −m2)
= C2
(
p
2 −m2
(k2) ((k − p)2 −m2)
− 1
k
2 +
1
(k − p)2 −m2
)
(B.4)
showing how that term is reducible to an integral with a constant numerator plus terms in lower
topologies. For multi-loop integrals performing the integrand reduction solely using “partial
fractioning” is not always practical, one will miss relations unless one is very careful. There are
ways to systematize this reduction which ensure that all relations are captured. These methods
utilize insights from the mathematical field of algebraic geometry, and this is not the place to
describe these developments. See for instance Refs. [317,319,323].
Integrand reduction is able to significantly reduce the number of integrals needed to eval-
uate an amplitude. Yet the number remains uncomfortably large, for the propagator structure
corresponding to the first diagram of Fig. II.28, 84 non-zero terms remain after the reduction. To
reduce the number further, we will need to go beyond integrand-level relations to relations that
hold only at the integral-level - the so-called IBP identities which are described in section II.5.2.2
in the main text.
B.3 The differential equation method
After reducing the set of Feynman integrals that needs to be solved to a minimal set, we can no
longer postpone discussing methods for solving them. Traditional text-book methods such as
Feynman parametrization are rarely sufficient beyond one-loop as they themselves yield multi-
dimensional integrals that are hard or impossible to solve. The method that will be described
here is that of differential equations [239–242,324] which is one of the main methods being used
for current Feynman integral computations.
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In its traditional version, the differential equation method consists of relating the derivative
(with respect to a kinematic variable) of the Feynman integral which one wants to solve, with
the Feynman integral itself along with Feynman integrals of similar or lower complexity. Doing
so allows one to integrate the differential equation using traditional methods for first-order
differential equations, usually giving in a result in terms of gamma functions, hyper-geometric
functions, or some generalization there-of.
Yet for more involved Feynman integrals, there may be more than one master integral
with a given topology. That is the case for the double-box calculated in ref. [242]. For that case
the differential equations for the two double-box topologies will couple, giving a second order
differential equation for each of the master integrals which can not be solved in general. An
approach for solving this problem is to pick the two master integrals in a way such that the
derivatives of the two master integrals is proportional to the  = (4 − d)/2 from dimensional
regularization, as it was done in ref. [242].
This allows for an solution of the differential equation system at each order in , which after
all is all that is needed, as only terms up to a fized order in  can contain physical information.
So writing each of the master integrals f(, d) (with x denoting all the kinematic variables) as
f(, x) =
∞∑
j=jmin

j
f
(j)(x), (B.5)
allows us to compute f (i) in terms of f (i−1) along with the boundary condition which can be
calculated in some convenient point, such as the point where all kinematic variables equal one.
A recently developed systematic approach to this decoupling is denoted the canonical
form [296]. A differential equation system in the canonical form is given as
df¯(, x) = 
(∑
k
Ak d log
(
yk(x)
))
f¯(, x). (B.6)
Here f¯ is a vector made of all the master integrals, yj(x) are algebraic functions of the kinematic
variables x, and the matrices Aj consist of rational numbers only. Specifically this corresponds
to a differential equation in each variable
∂
∂xi
f
(j)
a (x) =
∑
k
Akab
∂ log(yk)
∂xi
f
(j−1)
b (x), (B.7)
which can be solved using general methods described in the next sections.
How does one get a differential equation system into canonical form? There is no general
method which works in all cases. One method described in [325], consist of imposing that
the leading singularity of the Feynman-integrals are constant. All canonical integrals have this
property [326], so reducing the search space to such integrals simplifies the problem of finding the
canonical basis significantly. Other approaches include the application of Magnus series [297]
which is the method used in the example in the main text and App. A, and many other
approaches are available as well [295,298,299], none of which will be described here. For further
recent developments, see [327–330].
For the mass-less double box of the example in the previous chapter the canonical form
is given in ref. [296]. For that case the only modifications that are needed are the addition of
certain kinematical prefactors and the raising of the power of some of the propagators from one
to two. For more involved cases, such as the gg → gH integrals computed in [180], the same is
true for the canonical form of many of the master integrals, yet for some the canonical master
integrals have to be expressed as sums of integrals.
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B.4 Generalized Polylogarithms
In general the solutions of differential equation systems in canonical form, may be expressed in
terms of a function-class denoted generalized polylogarithms (GPLs) [331]. Generalized polylog-
arithms (also known as Goncharov polylogarithms or hyperlogarithms) are defined recursively
as
G(a1, . . . , an;x) =
∫ x
0
dz
z − a1
G(a2, . . . , an; z), (B.8)
where the integration path is a straight line, and where G(;x) ≡ 1. The exception is the case
where all the a-indices equal zero, in which case
G(0¯n;x) =
1
n! log
n(x). (B.9)
A piece of terminology that we will need later is the concept of weight which is defined as the
number of a-indices or correspondingly as the number of recursive integrals.
Many functions often encountered in the (-expanded) results for Feynman integrals, are
special cases of generalized polylogarithms
log(x) = G(0, x) Lin(x) = −G(0¯n−1, 1, x), (B.10)
where the latter function is the classical (or Euler) polylogarithm, defined recursively as
Lin(x) =
∫ x
0
dz
z
Lin−1(z), (B.11)
with Li1(x) = − log(1− x).
At the one-loop level all Feynman integrals may be expressed (up to the 0 part) in terms of
the functions log and Li2 and thus they are always given in terms of generalized polylogarithms.
At higher weights this is true not for all, but for a large class of functions, since whenever the
differential equation system for a Feynman integral can be expressed in canonical form, the
result may be expressed in terms of GPLs.
For the case where the algebraic functions y(x) of Eqs. (B.6) and (B.7) may be expressed
as polynomials, this is easy to see. In that case the logarithms of Eqs. (B.6) and (B.7) factorize,
and Eq. (B.7) may be expressed as
∂
∂xi
f
(j)
a (x) =
∑
k
Akab
1
xi − ak
f
(j−1)
b (x), (B.12)
which we see has the exact form of Eq. (B.8), allowing for a result given directly in terms of
generalized polylogarithms. Whether or not this property is present for all algebraic forms of
y(x) including cases where no variables change can be found that allows for a rationalization,
must be considered an open question.
GPLs fulfill a large number of relations between themselves. They go under names such as
the re-scaling relation, and the shuffle and stuffle relations. We shall not summarize those here,
see for instance refs. [301, 332–334]. We will however mention one property - namely the fact
that all GPL can be reduced to a certain minimal set of functions, of lower complexity than the
general GPL [301]. In general this statement is a conjecture, but for GPLs of weight ≤ 4 which
is all that is needed for Feynman integrals with two loops, this has been shown explicitly [335]
and the minimal set for that case is the functions log, Lin with n ≤ 4, and the special function
Li2,2, which in the language of GPLs is given as
Li2,2(x, y) = G
(
0, 1, 0, 1y ;x
)
. (B.13)
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Evaluating a GPL numerically, may be done by reexpressing is as an infinite sum, which
may be truncated once the desired numerical precision has been optained. A GiNaC implemen-
tation which can be used to evauate any GPL using such techniqes, is presented in ref. [333].
Another option is to first reduce the GPLs to a minimal set of functions, and then use specialized
tools to evaluate those, such as those presented in refs. [335,336].
B.5 Symbols
The large number of relations between the GPLs make the task of reducing them to a minimal
set quite challenging. One mathematical tool which simplifies the application of these relations
very significantly is that of symbols [300, 301]. Symbols are short for Chen symbols, as they
utilize the iterated structure of the polylogarithmic functions, which are of the form of Chen
iterated integrals [337]. Popularly expressed, the algebra of these symbols captures the algebraic
parts of the relations between the polylogarithmic functions but leaves out the analytical parts.
This is shown by the fact that the rules of symbol calculus explicitly set to zero factors such as
pi, which arise from the analyticity, as the branch-cut of the logarithm is given as 2pii and those
of the poly-logarithms contain similar factors.
Explicitly, the symbol S of a GPL is defined recursively, and given as [338]
S(G(a1, . . . , an;x)) =
n∑
1
(
S(G(a1, . . . , aˆi, . . . , an;x))⊗ (ai − ai−1)
− S(G(a1, . . . , aˆi, . . . , an;x))⊗ (ai − ai+1)), (B.14)
where an+1 ≡ 0 and a0 ≡ x, and where aˆi denotes that the ai entry is left out. The recursions
ends as S(log(x)) = x. In simple cases this reduces to
S( logn(x)) = n! (x⊗ · · · ⊗ x)
S(Lin(x)) = − ((1− x)⊗ x⊗ · · · ⊗ x), (B.15)
both with n entries in the symbol.
The individual terms in the symbol, are thus tensorial factors of the general form α1⊗· · ·⊗
αn, where n is the weight of the original polylogarithmic function. These terms fulfil algebraic
rules such as
a⊗ bc⊗ d = a⊗ b⊗ d + a⊗ c⊗ d, (B.16)
which reflect the corresponding property of the logarithm. From this we get that a⊗ 1⊗ b = 0
and likewise for any root of unity. From the mathematical properties, it is guaranteed that
expressions which have the same symbol, are identical up to factors for which the symbol vanish,
such as factors10 containing pi and other of what is known as transcendental constants.
To show a simple example
S(Li2(x)) = − ((1− x)⊗ x),
S(Li2(1/x)) = ((1− x)⊗ x)− (x⊗ x),
S( log2(−x)) = 2(x⊗ x), (B.17)
from which we may deduce the relation
Li2
( 1
x
)
= −Li2(x)− 12 log
2(−x) + c, (B.18)
10The fact that the symbol of pi vanishes, can be seen from the fact that S(Li2(1)) = −(0 ⊗ 1) = 0, and
Li2(1) = pi2/6.
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where c is a term containing factors for which the symbol vanishes. Such factors can usually be
found numerically, and for this case it tuns out that c = −pi2/6.
The minimal set of objects which may appear inside the symbol is called the alphabet
and the set of possible terms in the symbol which contain the letters of that alphabet are called
words. In the example above the alphabet consist of two letters x and 1− x, but in the general
case the set may be much larger, the alphabet of the largest of the integral families of Ref. [180]
contained 49 letters.
The general strategy [300,301] for using symbols to simplify expressions containing GPLs
(often denoted the DGR algorithm after the authors of Ref. [301]) is as follows:
1. Find the symbol S of the expressions that needs reducing.
2. Find a “basis” of functions containing all the words present in S.
3. Invert the system to get an expression with matching symbol.
4. Find remaining factors not captured by the symbol.
Point 2 on that list is the difficult part. For a logarithm of a specific argument, we see that a
criterion for that logarithm to be present in the basis is that its argument can be written as a
product of alphabet letters. For the classical polylogarithm Lin(x) the criterion is that both x
and 1−x has that property, and for Li2,2 there is a similar but stricter criterion. However, there
is an infinite number of functions fulfilling these criteria, and to find a set that is complete and
not over-complete is a significant (computer-)algebraic challenge.
Point 4 on the list is also far from easy, as the set of functions containing factors for which
the symbol vanish is rather large in general. There is a development of the symbol framework,
utilizing the mathematical concept of coproducts [339], which may be used to capture most of
these terms with a similar algorithm, but these developments will not be described here.
Yet the symbol is not only for simplification, but may be used in general to extract the
result from a differential equation in canonical form without going through the step of GPLs.
Whenever we have a differential equation on the form of Eq. (B.6), the symbol may be found as
df
(n)
i (x) =
∑
j,k
Akij d log
(
yk(x)
)
f
(n−1)
j (x) ⇔
S(f (n)i (x)) = ∑
j,k
AkijS
(
f
(n−1)
j (x)
)⊗ yk(x) (B.19)
This replaces point 1 in the above procedure, which then may be used to solve the differential
equation at each order in . The remaining factors in point 4 are fixed at each order by the
boundary conditions of the differential equation, making that step much simpler than it is in
the general case.
No assumption was made in Eq. (B.19) that the letters y(x) had to be polynomial, as it
was assumed in for instance Eq. (B.12). And thus we see that an expression in terms of GPLs
may be obtained for any differential equation in canonical form, as long as a suitable basis of
functions to which to fit can be found.
It is this procedure which was used to solve the canonical integrals in Ref. [180], with
one exception: The size of the alphabet made it too impractical to find a basis of genuine
polylogarithms to span the result. Only up to weight two was this possible, so at weights three
and four a one-fold integral was used to express the result.
137
(a)
(b) (c)
Fig. B.1: (a) is the well-known elliptic massive sunrise diagram. (b) and (c) are the elliptic
topologies arising in the context of planar gg → gH at two-loop: the box-triangle IAbt and the
double-box IAdb
.
B.6 Elliptic integrals
It is not all Feynman integrals which can be expressed in terms of GPLs, once we move beyond
the one-loop case. The best known example is the so-called massive sunrise diagram [340–342]
shown in Fig. B.1(a)
Imassive sunrise =
∫ ∫ ddk1ddk2
(ipid/2)2
1(
k
2
1 −m2
)(
(k2 + p)
2 −m2)((k1 − k2)2 −m2) , (B.20)
where p2 = s, for which the result contains the functions
K(k) ≡
∫ 1
0
dx√
(1− x2)(1− k2x2)
, (B.21)
E(k) ≡
∫ 1
0
√√√√1− k2x2
(1− x2)
dx, (B.22)
which are denoted the complete elliptic integral of the first and second kind respectively, and
which are independent functions not expressible in terms of generalized polylogarithms.
There have been a lot of studies in the previous years of this class of functions [236, 325,
343–347] particularly attempting to generalize polylogarithmic functions to this larger class. But
so far no mathematical tool-set exist which is anywhere nearly as powerful as that of canonical
basis and symbols for GPLs.
Elliptic integrals also show up in the results for eight of the planar gg → gH integrals of
Ref. [180]. This is not in the form of the massive sunset graph, but rather in the form of the
two topologies IAbt and I
A
db shown on Fig. B.1, which contain four master integrals each. For the
six-propagator box-triangle topology IAbt, the ellipticity reveals itself when getting the topology
to canonical form turns out to be impossible, and the best that can be done is to obtain a
differential equation of the form
∂
∂x
f¯bt(, x) = A(x)f¯bt(, x) + B(x)f¯bt(, x) + 
∑
C¯(x)flower i(, x). (B.23)
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A basis can be found where the matrix A can be expressed as
A(x) =

a11(x) a12(x) 0 0
a21(x) a22(x) 0 0
a31(x) a32(x) a33(x) 0
a41(x) a42(x) 0 a44(x)
 (B.24)
where we see that at the level of the homogeneous term, the first two entries of f¯bt decouple
and form their own two-by-two sub-system. This property may be used to write a second-order
differential equation for the homogeneous part of the equation, which may be solved with the
result given in terms of elliptic integrals. Using the “method of the variation of constants”,
the general solution may then be expressed as a one-fold integral over the homogeneous solution
multiplied with the lower order terms as well as with various other factors, yielding the full result
for the two first entries of f¯bt as integrals over elliptic integrals. The remaining two entries may
then, from the differential equation, be written as integrals over those solutions, though it turns
out to be possible to reduce the number of recursive integrals for this case by one, using methods
that will not be described here.
For the seven-propagator topology IAdb, the ellipticity enters only through the elliptic sub-
topology. It is thus possible to describe the differential equation as
∂
∂x
f¯db(, x) = D(x)f¯db(, x) + E(x)f¯bt(, x) + 
∑
F¯ (x)flower i(, x), (B.25)
where the “lower” in the last term includes contributions from the Ibt topology. It is possible
to remove the E(x)f¯bt(, x) term and get the equation to an -factorized form [295], but as the
Ibt-topology itself involve elliptic integrals, doing so does not remove any elliptic integrals from
the result, it merely ensures that no new ones appear. For further considerations of the elliptic
functions appearing in these topologies, see Refs. [328–330,348,349].
Final remarks
The result of the calculation of the planar Feynman integrals contributing to the process gg →
gH as described in Ref. [180] takes up around 500 MB and to evaluate the expression in one
phase-space point with eight digits of accuracy, takes about 20 minutes on one CPU core. This
is primarily due to the fact that the result is expressed as an integral (or for the elliptic cases,
as double or triple iterated integrals) which has to be performed numerically.
Needless to say, such a timing is not suitable for inclusion in for instance a Monte Carlo
event generator, and this fact should motivate the search for methods to approximate the result,
such as those described in Refs. [260,261] as well as in sections II.5.5.2 and II.5.5.3.
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