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Abstract 
A new approximation method isproposed for the numerical evaluation of the nonlinear singular integrodifferential 
equations defined in Banach spaces. The collocation approximation method is therefore applied to the numerical 
solution of such type of nonlinear equations, by using a system of Chebyshev functions. 
Through the application of the collocation method is investigated the existence ofsolutions of the system of non-linear 
equations used for the approximation of the nonlinear singular integrodifferential equations, which are defined in 
a complete normed space, i.e., a Banach space. 
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1. Introduction 
The theory of nonlinear singular integral and integrodifferential equations has developed 
significant importance during the last years, as many engineering problems of applied mechanics 
and applied mathematics character, are reduced to the solution of such types of non-linear 
equations. As in the case of general nonlinear operators, the principal approach to the study of 
these equations is based on various kinds of interaction processes, and in each case the basic form 
of the nonlinear operators is naturally taken into account. 
A type of nonlinear integrodifferential equation used in orthotropic shallow spherical shell 
analysis was investigated by Ladopoulos [11]. Furthermore, recently the same author proposed 
a nonlinear integrodifferential equation for the solution of solid mechanics problems, referring to 
sandwich plates stress analysis [12]. 
Besides Ladopoulos [13-16] introduced a nonlinear singular integral representation a alysis for 
the determination of the velocities and pressures around unsteady airfoils, in the theory of applied 
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aerodynamics. Some existence and uniqueness theorems for the solution of nonlinear singular 
integral equations were further analytically investigated by Ladopoulos and Zisis [,17]. On the 
other hand, same authors [18] proposed some original approximation methods for the numerical 
evaluation of the nonlinear singular integral equations defined in Banach spaces, by using the 
collocation method and the quadrature method. 
The nonlinear singular integral and integro-differential equations are the much complicated 
forms of the non-linear integral equations. Among the scientists who over the past years investi- 
gated regular nonlinear integral equations, without any singularities, we shall mention the follow- 
ing: Andrews and Ball [-1], Ball ]-2, 3], Brezis [4], Ciarlet and Destuynder [,5], Ciarlet and Necas 
[6], Dendy I-7], Hattori [-8], Hoff and Smaller [9], Hrusa [10], MacCamy [19], Neta [21, 22], 
Ogden [-23], Pego [-24], Slemrod 1-25] and Staffans [26]. 
In the present investigation ew approximation methods are proposed, for the numerical 
evaluation of the nonlinear singular integrodifferential equations defined in Banach spaces. A new 
form of the collocation approximation method is investigated for the numerical solution of the 
nonlinear singular integrodifferential equations, by studying the existence and uniqueness of their 
solution. 
For the numerical solution of the nonlinear singular integrodifferential equations which are 
defined in the Banach spaces, was used a system of Chebyshev functions continuous on I--n, rc]. 
Hence, through application of the collocation method the existence of solutions of the system of 
nonlinear equations used for the approximation of the nonlinear singular integrodifferential 
equations is investigated. 
2. Nonlinear singular integrodifferentiai equations existence theory 
Definition 2.1. Consider the nonlinear singular integro-differential equation [,17, 18] 
F[2, t, u(t), S(u, t)] = u'(t) (2.1) 
with 
S(u, t) = ~-~ g(t) ~ tan [½(x - t)] dx (2.2) 
where u(x) is the unknown function, g(t) a known function, ( -n  < t < n) and F[2, t, u(t), S(u, t)] is 
the nonlinear kernel. 
Definition 2.2. Let Cl([ -rt ,  rt], to) denote the set of functions u(t) which satisfy a Lipschitz 
condition on the interval [ -n ,  re], which satisfy the equation U(to) = 0 and for which the period 
p(t)u'(t) is continuous on the above interval, where p(t) is some nonnegative function defined on 
[-rr,  re] such that the integrals 
ft 
t 
a(t) = (1/p(¢)) de (2.3) 
o 
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and 
1 f'~ 1 b(t) = ~ -~ ~ I g(t)ln ]cos ½ t/sin ½ (4 - t)[ [d~ (2.4) 
exist. 
By introducing the norm Ilu(t)ll = maxlp(t)u'(t)[ into C~(I--lt, r(l, to), it becomes a complete 
normed space, and thus a Banach space. 
Theorem 2.1. Consider the nonlinear singular integrodifferential equation (2.1). Also, concerning 
F [2, t, u, v] we assume that the function p(t) F[2, t, u(t), S(u, t)] is continuous on [-re, 7z] for 
u(t) ~ Cpl([-rt, rt], to), has continuous partial derivatives with respect to u and v with the other 
arguments fixed, and satisfies the inequalities 
p(t)a(t)[F~[2, t a(t)4, b(t) x][ ~<fl(2, 141, Ixl), (2.5) 
p(t)b(t)lF~.[ 2., t, a(t)¢, b(t) x] [ ~<f2(2, 141, Ixl) 
in the region { - r  <~ u, v <% r, - rc < t < rt} (0 < r % oo), where fl(2., 141, Ixl) and f2(2., 14], Ixl) are 
nondecreasing functions of ] 4 ] and ]x [. 
Moreover, consider that f(2, r) <~ q with 0 < q < 1, 0 < r < ~.  Then, for any initial function 
Uo(t) e Ur = {u(t): II u(t)II ~< r}, the sequence 
U,+l(t) = 81(2,, u,, t) (n = O, 1, 2, . . . )  (2.6) 
converges to the unique solution u.(t) ~ C~([-rt ,  n], to) of the nonlinear singular integrodifferential 
equation (2.1). 
Proof. Let us replace f(2, t) by two terms as follows: 
f(2., t) = fx(2., t, t) +fz(2, t, t) (2.7) 
and consider the following equation: 
f(2., r)r + h2(2) = r, (2.8) 
where 
h2(2.) = max [p(t) F(2., t, O, O)[. 
- ~ < t ~  
Furthermore, the operator 81(2. , Un, t), n = 0, 1, 2, ... in (2.6) shall be of the following form: 
S(2., u, t) = F[2, 4, u(O, I(u, 4)] d4, (2.9) 
o 
and Uo(t) is a given function. Therefore, on the basis of the study in [18] the theorem can be 
proved. [] 
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If f(2, ro) ~< q, where ro is a root of (2.8), then for any initial approximation Uo(t) in Ur0, the 
sequence (2.6) converges to the unique solution u. (t)e C 1(Ire, -~] ,  to) of (2.1). Moreover, 
qn 
]u . ( t ) -  u,(t)[ ~< 1 -q6( t )  (2.10) 
on I -n ,  rc], where 6(t) = a(t) maxlp(t){F[2, t, Uo(t), I(uo, t)] - u;(t)}](-~ ~< t ~< r0. 
3. Nonlinear singular integrodifferential approximation theory by the collocation method 
Theorem 3.1. Consider the nonlinear singular integrodifferential equation (2.1). Suppose that the 
function F[2, t, u, v] has continuous partial derivatives with respect o u and v, which for p(t) > 0 on 
[-re, ~] satisfies (2.5) in the square u, v ~ I - r ,  r] and suppose that f(2, r) ~ q < 1, with f(2, r) given 
by (2.7). 
Moreover, consider the system of nonlinear equations 
H(v,,, (i) = 0 (i -- 1, 2, . . . ,m),  (3.1) 
where H(v,., ~i) = Vm(~i) -- F[2, ~i, Vm(~i), I(v,, ~i)], ~i = ~7' are fixed distinct points in [-re, rc] with 
m 
Vm(t) = ~, a,.k (t qOk(X) dx, m = 1,2,... (3.2) 
l J,o p(x) 
where {(pk(X)} is a given system of Chebyshevfunctions which are continuous on [ -~,  r~]. Then the 
system of nonlinear equations (3.1) has a solution u*(t) in U, = {u(t): I] u(t)[1 ~< r}, 0 < r < oe, which 
approaches the unique solution u*(t) of(2.1) as m --* oo. 
Proof. According to (3.1) consider the equation 
H,,(Um, t) = 0, (3.3) 
where Hm(u,,, t) is a function of the form 
Hm(um, t) = p(t) Urn(t) -- ~, ~9i(t) p(~) V [2, ~i, U,,(~i), I (Um, ~i)], (3.4) 
i=1 
Urn(t) = O, ~i(~i) = bij, 
and 6~j is the Kronecker delta. 
Furthermore, consider the existence of a solution of (3.3). Therefore, we use an interpolation 
process of the form (2.6), which in connection with this equation, may be written as 
u~ +1) (t) = S,,(2, u~ ), t) (n = 0, 1, 2 .... ), (3.5) 
where 
f~ dx u~ 
Sm(~, , U(m n), t) = ~ Oi (X) ~ P(~i) F [,~, ~i, (~i), I(U~ ), ~,)1 (3.6) 
i=1 o 
and u(,,°)(t) is a given initial function. 
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We can therefore show that, under the same assumptions under which we proved Theorem 2.1, 
for any two functions Ul(t) and Uz(t) belonging to the ball U~ = {u(t): II u(t)II <<. r}, the following 
inequality norm of Cp ~ ( [ - re ,  re], to) is fulfilled: 
[I S,.(2, ux, t) - S,,(2, u2, t)l] ~< 2."/(2, r)II u~(t) - u2(t)II, (3.7) 
where 
2" = sup • I¢,i(t)l, -~  ~ t ~< n (3.8) 
i= l  
and 
with 
F[2, t, u2(t), I(u2, t)] - F[2,  t, ui(t), I(ul, t)] 
= ½ (u2(t) -- ui (t)) Fu [2, t, vl (3, t), I(u2, t)] d (  
-1  
+ ½[I(u2, t)--  I (u,,t)]  f~ i Fv[2, t, ux(t),v2(¢,t)]d¢ (3.9) 
and 
,. f '  ~ok(x) u*(t) = ~ a*k dx, (3.13) 
k=l  o P - -~-  
where a*k are determined numbers. In the same way u*(t) will be a solution of (3.1), for P(~i) 4:0 
(i = 1,2, . . . ,m).  
vx(~, t) = ½(1 + ~)Uz(t) + ½(1 - ~)ul(t), (3.10a) 
v2((, t) = 1(1 + ~)S(u2, t) + ½(1 - ~)S(ui, t). (3.10b) 
As the derivatives F, [2, t, x, 1(u2, t)] and Fv [2, t, ul(t), x] are continuous in x, then (3.9) may be 
written as 
F[2, t, u2(t), I(u2, t)] - F[2,  t, ul(t), I (ub t)] 
= F,[2, t, vl(~l, t), I(u2, t)] [u2(t) -- ui(t)] 
+ F~, [2, t, ul(t), v2(~2, t)] [I(u2, t) -- I(ul, t)], (3.11) 
where -1  < ~x,~2 < 1, ~i = ~1(2, t), ~2 = ~2(2, t). 
Then, as ]u(t)[ ~< a(t)[] u ]] and ]I(u, t)] ~< b(t)]] u [], where a(t) and b(t) are determined by the given 
function p(t) and because (2.5) is true, (3.7) is true, too. 
Moreover,  if 2,. ~< 1, then the operator (3.6), acting from Cvl([-rc, rc], to) into the same space, is 
a contraction operator, and therefore (3.3) will have a unique solution u*(t) in the ball Ur, to which 
the sequence {u~ ) (t)} will converge as n --* oo for any initial function u~)(t) ~ U,. 
By using the same method as for ~9i(t), we are taking a linear combinat ion of the functions {Fk(t)} 
(k = 1, 2 . . . . .  m) and, hence, (3.3) and its solution u*(t) may be written in the following form: 
Hm(um, t) = p(t) u'~(t) - ~ a,.k ~tk(t) = 0 (3.12) 
k=l  
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Also, it is possible to put Fk(t) = ~/k(t), (k = 1, 2 , . . . ,  m). Moreover,  we use the Feier interpolat ion 
process Qm(~) (m= 1,2, . . . )  on the interval [ -n ,  lt] defined for a given function f(~) by 
Qm(~k) =f(¢k),Q'~(~k)=0, (k = 1,2, . . .m),  where ¢k = ~,,k =r tcos ( (2k - -  1)/2m)r~ are the 
Chebyshev nodes, i.e., the ~k are the zeros of the polynomial  of degree m which differs at least from 
zero in the uni form metric space on [ - re ,  rt]: 
Km 
T~(¢) = ~ cos(rt cos-  1 (C/n)). (3.14) 
Furthermore,  the interpolat ion polynomial  Qm(¢) has the form 
Qm(~) = ~, @k(~)f(¢k), (3.15) 
k=l 
where 
[. 2m-1Tm(~).l  2 (/1:2 __ ~k)  (3.16) 
@k(¢) = Lmrtm(~ _ ~k)J 
and 2m = 1 for this. 
We will further show that, as m ~ ~,  the approx imate solutions u*(t) converge in the norm of 
C~([ -re, n], to) to a solut ion of (2.1). 
For  this, let us introduce the notat ion 
r,. = sup II 81(i]-, U, t) - S,.(2, u, t)tl, II u - u* II ~< o2, (3.17) 
or 
r, .  = sup  max lrm(U, t)], l lu-u*ll  ~<co, - rc~<t~<n,  (3.18) 
where 
r,n(U, t) = p(t) F[2,  t, u(t), S(u, t)] - ~, ~i(t)p(~i)F[2, ¢~, u(~i), S(u, ~,)]. (3.19) 
i=0 
Besides since rm(U, t) = r,,(u*, t) + r,,(u, u*, t) where 
r,,(u, u*, t) = n(u, u*, t) - ~ ~i(t)n(u, u*, ~i) (3.20) 
i=0 
and 
H(u, u*, t) = p(t)[F[(2, t, u(t), S(u, t)]] - F[2,  t, u*(t), S(u*, t)] (3.21) 
it follows that for u(t) and u*(t) in U, = {u(t): II u(t)II ~< r}, 
max ]r,,(u, t)] ~< IISx(2, u, t) -$1(2 ,  u*, t)/] 
+ ~, ~i(t) ]l S1 (J~, u, t) - S(,~, u*, t)II Jr- ~m ~ 2 f (2 ,  r)II u - u*  II + ~m (3.22) 
i=0 
is valid, where e,, ~ oo and m ~ ~.  
E.G. Ladopoulos/Journal of Computational nd Applied Mathematics 79 (1997) 289-297 295 
Furthermore, under the conditions that II u II ~ r and II u* II ~ r, we can take co to be 2r and, 
therefore, it follows that rm ~< 2f(2, r)~ + em, i.e., these numbers are bounded for all m. 
Because of the convergence of the Feier interpolation process [20] in the class of continuous 
functions, for any fixed function u(t), rm(U*, t) and the remainder rm(U, u*, t) approach zero on 
I -T  t, n] as m ~ ~.  Moreover, the remainder rm(U, u*, t) also converge uniformly to zero with 
respect o function u(t) belonging to the U* = {u(t): II u - u* II ~< co}. 
Besides, for fixed t in [ -n ,  n] and u(t) in U*, we split the set of numbers 1, 2, . . . ,  m into two 
groups: SX(u) and S"(u), assigning to Sl(u) those k for which Ilk -- tl < 61 and to sIl(u) the remaining 
ones. Then, one has rm(U, u*, t) = Sl(t) + S2(t), where 
Sl(t) = ~ [H(t, u, u*) - H(~k, u, u*)] ~/k(t) (3.23) 
keSI(u) 
and 
S2(t) = ~ [H(t, u, u*) - H(~k, u, u*)] ~k(t). 
kESU(u) 
Because of the continuity of H(t, u, u*) on [ -~,  ~], 
m 
[S l ( t ) [  ~ ~ I/ik(t)e ~ F, ~_~ ~lk(t) = • (3 .24)  
k~S~(u) k= 1 
is valid and in this e can be arbitrarily small for small values of 61. 
Furthermore, if k ~ Sn(u), then by taking into account the explicit form of ~lk(t) and the 
inequalities 0 < ,~2 _ t~ k ~ 2~Z2 and ITm(t)l ~< 7tm/2 m-l, one obtains 
4M rt 2 
[S2(t)l ~< m62 , (3.25) 
where M is the largest value of H(t, u, u*) in the set {t s [ -n ,  n], u e U~}. 
Also, the inequalities (3.24) and (3.25) are valid for all -n  ~< t ~< rt and u(t) ~ U*. Hence, rm ~ 0 
as  m -*  oo. 
As u*(t) is the unique solution of (2.1) in U,, it follows that this equation does not have any 
solutions in the ring e ~< II u - u* II ~< ~,  for 0 < e < co, i.e. there exists an a(e, 6) > 0 such that 
II u - sa (L u, t)II t> a(e, 6) for e ~< [j u - u* II ~< 6. 
In this ring therefore for any u(t), Ilu-Sm(A,u,t) ll>>-llu-Sl(2, u,t) ll-IISl(Lu, t ) -  
Sm(2, u, t) l[ is valid, and for sufficiently large m, IISl(,~, u, 0 - Sm(~, U, t)ll ~< rm <<, a(e, 6) and hence 
]l u - Sm(2, U, t)II ~> a(e, 6) -- rm > 0 for large m. Hence, it follows that the u*(t) of (3.3) cannot be in 
the ring e ~< II u - u* II ~< 6 and, therefore, I[ u* - u* II < e, where e is positive and arbitrary, which 
finally proves Theorem 3.1. 
4. Conclusions 
The present investigation was devoted to a study of approximation methods for the solution of 
the nonlinear singular integrodifferential equations, defined in closed-normed spaces, i.e., Banach 
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spaces. This was an exposition of the conditions of applicability of the method of collocation to 
these nonlinear equations and of the convergence of the method. 
A system of Chebyshev functions was used in the collocation approximation method for the 
investigation of the existence of solutions of the system of nonlinear equations applied for the 
numerical evaluation ofthe nonlinear singular integrodifferential equations. Closed-form solutions 
of such type of nonlinear equations are not possible to be determined, because their term is very 
complicated and huge. Hence, they are approximated only by special numerical methods. 
The collocation approximation method can be used for the numerical evaluation of nonlinear 
singular integral equations defined in problems of solid mechanics [11, 12], unsteady aerodynam- 
ics [13-16] and turbomachines [17] of much importance. 
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