Abstract. We present a problem class of mixed-integer nonlinear programs (MINLPs) with nonconvex continuous relaxations which stem from economic test scenarios that are used in the analysis of human complex problem solving. In a round-based scenario participants hold an executive function. A posteriori a performance indicator is calculated and correlated to personal measures such as intelligence, working memory, or emotion regulation. Altogether, we investigate 2088 optimization problems that differ in size and initial conditions, based on real-world experimental data from 12 rounds of 174 participants. The goals are twofold. First, from the optimal solutions we gain additional insight into a complex system, which facilitates the analysis of a participant's performance in the test. Second, we propose a methodology to automatize this process by providing a new criterion based on the solution of a series of optimization problems. By providing a mathematical optimization model and this methodology, we disprove the assumption that the "fruit fly of complex problem solving," the Tailorshop scenario that has been used for dozens of published studies, is not mathematically accessible-although it turns out to be extremely challenging even for advanced state-of-the-art global optimization algorithms and we were not able to solve all instances to global optimality in reasonable time in this study. The publicly available computational tool Tobago [TOBAGO web site https://sourceforge.net/ projects/tobago] can be used to automatically generate problem instances of various complexity, contains interfaces to AMPL and GAMS, and is hence ideally suited as a testbed for different kinds of algorithms and solvers. Computational practice is reported with respect to the influence of integer variables, problem dimension, and local versus global optimization with different optimization codes.
1. Introduction. The methodology optimization has a long record of successful improvements in many technological and scientific areas, being used for tasks such as design, scheduling, business control rules, process control, and the like. More recently, optimization has also been successfully applied in the context of inverse problems, e.g., for the choice and calibration of mathematical models or as a modeling paradigm for biological systems. In this work we propose to use numerical optimization as an analysis tool for the understanding of human problem solving, which to our knowledge has not yet received much attention.
Complex problem solving is defined as a high-order cognitive process. The complexity may result from one or several different characteristics, such as a coupling of subsystems, nonlinearities, dynamic changes, intransparency, or others [16] . The main intention of the research field complex problem solving of human beings is the desire to understand how certain variables influence a solution process. In general personal and situational variables are differentiated. The most typical and frequently analyzed personal variable is intelligence. It is an ongoing debate how intelligence influences complex problem solving [53] . Other interesting personal variables are working memory [43] , amount of knowledge [34] , and emotion regulation [40] . Situational variables like the impact of goal specificity and observation [39] , feedback [12] , and time constraints [26] attracted less attention.
Psychologists have been working in the research fields of problem solving for approximately 80 years. One of the groundbreaking works by Ewert and Lambert in 1932 [17] was based on the disk problem, more commonly known as the Tower of Hanoi. Since the 1970s and 1980s computer-based test scenarios have also been used, e.g., LEARN [28] , Moro [46] , FSYS 2.0 [51] , and Tailorshop, which is the basis for this study. Tailorshop is sometimes referred to as the "Drosophila" for problem solving researchers [24] and thus a prominent example for a computer-based test scenario. All mentioned scenarios try to reflect the characteristics of real-life problems by simulating a microworld [27] .
The overall idea, compared to early works in problem solving, is still the same: one evaluates the performance of a participant by calculating an indicator function and either correlates it to personal attributes, such as the intelligence quotient [32] , or analyzes the influence of different experimental conditions for groups of participants [4] . The main difference is that for the early test scenarios the correct solution is known at every stage. For more complex scenarios the performance evaluation is not so straightforward.
In this paper we address the question of how to get a reliable performance indicator for the Tailorshop scenario. Tailorshop has been used in a large number of studies, e.g., [42] , [35] , [33] , [37] , [4] , [5] . Also comprehensive reviews on studies and results in connection with Tailorshop have been published; see [20] , [22] , [23] , [25] , [24] , in which more information on the psychological background can be found.
In Tailorshop participants make economic decisions to maximize the overall balance of a small company specialized in the production and sales of shirts. To measure performance within the Tailorshop scenario, different indicator functions have been proposed in the literature. To use a comparison of accumulated capital at the final month 12 between all participants was proposed in [30] . This criterion seems natural, as this is what the participants are requested to maximize. However, it cannot yield insight into the temporal process and is not objective in the sense that the performance depends on what other participants achieved. Analyzing the temporal evolution of state variables has also been proposed. In [41] , [47] the evolution of profit, equivalent to the evolution of capital after interest x CA k , was proposed. In [21] , [5] the evolution of the overall worth of the tailorshop x OB k was used. An obvious drawback of comparing the results of several rounds with one another is that the main goal of the participant is to maximize the value at the end of the test, not necessarily in between. Thinking about the analogy of maximizing the amplitude of a pendulum with a hair dryer, in certain scenarios "going back," to gain momentum is obviously better than pushing it all the time in the desired direction. The same is true for the Tailorshop scenario. It may be better to invest in infrastructure at the beginning (which is actually decreasing the overall capital as infrastructure loses value over time) to have a higher pay-off toward the last rounds of the test. Hence it might happen that decisions are analyzed to be bad while they are actually good ones, and vice versa. To overcome this problem, we propose to compare the decisions to mathematically optimal solutions. For a recent review on Tailorshop success criteria, see [15] .
Because all previously used indicators have unknown reliability and validity, we propose to compare the decisions to mathematically optimal solutions. Hussy [31, p. 62] writes in 1985 1 "Only when it will be possible, e.g., by means of mathematical optimization methods, to determine the objectively optimal solution process to compare the process chosen by the proband with it, will this severe problem be overcome."
The availability of an objective performance indicator is an obstacle for analysis, and it has often been argued that inconsistent findings are due to the fact that " : : : it is impossible to derive valid indicators of problem solving performance for tasks that are not formally tractable and thus do not possess a mathematically optimal solution. Indeed, when different dependent measures are used in studies using the same scenario (i.e., Tailorshop [21] , [47] , [41] ), then the conclusions frequently differ" as stated by Wenke and Frensch [52, p. 95] . Based on a mathematical model of the Tailorshop, an optimization is performed for every round of the participant's data, starting with exactly the same conditions as the participant. By comparing these optimal values that indicate how much is still possible if all future decisions were made perfectly, an analysis of at what rounds potential has been lost by decisions can be obtained. Based on optimization theory, even further insight into what decisions were decisive for bad or good performance can be obtained by analyzing Lagrange multipliers.
To our knowledge, numerical optimization methods have only scarcely been used for the analysis of participants' decisions in complex environments like Tailorshop. Cognitive psychologists and economists have been using simulation methods for finding optimal solutions for simple tasks within strongly constrained environments. Also, in the context of experimental economics studies have been performed, however, to our knowledge not with explicit mathematical representations of the scenarios, including nonlinearities and integer variables. The general approach to compare performance to optimal solutions has been discussed by [36] . However, the authors do not provide a mathematical model for their test scenario EPEX. Hence, they need to use the software as a black box for brute-force simulation or derivative free strategies, such as NelderMead [38] , or genetic algorithms. Such strategies result in significantly higher computational runtimes, give less insight, and have poor theoretical convergence properties. Our approach formulates the simulation task as equality constraints of the optimization problem and thus allows us to apply modern optimization techniques, including simultaneous strategies that solve simulation and optimization tasks at the same time. They have shown to be superior in many cases; compare, e.g., [8] , [7] , [2] .
It turns out that the optimization problems that need to be solved in the context of the Tailorshop scenario are mixed-integer nonlinear programs with nonconvex continuous relaxations. Whenever optimization problems involve variables of continuous and discrete nature, the term mixed-integer is used. In our case they can be interpreted as discretized optimal control problems. See [44] for a recent review of algorithms to treat continuous-time mixed-integer optimal control problems. However, as the time grid is fixed, the applicability of such methods is limited, and we focus on combinatorial methods. 1 Progress in mixed-integer linear programming (MILP) started with the fundamental work of Dantzig and coworkers on the Traveling Salesman problem in the 1950s. Since then, enormous progress has been made in areas such as linear programming (and especially in the dual simplex method that is the core of almost all MILP solvers because of its restart capabilities), in the understanding of branching rules and more powerful selection criteria such as strong branching, the derivation of tight cutting planes, novel preprocessing and bound tightening procedures, and of course the computational advances roughly following Moore's law. For specific problem classes problems with millions of integer variables can now be routinely solved [3] . Also, generic problems can often be solved very efficiently in practice, despite the known exponential complexity from a theoretical point of view [9] .
The situation is different in the field of mixed-integer nonlinear programming (MINLP). Only at first sight many properties of MILP seem to carry over to the nonlinear case. Restarting nonlinear continuous relaxations within branching trees is essentially more difficult than restarting linear relaxations (which, e.g., BARON and Couenne also use for nonlinear problems), as no dual algorithm comparable to the dual simplex is available in the general case. Nonconvexities lead to local minima and do not allow for easy calculation of subtrees, which is important to avoid an explicit enumeration. Additionally, nonlinear solvers are slower and less robust than LP solvers. However, the last decade saw great progress triggered by cross-disciplinary work of integer and nonlinear optimizers, resulting in generic MINLP solvers, e.g., [1] , [10] . Most of them, however, still require the underlying functions to be convex. Comprehensive surveys on algorithms and software for convex MINLPs are given in [29] , [11] . Recent progress in the solution of nonconvex MINLPs is in most cases based on methods from global optimization, in particular convex under-and overestimation. See, e.g., [18] , [48] for references on general under-and overestimation of functions and sets.
Our intention is to foster interdisciplinary research between psychologists and applied mathematicians. We provide the research community in the field of complex problem solving with the open source software tool Tobago [45] . This data generation and analysis tool can be hooked to a variety of optimization solvers. Currently the software supports AMPL [19] and GAMS [14] interfaces. This allows for the usage of solvers from the COIN-OR initiative, which are also available under a public license. In this study we used the global solvers Couenne [6] and the local solvers Bonmin [10] and Ipopt [50] . In addition, we ran the global solver BARON [49] on the NEOS server.
It turns out, however, that the size and complexity of the problems presented in this paper lead to extremely long runtimes of the global solvers and can only be used on a small subset of the problems. We present a problem-specific lower bound to avoid bad local maxima and guarantee monotonicity of the analysis function that builds on the locally optimal objective function values. However, additional future work in several mathematical areas will be needed to address all demands of researchers in complex problem solving.
The paper is organized as follows. In section 2 we explain the test scenario and derive a mathematical model for the Tailorshop. In section 3 details concerning the software implementation and solution of the series of optimization problems are given, together with numerical results. The implications for a psychological study we performed are mentioned in section 4. We give a summary and an outlook to future work in section 5.
2. Tailorshop MINLP model. The Tailorshop was developed and implemented as a test scenario in the 1980s by Dörner [16] . It has been used in numerous studies, e.g., [42] , [35] , [33] , [37] , [4] , [5] . Also, comprehensive reviews have been published (see [20] , OPTIMIZATION AS AN ANALYSIS TOOL [22] , [23] , [25] , [24] ), in which more information on the psychological background can also be found.
A participant has to take economic decisions to maximize the overall balance of a small company specialized in the production and sales of shirts. The scenario comprises 12 rounds (months), in which the participant can modify infrastructure (employees, machines, distribution vans), financial settings (wages, maintenance, prices), and logistical decisions (shop location, buying raw material). As feedback he gets some key indicators in the next round, such as the current number of sold shirts, machines, employees, and the like. Arrows next to the indicators show if the value increased or decreased with respect to the previous round.
There are two different kinds of machines to produce either 50 or 100 shirts per month. Workers need to specialize for work on either one of them. The machines need to be maintained and equipped with raw material to actually produce something. The possible production depends furthermore on the satisfaction of the workers, linked to the controls wages and social expenses. Vans influence the demand in a positive way. Furthermore, advertisement, location of the sales shop, and shirt pricing decisions can be used to maximize profit.
We derive a mathematical formulation as an optimization problem. The basic idea is that for different initial values (the current state in round n s of a participant's test run) the optimal solution for the remaining N − n s rounds can be calculated. The optimal solution can then either be used for a manual comparison and analysis of the participant's decisions, section 3, or for an automated indicator function, as discussed in section 4.
The Tailorshop was developed as a computer-based test scenario in GW-Basic code in the early 1980s. This implementation was the starting point for the mathematical modeling process. Figure A .1 in the appendix shows a short extract of this file. The scenario as it is implemented in GW-Basic has several shortcomings and assumptions one might disagree with. However, this implementation and similar ones have been used over years, and at the point where interdisciplinary cooperation started, most of the data of the 174 participants had already been evaluated in a cumbersome procedure. Hence the formulation of test scenarios that have better mathematical properties has been postponed to future work, and the mathematical model which we derive from the GW-Basic code can be considered as given, even if it is not in all aspects close to reality.
On the basis of the GW-Basic code we derived a mathematical optimization problem for a participant and month 0 ≤ n s < N as 0 ≤ H ðx k ; x kþ1 ; u k ; s k ; pÞ; k¼ n s : : : N − 1;
The model is dynamic with a discrete time k ¼ 0 : : : N, where N ¼ 12 is the number of rounds. The control vector u k ¼ uðkÞ has 15 (or 13 when van purchase is fixed; compare section A.2.2) entries for each k ¼ 0 : : : N − 1 corresponding to the decisions the participant can make in the test. The vector of dependent state variables x k ¼ xðkÞ comprises 16 entries. Both are listed in Table 2 .1 (note that units of control and state variables are only given implicitly depending on how they enter the model equations and constraints). The vector s k denotes slack variables we introduced to reformulate min-max expressions by standard techniques using the constraints (2.27)-(2.31). For details on these and further reformulations, see section A.2.2. We define The goal is to find decisions u k that maximize the overall balance at the end of the time horizon. The objective function is given by
Whenever we use the expression relaxed optimization problem this will refer to the case in which the sets of points in (2.21)-(2.24) are replaced by their convex hulls. The state propagation law Gð·Þ is determined by the following set of equations for all k ∈ f0; : : : ; 11g. For the sake of readability we omit the implicitly given units in the equations.
The number of machines for 50 and 100 shirts per month depends on buying and selling of machines. Note that there is a difference between buying and selling in the base capital equation so that two independent controls are needed here: 
For the workers a single control which stands for hiring and firing workers is sufficient since there is no such difference (one might even avoid the state variable if the control was the current number of workers, but we stick to the hiring control for historical reasons):
Demand depends on a time dependent parameter p DE k as well as on the advertisement expenses and the number of vans multiplied by a factor depending on the site,
While the influence of advertisement is bounded (see below and section A.2.2) the effect of vans is unbounded. This leads to unboundedness of the whole problem. In section A.2.2 our approach to generate reasonable solutions anyway is described.
For the vans again, two controls for buying and selling are needed due to differences in the base capital. Shirt sales are determined by the slack variable s SS k , and shirts in stock depend on the slack variables for actual production s PP k and shirt sales s
In the possible production equation, the part representing machine and worker dependence consists of a term for each machine type with slack variables s M 50 k and s M 100 k , which are used to replace min expressions of workers and machines, multiplied by a machine capacity term (machines for 100 shirts have double machine capacity). This part is multiplied by the square root of workers' satisfaction. The actual production is determined by a slack variable.
Raw material in stock depends on the use of material represented by the slack variable for actual production and the purchase of new material. Wages and social expenses influence satisfaction, and the machine capacity is determined by a slack variable:
The equation for base capital,
contains all income and expenses during a round added to the capital after interest from the previous round. The income consists of the amount of shirts sold times the shirt price s 
Additionally, each unit of material in stock at the end of a round costs half a money unit (MU) −1∕ 2ðx
k Þ, the production of a shirt costs two MU −2s PP k , each shirt in stock costs one MU, and each van costs 500 MU per round −500ðx
There is another amount of money to be paid, which depends on the site,
From the base capital, the capital after interest is computed by multiplying it with an interest rate factor ð1 þ p IR Þ. Overall balance, the objective function, beside capital after interest, contains terms for material and shirts in stock, for machines, and for vans. However, machines are worth less in the overall balance than if they were sold:
The feasible set of controls is defined by the following properties for all k ∈ f0; : : : ; 11g: ð2:31Þ
for all k ∈ f0; : : : ; 11g. s PP k is used for the minimum of possible production and material in stock. With s MC k , the minimum of maximum machine capacity p MM and the machine capacity determined by loss of capacity over time and the recovery by maintenance is described. Here, the first 10 −8 in the denominator comes from a modeling bug; see section A.2.2. Finally, s SS k is used to reformulate the minimum of shirts available for sale x ST k þ x AP kþ1 and a nonlinear term depending on the demand and the shirt price. Note that 2.7181 has been used in the GW-Basic code instead of exp.
To sum up, every single optimization problem is of the general form (2.1), where the functions Gð·Þ and H ð·Þ are smooth, nonlinear functions of the unknown variables x, u, and s. The nonlinearities are often bilinear but sometimes also include denominators and exponentials.
3. Optimization and numerical results. We want to solve a series of optimization problems of the form (2.1) for different participant data that have been obtained experimentally. In section 3.1 we describe the algorithms and software we used to achieve this goal. In section 3.2 examples of optimal solutions are displayed and discussed for illustration. The important issues of integrality and nonconvexity that arise in our problems are discussed in section 3.3. We close by discussing the use of Lagrange multipliers of artificial constraints as a means to further investigate good and bad decisions of a participant in section 3.4.
Implementation.
To be able to analyze and visualize the data in a convenient way, to have a simulation environment for own studies, and to be able to automatize the optimization of all 2088 ¼ 174 · 12 problems, we implemented the software framework Tobago [45] . It is publicly available under an open source license, includes a GUI, and may as well be used for experimental setups. In this study, however, we exclusively used the GW-Basic implementation for tests to have consistent data and Tobago only for optimization and analysis.
We interface the data with optimization solvers via an automated call of AMPL [19] 
All computational times refer to a two core Intel CPU with 3GHz and 8GB RAM run under Ubuntu 9.10.
Optimal solutions.
In total, 2088 optimization problems have been solved. Depending on the value of n s in (2.1), each consists of 13ðN − n s Þ control, 16ðN − n s Þ state, and 5ðN − n s Þ slack variables. The total number of optimized variables for all 174 participants sums up to
This many variables are obviously difficult to discuss and visualize comprehensively.
From this large set of results we chose a few which illustrate how optimal solutions relate The dotted lines show optimal solutions of (2.1) starting at different months n s . Both participants should have chosen higher prices most of the time. Depending on their other choices, the optimal solutions evolve differently over time. On the left-hand side the participant's tailorshop is developing towards high demand and little stock of shirts; hence the optimal shirt price to maximize profit is increasing. On the right-hand side the demand is declining and the stock of shirts increasing; hence the optimal price is falling with time.
to the choices made by the participant, compared to solutions for different values of n s , and compared to optimal solutions of other participants. These solutions have been obtained with the local optimization code Ipopt and an outer loop with random start values for the optimization. Hence it needs to be stressed that the interpretations are always under the assumption that the obtained results are close to the global optima.
In Figure 3 .1 the shirt price control function u SP k of two participants is displayed. In addition to the values chosen by the participants, all optimal solutions are also depicted, giving an idea of what the participants could have done to improve their performance. It is interesting to observe that the optimal solutions corresponding to the two participants show different behavior, depending on the start values x p n s in (2.1). In Figure 3 .2 the important state variable x OB k is depicted for one representative participant. As the value of this function at the end time k ¼ N is the objective function that is to be maximized, the function shows how much better the optimal solution performs in comparison to the participant. There are only minor deviations from a monotonic increase that result mainly from the investment into raw material which is not profitable within the overall balance, but as a resource for future profit.
3.3. Local maxima and integer solutions. The optimization problems (2.1) are nonconvex. Depending on initial values for the optimization variables different local maxima can be found. Hence one has to use a global optimization solver, such as Couenne or one of the solvers listed on [13] . As mentioned above, we used different solvers to obtain solutions. Table 3 .1 shows an overview of average computational times and objective function values that were obtained with Ipopt and Bonmin.
We ran the global solvers Couenne and BARON only on single optimization instances, as the computational demand was too high. On typical instances, Couenne was able to solve (2.1) for n s ¼ 11 in approximately 3 seconds. For the next larger problem, n s ¼ 10, however, the branch-and-bound tree grew too fast. The solver terminated after processing 600000 nodes in 7 hours because the computer ran out of memory. . The participant's trajectory in solid; the optimal solutions of (2.1) starting at different months n s in dotted lines. The function is almost monotonically increasing, which is due to the number of vans being fixed to the participant's decision. The purchase of raw material is the main reason for the kink at month 6. Right: Purchase of raw material. Because of the comparatively low price in month 6 (compare Table A. 2) a large part of the material that is needed for the months 7-12 is bought. Because the participant herself/himself did not do this, an additional kink at month 8 occurs for optimal solutions with n s ¼ 7, 8. This is qualitatively similar for almost all data sets.
the objective function values found by Bonmin and Ipopt are 490385 and 500779, respectively. When heuristic nonconvexity options num_resolve_at_root and num_resolve_at_node are used with a value of 1 (or 2) for Bonmin, an integer solution with value 500188 (500438) is found after 142 (317) seconds, which is considerably higher than the 0.2 seconds with the standard settings. With tight bounds on all state, control, and slack variables (some of them even fixed) and the newer version Couenne 0.3.2 a solution could be obtained in 30 minutes, but even so n s ¼ 9 was not solvable on our machine.
A similar behavior occurred when we used BARON with our GAMS interface on the NEOS server. Although computational times are not comparable due to the different servers and the different preprocessing steps of AMPL and GAMS, the runtime for BARON also increased drastically when the number of variables doubled from n s ¼ 11 to n s ¼ 10. While instances for n s ¼ 11 could be solved within 3 seconds, the ones for n s ¼ 10 could only be solved in the time limit of 8 hours when bounds were tightened to small intervals. An exact investigation of the reasons for this drastic increase in computational demand is future work.
Obviously for one participant data set the computational times are prohibitive for global approaches. For the analysis of all 174 participants we therefore solved 2088 NLP relaxations and MINLPs with the local optimizers Ipopt and Bonmin.
A crucial feature of our method is that the How much is still possible-function (see section 4.1) decreases monotonically with n s increasing. To take this into account, we exploit this knowledge in our a posteriori analysis. We define ðx Ã ; u Ã ; s Ã Þ ¼ ðx Ã n s ; : : : ; x Ã N ; u Ã n s ; : : : ; u Ã N −1 ; s Ã n s ; : : : ; s Ã N −1 Þ as a locally optimal solution obtained by solving problem (2.1) for month n s . We initialize the variables for problem (2.1) for month n s − 1 according to 
k¼ n s : : : N;
k¼ n s : : : N − 1;
k¼ n s : : : N − 1; ð3:1Þ and s n s −1 according to (A.6-A.10). This is a feasible solution because of holds. This inequality can either be added to (2.1) when relaxed problems are solved with local optimization algorithms or be used as a cutoff value in a branch-and-bound setting to reduce the search tree. Computational experience shows that the primal-dual interior point solver we are using cannot exploit the initialization to its full extent, and in many cases Ipopt converged to locally infeasible points although it started from a primally feasible one. Future studies should therefore include active-set based solvers. For this study we iterated in an inner loop with random initializations until for all problems inequality (3.2) was fulfilled, i.e., Ipopt returned a feasible solution.
Within our analysis approach, local maxima can lead to a violation of the goal to have an objective measurement for participant performance. Whenever possible, global solvers with a guaranteed, deterministic global maximum should be used. If the size of the problem is still too large for current algorithms and computational platforms, we propose to use relaxations and include (3.2) as a heuristic compromise.
Several of the control variables are restricted to integer values; compare (2.18)-(2.24). A comparison of (locally) optimal relaxed and integer solutions shows that some of the variables show typical (qualitatively similar throughout all solutions, e.g., variables   FIG. 3.3 . Left: Optimal choices of site for one participant and all start months n s , calculated with Ipopt (green, relaxed values between 1.1 and 1.9) and Bonmin (blue, integer values of 0, 1, and 2). Right: How much is still possible-function for one participant, calculated with Ipopt (green, upper curve) and Bonmin (blue, lower curve). As in this figure, the integer gap seems to be largest for intermediate values of n s for most instances; compare also the average values in Table 3 .1. However, this interpretation is subject to the fact that all solutions are only locally optimal.
are at their upper bounds) behavior for most x p n s , such as the maintenance u MA k or the purchase of raw material u ΔMS k . Others, in particular the numbers of machines and workers, the shirt price u SP k , and the choice of the site u CS k , are more sensitive to local optima and/or the fixation of some of the variables to integer values. Figure 3. 3 shows an example.
Analyzing Lagrange multipliers.
Using optimization as an analysis tool yields insight on several levels. A priori unknown structural properties of the problem, e.g., the unboundedness due to the van bug, can be detected. Also the performance of a participant can be compared to the optimal solution, and the How much is still possiblefunction to be discussed in section 4 delivers a temporal resolution of this performance.
But even a more detailed analysis is possible. While an analysis of the How much is still possible-function indicates at what rounds the participant made particularly good or bad decisions, the question of what of the decisions contributed significantly to the success or failure remains and might be of importance in a given test scenario. A global approach 2 would be to fix exactly one entry of u n s to the value chosen by the participant and compare the result of the optimization to the one without this constraint. The difference between the two objective function values then indicates exactly how much impact this particular decision had. The obvious drawback is that the number of optimization problems that need to be solved increases by a factor of N · n u , where n u is the number of controls per month.
As a compromise we propose to combine two concepts. First, the comparison of the participant's decisions at month n s with the optimal solution, u p n s − u Ã n s , gives a global indication of differences in the controls. However, it is unclear from this comparison how significant a single deviation is. Therefore we use, second, Lagrange multipliers for the participant's decisions to measure the effect on the objective function. We augment problem (2.1) with the additional constraint 0 ≤ H ðx k ; x kþ1 ; u k ; s k ; pÞ; k¼ n s : : : N − 1;
; hence problem (3.4) for month n s has the same solution as problem (2.1) for n s þ 1. The replacement of (2.1) by (3.4) will yield the same results for the series of all n s and does not imply the need for additional optimization problems to be solved.
The advantage of formulation (3.4) is that an optimization code will also calculate the dual variables or Lagrange multipliers λ n s for the constraints (3.3). It is well known that the Lagrange multipliers indicate the shadow prices, i.e., how much the objective function will vary if the corresponding constraints were relaxed. However, it needs to be stressed that this information is a local one for the point ðx Table 3 .2 shows an example. The control vector of a participant, the optimal choice of controls, and the Lagrange multipliers are listed.
The analysis of a participant's decisions hence needs to take into account both the global information of the difference u P n s − u Ã n s and the local quantification from the Lagrange multipliers λ n s . A good estimate can be obtained from the entries of the componentwise product λ n s · ðu P n s − u Ã n s Þ.
4.
A correct indicator function for Tailorshop. We propose to use the solutions of (2.1) for all n s as an indicator function for the performance of a participant. The approach described in section 4.1 is generic and should also be used for other test scenarios in complex problem solving in the future. In section 4.2 we describe the results we obtained by using this indicator function for a psychological study.
How much is still possible.
On an individual basis, the performance of every participant can be better understood by a comparison with optimal solutions as illustrated in section 3. For an evaluation of large data sets that shall be related to characteristics of participants or experimental setup, an automatization and a reduction to an indicator function are necessary. Once the performance of all participants has been determined, an aggregation and further statistical analysis can be performed.
To measure performance within the Tailorshop scenario, different indicator functions have been proposed in the literature. As discussed in the introduction, they have usually unknown reliability and validity.
We solve an optimization problem (2.1) for every round of the participant's data, starting with exactly the same conditions as the participant. We compare these optimal values that indicate How much is still possible if all future decisions were optimal. Thus, we can analyze at what rounds potential for a higher end time objective function value has not been used.
A comparison of the end time capital with the one of the optimal solution from start month n s ¼ 0 (which is identical for all participants if we neglect the van purchase decision; compare section A.2.2) also gives an objective indicator. However, what we propose is a far more powerful analysis approach: we want to also say when (within the 12 rounds) significant performance deviations occurred, and we want to specify details on which decisions were particularly good or bad ones with respect to the overall outcome.
Note that a comparison with the controls of the optimal solution for starting month n s ¼ 0 would not yield a good indicator function, as there might be multiple ways to perform well. E.g., if, due to his previous actions, a participant has many shirts in his stock, good decisions may differ drastically from the optimal solution for starting month n s ¼ 0 in which in every instance all shirts have been sold.
In a certain analogy to the cost-to-go-function in dynamic programming, the optimal objective function values for all rounds yield the monotonically decreasing How much is still possible-function. We look at the series of optimal objective function values F Ã ðx N ; n s Þ for n s ¼ 0; : : : ; N − 1. By comparing F Ã ðx N ; n s ¼ kÞ with F Ã ðx N ; n s ¼ k þ 1Þ we obtain the exact value of how much less the participant is still able to obtain, assuming he would take the best solutions from now on-in other words, whether the tailorshop is in a worse situation than it could be after the participant's decisions. We define the nonpositive (for global optima) Use of potential-function
Note that in general a relative loss given as a percentage can also be used; however, this does not make sense when the function F Ã ð·Þ is not bounded as in our case. As indicated in Figure 4 .1 different ways to analyze the complex solving process may yield different results. Also, the important issue of selling all shirts and material in the last round is only insufficiently captured by the previous indicator functions. For most of the participants' data the previous indicator and the new, optimization-based one coincide; compare Figure 4 .2(right). This is mainly due to the fact that two of the main effects to make nonintuitive investments into the future were almost never found by the participants: first, the purchase of a high number of vans to stimulate demand (compare The traditional way is to compare the changes in the objective function value. In our approach we compare the slopes of the How much is still possible-function. Left participant: The two variants would qualitatively coincide: not so good from 0-6, good performance from 7-10, not so good again from 11-12. In the right scenario the objective function values seem to correspond to alternations in the quality of the performance, which can not be verified by analyzing the How much is still possible-function which has an almost constant negative slope. section A.2.2) and second, the knowledge about the lowest price of the material in round 6.
We conclude that the newly proposed methodology is more reliable and generally applicable to test scenarios in complex problem solving. Non-optimization-based indicator functions give good estimates as long as the aforementioned effects are not exploited, which is to be expected, e.g., in studies of learning behavior when participants would be tested several times.
Impact of emotion regulation.
In the study 174 data sets were used, every one from a different participant who had but one try. For 42 of them positive feedback was used in the sense that in every round, regardless of the decisions the participant took, a sum of 20000 money units (MUs) was added to the capital. For 42 participants negative feedback in the form of a reduction of 8000 MUs was implemented. These modifications are implemented in the model and readjusted in the a posteriori analysis, of course.
In a previous study [5] it was shown that participants who receive negative feedback perform better than those who receive positive feedback. In our new study we additionally considered the ability to regulate emotion. The psychological results of this study are explained in [4] in which details on the experimental setup can also be found. As a main result, an interaction between feedback and emotion regulation could be shown: participants with a high ability of emotion regulation perform better when they get negative feedback, while those with a low ability to regulate their emotions perform badly for negative and well for positive feedback. This is illustrated in Figure 4 .2(left).
In a second study, films and music were used to induce happy, neutral, and sad effects. Additionally we measured emotion regulation. The study was based on data from 90 participants, 30 in each effect condition. Again, emotion regulation had a great impact on complex problem solving. A high ability to regulate emotion improved complex problem solving and reduced the number of mistakes. 
1). Profit indicates Δx
The trajectories have been rescaled for better comparability. The potential in month n s ¼ 11 (selling all of the material on stock) has not been used by the majority of participants.
5. Summary and outlook. We presented a challenging problem class of nonconvex MINLPs. They originate from economic test scenarios that are used in the analysis of human complex problem solving. Starting from GW-Basic source code of the test scenario we developed a mathematical optimization model to optimize performance starting from prespecified initial values. This model needed to be reformulated in several ways to avoid nondifferentiabilities, division by zero, and unboundedness.
The Tailorshop test scenario was invented more than 25 years ago, without any intention to set it up suited for mathematical optimization. Our study revealed several shortcomings of the model. This insight can be used for defining better test scenarios in the future. All characteristics such as nondifferentiabilities, random values, or unbounded decision variables should be left out, as they do not really contribute to the difficulty of the scenario itself but mainly to the difficulty of solving the problem mathematically to optimality.
We solved altogether 2088 optimization problems and discussed the role of integer variables and the nonconvexity by comparing different algorithms. The difficulties in doing so for a large number of medium-scale nonconvex MINLPs are challenging. We formulated and used a structure exploiting lower bound to exclude certain unwanted local maxima. The optimization results were used in two ways. First, to gain additional insight into individual performance by comparing it to the optimal solution which is often nonobvious. Second, to use the results in an automated way as a new analysis tool for process-dependent evaluation of the performance.
This novel methodology yields a valuable (and accessible [45] ) analysis tool for psychologists to evaluate participants' performance. We discussed why there is no alternative to the How much is still possible-function, especially when participants have more insight, e.g., by repetition of tests. Furthermore, we proposed to add artificial constraints to the optimization problem and use the Lagrange multipliers of these constraints as an indication of what decisions contributed significantly to good or bad performance. By providing this mathematical technology to analyze participants' decisions in more detail, a whole set of interesting scenarios with a time-and decision-specific resolution can be included in future psychological investigations.
This paper provides a reference for researchers in complex problem solving. But we also hope for a stimulating effect on optimization. Future studies should concentrate on restarts for the MINLPs, on a comparison with active-set based solvers, problem-specific cuts, tight bounds also for nonlinear subexpressions, and on more efficient techniques to find global optima.
Appendix. A.
A.1. Details of the optimization model. We list several parameters and initial values that are of relevance for the optimization problem (2.1) in Tables A.1 and A.2. Figure A. 1 shows an extract of the original source code.
A.2. Derivation of the optimization model. We discuss some properties of (2.1) in more detail.
A.2.1. Integer variables and bounds. For a carefully specified optimization problem the definition of the feasible set of all control variables is crucial. Within the test scenario, for several decisions there are no bounds and it is unclear whether variables are restricted to be from a finite set or not. Although the GW-Basic code does not specifically distinguish between integer and real variables, all participants restricted themselves to integer numbers for the choices they made. Hence we decided to define some of the variables, e.g., the number of workers to be hired, as integer variables.
The only clearly defined integer variable within the GW-Basic code is the choice of the showroom where the shirts are being sold. There are only three choices: city center, city, and suburbs, which we identify with 2, 1, and 0, respectively. We define To be able to relax the feasible set of u CS k , we write these functions as
For optimization algorithms the existence of tight lower and upper bounds makes a huge difference in runtime. By a process of trial and error we found several bounds that were never violated by any optimal or participant control. We define the feasible set Ω of the control variables as given by the conditions (2.18)-(2.24).
A.2.2. Reformulations. Although there are some shortcomings in the economic model and the mathematical representation including nondifferentiabilities and no tight bounds on the variables is everything but favorable for a fast and reliable solution, we had to postpone the formulation of test scenarios with better properties to future work since most of the data of the 174 participants had already been evaluated when the interdisciplinary cooperation started. Hence the main issue was to reformulate the optimization problem to be able to solve it under the constraint to keep it compatible with the available data.
Concerning nondifferentiability we strived to formulate the problem as a smooth optimization problem to allow more solvers to be able to treat the problem instances, if possible without additional binary variables. 
