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Given a compact hyperka¨hler manifold M and a holomor-
phic bundle B overM , we consider a Hermitian connection
∇ on B which is compatible with all complex structures
on M induced by the hyperka¨hler structure. Such a con-
nection is unique, because it is Yang-Mills. We call the
bundles admitting such connections hyperholomorphic
bundles. A bundle is hyperholomorphic if and only if
its Chern classes c1, c2 are SU(2)-invariant, with respect
to the natural SU(2)-action on the cohomology. For sev-
eral years, it was known that the moduli space of stable
hyperholomorphic bundles is singular hyperka¨hler. More
recently, it was proven that singular hyperka¨hler varieties
admit a canonical hyperka¨hler desingularization. In the
present paper, we show that a moduli space of stable hy-
perholomorphic bundles is compact, given some assump-
tions on Chern classes of B and hyperka¨hler geometry of
M (we also require dimCM > 2). Conjecturally, this leads
to new examples of hyperka¨hler manifolds. We develop the
theory of hyperholomorphic sheaves, which are (intuitively
speaking) coherent sheaves compatible with hyperka¨hler
structure. We show that hyperholomorphic sheaves with
isolated singularities can be canonically desingularized by
a blow-up. This theory is used to study degenerations of
hyperholomorphic bundles.
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1 Introduction
For an introduction to basic results and the history of hyperka¨hler ge-
ometry, see [Bes].
This Introduction is independent from the rest of this paper.
1.1 An overview
1.1.1 Examples of hyperka¨hler manifolds
A Riemannian manifold M is called hyperka¨hler if the tangent bundle
of M is equipped with an action of quaternian algebra, and its metric is
Ka¨hler with respect to the complex structures Iι, for all embeddings C
ι→֒ H.
The complex structures Iι are called induced complex structures; the
corresponding Ka¨hler manifold is denoted by (M, Iι).
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For a more formal definition of a hyperka¨hler manifold, see Definition
2.1. The notion of a hyperka¨hler manifold was introduced by E. Calabi
([C]).
Clearly, the real dimension of M is divisible by 4. For dimRM = 4,
there are only two classes of compact hyperka¨hler manifolds: compact tori
and K3 surfaces.
Let M be a complex surface and M (n) be its n-th symmetric power,
M (n) =Mn/Sn. The variety M
(n) admits a natural desingularization M [n],
called the Hilbert scheme of points.
The manifoldM [n] admits a hyperka¨hler metrics whenever the surfaceM
is compact and hyperka¨hler ([Bea]). This way, Beauville constructed two se-
ries of examples of hyperka¨hler manifolds, associated with a torus (so-called
“higher Kummer variety”) and a K3 surface. It was conjectured that all
compact hyperka¨hler manifolds M with H1(M) = 0, H2,0(M) = C are de-
formationally equivalent to one of these examples. In this paper, we study
the deformations of coherent sheaves over higher-dimensional hyperka¨hler
manifolds in order to construct counterexamples to this conjecture. A dif-
ferent approach to the construction of new examples of hyperka¨hler mani-
folds is found in the recent paper of K. O’Grady, who studies the moduli
of semistable bundles over a K3 surface and resolves the singularities using
methods of symplectic geometry ([O’G]).
1.1.2 Hyperholomorphic bundles
LetM be a compact hyperka¨hler manifold, and I an induced complex struc-
ture. It is well known that the differential forms and cohomology of M are
equipped with a natural SU(2)-action (Lemma 2.5). In [V1], we studied
the holomorphic vector bundles F on (M, I) which are compatible with a
hyperka¨hler structure, in the sense that any of the following conditions
hold:
(i) The bundle F admits a Hermitian connection ∇ with a
curvature Θ ∈ Λ2(M,End(F )) which is of Hodge type
(1,1) with respect to any of induced complex structures.
(ii) The bundle F is a direct sum of stable bundles, and its
Chern classes c1(F ), c2(F ) are SU(2)-invariant.
(1.1)
These conditions are equivalent (Theorem 2.27). Moreover, the connec-
tion ∇ of (1.1) (i) is Yang-Mills (Proposition 2.25), and by Uhlenbeck–Yau
theorem (Theorem 2.24), it is unique.
– 4 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
A holomorphic vector bundle satisfying any of the conditions of (1.1) is
called hyperholomorphic ([V1]).
Clearly, a stable deformation of a hyperholomorphic bundle is again
a hyperholomorphic bundle. In [V1], we proved that a deformation space
of hyperholomorphic bundles is a singular hyperka¨hler variety. A recent
development in the theory of singular hyperka¨hler varieties ([V-d], [V-d2],
[V-d3]) gave a way to desingularize singular hyperka¨hler manifolds, in a
canonical way. It was proven (Theorem 2.16) that a normalization of a
singular hyperka¨hler variety (taken with respect to any induced complex
structure I) is a smooth hyperka¨hler manifold.
This suggested a possibility of constructing new examples of compact
hyperka¨hler manifolds, obtained as deformations of hyperholomorphic bun-
dles. Two problems arise.
Problem 1. The deformation space of hyperholomorphic bundles is a
priori non-compact and must be compactified.
Problem 2. The geometry of deformation spaces is notoriously hard to
study. Even the dimension of a deformation space is difficult to compute,
in simplest examples. How to find, for example, the dimension of the defor-
mation space of a tangent bundle, on a Hilbert scheme of points on a K3
surface? The Betti numbers are even more difficult to compute. Therefore,
there is no easy way to distinguish a deformation space of hyperholomorphic
bundles from already known examples of hyperka¨hler manifolds.
In this paper, we address Problem 1. Problem 2 can be solved by study-
ing the algebraic geometry of moduli spaces. It turns out that, for a generic
deformation of a complex structure, the Hilbert scheme of points on a K3
surface has no closed complex subvarieties ([V5]; see also Theorem 2.17).
It is possible to find a 21-dimensional family of deformations of the moduli
space Def(B) of hyperholomorphic bundles, with all fibers having complex
subvarieties (Lemma 10.28). Using this observation, it is possible to show
that Def(B) is a new example of a hyperka¨hler manifold. Details of this ap-
proach are given in Subsection 10.3, and the complete proofs will be given
in a forthcoming paper.
It was proven that a Hilbert scheme of a generic K3 surface has no
trianalytic subvarieties.1 Given a hyperka¨hler manifold M and an appro-
1Trianalytic subvariety (Definition 2.9) is a closed subset which is complex analytic
with respect to any of induced complex structures.
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priate hyperholomorphic bundle B, denote the deformation space of hy-
perholomorphic connections on B by Def(B). Then the moduli of complex
structures on M are locally embedded to a moduli of complex structures
on Def(B) (Claim 10.26). Since the dimension of the moduli of complex
structures on Def(B) is equal to its second Betti number minus 2 (Theorem
5.9), the second Betti number of Def(B) is no less than the second Betti
number of M . The Betti numbers of Beauville’s examples of simple hy-
perka¨hler manifolds are 23 (Hilbert scheme of points on a K3 surface) and
7 (generalized Kummer variety). Therefore, for M a generic deformation
of a Hilbert scheme of points on K3, Def(B) is either a new manifold or
a generic deformation of a Hilbert scheme of points on K3. It is easy to
construct trianalytic subvarieties of the varieties Def(B), for hyperholo-
morphic B (see [V2], Appendix for details). This was the motivation of our
work on trianalytic subvarieties of the Hilbert scheme of points on a K3
surface ([V5]).
For a generic complex structure on a hyperka¨hler manifold, all stable
bundles are hyperholomorphic ([V2]). Nevertheless, hyperholomorphic bun-
dles over higher-dimensional hyperka¨hler manifolds are in short supply. In
fact, the only example to work with is the tangent bundle and its tensor
powers, and their Chern classes are not prime. Therefore, there is no way
to insure that a deformation of a stable bundle will remain stable (like it
happens, for instance, in the case of deformations of stable bundles of rank
2 with odd first Chern class over a K3 surface). Even worse, a new kind of
singularities may appear which never appears for 2-dimensional base mani-
folds: a deformation of a stable bundle can have a singular reflexization.
We study the singularities of stable coherent sheaves over hyperka¨hler man-
ifolds, using Yang-Mills theory for reflexive sheaves developed by S. Bando
and Y.-T. Siu ([BS]).
1.1.3 Hyperholomorphic sheaves
A compactification of the moduli of hyperholomorphic bundles is the main
purpose of this paper. We require the compactification to be singular hy-
perka¨hler. A natural approach to this problem requires one to study the
coherent sheaves which are compatible with a hyperka¨hler structure, in the
same sense as hyperholomorphic bundles are holomorphic bundles compat-
ible with a hyperka¨hler structure. Such sheaves are called hyperholomor-
phic sheaves (Definition 3.11). Our approach to the theory of hyperholo-
morphic sheaves uses the notion of admissible Yang-Mills connection on a
coherent sheaf ([BS]).
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The equivalence of conditions (1.1) (i) and (1.1) (ii) is based on Uhlen-
beck–Yau theorem (Theorem 2.24), which states that every stable bundle
F with deg c1(F ) = 0 admits a unique Yang–Mills connection, that is,
a connection ∇ satisfying Λ∇2 = 0 (see Subsection 2.5 for details). S.
Bando and Y.-T. Siu developed a similar approach to the Yang–Mills theory
on (possibly singular) coherent sheaves. Consider a coherent sheaf F and
a Hermitian metric h on a locally trivial part of F
∣∣∣
U
. Then h is called
admissible (Definition 3.5) if the curvature ∇2 of the Hermitian connection
on F
∣∣∣
U
is square-integrable, and the section Λ∇2 ∈ End(F
∣∣∣
U
) is uniformly
bounded. The admissible metric is called Yang-Mills if Λ∇2 = 0 (see
Definition 3.6 for details). There exists an analogue of Uhlenbeck–Yau
theorem for coherent sheaves (Theorem 3.8): a stable sheaf admits a unique
admissible Yang–Mills metric, and conversely, a sheaf admitting a Yang–
Mills metric is a direct sum of stable sheaves with the first Chern class of
zero degree.
A coherent sheaf F is called reflexive if it is isomorphic to its sec-
ond dual sheaf F ∗∗. The sheaf F ∗∗ is always reflexive, and it is called a
reflexization of F (Definition 3.1).
Applying the arguments of Bando and Siu to a reflexive coherent sheaf
F over a hyperka¨hler manifold (M, I), we show that the following conditions
are equivalent (Theorem 3.19).
(i) The sheaf F is stable and its Chern classes c1(F ), c2(F ) are SU(2)-
invariant
(ii) F admits an admissible Yang–Mills connection, and its curvature is of
type (1,1) with respect to all induced complex structures.
A reflexive sheaf satisfying any of the these conditions is called reflex-
ive stable hyperholomorphic. An arbitrary torsion-free coherent sheaf
is called stable hyperholomorphic if its reflexization is hyperholomor-
phic, and its second Chern class is SU(2)-invariant, and semistable hy-
perholomorphic if it is a successive extension of stable hyperholomorphic
sheaves (see Definition 3.11 for details).
This paper is dedicated to the study of hyperholomorphic sheaves.
1.1.4 Deformations of hyperholomorphic sheaves
By Proposition 2.14, for an induced complex structure I of general type, all
coherent sheaves are hyperholomorphic. However, the complex structures
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of general type are never algebraic, and in complex analytic situation, the
moduli of coherent sheaves are, generaly speaking, non-compact. We study
the flat deformations of hyperholomorphic sheaves over (M, I), where I is
an algebraic complex structure.
A priori, a flat deformation of a hyperholomorphic sheaf will be no longer
hyperholomorphic. We show that for some algebraic complex structures,
called C-restricted complex structures, a flat deformation of a hyper-
holomorphic sheaf remains hyperholomorphic (Theorem 5.14). This argu-
ment is quite convoluted, and takes two sections (Sections 4 and 5).
Further on, we study the local structure of stable reflexive hyperholo-
morphic sheaves with isolated singularities. We prove the Desingularization
Theorem for such hyperholomorphic sheaves (Theorem 6.1). It turns out
that such a sheaf can be desingularized by a single blow-up. The proof of
this result is parallel to the proof of Desingularization Theorem for singular
hyperka¨hler varieties (Theorem 2.16).
The main idea of the desingularization of singular hyperka¨hler varieties
([V-d2]) is the following. Given a point x on a singular hyperka¨hler variety
M and an induced complex structure I, the complex variety (M, I) admits
a local C∗-action which preserves x and acts as a dilatation on the Zariski
tangent space of x. Here we show that any stable hyperholomorphic sheaf F
is equivariant with respect to this C∗-action (Theorem 6.6, Definition 6.11).
Then an elementary algebro-geometric argument (Proposition 6.12) implies
that F is desingularized by a blow-up.
Using the desingularization of hyperholomorphic sheaves, we prove that
a hyperholomorphic deformation of a hyperholomorphic bundle is again a
bundle (Theorem 9.3), assuming that it has isolated singularities. The proof
of this result is conceptual but quite difficult, it takes 3 sections (Sections
7–9), and uses arguments of quaternionic-Ka¨hler geometry ([Sw], [N2]) and
twistor transform ([KV]).
In our study of deformations of hyperholomorphic sheaves, we usually
assume that a deformation of a hyperholomorphic sheaf over (M, I) is again
hyperholomorphic, i. e. that an induced complex structure I is C-restricted,
for C sufficiently big (Definition 5.1). Since C-restrictness is a tricky con-
dition, it is preferable to get rid of it. For this purpose, we use the theory
of twistor paths, developed in [V3-bis], to show that the moduli spaces of
hyperholomorphic sheaves are real analytic equivalent for different complex
structures I on M (Theorem 10.14). This is done as follows.
A hyperka¨hler structure on M admits a 2-dimensional sphere of induced
complex structures. This gives a rational curve in the moduli space Comp of
complex structures on M , so-called twistor curve. A sequence of such ra-
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tional curves connect any two points of Comp (Theorem 10.4). A sequence
of connected twistor curves is called a twistor path. If the intersection
points of these curves are generic, the twistor path is called admissible
(Definition 10.6). It is known (Theorem 10.8) that an admissible twistor
path induces a real analytic isomorphism of the moduli spaces of hyper-
holomorphic bundles. There exist admissible twistor paths connecting any
two complex structures (Claim 10.13). Thus, if we prove that the moduli
of deformations of hyperholomorphic bundles are compact for one generic
hyperka¨hler structure, we prove a similar result for all generic hyperka¨hler
structures (Theorem 10.14). Applying this argument to the moduli of de-
formations of a tangent bundle, we obtain the following theorem.
Theorem 1.1: Let M be a Hilbert scheme of points on a K3 surface,
dimH(M) > 1 and H a generic hyperka¨hler structure on M . Assume that
for all induced complex structures I, except at most a finite many of, all
semistable bundle deformations of the tangent bundle T (M, I) are stable.
Then, for all complex structures J on M and all generic polarizations ω on
(M,J), the deformation space MJ,ω(T (M,J)) is singular hyperka¨hler and
compact, and admits a smooth compact hyperka¨hler desingularization.
Proof: This is Theorem 10.20.
In the course of this paper, we develop the theory of C-restricted com-
plex structures (Sections 4 and 5) and another theory, which we called the
Swann’s formalism for vector bundles (Sections 7 and 8). These themes
are of independent interest. We give a separate introduction to C-restricted
complex structures (Subsection 1.2) and Swann’s formalism (Subsection
1.3).
1.2 C-restricted complex structures: an introduction
This part of the Introduction is highly non-precise. Our purpose is to clarify
the intuitive meaning of C-restricted complex structure.
Consider a compact hyperka¨hler manifold M , which is simple (Defini-
tion 2.7), that is, satisfies H1(M) = 0, H2,0(M) = C.
A reflexive hyperholomorphic sheaf is by definition a semistable
sheaf which has a filtration of stable sheaves with SU(2)-invariant c1 and c2.
A hyperholomorphic sheaf is a torsion-free sheaf which has hyperholo-
morphic reflexization and has SU(2)-invariant c2 (Definition 3.11). If the
complex structure I is of general type, all coherent sheaves are hyperholo-
morphic (Definition 2.13, Proposition 2.14), because all integer (p, p)-classes
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are SU(2)-invariant. However, for generic complex structures I, the corre-
sponding complex manifold (M, I) is never algebraic. If we wish to com-
pactify the moduli of holomorphic bundles, we need to consider algebraic
complex structures, and if we want to stay in hyperholomorphic category,
the complex structures must be generic. This paradox is reconciled by con-
sidering the C-restricted complex structures (Definition 5.1).
Given a generic hyperka¨hler structure H, consider an algebraic complex
structure I with Pic(M, I) = Z. The group of rational (p, p)-cycles has form
Hp,pI (M,Q) =H
2p(M,Q)SU(2) ⊕ a ·H2p(M,Q)SU(2)
a2 · ⊕H2p(M,Q)SU(2) ⊕ ...
(1.2)
where a is a generator of Pic(M, I) ⊂ Hp,pI (M,Z) and H2p(M,Q)SU(2) is the
group of rational SU(2)-invariant cycles. This decomposition follows from
an explicit description of the algebra of cohomology given by Theorem 4.6.
Let
Π : Hp,pI (M,Q)−→ a ·H2p(M,Q)SU(2) ⊕ a2 ·H2p(M,Q)SU(2) ⊕ ...
be the projection onto non-SU(2)-invariant part. UsingWirtinger’s equality,
we prove that a fundamental class [X] of a complex subvariety X ⊂ (M, I) is
SU(2)-invariant unless degΠ([X]) 6= 0 (Proposition 2.11). A similar result
holds for the second Chern class of a stable bundle (Corollary 3.24,).
A C-restricted complex structure is, heuristically, a structure for which
the decomposition (1.2) folds, and deg a > C. For a C-restricted complex
structure I, and a fundamental class [X] of a complex subvariety X ⊂ (M, I)
of complex codimension 2, we have deg[X] > C or X is trianalytic. A
version of Wirtinger’s inequality for vector bundles (Corollary 3.24) im-
plies that a stable vector bundle B over (M, I) is hyperholomorphic, unless
|deg c2(B)| > C. Therefore, over a C-restricted (M, I), all torsion-free
semistable coherent sheaves with bounded degree of the second Chern class
are hyperholomorphic (Theorem 5.14).
The utility of C-restricted induced complex structures is that they are
algebraic, but behave like generic induced complex structures with respect
to the sheaves F with low |deg c2(F )| and |deg c1(F )|.
We prove that a generic hyperka¨hler structure admits C-restricted in-
duced complex structures for all C, and the set of C-restricted induced
complex structures is dense in the set of all induced complex structures
(Theorem 5.13). We prove this by studying the algebro-geometric proper-
ties of the moduli of hyperka¨hler structures on a given hyperka¨hler manifold
(Subsection 5.2).
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1.3 Quaternionic-Ka¨hler manifolds and Swann’s formalism
Quaternionic-Ka¨hler manifolds (Subsection 7.3) are a beautiful subject of
Riemannian geometry. We are interested in these manifolds because they
are intimately connected with singularities of hyperholomorphic sheaves. A
stable hyperholomorphic sheaf is equipped with a natural connection, which
is called hyperholomorphic connection. By definition, a hyperholomor-
phic connection on a torsion-free coherent sheaf is a connection ∇ defined
outside of singularities of F , with square-integrable curvature ∇2 which is
an SU(2)- invariant 2-form (Definition 3.15). We have shown that a stable
hyperholomorphic sheaf admits a hyperholomorphic connection, and con-
versely, a reflexive sheaf admitting a hyperholomorphic connection is a
direct sum of stable hyperholomorphic sheaves (Theorem 3.19).
Consider a reflexive sheaf F over (M, I) with an isolated singularity in
x ∈ M . Let ∇ be a hyperholomorphic connection on F . We prove that F
can be desingularized by a blow-up of its singular set. In other words, for
π : M˜ −→ (M, I) a blow-up of x ∈ M , the pull-back π∗F is a bundle over
M˜ .
Consider the restriction π∗F
∣∣∣
C
of π∗F to the blow-up divisor
C = PTxM ∼= CP 2n−1.
To be able to deal with the singularities of F effectively, we need to prove
that the bundle π∗F
∣∣∣
C
is a direct sum of stable bundles.
To study the singularities of coherent sheaves on hyperka¨hler manifolds,
we consider vector bundles over quaternionic-Ka¨hler manifolds, studied by
Berard Bergery and Salamon ([Sal]). A quaternionic-Ka¨hler manifold
(Definition 7.8) is a Riemannian manifold Q equipped with a bundle W of
algebras acting on its tangent bundle, and satisfying the following condi-
tions. The fibers of W are (non-canonically) isomorphic to the quaternion
algebra, the map W →֒ End(TQ) is compatible with the Levi-Civita con-
nection, and the unit quaternions h ∈ W act as orthogonal automorphisms
on TQ. For each quaternionic-Ka¨hler manifold Q, one has a twistor space
Tw(Q) (Definition 7.10), which is a total space of a spherical fibration con-
sisting of all h ∈ W satisfying h2 = −1. Further on, we shall use the term
“quaternionic-Ka¨hler” for manifolds with non-trivial W .
Consider the twistor space Tw(M) of a hyperka¨hler manifold M ,
equipped with a natural map
σ : Tw(M)−→M.
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Let (B,∇) be a bundle over M equipped with a hyperholomorphic connec-
tion. A pullback (σ∗B,σ∗∇) is a holomorphic bundle on Tw(M) (Lemma
7.2), that is, the operator σ∗∇0,1 is a holomorphic structure operator on
σ∗B. This correspondence is called the direct twistor transform. It is
invertible: from a holomorphic bundle (σ∗B,σ∗∇0,1) on Tw(M) it is possible
to reconstruct (B,∇), which is unique ([KV]; see also Theorem 7.3).
A similar construction exists on quaternionic-Ka¨hler manifolds, due to
T. Nitta ([N1], [N2]). A bundle (B,∇) on a quaternionic-Ka¨hler manifold
Q is called a B2-bundle if its curvature ∇2 is invariant with respect to the
adjoint action of H∗ on Λ2(M,End(B)) (Definition 7.12). An analogue of
direct and inverse transform exists for B2-bundles (Theorem 7.14). Most
importantly, T. Nitta proved that on a quaternionic-Ka¨hler manifold of
positive scalar curvature a twistor transform of a B2-bundle is a Yang-Mills
bundle on Tw(Q) (Theorem 7.17). This implies that a twistor transform of
a Hermitian B2-bundle is a direct sum of stable bundles with deg c1 = 0.
In the situation described in the beginning of this Subsection, we have
a manifold C = PTxM ∼= CP 2n−1 which is a twistor space of a quaternionic
projective space
PHTxM =
(
TxM\0
)
/H∗ ∼= HPn.
To prove that π∗F
∣∣∣
C
is a direct sum of stable bundles, we need to show that
π∗F
∣∣∣
C
is obtained as a twistor transform of some Hermitian B2-bundle on
PHTxM .
This is done using an equivalence between the category of quaternionic-
Ka¨hler manifolds of positive scalar curvature and the category of hyperka¨hler
manifolds equipped with a special type of H∗-action, constructed by A.
Swann ([Sw]). Given a quaternionic-Ka¨hler manifold Q, we consider a
principal bundle U(Q) consisting of all quaternion frames on Q (7.4). Then
U(Q) is fibered over Q with a fiber H/{±1}. It is easy to show that U(Q)
is equipped with an action of quaternion algebra in its tangent bundle. A.
Swann proved that if Q has with positive scalar curvature, then this action of
quaternion algebra comes from a hyperka¨hler structure on U(M) (Theorem
7.24).
The correspondence Q−→U(Q) induces an equivalence of appropriately
defined categories (Theorem 7.25). We call this construction Swann’s
formalism.
The twistor space Tw(U(Q)) of the hyperka¨hler manifold U(Q) is equ-
ipped with a holomorphic action of C∗. Every B2-bundle corresponds to
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a C∗-invariant holomorphic bundle on Tw(U(Q)) and this correspondence
induces an equivalence of appropriately defined categories, called Swann’s
formalism for budnles (Theorem 8.5). Applying this equivalence to the
C∗-equivariant sheaf obtained as an associate graded sheaf of a hyperholo-
morphic sheaf, we obtain a B2 bundle on PHTxM , and π∗F
∣∣∣
C
is obtained
from this B2-bundle by a twistor transform.
The correspondence between B2-bundles on Q and C∗-invariant holo-
morphic bundles on Tw(U(Q)) is a geometric phenomenon which is of in-
dependent interest. We construct it by reduction to dimQ = 0, where it
follows from an explicit calculation involving 2-forms over a flat manifold of
real dimension 4.
1.4 Contents
The paper is organized as follows.
• Section 1 is an introduction. It is independent from the rest of this
apper.
• Section 2 is an introduction to the theory of hyperka¨hler manifolds.
We give a compenduum of results from hyperka¨hler geometry which
are due to F. Bogomolov ([Bo]) and A. Beauville ([Bea]), and give
an introduction to the results of [V1], [V-d3], [V2(II)].
• Section 3 contains a definition and basic properties of hyperholomor-
phic sheaves. We prove that a stable hyperholomorphic sheaf admits a
hyperholomorphic connection, and conversely, a reflexive sheaf admit-
ting a hyperholomorphic connection is stable hyperholomorphic (The-
orem 3.19). This equivalence is constructed using Bando-Siu theory
of Yang–Mills connections on coherent sheaves.
We prove an analogue of Wirtinger’s inequality for stable sheaves
(Corollary 3.24), which states that for any induced complex structure
J 6= ±I, and any stable reflexive sheaf F on (M, I), we have
degI
(
2c2(F )− r − 1
r
c1(F )
2
)
>
∣∣∣∣degJ (2c2(F )− r − 1r c1(F )2
)∣∣∣∣ ,
and the equality holds if and only if F is hyperholomorphic.
• Section 4 contains the preliminary material used for the study of C-
restricted complex structures in Section 5. We give an exposition of
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various algebraic structures on the cohomology of a hyperka¨hler mani-
fold, which were discovered in [V0] and [V3]. In the last Subsection, we
apply the Wirtinger’s inequality to prove that the fundamental classes
of complex subvarieties and c2 of stable reflexive sheaves satisfy a
certain set of axioms. Cohomology classes satisfying these axioms are
called classes of CA-type. This definition simplifies the work on C-
restricted complex structures in Section 5.
• In Section 5 we define C-restricted complex structures and prove the
following. Consider a compact hyperka¨hler manifold and an SU(2)-
invariant class a ∈ H4(M). Then for all C-restricted complex struc-
tures I, with C > deg a, and all semistable sheaves I on (M, I) with
c2(F ) = a, the sheaf F is hyperholomorphic (Theorem 5.14). This
is used to show that a deformation of a hyperholomorphic sheaf is
again hyperholomorphic, over (M, I) with I a C-restricted complex
structure, c > deg c2(F ).
We define the moduli space of hyperka¨hler structures, and show that
for a dense set C of hyperka¨hler structures, all H ∈ C admit a dense
set of C-induced complex structures, for all C ∈ R (Theorem 5.13).
• In Section 6 we give a proof of Desingularization Theorem for sta-
ble reflexive hyperholomorphic sheaves with isolated singularities
(Theorem 6.1). We study the natural C∗-action on a local ring of
a hyperka¨hler manifold defined in [V-d2]. We show that a sheaf F
admitting a hyperholomorphic connection is equivariant with respect
to this C∗-action. Then F can be desingularized by a blow-up, be-
cause any C∗-equivariant sheaf with an isolated singularity can be
desingularized by a blow-up (Proposition 6.12).
• Section 7 is a primer on twistor transform and quaternionic-Ka¨hler
geometry. We give an exposition of the works of A. Swann ([Sw]),
T. Nitta ([N1], [N2]) on quaternionic-Ka¨hler manifolds and explain
the direct and inverse twistor transform over hyperka¨hler and quater-
nionic--Ka¨hler manifolds.
• Section 8 gives a correspondence between B2-bundles on a quaterni-
onic--Ka¨hler manifold, and C∗-equivariant holomorphic bundles on the
twistor space of the corresponding hyperka¨hler manifold constructed
by A. Swann. This is called “Swann’s formalism for vector bundles”.
We use this correspondence to prove that an associate graded sheaf
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of a hyperholomorphic sheaf is equipped with a natural connection
which is compatible with quaternions.
• In Section 9, we use the equivariant geometry of the bundle π∗F
∣∣∣
C
to show that a hyperholomorphic deformation of a hyperholomor-
phic bundle is again a bundle. Together with results on C-restricted
complex structures and Maruyama’s compactification ([Ma2]), this
implies that the moduli of semistable bundles are compact, under
conditions of C-restrictness and non-existence of trianalytic subvari-
eties (Theorem 9.11).
• In Section 10, we apply these results to the hyperka¨hler geometry. Us-
ing the desingularization theorem for singular hyperka¨hler manifolds
(Theorem 2.16), we prove that the moduli of stable deformations of a
hyperholomorphic bundle has a compact hyperka¨hler desingulariza-
tion (Theorem 10.17). We give an exposition of the theory of twistor
paths, which allows one to identify the categories of stable bundles for
different Ka¨hler structures on the same hyperka¨hler manifold (Theo-
rem 10.8). These results allow one to weaken the conditions necessary
for compactness of the moduli spaces of vector bundles. Finally, we
give a conjectural exposition of how these results can be used to obtain
new examples of compact hyperka¨hler manifolds.
2 Hyperka¨hler manifolds
2.1 Hyperka¨hler manifolds
This subsection contains a compression of the basic and best known results
and definitions from hyperka¨hler geometry, found, for instance, in [Bes] or
in [Bea].
Definition 2.1: ([Bes]) A hyperka¨hler manifold is a Riemannian
manifold M endowed with three complex structures I, J and K, such that
the following holds.
(i) the metric onM is Ka¨hler with respect to these complex structures and
(ii) I, J and K, considered as endomorphisms of a real tangent bundle,
satisfy the relation I ◦ J = −J ◦ I = K.
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The notion of a hyperka¨hler manifold was introduced by E. Calabi ([C]).
Clearly, a hyperka¨hler manifold has a natural action of the quaternion
algebra H in its real tangent bundle TM . Therefore its complex dimension
is even. For each quaternion L ∈ H, L2 = −1, the corresponding automor-
phism of TM is an almost complex structure. It is easy to check that this
almost complex structure is integrable ([Bes]).
Definition 2.2: Let M be a hyperka¨hler manifold, and L a quaternion
satisfying L2 = −1. The corresponding complex structure onM is called an
induced complex structure. The M , considered as a Ka¨hler manifold,
is denoted by (M,L). In this case, the hyperka¨hler structure is called
compatible with the complex structure L.
Let M be a compact complex manifold. We say that M is of hy-
perka¨hler type if M admits a hyperka¨hler structure compatible with
the complex structure.
Definition 2.3: Let M be a complex manifold and Θ a closed holomor-
phic 2-form over M such that Θn = Θ ∧ Θ ∧ ..., is a nowhere degenerate
section of a canonical class of M (2n = dimC(M)). Then M is called holo-
morphically symplectic.
Let M be a hyperka¨hler manifold; denote the Riemannian form on M
by < ·, · >. Let the form ωI :=< I(·), · > be the usual Ka¨hler form which
is closed and parallel (with respect to the Levi-Civita connection). Analo-
gously defined forms ωJ and ωK are also closed and parallel.
A simple linear algebraic consideration ([Bes]) shows that the form Θ :=
ωJ +
√−1ωK is of type (2, 0) and, being closed, this form is also holomor-
phic. Also, the form Θ is nowhere degenerate, as another linear algebraic
argument shows. It is called the canonical holomorphic symplectic
form of a manifold M. Thus, for each hyperka¨hler manifold M , and an
induced complex structure L, the underlying complex manifold (M,L) is
holomorphically symplectic. The converse assertion is also true:
Theorem 2.4: ([Bea], [Bes]) LetM be a compact holomorphically sym-
plectic Ka¨hler manifold with the holomorphic symplectic form Θ, a Ka¨hler
class [ω] ∈ H1,1(M) and a complex structure I. Let n = dimCM . Assume
that
∫
M ω
n =
∫
M (ReΘ)
n. Then there is a unique hyperka¨hler structure
(I, J,K, (·, ·)) over M such that the cohomology class of the symplectic form
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ωI = (·, I·) is equal to [ω] and the canonical symplectic form ωJ +
√−1 ωK
is equal to Θ.
Theorem 2.4 follows from the conjecture of Calabi, proven by Yau
([Y]).
Let M be a hyperka¨hler manifold. We identify the group SU(2) with
the group of unitary quaternions. This gives a canonical action of SU(2)
on the tangent bundle, and all its tensor powers. In particular, we obtain a
natural action of SU(2) on the bundle of differential forms.
Lemma 2.5: The action of SU(2) on differential forms commutes with
the Laplacian.
Proof: This is Proposition 1.1 of [V2(II)].
Thus, for compact M , we may speak of the natural action of SU(2) in
cohomology.
Further in this article, we use the following statement.
Lemma 2.6: Let ω be a differential form over a hyperka¨hler manifold
M . The form ω is SU(2)-invariant if and only if it is of Hodge type (p, p)
with respect to all induced complex structures on M .
Proof: This is [V1], Proposition 1.2.
2.2 Simple hyperka¨hler manifolds
Definition 2.7: ([Bea]) A connected simply connected compact hyperka¨h-
ler manifold M is called simple if M cannot be represented as a product of
two hyperka¨hler manifolds:
M 6=M1 ×M2, where dim M1 > 0 and dim M2 > 0
Bogomolov proved that every compact hyperka¨hler manifold has a fi-
nite covering which is a product of a compact torus and several simple
hyperka¨hler manifolds. Bogomolov’s theorem implies the following result
([Bea]):
Theorem 2.8: Let M be a compact hyperka¨hler manifold. Then the
following conditions are equivalent.
(i) M is simple
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(ii) M satisfies H1(M,R) = 0, H2,0(M) = C, whereH2,0(M) is the space of
(2, 0)-classes taken with respect to any of induced complex structures.
2.3 Trianalytic subvarieties in hyperka¨hler manifolds.
In this subsection, we give a definition and basic properties of trianalytic
subvarieties of hyperka¨hler manifolds. We follow [V2(II)], [V-d2].
Let M be a compact hyperka¨hler manifold, dimRM = 2m.
Definition 2.9: Let N ⊂M be a closed subset of M . Then N is called
trianalytic if N is a complex analytic subset of (M,L) for any induced
complex structure L.
Let I be an induced complex structure on M , and N ⊂ (M, I) be a
closed analytic subvariety of (M, I), dimCN = n. Consider the homology
class represented by N . Let [N ] ∈ H2m−2n(M) denote the Poincare dual
cohomology class, so called fundamental class of N . Recall that the hy-
perka¨hler structure induces the action of the group SU(2) on the space
H2m−2n(M).
Theorem 2.10: Assume that [N ] ∈ H2m−2n(M) is invariant with re-
spect to the action of SU(2) on H2m−2n(M). Then N is trianalytic.
Proof: This is Theorem 4.1 of [V2(II)].
The following assertion is the key to the proof of Theorem 2.10 (see
[V2(II)] for details).
Proposition 2.11: (Wirtinger’s inequality) Let M be a compact hy-
perka¨hler manifold, I an induced complex structure andX ⊂ (M, I) a closed
complex subvariety for complex dimension k. Let J be an induced complex
structure, J 6= ±I, and ωI , ωJ the associated Ka¨hler forms. Consider the
numbers
degI X :=
∫
X
ωkI , degJ X :=
∫
X
ωkJ
(these numbers are called degree of a subvariety X with respect to
I, J . Then degI X > |degJ X|, and the inequality is strict unless X is
trianalytic.
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Remark 2.12: Trianalytic subvarieties have an action of quaternion
algebra in the tangent bundle. In particular, the real dimension of such
subvarieties is divisible by 4.
Definition 2.13: LetM be a complex manifold admitting a hyperka¨hler
structure H. We say that M is of general type or generic with respect
to H if all elements of the group⊕
p
Hp,p(M) ∩H2p(M,Z) ⊂ H∗(M)
are SU(2)-invariant. We say that M is Mumford–Tate generic if for all
n ∈ Z>0, all the cohomology classes
α ∈
⊕
p
Hp,p(Mn) ∩H2p(Mn,Z) ⊂ H∗(Mn)
are SU(2)-invariant. In other words, M is Mumford–Tate generic if for all
n ∈ Z>0, the n-th power Mn is generic. Clearly, Mumford–Tate generic
implies generic.
Proposition 2.14: Let M be a compact manifold, H a hyperka¨hler
structure on M and S be the set of induced complex structures over M .
Denote by S0 ⊂ S the set of L ∈ S such that (M,L) is Mumford-Tate generic
with respect to H. Then S0 is dense in S. Moreover, the complement S\S0
is countable.
Proof: This is Proposition 2.2 from [V2(II)]
Theorem 2.10 has the following immediate corollary:
Corollary 2.15: LetM be a compact holomorphically symplectic man-
ifold. Assume that M is of general type with respect to a hyperka¨hler
structure H. Let S ⊂ M be closed complex analytic subvariety. Then S is
trianalytic with respect to H.
In [V-d3], [V-d], [V-d2], we gave a number of equivalent definitions of
a singular hyperka¨hler and hypercomplex variety. We refer the reader to
[V-d2] for the precise definition; for our present purposes it suffices to say
that all trianalytic subvarieties are hyperka¨hler varieties. The following
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Desingularization Theorem is very useful in the study of trianalytic subva-
rieties.
Theorem 2.16: ([V-d2]) Let M be a hyperka¨hler variety, and I an
induced complex structure. Consider the normalization
(˜M, I)
n−→ (M, I)
of (M, I). Then (˜M, I) is smooth and has a natural hyperka¨hler structure
H, such that the associated map n : (˜M, I) −→ (M, I) agrees with H.
Moreover, the hyperka¨hler manifold M˜ := (˜M, I) is independent from the
choice of induced complex structure I.
Let M be a K3 surface, and M [n] be a Hilbert scheme of points on M .
Then M [n] admits a hyperka¨hler structure ([Bea]). In [V5], we proved the
following theorem.
Theorem 2.17: Let M be a complex K3 surface without automor-
phisms. Assume that M is Mumford-Tate generic with respect to some
hyperkah¨ler structure. Consider the Hilbert scheme M [n] of points on M .
Pick a hyperka¨hler structure on M [n] which is compatible with the complex
structure. Then M [n] has no proper trianalytic subvarieties.
2.4 Hyperholomorphic bundles
This subsection contains several versions of a definition of hyperholomorphic
connection in a complex vector bundle over a hyperka¨hler manifold. We
follow [V1].
Let B be a holomorphic vector bundle over a complex manifold M , ∇
a connection in B and Θ ∈ Λ2 ⊗ End(B) be its curvature. This connection
is called compatible with a holomorphic structure if ∇X(ζ) = 0 for
any holomorphic section ζ and any antiholomorphic tangent vector field
X ∈ T 0,1(M). If there exists a holomorphic structure compatible with the
given Hermitian connection then this connection is called integrable.
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One can define a Hodge decomposition in the space of differential
forms with coefficients in any complex bundle, in particular, End(B).
Theorem 2.18: Let ∇ be a Hermitian connection in a complex vector
bundle B over a complex manifold. Then ∇ is integrable if and only if
Θ ∈ Λ1,1(M,End(B)), where Λ1,1(M,End(B)) denotes the forms of Hodge
type (1,1). Also, the holomorphic structure compatible with ∇ is unique.
Proof: This is Proposition 4.17 of [Ko], Chapter I.
This result has the following more general version:
Proposition 2.19: Let ∇ be an arbitrary (not necessarily Hermitian)
connection in a complex vector bundle B. Then ∇ is integrable if and only
its (0, 1)-part has square zero.
This proposition is a version of Newlander-Nirenberg theorem. For vec-
tor bundles, it was proven by Atiyah and Bott.
Definition 2.20: Let B be a Hermitian vector bundle with a connection
∇ over a hyperka¨hler manifold M . Then ∇ is called hyperholomorphic
if ∇ is integrable with respect to each of the complex structures induced by
the hyperka¨hler structure.
As follows from Theorem 2.18, ∇ is hyperholomorphic if and only if its
curvature Θ is of Hodge type (1,1) with respect to any of complex structures
induced by a hyperka¨hler structure.
As follows from Lemma 2.6, ∇ is hyperholomorphic if and only if Θ is a
SU(2)-invariant differential form.
Example 2.21: (Examples of hyperholomorphic bundles)
(i) LetM be a hyperka¨hler manifold, and TM be its tangent bundle equip-
ped with the Levi–Civita connection ∇. Consider a complex structure
on TM induced from the quaternion action. Then ∇ is a Hermitian
connection which is integrable with respect to each induced complex
structure, and hence, is hyperholomorphic.
(ii) For B a hyperholomorphic bundle, all its tensor powers are also hy-
perholomorphic.
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(iii) Thus, the bundles of differential forms on a hyperka¨hler manifold are
also hyperholomorphic.
2.5 Stable bundles and Yang–Mills connections.
This subsection is a compendium of the most basic results and definitions
from the Yang–Mills theory over Ka¨hler manifolds, concluding in the fun-
damental theorem of Uhlenbeck–Yau [UY].
Definition 2.22: Let F be a coherent sheaf over an n-dimensional com-
pact Ka¨hler manifold M . We define the degree deg(F ) (sometimes the
degree is also denoted by deg c1(F )) as
deg(F ) =
∫
M
c1(F ) ∧ ωn−1
vol(M)
and slope(F ) as
slope(F ) =
1
rank(F )
· deg(F ).
The number slope(F ) depends only on a cohomology class of c1(F ).
Let F be a coherent sheaf on M and F ′ ⊂ F its proper subsheaf. Then
F ′ is called destabilizing subsheaf if slope(F ′) > slope(F )
A coherent sheaf F is called stable 1 if it has no destabilizing subsheaves.
A coherent sheaf F is called semistable if for all destabilizing subsheaves
F ′ ⊂ F , we have slope(F ′) = slope(F ).
Later on, we usually consider the bundles B with deg(B) = 0.
Let M be a Ka¨hler manifold with a Ka¨hler form ω. For differential
forms with coefficients in any vector bundle there is a Hodge operator L :
η −→ ω ∧ η. There is also a fiberwise-adjoint Hodge operator Λ (see [GH]).
Definition 2.23: Let B be a holomorphic bundle over a Ka¨hler manifold
M with a holomorphic Hermitian connection ∇ and a curvature Θ ∈ Λ1,1⊗
End(B). The Hermitian metric on B and the connection ∇ defined by this
metric are called Yang-Mills if
Λ(Θ) = constant · Id
∣∣∣
B
,
1In the sense of Mumford-Takemoto
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where Λ is a Hodge operator and Id
∣∣∣
B
is the identity endomorphism which
is a section of End(B).
Further on, we consider only these Yang–Mills connections for which
this constant is zero.
A holomorphic bundle is called indecomposable if it cannot be decom-
posed onto a direct sum of two or more holomorphic bundles.
The following fundamental theorem provides examples of Yang--Mills
bundles.
Theorem 2.24: ( Uhlenbeck-Yau) Let B be an indecomposable holo-
morphic bundle over a compact Ka¨hler manifold. Then B admits a Hermi-
tian Yang-Mills connection if and only if it is stable, and this connection
is unique.
Proof: [UY].
Proposition 2.25: Let M be a hyperka¨hler manifold, L an induced
complex structure and B be a complex vector bundle over (M,L). Then
every hyperholomorphic connection ∇ in B is Yang-Mills and satisfies
Λ(Θ) = 0 where Θ is a curvature of ∇.
Proof: We use the definition of a hyperholomorphic connection as one
with SU(2)-invariant curvature. Then Proposition 2.25 follows from the
Lemma 2.26: Let Θ ∈ Λ2(M) be a SU(2)-invariant differential 2-form
on M . Then ΛL(Θ) = 0 for each induced complex structure L.
2
Proof: This is Lemma 2.1 of [V1].
Let M be a compact hyperka¨hler manifold, I an induced complex struc-
ture. For any stable holomorphic bundle on (M, I) there exists a unique
Hermitian Yang-Mills connection which, for some bundles, turns out to be
hyperholomorphic. It is possible to tell when this happens.
Theorem 2.27: Let B be a stable holomorphic bundle over (M, I),
where M is a hyperka¨hler manifold and I is an induced complex structure
over M . Then B admits a compatible hyperholomorphic connection if and
2By ΛL we understand the Hodge operator Λ associated with the Ka¨hler complex
structure L.
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only if the first two Chern classes c1(B) and c2(B) are SU(2)-invariant.
3
Proof: This is Theorem 2.5 of [V1].
2.6 Twistor spaces
LetM be a hyperka¨hler manifold. Consider the product manifold X =M×
S2. Embed the sphere S2 ⊂ H into the quaternion algebra H as the subset of
all quaternions J with J2 = −1. For every point x = m× J ∈ X =M × S2
the tangent space TxX is canonically decomposed TxX = TmM ⊕ TJS2.
Identify S2 = CP 1 and let IJ : TJS2 → TJS2 be the complex structure
operator. Let Im : TmM → TmM be the complex structure on M induced
by J ∈ S2 ⊂ H.
The operator Ix = Im ⊕ IJ : TxX → TxX satisfies Ix ◦ Ix = −1. It
depends smoothly on the point x, hence defines an almost complex structure
on X. This almost complex structure is known to be integrable (see [Sal]).
Definition 2.28: The complex manifold 〈X, Ix〉 is called the twistor
space for the hyperka¨hler manifold M , denoted by Tw(M). This manifold
is equipped with a real analytic projection σ : Tw(M)−→M and a complex
analytic projection π : Tw(M)−→ CP 1.
The twistor space Tw(M) is not, generally speaking, a Ka¨hler manifold.
For M compact, it is easy to show that Tw(M) does not admit a Ka¨hler
metric. We consider Tw(M) as a Hermitian manifold with the product
metric.
Definition 2.29: Let X be an n-dimensional Hermitian manifold and
let
√−1ω be the imaginary part of the metric on X. Thus ω is a real (1, 1)-
form. Assume that the form ω satisfies the following condition of Li and
Yau ([LY]).
ωn−2 ∧ dω = 0. (2.1)
Such Hermitian metrics are called metrics satisfying the condition of
Li–Yau.
For a closed real 2-form η let
deg η =
∫
X
ωn−1 ∧ η.
The condition (2.1) ensures that deg η depends only on the cohomology
class of η. Thus it defines a degree functional deg : H2(X,R) → R. This
3We use Lemma 2.5 to speak of action of SU(2) in cohomology of M .
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functional allows one to repeat verbatim the Mumford-Takemoto definitions
of stable and semistable bundles in this more general situation. Moreover,
the Hermitian Yang-Mills equations also carry over word-by-word. Li and
Yau proved a version of Uhlenbeck–Yau theorem in this situation ([LY]; see
also Theorem 3.8).
Proposition 2.30: Let M be a hyperka¨hler manifold and Tw(M) its
twistor space, considered as a Hermitian manifold. Then Tw(M) satisfies
the conditions of Li–Yau.
Proof: [KV], Proposition 4.5.
3 Hyperholomorphic sheaves
3.1 Stable sheaves and Yang-Mills connections
In [BS], S. Bando and Y.-T. Siu developed the machinery allowing one
to apply the methods of Yang-Mills theory to torsion-free coherent sheaves.
In the course of this paper, we apply their work to generalise the results of
[V1]. In this Subsection, we give a short exposition of their results.
Definition 3.1: LetX be a complex manifold, and F a coherent sheaf on
X. Consider the sheaf F ∗ := HomOX (F,OX ). There is a natural functorial
map ρF : F −→ F ∗∗. The sheaf F ∗∗ is called a reflexive hull, or reflex-
ization of F . The sheaf F is called reflexive if the map ρF : F −→ F ∗∗ is
an isomorphism.
Remark 3.2: For all coherent sheaves F , the map ρF ∗ : F
∗ −→ F ∗∗∗
is an isomorphism ([OSS], Ch. II, the proof of Lemma 1.1.12). Therefore, a
reflexive hull of a sheaf is always reflexive.
Claim 3.3: Let X be a Ka¨hler manifold, and F a torsion-free coherent
sheaf over X. Then F (semi)stable if and only if F ∗∗ is (semi)stable.
Proof: This is [OSS], Ch. II, Lemma 1.2.4.
Definition 3.4: Let X be a Ka¨hler manifold, and F a coherent sheaf
over X. The sheaf F is called polystable if F is a direct sum of stable
sheaves.
The admissible Hermitian metrics, introduced by Bando and Siu in
[BS], play the role of the ordinary Hermitian metrics for vector bundles.
– 25 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
Let X be a Ka¨hler manifold. In Hodge theory, one considers the operator
Λ : Λp,q(X) −→ Λp−1,q−1(X) acting on differential forms on X, which is
adjoint to the multiplication by the Ka¨hler form. This operator is defined on
differential forms with coefficient in every bundle. Considering a curvature
Θ of a bundle B as a 2-form with coefficients in End(B), we define the
expression ΛΘ which is a section of End(B).
Definition 3.5: Let X be a Ka¨hler manifold, and F a reflexive coherent
sheaf over X. Let U ⊂ X be the set of all points at which F is locally trivial.
By definition, the restriction F
∣∣∣
U
of F to U is a bundle. An admissible
metric on F is a Hermitian metric h on the bundle F
∣∣∣
U
which satisfies the
following assumptions
(i) the curvature Θ of (F, h) is square integrable, and
(ii) the corresponding section ΛΘ ∈ End(F
∣∣∣
U
) is uniformly bounded.
Definition 3.6: Let X be a Ka¨hler manifold, F a reflexive coherent
sheaf over X, and h an admissible metric on F . Consider the corresponding
Hermitian connection ∇ on F
∣∣∣
U
. The metric h and the connection ∇ are
called Yang-Mills if its curvature satisfies
ΛΘ ∈ End(F
∣∣∣
U
) = c · id
where c is a constant and id the unit section id ∈ End(F
∣∣∣
U
).
Further in this paper, we shall only consider Yang-Mills connections
with ΛΘ = 0.
Remark 3.7: By Gauss-Bonnet formule, the constant c is equal to
deg(F ), where deg(F ) is the degree of F (Definition 2.22).
One of the main results of [BS] is the following analogue of Uhlenbeck–
Yau theorem (Theorem 2.24).
Theorem 3.8: Let M be a compact Ka¨hler manifold, or a compact
Hermitian manifold satisfying conditions of Li-Yau (Definition 2.29), and
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F a coherent sheaf without torsion. Then F admits an admissible Yang–
Mills metric is and only if F is polystable. Moreover, if F is stable, then
this metric is unique, up to a constant multiplier.
Proof: In [BS], Theorem 3.8 is proved for Ka¨hler M ([BS], Theorem 3).
It is easy to adapt this proof for Hermitian manifolds satisfying conditions
of Li–Yau.
Remark 3.9: Clearly, the connection, corresponding to a metric on F ,
does not change when the metric is multiplied by a scalar. The Yang–Mills
metric on a polystable sheaf is unique up to a componentwise multiplication
by scalar multipliers. Thus, the Yang–Mills connection of Theorem 3.8 is
unique.
Another important theorem of [BS] is the following.
Theorem 3.10: Let (F, h) be a holomorphic vector bundle with a Her-
mitian metric h defined on a Ka¨hler manifold X (not necessary compact nor
complete) outside a closed subset S with locally finite Hausdorff measure of
real co-dimension 4. Assume that the curvature tensor of F is locally square
integrable on X. Then F extends to the whole space X as a reflexive
sheaf F . Moreover, if the metric h is Yang-Mills, then h can be smoothly
extended as a Yang-Mills metric over the place where F is locally free.
Proof: This is [BS], Theorem 2.
3.2 Stable and semistable sheaves over hyperka¨hler mani-
folds
Let M be a compact hyperka¨hler manifold, I an induced complex structure,
F a torsion-free coherent sheaf over (M, I) and F ∗∗ its reflexization. Re-
call that the cohomology of M are equipped with a natural SU(2)-action
(Lemma 2.5). The motivation for the following definition is Theorem 2.27
and Theorem 3.8.
Definition 3.11: Assume that the first two Chern classes of the sheaves
F , F ∗∗ are SU(2)-invariant. Then F is called stable hyperholomorphic
if F is stable, and semistable hyperholomorphic if F can be obtained
as a successive extension of stable hyperholomorphic sheaves.
Remark 3.12: The slope of a hyperholomorphic sheaf is zero, because
a degree of an SU(2)-invariant 2-form is zero (Lemma 2.26).
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Claim 3.13: Let F be a semistable coherent sheaf over (M, I). Then
the following conditions are equivalent.
(i) F is stable hyperholomorphic
(ii) Consider the support S of the sheaf F ∗∗/F as a complex subvariety of
(M, I). Let X1, ... , Xn be the set of irreducible components of S of
codimension 2. Then Xi is trianalytic for all i, and the sheaf F
∗∗ is
stable hyperholomorphic.
Proof: Consider an exact sequence
0−→ F −→ F ∗∗ −→ F ∗∗/F −→ 0.
Let [F/F ∗∗] ∈ H4(M) be the fundamental class of the union of all codimen-
sion-2 components of support of the sheaf F/F ∗∗, taken with appropriate
multiplicities. Then, c2(F
∗∗/F ) = −[F/F ∗∗]. From the product formula for
Chern classes, it follows that
c2(F ) = c2(F
∗∗
i ) + c2(F
∗∗/F ) = c2(F
∗∗
i )− [F/F ∗∗]. (3.1)
Clearly, if all Xi are trianalytic then the class [F/F
∗∗] is SU(2)-invariant.
Thus, if the sheaf F ∗∗ is hyperholomorphic and all Xi are trianalytic, then
the second Chern class of F is SU(2)-invariant, and F is hyperholomorphic.
Conversely, assume that F is hyperholomorphic. We need to show that all
Xi are trianalytic. By definition,
[F/F ∗∗] =
∑
i
λi[Xi]
where [Xi] denotes the fundamental class of Xi, and λi is the multiplicity of
F/F ∗∗ at Xi. By (3.1), (F hyperholomorphic) implies that the class [F/F
∗∗]
is SU(2)-invariant. Since [F/F ∗∗] is SU(2)-invariant, we have∑
i
λi degJ(Xi) =
∑
i
λi degI(Xi).
By Wirtinger’s inequality (Proposition 2.11),
degJ(Xi) 6 degI(Xi),
and the equality is reached only if Xi is trianalytic. By definition, all the
numbers λi are positive. Therefore,∑
i
λi degJ(Xi) 6
∑
i
λi degI(Xi).
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and the equality is reached only if all the subvarieties Xi are trianalytic.
This finishes the proof of Claim 3.13.
Claim 3.14: Let M be a compact hyperka¨hler manifold, and I an in-
duced complex structure of general type. Then all torsion-free coherent
sheaves over (M, I) are semistable hyperholomorphic.
Proof: Let F be a torsion-free coherent sheaf over (M, I). Clearly from
the definition of induced complex structure of general type, the sheaves F
and F ∗∗ have SU(2)-invariant Chern classes. Now, all SU(2)-invariant 2-
forms have degree zero (Lemma 2.26), and thus, F is semistable.
3.3 Hyperholomorphic connection in torsion-free sheaves
Let M be a hyperka¨hler manifold, I an induced complex structure, and
F a torsion-free sheaf over (M, I). Consider the natural SU(2)-action in
the bundle Λi(M,B) of the differential i-forms with coefficients in a vector
bundle B. Let Λiinv(M,B) ⊂ Λi(M,B) be the bundle of SU(2)-invariant
i-forms.
Definition 3.15: Let X ⊂ (M, I) be a complex subvariety of codimen-
sion at least 2, such that F
∣∣∣
M\X
is a bundle, h be an admissible metric on
F
∣∣∣
M\X
and ∇ the associated connection. Then ∇ is called hyperholomor-
phic if its curvature
Θ∇ = ∇2 ∈ Λ2
(
M,End
(
F
∣∣∣
M\X
))
is SU(2)-invariant, i. e. belongs to Λ2inv
(
M,End
(
F
∣∣∣
M\X
))
.
Claim 3.16: The singularities of a hyperholomorphic connection form
a trianalytic subvariety in M .
Proof: Let J be an induced complex structure on M , and U the set of
all points of (M, I) where F is non-singular. Clearly, (F,∇) is a bundle with
admissible connection on (U, J). Therefore, the holomorphic structure on
F
∣∣∣
(U,J)
can be extended to (M,J). Thus, the singular set of F is holomorphic
with respect to J . This proves Claim 3.16.
Proposition 3.17: Let M be a compact hyperka¨hler manifold, I an
induced complex structure and F a reflexive sheaf admitting a hyperholo-
morphic connection. Then F is a polystable hyperholomorphic sheaf.
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Proof: By Remark 3.20 and Theorem 3.8, F is polystable. We need only
to show that the Chern classes c1(F ) and c2(F ) are SU(2)-invariant. Let
U ⊂ M be the maximal open subset of M such that F
∣∣∣
U
is locally trivial.
By Theorem 3.10, the metric h and the connection ∇ can be extended to U .
Let TwU ⊂ TwM be the corresponding twistor space, and σ : TwU −→ U
the standard map. Consider the bundle σ∗F
∣∣∣
U
, equipped with a connection
σ∗∇. It is well known 1 that σ∗F
∣∣∣
U
is a bundle with an admissible Yang-
Mills metric (we use Yang-Mills in the sense of Li-Yau, see Definition
2.29). By Theorem 3.10, σ∗F
∣∣∣
U
can be extended to a reflexive sheaf F on
TwM . Clearly, this extension coincides with the push-forward of σ∗F
∣∣∣
U
.
The singular set S˜ of F is a pull-back of the singular set S of F . Thus,
S is trianalytic. By desingularization theorem (Theorem 2.16), S can be
desingularized to a hyperka¨hler manifold in such a way that its twistors form
a desingularization of S. From the exact description of the singularities of
S, provided by the desingularization theorem, we obtain that the standard
projection π : S −→ CP 1 is flat. By the following lemma, the restriction of
F to the fiber (M, I) = π−1({I}) of π coincides with F .
Lemma 3.18: Let π : X −→ Y be a map of complex varieties, and
S →֒ X a subvariety of X of codimension at least 2, which is flat over Y .
Denote by U
j→֒ X the complement U = (X\S). Let F be a vector bundle
over U , and j∗F its push-forward. Then the restriction of j∗F to the fibers
of π is reflexive.
Proof: Let Z = π−1({y}) be a fiber of π. Since S is flat over Y and
of codimension at least 2, we have j∗(OZ∩U ) = OZ . Clearly, for an open
embedding γ : T1 −→ T2 and coherent sheaves A,B on T1, we have γ∗(A⊗
B) = γ∗A⊗ γ∗B. Thus, for all coherent sheaves A on U , we have
j∗A⊗OZ = j∗(A⊗OZ∩U ). (3.2)
This implies that j∗(F
∣∣∣
Z
) = j∗F
∣∣∣
Z
. It is well known ([OSS], Ch. II, 1.1.12;
see also Lemma 9.2) that a push-forward of a reflexive sheaf under an open
embedding γ is reflexive, provided that the complement of the image of γ
1See for instance the section “Direct and inverse twistor transform” in [KV].
– 30 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
has codimension at least 2. Therefore, j∗F
∣∣∣
Z
is a reflexive sheaf over Z.
This proves Lemma 3.18.
Return to the proof of Proposition 3.17. Consider the sheaf F on the
twistor space constructed above. Since F is reflexive, its singularities have
codimension at least 3 ([OSS], Ch. II, 1.1.10). Therefore, F is flat in
codimension 2, and the first two Chern classes of F = F
∣∣∣
pi−1(I)
can be
obtained by restricting the first two Chern classes of F to the subvariety
(M, I) = π−1(I) ⊂ Tw(M). It remains to show that such restriction is
SU(2)-invariant. Clearly, H2((M, I)) = H2((M, I)\S), and H4((M, I)) =
H4((M, I)\S). Therefore,
c1
(
F
∣∣∣
(M,I)
)
= c1
(
F
∣∣∣
(M,I)\S
)
and
c2
(
F
∣∣∣
(M,I)
)
= c2
(
F
∣∣∣
(M,I)\S
)
.
On the other hand, the restriction F
∣∣∣
Tw(M)\S
is a bundle. Therefore, the
classes
c1
(
F
∣∣∣
(M,I)\S
)
, c2
(
F
∣∣∣
(M,I)\S
)
are independent from I ∈ CP 1. On the other hand, these classes are of
type (p, p) with respect to all induced complex structures I ∈ CP 1. By
Lemma 2.6, this implies that the classes c1(F
∣∣∣
(M,I)
), c1(F
∣∣∣
(M,I)
) are SU(2)-
invariant. As we have shown above, these two classes are equal to the first
Chern classes of F . Proposition 3.17 is proven.
3.4 Existence of hyperholomorphic connections
The following theorem is the main result of this section.
Theorem 3.19: Let M be a compact hyperka¨hler manifold, I an in-
duced complex structure and F a reflexive sheaf on (M, I). Then F admits
a hyperholomorphic connection if and only if F is polystable hyperholomor-
phic in the sense of Definition 3.11.
Remark 3.20: From Lemma 2.26, it is clear that a hyperholomorphic
connection is always Yang-Mills. Therefore, such a connection is unique
(Theorem 3.8).
– 31 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
The “only if” part of Theorem 3.19 is Proposition 3.17. The proof of
“if” part of Theorem 3.19 takes the rest of this subsection.
Let I be an induced complex structure. We denote the corresponding
Hodge decomposition on differential forms by Λ∗(M) = ⊕Λp,qI (M), and the
standard Hodge operator by ΛI : Λ
p,q
I (M)−→ Λp−1,q−1I (M). All these
structures are defined on the differential forms with coefficients in a bundle.
Let degI η :=
∫
M Tr(ΛI)
k(η), for η ∈ Λk(M,EndB). The following claim is
implied by an elementary linear-algebraic computation.
Claim 3.21: Let M be a hyperka¨hler manifold, B a Hermitian vector
bundle over M , and Θ a 2-form on M with coefficients in su(B). Assume
that
ΛIΘ = 0, Θ ∈ Λ1,1I (M,EndB)
for some induced complex structure I. Assume, moreover, that Θ is square-
integrable. Let J be another induced complex structure, J 6= ±I. Then
degI Θ
2
> |degJ Θ2|,
and the equality is reached only if Θ is SU(2)-invariant.
Proof: The following general argument is used.
Sublemma 3.22: Let M be a Ka¨hler manifold, B a Hermitian vector
bundle over M , and Ξ a square-integrable 2-form on M with coefficients in
su(B). Then:
(i) For
ΛIΞ = 0, Ξ ∈ Λ1,1I (M,EndB)
we have
degI Ξ
2 = C
∫
M
|Ξ|2VolM,
where C = (4π2n(n− 1))−1 M .
(ii) For
Ξ ∈ Λ2,0I (M,EndB)⊕ Λ0,2I (M,EndB)
we have
degI Ξ
2 = −C
∫
M
|Ξ|2VolM,
where C is the same constant as appeared in (i).
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Proof: The proof is based on a linear-algebraic computation (so-called
Lu¨bcke-type argument). The same computation is used to prove Hodge-
Riemann bilinear relations.
Return to the proof of Claim 3.21. Let Θ = Θ1,1J + Θ
2,0
J + Θ
0,2
J be the
Hodge decomposition associated with J . The following Claim shows that
Θ1,1J satisfies conditions of Sublemma 3.22 (i).
Claim 3.23: Let M be a hyperka¨hler manifold, I, L induced complex
structures and Θ a 2-form on M satisfying
ΛIΘ = 0, Θ ∈ Λ1,1I (M).
Let Θ1,1L be the (1, 1)-component of Θ taken with respect to L. Then
ΛLΘ
1,1
L = 0.
Proof: Clearly, ΛLΘ
1,1
L = ΛLΘ. Consider the natural Hermitian struc-
ture on the space of 2-forms. Since Θ is of type (1, 1) with respect to
I, Θ is fiberwise orthogonal to the holomorphic symplectic form Ω =
ωJ +
√−1 ΩK ∈ Λ2,0I (M). By the same reason, Θ is orthogonal to Ω.
Therefore, Θ is orthogonal to ωJ and ωK . Since ΛIΘ = 0, Θ is also orthog-
onal to ωI . The map ΛL is a projection to the form ωL which is a linear
combination of ωI , ωJ and ωK. Since Θ is fiberwise orthogonal to ωL, we
have ΛLΘ = 0.
By Sublemma 3.22, we have
degJ
(
Θ1,1J
)2
= C
∫
M
|Θ1,1J |2
and
degJ
(
Θ2,0J +Θ
0,2
J
)2
= −C
∫
M
|Θ2,0J +Θ0,2J |2.
Thus,
degJ Θ
2 = C
∫
M
∣∣∣Θ1,1J ∣∣∣ 2− C ∫
M
∣∣∣Θ2,0J +Θ0,2J ∣∣∣ 2.
On the other hand,
degI Θ
2 = C
∫
M
|Θ| 2 = C
∫
M
∣∣∣Θ1,1J ∣∣∣ 2 + C ∫
M
∣∣∣Θ2,0J +Θ0,2J ∣∣∣ 2.
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Thus, degI Θ
2 > |degJ Θ2| unless Θ2,0J + Θ0,2J = 0. On the other hand,
Θ2,0J + Θ
0,2
J = 0 means that Θ is of type (1, 1) with respect to J . Consider
the standard U(1)-action on differential forms associated with the complex
structures I and J . These two U(1)-actions generate the whole Lie group
SU(2) acting on Λ2(M) (here we use that I 6= ±J). Since Θ is of type (1, 1)
with respect to I and J , this form is SU(2)-invariant. This proves Claim
3.21.
Return to the proof of Theorem 3.19. Let ∇ be the admissible Yang-
Mills connection in F , and Θ its curvature. Recall that the form TrΘ2
represents the cohomology class 2c2(F ) − r−1r c1(F )2, where ci are Chern
classes of F . Since the form TrΘ2 is square-integrable, the integral
degJ Θ
2 =
∫
M
TrΘ2ωn−2J
makes sense. In [BS], it was shown how to approximate the connection ∇
by smooth connections, via the heat equation. This argument, in particu-
lar, was used to show that the value of integrals like
∫
M TrΘ
2ωn−2J can be
computed through cohomology classes and the Gauss–Bonnet formula
TrΘ2 = 2c2(F )− r − 1
r
c1(F )
2.
Since the classes c2(F ), c1(F ) are SU(2)-invariant, we have
degI Θ
2 = degJ Θ
2
for all induced complex structures I, J . By Claim 3.21, this implies that Θ
is SU(2)-invariant. Theorem 3.19 is proven.
The same argument implies the following corollary.
Corollary 3.24: Let M be a compact hyperka¨hler manifold, I an in-
duced complex structure, F a stable reflexive sheaf on (M, I), and J be an
induced complex structure, J 6= ±I. Then
degI
(
2c2(F )− r − 1
r
c1(F )
2
)
>
∣∣∣∣degJ (2c2(F )− r − 1r c1(F )2
)∣∣∣∣ ,
and the equality holds if and only if F is hyperholomorphic.
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3.5 Tensor category of hyperholomorphic sheaves
This subsection is extraneous. Further on, we do not use the tensor structure
on the category of hyperholomorphic sheaves. However, we need the canon-
ical identification of the categories of hyperholomorphic sheaves associated
with different induced complex structures.
From Bando-Siu (Theorem 3.8) it follows that on a compact Ka¨hler
manifold a tensor product of stable reflexive sheaves is polystable. Similarly,
Theorem 3.19 implies that a tensor product of polystable hyperholomorphic
sheaves is polystable hyperholomorphic. We define the following category.
Definition 3.25: Let M be a compace hyperka¨hler manifold and I
an induced complex structure. Let Fst(M, I) be a category with objects
reflexive polystable hyperholomorphic sheaves and morphisms as in category
of coherent sheaves. This category is obviously additive. The tensor product
on Fst(M, I) is induced from the tensor product of coherent sheaves.
Claim 3.26: The category Fst(M, I) is abelian. Moreover, it is a Tan-
nakian tensor category.
Proof: Let ϕ : F1 −→ F2 be a morphism of hyperholomorphi sheaves.
In Definition 2.22 , we introduced a slope of a coherent sheaf. Clearly,
sl(F1) 6 sl(imϕ) 6 sl(F2). All hyperholomorphic sheaves have slope 0 by
Remark 3.12. Thus, sl(imϕ) = 0 and the subsheaf imϕ ⊂ F2 is destabiliz-
ing. Since F2 is polystable, this sheaf is decomposed:
F2 = imϕ⊕ cokerϕ.
A similar argument proves that F1 = kerϕ ⊕ coimϕ, with all summands
hyperholomorphic. This proves that Fst(M, I) is abelian. The Tannakian
properties are clear.
The category Fst(M, I) does not depend from the choice of induced
complex structure I:
Theorem 3.27: Let M be a compact hyperka¨hler manifold, I1, I2 in-
duced complex structures and Fst(M, I1), Fst(M, I2) the associated cate-
gories of polystable reflexive hyperholomorphic sheaves. Then, there exists
a natural equivalence of tensor categories
ΦI1,I2 : Fst(M, I1)−→Fst(M, I2).
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Proof: Let F ∈ Fst(M, I1) be a reflexive polystable hyperholomorphic
sheaf and ∇ the canonical admissible Yang-Mills connection. Consider
the sheaf F on the twistor space Tw(M) constructed as in the proof of
Proposition 3.17. Restricting F to π−1(I2) ⊂ Tw(M), we obtain a coherent
sheaf F ′ on (M, I2). As we have shown in the proof of Proposition 3.17, the
sheaf (F ′)∗∗ is polystable hyperholomorphic. Let ΦI1,I2(F ) := (F
′)∗∗. It is
easy to check that thus constructed map of objects gives a functor
ΦI1,I2 : Fst(M, I1)−→Fst(M, I2),
and moreover, ΦI1,I2 ◦ΦI2,I1 = Id. This shows that ΦI1,I2 is an equivalence.
Theorem 3.27 is proven.
Definition 3.28: By Theorem 3.27, the category Fst(M, I1) is indepen-
dent from the choice of induced complex structure. We call this category
the category of polystable hyperholomorphic reflexive sheaves on
M and denote it by F(M). The objects of F(M) are called hyperholo-
morphic sheaves on M . For a hyperholomorphic sheaf on M , we denote
by FI the corresponding sheaf from Fst(M, I1).
Remark 3.29: Using the same argument as proves Theorem 10.8 (ii),
it is easy to check that the category F(M) is a deformational invariant of
M . That is, for two hyperka¨hler manifolds M1, M2 which are deforma-
tionally equivalent, the categories F(Mi) are also equivalent, assuming that
Pic(M1) = Pic(M2) = 0. The proof of this result is essentially contained in
[V3-bis].
Remark 3.30: As Deligne proved ([D]), for a each Tannakian category
C equipped with a fiber functor, there exists a natural pro-algebraic group G
such that C is a group of representations of G. For F(M), there are several
natural fiber functors. The simplest one is defined for each induced complex
structure I such that (M, I) is algebraic (such complex structures always
exist, as proven in [F]; see also [V-a] and Subsection 4.1). Let K(M, I)
is the space of rational functions on (M, I). For F ∈ Fst(M, I), consider
the functor F −→ ηI(F ), where ηI(F ) is the space of global sections of F ⊗
K(M, I). This is clearly a fiber functor, which associates to F(M) the group
GI . The corresponding pro-algebraic group GI is a deformational, that is,
topological, invariant of the hyperka¨hler manifold.
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4 Cohomology of hyperka¨hler manifolds
This section contains a serie of preliminary results which are used further
on to define and study the C-restricted complex structures.
4.1 Algebraic induced complex structures
This subsection contains a recapitulation of results of [V-a].
A more general version of the following theorem was proven by A. Fujiki
([F], Theorem 4.8 (2)).
Theorem 4.1: Let M be a compact simple hyperka¨hler manifold and
R be the set of induced complex structures R ∼= CP 1. Let Ralg ⊂ R be the
set of all algebraic induced complex structures. Then Ralg is countable and
dense in R.
Proof: This is [V-a], Theorem 2.2.
In the proof of Theorem 4.1, the following important lemma was used.
Lemma 4.2:
(i) Let O ⊂ H2(M,R) be the set of all cohomology classes which are Ka¨hler
with respect to some induced comples structure. Then O is open in
H2(M,R). Moreover, for all ω ∈ O, the class ω is not SU(2)-invariant.
(ii) Let η ∈ H2(M,R) be a cohomology class which is not SU(2)-invariant.
Then there exists a unique up to a sign induced complex structure
I ∈ R/{±1} such that η belongs to H1,1I (M).
Proof: This statement is a form of [V-a], Lemma 2.3.
4.2 The action of so(5) on the cohomology of a hyperka¨hler
manifold
This subsection is a recollection of data from [V0] and [V2(II)].
Let M be a hyperka¨hler manifold. For an induced complex structure R
overM , consider the Ka¨hler form ωR = (·, R·), where (·, ·) is the Riemannian
form. As usually, LR denotes the operator of exterior multiplication by ωR,
which is acting on the differential forms A∗(M,C) over M . Consider the
adjoint operator to LR, denoted by ΛR.
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One may ask oneself, what algebra is generated by LR and ΛR for all
induced complex structures R? The answer was given in [V0], where the
following theorem was proven.
Theorem 4.3: ([V0]) Let M,H be a hyperka¨hler manifold, and aH be
a Lie algebra generated by LR and ΛR for all induced complex structures R
over M . Then the Lie algebra aH is isomorphic to so(4, 1).
The following facts about a structure of aH were also proven in [V0].
Let I, J and K be three induced complex structures on M , such that
I ◦ J = −J ◦ I = K. For an induced complex structure R, consider an
operator adR on cohomology, acting on (p, q)-forms as a multiplication by
(p − q)√−1 . The operators adR generate a 3-dimensional Lie algebra gH,
which is isomorphic to su(2). This algebra coincides with the Lie algebra as-
sociated to the standard SU(2)-action on H∗(M). The algebra aH contains
gH as a subalgebra, as follows:
[ΛJ , LK ] = [LJ ,ΛK ] = ad I (etc). (4.1)
The algebra aH is 10-dimensional. It has the following basis: LR,ΛR, ad R
(R = I, J,K) and the element H = [LR,ΛR]. The operator H is a standard
Hodge operator; it acts on r-forms over M as multiplication by a scalar
n− r, where n = dimCM .
Definition 4.4: Let g be a semisimple Lie algebra, V its representation
and V = ⊕Vα a g-invariant decompostion of V , such that for all α, Vα is a
direct sum of isomorphic finite-dimensional representationsWα of V , and all
Wα are distinct. Then the decomposition V = ⊕Vα is called the isotypic
decomposition of V .
It is clear that for all finite-dimensional representations, isotypic decom-
position always exists and is unique.
Let M be a compact hyperka¨hler manifold. Consider the cohomology
space H∗(M) equipped with the natural action of aH = so(5). Let H
∗
o ⊂
H∗(M) be the isotypic component containing H0(M) ⊂ H∗(M). Using the
root system written explicitly for aH in [V0], [V3], it is easy to check that
H∗o (M) is an irreducible representation of so(5). Let p : H
∗(M)−→H∗o (M)
be the unique so(5)-invariant projection, and i : H∗o (M) →֒ H∗(M) the
natural embedding.
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Let M be a compact hyperka¨hler manifold, I an induced complex struc-
ture, and ωI the corresponding Ka¨hler form. Consider the degree map
degI : H
2p(M)−→ C, η −→ ∫M η ∧ ωn−pI , where n = dimC M .
Proposition 4.5: The space
H∗o (M) ⊂ H∗(M)
is a subalgebra of H∗(M), which is invariant under the SU(2)-action. More-
over, for all induced complex structures I, the degree map
degI : H
∗(M)−→ C
satisfies
degI(η) = degI(i(p(η)),
where i : H∗o (M) →֒ H∗(M), p : H∗(M)−→H∗o (M) are the so(5)-invariant
maps defined above. And finally, the projection p : H∗(M)−→H∗o (M) is
SU(2)-invariant.
Proof: The space H∗o (M) is generated from 1 ∈ H0(M) by operators
LR, ΛR. To prove that H
∗
o (M) is closed under multiplication, we have
to show that H∗o (M) is generated (as a linear space) by expressions of type
Lr1 ◦LR2 ◦ ...◦1. By (4.1), the commutators of LR, ΛR map such expressions
to linear combinations of such expressions. On the other hand, the operators
ΛR map 1 to zero. Thus, the operators ΛR map expressions of type Lr1 ◦
LR2 ◦ ... ◦ 1 to linear combinations of such expressions. This proves that
H∗o (M) is closed under multiplication. The second statement of Proposition
4.5 is clear (see, e. g. [V2(II)], proof of Proposition 4.5). It remains to
show that H∗o (M) ⊂ H∗(M) is an SU(2)-invariant subspace and that p :
H∗(M)−→H∗o (M) is compatible with the SU(2)-action. From (4.1), we
obtain that the Lie group GA associated with aH ∼= so(1, 4) contains SU(2)
acting in a standard way on H∗(M). Since the map p : H∗(M)−→H∗o (M)
commutes with GA-action, p also commutes with SU(2)-action. We proved
Proposition 4.5.
4.3 Structure of the cohomology ring
In [V3] (see also [V3-bis]), we have computed explicitly the subalgebra of
cohomology of M generated by H2(M). This computation can be summed
up as follows.
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Theorem 4.6: ([V3], Theorem 15.2) Let M be a compact hyperka¨hler
manifold, H1(M) = 0, dimCM = 2n, and H
∗
r (M) the subalgebra of coho-
mology of M generated by H2(M). Then{
H2ir (M)
∼= SiH2(M) for i 6 n, and
H2ir (M)
∼= S2n−iH2(M) for i > n
Theorem 4.7: Let M be a simple hyperka¨hler manifold. Consider the
group G generated by a union of all SU(2) for all hyperka¨hler structures on
M . Then the Lie algebra of G is isomorphic to so(H2(M)), for a certain nat-
ural integer bilinear symmetric form onH2(M), called Bogomolov-Beauville
form.
Proof: [V3] (see also [V3-bis]).
The key element in the proof of Theorem 4.6 and Theorem 4.7 is the
following algebraic computation.
Theorem 4.8: Let M be a simple hyperka¨hler manifold, and H a hy-
perka¨hler structure on M . Consider the Lie subalgebra
aH ⊂ End(H∗(M)), aH ∼= so(1, 4),
associated with the hyperka¨hler structure (Subsection 4.2). Let
g ⊂ End(H∗(M))
be the Lie algebra generated by subalgebras aH ⊂ End(H∗(M)), for all
hyperka¨her structures H on M . Then
(i) The algebra g is naturally isomorphic to the Lie algebra so(V ⊕ H),
where V is the linear space H2(M,R) equipped with the Bogomolov–
Beauville pairing, and H is a 2-dimensional vector space with a quad-
ratic form of signature (1,−1).
(ii) The space H∗r (M) is invariant under the action of g, Moreover,
H∗r (M) ⊂ H∗(M)
is an isotypic 1 component of the space H∗(M) considered as a repre-
sentation of g.
1See Definition 4.4 for the definition of isotypic decomposition.
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Proof: [V3] (see also [V3-bis]).
As one of the consequences of Theorem 4.6, we obtain the following
lemma, which will be used further on in this paper.
Lemma 4.9: Let M be a simple hyperka¨hler manifold, dimHM = n,
and p : H∗(M)−→H∗o (M) the map defined in Subsection 4.2. Then, for
all x, y ∈ H∗r (M), we have
p(x)p(y) = p(xy), whenever xy ∈
⊕
i62n
H i(M).
Proof: Let ωI , ωJ , ωK , x1, ..., xn be an orthonormal basis in H
2(M).
Clearly, the vectors x1, ..., xk are SU(2)-invariant. Therefore, these vectors
are highest vectors of the corresponding aH-representations, with respect to
the root system and Cartan subalgebra for aH which is written in [V0] or
[V3]. We obtain that the monomials
Pk1,k2,k3,{ni} = ω
k1
I ω
k2
J ω
k3
K
∏
xnii ,
∑
ni = N, Pk1,k2,k3,{ni} ∈
⊕
i62n
H i(M)
belong to the different isotypical components for different N ’s. By Theorem
4.6, a product of two such monomials Pk1,k2,k3,{ni} and Pk′1,k′2,k′3,{n′i} is equal
to Pk1+k′1,k2+k′2,k3+k′3,{ni+n′i}, assuming that
Pk1,k2,k3,{ni}Pk′1,k′2,k′3,{n′i} ∈
⊕
i62n
H i(M).
Thus, the isotypical decomposition associated with the aH-action is com-
patible with multiplicative structure on H∗(M), for low-dimensional cycles.
This implies Lemma 4.9.
We shall use the following corollary of Lemma 4.9.
Corollary 4.10: LetM be a simple hyperka¨hler manifold, dimHM > 1,
and ω1, ω2 ∈ H2(M) cohomology classes which are SU(2)-invariant. Then,
for all induced complex structures I, we have degI(ω1ω2) = 0.
Proof: By definition, the classes ω1, ω2 satisfy ωi ∈ ker p. By Lemma
4.9, we have ω1ω2 ∈ ker p. By Proposition 4.5, degI ω1ω2 = 0.
Let ω be a rational Ka¨hler form. The corresponding sl(2)-action on
H∗(M) is clearly compatible with the rational structure onH∗(M). It is easy
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to see (using, for instance, Lemma 4.2) that g is generated by sl(2)-triples as-
sociated with rational Ka¨hler forms ω. Therefore, the action of g on H∗(M)
is compatible with the rational structure on H∗(M). Using the isotypic de-
composition, we define a natural g-invariant map r : H∗(M)−→H∗r (M).
Further on, we shall use the following properties of this map.
Claim 4.11:
(i) The map r : H∗(M)−→H∗r (M) is compatible with the rational struc-
ture on H∗(M).
(ii) For every x ∈ ker r, and every hyperka¨hler structure H, the corre-
sponding map p : H∗(M)−→H∗o (M) satisfies p(x) = 0.
(iii) For every x ∈ ker r, every hyperka¨hler structure H, and every induced
complex structure I on M , we have degI x = 0.
Proof: Claim 4.11 (i) is clear, because the action of g on H∗(M) is
compatible with the rational structure on H∗(M). To prove Claim 4.11 (ii),
we notice that the space H∗r (M) is generated from H
0(M) by the action of
g, and H∗o (M) is generated from H
0(M) by the action of aH. Since aH is
by definition a subalgebra in g, we have H∗o (M) ⊂ H∗r (M). The isotypic
projection r : H∗(M)−→H∗r (M) is by definition compatible with the g-
action. Since aH ⊂ g, the map r is also compatible with the aH-action.
Therefore, ker r ⊂ ker p. Claim 4.11 (iii) is implied by Claim 4.11 (ii) and
Proposition 4.5.
Let xi be an basis in H
2(M,Q) which is rational and orthonormal with
respect to Bogomolov-Beauville pairing, (xi, xi)B = εi = ±1. Consider the
cohomology class θ′ := εix
2
i ∈ H4(M,Q). Let θ ∈ H4(M,Z) be a non-zero
integer cohomology class which is proportional to θ′. From results of [V3]
(see also [V3-bis]), the following proposition can be easily deduced.
Proposition 4.12: The cohomology class θ ∈ H4(M,Z) is SU(2)-
invariant for all hyperka¨hler structures on M . Moreover, for a generic hy-
perka¨hler structure, the group of SU(2)-invariant integer classes α ∈ H4r (M)
has rank one, where H∗r (M) is the subalgebra of cohomology generated by
H2(M).
Proof: Clearly, if an integer class α is SU(2)-invariant for a generic
hyperka¨hler structure, then α is G-invariant, where G is the group de-
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fined in Theorem 4.7. On the other hand, H4r (M)
∼= S2(H2(M)), as fol-
lows from Theorem 4.6. Clearly, the vector θ ∈ H4r (M) ∼= S2(H2(M)) is
so(H2(M))-invariant. Moreover, the space of so(H2(M))-invariant vectors
in S2(H2(M)) is one-dimensional. Finally, from an explicit computation
of G it follows that G acts on H4(M) as SO(H2(M)), and thus, the Lie
algebra invariants coincide with invariants of G. We found that the space of
G-invariants in H4r (M) is one-dimensional and generated by θ. This proves
Proposition 4.12.
Remark 4.13: It is clear how to generalize Proposition 4.12 from di-
mension 4 to all dimensions. The spaceH2dr (M)
G of G-invariants inH2dr (M)
is 1-dimensional for d even and zero-dimensional for d odd.
4.4 Cohomology classes of CA-type
LetM be a compact hyperka¨hler manifold, and I an induced complex struc-
ture. All cohomology classes which appear as fundamental classes of com-
plex subvarieties of (M, I) satisfy certain properties. Classes satisfying these
properties are called classes of CA-type, from Complex Analytic. Here is
the definition of CA-type.
Definition 4.14: Let η ∈ H2,2I (M)∩H4(M,Z) be an integer (2,2)-class.
Assume that for all induced complex structures J , satisfying I ◦J = −J ◦ I,
we have degI(η) > degJ(η), and the equality is reached only if η is SU(2)-
invariant. Assume, moreover, that degI(η) > |degJ(η)|. Then η is called a
class of CA-type.
Theorem 4.15: Let M be a simple hyperka¨hler manifold, of dimension
dimHM > 1, I an induced complex structure, and η ∈ H2,2I (M)∩H4(M,Z)
an integer (2,2)-class. Assume that one of the following conditions holds.
(i) There exists a complex subvariety X ⊂ (M, I) such that η is the funda-
mental class of X
(ii) There exists a stable coherent torsion-free sheaf F over (M, I), such
that the first Chern class of F is zero, and η = c2(F ).
Then η is of CA-type.
Proof: Theorem 4.15 (i) is a direct consequence of Wirtinger’s inequality
(Proposition 2.11). It remains to prove Theorem 4.15 (ii).
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We assume, temporarily, that F is reflexive. By Corollary 3.24, we have
degI(2c2(F )−
r − 1
r
c1(F )
2) >
∣∣∣∣degJ(2c2(F )− r − 1r c1(F )2)
∣∣∣∣ , (4.2)
and the equality happens only if F is hyperholomorphic. Since c1(F ) is
SU(2)-invariant, we have degI(c1(F )
2) = degJ(c1(F )
2) = 0 (Corollary 4.10).
Thus, (4.2) implies that
degI 2c2(F ) > |degJ 2c2(F )|
and the inequality is strict unless F is hyperholomorphic, in which case, the
class c2(F ) is SU(2)-invariant by definition. We have proven Theorem 4.15
(ii) for the case of reflexive F .
For F not necessary reflexive sheaf, we have shown in the proof of Claim
3.13 that
c2(F ) = c2(F
∗∗) +
∑
ni[Xi],
where ni are positive integers, and [Xi] are the fundamental classes of ir-
reducible components of support of the sheaf F ∗∗/F . Therefore, the class
c2(F ) is a sum of classes of CA-type. Clearly, a sum of cohomology classes
of CA-type is again a class of CA-type. This proves Theorem 4.15.
5 C-restricted complex structures on hyperka¨hler
manifolds
5.1 Existence of C-restricted complex structures
We assume from now till the end of this section that the hyperka¨hler man-
ifold M is simple (Definition 2.7). This assumption can be avoided, but it
simplifies notation.
We assume from now till the end of this section that the hyperka¨hler
manifold M is compact of real dimension dimRM > 8, i. e. dimHM > 2.
This assumption is absolutely necessary. The case of hyperka¨hler surfaces
with dimHM = 1 (torus and K3 surface) is trivial and for our purposes not
interesting. It is not difficult to extend our definitions and results to the case
of a compact hyperka¨hler manifold which is a product of simple hyperka¨hler
manifolds with dimHM > 2.
Definition 5.1: Let M be a compact hyperka¨hler manifold, and I an
induced complex structure. As usually, we denote by degI : H
2p(M)−→ C
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the associated degree map, and by H∗(M) = ⊕Hp,qI (M) the Hodge decom-
position. Assume that I is algebraic. Let C be a positive real number. We
say that the induced complex structure I is C-restricted if the following
conditions hold.
(i) For all non-SU(2)-invariant cohomology classes classes η ∈ H1,1I (M) ∩
H2(M,Z), we have |degI(η)| > C.
(ii) Let η ∈ H2,2I (M) be a cohomology class of CA-type which is not SU(2)-
invariant. Then |degI(η)| > C.
The heuristic (completely informal) meaning of this definition is the
following. The degree map plays the role of the metric on the cohomology.
Cohomology classes with small degrees are “small”, the rest is “big”. Under
reasonably strong assumptions, there are only finitely many “small” integer
classes, and the rest is “big”. For each non-SU(2)-invariant cohomology
class η there exists at most two induced complex structures for which η is
of type (p, p). Thus, for most induced complex structures, all non-SU(2)-
invariant integer (p, p) classes are “big”. Intuitively, the C-restriction means
that all non-SU(2)-invariant integer (1,1) and (2,2)-cohomology classes are
“big”. This definition is needed for the study of first and second Chern
classes of sheaves. The following property of C-restricted complex structures
is used (see Theorem 4.15): for every subvariety X ⊂ (M, I) of complex
codimension 2, either X is trianalytic or degI(X) > C.
Definition 5.2: Let M be a compact manifold, and H a hyperka¨hler
structure on M . We say that H admits C-restricted complex struc-
tures if for all C > 0, the set of all C-restricted algebraic complex structures
is dense in the set RH = CP 1 of all induced complex structures.
Proposition 5.3: Let M be a compact simple hyperka¨hler manifold,
dimH(M) > 1, and r : H
4(M)−→H4r (M) be the map defined in Claim
4.11. Assume that for all algebraic induced complex structures I, the group
H1,1I (M) ∩H2(M,Z) has rank one, and the group
H2,2I (M) ∩H4(M,Z)/(ker r)
has rank 2. Then M admits C-restricted complex structures.
Proof: The proof of Proposition 5.3 takes the rest of this section.
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Denote by R the set R ∼= CP 1 of all induced complex structures on M .
Consider the setR/{±1} of induced complex structures up to a sign (Lemma
4.2). Let α ∈ H2(M) be a cohomology class which is not SU(2)-invariant.
According to Lemma 4.2, there exists a unique element c(α) ∈ R/{±1} such
that α ∈ H1,1c(α)(M). This defines a map
c :
(
H2(M,R)\H2inv(M)
) −→R/{±1},
where H2inv(M) ⊂ H2(M) is the set of all SU(2)-invariant cohomology
classes. For induced complex structures I and −I, and η ∈ H2p(M), the
degree maps satisfy
degI(η) = (−1)p deg−I(η). (5.1)
Thus, the number |degI(η)| is independent from the sign of I.
Let η ∈ H∗(M,Z) be a cohomology class. The largest divisor of η is
the biggest positive integer number k such that the cohomology class ηk is
also integer.
Let α ∈ H2(M,Z) be an integer cohomology class, which is not SU(2)-
invariant, k its largest divisor and α˜ := αk the corresponding integer class.
Denote by d˜eg(α) the number
d˜eg(α) :=
∣∣∣degc(α)(α˜)∣∣∣ .
The induced complex structure c(α) is defined up to a sign, but from (5.1)
it is clear that d˜eg(α) is independent from the choice of a sign.
Lemma 5.4: Let M be a compact hyperka¨hler manifold, and I be
an algebraic induced complex structure, such that the group H1,1I (M) ∩
H2(M,Z) has rank one, and the group H2,2I (M) ∩ H4(M,Z)/(ker r) has
rank 2. Denote by α the generator of H1,1I (M) ∩H2(M,Z). Since the class
α is proportional to a Ka¨hler form, α is not SU(2)-invariant (Lemma 4.2,
(i)). Let d := d˜egα. Then, there exists a positive real constant A depending
on volume ofM , its topology and its dimension, such that I is d·A-restricted.
Proof: This lemma is a trivial calculation based on results of [V3] (see
also [V3-bis] and Subsection 4.3).
Since H1,1I (M)∩H2(M,Z) has rank one, for all η ∈ H1,1I (M)∩H2(M,Z),
η 6= 0, we have |degI η| > d. This proves the first condition of Definition
5.1.
– 46 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
Let θ be the SU(2)-invariant integer cycle θ ∈ H4(M) defined in Propo-
sition 4.12. By Lemma 2.6, θ ∈ H2,2I (M). Consider α2 ∈ H2,2I (M), where α
is the generator of H1,1I (M) ∩H2(M,Z).
Sublemma 5.5: Let J be an induced complex structure, J ◦I = −J ◦I,
and degI , degJ the degree maps associated with I, J . Then
degI α
2 > 0,degJ α
2 = 0,degI θ = degJ θ > 0.
Proof: Since α is a Ka¨hler class with respect to I, we have degI α
2 > 0.
Since the cohomology class θ is SU(2)-invariant, and SU(2) acts transitively
on the set of induced complex structures, we have degI θ = degJ θ. It
remains to show that degJ α
2 = 0 and degJ θ > 0. The manifold M is by
our assumptions simple; thus, dimH2,0(M) = 1 ([Bes]). Therefore, in the
natural SU(2)-invariant decomposition
H2(M) = H2inv(M)⊕H2+(M), (5.2)
we have dimH2+(M) = 3. In particular, the intersection H
2
+(M) ∩H1,1I (M)
is 1-dimensional. Consider the decomposition of α, associated with (5.2):
α = α+ + αinv. Since α is of type (1, 1) with respect to I, the class α+
is proportional to the Ka¨hler class ωI , with positive coefficient. A similar
argument leads to the following decomposition for θ:
θ = ω2I + ω
2
J + ω
2
K +
∑
x2i ,
where K = I ◦ J is an induced complex structure, and the classes xi belong
to H2inv(M). From Corollary 4.10, we obtain that the classes x
2
i satisfy
degI(x
2
i ) = 0 (here we use dimH(M) > 1). Thus,
degI(θ) = degI(ω
2
I + ω
2
J + ω
2
K) = degI(ω
2
I ) > 0.
Similarly one checks that
degJ(α
2) = degJ((α+ + αinv)
2) = degJ(α
2
+) = degJ(c
2ωI) = 0.
This proves Sublemma 5.5.
Return to the proof of Lemma 5.4. Since degI α
2 6= degJ α2, the class
α2 is not SU(2)-invariant. Since θ is SU(2)-invariant, θ is not collinear with
α2. The degrees degI of θ and α
2 are non-zero; we have degI(θ) = degJ(θ),
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degI(α
2) 6= degJ(α2) for J an induced complex structure, J 6= ±I. By
Proposition 4.5, no non-trivial linear combination of θ, α2 belongs to ker p.
By Claim 4.11 (ii), the classes θ, α2 generate a 2-dimensional subspace in
H4(M,Q)/ ker r.
By assumptions of Lemma 5.4, the group H2,2I (M) ∩ H4(M,Z)/(ker r)
has rank 2. Therefore ω and α2 generate the space
H2,2I (M) ∩H4(M,Q)/(ker r).
To prove Lemma 5.4 it suffices to show that for all integer classes
β = aα2 + bθ, a ∈ Q\0, degI β > degJ β,
we have |degI β| > A · d, for a constant A depending only on volume,
topology and dimension of M . Since degI β > |degJ β|, and degJ α2 = 0
(Sublemma 5.5), we have
degI(aα
2 + bθ) > |degJ bθ|.
Therefore, either a and b have the same sign, or degI(aα
2) > 2 degI(bθ). In
both cases,
|degI β| >
1
2
degI(aα
2). (5.3)
Let x ∈ Q>0 be the smallest positive rational value of a for which there exists
an integer class β = aα2 + bθ. We have an integer lattice L1 in H
4
r (M)
provided by the products of integer classes; the integer lattice L2 ⊃ L1
provided by integer cycles might be different from that one. Clearly, x is
greater than determinant det(L1/L2) of L1 over L2, and this determinant is
determined by the topology of M .
Form the definition of x and (5.3), we have |degI β| > x2 degI(α2). On
the other hand, degI(α
2) > C degI(α), where C is a constant depending on
volume and dimension of M . Setting A := x2 · C, we obtain |degI β| >
x2 · C · d. This proves Lemma 5.4.
Consider the maps
d˜eg : H2(M,Z)\H2inv(M)−→ R,
c : H2(M)\H2inv(M)−→R/{±1}
introduced in the beginning of the proof of Proposition 5.3.
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Lemma 5.6: In assumptions of Proposition 5.3, let
O ⊂ H2(M,R)\H2inv(M)
be an open subset of H2(M,R), such that for all x ∈ O, k ∈ R>0, we have
k · x ∈ O. Assume that O contains the Ka¨hler class ωI for all induced
complex structures I ∈ R. For a positive number C ∈ R>0, consider the set
XC ⊂ O
XC :=
{
α ∈ O ∩H2(M,Z) | d˜eg(α) > C
}
.
Then c(XC) is dense in R/{±1} for all C ∈ R>0.
Proof: The map d˜eg can be expressed in the following wey. We call an
integer cohomology class α ∈ H2(M,Z) indivisible if its largest divisor is
1, that is, there are no integer classes α′, and numbers k ∈ Z, k > 1, such
that α = kα′.
Sublemma 5.7: Let α ∈ H2(M) be an non-SU(2)-invariant cohomology
class and α = αinv + α+ be a decomposition associated with (5.2). Assume
that α is indivisible. Then
d˜eg(α) = C
√
((α+, α+)B), (5.4)
where (·, ·)B is the Bogomolov-Beauville pairing on H2(M) ([V3-bis]; see
also Theorem 4.7), and C a constant depending on dimM , VolM .
Proof: By Proposition 4.5,
degI(α) = degI(α+)
(clearly, p(α) = α+). By definition of (·, ·)B, we have
degI(α+) = (α+, ωc(α))B
On the other hand, α+ is collinear with ωc(α) by definition of the map c.
Now (5.4) follows trivially from routine properties of bilinear forms.
Let I be an induced complex structure such that the cohomology class
ωI is irrational: ωI /∈ H2(M,Q).
To prove Lemma 5.6, we have to produce a sequence xi ∈
O ∩H2(M,Z) such that
(i) c(xi) converges to I,
(ii) and lim d˜eg(xi) =∞.
(5.5)
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We introduce a metric (·, ·)H on H2(M,R),
(α, β)H := (α+, β+)B − (αinv, βinv)B.
It is easy to check that (·, ·)H is positive definite ([V3]). For every ε, there
exists a rational class ωε ∈ H2(M,Q) which approximates ωI with precision
(ωε − ωI , ωε − ωI)H < ε.
Since O is open and contains ωI , we may assume that ωε belongs to O.
Take a sequence εi converging to 0, and let x˜i := ωεi be the corresponding
sequence of rational cohomology cycles. Let xi := λix˜i be the minimal
positive integer such that xi ∈ H2(M,Z). We are going to show that the
sequence xi satisfies the conditions of (5.5). First of all, x˜i converges to ωI ,
and the map
c : H2(M)\H2inv(M)−→R/{±1}
is continuous. Therefore, lim c(x˜i) = c(ωI) = I. By construction of c, c
satisfies c(x) = c(λx), and thus, c(xi) = c(x˜i). This proves the condition (i)
of (5.5). On the other hand, since ωI is irrational, the sequence λi goes to
infinity. Therefore,
lim(xi, xi)H =∞.
It remains to compare (xi, xi)H with d˜egxi. By (5.4),
d˜egxi =
√
((xi)+, (xi)+)B.
On the other hand, since (xi)+ ∈ H2+(M), we have
((xi)+, (xi)+)B = ((xi)+, (xi)+)H.
To prove (5.5) (ii), it remains to show that
lim((xi)+, (xi)+)H = lim(xi, xi)H.
Since the cohomology class x˜i ∈ H2(M,Q) ε-approximates ωI , and ωI be-
longs to H2+(M), we have
(x˜i − (x˜i)+, x˜i − (x˜i)+)H < εi.
Therefore,
(xi − (xi)+, xi − (xi)+)H < λiεi. (5.6)
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On the other hand, for i sufficiently big, the cohomology class x˜i approaches
ωI , and
(xi, xi)H >
1
2
λi(ωI , ωI)H (5.7)
Comparing (5.6) and (5.7) and using the distance property for the distance
given by
√
(·, ·)H, we find that
√
(xi)+, (xi)+ >
√
1
2
λi(ωI , ωI)H −
√
λiεi =
√
λi ·
(√
1
2
(ωI , ωI)H −√εi
)
.
(5.8)
Since εi converges to 0 and λi converges to infinity, the right hand side of
(5.8) converges to infinity. On the other hand, by (5.4) the left hand side
of (5.8) is equal constant times d˜egxi, so lim d˜egxi = ∞. This proves the
second condition of (5.5). Lemma 5.6 is proven.
We use Lemma 5.4 and Lemma 5.6 in order to finish the proof of Propo-
sition 5.3.
LetM be a compact hyperka¨hler manifold, andO ⊂ H2(M,R) be the set
of all Ka¨hler classes for the Ka¨hler metrics compatible with one of induced
complex structures. By Lemma 4.2, O is open in H2(M,R). Applying
Lemma 5.6 to O, we obtain the following. In assumptions of Proposition
5.3, let YC ⊂ R be the set of all algebraic induced complex structures I with
d˜egα > C, where α is a rational Ka¨hler class, α ∈ H1,1(M) ∩ H2(M,Z).
Then YC is dense in R. Now, Lemma 5.4, implies that for all I ∈ YC , the
induced complex structure I is A · C-restricted, where A is the universal
constant of Lemma 5.4. Thus, for all C the set of C-restricted induced
complex structures is dense in R. This proves that M admits C-restricted
complex structures. We finished the proof of Proposition 5.3.
5.2 Hyperka¨hler structures admitting C-restricted complex
structures
Let M be a compact complex manifold admitting a hyperka¨hler structure
H. Assume that (M,H) is a simple hyperka¨hler manifold of dimension
dimHM > 1. The following definition of (coarse, marked) moduli space for
complex and hyperka¨hler structures on M is standard.
Definition 5.8: LetMC∞ be theM considered as a differential manifold,
C˜omp be the set of all integrable complex structures, and H˜yp be the set of
all hyperka¨hler structures on MC∞ . The set H˜yp is equipped with a natural
– 51 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
topology. Let H˜yp
0
be a connected component of H˜yp containing H and
C˜omp
0
be a set of all complex structures I ∈ C˜omp which are compatible
with some hyperka¨hler structure H1 ∈ H˜yp
0
. Let Diff be the group of
diffeomorphisms of M which act trivially on the cohomology. The coarse,
marked moduli Hyp of hyperka¨hler structures on M is the quotient Hyp :=
H˜yp
0
/Diff equipped with a natural topology. The coarse, marked moduli
Comp of complex structures on M is defined as Comp := C˜omp
0
/Diff. For
a detailed discussion of various aspects of this definition, see [V3].
Consider the variety
X ⊂ PH2(M,C),
consisting of all lines l ∈ PH2(M,C) which are isotropic with respect to the
Bogomolov-Beauville’s pairing:
X := {l ∈ H2(M,C) | (l, l)B = 0}.
Since M is simple, dimH2,0(M, I) = 1 for all induced complex structures.
Let Pc : Comp−→ PH2(M,C) map I to the line H2,0I (M) ⊂ H2(M,C).
The map Pc is called the period map. It is well known that Comp is
equipped with a natural complex structure. From general properties of the
period map it follows that Pc is compatible with this complex structure.
Clearly from the definition of Bogomolov-Beauville’s form, Pc(I) ∈ X for
all induced complex structures I ∈ Comp (see [Bea] for details).
Theorem 5.9: [Bes] (Bogomolov) The complex analytic map
Pc : Comp−→X
is locally an etale covering. 1
It is possible to formulate a similar statement about hyperka¨hler struc-
tures. For a hyperka¨hler structure H, consider the set RH ⊂ Comp of all
induced complex structures associated with this hyperka¨hler structure. The
subset RH ⊂ Comp is a complex analytic subvariety, which is isomorphic
to CP 1. Let S := Pc(RH) be the corresponding projective line in X, and
1The space Comp is smooth, as follows from Theorem 5.9. This space is, however, in
most cases not separable ([H]). The space Hyp has no natural complex structures, and
can be odd-dimensional.
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L(X) be the space of smooth deformations of S in X. The points of L(X)
correspond to smooth rational curves of degree 2 in PH2(M,C). For every
such curve s, there exists a unique 3-dimensional plane L(s) ⊂ H2(M,C),
such that s is contained in PL. Let Gr be the Grassmanian manifold of
all 3-dimensional planes in H2(M,C) and Gr0 ⊂ Gr the set of all planes
L ∈ Gr such that the restriction of the Bogomolov-Beauville form to L
is non-degenerate. Let L(X) ⊂ L(X) be the space of all rational curves
s ∈ L(X) such that the restriction of the Bogomolov-Beauville form to
L(s) is non-degenerate: L(s) ∈ Gr0. The correspondence s−→ L(s) gives a
map κ : L(X)−→Gr0.
Lemma 5.10: The map κ : L(X)−→Gr0 is an isomorphism of complex
varieties.
Proof: For every plane L ∈ Gr0, consider the set s(L) of all isotropic
lines l ∈ L, that is, lines satisfying (l, l)B = 0. Since (·, ·)B
∣∣∣
L
is non-
degenerate, the set s(L) is a rational curve in PL. Clearly, this curve has
degree 2. Therefore, s(L) belongs to X(L). The map L−→ s(L) is inverse
to κ.
Consider the standard anticomplex involution
ι : H2(M,C)−→H2(M,C), η −→ η.
Clearly, ι is compatible with the Bogomolov-Beauville form. Therefore, ι
acts on L(X) as an anticomplex involution. Let L(X)ι ⊂ L(X) be the set
of all S ∈ L(X) fixed by ι.
Every hyperka¨hler structure
H ∈ Hyp
gives a rational curve RH ⊂ Comp with points corresponding all induced
complex structures. Let Ph(H) ⊂ X be the line Pc(RH). Clearly from
the definition, Ph(H) belongs to L(X)ι. We have constructed a map Ph :
Hyp−→ L(X)ι. Let L(Comp) be the space of deformations if RH in Comp.
Denote by
γ : Hyp−→ L(Comp)
the map H−→RH. The following result gives a hyperka¨hler analogue of
Bogomolov’s theorem (Theorem 5.9).
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Theorem 5.11: The map γ : Hyp−→ L(Comp) is an embedding. The
map Ph : Hyp−→ L(X)ι is locally a covering.
Proof: The first claim is an immediate consequence of Calabi-Yau
Theorem (Theorem 2.4). Now, Theorem 5.11 follows from the Bogomolov’s
theorem (Theorem 5.9) and dimension count.
Let I ∈ Comp be a complex structure on M . Consider the groups
H2h(M, I) := H
1,1(M, I) ∩H2(M,Z)
and
H2h(M, I) := H
2,2
r (M, I) ∩H4(M,Z).
For a general I, H2h(M, I) = 0 andH
4
h(M, I) = Z as follows from Proposition
4.12. Therefore, the set of all I with rkH2h(M, I) = 1, rkH
4
h(M, I) = 2 is a
union of countably many subvarieties of codimension 1 in Comp. Similarly,
the set V ⊂ Comp of all I with rkH2h(M, I) > 1, rkH4h(M, I) > 2 is a union
of countably many subvarieties of codimension more than 1. Together with
Theorem 5.11, this implies the following.
Claim 5.12: Let U ⊂ Hyp be the set of all H ∈ Hyp such that RH does
not intersect V . Then U is dense in Hyp.
Proof: Consider a natural involution i of Comp which is compatible
with the involution ι : X −→X inder the period map Pc : Comp−→X.
This involution maps the complex structure I to −I.
By Theorem 5.11, Hyp is identified with an open subset in
the set L(X)ι of real points of L(Comp).
(5.9)
Let LU ⊂ L(Comp) be the set of all lines which do not intersect V . Since
V is a union of subvarieties of codimension at least 2, a general rational line
l ∈ L(Comp) does not intersect V . Therefore, LU is dense in L(Comp).
Thus, the set of real points of LU is dense L(X)ι. Using the identification
(5.9), we obtain the statement of Claim 5.12.
Claim 5.12 together with Proposition 5.3 imply the following theorem.
Theorem 5.13: Let M be a compact simple hyperka¨hler manifold,
dimHM > 1, and Hyp its coarse marked moduli of hyperka¨hler struc-
tures. Let U ⊂ Hyp be the set of all hyperka¨hler structures which admit
C-restricted complex structures (Definition 5.2). Then U is dense in Hyp.
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5.3 Deformations of coherent sheaves over manifolds with
C-restricted complex structures
The following theorem shows that a semistable deformation of a hyper-
holomorphic sheaf on (M, I) is again hyperholomorphic, provided that I is
a C-restricted complex structure and C is sufficiently big.
Theorem 5.14: Let M be a compact hyperka¨hler manifold, and F ∈
F(M) a polystable hyperholomorphic sheaf on M (Definition 3.28). Let I
be a C-restricted induced complex structure, for C = degI c2(F),2 and F ′
be a semistable torsion-free coherent sheaf on (M, I) with the same rank
and Chern classes as F . Then the sheaf F ′ is hyperholomorphic.
Proof: Let F1, ..., Fn be the Jordan-Ho¨lder series for the sheaf F
′. Since
F is hyperholomorphic, we have slope(F) = 0 (Remark 3.12). Therefore,
slope(Fi) = 0, and degI(c1(Fi)) = 0. By Definition 5.1 (i), then, the class
c1(Fi) is SU(2) invariant for all i. To prove that F
′ is hyperholomorphic it
remains to show that the classes c2(Fi), c2(F
∗∗
i ) are SU(2)-invariant for all
i.
Consider an exact sequence
0−→ Fi −→ F ∗∗i −→ Fi/F ∗∗i −→ 0.
Let [Fi/F
∗∗
i ] ∈ H4(M) be the fundamental class of the union of all com-
ponents of Sup(Fi/F
∗∗
i ) of complex codimension 2, taken with appropriate
multiplicities. Clearly, c2(Fi) = c2(F
∗∗
i ) + [Fi/F
∗∗
i ]. Since [Fi/F
∗∗
i ] is an
effective cycle, degI([Fi/F
∗∗
i ]) > 0. By the Bogomolov-Miyaoka-Yau in-
equality (see Corollary 3.24), we have degI(c2(F
∗∗
i ) > 0. Therefore,
degI c2(Fi) > degI c2(F
∗∗
i ) > 0. (5.10)
Using the product formula for Chern classes, we obtain
c2(F ) =
∑
i
c2(Fi) +
∑
i,j
c2(Fi) ∧ c2(Fj). (5.11)
By Corollary 4.10, degI(
∑
i,j c2(Fi) ∧ c2(Fj)) = 0. Since the numbers
degI c2(Fi) are non-negative, we have degI c2(Fi) 6 degI c2(F ) = C. By
2Clearly, since F is hyperholomorphic, the class c2(F) is SU(2)-invariant, and the
number degI c2(F) independent from I .
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Theorem 4.15, the classes c2(Fi), c2(F
∗∗
i ) are of CA-type. By Definition 5.1
(ii), then, the inequality degI c2(Fi) 6 C implies that the class c2(Fi) is
SU(2)-invariant. By (5.10), degI c2(F
∗∗
i ) 6 degI c2(Fi), so the class c2(F
∗∗
i )
is also SU(2)-invariant. Theorem 5.14 is proven.
6 Desingularization of hyperholomorphic sheaves
The aim of this section is the following theorem.
Theorem 6.1: Let M be a hyperka¨hler manifold, not necessarily com-
pact, I an induced complex structure, and F a reflexive coherent sheaf over
(M, I) equipped with a hyperholomorphic connection (Definition 3.15). As-
sume that F has isolated singularities. Let M˜
σ−→ M be a blow-up of (M, I)
in the singular set of F , and σ∗F the pullback of F . Then σ∗F is a locally
trivial sheaf, that is, a holomorphic vector bundle.
We prove Theorem 6.1 in Subsection 6.4.
The idea of the proof is the following. We apply to F the methods
used in the proof of Desingularization Theorem (Theorem 2.16). The main
ingredient in the proof of Desingularization Theorem is the existence of a
natural C∗-action on the completion Oˆx(M, I) of the local ring Ox(M, I),
for all x ∈ M . This C∗-action identifies Oˆx(M, I) with a completion of a
graded ring. Here we show that a sheaf F is C∗-equivariant. Therefore, a
germ of F at x has a grading, which is compatible with the natural C∗-action
on Oˆx(M, I). Singularities of such reflexive sheaves can be resolved by a
single blow-up.
6.1 Twistor lines and complexification
Further on, we need the following definition.
Definition 6.2: Let X be a real analytic variety, which is embedded
to a complex variety XC. Assume that the sheaf of complex-valued real
analytic functions on X coincides with the restriction of OXC to X ⊂ XC.
Then XC is called a complexification of X.
For more details on complexification, the reader is referred to [GMT].
There are the most important properties.
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Claim 6.3: In a neighbourhood of X, the manifold XC has an anti-
complex involution. The variety X is identified with the set of fixed points
of this involution, considered as a real analytic variety.
Let Y be a complex variety, and X the underlying real analytic variety.
Then the product of Y and its complex conjugate is a complexification of
X, with embedding X →֒ Y × Y given by the diagonal.
The complexification is unique in the following weak sense. For XC,
X ′C complexifications of C, the complex manifolds XC, X
′
C are naturally
identified in a neighbourhood of X.
Let M be a hyperka¨hler manifold, Tw(M) its twistor space, and π :
Tw(M)−→ CP 1 the twistor projection. Let l ⊂ Tw(M) be a rational
curve, such that the restriction of π to l is an identity. Such a curve gives a
section of π, and vice versa, every section of π corresponds to such a curve.
The set of sections of the projection π is called the space of twistor
lines, denoted by Lin, or Lin(M). This space is equipped with complex
structure, by Douady ([Do]).
Let m ∈ M be a point. Consider a twistor line sm : I −→ (I ×m) ∈
CP 1×M = Tw. Then sm is called a horizontal twistor line. The space
of horizontal twistor lines is a real analytic subvariety in Lin, denoted by
Hor, or Hor(M). Clearly, the set Hor is naturally identified with M .
Proposition 6.4: ( Hitchin, Karlhede, Lindstro¨m, Rocˇek) Let M be a
hyperka¨hler manifold, Tw(M) its twistor space, I, J ∈ CP 1 induced com-
plex structures, and Lin the space of twistor lines. The complex manifolds
(M, I) and (M,J) are naturally embedded to Tw(M):
(M, I) = π−1(I), (M,J) = π−1(J).
Consider a point s ∈ Lin, s : CP 1 −→ Tw(M). Let
evI,J : Lin(M)−→ (M, I)× (M,J)
be the map defined by evI,J(s) = (s(I), s(J)). Assume that I 6= J . Then
there exists a neighbourhood U of Hor ⊂ Lin, such that the restriction of
evI,J to U is an open embedding.
Proof: [HKLR], [V-d3].
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Consider the anticomplex involution i of CP 1 ∼= S2 which corresponds
to the central symmetry of S2. Let ι : Tw −→ Tw be the corresponding
involution of the twistor space Tw(M) = CP 1 ×M , (x,m)−→ (i(x),m).
It is clear that ι maps holomorphic subvarieties of Tw(M) to holomorphic
subvarieties. Therefore, ι acts on Lin as an anticomplex involution. For
J = −I, we obtain a local identification of Lin in a neighbourhood of Hor
with (M, I) × (M,−I), that is, with (M, I) times its complex conjugate.
Therefore, the space of twistor lines is a complexification of (M, I). The
natural anticomplex involution of Claim 6.3 coincides with ι. This gives an
identification of Hor and the real analytic manifold underlying (M, I).
We shall explain how to construct the natural C∗-action on a local ring
of a hyperka¨hler manifold, using the machinery of twistor lines.
Fix a point x0 ∈ M and induced complex structures I, J , such that
I 6= ±J . Let V1, V2 be neighbourhoods of sx0 ∈ Lin, and U1, U2 be neigh-
bourhoods of (x0, x0) in (M, I)× (M,−I), (M,J)× (M,−J), such that the
evaluation maps evI,−I , evJ,−J induce isomorphisms
evI,−I : V1 −˜→ U1, evJ,−J : V2 −˜→ U2.
Let B be an open neighbourhood of x0 ∈M , such that (B, I)×(B,−I) ⊂ U1
and (B, I) × (B,−I) ⊂ U2. Denote by VI ⊂ V1 be the preimage of (B, I)×
(B,−I) under evI,−I , and by VJ ⊂ V2 be the preimage of (B, J) × (B,−J)
under evJ,−J . Let pI : VI −→ (B, I) be the evaluation, s−→ s(I), and
eI : (B, I)−→ V1 the map associating to x ∈ B the unique twistor line
passing through (x, x0) ⊂ (B, I) × (B,−I). In the same fashion, we define
eJ and pJ . We are interested in the composition
ΨI,J := eI ◦ pJ ◦ eJ ◦ pI : (B0, I)−→ (B, I)
which is defined in a smaller neighbourhood B0 ⊂ B of x0 ∈M .
The following proposition is the focal point of this Subsection: we explain
the map ΨI,J of [V-d2], [V-d3] is geometric terms (in [V-d2], [V-d3] this map
was defined algebraically).
Proposition 6.5: Consider the map ΨI,J : (B0, I)−→ (B, I) defined
above. By definition, ΨI,J preserves the point x0 ∈ B0 ⊂ B. Let dΨI,J
be the differential of ΨI,J acting on the tangent space Tx0B0. Assume that
I 6= ±J . Then dΨI,J is a multiplication by a scalar λ ∈ C, 0 < |λ| < 1.
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Proof: The map ΨI,J was defined in [V-d2], [V-d3] using the identifica-
tions between the real analytic varieties underlying (M, I) and (M,J). We
proved that ΨI,J defined this way acts on Tx0B0 as a multiplication by the
scalar λ ∈ C, 0 < |λ| < 1. It remains to show that the map ΨI,J defined in
[V-d2], [V-d3] coincides with ΨI,J defined above.
Consider the natural identification
(B, I)× (B,−I) ∼ (B, J)× (B,−J),
which is defined in a neighbourhood BC of (x0, x0). There is a natural
projection aI : BC −→ (M, I). Consider the embedding bI : (B, I)−→BC,
x−→ (x, x0), defined in a neighbourhood of x0 ∈ (B, I). In a similar way
we define aJ , bJ . In [V-d2], [V-d3] we defined ΨI,J as a composition bI ◦
aJ ◦ bJ ◦ aI . Earlier in this Subsection, we described a local identification
of (B, I)× (B,−I) and Lin(B). Clearly, under this identification, the maps
aI , bI correspond to pI , eI . Therefore, the definition of ΨI,J given in this
paper is equivalent to the definition given in [V-d2], [V-d3].
6.2 The automorphism ΨI,J acting on hyperholomorphic
sheaves
In this section, we prove that hyperholomorphic sheaves are equivariant
with respect to the map ΨI,J , considered as an automorphism of the local
ring Ox0(M, I).
Theorem 6.6: Let M be a hyperka¨hler manifold, not necessarily com-
pact, x0 ∈M a point, I an induced complex structure and F a reflexive sheaf
over (M, I) equipped with a hyperholomorphic connection. Let J 6= ±I
be another induced complex structure, and B0, B the neighbourhoods of
x0 ∈ M for which the map ΨI,J : B0 −→ B was defined in Proposition
6.5. Assume that ΨI,J : B0 −→B is an isomorphism. Then there exists a
canonical functorial isomorphism of coherent sheaves
ΨFI,J : F
∣∣∣
B0
−→Ψ∗I,J(F
∣∣∣
B
).
Proof: Return to the notation introduced in Subsection 6.1. LetW := VI ∩
VJ . By definition of VI , VJ , the evaluation maps produce open embeddings
evI,−I : Lin(W ) →֒ (W, I) × (W,−I),
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and
evJ,−J : Lin(W ) →֒ (W,J) × (W,−J),
Let S ⊂W be the singular set of F
∣∣∣
W
, Tw(S) ⊂ Tw(W ) the corresponding
embedding, and L0 ⊂ Lin(W ) be the set of all lines l ∈ Lin(W ) which do
not intersect Tw(S). Consider the maps
pI : L0 →֒ (W, I)\S
and
pJ : L0 →֒ (W,J)\S
obtained by restricting the evaluation map pI : Lin(M)−→ (M, I) to
L0 ⊂ Lin(M). Since F is equipped with a hyperholomorphic connec-
tion, the vector bundle F
∣∣∣
(M,J)\S
has a natural holomorphic structure. Let
F 1 := p
∗
I
(
F
∣∣∣
(M,I)\S
)
and F 2 := p
∗
J
(
F
∣∣∣
(M,J)\S
)
be the corresponding pull-
back sheaves over L0, and F1, F2 the sheaves on Lin(W ) obtained as direct
images of F 1, F 2 under the open embedding L0 →֒ Lin(W ).
Lemma 6.7: Under these assumptions, the sheaves F1, F2 are coherent
reflexive sheaves. Moreover, there exists a natural isomorphism of coherent
sheaves Ψ1,2 : F1 −→ F2.
Proof: The complex codimension of the singular set S in (M, I) is at
least 3, because F is reflexive ([OSS], Ch. II, 1.1.10). Since S is triana-
lytic (Claim 3.16), this codimension is even. Thus, codimC(S, (M, I)) > 4.
Therefore,
codimC(Tw(S),Tw(M)) > 4.
Consider the set LS of all twistor lines l ∈ Lin(W ) passing through Tw(S).
For generic points x, y ∈ Tw(W ), there exists a unique line l ∈ Lin(W )
passing through x, y. Therefore,
codimC(LS ,Lin(W )) = codimC(Tw(S),Tw(M))− 1 > 3.
By definition, L0 := Lin(W )\LS . Since F1, F2 are direct images of bundles
F 1, F 2 over a subvariety LS of codimension 3, these sheaves are coherent
and reflexive ([OSS], Ch. II, 1.1.12; see also Lemma 9.2). To show that they
are naturally isomorphic it remains to construct an isomorphism between
F 1 and F 2.
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Let F be a coherent sheaf on Tw(W ) obtained from F
∣∣∣
W
as in the proof
of Proposition 3.17. The singular set of F is Tw(S) ⊂ Tw(W ). Therefore,
the restriction F
∣∣∣
Tw(W )\Tw(S)
is a holomorphic vector bundle. For all hor-
izontal twistor lines lx ⊂ Tw(W )\Tw(S), the restriction F
∣∣∣
lx
is clearly a
trivial vector bundle over lx ∼= CP 1. A small deformation of a trivial vector
bundle is again trivial. Shrinking W if necessary, we may assume that for
all lines l ∈ L0, the restriction of F to l ∼= CP 1 is a trivial vector bundle.
The isomorphism Ψ1,2 : F 1 −→ F 2 is constructed as follows. Let l ∈ L0
be a twistor line. The restriction F
∣∣∣
l
is trivial. Consider l as a map
l : CP 1 −→ Tw(M). We identify CP 1 with the set of induced complex
structures onM . By definition, the fiber of F1 in l is naturally identified with
the space F
∣∣∣
l(I)
, and the fiber of F2 in l is identifies with F
∣∣∣
l(J)
. Since F
∣∣∣
l
is trivial, the fibers of the bundle F
∣∣∣
l
are naturally identified. This provides
a vector bundle isomorphism Ψ1,2 : F 1 −→ F 2 mapping F 1
∣∣∣
l
= F
∣∣∣
l(I)
to
F 2
∣∣∣
l
= F
∣∣∣
l(J)
. It remains to show that this isomorphism is compatible with
the holomorphic structure.
Since the bundle F
∣∣∣
l
is trivial, we have an identification
F
∣∣∣
l(I)
∼= F
∣∣∣
l(J)
= Γ(F
∣∣∣
l
),
where Γ(F
∣∣∣
l
) is the space of global sections of F
∣∣∣
l
. Thus, Fi
∣∣∣
l
= Γ(F
∣∣∣
l
),
and this identification is clearly holomorphic. This proves Lemma 6.7.
We return to the proof of Theorem 6.6. Denote by FJ the restriction of F
to (M,J) = π−1(J) ⊂ Tw(M). The map ΨI,J was defined as a composition
eI ◦ pJ ◦ eJ ◦ pI . The sheaf p∗IF is by definition isomorphic to F1, and p∗JFJ
to F2. On the other hand, clearly, e
∗
JF2 = FJ . Therefore, (pJ ◦eJ )∗F2 ∼= F2.
Using the isomorphism F1 ∼= F2, we obtain (pJ ◦ eJ )∗F1 ∼= F1. To sum it
up, we have the following isomorphisms:
p∗IF
∼= F1,
(pJ ◦ eJ)∗F1 ∼= F1,
e∗IF1
∼= F.
A composition of these isomorphisms gives an isomorphism
ΨFI,J : F
∣∣∣
B0
−→Ψ∗I,J(F
∣∣∣
B
).
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This proves Theorem 6.6.
6.3 A C∗-action on a local ring of a hyperka¨hler manifold
Let M be a hyperka¨hler manifold, non necessarily compact, x ∈M a point
and I, J induced complex structures, I 6= J . Consider the complete lo-
cal ring Ox,I := Oˆx(M, I). Throughout this section we consider the map
ΨI,J (Proposition 6.5) as an automorphism of the ring Ox,I . Let m be the
maximal ideal of Ox,I , and m/m2 the Zariski cotangent space of (M, I) in x.
By Proposition 6.5, ΨI,J acts on m/m
2 as a multiplication
by a number λ ∈ C, 0 < |λ| < 1. (6.1)
Let Vλn be the eigenspace corresponding to the eigenvalue λ
n,
Vλn := {v ∈ Ox,I | ΨI,J(v) = λnv}.
Clearly, ⊕Vλi is a graded subring in Ox,I . In [V-d2], (see also [V-d3]) we
proved that the ring ⊕Vλi is dense in Ox,I with respect to the adic topology.
Therefore, the ring Ox,I is identified with the adic completion of ⊕Vλi .
Consider at action of C∗ on ⊕Vλi , with z ∈ C∗ acting on Vλi as a mul-
tiplication by zi. This C∗-action is clearly continuous, with respect to the
adic topology. Therefore, it can be extended to
Ox,I = ⊕̂Vλi .
Definition 6.8: Let M , I, J , x, Ox,I be as in the beginning of this
Subsection. Consider the C∗-action
ΨI,J(z) : Ox,I −→Ox,I
constructed as above. Then ΨI,J(z) is called the canonical C∗-action
associated with M , I, J, x.
In the above notation, consider a reflexive sheaf F on (M, I) equipped
with a hyperholomorphic connection. Denote the germ of F at x by Fx,
Fx := F ⊗O(M,I) Ox,I . From Theorem 6.6, we obtain an isomorphism Fx ∼=
Ψ∗I,JFx. This isomorphism can be interpreted as an automorphism
ΨFI,J : Fx −→ Fx
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satisfying
ΨFI,J(αv) = ΨI,J(α)v, (6.2)
for all α ∈ Ox,I , v ∈ Fx.
By (6.2), the automorphism ΨFI,J respects the filtration
Fx ⊃ mFx ⊃ m2Fx ⊃ ...
Thus, it makes sense to speak of ΨFI,J -action on m
iFx/m
i+1Fx.
Lemma 6.9: The automorphism ΨFI,J acts on m
iFx/m
i+1Fx as a multi-
plication by λi, where λ ∈ C is the number considered in (6.1).
Proof: By (6.2), it suffices to prove Lemma 6.9 for i = 0. In other
words, we have to show that ΨFI,J acts as identity on Fx/mFx. We reduced
Lemma 6.9 to the following claim.
Claim 6.10: In the above assumptions, the automorphism ΨFI,J acts as
identity on Fx/mFx.
Proof: In the course of defining the map ΨFI,J , we identified the space
Lin(M) with a complexification of (M, I), and defined the maps
pI : Lin(M)−→ (M, I), pJ : Lin(M)−→ (M, I)
(these maps are smooth, in a neighbourhood of Hor ⊂ Lin(M), by Proposi-
tion 6.4), and
eI : (B, I)−→ Lin(M), eJ : (B, J)−→ Lin(M)
(these maps are locally closed embeddings). Consider (M,J) as a subvariety
of Tw(M), (M,J) = π−1(J). Let F be the lift of F to Tw(M) (see the
proof of Proposition 3.17 for details). Denote the completion of Ox(M,J)
by Ox,J . Let FJ denote the Ox,J -module
(
F
∣∣∣
(M,J)
)
⊗O(M,J) Oˆx,J . Consider
the horizontal twistor line lx ∈ Lin(M). Let Linx(M) be the spectre of the
completion Ox,Lin of the local ring of holomorphic functions on Lin(M) in
lx. The maps pI , pJ , eI , eJ can be considered as maps of corresponding
formal manifolds:
pI : Linx(M)−→ Spec(Ox,I),
pJ : Linx(M)−→ Spec(Ox,J),
eI : Spec(Ox,I)−→ Linx(M),
eJ : Spec(Ox,J)−→ Linx(M),
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As in Subsection 6.2, we consider the Ox,Lin-modules F1 := p∗IFx and F2 :=
p∗JFJ . By Lemma 6.7, there exists a natural isomorphism Ψ1,2 : F1 −→ F2.
Let mlx be the maximal ideal of Ox,Lin. Since the morphism pI is smooth,
the space F1/mlxF1 is naturally isomorphic to Fx/mFx. Similarly, the space
F2/mlxF2 is isomorphic to FJ/mJFJ , where mJ is the maximal ideal of Ox,J .
We have a chain of isomorphisms
Fx/mFx
p∗
I−→ F1/mlxF1
Ψ1,2−→ F2/mlxF2
e∗
J−→ FJ/mJFJ
p∗
J−→ F2/mlxF2
Ψ−11,2−→ F1/mlxF1
e∗I−→ Fx/mFx.
(6.3)
By definition, for any f ∈ Fx/mFx, the value of ΨFI,J(f) is given by the
composide map of (6.3) applied to f . The composition
F2/mlxF2
e∗J−→ FJ/mJFJ
p∗J−→ F2/mlxF2 (6.4)
is identity, because the spaces F2/mlxF2 and FJ/mJFJ are canonically iden-
tified, and this identification can be performed via e∗J or p
∗
J . Thus, the map
(6.3) is a composition
Fx/mFx
p∗I−→ F1/mlxF1
Ψ1,2−→ F2/mlxF2
Ψ−11,2−→ F1/mlxF1
e∗I−→ Fx/mFx.
This map is clearly equivalent to a composition
Fx/mFx
p∗
I−→ F1/mlxF1
e∗
I−→ Fx/mFx,
which is identity according to the same reasoning which proved that (6.4) is
identity. We proved Claim 6.10 and Lemma 6.9.
Consider the λn-eigenspaces Fλn of Fx. Consider the ⊕Vλn-submodule
⊕Fλn ⊂ Fx, where ⊕Vλn ⊂ Ox,I is the ring defined in Subsection 6.3. From
Claim 6.10 and (6.1) it follows that ⊕Fλn is dense in Fx, with respect to
the adic topology on Fx. For z ∈ C∗, let ΨFI,J(z) : ⊕Fλn −→ ⊕ Fλn act on
Fλn as a multiplication by z
n. As in Definition 6.8, we extend ΨFI,J(z) to
Fx = ⊕̂Fλn . This automorphism makes Fx into a C∗-equivariant module
over Ox,I
Definition 6.11: The constructed above C∗-equivariant structure on
Fx is called the canonical C∗-equivariant structure on Fx associated
with J .
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6.4 Desingularization of C∗-equivariant sheaves
Let M be a hyperka¨hler manifold, I an induced complex structure and F
a reflexive sheaf with isolated singularities over (M, I), equipped with a
hyperholomorphic connection. We have shown that the sheaf F admits a
C∗-equivariant structure compatible with the canonical C∗-action on the
local ring of (M, I). Therefore, Theorem 6.1 is implied by the following
proposition.
Proposition 6.12: Let B be a complex manifold, x ∈ B a point. As-
sume that there is an action Ψ(z) of C∗ on B which fixes x and acts on TxB
be dilatations. Let F be a reflexive coherent sheaf on B, which is locally
trivial outside of x. Assume that the germ Fx of F in x is equipped with
a C∗-equivariant structure, compatible with Ψ(z). Let B˜ be a blow-up of
B in x, and π : B˜ −→B the standard projection. Then the pullback sheaf
F˜ := π∗F is locally trivial on B˜.
Proof: Let C := π−1(x) be the singular locus of π. The sheaf F is
locally trivial outside of x. Let d be the rank of F
∣∣∣
B\x
. To prove that F˜ is
locally trivial, we need to show that for all points y ∈ B˜, the fiber π∗F
∣∣∣
y
is
d-dimensional. Therefore, to prove Proposition 6.12 it suffices to show that
π∗F
∣∣∣
C
is a vector bundle of dimension d.
The variety C is naturally identified with the projectivization PTxB of
the tangent space TxB. The total space of TxB is equipped with a natu-
ral action of C∗, acting by dilatations. Clearly, coherent sheaves on PTxB
are in one-to-one correspondence with C∗-equivariant coherent sheaves on
TxB. Consider a local isomorphism ϕ : TxB −→B which is compatible
with C∗-action, maps 0 ∈ TxB to x and acts as identity on the tangent
space T0(TxB) = TxB. The sheaf ϕ
∗F is C∗-equivariant. Clearly, the corre-
sponding sheaf on PTxB is canonically isomorphic with π∗F
∣∣∣
C
. Let l ∈ TxB
be a line passing through 0, and l\0 its complement to 0. Denote the cor-
responding point of PTxB by y. The restriction ϕ∗F
∣∣∣
l\0
is a C∗-equivariant
vector bundle. The C∗-equivariant structure identifies all the fibers of the
bundle ϕ∗F
∣∣∣
l\0
. Let Fl be one of these fibers. Clearly, the fiber of π
∗F
∣∣∣
C
in y is canonically isomorphic to Fl. Therefore, the fiber of π
∗F
∣∣∣
C
in y is
d-dimensional. We proved that π∗F is a bundle.
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7 Twistor transform and quaternionic-Ka¨hler ge-
ometry
This Section is a compilation of results known from the literature. Subsec-
tion 7.1 is based on [KV] and the results of Subsection 7.2 are implicit in
[KV]. Subsection 7.3 is based on [Sal], [N1] and [N2], and Subsection 7.4 is
a recapitulation of the results of A. Swann ([Sw]).
7.1 Direct and inverse twistor transform
In this Subsection, we recall the definition and the main properties of the
direct and inverse twistor transform for bundles over hyperka¨hler manifolds
([KV]).
The following definition is a non-Hermitian analogue of the notion of a
hyperholomorphic connection.
Definition 7.1: Let M be a hyperka¨hler manifold, not necessarily com-
pact, and (B,∇) be a vector bundle with a connection over M , not neces-
sarily Hermitian. Assume that the curvature of ∇ is contained in the space
Λ2inv(M,End(B)) of SU(2)-invariant 2-forms with coefficients in End(B).
Then (B,∇) is called an autodual bundle, and ∇ an autodual con-
nection.
Let Tw(M) be the twistor space of M , equipped with the standard
maps π : Tw(M)−→ CP 1, σ : Tw(M)−→M .
We introduce the direct and inverse twistor transforms which relate
autodual bundles on the hyperka¨hler manifold M and holomorphic bundles
on its twistor space Tw(M).
Let B be a complex vector bundle on M equipped with a connection ∇.
The pullback σ∗B of B to Tw(M) is equipped with a pullback connection
σ∗∇.
Lemma 7.2: ([KV], Lemma 5.1) The connection ∇ is autodual if and
only if the connection σ∗∇ has curvature of Hodge type (1, 1).
Proof: Follows from Lemma 2.6.
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In assumptions of Lemma 7.2, consider the (0, 1)-part (σ∗∇)0,1 of the
connection σ∗∇. Since σ∗∇ has curvature of Hodge type (1, 1), we have(
(σ∗∇)0,1)2 = 0,
and by Proposition 2.19, this connection is integrable. Consider (σ∗∇)0,1 as
a holomorphic structure operator on σ∗B.
Let A be the category of autodual bundles on M , and C the category of
holomorphic vector bundles on Tw(M). We have constructed a functor
(σ∗•)0,1 : A−→ C,
∇−→ (σ∗∇)0,1. Let s ∈ Hor ⊂ Tw(M) be a horizontal twistor line (Subsec-
tion 6.1). For any (B,∇) ∈ A, consider corresponding holomorphic vector
bundle (σ∗B, (σ∗∇)0,1). The restriction of (σ∗B, (σ∗∇)0,1) to s ∼= CP 1 is
a trivial vector bundle. A converse statement is also true. Denote by C0
the category of holomorphic vector bundles C on Tw(M), such that the
restriction of C to any horizontal twistor line is trivial.
Theorem 7.3: Consider the functor
(σ∗•)0,1 : A−→ C0
constructed above. Then it is an equivalence of categories.
Proof: [KV], Theorem 5.12.
Definition 7.4: Let M be a hyperka¨hler manifold, Tw(M) its twistor
space and F a holomorphic vector bundle. We say that F is compatible
with twistor transform if the restriction of C to any horizontal twistor
line s ∈ Tw(M) is a trivial bundle on s ∼= CP 1.
Recall that a connection ∇ in a vector bundle over a complex manifold
is called (1, 1)-connection if its curvature is of Hodge type (1, 1).
Remark 7.5: Let F be a holomorphic bundle over Tw(M) which is
compatible with twistor transform. Then F is equipped with a natural
(1, 1)-connection ∇F = σ∗∇, where (B,∇) is the corresponding autodual
bundle over M . The connection ∇F is not, generally speaking, Hermitian,
or compatible with a Hermitian structure.
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7.2 Twistor transform and Hermitian structures on vector
bundles
Results of this Subsection were implicit in [KV], but in this presentation,
they are new.
Let M be a hyperka¨hler manifold, not necessarily compact, and Tw(M)
its twistor space. In Subsection 7.1, we have shown that certain holomorphic
vector bundles over Tw(M) admit a canonical (1,1)-connection ∇F (Remark
7.5). This connection can be non-Hermitian. Here we study the Hermitian
structures on (F ,∇F ) in terms of holomorphic properties of F .
Definition 7.6: Let F be a real analytic complex vector bundle over a
real analytic manifold XR, and h : F ×F −→ C a OXR-linear pairing on F .
Then h is called semilinear if for all α ∈ OXR ⊗R C, we have
h(αx, y) = α · h(x, y), and h(x, αy) = α · h(x, y).
For X a complex manifold and F a holomorphic vector bundle, by a semi-
linear pairing on F we understand a semilinear pairing on the underlying
real analytic bundle. Clearly, a real analytic Hermitian metric is always
semilinear.
Let X be a complex manifold, I : TX −→ TX the complex structure
operator, and i : X −→X a real analytic map. We say that X is anticom-
plex if the induced morphism of tangent spaces satisfies i◦ I = −I ◦ I. For a
complex vector bundle F on X, consider the complex adjoint vector bundle
F , which coincides with F as a real vector bundle, with C-action which is
conjugate to that defined on F . Clearly, for every holomorphic vector bun-
dle F , and any anticomplex map i : X −→X, the bundle i∗F is equipped
with a natural holomorphic structure.
Let M be a hyperka¨hler manifold, and Tw(M) its twistor space. Recall
that Tw(M) = CP 1×M is equipped with a canonical anticomplex involution
ι, which acts as identity onM and as central symmetry I −→ −I on CP 1 =
S2. For any holomorphic bundle F on Tw(M), consider the corresponding
holomorphic bundle ι∗F .
Let M be a hyperka¨hler manifold, I an induced complex structure, F
a vector bundle over M , equipped with an autodual connection ∇, and F
the corresponding holomorphic vector bundle over Tw(M), equipped with a
canonical connection ∇F . As usually, we identify (M, I) and the fiber π−1(I)
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of the twistor projection π : Tw(M)−→ CP 1. Let ∇F = ∇1,0I +∇0,1I be
the Hodge decomposition of ∇ with respect to I.
Clearly, the operator ∇1,0I can be considered as a holomor-
phic structure operator on F , considered as a complex vector
bundle over (M,−I).
(7.1)
Then the holomorphic structure operator on F
∣∣∣
(M,I)
is equal to ∇0,1I , and
the holomorphic structure operator on F
∣∣∣
(M,−I)
is equal to ∇1,0I .
Assume that the bundle (F ,∇F ) is equipped with a non-degenerate semi-
linear pairing h which is compatible with the connection. Consider the nat-
ural connection ∇F∗ on the dual bundle to F , and its Hodge decomposition
(with respect to I)
∇F∗ = ∇1,0F∗ +∇0,1F∗ .
Clearly, the pairing h gives a C∞-isomorphism of F and the complex conju-
gate of its dual bundle, denoted as F∗. Since h is semilinear and compatible
with the connection, it maps the holomorphic structure operator ∇0,1I to
the complex conjugate of ∇1,0F∗ . On the other hand, the operator ∇1,0F∗ is
a holomorphic structure operator in F∗
∣∣∣
(M,−I)
, as (7.1) claims. We obtain
that the map h can be considered as an isomorphism of holomorphic vector
bundles
h : F −→ (ι∗F)∗.
This correspondence should be thought of as a (direct) twistor transform
for bundles with a semilinear pairing.
Proposition 7.7: (direct and inverse twistor transform for bundles with
semilinear pairing) Let M be a hyperka¨hler manifold, and Csl the category
of autodual bundles over M equipped with a non-degenerate semilinear
pairing. Consider the category Chol,sl of holomorphic vector bundles F on
Tw(M), compatible with twistor transform and equipped with an isomor-
phism
h : F −→ (ι∗F)∗.
Let T : Csl −→ Chol,sl be the functor constructed above. Then T is an
isomorphism of categories.
Proof: Given a pair F , h : F −→ (ι∗F)∗, we need to construct a non-
degenerate semilinear pairing h on F
∣∣∣
(M,I)
, compatible with a connection.
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Since F is compatible with twistor transform, it is a pullback of a bundle
(F,∇) on M . This identifies the real analytic bundles F
∣∣∣
(M,I′)
, for all in-
duced complex structures I ′. Taking I ′ = ±I, we obtain an identification
of the C∞-bundles F
∣∣∣
(M,I)
, F
∣∣∣
(M,−I)
. Thus, h can be considered as an iso-
morphism of F = F
∣∣∣
(M,I)
and (F)∗
∣∣∣
(M,I)
. This allows one to consider h as a
semilinear form h on F . We need only to show that h is compatible with the
connection ∇. Since ∇F is an invariant of holomorphic structure, the map
h : F −→ (ι∗F)∗ is compatible with the connection ∇F . Thus, the obtained
above form h is compatible with the connection ∇F
∣∣∣
(M,I)
= ∇. This proves
Proposition 7.7.
7.3 B2-bundles on quaternionic-Ka¨hler manifolds
Definition 7.8: ([Sal], [Bes]) Let M be a Riemannian manifold. Con-
sider a bundle of algebras End(TM), where TM is the tangent bundle
to M . Assume that End(TM) contains a 4-dimensional bundle of sub-
algebras W ⊂ End(TM), with fibers isomorphic to a quaternion alge-
bra H. Assume, moreover, that W is closed under the transposition map
⊥ : End(TM)−→ End(TM) and is preserved by the Levi-Civita connec-
tion. Then M is called quaternionic-Ka¨hler.
Example 7.9: Consider the quaternionic projective space
HPn = (Hn\0)/H∗.
It is easy to see that HPn is a quaternionic-Ka¨hler manifold. For more
examples of quaternionic-Ka¨hler manifolds, see [Bes].
A quaternionic-Ka¨hler manifold is Einstein ([Bes]), i. e. its Ricci tensor
is proportional to the metric: Ric(M) = c · g, with c ∈ R. When c = 0,
the manifold M is hyperka¨hler, and its restricted holonomy group is Sp(n);
otherwise, the restricted holonomy is Sp(n) · Sp(1). The number c is called
the scalar curvature ofM . Further on, we shall use the term quaternionic-
Ka¨hler manifold for manifolds with non-zero scalar curvature.
The quaternionic projective space HPn has positive scalar curvature.
The quaternionic projective space is the only example of quaternionic-
Ka¨hler manifold which we need, in the course of this paper. However, the
– 70 – version 2.0, Oct 30, 2012
M. Verbitsky Hyperholomorphic sheaves
formalism of quaternionic-Ka¨hler manifolds is very beautiful and signifi-
cantly simplifies the arguments, so we state the definitions and results for a
general quaternionic-Ka¨hler manifold whenever possible.
Let M be a quaternionic-Ka¨hler manifold, and W ⊂ End(TM) the cor-
responding 4-dimensional bundle. For x ∈ M , consider the set Rx ⊂ W
∣∣∣
x
,
consisting of all I ∈ W
∣∣∣
x
satisfying I2 = −1. Consider Rx as a Rieman-
nian submanifold of the total space of W
∣∣∣
x
. Clearly, Rx is isomorphic to a
2-dimensional sphere. Let R = ∪xRx be the corresponding spherical fibra-
tion over M , and Tw(M) its total space. The manifold Tw(M) is equipped
with an almost complex structure, which is defined in the same way as the
almost complex structure for the twistor space of a hyperka¨hler manifold.
This almost complex structure is known to be integrable (see [Sal]).
Definition 7.10: ([Sal], [Bes]) Let M be a quaternionic-Ka¨hler man-
ifold. Consider the complex manifold Tw(M) constructed above. Then
Tw(M) is called the twistor space of M .
Note that (unlike in the hyperka¨hler case) the space Tw(M) is Ka¨hler.
For quaternionic-Ka¨hler manifolds with positive scalar curvature, the anti-
canonical bundle of Tw(M) is ample, so Tw(M) is a Fano manifold.
Quaternionic-Ka¨hler analogue of a twistor transform was studied by T.
Nitta in a serie of papers ([N1], [N2] etc.) It turns out that the picture given
in [KV] for Ka¨hler manifolds is very similar to that observed by T. Nitta.
A role of SU(2)-invariant 2-forms is played by the so-called B2-forms.
Definition 7.11: Let SO(TM) ⊂ End(TM) be a group bundle of all
orthogonal automorphisms of TM , and GM := W ∩ SO(TM). Clearly, the
fibers of GM are isomorphic to SU(2). Consider the action of GM on the
bundle of 2-forms Λ2(M). Let Λ2inv(M) ⊂ Λ2(M) be the bundle of GM -
invariants. The bundle Λ2inv(M) is called the bundle of B2-forms. In a
similar fashion we define B2-forms with coefficients in a bundle.
Definition 7.12: In the above assumptions, let (B,∇) be a bundle with
connection over M . The bundle B is called a B2-bundle, and ∇ is called
a B2-connection, if its curvature is a B2-form.
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Consider the natural projection σ : Tw(M)−→M . The proof of the fol-
lowing claim is completely analogous to the proof of Lemma 2.6 and Lemma
7.2.
Claim 7.13:
(i) Let ω be a 2-form on M . The pullback σ∗ω is of type (1, 1) on Tw(M)
if and only if ω is a B2-form on M .
(ii) Let B be a complex vector bundle on M equipped with a connection
∇, not necessarily Hermitian. The pullback σ∗B of B to Tw(M) is
equipped with a pullback connection σ∗∇. Then, ∇ is a B2-connection
if and only if σ∗∇ has curvature of Hodge type (1, 1).
There exists an analogue of direct and inverse twistor transform as well.
Theorem 7.14: For any B2-connection (B,∇), consider the corre-
sponding holomorphic vector bundle
(σ∗B, (σ∗∇)0,1).
The restriction of (σ∗B, (σ∗∇)0,1) to a line σ−1(m) ∼= CP 1 is a trivial vector
bundle, for any point m ∈ M . Denote by C0 the category of holomorphic
vector bundles C on Tw(M), such that the restriction of C to σ−1(m) is
trivial, for all m ∈M , and by A the category of B2-bundles (not necessarily
Hermitian). Consider the functor
(σ∗•)0,1 : A−→ C0
constructed above. Then it is an equivalence of categories.
Proof: It is easy to modify the proof of the direct and inverse twistor
transform theorem from [KV] to work in quaternionic-Ka¨hler situation.
We will not use Theorem 7.14, except for its consequence, which was
proven in [N1].
Corollary 7.15: Consider the functor
(σ∗•)0,1 : A−→ C0
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constructed in Theorem 7.14. Then (σ∗•)0,1 gives an injection κ from the
set of equivalence classes of Hermitian B2-connections over M to the set of
equivalence classes of holomorphic connections over Tw(M).
Let M be a quaternionic-Ka¨hler manifold. The space Tw(M) has a
natural Ka¨hler metric g, such that the standard map σ : Tw(M)−→M is
a Riemannian submersion, and the restriction of g to the fibers σ−1(m) of
σ is a metric of constant curvature on σ−1(m) = CP 1 ([Sal], [Bes]).
Example 7.16: In the case M = HPn, we have Tw(M) = CP 2n+1, and
the Ka¨hler metric g is proportional to the Fubini-Study metric on CP 2n+1.
Theorem 7.17: (T. Nitta) Let M be a quaternionic-Ka¨hler mani-
fold of positive scalar curvature, Tw(M) its twistor space, equipped with a
natural Ka¨hler structure, and B a Hermitian B2-bundle on M . Consider
the pullback σ∗B, equipped with a Hermitian connection. Then σ∗B is a
Yang-Mills bundle on Tw(M), and deg c1(σ
∗B) = 0.
Proof: [N2].
Let κ be the map considered in Corollary 7.15. Assume that M is a
compact manifold. In [N2], T. Nitta defined the moduli space of Hermi-
tian B2-bundles. By Uhlenbeck-Yau theorem, Yang-Mills bundles are
polystable. Then the map κ provides an embedding from the moduli of non-
decomposable Hermitian B2-bundles to the moduli M of stable bundles on
Tw(M). The image of κ is a totally real subvariety in M ([N2]).
7.4 Hyperka¨hler manifolds with special H∗-action and qua-
ternionic-Ka¨hler manifolds of positive scalar curvature
Further on, we shall need the following definition.
Definition 7.18: An almost hypercomplex manifold is a smooth
manifold M with an action of quaternion algebra in its tangent bundle For
each L ∈ H, L2 = −1, L gives an almost complex structure on M . The
manifold M is caled hypercomplex if the almost complex structure L is
integrable, for all possible choices L ∈ H.
The twistor space for a hypercomplex manifold is defined in the same
way as for hyperka¨hler manifolds. It is also a complex manifold ([K]). The
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formalism of direct and inverse twistor transform can be repeated for hy-
percomplex manifolds verbatim.
Let H∗ be the group of non-zero quaternions. Consider an embedding
SU(2) →֒ H∗. Clearly, every quaternion h ∈ H∗ can be uniquely represented
as h = |h| · gh, where gh ∈ SU(2) ⊂ H∗. This gives a natural decomposition
H∗ = SU(2)× R>0. Recall that SU(2) acts naturally on the set of induced
complex structures on a hyperka¨hler manifold.
Definition 7.19: Let M be a hyperka¨hler manifold equipped with a
free smooth action ρ of the group H∗ = SU(2)×R>0. The action ρ is called
special if the following conditions hold.
(i) The subgroup SU(2) ⊂ H∗ acts on M by isometries.
(ii) For λ ∈ R>0, the corresponding action ρ(λ) : M −→M is compatible
with the hyperholomorphic structure (which is a fancy way of say-
ing that ρ(λ) is holomorphic with respect to any of induced complex
structures).
(iii) Consider the smooth H∗-action ρe : H∗ × End(TM)−→ End(TM)
induced on End(TM) by ρ. For any x ∈M and any induced complex
structure I, the restriction I
∣∣∣
x
can be considered as a point in the
total space of End(TM). Then, for all induced complex structures
I, all g ∈ SU(2) ⊂ H∗, and all x ∈ M , the map ρe(g) maps I
∣∣∣
x
to
g(I)
∣∣∣
ρe(g)(x)
.
Speaking informally, this can be stated as “H∗-action interchanges the
induced complex structures”.
(iv) Consider the automorphism of S2T ∗M induced by ρ(λ), where λ ∈
R>0. Then ρ(λ) maps the Riemannian metric tensor s ∈ S2T ∗M to
λ2s.
Example 7.20: Consider the flat hyperka¨hler manifold Mfl = Hn\0.
There is a natural action of H∗ on Hn\0. This gives a special action of H∗
on Mfl.
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The case of a flat manifold Mfl = Hn\0 is the only case where we apply
the results of this section. However, the general statements are just as
difficult to prove, and much easier to comprehend.
Definition 7.21: LetM be a hyperka¨hler manifold with a special action
ρ of H∗. Assume that ρ(−1) acts non-trivially on M . Then M/ρ(±1)
is also a hyperka¨hler manifold with a special action of H∗. We say that
the manifolds (M,ρ) and (M/ρ(±1), ρ) are hyperka¨hler manifolds with
special action of H∗ which are special equivalent. Denote by Hsp the
category of hyperka¨hler manifolds with a special action of H∗ defined up to
special equivalence.
A. Swann ([Sw]) developed an equivalence between the category of qua-
ternionic-Ka¨hler manifolds of positive scalar curvature and the category Hsp.
The purpose of this Subsection is to give an exposition of Swann’s formalism.
Let Q be a quaternionic-Ka¨hler manifold. The restricted holonomy
group of Q is Sp(n) · Sp(1), that is, (Sp(n) × Sp(1))/{±1}. Consider the
principal bundle G with the fiber Sp(1)/{±1}, corresponding to the subgroup
Sp(1)/{±1} ⊂ (Sp(n)× Sp(1))/{±1}.
of the holonomy. There is a natural Sp(1)/{±1}-action on the space
H∗/{±1}. Let
U(Q) := G ×Sp(1)/{±1} H∗/{±1}.
Clearly, U(Q) is fibered over Q, with fibers which are isomorphic to
H∗/{±1}. We are going to show that the manifold U(Q) is equipped with a
natural hypercomplex structure.
There is a natural smooth decomposition U(Q) ∼= G ×R>0 which comes
from the isomorphism H∗ ∼= Sp(1)× R>0.
Consider the standard 4-dimensional bundle W on Q. Let x ∈ Q be
a point. The fiber W
∣∣∣
q
is isomorphic to H, in a non-canonical way. The
choices of isomorphism W
∣∣∣
q
∼= H are called quaternion frames in q. The
set of quaternion frames gives a fibration over Q, with a fiber Aut(H) ∼=
Sp(1)/{±1}. Clearly, this fibration coincides with the principal bundle G
constructed above. Since U(Q) ∼= G×R>0, a choice of u ∈ U(Q)
∣∣∣
q
determines
an isomorphism W
∣∣∣
q
∼= H.
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Let (q, u) be the point of U(Q), with q ∈ Q, u ∈ U(Q)
∣∣∣
q
. The natural
connection in U(Q) gives a decomposition
T(q,u)U(Q) = Tu
(
U(Q)
∣∣∣
q
)
⊕ TqQ.
The space U(Q)
∣∣∣
q
∼= H∗/{±1} is equipped with a natural hypercomplex
structure. This gives a quaternion action on Tu
(
U(Q)
∣∣∣
q
)
The choice of
u ∈ U(Q)
∣∣∣
q
determines a quaternion action on TqQ, as we have seen above.
We obtain that the total space of U(Q) is an almost hypercomplex manifold.
Proposition 7.22: (A. Swann) Let Q be a quaternionic-Ka¨hler mani-
fold. Consider the manifold U(Q) constructed as above, and equipped with
a quaternion algebra action in its tangent space. Then U(Q) is a hypercom-
plex manifold.
Proof: Clearly, the manifold U(Q) is equipped with a H∗-action, which
is related with the almost hypercomplex structure as prescribed by Defini-
tion 7.19 (ii)-(iii). Pick an induced complex structure I ∈ H. This gives an
algebra embedding C−→H. Consider the corresponding C∗-action ρI on an
almost complex manifold (U(Q), I). This C∗-action is compatible with the
almost complex structure. The quotient U(Q)/ρ(I) is an almost complex
manifold, which is naturally isomorphic to the twistor space Tw(Q). Let
L∗ be a complex vector bundle of all (1, 0)-vectors v ∈ T (Tw(Q)) tangent
to the fibers of the standard projection σ : Tw(Q)−→Q, and L be the
dual vector bundle. Denote by Tot 6=0(L) the complement Tot(L)\N , where
N = Tw(Q) ⊂ Tot(L) is the zero section of L. Using the natural connection
in L, we obtain an almost complex structure on Tot(L).
Consider the natural projection ϕ : Tot 6=0(L)−→Q. The fibers ϕ−1(q)
of ϕ are identified with the space of non-zero vectors in the total space of the
cotangent bundle T ∗σ−1(q) ∼= T ∗(CP 1). This space is naturally isomorphic
to
G
∣∣∣
q
× R>0 = U(Q)
∣∣∣
q
∼= H∗/{±1}.
This gives a canonical isomorphism of almost complex manifolds
(U(Q), I)−→ Tot 6=0(L).
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Therefore, to prove that (U(Q), I) is a complex manifold, it suffices to show
that the natural almost complex structure on Tot 6=0(L) ⊂ Tot(L) is inte-
grable. Consider the natural connection ∇L on L. To prove that Tot(L) is a
complex manifold, it suffices to show that ∇L is a holomorphic connection.
The bunlde L is known under the name of holomorphic contact bundle,
and it is known to be holomorphic ([Sal], [Bes]).
Remark 7.23: The result of Proposition 7.22 is well known. We have
given its proof because we shall need the natural identification Tot 6=0(L) ∼=
U(Q) further on in this paper.
Theorem 7.24: Let Q be a quaternionic-Ka¨hler manifold of positive
scalar curvature, and U(Q) the hypercomplex manifold constructed above.
Then U(Q) admits a unique (up to a scaling) hyperka¨hler metric compatible
with the hypercomplex structure.
Proof: [Sw].
Consider the action of H∗ on U(M) defined in the proof of Proposition
7.22. This action satisfies the conditions (ii) and (iii) of Definition 7.19.
The conditions (i) and (iv) of Definition 7.19 are easy to check (see [Sw] for
details). This gives a functor from the category C of quaternionic-Ka¨hler
manifolds of positive scalar curvature to the category Hsp of Definition 7.21.
Theorem 7.25: The functorQ−→U(Q) from C toHsp is an equivalence
of categories.
Proof: [Sw].
The inverse functor from Hsp to C is constructed by taking a quotient of
M by the action of H∗. Using the technique of quaternionic-Ka¨hler reduction
anf hyperka¨hler potentials ([Sw]), one can equip the quotient M/H∗ with a
natural quaternionic-Ka¨hler structure.
8 C∗-equivariant twistor spaces
In Section 7, we gave an exposition of the twistor transform, B2-bundles
and Swann’s formalism. In the present Section, we give a synthesis of these
theories, obtaining a construction with should be thought of as Swann’s
formalism for vector bundles.
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Consider the equivalence of categories Q−→U(Q) constructed in Theo-
rem 7.25 (we call this equivalence “Swann’s formalism”). We show that B2-
bundles on Q are in functorial bijective correspondence with C∗-equivariant
holomorphic bundles on Tw(U(Q)) (Theorem 8.5).
In Subsection 8.4, this equivalence is applied to the vector bundle π∗(F )
of Theorem 6.1. We use it to construct a canonical SU(2)-equivariant con-
nection on π∗(F )
∣∣∣
C
, where C is a special fiber of π : M˜ −→ (M, I) (see
Theorem 6.1 for details and notation). This implies that the holomorphic
bundle π∗(F )
∣∣∣
C
is a direct sum of stable bundles.
8.1 B2-bundles on quaternionic-Ka¨hler manifolds and
C∗-equivariant holomorphic bundles over twistor spaces
For the duration of this Subsection, we fix a hyperka¨hler manifold M ,
equipped with a special H∗-action ρ, and the corresponding quaternionic-
Ka¨hler manifold Q = M/H∗. Denote the natural quotient map by ϕ :
M −→Q.
Lemma 8.1: Let ω be a 2-form over Q, and ϕ∗ω its pullback to M .
Then the following conditions are equivalent
(i) ω is a B2-form
(ii) ϕ∗ω is of Hodge type (1, 1) with respect to some induced complex struc-
ture I on M
(iii) ϕ∗ω is SU(2)-invariant.
Proof: Let I be an induced complex structure onM . As we have shown
in the proof of Proposition 7.22, the complex manifold (M, I) is identified
with an open subset of the total space Tot(L) of a holomorphic line bundle L
over Tw(Q). The map ϕ is represented as a composition of the projections
h : Tot(L)−→ Tw(Q) and σQ : Tw(Q)−→Q. Since the map h is smooth
and holomorphic, the form ϕ∗ω is of Hodge type (1, 1) if and only if σ∗Qω is
of type (1, 1). By Claim 7.13 (i), this happens if and only if ω is a B2-form.
This proves an equivalence (i) ⇔ (ii). Since the choice of I is arbitrary, the
pullback ϕ∗ω of a B2-form is of Hodge type (1, 1) with respect to all induced
complex structures. By Lemma 2.6, this proves the implication (i) ⇒ (iii).
The implication (iii) ⇒ (ii) is clear.
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Proposition 8.2: Let (B,∇) be a complex vector bundle with con-
nection over Q, and (ϕ∗B,ϕ∗∇) its pullback to M . Then the following
conditions are equivalent
(i) (B,∇) is a B2-form
(ii) The curvature of (ϕ∗B,ϕ∗∇) is of Hodge type (1,1) with respect to
some induced complex structure I on M
(iii) The bundle (ϕ∗B,ϕ∗∇) is autodual
Proof: Follows from Lemma 8.1 applied to ω = ∇2.
For any point I ∈ CP 1, consider the corresponding algebra embedding
C
cI→֒ H. Let ρI be the action of C∗ on (M, I) obtained as a restriction of
ρ to cI(C∗) ⊂ H∗. Clearly from Definition 7.19 (ii), ρI acts on (M, I) by
holomorphic automorphisms.
Consider Tw(M) as a union
Tw(M) =
⋃
I∈CP 1
π−1(I), π−1(I) = (M, I)
Gluing ρ(I) together, we obtain a smooth C∗-action ρC on Tw(M).
Claim 8.3: Consider the action ρC : C∗ × Tw(M)−→ Tw(M) con-
structed above. Then ρC is holomorphic.
Proof: It is obvious from construction that ρC is compatible with the
complex structure on Tw(M).
Example 8.4: Let M = Hn\0. Since Tw(Hn) is canonically isomorphic
to a total space of the bundle O(1)n over CP 1, the twistor space Tw(M)
is Tot(O(1)n) without zero section. The group C∗ acts on Tot(O(1)n) by
dilatation, and the restriction of this action to Tw(M) coincides with ρC.
Consider the map σ : Tw(M)−→M . Let (B,∇) be a B2-bundle over Q.
Since the bundle (ϕ∗B,ϕ∗∇) is autodual, the curvature of σ∗ϕ∗∇ has type
(1, 1). Let (σ∗ϕ∗B, (σ∗ϕ∗∇)0,1) be the holomorphic bundle obtained from
(ϕ∗B,ϕ∗∇) by twistor transform. Clearly, this bundle is C∗-equivariant,
with respect to the natural C∗-action on Tw(M). It turns out that any
C∗-equivariant bundle F on Tw(M) can be obtained this way, assuming
that F is compatible with twistor transform.
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Theorem 8.5: In the above assumptions, let CB2 be the category of
of B2-bundles on Q, and CTw,C∗ the category of C∗-equivariant holomor-
phic bundles on Tw(M) which are compatible with the twistor transform.
Consider the functor
(σ∗ϕ∗)0,1 : CB2 −→ CTw,C∗ ,
(B,∇)−→ (σ∗ϕ∗B, (σ∗ϕ∗∇)0,1), constructed above. Then (σ∗ϕ∗)0,1 estab-
lishes an equivalence of categories.
We prove Theorem 8.5 in Subsection 8.3.
Remark 8.6: Let Q be an arbitrary quaternionic-Ka¨hler manifold, and
M = U(Q) the corresponding fibration. Then M is hypercomplex, and its
twistor space is equipped with a natural holomorphic action of C∗. This gives
necessary ingredients needed to state Theorem 8.5 for Q with negative scalar
curvature. The proof which we give for Q with positive scalar curvature will
in fact work for all quaternionic-Ka¨hler manifolds.
Question 8.7: What happens with this construction when Q is a hy-
perka¨hler manifold?
In this paper, we need Theorem 8.5 only in the case Q = HPn, M =
Hn\0, but the general proof is just as difficult.
8.2 C∗-equivariant bundles and twistor transform
LetM be a hyperka¨hler manifold, and Tw(M) its twistor space. Recall that
Tw(M) = CP 1 ×M is equipped with a canonical anticomplex involution ι,
which acts as identity onM and as central symmetry I −→−I on CP 1 = S2.
Proposition 8.8: Let M be a hyperka¨hler manifold, and Tw(M) its
twistor space. Assume that Tw(M) is equipped with a free holomorphic
action ρ(z) : Tw(M)−→ Tw(M) of C∗, acting along the fibers of π :
Tw(M)−→ CP 1. Assume, moreover, that ι ◦ ρ(z) = ρ(z) ◦ ι, where ι is
the natural anticomplex involution of Tw(M).1 Let F be a C∗-equivariant
holomorphic vector bundle on Tw(M). Assume that F is compatible with
1These assumptions are automatically satisfied when M is equipped with a special
H∗-action, and ρ(z) is the corresponding C∗-action on Tw(M).
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the twistor transform. Let ∇F be the natural connection on F (Remark
7.5). Then ∇F is flat along the leaves of ρ.
Proof: First of all, let us recall the construction of the natural con-
nection ∇F . Let F be an arbitrary bundle compatible with the twistor
transform. We construct ∇F in terms of the isomorphism Ψ1,2 defined in
Lemma 6.7.
Consider an induced complex structure I. Let FI be the restriction of
F to (M, I) = π−1(I) ⊂ Tw(M). Consider the evaluation map
pI : Lin(M)−→ (M, I)
(Subsection 6.1). In a similar way we define the holomorphic vector bun-
dle F−I on (M,−I) and the map p−I : Lin(M)−→ (M,−I). Denote by
F1, F−1 the sheaves p
∗
I(FI), p
∗
−I(F−I). In Lemma 6.7, we constructed an
isomorphism Ψ1,−1 : F1 −→ F−1.
Let us identify Lin(M) with (M, I) × (M, I) (this identification is nat-
urally defined in a neighbourhood of Hor ⊂ Lin(M) – see Proposition 6.4).
Then the maps pI , p−I became projections to the relevant components. Let
∂ : F1 −→ F1 ⊗ p∗IΩ1(M,−I),
∂ : F−1 −→ F−1 ⊗ p∗−IΩ1(M, I),
be the sheaf maps obtained as pullbacks of de Rham differentials (the tensor
product is taken in the category of coherent sheaves over Lin(M)). Twisting
∂ by an isomorphism Ψ1,−1 : F1 −→ F−1, we obtain a map
∂Ψ : F1 −→ F1 ⊗ p∗IΩ1(M, I).
Adding ∂ and ∂Ψ, we obtain
∇ : F1 −→ F1 ⊗
(
p∗IΩ
1(M, I) ⊕ p∗IΩ1(M,−I)
)
.
Clearly, ∇ satisfies the Leibniz rule. Moreover, the sheaf p∗IΩ1(M, I) ⊕
p∗IΩ
1(M,−I) is naturally isomorphic to the sheaf of differentials over
Lin(M) = (M, I) × (M,−I).
Therefore, ∇ can be considered as a connection in F1, or as a real analytic
connection in a real analytic complex vector bundle underlying FI . From
the definition of ∇F ([KV]), it is clear that ∇F
∣∣∣
(M,I)
equals ∇.
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Return to the proof of Proposition 8.8. Consider a C∗-action ρI(z) on
(M, I), (M,−I) induced from the natural embeddings (M, I) →֒ Tw(M),
(M,−I) →֒ Tw(M). Then FI is a C∗-equivariant bundle. Since ι ◦ ρ(z) =
ρ(z) ◦ ι, the identification Lin(M) = (M, I) × (M, I) is compatible with
C∗-action. Let r = ddr be the holomorphic vector field on (M, I) correspond-
ing to the C∗-action. To prove Proposition 8.8, we have to show that the
operator
[∇r,∇r] : FI −→ FI ⊗ Λ1,1(M, I)
vanishes.
Consider the equivariant structure operator
ρ(z)F : ρI(z)
∗FI −→ FI .
Let U be a C∗-invariant Stein subset of (M, I). Consider ρ(z)F an an endo-
morphism of the space of global holomorphic sections ΓU (FI). Let
Dr(f) := lim
ε→0
ρI(1 + ε)
ε
,
for f ∈ ΓU (FI). Clearly, Dr is a well defined sheaf endomorphism of FI ,
satisfying
Dr(α · f) = d
dr
α · f + α ·Dr(f),
for all α ∈ O(M,I). We say that a holomorphic section f of FI is C∗-
invariant if Dr(f) = 0. Clearly, the O(M,I)-sheaf FI is generated by C∗-
invariant sections. Therefore, it suffices to check the equality
[∇r,∇r](f) = 0
for holomorphic C∗-invariant f ∈ FI .
Since f is holomorphic, we have ∇rf = 0. Thus,
[∇r,∇r](f) = ∇r∇r(f).
We obtain that Proposition 8.8 is implied by the following lemma.
Lemma 8.9: In the above assumptions, let f be a C∗-invariant section
of FI . Then ∇r(f) = 0.
Proof: Return to the notation we used in the beginning of the proof
of Proposition 8.8. Then, ∇(f) = ∂(f) + ∂Ψ(f). Since f is holomorphic,
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∂(f) = 0, so we need to show that ∂Ψ(f)(r) = 0. By definition of ∂Ψ, this
is equivalent to proving that
∂Ψ1,−1(f)(r) = 0.
Consider the C∗-action on Lin(M) which is induced by the C∗-action on
Tw(M). Since the maps pI , p−I are compatible with the C∗-action, the
sheaves F1, F−1 are C∗-equivariant. We can repeat the construction of the
operator Dr for the sheaf F−I . This allows one to speak of holomorphic
C∗-invariant sections of F−I . Pick a C∗-invariant Stein subset U ⊂ (M,−I).
Since the statement of Lemma 8.9 is local, we may assume thatM = U . Let
g1, ..., gn be a set of C∗-invariant sections of FI which generated FI . Then,
the sections p∗−I(g1), ..., p
∗
−I(gn) generate F−1. Consider the section Ψ1,−1(f)
of F−1. Clearly, Ψ1,−1 commutes with the natural C∗-action. Therefore, the
section Ψ1,−1(f) is C∗-invariant, and can be written as
Ψ1,−1(f) =
∑
αip
∗
−I(gi),
where the functions αi are C∗-invariant. By definition of ∂ we have
∂
(∑
αip
∗
−I(gi)
)
=
∑
∂(αip
∗
−I(gi)) +
∑
αi∂(p
∗
−I(gi)).
On the other hand, gi is a holomorphic section of F−I , so ∂p
∗
−I(gi) = 0. We
obtain
∂
(∑
αip
∗
−I · (gi)
)
=
∑
∂αip
∗
−I(gi).
Thus,
∂Ψ1,−1(f)(r) =
∑ ∂αi
∂r
p∗−I(gi),
but since the functions αi are C∗-invariant, their derivatives along r vanish.
We obtain ∂Ψ1,−1(f)(r) = 0. This proves Lemma 8.9. Proposition 8.8 is
proven.
8.3 Twistor transform and the H∗-action
For the duration of this Subsection, we fix a hyperka¨hler manifold M ,
equipped with a special H∗-action ρ, and the corresponding quaternionic-
Ka¨hler manifold Q = M/H∗. Denote the natural quotient map by ϕ :
M −→Q. Clearly, Theorem 8.5 is an immediate consequence of the follow-
ing theorem.
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Theorem 8.10: Let F be a C∗-equivariant holomorphic bundle over
Tw(M), which is compatible with the twistor transform. Consider the
natural connection ∇F on F . Then ∇F is flat along the leaves of H∗-action.
Proof: The leaves of H∗-action are parametrized by the points of q ∈ Q.
Consider such a leaf Mq := ϕ
−1(q) ⊂ M . Clearly, Mq is a hyperka¨hler
submanifold in M , equipped with a special action of H∗. Moreover, the
restriction of F to Tw(Mq) ⊂ Tw(M) satisfies assumptions of Theorem
8.10. To prove that ∇F is flat along the leaves of H∗-action, we have to
show that F
∣∣∣
Tw(Mq)
is flat, for all q. Therefore, it suffices to prove Theorem
8.10 for dimHM = 1.
Lemma 8.11: We work in notation and assumptions of Theorem 8.10.
Assume that dimHM = 1. Then the connection ∇F is flat.
Proof: Let I be an induced complex structure, and FI := F
∣∣∣
(M,I)
the
corresponding holomorphic bundle on (M, I). Denote by zI the vector field
corresponding to the C∗-action ρI on (M, I). By definition, the connection
∇
∣∣∣
FI
has SU(2)-invariant curvature ΘI . On the other hand, ΘI(zI , zI) = 0
by Proposition 8.8. Since ∇F = σ∗∇ is a pullback of an autodual connec-
tion ∇ on M , its curvature is a pullback of ΘI . In particular, Θ = ΘI is
independent from the choice of induced complex structure I. We obtain
that Θ(zI , zI) = 0 for all induced complex structures I on M .
Now Lemma 8.11 is implied by the following linear-algebraic claim.
Claim 8.12: Let M be a hyperka¨hler manifold equipped with a special
H∗-action, dimHM = 1. Consider the vectors zI , zI defined above. Let
Θ be a smooth SU(2)-invariant 2-form, such that for all induced complex
structures, I, we have Θ(zI , zI) = 0. Then Θ = 0.
Proof: The proof of Claim 8.12 is an elementary calculation. Fix a
pointm0 ∈M . Consider the flat hyperka¨hler manifold H\0, equipped with a
natural special action of H∗. From the definition of a special action, it is clear
that the map ρ defines a covering H\0−→M , h−→ ρ(h)m0 of hyperka¨hler
manifolds, and this covering is compatible with the special action. Therefore,
the hyperka¨hler manifold M is flat, and the H∗-action is linear in the flat
coordinates.
Let
Λ2(M) = Λ+(M)⊕ Λ−(M)
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be the standard decomposition of Λ2(M) according to the eigenvalues of
the Hodge ∗ operator. Consider the natural Hermitian metric on Λ2(M).
Then Λ−(M) is the bundle of SU(2)-invariant 2-forms (see, e. g., [V1]), and
Λ+(M) is its orthogonal complement. Consider the corresponding orthogo-
nal projection Π : Λ2(M)−→ Λ−(M). Denote by dzI ∧ dzI the differential
form which is dual to the bivector zI ∧ zI . Let R ⊂ Λ−(M) be the C∞(M)-
subsheaf of Λ−(M) generated by Π(dzI∧dzI), for all induced complex struc-
tures I on M . Clearly, Θ ∈ Λ−(M) and Θ is orthogonal to R ⊂ Λ−(M).
Therefore, to prove that Θ = 0 it suffices to show that R = Λ−(M). Since
M is covered by H\0, we may prove R = Λ−(M) in assumption M = H\0.
Let γ be the real vector field corresponding to dilatations of M = H\0,
and dγ the dual 1-form. Clearly,
dzI ∧ dzI = 2
√−1 dγ ∧ I(dγ).
Averaging dγ ∧ I(dγ) by SU(2), we obtain
Π(dzI ∧ dzI) =
√−1
(
dγ ∧ I(dγ)− J(dγ) ∧K(dγ)
)
where I, J , K is the standard triple of generators for quaternion algebra.
Similarly,
Π(dzJ ∧ dzJ) =
√−1
(
dγ ∧ J(dγ) +K(dγ) ∧ I(dγ)
)
and
Π(dzK ∧ dzK) =
√−1
(
dγ ∧K(dγ) + I(dγ) ∧ J(dγ)
)
Thus, Π(R) is a 3-dimensional sub-bundle of Λ−(M). Since dimΛ−(M) = 3,
we have Π(R) = Λ−(M). This proves Claim 8.12. Lemma 8.11 and Theorem
8.10 is proven.
8.4 Hyperholomorphic sheaves and C∗-equivariant bundles
over Mfl
Let M be a hyperka¨hler manifold, I an induced complex structure and F a
reflexive sheaf over (M, I), equipped with a hyperholomorphic connection.
Assume that F has an isolated singularity in x ∈ M . Consider the sheaf
F on Tw(M) corresponding to F as in the proof of Proposition 3.17. Let
sx ⊂ Tw(M) be the horizontal twistor line corresponding to x, and m
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its ideal. Consider the associated graded sheaf of m. Denote by Twgr the
spectre of this associated graded sheaf. Clearly, Twgr is naturally isomorphic
to Tw(TxM), where TxM is the flat hyperka¨hler manifold corresponding to
the space TxM with induced quaternion action. Consider the natural H∗-
action on TxM . This provides the hyperka¨hler manifold TxM\0 with a
special H∗-action.
Let s0 ⊂ Twgr be the horizontal twistor line corresponding to sx. The
space Twgr \s0 is equipped with a holomorphic C∗-action (Claim 8.3). De-
note by Fgr the sheaf on Twgr associated with F . Clearly, Fgr is C∗-
equivariant. In order to be able to apply Theorem 8.5 and Theorem 8.10
to Fgr
∣∣∣
Twgr \s0
, we need only to show that Fgr is compatible with twistor
transform.
Proposition 8.13: Let M be a hyperka¨hler manifold, I an induced
complex structure and F a reflexive sheaf over (M, I), equipped with a
hyperholomorphic connection. Assume that F has an isolated singularity
in x ∈ M . Let Fgr be the C∗-equivariant bundle on Twgr \s0 constructed
above. Then
(i) the bundle Fgr is compatible with twistor transform.
(ii) Moreover, the natural connection ∇Fgr (Remark 7.5) is Hermitian.
Proof: The argument is clear, but cumbersome, and essentially hinges
on taking associate graded quotients everywhere and checking that all equa-
tions remain true. We give a simplified version of the proof, which omits
some details and notation.
Consider the bundle F
∣∣∣
M\sx
. This bundle is compatible with twistor
transform, and therefore, is equipped with a natural connection ∇F . This
connection is constructed using the isomorphism Ψ1,−1 : F1 −→ F−1 (see the
proof of Proposition 8.8). We apply the same consideration to Fgr
∣∣∣
(TxM,I)
,
and show that the resulting connection ∇Fgr is hyperholomorphic. This im-
plies that Fgr admits a (1, 1)-connection which is a pullback of some connec-
tion on Fgr
∣∣∣
(TxM,I)
. This argument is used to prove that Fgr is compatible
with the twistor transform.
We use the notation introduced in the proof of Proposition 8.8. Let
Lingr be the space of twistor maps in Twgr. Consider the maps pgr±I :
Lingr −→ (TxM,±I) and the sheaves F gr±1 := (pgr±I)∗Fgr±I obtained in the
same way as the maps p±I and the sheaves F±1 from the corresponding
associated graded objects. Taking the associated graded of Ψ1,−1 gives an
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isomorphism Ψgr1,−1 : F
gr
1 −→ F gr−1. Using the same construction as in the
proof of Proposition 8.8, we obtain a connection operator
∂
gr
+∂Ψ
gr
= ∇grI : F gr1 −→ F gr1 ⊗
(
(pgr−I)
∗Ω1(TxM, I)⊕(pgrI )∗Ω1(TxM,−I)
)
.
Since (∂
gr
)2 = (∂Ψ
gr
)2 = 0, the curvature of ∇grI has Hodge type (1, 1) with
respect to I. To prove that ∇grI is hyperholomorphic, we need to show that
the curvature of ∇grI has type (1, 1) with respect to every induced complex
structure. Starting from another induced complex structure J , we obtain
a connection ∇grJ , with the curvature of type (1, 1) with respect to J . To
prove that ∇grJ is hyperholomorphic it remains to show that ∇grJ = ∇grI .
Let ∇I , ∇J be the corresponding operators on F1. From the construc-
tion, it is clear that ∇grI , ∇grJ are obtained from ∇I , ∇J by taking the
associated graded quotients. On the other hand, ∇I = ∇J . Therefore, the
connections ∇grI and ∇grJ are equal. We proved that the bundle Fgr
∣∣∣
Twgr \s0
is compatible with the twistor transform. To prove Proposition 8.13, it
remains to show that the natural connection on Fgr is Hermitian.
The bundle F
∣∣∣
Tw(M\x0)
is by definition Hermitian. Consider the corre-
sponding isomorphism F −→ (ι∗F)∗ (Proposition 7.7). Taking an associate
graded map, we obtain an isomorphism
Fgr→˜(ι∗Fgr)∗.
This gives a non-degenerate semilinear form hgr on Fgr. It remains only
to show that hgr is pseudo-Hermitian (i. e. satisfies h(x, y) = h(y, x)) and
positive definite.
Let MgrC be a complexification of M
gr = TxM , M
gr
C = Lin(M
gr). Con-
sider the corresponding complex vector bundleFgrC overMgrC underlyingFgr.
The metric hgr can be considered as a semilinear form FgrC ×FgrC −→OMgrC .
This semilinear form is obtained from the corresponding form h on F by
taking the associate graded quotients. Since h is Hermitian, the form hgr
is pseudo-Hermitian. To prove that hgr is positive semidefinite, we need to
show that for all f ∈ FgrC , the function hgr(f, f) belongs to OMgrC · OMgrC ,
whereOMgr
C
·OMgr
C
denotes the R>0-semigroup of OMgr
C
generated by x·x, for
all x ∈ OMgr
C
. A similar property for h holds, because h is positive definite.
Clearly, taking associated graded quotient of the semigroup OMC · OMC , we
obtain OMgr
C
· OMgr
C
. Thus,
hgr(f, f) ∈ (OMC · OMC)gr = OMgr
C
· OMgr
C
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This proves that hgr is positive semidefinite. Since hgr is non-degenerate,
this form in positive definite. Proposition 8.13 is proven.
Remark 8.14: Return to the notations of Theorem 6.1. Consider the
bundle π∗F
∣∣∣
C
, where C = PTxM is the blow-up divisor. Clearly, this bundle
corresponds to the graded sheaf F grI = Fgr
∣∣∣
(M,I)
on (TxM, I). By Proposi-
tion 8.13 (see also Theorem 8.10), the bundle π∗F
∣∣∣
C
is equipped with a nat-
ural H∗-invariant connection and Hermitian structure.2 The sheaf π∗F
∣∣∣
M˜\C
is a hyperholomorphic bundle over M˜\C ∼= M\x0. Therefore, π∗F
∣∣∣
M˜\C
is
equipped with a natural metric and a hyperholomorphic connection. It is
expected that the natural connection and metric on π∗F
∣∣∣
M˜\C
can be ex-
tended to π∗F , and the rectriction of the resulting connection and metric to
π∗F
∣∣∣
C
coincides with that given by Proposition 8.13 and Theorem 8.10. This
will give an alternative proof of Proposition 8.13 (ii), because a continuous
extension of a positive definite Hermitian metric is a positive semidefinite
Hermitian metric.
8.5 Hyperholomorphic sheaves and stable bundles on CP 2n+1
The purpose of the current Section was to prove the following result, which
is a consequence of Proposition 8.13 and Theorem 8.10.
Theorem 8.15: LetM be a hyperka¨hler manifold, I an induced complex
structure and F a reflexive sheaf on (M, I) admitting a hyperholomorphic
connection. Assume that F has an isolated singularity in x ∈ M , and is
locally trivial outside of x. Let π : M˜ −→ (M, I) be the blow-up of (M, I)
in x. Consider the holomorphic vector bundle π∗F on M˜ (Theorem 6.1).
Let C ⊂ (M, I) be the blow-up divisor, C = PTxM . Then the holomorphic
bundle π∗F
∣∣∣
C
admits a natural Hermitian connection ∇ which is equivari-
ant with respect to the natural SU(2)-action. Moreover, the holomorphic
vector bundle π∗F
∣∣∣
C
is a direct sum of stable bundles, with degree which is
expressed in terms of the equivariant structure.
2As usually, coherent sheaves over projective variety X correspond to finitely generated
graded modules over the graded ring ⊕Γ(OX(i)).
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Proof: By definition, coherent sheaves on C = PTxM correspond bi-
jectively to C∗-equivariant sheaves on TxM\0. Let F gr be the associated
graded sheaf of F (Subsection 8.4). Consider F gr as a bundle on TxM\0.
In the notation of Proposition 8.13, F gr = Fgr
∣∣∣
(M,I)
. By Proposition 8.13,
the sheaf Fgr is C∗-equivariant.
The bundle F gr is obtained as a pullback of π∗F
∣∣∣
C
, where
π : TxM\0−→ C
denotes the standard projection. The vector bundles on CPTxM is the
same thing as C∗-equivariant vector bundles on TxM\0. We obtained two
C∗-equivariant structures on F gr: one is given by Proposition 8.13, another
is given from the identification F gr = π∗F
∣∣∣
C
.
The quotient of these two equivariant structures gives a C∗-action ρ on
F gr. This gives a decomposition F gr =
⊕
F gri (i), with ρ(t)
∣∣∣∣Fgr
i
= ti.
Consider now the quaternionic projective space HPTxM . For each p ∈
HPTxM , denote by Hp the fiber of the natural projection
TxM\0−→HPTxM,
isomorphic to H\0. The bundles F gri are trivial on each of the fibers Hp.
Therefore, these bundles are compatible with the twistor transform. From
Theorem 8.10 it follows that each of F gri is Yang-Mills and polystable.
9 Moduli spaces of hyperholomorphic sheaves and
bundles
9.1 Deformation of hyperholomorphic sheaves with isolated
singularities
The following theorem is an elementary consequence of Theorem 8.15. The
proof uses well known results on stability and reflexization (see, for instance,
[OSS]). The main idea of the proof is the following. Given a family of hyper-
holomorphic sheaves with an isolated singularity, we blow-up this singularity
and restrict the obtained family to a blow-up divisor. We obtain a family
of coherent sheaves Vs, s ∈ S over CP 2n+1, with fibers semistable of slope
zero. Assume that for all s ∈ S, s 6= s0, the sheaf Vs is trivial. Then the
family V is also trivial, up to a reflexization.
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We use the following property of reflexive sheaves.
Definition 9.1: Let X be a complex manifold, and F a torsion-free
coherent sheaf. We say that F is normal if for all open subvarieties U ⊂ X,
and all closed subvarieties Y ⊂ U of codimension 2, the restriction
ΓU (F )−→ ΓU\Y (F )
is an isomorphism.
Lemma 9.2: LetX be a complex manifold, and F a torsion-free coherent
sheaf. Then F is reflexive if and only if F is normal.
Proof: [OSS], Lemma 1.1.12.
Theorem 9.3: Let M be a hyperka¨hler manifol, I an induced complex
structure, S a complex variety and F a family of coherent sheaves over
(M, I) × S. Consider the sheaf Fs0 := F
∣∣∣
(M,I)×{s0}
. Assume that the sheaf
Fs0 is equipped with a filtration ξ. Let Fi, i = 1, ...,m denote the associated
graded components of ξ, and F ∗∗i denote their reflexizations. Assume that
F is locally trivial outside of (x0, s0) ∈ (M, I) × S. Assume, moreover, that
all sheaves F ∗∗i , i = 1, ...,m admit a hyperholomorphic connection. Then
the reflexization F∗∗ is locally trivial.
Proof: Clearly, it suffices to prove Theorem 9.3 for F reflexive. Let X˜ be
the blow-up of (M, I)×S in {x0}×S, and F˜ the pullback of F to X˜. Clearly,
X˜ = M˜ × S, where M˜ is a blow-up of (M, I) in x0. Denote by C ⊂ M˜ the
blow-up divisor of M˜ . Taking S sufficiently small, we may assume that
the bundle F
∣∣∣
{x0}×(S\{s0})
is trivial. Thus, the bundle F˜
∣∣∣
(C×S)\(C×{s0})
, which
is a pullback of F
∣∣∣
{x0}×(S\{s0})
under the natural projection (C × S)\(C ×
{s0})−→ {x0} × (S\{s0} is trivial. To prove that F is locally trivial, we
have to show that F˜ is locally trivial, and that the restriction of F˜ to C × S
is trivial along the fibers of the natural projection C × S −→ S. Clearly,
to show that F˜ is locally trivial we need only to prove that the fiber F˜
∣∣∣
z
has constant dimension for all z ∈ C × S. Thus, F˜ is locally trivial if and
only if F˜
∣∣∣
C×S
is locally trivial. This sheaf is reflexive, since it corresponds
to an associate graded sheaf of a reflexive sheaf, in the sense of Footnote
to Remark 8.14. It is non-singular in codimension 2, because all reflexive
sheaves are non-singular in codimension 2 ([OSS], Ch. II, Lemma 1.1.10).
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By Theorem 8.15, the sheaf F˜
∣∣∣
C×{s}
is a direct sum of stable bundles, with
the slopes depending on the equivariant action. Since the equivariant action
is deformed continuously with the sheaf, and the corresponding numbers
are all 0 when the sheaf is smooth, they are all 0 in the singular points too.
Then Theorem 8.15 implies that it is polystable. Theorem 9.3 is implied by
the following lemma, applied to the sheaf F˜
∣∣∣
C×S
.
Lemma 9.4: Let C be a complex projective space, S a complex variety
and F a torsion-free sheaf over C × S. Consider an open set U j→֒ C × S,
which is a complement of C × {s0} ⊂ C × S. Assume that the sheaf F
∣∣∣
U
is
trivial: F
∣∣∣
U
∼= OnU . Assume, moreover, that F is non-singular in codimension
2, and the sheaf
(
F
∣∣∣
C×{s0}
)∗∗
is polystable.
rkF = rkF
∣∣∣
C×{s0}
.
Then the reflexization F∗∗ of F is a trivial bundle.
Proof: Using induction, it suffices to prove Lemma 9.4 assuming that
it is proven for all F′ with rkF′ < rkF. We may also assume that S is Stein,
smooth and 1-dimensional.
Step 1: We construct an exact sequence
0−→ F2 −→ F−→ im pO1 −→ 0
of sheaves of positive rank, which, as we prove in Step 3, satisfy assumptions
of Lemma 9.4.
Consider the pushforward sheaf j∗OnU . From the definition of j∗, we
obtain a canonical map
F−→ j∗OnU , (9.1)
and the kernel of this map is a torsion subsheaf in F.
Let f be a coordinate function on S, which vanishes in s0 ∈ S. Clearly,
j∗OnU ∼= OnC×S
[
1
f
]
.
On the other hand, the sheaf OC×S
[
1
f
]
is a direct limit of the following
diagram:
OnC×S
·f−→ OnC×S
·f−→ OnC×S
·f−→ ...,
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where ·f is the injection given by the multiplication by f . Thus, the map
(9.1) gives an embedding
F
p→֒ OnC×S ,
which is identity outside of (x0, s0). Multiplying p by
1
f if necessary, we may
assume that the restriction p
∣∣∣
C×{s0}
is non-trivial. Thus, p gives a map
F
∣∣∣
C×{s0}
−→OnC×{s0}. (9.2)
with image of positive rank. Since both sides of (9.2) are semistable of
slope zero, and OnC×{s0} is polystable, the map (9.2) satisfies the following
conditions. (see [OSS], Ch. II, Lemma 1.2.8 for details).
Let F1 := im p
∣∣∣
C×{s0}
, and F2 := ker p
∣∣∣
C×{s0}
. Then the
reflexization of F1 is a trivial bundle OkC×{s0}, and p maps
F1 to the direct summand O
′
1 = OkC×{s0} ⊂ OnC×{s0}.
Let O1 = OkC×S ⊂ OnC×S be the corresponding free subsheaf of OnC×S .
Consider the natural projection πO1 of OnC×S to O1. Let pO1 be the compo-
sition of p and πO1 , F1 the image of pO1 , and F2 the kernel of pO1 .
Step 2: We show that the sheaves F2 and F1 and non-singular in codi-
mension 2.
Consider the exact sequence
Tor1(OC×{s0},F1)−→ F2
∣∣∣
C×{s0}
−→ F
∣∣∣
C×{s0}
−→ F1
∣∣∣
C×{s0}
−→ 0
obtained by tensoring the sequence
0−→ F2 −→ F−→ F1 −→ 0
with OC×{s0}. From this sequence, we obtain an isomorphism F1
∣∣∣
C×{s0}
∼=
F1.
A torsion-free coherent sheaf over a smooth manifold is non-singular in
codimension 1 ([OSS], Ch. II, Corollary 1.1.8).
Since F is non-singular in codimension 2, the restriction F
∣∣∣
C×{s0}
is non-
singular in codimension 1. Therefore, the torsion of F
∣∣∣
C×{s0}
has support
of codimension at least 2 in C × {s0}. Since the sheaf F2 is a subsheaf of
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F
∣∣∣
C×{s0}
, its torsion has support of codimension at least 2. Therefore, the
singular set of F2 has codimension at least 2 in C ×{s0}. The rank of F2 is
by definition equal to n− k.
Since F1 has rank k, the singular set of F1 coincides with the singular set
of F1. Since the restriction F1
∣∣∣
C×{s0}
= F1, is a subsheaf of a trivial bundle
of dimension k on C ×{s0}, it is torsion-free. Therefore, the singularities of
F1 have codimension at least 2 in C × {s0}.
We obtain that the support of Tor1(OC×{s0},F1) has codimension at
least 2 in C × {s0}. Since the quotient sheaf
F2
∣∣∣
C×{s0}
/
Tor1(OC×{s0},F1) ∼= F2 (9.3)
is isomorphic to the sheaf F2, this quotient is non-singular in codimension 1.
Since we proved that F2 is non-singular in codimension 1, the sheaf F2
∣∣∣
C×{s0}
is also non-singular in codimension 1, and its rank is equal to the rank of
F2.
Let R be the union of singular sets of the sheaves F2, F, F1. Clearly, R
is contained in C × {s0}, and R coincides with the set of all x ∈ C × {s0}
where the dimension of the fiber of the sheaves F2, F, F1 is not equal to
n − k, n, k. We have seen that the restrictions of F2, F1 to C × {s0} have
ranks n − k, k. Therefore, the singular sets of F2, F1 coincide with the
singular sets of F2
∣∣∣
C×{s0}
, F1
∣∣∣
C×{s0}
. We have shown that these singular
sets have codimension at least 2 in C × {s0}. On the other hand, F is non-
singular in codimension 2, by the conditions of Lemma 9.4. Therefore, R
has codimension at least 3 in C × S.
Step 3: We check the assumptions of Lemma 9.4 applied to the sheaves
F2, F1.
Since the singular set of F1 has codimension 2 in C×{s0}, the OC×{s0}-
sheaf Tor1(OC×{s0},F1) is a torsion sheaf with support of codimension 2
in C × {s0}. By (9.3), the reflexization of F2
∣∣∣
C×{s0}
coincides with the
reflexization of F2. Thus, the sheaf
(
F2
∣∣∣
C×{s0}
)∗∗
is semistable. On the
other hand, outside of C × {s0}, the sheaf F2 is a trivial bundle. Thus, F2
satisfies assumptions of Lemma 9.4. Similarly, the sheaf F1 is non-singular
in codimension 2, its restriction to C × {s0} has trivial reflexization, and it
is free outside of C × {s0}.
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Step 4: We apply induction and prove Lemma 9.4.
By induction assumption, the reflexization of F2 is isomorphic to a
trivial bundle On−kC×S . and reflexization of F1 is OkC×S . We obtain an exact
sequence
0−→ F2 −→ F−→ F1 −→ 0, (9.4)
where the sheaves F2 and F1 have trivial reflexizations.
Let V := C×S\R. Restricting the exact sequence (9.4) to V , we obtain
an exact sequence
0−→On−kV
a−→ F
∣∣∣
V
b−→ OkV −→ 0. (9.5)
Since V is a complement of a codimension-3 complex subvariety in a smooth
Stein domain, the first cohomology of a trivial sheaf on V vanish. Therefore,
the sequence (9.5) splits, and the sheaf F
∣∣∣
V
is a trivial bundle. Consider the
pushforward ζ∗F
∣∣∣
V
, where ζ : V −→ C×S is the standard map. Then ζ∗F
∣∣∣
V
is a reflexization of F (a pushforward of a reflexive sheaf over a subvariety
of codimension 2 or more is reflexive – see Lemma 9.2). On the other hand,
since the sheaf F
∣∣∣
V
is a trivial bundle, its push-forward over a subvariety of
codimension at least 2 is also a trivial bundle over C × S. We proved that
the sheaf F∗∗ = ζ∗F
∣∣∣
V
is a trivial bundle over C × S. The push-forward
ζ∗F
∣∣∣
V
coincides with reflexization of F, by Lemma 9.2. This proves Lemma
9.4 and Theorem 9.3.
9.2 The Maruyama moduli space of coherent sheaves
This Subsection is a compilation of results of Gieseker and Maruyama on
the moduli of coherent sheaves over projective manifolds. We follow [OSS],
[Ma2].
To study the moduli spaces of holomorphic bundles and coherent sheaves,
we consider the following definition of stability.
Definition 9.5: (Gieseker–Maruyama stability) ([Gi], [OSS]) Let X be
a projective variety, O(1) the standard line bundle and F a torsion-free
coherent sheaf. The sheaf F is called Gieseker–Maruyama stable (resp.
Gieseker–Maruyama semistable) if for all coherent subsheaves E ⊂ F with
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0 < rkE < rkF , we have
pF (k) < pE(k) (resp., pF (k) 6 pE(k))
for all sufficiently large numbers k ∈ Z. Here
pF (k) =
dimΓX(F ⊗O(k))
rkF
.
Clearly, Gieseker–Maruyama stability is weaker than the Mumford-Ta-
kemoto stability. Every Gieseker–Maruyama semistable sheaf F has a so-
called Jordan-Ho¨lder filtration F0 ⊂ F1 ⊂ ... ⊂ F with Gieseker–Maruyama
stable successive quotients Fi/Fi−1. The corresponding associated graded
sheaf
⊕Fi/Fi−1
is independent from a choice of a filtration. It is called the associate
graded quotient of the Jordan-Ho¨lder filtration on F .
Definition 9.6: Let F , G be Gieseker–Maruyama semistable sheaves
on X. Then F , G are called S-equivalent if the corresponding associate
graded quotients ⊕Fi/Fi−1, ⊕Gi/Gi−1 are isomorphic.
Definition 9.7: Let X be a complex manifold, F a torsion-free sheaf on
X, and Y a complex variety. Consider a sheaf F on X×Y which is flat over
Y . Assume that for some point s0 ∈ Y , the sheaf F
∣∣∣
X×{s0}
is isomorphic
to F . Then F is called a deformation of F parametrized by Y . We
say that a sheaf F ′ on X is deformationally equivalent to F if for some
s ∈ Y , the restriction F
∣∣∣
X×{s}
is isomorphic to F ′. Slightly less formally,
such sheaves are called deformations of F . If F ′ is a (semi-)stable bundle,
it is called a (semi-) stable bundle deformation of F .
Remark 9.8: Clearly, the Chern classes of deformationally equivalent
sheaves are equal.
Definition 9.9: Let X be a complex manifold, and F a torsion-free
sheaf on X, and Mmar a complex variety. We say that Mmar is a coarse
moduli space of deformations of F if the following conditions hold.
(i) The points of s ∈ Mmar are in bijective correspondence with S-equiva-
lence classes of coherent sheaves Fs which are deformationally equiv-
alent to F .
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(ii) For any flat deformation F of F parametrized by Y , there exists a
unique morphism ϕ : Y −→Mmar such that for all s ∈ Y , the re-
striction F
∣∣∣
X×{s}
is S-equivalent to the sheaf Fϕ(s) corresponding to
ϕ(s) ∈Mmar .
Clearly, the coarse moduli space is unique. By Remark 9.8, the Chern
classes of Fs are equal for all s ∈ Mmar.
It is clear how to define other kinds of moduli spaces. For instance,
replacing the word sheaf by the word bundle throughout Definition 9.9, we
obtain a definition of the coarse moduli space of semistable bundle
deformations of F . Further on, we shall usually omit the word “coarse”
and say “moduli space” instead.
Theorem 9.10: (Maruyama) Let X be a projective manifold and F
a coherent sheaf over X. Then the Maruyama moduli space Mmar of
deformations of F exists and is compact.
Proof: See, e. g., [Ma2].
9.3 Moduli of hyperholomorphic sheaves and C-restricted
comples structures
Usually, the moduli space of semistable bundle deformations of a bundle F
is not compact. To compactify this moduli space, Maruyama adds points
corresponding to the deformations of F which are singular (these deforma-
tions can be non-reflexive and can have singular reflexizations). Using the
desingularization theorems for hyperholomorphic sheaves, we were able to
obtain Theorem 9.3, which states (roughly speaking) that a deformation of
a semistable hyperholomorphic bundle is again a semistable bunlde, as-
suming that all its singularities are isolated. In Section 5, we showed that
under certain conditions, a deformation of a hyperholomorphic sheaf is again
hyperholomorphic (Theorem 5.14). This makes it possible to prove that a
deformation of a semistable hyperholomorphic bundle is locally trivial.
In [V5], we have shown that a Hilbert scheme of a K3 surface has no
non-trivial trianalytic subvarieties, for a general hyperka¨hler structure.
Theorem 9.11: Let M be a compact hyperka¨hler manifold without
non-trivial trianalytic subvarieties, dimH > 2, and I an induced complex
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structure. Consider a hyperholomorphic bundle F on (M, I) (Definition
3.11). Assume that I is a C-restricted complex structure, C = degI c2(F ).
Let M be the moduli space of semistable bundle deformations of F over
(M, I). Then M is compact.
Proof: The complex structure I is by definition algebraic, with unique
polarization. This makes it possible to speak of Gieseker–Maruyama stabil-
ity on (M, I). Denote by Mmar the Maruyama moduli of deformations of
F . ThenM is naturally an open subset ofMmar. Let s ∈ Mmar be an arbi-
trary point and Fs the corresponding coherent sheaf on (M, I), defined up to
S-equivalence. According to Remark 9.8, the Chern classes of F and Fs are
equal. Thus, by Theorem 5.14, the sheaf Fs is hyperholomorphic. There-
fore, Fs admits a filtration with hyperholomorphic stable quotient sheaves
Fi, i = 1, ...,m. By Claim 3.16, the singular set S of Fs is trianalytic. Since
M has no proper trianalytic subvarieties, S is a collection of points. We
obtain that Fs has isolated singularities. Let F be a family of deformations
of F , parametrized by Y . The points y ∈ Y correspond to deformations Fy
of Fs. Assume that for all y ∈ Y , y 6= s, the sheaf Fy is a bundle. Since M
is open in Mmar , such a deformation always exists.
The sheaf Fs has isolated singularities and admits a filtration with hyper-
holomorphic stable quotient sheaves. This implies that the family F satisfies
the conditions of Theorem 9.3. By Theorem 9.3, the reflexization F∗∗ is
locally trivial. To prove that M = Mmar, we have to show that for all
s ∈ Mmar, the corresponding coherent sheaf Fs is locally trivial. There-
fore, to finish the proof of Theorem 9.11, it remains to prove the following
algebro-geometric claim.
Claim 9.12: Let X be a compact complex manifold, dimCX > 2, and
F a torsion-free coherent sheaf over X×Y which is flat over Y . Assume that
the reflexization of F is locally trivial, F has isolated singularities, and for
some point s ∈ Y , the restriction of F to the complement (X×Y )\(X×{s})
is locally trivial. Then the reflexization
(
F
∣∣∣
X
× {s}
)∗∗
is locally trivial.
Remark 9.13: We say that a kernel of a map from a bundle to an
Artinian sheaf is a bundle with holes. In slightly more intuitive terms,
Claim 9.12 states that a flat deformation of a bundle with holes is again a
bundle with holes, and cannot be smooth, assuming that dimCX > 2.
Proof of Claim 9.12: Claim 9.12 is well known. Here we give a sketch
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of a proof. Consider a coherent sheaf Fs = F
∣∣∣
X×{s}
, and an exact sequence
0−→ Fs −→ F ∗∗s −→ k −→ 0,
where k is an Artinian sheaf. By definition, the sheaf F ∗∗s is locally trivial.
The flat deformations of Fs are infinitesimally classified by Ext
1(Fs, Fs).
Replacing Fs by a quasi-isomorphic complex of sheaves F
∗∗
s −→ k, we ob-
tain a spectral sequence converging to Ext•(Fs, Fs). In the E2-term of this
sequence, we observe the group
Ext1(F ∗∗s , F
∗∗
s )⊕Ext1(k, k) ⊕ Ext2(k, F ∗∗s )⊕Ext0(F ∗∗s , k).
which is responsible for Ext1(Fs, Fs). The term Ext
1(F ∗∗s , F
∗∗
s ) is respon-
sible for deformations of the bundle F ∗∗s , the term Ext
0(F ∗∗s , k) for the
deformations of the map F ∗∗s −→ k, and the term Ext1(k, k) for the defor-
mations of the Artinian sheaf k. Thus, the term Ext2(k, F ∗∗s ) is responsible
for the deformations of Fs which change the dimension of the cokernel of
the embedding Fs −→ F ∗∗s . We obtain that whenever Ext2(k, F ∗∗s ) = 0,
all deformations of Fs are singular. On the other hand, Ext
2(k, F ∗∗s ) = 0,
because the i-th Ext from the skyscraper to a free sheaf on a manifold of
dimension more than i vanishes (this is a basic result of Grothendieck’s
duality, [H-Gro]).
10 New examples of hyperka¨hler manifolds
10.1 Twistor paths
This Subsection contains an exposition and further elaboration of the results
of [V3-bis] concerning the twistor curves in the moduli space of complex
structures on a complex manifold of hyperka¨hler type.
LetM be a compact manifold admitting a hyperka¨hler structure. In Def-
inition 5.8, we defined the coarse, marked moduli space of complex structures
on M , denoted by Comp. For the duration of this section, we fix a compact
simple hyperka¨hler manifold M , and its moduli Comp.
Further on, we shall need the following fact.
Claim 10.1: Let M be a hyperka¨hler manifold, I an induced complex
structure of general type, and B a holomorphic vector bundle over (M, I).
Then B is stable if an only if B is simple.1
1Simple sheaves are coherent sheaves which have no proper subsheaves
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Proof: By Lemma 2.26, for all ω ∈ Pic(M, I), we have degI(ω) = 0.
Therefore, every subsheaf of B is destabilising.
Remark 10.2: In assumptions of Claim 10.1, all stable bundles are
hyperholomorphic (Theorem 2.27). Therefore, Claim 10.1 implies that B is
hyperholomorphic if it is simple.
In Subsection 5.2, we have shown that every hyperka¨hler structure H
corresponds to a holomorphic embedding
κ(H) : CP 1 −→ Comp, L−→ (M,L).
Definition 10.3: A projective line C ⊂ Comp is called a twistor
curve if C = κ(H) for some hyperka¨hler structure H on M .
The following theorem was proven in [V3-bis].
Theorem 10.4: ([V3-bis], Theorem 3.1) Let I1, I2 ∈ Comp. Then there
exist a sequence of intersecting twistor curves which connect I1 with I2.
Definition 10.5: Let P0, ..., Pn ⊂ Comp be a sequence of twistor
curves, supplied with an intersection point xi+1 ∈ Pi ∩ Pi+1 for each i. We
say that γ = P0, ..., Pn, x1, ..., xn is a twistor path. Let I, I
′ ∈ Comp. We
say that γ is a twistor path connecting I to I ′ if I ∈ P0 and I ′ ∈ Pn.
The lines Pi are called the edges, and the points xi the vertices of a
twistor path.
Recall that in Definition 2.13, we defined induced complex structures
which are generic with respect to a hyperka¨hler structure.
Given a twistor curve P , the corresponding hyperka¨hler structure H
is unique (Theorem 5.11). We say that a point x ∈ P is of general type,
or generic with respect to P if the corresponding complex structure is
generic with respect to H.
Definition 10.6: Let I, J ∈ Comp and γ = P0, ..., Pn be a twistor
path from I to J , which corresponds to the hyperka¨hler structures H0, ...,
Hn. We say that γ is admissible if all vertices of γ are of general type with
respect to the corresponding edges.
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Remark 10.7: In [V3-bis], admissible twistor paths were defined slightly
differently. In addition to the conditions above, we required that I, J are of
general type with respect to H0, Hn.
Theorem 10.4 proves that every two points I, I ′ in Comp are connected
with a twistor path. Clearly, each twistor path induces a diffeomorphism
µγ : (M, I)−→ (M, I ′). In [V3-bis], Subsection 5.2, we studied algebro-
geometrical properties of this diffeomorphism.
Theorem 10.8: Let I, J ∈ Comp, and γ be an admissible twistor path
from I to J . Then
(i) There exists a natural isomorphism of tensor cetegories
Φγ : BunI(H0)−→BunJ(Hn),
where BunI(H0), BunJ(Hn) are the categories of polystable hyper-
holomorphic vector bundles on (M, I), (M,J), taken with respect to
H0, Hn respectively.
(ii) Let B ∈ BunI(H0) be a stable hyperholomorphic bundle, and
MI,H0(B)
the moduli of stable deformations of B, where stability is taken with
respect to the Ka¨hler metric induced by H0. Then Φγ maps sta-
ble bundles which are deformationally equivalent to B to the stable
bundles which are deformationally equivalent to Φγ(B). Moreover,
obtained this way bijection
Φγ : MI,H0(B)−→MJ,Hn(Φγ(B))
induces a real analytic isomorphism of deformation spaces.
Proof: Theorem 10.8 (i) is a consequence of [V3-bis], Corollary 5.1.
Here we give a sketch of its proof.
Let I be an induced complex structure of general type. By Claim 10.1, a
bundle B over (M, I) is stable if and only if it is simple. Thus, the category
BunI(H) is independent from the choice of H (Claim 10.1).
In Theorem 3.27, we constructed the equivalence of categories ΦI,J ,
which gives the functor Φγ for twistor path which consists of a single
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twistor curve. This proves Theorem 10.8 (i) for n = 1. A composition
of isomorphisms ΦI,J ◦ΦJ,J ′ is well defined, because the category BunI(H)
is independent from the choice of H. Taking successive compositions of the
maps ΦI,J , we obtain an isomorphism Φγ . This proves Theorem 10.8 (i).
The variety MI,H(B) is singular hyperka¨hler ([V1]), and the variety
MJ,H(B) is the same singular hyperka¨hler variety, taken with another in-
duced complex structure. By definition of singular hyperka¨hler varieties, this
implies that MI,H(B), MJ,H(B) are real analytic equivalent, with equiva-
lence provided by ΦI,J . This proves Theorem 10.8 (ii).
For I ∈ Comp, denote by Pic(M, I) the group H1,1(M, I) ∩H2(M,Z),
and by Pic(I,Q) the space H1,1(M, I) ∩ H2(M,Q) ⊂ H2(M). Let Q ⊂
H2(M,Q) be a subspace of H2(M,Q), and
CompQ := {I ∈ Comp | Pic(I,Q) = Q}.
Theorem 10.9: Let H, H′ be hyperka¨hler structures, and I, I ′ be
complex structures of general type to and induced by H, H′. Assume that
Pic(I,Q) = Pic(I ′,Q) = Q, and I, I ′ lie in the same connected component
of CompQ. Then I, I
′ can be connected by an admissible path.
Proof: This is [V3-bis], Theorem 5.2.
For a general Q, we have no control over the number of connected com-
ponents of CompQ (unless global Torelli theorem is proven), and therefore
we cannot directly apply Theorem 10.9 to obtain results from algebraic ge-
ometry.2 However, when Q = 0, CompQ is clearly connected and dense in
Comp. This is used to prove the following corollary.
Corollary 10.10: Let I, I ′ ∈ Comp0. Then I can be connected to I ′
by an admissible twistor path.
Proof This is [V3-bis], Corollary 5.2.
Definition 10.11: Let I ∈ Comp be a complex structure, ω be a Ka¨hler
form on (M, I), and H the corresponding hyperka¨hler metric, which exists
by Calabi-Yau theorem. Then ω is called a generic polarization if any
of the following conditions hold
(i) For all a ∈ Pic(M, I), the degree degω(a) 6= 0, unless a = 0.
2Exception is a K3 surface, where Torelli holds. For K3, CompQ is connected for all
Q ⊂ H2(M,Q).
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(ii) For all SU(2)-invariant integer classes a ∈ H2(M,Z), we have a = 0.
The conditions (i) and (ii) are equivalent by Lemma 2.26.
Claim 10.12: Let I ∈ Comp be a complex structure, ω be a Ka¨hler form
on (M, I), and H the corresponding hyperka¨hler structure, which exists by
Calabi-Yau theorem. Then ω is generic if and only if for all integer classes
a ∈ H1,1(M, I), the class a is not orthogonal to ω with respect to the
Bogomolov-Beauville pairing.
Proof: Clearly, the map degω : H
2(M)−→ R is equal (up to a scalar
multiplier) to the orthogonal projection onto the line R · ω. Then, Claim
10.12 is equivalent to Definition 10.11, (i).
From Claim 10.12 it is clear that the set of generic polarizations is a com-
plement to a countable union of hyperplanes. Thus, generic polarizations
are dense in the Ka¨hler cone of (M, I), for all I.
Claim 10.13: Let I, J ∈ Comp, and a, b be generic polarizations on
(M, I). Consider the corresponding hyperka¨hler structures H0 and Hn
inducing I and J . Then there exists an admissible twistor path starting
from I,H0 and ending with Hn, J .
Proof: Consider the twistor curves P0, Pn corresponding to H0, Hn.
Since a, b are generic, the curves P0, Pn intersect with Comp0. Applying
Corollary 10.10, we connect the curves P0 and Pn by an admissible path.
Putting together Claim 10.13 and Theorem 10.8, we obtain the following
result.
Theorem 10.14: Let I, J ∈ Comp be complex structures, and a, b be
generic polarizations on (M, I), (M,J). Then
(i) There exist an isomorphism of tensor cetegories
Φγ : BunI(a)−→BunJ(a),
where BunI(a), BunJ(b) are the categories of polystable hyperholo-
morphic vector bundles on (M, I), (M,J), taken with respect to the
hyperka¨hler structures defined by the Ka¨hler classes a, b as in Theorem
2.4.
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(ii) Let B ∈ BunI(a) be a stable hyperholomorphic bundle, and
MI,a(B)
the moduli of stable deformations of B, where stability is taken with
respect to the polarization a. Then Φγ maps stable bundles which
are deformationally equivalent to B to the stable bundles which are
deformationally equivalent to Φγ(B). Moreover, obtained this way
bijection
Φγ : MI,a(B)−→MJ,b(Φγ(B))
induces a real analytic isomorphism of deformation spaces.
Lemma 10.15: In assumptions of Theorem 10.8, let B be a holomorphic
tangent bundle of (M, I). Then Φγ(B) is a holomorphic tangent bundle of
(M,J).
Proof: Clear.
Corollary 10.16: Let I, J ∈ Comp be complex structures, and a, b
generic polarizations on (M, I), (M,J). Assume that the moduli of stable
deformationsMI,a(T (M, I)) of the holomorphic tangent bundle T 1,0(M, I)
is compact. Then the space MJ,b(T (M,J)) is also compact.
Proof: Let γ be the twistor path of Claim 10.13. By Lemma 10.15,
Φγ(T (M, I)) = T (M,J). Applying Theorem 10.8, we obtain a real analytic
equivalence from MI,a(T (M, I)) to MJ,b(T (M,J)).
10.2 New examples of hyperka¨hler manifolds
Theorem 10.17: Let M be a compact hyperka¨hler manifold without non-
trivial trianalytic subvarieties, dimHM > 2, and I an induced complex
structure. Consider a hyperholomorphic bundle F on M (Definition 3.28).
Let FI be the corresponding holomorphic bundle over (M, I). Assume that
I is a C-restricted complex structure, C = degI c2(F ). Assume, moreover,
that all semistable bundle deformations of FI are stable.
3 Denote by MIF
the moduli of stable bundle deformations of FI over (M, I). Then
(i) the normalization M˜IF is a compact and smooth complex manifold
equipped with a natural hyperka¨hler structure.
3This may happen, for instance, when rkF = dimCM = n, and the number cn(F ) is
prime.
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(ii) Moreover, for all induced complex structures J on M , the the variety
MJF is compact, and has a smooth normalization M˜JF , which is also
equipped with a natural hyperka¨hler structure.
(iii) Finally, the hyperka¨hler manifolds M˜JF , M˜IF are naturally isomorphic.
Proof: The variety MIF is compact by Theorem 9.11. In [V1], it was
proven that the space MIF of stable deformations of F is a singular hy-
perka¨hler variety (see also [KV] for an explicit construction of the twistor
space of MIF ). Then Theorem 10.17 is a consequence of the Desingulariza-
tion Theorem for singular hyperka¨hler varietiess (Theorem 2.16).
The assumptions of Theorem 10.17 are quite restrictive. Using the tech-
nique of twistor paths, developed in Subsection 10.1, it is possible to prove
a more accessible form of Theorem 10.17.
Let M be a hyperka¨hler manifold, and I, J induced complex structures.
Given an admissible twistor path from I to J , we obtain an equivalence Φγ
between the category of hyperholomorphic bundles on (M, I) and (M,J).
Theorem 10.18: Let M be a compact simple hyperka¨hler manifold,
dimHM > 1, and I a complex structure on M . Consider a generic polar-
ization a on (M, I). Let H be the corresponding hyperka¨hler structure, and
F a hyperholomorphic bundle on (M, I). Fix a hyperka¨hler structure H′ on
M admitting C-restricted complex structures, such that M has no trian-
alytic subvarieties with respect to H′. Assume that for some C-restricted
complex structure J induced by H′, C = degI c2(F ), all admissible twistor
paths γ from I to J , and all semistable bundles F ′ which are deformation-
ally equivalent to Φγ(F ), the bundle F
′ is stable. Then the space of stable
deformations of F is compact.
Remark 10.19: The space of stable deformations of F is singular hy-
perka¨hler ([V1]) and its normalization is smooth and hyperka¨hler (Theorem
2.16).
Proof of Theorem 10.18: Clearly, F ′ satisfies assumptions of Theorem
10.17, and the moduli space of its stable deformations is compact. Since
Φγ induces a homeomorphism of moduli spaces (Theorem 10.8), the space
of stable deformations of F is also compact.
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Applying Theorem 10.18 to the holomorphic tangent bundle T (M, I),
we obtain the following corollary.
Theorem 10.20: Let M be a compact simple hyperka¨hler manifold,
dimH(M) > 1. Assume that for a generic hyperka¨hler structure H on M ,
this manifold admits no trianalytic subvarieties.4 Assume, moreover, that
for some C-restricted induced complex structure I, all semistable bundle
deformations of T (M, I) are stable, for C > degI c2(M). Then, for all
complex structures J on M and all generic polarizations ω on (M,J), the
deformation space MJ,ω(T (M,J)) is compact.
Proof: Follows from Theorem 10.18 and Corollary 10.16.
10.3 How to check that we obtained new examples of hy-
perka¨hler manifolds?
A. Beauville [Bea] described two families of compact hyperka¨hler manifolds,
one obtained as the Hilbert scheme of points on a K3-surface, another ob-
tained as the Hilbert scheme of a 2-dimensional torus factorized by the free
torus action.
Conjecture 10.21: There exist compact simple hyperka¨hler manifolds
which are not isomorphic to deformations of these two fundamental exam-
ples.
Here we explain our strategy of a proof of Conjecture 10.21 using results
on compactness of the moduli space of hyperholomorphic bundles.
The results of this subsection are still in writing, so all statements below
this line should be considered as conjectures. We give an idea of a proof for
each result and label it as “proof”, but these “proofs” are merely sketches.
First of all, it is possible to prove the following theorem.
Theorem 10.22: Let M be a complex K3 surface without automor-
phisms. Assume that M is Mumford-Tate generic with respect to some
hyperka¨hler structure. Consider the Hilbert scheme M [n] of points on M ,
n > 1. Pick a hyperka¨hler structure H on M [n] which is compatible with
4This assumption holds for a Hilbert scheme of points on a K3 surface.
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the complex structure. Let B be a hyperholomorphic bundle on (M [n],H),
rkB = 2. Then B is a trivial bundle.
Proof: The proof of Theorem 10.22 is based on the same ideas as the
proof of Theorem 2.17.
For a compact complex manifold X of hyperka¨hler type, denote its
coarse, marked moduli space (Definition 5.8) by Comp(X).
Corollary 10.23: Let M be a K3 surface, I ∈ Comp(X) an arbitrary
complex structure on X = M [n], n > 1, and a a generic polarization on
(X,J). Consider the hyperka¨hler structure H which corresponds to (I, a)
as in Theorem 2.4. Let B, rkB = 2 be a hyperholomorphic bundle over
(X,H). Then B is trivial.
Proof: Follows from Theorem 10.22 and Theorem 10.14.
Corollary 10.24: Let M be a K3 surface, I ∈ Comp(X) an arbitrary
complex structure on X = M [n], n > 1, and a a generic polarization on
(X, I). Consider the hyperka¨hler structure H which corresponds to (J ,
a) (Theorem 2.4). Let B, rkB 6 6 be a stable hyperholomorphic bundle
on (X,H). Assume that the Chern class crkB(B) is non-zero. Assume,
moreover, that I is C-restricted, C = degI(c2(B)). Let B
′ be a semistable
deformation of B over (X, I). Then B′ is stable.
Proof: Consider the Jordan–Ho¨lder serie for B′. Let Q1 ⊕ Q2 ⊕ ... be
the associated graded sheaf. By Theorem 5.14, the stable bundles Qi are
hyperholomorphic. Since crkB(B) 6= 0, we have crkQi(Qi) 6= 0. Therefore,
the bundles Qi are non-trivial. By Corollary 10.23, rkQi > 2. Since all the
Chern classes of the bundles Qi are SU(2)-invariant, the odd Chern classes
of Qi vanish (Lemma 2.6). Therefore, rkQi > 4 for all i. Since rkB 6 6, we
have i = 1 and the bundle B′ is stable.
Let M be a K3 surface, X =M [i], i = 2, 3 be its second or third Hilbert
scheme of points, I ∈ Comp(X) arbitrary complex structure on X, and a a
generic polarization on (X, I). Consider the hyperka¨hler structure H which
corresponds to J and a by Calabi-Yau theorem (Theorem 2.4). Denote by
TX the tangent bundle ofX, considered as a hyperholomorphic bundle. Let
Def(TX) denote the hyperka¨hler desingularization of the moduli of stable
deformations of TX. By Theorem 10.14, the real analytic subvariety
underlying Def(TX) is independent from the choice of I. Therefore, its
dimension is also independent from the choice of I. The dimension of the
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deformation space Def(TX) can be estimated by a direct computation, for
X a Hilbert scheme. We obtain that dimDef(TX) > 40.
Claim 10.25: In these assumptions, the space Def(TX) is a compact
hyperka¨hler manifold.
Proof: By Corollary 10.24, all semistable bundle deformations of TX
are stable. Then Claim 10.25 is implied by Theorem 10.20.
Clearly, deforming the complex structure on X, we obtain a deformation
of complex structures on Def(TX). This gives a map
Comp(X)−→ Comp(Def(TX)). (10.1)
It is easy to check that the map (10.1) is complex analytic, and maps twistor
curves to twistor curves.
Claim 10.26: Let X, Y be hyperka¨hler manifolds, and
ϕ : Comp(X)−→ Comp(Y )
be a holomorphic map of corresponding moduli spaces which maps twistor
curves to twistor curves. Then ϕ is locally an embedding.
Proof: An elementary argument using the period maps, in the spirit of
Subsection 5.2.
The following result, along with Theorem 10.22, is the major stumbling
block on the way to proving Conjecture 10.21. The other results of this
Subsection are elementary or routinely proven, but the complete proof of
Theorem 10.22 and Theorem 10.27 seems to be difficult.
Theorem 10.27: Let X be a simple hyperka¨hler manifold without
proper trianalytic subvarieties, B a hyperholomorphic bundle over X, and
I an induced complex structure. Denote the corresponding holomorphic
bundle over (X, I) by BI . Assume that the spaceM of stable bundle defor-
mations of B is compact. Let Def(B) be the hyperka¨hler desingularization
of M. Then Def(M) is a simple hyperka¨hler manifold.
Proof: Given a decomposition Def(M) =M1×M2, we obtain a parallel
2-form on Ω1 on Def(B), which is a pullback of the holomorphic symplec-
tic form on M1. Consider the space A of connections on B, which is an
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infinitely-dimensional complex analytic Banach manifold. Then Ω1 corre-
sponds to a holomorphic 2-form Ω˜1 on A. Since Ω1 is parallel with respect
to the natural connection on Def(B), the form Ω˜1 is also a parallel 2-form
on the tangent space to A, which is identified with Ω1(X,End(B)). It is
possible to prove that this 2-form is obtained as
A,B −→
∫
Y
Θ
(
A
∣∣∣
Y
, B
∣∣∣
Y
)
Vol(Y )
where
Θ : Ω1(Y,End(B))× Ω1(Y,End(B))−→OY
is a certain holomorphic pairing on the bundle Ω1(Y,End(B)), and Y is a
trianalytic subvariety of X. Since X has no trianalytic subvarieties, Ω˜1 is
obtained from a OX-linear pairing
Ω1(X,End(B))× Ω1(X,End(B))−→OX .
Using stability of B, it is possible to show that such a pairing is unique,
and thus, Ω1 coincides with the holomorphic symplectic form on Def(B).
Therefore, Def(B) =M1, and this manifold is simple.
Return to the deformations of tangent bundles on X = M [i], i = 2, 3.
Recall that the second Betti number of a Hilbert scheme of points on a
K3 surface is equal to 23, and that of the generalized Kummer variety is 7
([Bea]). Consider the map (10.1). By Theorem 10.27, the manifold Def(TX)
is simple. By Bogomolov’s theorem (Theorem 5.9), we have
dimComp(Def(TX)) = dimH2(Def(TX))− 2.
Therefore, either dimH2(Def(TX)) > dimH2(X) = 23, or the map (10.1)
is etale. In the first case, the second Betti number of Def(TX) is big-
ger than that of known simple hyperka¨hler manifolds, and thus, Def(TX)
is a new example of a simple hyperka¨hler manifold; this proves Conjec-
ture 10.21. Therefore, to prove Conjecture 10.21, we may assume that
dimH2(Def(TX)) = 23, the map (10.1) is etale, and Def(TX) is a de-
formation of a Hilbert scheme of points on a K3 surface.
Consider the universal bundle B˜ over X × Def(TX). Restricting B˜ to
{x} × Def(TX), we obtain a bundle B on Def(TX). Let Def(B) be the
hyperka¨hler desingularization of the moduli space of stable deformations of
B. Clearly, the manifold Def(B) is independent from the choice of x ∈ X.
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Taking the generic hyperka¨hler structure on X, we may assume that the
hyperka¨hler structure H on Def(TX) is also generic. Thus, (Def(TX),H)
admits C-restricted complex structures and has no trianalytic subvari-
eties. In this situation, Corollary 10.24 implies that the hyperka¨hler mani-
fold Def(B) is compact. Applying Claim 10.26 again, we obtain a sequence
of maps
Comp(X)−→ Comp(Def(TX))−→ Comp(Def(B))
which are locally closed embeddings. By the same argument as above, we
may assume that the composition Comp(X)−→ Comp(Def(B)) is etale,
and the manifold Def(B) is a deformation of a Hilbert scheme of points on
K3. Using Mukai’s version of Fourier transform ([O], [BBR]), we obtain
an embedding of the corresponding derived categories of coherent sheaves,
D(X)−→D(Def(TX))−→D(Def(B)).
Using this approach, it is easy to prove that
dimX 6 dimDef(TX) 6 dimDef(B).
Let x ∈ X be an arbitrary point. Consider the complex Cx ∈ D(Def(B)) of
coherent sheaves on Def(B), obtained as a composition of the Fourier-Mukai
transform maps. It is easy to check that the lowest non-trivial cohomology
sheaf of Cx is a skyscraper sheaf in a point F (x) ∈ Def(B). This gives an
embedding
F : X −→ Def(B).
The map F is complex analytic for all induced complex structure. We
obtained the following result.
Lemma 10.28: In the above assumptions, the embedding
F : X −→ Def(B)
is compatible with the hyperka¨hler structure.
By Lemma 10.28, the manifold Def(B) has a trianalytic subvariety
F (X), of dimension 0 < dimF (X) < 40 < dimDef(B). On the other hand,
for a hyperka¨hler structure on X generic, the corresponding hyperka¨hler
structure on Def(B) is also generic, so this manifold has no trianalytic
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subvarieties. We obtained a contradiction. Therefore, either Def(TX) or
Def(B) is a new example of a simple hyperka¨hler manifold. This proves
Conjecture 10.21.
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Year 2012. Eyal Markman found an error in the statement of Theorem
8.15: as stated, this theorem claimed that a blow-up of a reflexive sheaf
is polystable, while it is in fact a direct sum of stable bundles of different
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