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Program pengenalan pola ini merupakan program yang dibuat dengan menggunakan 
Matlab 6 dan ditulis berdasarkan konsep Jaringan syaraf tiruan. Metode yang dipakai dalam 
jaringan syaraf tiruan adalah metode propagasi balik. 
Dalam program ini akan dibutuhkan citra, yaitu citra hitam putih atau yang lebih 
dikenal dengan nama citra biner. Citra biner ini memiliki kekhususan yaitu pada warna latar 
belakangnya yang harus berwarna hitam dan warna objeknya yang berwarna putih. Citra ini 
dicirikan seperti itu untuk dilanjutkan pada proses penipisannya. Proses penipisan ini 
digunakan untuk mendapatkan kerangka dari objek yang akan berusaha untuk dikenali. 
Metode yang digunakan dalam proses penipisan ini adalah metode penipisan dengan 
menggunakan algoritma Zhang dan Suen. Hasil dari penipisan tadi akan dibandingkan 
dengan target yang sebelumnya sudah ditentukan terlebih dahulu oleh kita,sedangkan 
toleransi eror yang dipakai sebesar 10
-20
.  Kecepatan pembelajaran dan momentumnya dapat 
ditentukan sendiri. 
Uji coba dilakukan untuk menetahui sejauh mana tingkat kesuksesan program dalam 
mengenali pola yang didefinisikan di dalam target. Uji coba ini dilakukan berdasarkan nilai 
bobot yang sebelumnya telah diterangkan dalam poin-poin di atas. Pada pengujian ini, 
dilakukan percobaan terhadap huruf A, huruf B dan huruf C, D dan E. 
Program pengenalan pola ini masih terbatas pada pemeriksaan pola dengan citra 
hitam putih yang memiliki warna latar belakang hitam. Program ini tergantung dari rata-rata 
pembelajaran (LR) dan momentum (MC) yang dimasukkan dan hasilnya dipengaruhi oleh 











Perkembangan teknologi khususnya komputer beberapa tahun terakhir ini sangat 
pesat. Dahulu, orang menulis menggunakan alat tulis seperti pena atau pun pensil. Sekarang 
ini, menulis manual dapat digantikan dengan menggunakan komputer. Cukup dengan 
menekan papan ketik, huruf atau angka yang diinginkan akan muncul di layar. 
Sebuah dokumen bisa saja menjadi sebuah masukan yang sangat penting untuk 
sebuah sistem. Sebuah sistem biasanya memerlukan masukan yang tidak sedikit dan 
mungkin saja memerlukan masukan lebih dari satu dokumen. Dokumen dalam jumlah yang 
banyak tentu saja akan memerlukan waktu yang cukup banyak pula untuk ditangani secara 
manual. Walaupun kemampuan manusia untuk mengolah data cukup dapat bisa diandalkan, 
namun faktor waktu dan tenaga dapat saja menghambat produktifitas dari pegawai yang 
mengolah data, sehingga mungkin akan terjadi kesalahan(human error). 
Manusia kemudian mengembangkan sebuah cabang ilmu multdisiplin yaitu jaringan 
syaraf tiruan(JST). Pada dasarnya JST mencoba meniru kerja otak makhluk hidup. JST ini 
dapat dibangun untuk mengenali pola masukan yang diberikan oleh pengguna. Hal ini 
memudahkan manusia dalam mengolah data, apabila suatu pola dapat dikenali lewat sebuah 
program.  
Atas dasar inilah, penulis membuat program untuk mengenali karakter dari sebuah 
citra hitam putih. 
 
Tujuan 
Tujuan dari penulisan adalah membuat sebuah program yang menerapkan metode 
jaringan syaraf tiruan sehingga dapat mengenali sebuah karakter lewat citra hitam putih. Citra 
yang dimasukkan akan diolah menggunakan metode propagasi balik dan memberikan 
keluaran berupa hasil pengenalan tersebut. 
 
Batasan Masalah 
Pokok bahasan dalam penulisan tugas akhir ini adalah masalah pembangunan 
program untuk pengenalan pola. Karakter yang akan dikenali harus berupa citra hitam putih 
tanpa noise. Citra hitam putih ini merupakan citra dengan latar belakang hitam dan warna 
tampak depan hitam. Jenis huruf yang digunakan adalah Times New Roman berukuran 72.  
Sebagai umpan baliknya, program akan memberikan keluaran berupa keterangan huruf apa 








Dalam membuat aplikasi ini, Penulis menggunakan konsep pengolahan citra yaitu 
pengenalan pola dengan menggunakan konsep Jaringan Syaraf Tiruan (JST) dengan 
algoritma propagasi balik. Bahasa pemrograman yang digunakan adalah Matlab 6.5 Release 
13. Pola yang dikenali terlebih dahulu ditipiskan untuk mendapat kerangka dari objek yang 
akan dicoba untuk dikenali. 
Pada aplikasi pencocokan pola, biasanya ditemukan banyak bentuk yang 
mengulur/memanjang yang sebenarnya dapat dinyatakan dalam bentuk yang lebih tipis. 
Bentuk yang lebih tipis ini terdiri dari garis-garis yang terhubung (disebut rangka (skeleton) 
atau tulang atau garis inti). Idealnya, rangka tersebut membentang sepanjang garis sumbu 
objek. 
Thinning (penipisan) adalah proses mengurangi suatu obyek di dalam citra digital 
menjadi ukuran yang minimum (objek (region) direduksi menjadi rangka (skeleton)). 
Thinning merupakan operasi morfologi yang digunakan untuk menghilangkan bagian 
depan piksel dari citra biner, yang dapat digunakan pada beberapa aplikasi namun sangat 
berguna untuk skeletonisasi. 
Thinning hanya digunakan pada citra biner dan menghasilkan citra biner lain sebagai 
outputnya. Thinning merupakan bentuk “pre-processing” yang digunakan dalam banyak 
teknik analisa citra. Output dari proses thinning disebut sebagai “skeleton”, oleh karena itu 
thinning bisa juga disebut sebagai “skeletonisasi”. 
Thinning bertujuan untuk mengurangi bagian yang tidak perlu (redudant) sehingga 
hanya dihasilkan informasi yang essensial saja. Pola hasil penipisan harus tetap menyerupai 
bentuk pola asalnya. Sebagai contoh, gambar di bawah ini adalah huruf “R” dan hasil polanya 




Gambar 1 Citra Huruf R Setelah Ditipiskan 
 
Citra hitam putih yang diambil sebagai masukan, akan ditipiskan terlebih dahulu. 
Citra dengan warna latar belakang hitam dipakai, karena proses penipisan ini memerlukan 
citra dengan warna latar belakang hitam dan objek harus berwarna putih. Penipisan ini 
digunakan untuk mengurangi ketebalan sebuah objek hingga ke batas minimum yang 
diperlukan oleh program sehingga dapat dikenali. Dengan mengurangi ukuran dari objek, 
pengenalan dari sebuah objek dapat dilakukan dengan lebih mudah. Citra yang dimasukkan 
ini hasil dari penipisannya akan digunakan sebagai masukan untuk dibandingkan dengan 
target yang telah disediakan. 
I adalah gambaran biner deangan angka 0 menandakan pixel yang berwarna hitam 
dan 1 untuk pixel yang berwarna putih. Obyek di dalam gambar dibuat dari warna pixel putih 
yang saling terhubung. J dan K adalah gambaran sementara yang digunakan di tiap 
perulangan pada algoritma tersebut. J adalah perulangan output ke-( n-1) dan K adalah yang 
ke-n. P(i) adalah pixel yang dalam proses.  



















Gambar 2 Gambar Pixel yang Terhubung 
 
Dua variabel yang digunakan dalam algoritma ini adalah A dan B. A dari pixel P1 
didefinisikan sebagai SUM(P2..P9). B dari pixel P1 adalah banyaknya proses si 0 hingga 
ketemu angka 1 selama bertransisi searah jarum jam. Perhitungan dimulai dari P9 sampai 










Gambar 3 Nilai B pada Gambar Adalah Dua 
 
Algoritma berjalan dalam dua sub-iterasi. Untuk masing-masing sub iterasi, ditentukan 
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Jaringan syaraf tiruan (JST) adalah sistem pemroses informasi yang memiliki 
karakteristik mirip dengan jaringan syaraf biologi. JST dibentuk sebagai generalisasi model 
matematika dari jaringan syaraf biologi, dengan asumsi bahwa : 
 Pemrosesan informasi terjadi pada banyak elemen sederhana (neuron). 
 Sinyal dikirimkan diantara neuron-neuron melalui penghubung-penghubung. 
 Penghubung antar neuron memiliki bobot yang akan memperkuat atau memperlemah 
sinyal. 
 Untuk menentukan output, setiap neuron menggunakan fungsi aktivasi (biasanya 
bukan fungsi linier) yang dikenakan pada jumlahan input yang diterima. Besarnya 
output ini selanjutnya dibandingkan dengan suatu batas ambang. 
 
JST ditentukan oleh 3 hal : 
a. Pola hubungan antar neuron (disebut arsitektur jaringan). 
b. Metode untuk menetukan bobot penghubung (disebut metode trainning / learning / 
algoritma). 
c. Fungsi aktivasi. 
 
 
Backpropagation memiliki beberapa unit yang ada dalam satu atau lebih layar 
tersembunyi. Gambar 4 adalah arsitektur backpropagation dengan n buah masukan 
(ditambah sebuah bias), sebuah layar tersembunyi yang terdiri dari p unit (ditambah sebuah 
bias), serta m buah keluaran. 
 
Gambar 4 Arsitektur Backpropagation 
 
Vji merupakan bobot garis dari unit masukan xi ke unit layar tersembunyi zj (vj0 
merupakan bobot garis yang menghubungkan bias di unit masukan ke unit layar tersembunyi 
zj). Wkj merupakan bobot dari unit layar tersembunyi zj ke unit keluaran yk (wk0 merupakan 
bobot dari bias di layar tersembunyi ke unit keluaran zk).  
Algoritma backpropagation menggunakan error output untuk mengubah nilai bobot-
bobotnya dalam arah mundur (backward). Untuk mendapatkan error ini, tahap perambatan 
maju (forward propagation) harus dikerjakan terlebih dahulu. Pada saat perambatan maju, 
neuron-neuron diaktifkan dengan menggunakan fungsi aktivasi yang dapat dideferensiasikan, 
seperti sigmoid, tansig atau purelin. 
Algoritma backpropagation : 
 Inisialisasi bobot (ambil bobot awal dengan nilai random yang cukup kecil). 
 Tetapkan maksimum epoch, target error, dan learning rate (α). 
 Inisialisasi Epoch = 0; MSE = 1. 
 Kerjakan langkah-langkah berikut selama epoch < maksimum epoch dan (MSE > target 
error): 
1. Epoch = Epoch + 12 
2. Untuk tiap-tiap pasangan elemen yang akan dilakukan pembelajaran, kerjakan : 
Feedforward : 
a. tiap-tiap unit input (xi, i=1,2,3,...,n) menerima sinyal xi dan meneruskan sinyal 
tersebut ke semnua unit pada lapisan yang ada di atasnya (lapisan 
tersembunyi). 
b. Tiap-tiap unit pada suatu lapisan tersembunyi (Zj, j = 1,2,3,...,p) 





1_      (1) 
gunakan fungsi aktivasi untuk menghitung sinyal outputnya : 
)_( jj inzfz     (2) 
dan kirimkan sinyal tersebut ke semua unit di lapisan atasnya (unit-unit 
output). 






2_     .(3) 
gunakan fungsi aktivasi untuk menghitung sinyal outputnya : 
)_( kk inyfy  
dan kirimkan sinyal tersebut ke semua unit di lapisan atasnya (unit-unit 
output). 
Catatan : 
Langkah (b) dilakukan sebanyak jumlah lapisan tersembunyi. 
Backpropagation 
d. Tiap-tiap unit output (yk, k=1,2,3,...,m) menerima target pola yang 
berhubungan dengan pola input pembelajaran, hitung informasi errornya : 
kkkk inyfyt _'2     (4) 
jkjk z2     (5) 
kk2     (6) 
kemudian hitung koreksi bobot (yang nantinya akan digunakan untuk 
memperbaiki nilai wjk) : 
jkjkw 2     (7) 
hitung juga koreksi bias (yang nantinya akan digunakan untuk memperbaiki 
nilai b2k ) : 
kkb 22     (8) 
langkah (d) ini juga dilakukan sebanyak jumlah lapisan tersembunyi, yaitu 
menghitung informasi error dari suatu lapisan tersembunyi ke lapisan 
tersembunyi sebelumnya. 
e. Tiap-tiap unit tersembunyi (Zj, j = 1,2,3,...,p) menjumlahkan delta inputnya 





2_     (9) 
kalikan nilai ini dengan turunan dari fungsi aktivasinya untuk menghitung 
informasi error : 
)_('_1 jjj inzfin     (10) 
jjij x11     (11) 
jj 11     (12) 
kemudian hitung koreksi bobot (yang nantinya akan digunakan untuk 
memperbaiki nilai vij) : 
ijijv 1     (13) 
hitung juga koreksi bias (yang nantinya akan digunakan untuk memperbaiki 
nilai b1j ) : 
jjb 11     (14) 
f. Tiap-tiap unit output (Yk, k=1,2,3,...,m) memperbaiki bias dan bobotnya 
(j=0,1,2,...,p) : 
jkjkjk wlamawbaruw )()(     (15) 
kkk blamabbarub 2)(2)(2     (16) 
Tiap-tiap unit tersembunyi (Zj, j=1,2,3,...,p) memperbaiki bias dan bobotnya 
(i=0,1,2,...,n) : 
ijijij vlamavbaruv )()(  ................................(17) 
jjj blamabbarub 1)(1)(1  ................................(18) 





Dalam penelitian ini, ada empat metode penelitian yang digunakan yaitu : 
1. Studi kepustakaan 
Mencari bahan-bahan untuk penulisan dengan cara mengumpulkan referensi yang 
menunjang penulisan dan pembuatan program.      
2. Perancangan aplikasi 
Perancangan aplikasi menyangkut perancangan perangkat keras dan perangkat 
lunak yang akan digunakan untuk pembuatan aplikasi. Perangkat keras yang 
digunakan dalam penelitian ini adalah scanner gambar dan perangkat lunak yang 
dipakai adalah Matlab 6.5 release 13. 
3. Implementasi 
Merupakan realisasi dari perancangan aplikasi yang telah dibuat. 
4. Pengujian aplikasi 
Pengujian aplikasi ini menggunakan LR dan MC yang berbeda-beda dan diujijkan 
terhadap lima buah huruf bertipe Times New Roman yang ukurannya 72. Huruf yang 
diujikan adalah huruf A, B, C, D dan E ; masing-masing huruf diujikan tiga kali 
terhadap kombinasi LR dan MC yang berbeda. 
 
HASIL DAN PEMBAHASAN 
 
Setelah citra dimasukkan ke dalam program, citra akan melalui beberapa proses yaitu proses 
penipisan, setelah proses penipisan, citra akan diambil polanya. Pada penipisan ini, 
diterapkan algoritma Zhang dan Suen. Berikut adalah pseudo-code untuk thining dengan 
menggunakan Algoritma Zhang dan Suen: 
 
I= gambar asli 
         J= gambar sementara 




ulangi sampai tidak ada pixel yang dihapus 
 
 //sub-iterasi pertama 
untuk semua pixels J(i,j) 
hapus K(i,j) jika terpenuhi: 
a) 2 <= B(i,j) <= 6, dan 
b) A(i,j)=1, dan 
c) P2*P4*P6 = 0, dan 
d) P4*P6*P8 = 0 
end    
 
 //sub-iterasi kedua 
 untuk semua pixel J(i,j) 
hapus K(i,j) jika terpenuhi: 
a) 2 <= B(i,j) <= 6, dan 
b) A(i,j)=1, dan 
c) P2*P4*P8 = 0, dan 






Untuk mencari pola masukannya, digunakan rata-rata pixel yaitu dengan cara 
menjumlahkan elemen pixel-pixel yang ada pada gambar dan kemudian dibagi dengan 
jumlah elemennya. Hal ini dilakukan karena untuk mencari pola masukan, matriks yang 
digunakan tidak boleh terlalu besar. 
Proses pelatihan jaringan syaraf tiruan (JST) dilakukan dengan menggunakan 
algoritma backpropagation bermomentum. Sumsquare error yang dijadikan sasaran pelatihan 
sebesar 0,001. Input JST merepresentasikan citra uji yang disusun dalam bentuk matriks 
input: 
X = [x1 x2 x3 ... xk] dengan 
k = jumlah data latih 
x = [X1 X2]
T
    (19) 
dengan target pelatihan yang merepresentasikan keaslian uang tersebut dalam bentuk 
matriks target : 
T = [0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1; 
     0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1; 
     0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0;  
     0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1; 
     1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0;];      (4) 
Uji coba dilakukan untuk menetahui sejauh mana tingkat kesuksesan program dalam 
mengenali pola yang didefinisikan di dalam target. Uji coba ini dilakukan berdasarkan nilai 
bobot MC dan LR yang sebelumnya telah diterangkan di atas. Pada pengujian ini, dilakukan 






(a)   (b)       (c)      (d) 
Gambar 5 (a) Citra Huruf A, (b) Citra Huruf B, (c) Citra Huruf Cdan (d) Citra 
Huruf D. 
 
Tampilan awal dari aplikasi ini adalah seperti berikut ini : 
 
Gambar 6 Tampilan Pada Saat Program Pertama Kali Dijalankan 
 
    
Proses pengambilan data (citra) adalah seperti berikut ini 
 
Gambar 7 Tampilan Saat Menjalankan Fungsi Ambil Data 
 
Kemudian ketika citra telah dipilih, maka akan tampil seperti gambar 8. Pada gambar 
8 ini, citra yang dimasukkan adalah citra huruf A. 
 
 
Gambar 8 Tampilan ketika Citra Huruf A dimasukkan 
 
Setelah citra dimasukkan, langkah selanjutnya adalah menguji citra tersebut dalam 
program yang telah dibuat sebelumnya. Untuk mengujikan pola dari citra yang telah dipilih, 
kita dapat menggunakan tombol Kenali. Untuk sesaat Matlab akan memproses citra sesuai 
dengan urutan pemrosesan dan hasilnya tampak pada gambar 9:  





Pada pembuatan tugas akhir ini, dibuat sebuah program pengenalan pola yang 
menggunakan jaringan syaraf tiruan. Program ini ditujukan untuk mengenal pola dari citra 
hitam putih yang memiliki warna latar belakang hitam. Program ini akan mengenali pola 
dengan cara menipiskan citra masukan hingga terbentuk kerangkanya dan membandingkan 
hasil penipisan tersebut dengan target yang telah dipersiapkan. 
Program ini dibuat dengan menggunakan Matlab 6, oleh karena itu dalam 
menjalankannya diperlukan RAM di atas 128MB. Program pengenalan pola ini masih terbatas 
pada pemeriksaan pola dengan citra hitam putih yang memiliki warna latar belakang hitam. 
Program ini tergantung dari rata-rata pembelajaran (LR) dan momentum (MC) yang 
dimasukkan dan hasilnya dipengaruhi oleh bilangan acak yang digunakan oleh komputer.  
 
Saran 
Program ini masih dapat dikembangkan lagi oleh pengguna atau siapa pun juga yang 
berminat untuk mengembangkan program ini, sehingga nantinya program ini dapat digunakan 
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