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Abstract
Eye-tracking has been an active research area with applications in personal and behavioral studies, medical diagnosis, virtual reality, and mixed reality applications. Improving
the robustness, generalizability, accuracy, and precision of eye-trackers while maintaining
privacy is crucial. Unfortunately, many existing low-cost portable commercial eye trackers
suffer from signal artifacts and a low signal-to-noise ratio. These trackers are highly dependent on low-level features such as pupil edges or diffused bright spots in order to precisely
localize the pupil and corneal reflection. As a result, they are not reliable for studying eye
movements that require high precision, such as microsaccades, smooth pursuit, and vergence. Additionally, these methods suffer from reflective artifacts, occlusion of the pupil
boundary by the eyelid and often require a manual update of person-dependent parameters to identify the pupil region. In this dissertation, I demonstrate (I) a new method to
improve precision while maintaining the accuracy of head-fixed eye trackers by combining velocity information from iris textures across frames with position information, (II)
a generalized semantic segmentation framework for identifying eye regions with a further
extension to identify ellipse fits on the pupil and iris, (III) a data-driven rendering pipeline
to generate a temporally contiguous synthetic dataset for use in many eye-tracking applications, and (IV) a novel strategy to preserve privacy in eye videos captured as part
of the eye-tracking process. My work also provides the foundation for future research
by addressing critical questions like the suitability of using synthetic datasets to improve
eye-tracking performance in real-world applications, and ways to improve the precision of
future commercial eye trackers with improved camera specifications.
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Chapter 1

Introduction
Estimation of gaze in non-invasive, video-based eye trackers allows for research involving visual perception, eye movement studies, personal and behavioral studies, medical
diagnosis, virtual reality (VR), and augmented reality (AR) in natural conditions [111].
Over the last several decades, eye trackers have estimated gaze by fitting mathematical models to localized eye features such as the pupil, iris border, and corneal reflection
(CR) [43, 91, 110, 192]. These mathematical models range from a simple regression of
Pupil−CR vector and gaze angle to complex 3D eye models based on projecting several
2D pupil ellipses from sequential views of the moving pupil [184, p. 74].
Relying on localizing low-level image features such as pupil or iris edges or intensitybased thresholds for the CR introduces noise in the gaze signal. These eye features
are highly affected by illumination changes, partial occlusion, intervening eyelashes, eye
makeup, ambient lights, prescription glasses or contact lenses, and thresholding parameters. Most of these algorithms require manual tuning of parameters to identify the pupil
or CR region. Improper identification of pupil or CR centroids affects both the precision
and accuracy of the eye-tracking systems(refer to Sections 2.3.1, 2.3.2 for definitions). My
dissertation advances the field of eye-tracking by leveraging the potential of using machine
learning to propose a robust methodology that addresses these pitfalls and boosts the
precision and accuracy of eye trackers.
In this dissertation, I show that the signal quality for gaze estimation (precision)
can be improved by using distinctive eye features such as iris textures. To improve the
accuracy and robustness of eye trackers, I propose methods based on Convolutional Neural
Networks (CNNs) to extract reliable eye features even under challenging conditions such
as variation in illumination, partial occlusion, and intervening eyelashes. Additionally, I
design a methodology to combine these two approaches to enhance accuracy and precision.

1
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Contributions

My work makes several contributions to the field of eye-tracking. To boost eye-tracking
precision, I study the feasibility of iris-based gaze estimation. Among the areas I investigate are a reliable method to identify the iris region (eye segmentation), a technique to
approximate eye movement velocity (iris velocity estimation), a paradigm for gaze estimation (iris-based gaze estimation technique), metrics and studies to validate their efficacy
(the study of various eye movements) and proper experimental setup to collect real eye
data (hardware setup). I also extend the iris segmentation to identify other eye regions
such as the pupil and sclera, which is essential to improve eye-tracking accuracy because
those regions help to construct the 3D model of the eye which is essential to estimate gaze.
Further, I highlight the requirement of a large number of manually annotated datasets to
train a segmentation network as a challenge. Thus, I suggest ways of generating and utilizing synthetic datasets and unlabeled datasets to boost the segmentation performance.
Overall my major contributions are mentioned below:

1.1.1

Iris velocity estimation (Chapter 5)

I investigate various tracking and matching approaches for iris velocity estimation. I
extend and validate Pelz and Hansen’s (2017) [150] iris tracking method for a wide range
of populations. My experiments show handcrafted features such as scale-invariant feature
transform (SIFT) [117] are useful for estimating the velocity of eye movements.

1.1.2

Iris based gaze estimation technique (Chapter 6)

Pelz and Hansen’s (2017) [150] original concept of relying entirely on integrating iris velocity for the position signal resulted in drift over time, especially during rapid motion and
pupil occlusion (including blinks). To handle these issues, I demonstrate a novel approach
to incorporating the pupil center’s position information (a common practice for traditional
eye trackers) with the iris features’ velocity information. Further, with simulation results,
I show that this mathematical formulation helps incorporate any two signals in different
domains related by first-order derivative/integration.

1.1.3

Study of various small eye movements (Chapter 5 & 6)

Existing low-cost portable video-based eye trackers have a low signal-to-noise ratio. This
hinders the study of various eye movements, such as smooth pursuit and microsaccades
(refer to Chapter 2 for definitions). In this dissertation, I demonstrate that using irisbased gaze estimation, we can improve the precision of eye trackers and thus better study
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small eye movements. My work reflects the method’s efficacy for head-fixed video-based
eye trackers.

1.1.4

Segmentation of eye region (Chapter 7)

Prior works for segmenting the iris region (for iris recognition) were mainly based on color
thresholding of eye images, ellipse fitting, geodesic active contours [176], Hough circle
fitting, edge detection, integrodifferential operators [41], graph cuts [158], and Zernike
moments [189]. All of these methods require manual tuning for good results and fail to
generalize across observers with different iris characteristics. I demonstrate that we can
leverage U-Net [165], a convolutional neural network (CNN) -based semantic segmentation
algorithm, to isolate the iris region robustly. Following this work, a novel lightweight
architecture, RITnet, is demonstrated to identify the pupil, iris, and sclera (‘eye parts’)
with high accuracy. Next, we propose DenseElNet [103], which shows that we can predict
complete pupil and iris ellipses even during occlusions. Predicting complete ellipses helps
improve pupil center localization, a backbone of many traditional video-based eye trackers.

1.1.5

Hardware setup (Chapter 4)

I present a summary of two prototypes of the hardware setups developed for my dissertation. Both prototypes I and II are chin-rest setups (head-fixed) with iterative refinements
in the illumination source and stimuli display method.

1.1.6

Improving the Segmentation performance by leveraging unlabeled
images (Chapter 8)

I present two semi-supervised learning frameworks for effectively utilizing unlabeled images, leveraging the domain-specific augmentations and spatially varying image transformations. With these setups, I show that we can improve the performance of segmentation
models beyond those utilizing only labeled images.

1.1.7

A pipeline to model blinks for generation of the synthetic dataset
(Chapter 9)

Prior work in the generation of the synthetic datasets are not data-driven [93,186,200,202].
I present a mathematical method to compute the 3D pupil and eyelid apex positions from
the raw eye video to be used in the rendering pipeline. The technique helps to render
temporal gaze sequences with gaze-dependent eyelid pose and blink behavior.
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Qualitative study of synthetic dataset and directions for future
(Chapter 10)

The synthetic dataset is generated to reduce the need for many well-annotated images
for training machine learning models. Here, I investigate methods for effective utilization
of the generated synthetic datasets. I show that training only on our synthetic datasets
does not generalize well to real-world images. Mixing real and synthetic images presents
a slight performance improvement. However, the improvement is not significant. There
is still a domain gap highlighted when the model is trained on a synthetic dataset and
tested on a real dataset. Improvement in the quality of the dataset is necessary to help to
improve performance in the real-world dataset.

1.1.9

Temporal predictions and leveraging the dynamics of eye movement for eye segmentation (Chapter 10)

I present a method for temporal prediction of the future frame based on four previous
frames (33 ms) of eye movements that capture various eye movement dynamics. I further
analyze whether we can improve the temporal segmentation based on the dynamics of eye
movements.

1.1.10

Leveraging synthetic datasets for privacy preservation (Chapter 11)

One of the growing concerns for the industry is preserving the privacy of eye images [17,89].
To address the privacy concerns when capturing high-resolution images for tracking iris
textures opens a risk of identifying individuals based on iris recognition, I develop a novel
method that preserves privacy for eye videos by manipulating the iris texture with any
synthetic iris texture. The approach can be used in any video-capture pipeline.

1.2

Publications

Much of the work described above has appeared in the following peer-reviewed publications
or is in submission. * refers to equal first author contribution.
• Temporal Gaze Sequences: From real infrared eye-images to synthetic
sequences of gaze behavior
Aayush K. Chaudhary, Nitinraj Nair, Reynold J. Bailey, Jeff B. Pelz, Sachin S.
Talathi, & Gabriel J. Diaz
Currently in review
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• Semi-Supervised Learning for Eye Image Segmentation
Aayush K. Chaudhary*, Prashnna K. Gyawali*, Linwei Wang, & Jeff B. Pelz
ACM Symposium on Eye Tracking Research & Applications (2021)
• πt - Enhancing the Precision of Eye Tracking using Iris Feature Motion
Vectors
Aayush K. Chaudhary & Jeff B. Pelz
ACM Symposium on Eye Tracking Research & Applications (2021)
• EllSeg: An Ellipse Segmentation Framework for Robust Gaze Tracking
Rakshit Kothari*, Aayush K. Chaudhary*, Reynold J. Bailey, Jeff B. Pelz, Gabriel
J. Diaz
IEEE Transactions on Visualization and Computer Graphics (2021)
• Privacy-Preserving Eye Videos using Rubber Sheet Model applications
Aayush K. Chaudhary & Jeff B. Pelz
ACM Symposium on Eye Tracking Research & Applications (2020)
• RIT-Eyes: Rendering of near-eye images for eye-tracking applications
Nitinraj Nair, Rakshit Kothari, Aayush K. Chaudhary, Zhizhuo Yang, Gabriel J.
Diaz, Jeff B. Pelz, Reynold J. Bailey
ACM Symposium on Applied Perception (2020) [Best Paper Honorable Mention]
• RIT-Eyes, realistically rendered eye images for eyetracking applications
Nitinraj Nair, Aayush K. Chaudhary, Rakshit Kothari, Gabriel J. Diaz, Jeff B. Pelz,
Reynold J. Bailey
ACM Symposium on Eye Tracking Research & Applications (2020)
• RITnet: Real-time Semantic Segmentation of theEye for Gaze Tracking
Aayush K. Chaudhary*, Rakshit Kothari*, Manoj Acharya*, Sushil Dangi, Nitinraj
Nair, Reynold Bailey, Chris Kanan, Gabriel Diaz, Jeff B. Pelz
IEEE/CVF International Conference on Computer Vision Workshop (2019) Eye
Tracking for AR/VR [Facebook OpenEDS Semantic Segmentation Open Challenge
Winning Paper]
• Motion tracking of iris features for eye tracking
Aayush K. Chaudhary
ACM Symposium on Eye Tracking Research & Applications (2019)
• Motion tracking of iris features to detect small eyemovements
Aayush K. Chaudhary & Jeff B. Pelz
Journal of Eye Movement Research (2019)
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Most of the dissertation will be based on these publications, which will be referenced
in the text.

Chapter 2

Terminology
In this section, I define the terminology used throughout the document.

2.1

Gaze Estimation

The process of estimating where a person is looking in the world by tracking the movements
of the eye (eye-tracking) is referred to as gaze estimation [184, p. 26]. The process often
requires a mapping function that transforms the eye position in the image to the scene
(world) coordinates.

2.2

Corneal Reflection or Glint

Corneal reflection (CR) or glint are terms that refer to the reflection of the light source
(typically infrared) on the first surface of the cornea. This is also known as the 1st Purkinje
image [207]. The CR will move in the same direction that the eye rotates [36]. A linear
relationship (almost half) exists between the pupil center and the center of the CR up to
10-20 degrees [127, 207]. For wider gaze angles, the geometry of the eyeball (aspherical
structure) impacts the pupil structure in the image and creates nonlinearity [127].

2.3

Metrics

Various metrics are used for evaluation throughout the dissertation. I highlight the common ones 1 .
1

This section is based on publications [21, 24]
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Figure 2.1: Accuracy and Precision plot (adapted from [49]). Here the target point is
indicated in green.

2.3.1

Accuracy

The degree to which an eye tracker can estimate the correct gaze position for a known
target is referred to as its accuracy [49, p. 182]. Accuracy measures are based on the
difference between the target position and the mean reported gaze position.

2.3.2

Precision

The degree of spatial and temporal dispersion of gaze during fixations is referred to as its
precision [49, p. 182]. Higher accuracy and high precision are desired to faithfully represent
eye movements. Figure 2.1 illustrates the two metrics and how they affect eye-movement
recordings.
Sample-to-sample root mean square error (S2S-RMS) and standard deviation (STD)
are two widely used metrics to measure the precision of eye-trackers [49, p. 182-4]. Both
measures are related to the spatial variability in the signal over time, but they contain
different information about an eye-tracker’s behavior [49, p. 182-4], [133]. Because S2SRMS is calculated on temporally adjacent data points, its value relays information about
the spatiotemporal aspects of a system that are absent from STD measures which are
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Figure 2.2: IoU metric

affected only by the deviation within a set and not their temporal order. S2S-RMS is also
inherently sensitive to the update rate of the eye-tracker [15].

2.3.3

Intersection over Union

One of the standard metrics in the field of object detection and segmentation is intersection
over union (IoU). This metric is the ratio of intersection of the ground-truth and predicted
regions to their union [52]. The value ranges from 0 to 1, where 0 means disjoint regions
and 1 means completely overlapping regions. If G and P are the ground-truth regions and
the predicted region, respectively, then IoU is computed as shown in Figure 2.2.

2.3.4

Ellipse fits: bounding box IoU and orientation difference

As many gaze-estimation algorithms rely on ellipse fitting on the segmented pupil and/or
iris, we quantify elliptical goodness of fit with metrics that effectively capture ellipse offset,
orientation errors, and scaling errors. This work utilizes a bounding box overlap IoU metric
as it is computationally inexpensive and accounts for all the necessary ellipse parameters:
center, axes, and orientation. For each defined elliptical structure, an enclosing bounding
box is generated. IoU scores are obtained from a comparison between ground truth and
predicted bounding boxes (Figure 2.3). Figure 2.4 shows how the IoU score based on
ellipse fits (top row) and bounding box overlap IoU (bottom row) vary across different
cases. It is noted that bounding box overlap IoU penalizes more when there is a large
rotation difference and shift in center positions by a few pixels. Note that the orientation
error (difference in ellipse orientation) of the fits is calculated for images in which the ratio
of major to minor axis length exceeded 1.1 - this avoids large artifacts when elliptical fits
are nearly circular.
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Figure 2.3: Visualization of goodness of fit metrics used in the thesis. (a) Groundtruth
ellipse (pupil or iris). (b) Corresponding predicted ellipse. The rectangular boxes denote
ellipse-axis-aligned bounding boxes for the respective ellipses. (c) Denotes the bounding
box overlap region and (d) illustrates the angular difference between the two ellipses.

Figure 2.4: Visualization of ellipse-fit IoU and bounding box IoU for four cases (left to
right): (left column) same center and orientation but different major axis, (second column)
same center and axes but different orientation, (third column) same ellipse parameters
except center, and (right column) center and orientation different. Note yellow color
signifies overlap region for two cartoon regions (green and blue).
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Visual Angle

The angle subtended by an object at the human eye is referred to as the visual angle. For
reference, the width of an index fingernail held at arm’s length subtends approximately
one degree of visual angle [137].

2.5

Fovea

A region in the central retina that is responsible for central vision and high acuity is referred
to as the fovea. Various study has mentioned diameter about 1◦ to 10◦ in central retina
as the foveal region [153], [157], [195], [81, p.1]. In this region, a high concentration of the
cones is present, which are helpful for color vision and high visual detail discrimination.

2.6

Oculomotor Events

The human oculomotor system consists of control architecture and three pairs of extraocular muscles surrounding each eye, helping eyes to rotate horizontally, vertically, and about
the optical axis [49, p.169]. With the help of the oculomotor system, humans are able to
maintain a clear vision of the world and observe an object of interest [66]. These movements of eyes are referred to as oculomotor events and can be categorized into various
classes based on the dynamics of the movements.

2.6.1

Fixation

Relative lack of movement of the eye (still eye) between any quick movements are defined
as fixational pauses [6]. In the case of both head and eye movements, a stable gaze vector
in world coordinates, which is a result of compensatory head and eye movements, can be
referred to as gaze fixation [102]. Typical fixations range from 50-600 ms. For instance,
Rayner [161] highlighted the difference in the average fixation duration depending on the
task and the stimuli and varied as silent reading (225-250 ms), oral reading (275-325 ms),
scene perception task (260-330 ms) and visual search (180-275 ms). Note that relatively
rare longer fixations (> 600 ms) and short fixations (< 50ms) have also been reported [149].
Fixations are often accompanied by miniature or other types of eye movements.

2.6.2

Eye Movements

All oculomotor events except fixations are referred to as eye movements. They can also
further be subdivided into categories such as movements that shift the retinal image as
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quickly as possible (saccade), movements that follow a moving target (smooth pursuit),
and movements that stabilize the image (torsion, vestibulo-ocular reflex).
Saccades: Saccades are rapid, jerk-like eye movements used to change the fixation target [159, p.447], [6] [8]. Saccades are ‘ballistic’ in the sense that the target of the saccade
is fixed before the motion begins and is not updated during the saccade. There is an approximately linear relationship between the saccade amplitude and the peak velocity [4],
and thus the duration of the saccade can be modeled as
duration(D) = 20 + 2 ∗ amplitude

(2.1)

where the amplitude is in degrees and duration in milliseconds.
Smooth Pursuit: Moving the eyes voluntary such that the foveated region tracks a
moving object is referred to as smooth pursuit [159, p.451]. In a normal scenario, when the
eyes are following a target, the angular position and velocity of the eye are the same as that
of the target. But in any smooth pursuit movement with randomly changing directions, it
is observed that there is a latency of 100 − 130 ms after the direction change [60, 112, 113].
The eye either begins moving at approximately the correct velocity (but is lagging the
target due to the latency), or the movement starts with a small saccade in the direction
of the stimulus. In either case, the eye velocity is similar to that of the target but lags
in position. Finally, any positional offset between the eye and target is corrected by a
‘catch-up’ saccade, and the eye position and velocity match the stimulus.
Vergence: When an observer shifts their gaze between objects at different depths (or
an object moves in-depth), the relative angle between the eyes must change because of
the fixed distance between the eyes. For example, if the objects move along the midline,
the eyes move in opposite directions to keep the object on the fovea. This movement is
referred to as vergence [159, p.451].
Vestibulo-ocular reflex (VOR): When the head rotates on the neck or translates
in space, the eyes counteract those head movements with the same amplitude of eye
movement to keep the gaze direction constant for an object at ∞. This counter-stabilizing
rotation of the eyes with the information of head rotation signal from the semicircular
canals of the inner ear is referred to as VOR [96, p. 129].
Torsion: When the line of gaze is fixated at the point in the world, but eyes move in
a torsional plane (rotation of eyes), then such movements are referred to as torsional eye
movements [138].
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Miniatured Eye Movements
Fixations are accompanied by small/miniatured eye movements like microsaccades, tremors,
drift. Our eyes are continually in motion, even during fixation.
Microsaccade: Microsaccades are the small, jerk-like motions [120] which are generally
found to co-occur in two eyes [45, 116, 129]. While the term ’microsaccade’ is sometimes
used only for involuntary eye movements that occur during fixation [120], we adopt the less
restrictive definition of a microsaccade as any rapid eye movement with an amplitude below
0.5 degrees of visual angle. Microsaccades and saccades follow the same main sequence [4]
and have a common generator [210]. Following previous work [50, 97, 140, 191], we regard
both voluntary and involuntary saccades below 0.5 degrees as microsaccades.
Drifts: Slow eye movements (≤ 0.5-degree/sec in speed) occurring during fixations is
drift [138]. The image of the fixated object at the retina moves across several photoreceptors during drift [160]. Engbert et al. (2011) [51] modeled drift as a ‘self-avoiding random
walk.’
Tremor: The minimal amplitude (0.1-0.5 min arc) wave-like motion of frequency of 30100 Hz occurring during fixation is tremor [120, 138, 164]. It is independent in the two
eyes.

2.7

Types of Vision

Monocular vision:
vision.

Vision from either left or right eye alone is referred to as monocular

Binocular vision:
ular vision.

Vision from both left and right eyes together is referred to as binoc-

Dominant eye: Eyes preferred for sighting test (aligning the visual target with a thumb)
is referred to as dominant eye [136]. The eye which provides a higher degree of information
to the brain about the visual stimulus is the dominant eye.
Cyclopean eye: The Midpoint between the two eyes is referred to as the cyclopean
eye [136]. The cyclopean eye is more towards the center of the visual direction compared
to the dominant eye [136] and is preferred in the eye-tracking community.

Chapter 3

Background
In this section, I introduce eye tracking, an essential component of my thesis. I then
describe various video-based eye-tracking methodologies followed by gaze estimation based
on the eye features using proper calibration techniques. A literature review of methods
such as Kalman filters and segmentation techniques, which are an integral part of my
contributions, are described in their respective chapters.
Note that the main focus of the dissertation is in video-based eye-tracking, so other
methods are not discussed in the dissertation. Swirski [184, p. 27-31] presents a detailed
history of various eye-tracking methods, and I suggest the paper for interested readers.1

3.1

Video-based eye-tracking

For video-oculography or non-invasive video-based methods, a general approach involves
using one or more cameras to capture infrared illuminated image(s) of the eye(s). First,
the synchronized scene information is displayed on a screen or captured with the scene
camera. Then, based on a number of calibration targets fixated by the observer, a mapping
function is estimated that maps the eye coordinates to the world coordinates. Thus, gaze
can be estimated based on a sequence of eye images and a mapping function.

3.1.1

Gaze estimation

Depending on the use of either polynomial gaze function or fitting a 3D model of the
eye to predict gaze, the video-based eye-tracking methodology is broadly divided into two
categories; regression-based and model-based gaze estimation [76]. Both categories are
1
This chapter is based on πt - Enhancing the Precision of Eye Tracking using Iris Feature Motion
Vectors [Chaudhary & Pelz (2020) [24]]
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reliant on eye features such as pupil center, pupil/iris contours, glints (CR), facial features
[30], limbus, eye-corners, iris features, etc. [21, 30, 76, 110, 146, 150, 185, 192]. Regressionbased gaze estimation uses a mapping function to predict 2D gaze coordinates based on
the features in subsequent images. In contrast, model-based approaches such as [29, 72,
179, 185, 192] assume a spherical eye model and approximate a gaze direction based on
pupil/iris contours. These models approximate the solution based on several assumptions
such as neglecting perspective projection and the effects of refraction in [179], a virtual
pupil lying in the optical axis in [29], and neglecting corneal reflections in [185] though
recent publications [43, 44] have accounted for the corneal reflection in the 3D-model.
Recently, appearance-based models have appeared in the field of eye-tracking, which
try to learn a direct mapping between images of the eye and the gaze direction [145,
146]. These models have performed better than the above models in person-independent
gaze estimation and unconstrained environments but are particularly biased towards the
training set [178]. Other challenges for appearance-based models are finding ways to
incorporate prior knowledge in a differential manner, the need for enormous labeled data
sets [119], computational cost, and the difficulty of understanding what the models have
actually ‘learned’ [146]. Even though appearance-based models were incorporated with
additional regression-based or model-based methods in [145,146], the method has not been
used for tasks requiring high precision.

3.1.2

Calibration Techniques

Generally, calibration is used to map eye coordinates to gaze location. Eye coordinates
are determined by one or more of the eye features mentioned above. For regression-based
approaches, the subject is asked to fixate/follow stimuli with known locations, and then a
mapping function is approximated by fitting the calibration data. The mapping function
can be either parametric or non-parametric [184]. Generally, parametric methods adopt
a second-order polynomial based on nine calibration points as increasing the order of the
polynomial does not lead to an increase in gaze accuracy due to overfitting issues [194].
As the objective of model-based gaze estimation approach is to fit an eye model,
calibration can be relaxed with only a single point calibration. A single point calibration
estimates the angle between the optical axis (the line between the nodal point of the lens
and the center of the pupil/iris) and the visual axis (actual gaze based on line from the
fovea to the nodal point of the lens) (angle kappa).
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Pelz and Hansen’s Iris Velocity Estimation Approach

In 2017, Pelz and Hansen [150] applied for a patent for a novel technique for computing
the velocity of the eye by tracking iris features, and correcting for the motion of the
eye camera by subtracting the velocity of non-eye regions in the images. The major
claims of the patent were a system/method to capture eye videos, detect keypoints from
eye/non-eye regions, match those keypoints, and finally compute the velocity based on
motion vectors. They emphasized improving the temporal precision and accuracy of the
eye-tracking system by considering a large number of iris features where the noise was
addressed in the spatial domain rather than the temporal domain.
However, Pelz and Hansen’s (2017) proof-of-concept lacked experimental details to
verify its signal quality, the validation for the study of different eye movements, and,
more importantly, a working end-to-end solution for gaze estimation for a wide diversity
of populations. Further, Pelz and Hansen’s (2017) [150] approach was only useful for
contiguous periods where the eye was open as the method relied solely on the integration
of iris motion vectors, which cannot be tracked during blinks. Additionally, the small
errors in approximations of the velocity generated by the use of central tendency metrics
like geometric median [22, 150] accumulate over time, resulting in temporal drift, which
degraded accuracy in gaze estimations. Chapters 5-6 present methods to address these
limitations.

Chapter 4

Hardware Setup
Pelz and Hansen [150] proposed a novel technique for computing the velocity of the eye
by tracking the iris features. They demonstrated their method with an iPhone model
camera and a limited number of observers, all with light iris pigmentation. Further tests
showed significant limitations of the iPhone camera setup with darker iris pigmentation.
We are concerned about acquiring the high quality of iris texture to allow the possibility
of tracking the features across frames and eventually helping us estimate the eye velocity.
This section describes the limitations and the prototypes that were constructed to address
those limitations.

4.1

Limitations of existing setup

An iPhone camera is a CMOS sensor with an IR-blocking filter to limit sensitivity to the
visible spectrum capable of capturing videos in slow-motion mode (120-240 fps). Pelz and
Hansen [150] used such a camera to capture the images of the eye and surrounding region
from a distance of ∼ 25cm. The iPhone LED illuminated the face. The drawback of this
setup was a bright light targeted in the eyes, thus creating uncomfortable conditions for
the participants. Further, this setup was only useful for participants with light-colored
iris pigmentation (green or blue). For dark-colored iris pigmentation in the visual spectrum (dark brown and black), iris textures were not visible with this setup. So, various
experiments were conducted in order to come up with the system described as Prototype
I.
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Prototype I

To explore methods to address the limitations of the original system, our goal was to
examine the effects of key variables including: illumination source, wavelength range,
ambient lighting, sensor gain (ISO), frame rate, digital compression.
In the initial stage of experimentation, we, therefore, built a system that allowed
control of the following parameters:
Illumination source :
Iris texture was visible only when a proper illumination source was used to illuminate
the eyes and the region surrounding the eyes. These sources included
• an iPhone flashlight with a diffused beam about 40 - 50 lumens1 as used in [150]
• Light-emitting diode (LED): low-intensity and low power consumption light source
either visible (red, green, blue, white) or near-infrared wavelengths [11]
• tungsten-filament bulb: generate light when a tungsten metal wire is heated with
the electricity [115]
• tungsten optical fiber: The problem with the tungsten-filament bulb is the high
temperature on the incident surface. The optical fiber provides the flexibility of
temperature control.
Spectral sensitivity :
Experiments were conducted using various cameras available in the lab. Spectral
sensitivity is a crucial aspect of extracting high-quality eye images. Many eye-tracking
experiments are performed in near-infrared wavelengths as it is easier to distinguish iris
and pupil regions. Here, as our objective was to acquire iris images with rich textures,
we experimented with various photon wavelengths to capture eye images for the number
of individuals with varying iris pigmentation. The images were acquired in wavelengths
(400nm - 940 nm). The other important factors of camera sensitivity, such as the physical
size of the camera sensor and the noise source, are not experimented with, and standard
camera specifications are used.
Ambient lighting :
Experiments were conducted in office settings with fluorescent lights switched on and
off. Fluorescent lights consist of visible light and a variable amount of infrared light, which
might interfere with other illumination and camera sensitivity sources [203].
1

https://blog.nitecorestore.com/how-many-lumens-is-phone-flashlight.html
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Camera settings :
Various camera settings impact the quality of the eye images captured. Some of the
variables explored were:
• Frame rate: High frame rate or sampling frequency is desired in an eye-tracking
camera to estimate better eye position as it moves. Higher frame rate allows precise
measurements of small saccades [3]. Frame rates typically in the range of 25-2000
Hz are generally used in eye-trackers [3]. However, higher sampling rate systems are
expensive as there is a need for an excellent illumination source to extract images.
• Sensor gain (ISO): ISO controls the exposure in the camera with the software. Higher
ISO results in a brighter image and increases noise (grain), whereas lower ISO results
in a darker image. Lower ISO means less sensitivity to light [13].
• Aperture size: Exposure can also be controlled with the width of the shutter opening.
This is done by a small set of blades that controls the amount of light entering the
camera. More light enters the camera with the wide opening, whereas only a tiny
portion of the light enters when the shutter is almost closed down. Therefore, a wideopen aperture produces a brighter picture but a shallower depth of field (DOF) [13].
A shallower DOF is used when someone attempts to capture a sharp picture of the
person with a blurry background.
• Exposure time: Another way to change the amount of light entering the camera is
with exposure time/ shutter speed. A fast shutter speed only allows a small portion
of the light to enter the camera due to a short exposure time. This results in a
darker image with a crispier image (less blurring) [13].
• Video compression: Videos are recorded and stored efficiently by reducing the redundancy between frames in order to minimize the hardware burden (bandwidth and
storage). A common approach is with IPB compression. Here, interframe (I) are
keyframes and independent of other frames, forward prediction frames (P) depend
on a prediction from the last P or I frame, and bidirectional prediction frames (B)
depend on a prediction from the last and the next frame. For P and B frames, only
visible change in the new frame is used while guessing the data from the keyframe
or previous P frame [197]. The overall process balances good image quality with
reduced file size. Note that if all the frames in the video are interframe or keyframe,
it is referred to as All-I compression. However, All-I compression does not reduce
the file size.
Values were adjusted with iterative refinements. The IR channel provided better textures than any combinations of the R, G, and B channels (i.e., R, G, B, RG, GB, BR,
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and RGB). Based on advice from an expert in imaging the eye (Prof. Christye Sisson,
personal communication, May 3, 2018) with experience of capturing images of the eye, it
was found that an off-axis light source (25-65 deg from the normal) was ideal to capture
iris textures. Prototype I was designed and built after multiple refinements.
In Prototype I2 , binocular eye movements were recorded using a Panasonic Lumix
DMC-GH4 mirrorless digital camera modified by removing the IR-rejection filter, and a
Lumix G Vario 14-140mm II ASPH lens (model H-FSA14140). Video recordings of the
eyes and the region surrounding the eyes were recorded at a frame rate of 96 frames per
second (fps). Head movements were restricted with a UHCOTech HeadSpot chin and
forehead rest. Filtered tungsten and LED infrared light sources were used to illuminate
the eyes and the region surrounding the eyes, as shown in Figure 4.1. Subjects were asked
to sit comfortably to minimize head movements. Trials were repeated until calibration
was completed without blinks.

4.2.1

Apparatus

The Lumix DMC-GH4 was set to ISO 400 and a shutter speed of 1/400 sec. The camera
was placed at a distance of 50 cm from the observer from the observer’s eyes, and the
center of the lens was positioned 4.5 cm below the eyes at an angle of approximately
4 degrees with the horizontal axis (the frame was not centered on the eyes). The lens
was set to a focal length of approximately 70 mm and an aperture of F/8 to capture an
appropriate region, including the eyes and surrounding areas.

4.2.2

Light Source

The experiments were conducted in a lab with indirect fluorescent illumination. A tungstenhalogen source with a bifurcated fiber-optic light guide was filtered with a near-infrared
high-pass (750nm) filter. As seen in Figure 4.1, the light guides were placed at an angle 2530 degrees above the horizontal, separated by 88mm. The sources provided an irradiance
of 0.020 - 0.037 W/cm2 at the front surface of the eyes. Each side of the observers’ cheek
regions were illuminated with twelve 940 nm infrared emitting diodes (IREDs) (Vishay
VSLY5940) adjusted to match the exposure of the eye. The IREDs were arranged in parallel lines, separated by 7 mm, and placed to the side of the observer so that the topmost
IREDs were approximately 5 cm below the eyes.
2

This section is based on Motion tracking of iris features to detect small eye movements [Chaudhary
and Pelz (2019) [21]]
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Figure 4.1: Prototype I: Experimental setup with calibration targets and the scene behind
the camera.
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Table 4.1: Iterative changes to the hardware setup.

Irradiance
Chin rest
Forehead rest

Prototype I
Panasonic Lumix DMC-GH4
Filtered tungsten halogen source
with bifurcated fiber optics
0.02 − 0.04W/cm2
Yes
Yes

Stimulus

Printed Snellen Chart

Frame rate

96 Hz
No (finite interval used to
localize eye movements)

Mirrorless Camera
Light Source

Synchronization

4.2.3

Prototype II
Panasonic Lumix DC-GH5S
Lite-On HSDL-4261
870nm IRED
0.01W/cm2
Yes
No (extra degree of freedom)
Appearing intermittently
(Teleprompter)
120 Hz
Yes (Photo-diode setup)

Limitations

The hardware setup for Prototype I used a printed Snellen target stimulus, making it
impossible to synchronize individual target presentation with movements of the eyes. Further, even though the setup was within safety limits for the human eye, some participants
reported dryness in their eyes.

4.3

Prototype II

Prototype II was designed and built to address these limitations by reducing IR irradiance
values at the eye and incorporating a dynamic display that could be synchronized to eye
movements.3
In Prototype II, images were captured with a Panasonic Lumix DC-GH5S mirrorless
digital camera (modified by removing the IR-rejection filter). The DC-GH5S differs from
the DMC-GH4 used in Prototype I as it is optimized for video capture, allowing 120 fps
capture compared to the 96 fps limit in the DC-GH4. The same Lumix G Vario 14-140mm
II ASPH (H-FSA14140) lens was used, set to a focal length of approximately 100 mm and
an aperture of F/8. Visible wavelengths were blocked with a DHD IR760 high-pass filter
(T380−740 < 1%, T780−1200 > 85%). The camera was set to an ISO value of 800 and
the shutter speed to 1/400 sec. We recorded binocular eye movements at 120 frames per
second (fps) at a resolution of 1920 × 1080, with IPB compression.
3

This section is based on πt - Enhancing the Precision of Eye Tracking using Iris Feature Motion Vectors
[Chaudhary & Pelz (2020) [24]]
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Figure 4.2: Prototype II: Experimental setup with stimulus presented in iPad-teleprompter
setup.

4.3.1

Apparatus

The camera was placed 50 cm from the observers’ eyes, whose position was fixed with a
UHCOTech HeadSpot chin rest (with no DMC- rest). The setup allowed observers to make
small rotational and translating head movements without significant distance variation.

4.3.2

Light Source

Four infrared LEDs (IREDs) (HSDL-4261, 870 nm, viewing angle=26◦ ), each placed on a
square of approximately 2 cm, were used to illuminate each eye. The IREDs were placed
at a distance of approximately 9 cm from the eyes (as shown in Figure 4.2) such that
an area of approx 36 cm2 of the eyes was covered to provide proper illumination even
if the observer made small head movements. The total irradiance at the eye was 0.01
W/cm2 measured with a calibrated radiometer. Table 4.1 summarizes the improvements
in experimental design of our method compared to [21].
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Display target

To allow precise control and synchronization of stimulus presentation to the eye-movement
record, we used a teleprompter setup (Glide Gear TMP50 20.3 X 17.8 cm) with an iPad
(MR7FZLLA) to display the stimuli. The stimuli were presented as a 30 fps video, the
native temporal resolution of the iPad. To synchronize the eye video with the displayed
stimulus, we used a photo-diode to detect stimulus frame onset, as shown in Figure 4.2.
A region of the video that was not visible in the teleprompter screen contained a unique
binary pattern of black and white patches, which transitioned each time the stimulus
display changed. The binary pattern was detected by a photo-diode and Op-Amp (LM358) circuit. Because the iPad LCD display has a faster black-to-white transition than
white-to-black, we used the black-to-white transitions to mark events. To make the display
sync signal available in the video record, the output of the Op-Amp drove a 940 nm IRLED
in the field of view of the Lumix GH-5S camera to indicate when a stimulus was presented
to the observer in the video sequence.
Because iPads are raster displays operating at 30Hz, it takes approximately 33 ms to
rewrite the entire display. We derived a parametric model to estimate the delay based on
the stimulus position on the screen. We have accounted for this time delay in our results.
The parametric model is given by
t = (21.4 ∗ x) + (4.26 ∗ y) − 2.35

(4.1)

where x and y refer to normalized horizontal and vertical stimulus position, and t is the
estimated delay in ms.

4.3.4

Limitations

Both Prototypes I and II were built with the chin-rest setup using relatively large digital
cameras. These setups should be miniaturized or used with a commercially available
wearable eye tracker for natural conditions. Secondly, the field of the view targets on the
teleprompter screen subtended an angle of only 14.19◦ ×9.68◦ . A wider field of view is
preferred for the experiments.

Chapter 5

Small Eye Movements1
In this chapter, I introduce video-based eye-tracking methodology using a high-resolution
camera to validate the efficacy of tracking iris features for the study of small eye movements.
One of the limitations of the current generation of low-cost portable video-based eye
trackers is their inability to precisely detect microsaccades because the size of those eye
movements is similar to the noise level of the trackers, which rely on precisely localizing the pupil boundaries and/or CR on successive frames. Instead of relying on those
low-level features, I show that leveraging a large number of iris textures allows us to improve the signal-to-noise ratio and subsequently allows for the study of such miniature eye
movements.
For studying the effectiveness of our proposed method and to reliably track iris features
in the best possible scenario, we utilize a high-resolution chin-rest setup in this chapter.

5.1

Background

Humans continuously make small (miniature) eye movements including tremor, drift, and
microsaccades [34, 46, 130] (and see Section 2.6.2) to maintain vision and compensate for
the inter-saccadic drift between large eye movements. These movements occur even when
we try to fixate on a point in the world. Low-frequency oscillations of the eyes, unsteadiness
of the oculomotor system, or attempts to maintain visual perception might result in the
production of these movements [45,163]. Among these small eye movements, microsaccades
have been an area of interest in the community because of their vital importance in
1

This chapter is based on Motion tracking of iris features to detect small eye movements [Chaudhary
and Pelz (2019) [21]]
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restoring perception and maintaining vision [20, 35, 121, 124, 191], medical diagnosis [28,
139, 175] and their ability to indicate attentional shifts [50, 75, 106].
Currently, there is disagreement in the literature about the presence of monocular
microsaccades during everyday vision. Gautier et al. [63] has argued that the practical
role of monocular microsaccades may be to aid vergence and make accurate corrections of
eye position. However, recent publications [53, 134] have questioned the existence of such
eye movements and raised concerns about previously published results, suggesting that
the majority of monocular microsaccades may be measurement artifacts.
The current generation of low-cost portable video-based eye trackers are unable to
precisely detect microsaccades because of their reliance on pupil and/or CR signals, as
there are issues with the precise localization of these signals. Precisely localization of
the pupil and CR are difficult due to the structure of the refracted pupil, pixelation in
corneal reflection, objective function of fitting an ellipse to pupil structure, occlusion due
to eyelids, and refractive artifacts. Some of these methods use only pupil information to
acquire a higher sampling rate, but in these methods, relative motion between the head
and camera are not taken into account [82], which can increase the false detection of
microsaccades.
Fang et al. [53] and Nyström et al. [134] analyzed many small eye movements that
were classified as monocular microsaccades and suggested that most of those events were
binocular events or noise. Fang et al. [53] adjusted the threshold parameter to classify them
correctly as binocular microsaccades, whereas Nyström et al. [134] used manual inspection
for verification. In this chapter I am only concerned about the binocular microsaccade,
and the study of monocular microsaccades is outside the scope of this dissertation.
New algorithms that take advantage of modern high-resolution cameras and recent
advances in computer vision can overcome some of these issues. High-resolution cameras
make it possible to extract fine local features such as iris textures. Using populations
of such features in place of large, single features such as the pupil allows for a higher
degree of confidence in microsaccade detection. Additionally, tracking the motion of those
features across consecutive frames allows for the study of motion distributions, simplifying
the analysis of small eye movements. We demonstrate that microsaccades less than 0.2
degrees of visual angle can be reliably detected with these techniques and a new velocity
tracking algorithm. The method is validated with two types of experimental tasks; reading
characters on a test target and viewing videos of moving targets.

5.2

Methodology

Eye movements were monitored by extracting the motion vectors of multiple iris features.
A high frame-rate, high-resolution camera was used to capture a video of an observer’s
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Figure 5.1: Block diagram of the overall system [21].

face containing the eyes and surrounding regions. A trained convolutional neural network
(CNN)s [108][Chapter 7] was used to segment the iris from each frame to extract features only from the region of interest as it helps to minimize the false matches. To ensure
high-quality motion signals, Speeded Up Robust Features (SURF) feature descriptors [7]
were used to extract feature vectors which were then matched in consecutive frames using
brute force matching followed by random sample consensus (RANSAC) [54] and homography [77]. Tracking the geometric median of these matched keypoints excludes outliers,
and the velocity was approximated by scaling by the sampling rate [150]. Microsaccades
were then identified by thresholding the lower and upper bound values of the velocity
estimate. The upper bound value was needed to eliminate saccades. For head motion
compensation across each frame, a hybrid cascaded similarity transformation model was
introduced using tracking and matching of features of rectangular patches in regions of
the observer’s cheek. The overall system block diagram is shown in Figure 5.1.

5.2.1

Iris Segmentation

Defining the region of interest, i.e., the iris region, helps extract only the iris region features
and minimize the false matches outside the area. In addition, there are computational
benefits as fewer features are detected, also reducing the pairwise-matching combinations.
For this, any segmentation method described in Chapter 7 can be used. For this chapter,
U-Net-based architecture for semantic segmentation of iris/non-iris region was used as
described in Section 7.3.
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Figure 5.2: Indication of regions (light patches) on face tracked along with iris regions for
head-motion compensation.

5.2.2

Head Motion Compensation

Even when an observer’s head is stabilized by a chin rest, head movements on the scale
of small eye movements still occur, so it is crucial to compensate for this motion when
detecting microsaccades. Complex solutions using 3D head models or external hardware
trackers could be used, but in this work, we propose an image-based method that compensates with a simple planar image transformation based on regions detected on the face.
The human face is non-planar and deformable. The eyes are not necessarily in the same
plane as the nose, cheek or forehead, making planar transformation models like homography (8 degrees of freedom (DOF)), affine (6 DOF) or similarity (4 DOF) transforms
imperfect approximations. Here, we make the simplifying assumption that the regions
selected in Figure 5.2 fall approximately in the same plane as that of the two irises being
tracked. Relatively planar regions that do not move with normal eye movements were
manually selected for each subject.
Head movements were compensated by automatically aligning each frame of a video
to the initial frame of that video. Between two consecutive frames, the matched features
were found by extracting the local features in the selected regions using SURF and then
by using the brute-force matcher where the descriptor of each feature in the nth frame
was matched with descriptors of all features in the (n + 1)th frame using the L2 distance
norm. A list of good matches between pairs of adjacent frames was determined with Lowe’s
ratio test [117] followed by outlier removal with RANSAC for matched features between
consecutive frames. Computing the homography transformation between frames based on
good feature matches across adjacent frames allows a sequence of frames to be aligned.
Motion compensation can be accomplished for an entire video by aligning each frame
in this way to the initial reference frame by cascading the homography transformations
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Figure 5.3: Regions (light patches) on four observers faces used for head-motion compensation.

as proposed by Dutta et al. [48]. We found, however, that this approach aggregated
skew and perspective errors across frames because the points on which computation of
the homography matrix was based were not consistent within each region. Because there
tended to be more texture in the regions of the lower cheek than near the eyes even though
they were in approximately the same plane, more of the features used for tracking were
from the cheek regions. Constraining the feature path to a rectangle, as in Grundmann
et al. [71], decreased errors but did not provide an acceptable solution.
Instead, we selected features in four rectangular regions, as seen in Figure 5.3, then
computed good matches between consecutive frames for each of the regions. Computation
of the geometric median of those matches provided an estimate of the best value of the
distribution of the rectangular patch in the source and destination images. Using one
point from each of the four regions, we computed the transformation between image pairs.
The homography transformation is the least-constrained plane-to-plane mapping, with
eight degrees of freedom (DOF), which can be described as allowing translation (2 DOF),
scaling (2 DOF), rotation (2 DOF), and keystoning (magnification varying by position; 2
DOF). Other transformations are more constrained. The affine transform, for example,
allows only six degrees of freedom, which can be described as translation (2 DOF), scaling
(2 DOF), rotation (1 DOF), and shearing (translation varying by position; 1 DOF). The
similarity transformation has only four degrees of freedom, allowing only translation (2
DOF), uniform scaling (1 DOF), and rotation (1 DOF). As shown by Grundmann et
al. [71], the extra degrees of freedom of the homography and affine transformations can
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result in larger errors than the more constrained similarity transformation, but we found
that skew errors still grew over time even with the similarity transform.
Dutta et al. [48] identified breaks in a video sequence when the video starts panning or
scale changes become substantial. Information from prior frames was not considered after
a break, and a new reference frame was introduced. Grundmann et al. [71] proposed a
different approach in which all the keyframes were matched, and transformation between
the keyframes was initially computed. Then, a similarity transformation was found from
the starting keyframe to each subsequent frame until the next keyframe. A small jitter was
observed when moving from the final intermediate frame to the next aligned keyframe, so
there was a tradeoff in the frequency of re-aligning with a new keyframe; more frequent
realignment minimizes the size of the jitter but increases its frequency. We elected to
realign to a new keyframe once every 480 frames (5s). Less frequent realignment increased
the aggregated skew and perspective errors, and more frequent realignment increased the
frequency of the jitter. The overall model is shown in Figure 5.4.

5.2.3

Velocity Approximation

After the segmentation of irises in the stabilized video, the next crucial step was to extract
the iris features. These features were extracted in a Contrast Limited Adaptive Histogram
equalized grayscale representation of the image [152] as this resulted in a larger number
of good matches across different observers than did any single-color channel (R or G or
B). From the extracted features across consecutive frames, good matches were found using
brute-force matching followed by Lowe’s ratio distance test (0.7) and outlier removal by
RANSAC (reprojection threshold is 2 pixel). The motion of the iris between adjacent video
frames was represented as a motion vector. These motion vectors can be used to compute
horizontal, vertical, and torsional eye movements. A number of researchers have used
iris features to measure torsional eye movements [70, 109, 135]. Ong & Haslwanter [135]
transformed the image of the iris into polar coordinates about the pupil center so that
torsion could be tracked as translation along the angular axis.
Because we were concerned with microsaccades in this work, we ignored torsional
movements and computed the geometric median of the shift of all matched keypoint pairs
between frames. The relative velocity of each eye was calculated independently as the
product of the scaled motion vector and the sampling rate, and integrating those values
gave a relative position signal for each eye. Calibration was performed by simple linear
regression of the relative position signal and the known gaze position during calibration.
Position cannot be estimated during blinks, so the data reported in this chapter include
only trials completed without blinks during the calibration routine.
The raw signal was filtered using 1D Total Variation Denoising (TVD) [33], which
minimizes the variation as a least-squares problem. Instead of computing an estimate on
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Figure 5.5: Block diagram of iris feature extraction to microsaccades detection.

a local neighborhood, TVD uses the entire record to estimate a global optimum [148] to
minimize undesired spurious noise while preserving the saccadic ‘edges.’ TVD is preferable
to smoothing algorithms because our goal was to model the sensor noise rather than
eye position noise using the overall signal. The key parameter in the TVD filter is a
regularization parameter, which was initialized to 0.1 for all observers. After denoising,
cyclopean gaze velocity was computed by taking the mean from the right and left eye
velocities.
A number of methods have been proposed for microsaccade detection [9, 50, 83, 138].
Almost all of the algorithms have a tunable parameter that affects algorithm performance.
We implemented an adaptive version of the Velocity-Threshold Identification algorithm
(I-VT) [170]. Here, microsaccades were detected by thresholding the generated absolute
cyclopean velocity signal. Note that our method was only verified for binocular microsaccades, and monocular microsaccade was not considered. Determining the velocity thresholding parameter was an essential step in categorizing events, as a high threshold would
increase the miss rate, and a low threshold would increase false alarms. A fixed threshold
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did not work well for all observers because of individual variations, noise in the system
due to prevailing signal artifacts, and small, uncompensated head movements.
To automatically adapt to individual observers, we implemented an adaptive-threshold
method based on a Gaussian mixture model (GMM) [162] with two velocity distributions
representing noise and microsaccades. Only absolute velocities below 20 deg/sec were
passed to the model to eliminate larger saccades. A thresholding parameter based on
the estimated mean and standard deviation using 99.7% of each distribution was used ,
representing ±3std. Based on observations of the noise floor, a lower bound of 3.84 deg/sec
was selected to minimize false alarms. Figure 5.5 shows the block diagram from the iris
feature extraction to microsaccade detection.

5.3

Experimental Details

5.4

Subjects

Eye movements of seven participants (five males, two females) with normal (five) or
corrected-to-normal (two) vision were recorded. Participants with light and dark irises
and with and without prescription glasses were selected. Subjects were undergraduate
and graduate students with a mean age of 25 years (σ=3). The experiment was conducted
with the approval of the Institutional Review Board and with the informed consent of all
participants.

5.5

Tasks

Each observer performed three tasks, each preceded by a task-specific 9-point calibration
routine.

5.5.1

Snellen microsaccade task

Microsaccades can be evoked when observers read small, isolated characters, as in the
Snellen eye chart [177]. Calibration points and a ‘pocket’ Snellen chart (18 × 10 cm,
designed for use at 36 cm) were placed at a distance of 150 cm from the observer 3 cm
above the center of the subject’s eyes. The field of view of the calibration target was
8.7◦ x 6.9◦ . The subjects were asked to fixate each point in the calibration target, then
look at each character on a line of the Snellen chart at a distance of 150 cm. Each
character subtended a vertical angle of approximately five arcminutes (equivalent to a
‘20/20’ character at that distance). The subtended horizontal angle between the centers
of eight characters in the chart was approximately 0.15 degrees; two others were 0.28
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and 0.32 degrees. The small eye movements evoked as observers looked at the characters
on the Snellen eye chart were used to evaluate the detection of microsaccades using our
algorithm.

5.5.2

Video Stimuli

To examine the detection of microsaccades while viewing a moving stimulus, observers
viewed two short ‘benchmark’ videos from [104] on a 12-inch Apple Retina MacBook
(MF855LL/A). In the first video, the observers were instructed to track the motion of
a car turning in a tight ‘Figure-8’ pattern. In the second video, they were instructed to
track the cup containing a marble in a ‘shell game.’ Both videos induced smooth pursuit
eye movements. The laptop was placed on a table so that the display center was 100 cm
from the observer and 10 cm above the subject’s eyes. The display field of view was 13.5◦
X 7.4◦ .

5.6
5.6.1

Results
Head Motion Compensation

We evaluated the head motion compensation for two cases; a rigid Styrofoam model head
and for real human faces. For the rigid head model, we tracked the four points labeled
A, B, C, and D in Figure 5.6 (left). The rigid head was rotated slightly about the base,
resulting in horizontal, vertical, and diagonal movements of approximately 2 mm at a
frequency of approximately 1 Hz, and the video was stabilized using our compensation
model. The original motion for point B is shown in solid red in Figure 5.7, and the
motion-compensated output is shown in dashed blue.
Table 5.1 shows the standard deviation (STD) of points before and after stabilization in
pixels. The test points were tracked by locating the brightest spot (a specular reflection) on
the black marker, as indicated in Figure 5.6 (right). A variation of one pixel is expected
because the maximum location algorithm in OpenCV [18] returns the horizontal and
vertical pixel location as integer values.
We also examined the performance of the head motion compensation algorithm for a
seated observer in a chin-rest looking at nine calibration points for about a second each.
Head motion was tracked by attaching two small stickers to the observer’s face and tracking
each sticker in the video by computing the mean of the central votes of matched features
by using consensus-based matching and tracking [132]. Results are shown for the standard
deviation in x and y pixel position in Table 5.2 before and after compensation. Unlike
the rigid head model, where intentional movements were introduced, we expected only
minimal head movements in the human face condition. The result shows an improvement
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Figure 5.6: Face model used for head motion compensation verification with markers A,
B, C and D indicated in the figure (Left). (Right) The circle indicates the bright spot
used for our method verification.
Table 5.1: Styrofoam head: Standard deviation (in x and y pixel position) before (without
compensation) and after (with compensation) for each point
Points
A
B
C
D

Before
STDx
7.19
7.37
7.57
7.64

STDy
3.58
1.80
1.16
2.92

After
STDx
0.65
0.79
0.76
0.66

STDy
0.51
0.44
0.56
0.44

in most of the cases, but in one case (S2), the standard deviation increased along the
x-axis by approximately 20% while decreasing along the y-axis by 32%.

5.6.2

Snellen microsaccade task

In the first task, observers were instructed to read a line on the pocket Snellen eye chart
whose characters subtended an angle of approximately five arcminutes (equivalent to a
‘20/20’ character at that distance). Because of the size and distance of the target, the eye
movements necessary to foveate each target constitute microsaccades [177].
Figure 5.8 shows the target and the angular subtense of the microsaccades required
to move between the characters in each of the three groups (0.15◦ ) and between the two
groups (0.28◦ and 0.32◦ ). Figure 5.9 shows the events detected for one of the subjects. The
blue line indicates the cyclopean gaze absolute velocity; the green dashed lines indicate
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Figure 5.7: The motion of the original face model (red) and after compensation (blue) for
point B is shown in the x-direction (left) and y-direction (right).

Table 5.2: For real heads: Standard deviation (in x and y pixel position) of movements of
two points in either side of face in the original video and after compensation.
Sticker
placed on
1Lef t
1Right
2Lef t
2Right
3Lef t
3Right
4Lef t
4Right

Before
STDx
2.20
1.45
0.80
1.02
0.98
1.46
2.78
3.11

STDy
1.22
1.37
3.15
2.49
1.67
2.29
5.08
4.53

After
STDx
1.05
1.12
0.88
1.24
1.26
0.57
2.9
1.39

STDy
1.11
1.03
2.23
1.71
1.51
1.08
2.21
2.24
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Figure 5.8: Target line from pocket Snellen chart. Characters in three groups subtended
a vertical angle of 5 arc minutes

the microsaccades or drifts detected, which is a superset of the fixation targets. These
microsaccades were detected when the absolute velocity threshold of 3.84 deg/sec was
exceeded. Note the clear separation between the signal and noise. Red lines indicate
saccades with an absolute velocity greater than 50 deg/sec. The saccadic movement that
appears every 5000 ms is an artifact of the jitter caused when a new keyframe is taken as
a reference during head stabilization.
Figure 5.10 plots the absolute velocity of the cyclopean gaze (with its amplitude), X-t,
Y-t, and YX graphs for both eyes when microsaccades were detected. The amplitude of
each microsaccade was calculated based on the gaze position between the local minima
of the cyclopean velocity before and after the microsaccades. The two local minima are
indicated in the absolute velocity plot by the vertical light blue lines. There is a close
relationship between the two eyes for most of the cases. The center column shows a case
where the eyes drift in opposite directions for Y-t plot. The results for all seven subjects
are shown in Table 5.3. The table shows (for each observer) the number of microsaccades
detected: (A) when the eye video was inspected visually; (B) by the algorithm; (C) by the
algorithm when separated by an interval equal to at least half of the average duration for
each character, and (D) by the algorithm but not present (‘false alarms’).
The events for 0.15-degree microsaccades in Table 5.3 (C) should be (4, 2, 2) as the
instructed targets were set in that order, as seen in Figure 5.8. Initially, two events of
0.28-degree and 0.32-degree microsaccades were determined. Then, the number of events
before 0.28-degree microsaccades, between 0.28 degrees and 0.32 degrees and after 0.32
degrees, was detected. Note that only one unique, voluntary microsaccade was made on
the onset of the target in the interval. Other (involuntary) movements in the interval were
ignored as our interest lies in detecting movements for the instructed target rather than
observing the overall number of detected microsaccades. Note that the method identified
all small movements ≥ 0.2 degrees.
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Identifying smaller movements with magnitudes of 0.15 degree was possible for some
events when a lower threshold was selected, but this increased the false alarm rate. Subjects 5 and 6 were two cases of noisy data. For Subject 6, using an initial total variation
denoising (TVD) regularization parameter of 0.1 for filtering resulted in eight false alarms
and a miss rate of 11.1% (with respect to the total number of microsaccades observed
by inspecting the video). The signal was noisy even after head motion compensation, so
changing the filtering regularization parameter to 0.20 and 0.15 for the right and left eye,
respectively, resulted in an improvement in the results with only two false alarms. Higher
values of filtering regularization parameters, however, increased the miss rate to 33.3%.
The importance of compensating for small head movements can be seen in Figure 5.11.
Without compensation (top panel), a threshold of 12.0 deg/sec was necessary to exclude
noise. After compensation (bottom panel), a threshold of 5.1 deg/sec allowed microsaccades to be detected more accurately. The one false alarm detected for the compensated
data was also detected in the uncompensated data indicating a false alarm resulting from
large head motion. Without compensating for head motion, a total of nine microsaccades
were missed. Figure 5.12 shows the ‘main sequence’ [4] (peak velocity vs. amplitude) for
microsaccades and saccades detected by our method. Both saccades and microsaccades
fall on the main sequence with a slope of 47/s. Microsaccades are defined in this context
as all movements with a peak velocity <50 deg/sec.

5.6.3

Video Stimuli

In the first video stimulus task, the observers were instructed to fixate on a moving car,
leading to the smooth pursuit, fixations, saccades, and microsaccades. Box plots with the
number of microsaccades detected per second and the variation of the rate of microsaccades
among different subjects is plotted for all subjects in Figure 5.13 (top row, left and right,
respectively). The median number of microsaccades in the video is approximately one per
second for most of the trial.
In the second video task, the observers viewed a ‘shell game’ with three cups and one
marble and were instructed to follow the cup that contained the marble. The visual taskinduced smooth pursuit, saccades, fixations, and microsaccades. The box plot with the
number of microsaccades detected per second and the variation of the rate of microsaccades
among different subjects is plotted for all subjects in Figure 5.13 (bottom row). Figure 5.14
compares the average amplitude of the microsaccades over the entire video for the two
video tasks.
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Table 5.3: Number of microsaccades detected manually by inspecting video and using
the algorithm for all subjects. The total number of instructed targets was 8 targets of
0.15 degree and 2 targets over 0.2 degrees. The table also shows number of false alarms
observed.

Subjects

1
2
3
4
5
6
7

0.15 degrees
(out of 8 instructed targets)
(A) Microsaccades
Algorithm
observed by
(C) Finite interval
inspecting video
gap (out of
(B) Detected
(4,2,2) events)
8
6
(2,1,2)
8
8
(4,1,2)
3
3
(2,1,0)
14
16
(4,0,5)
19
18
(5,1,6)
15
12
(3,6,2)
10
10
(3,3,1)

(D) Number of
false alarms

0
0
0
2
1
2
0

Figure 5.9: Absolute velocity (deg/sec) of the cyclopean gaze. Light green shows the small
eye movements detected between 3.84 deg/sec and 50 deg/sec. We would expect a total
of 10 movements after 8500ms (in the non-highlighted region) as targets in one line of the
Snellen chart (the initial 8500ms are the calibration phase). At least eight microsaccades
of ≈0.15-degrees, one ≈0.28-degrees, and one ≈0.32-degrees, The initial 8500ms are the
calibration phase.
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Figure 5.10: Cyclopean velocity plot (with its amplitude), relative X-t, Y-t and XY plot
for right eye (blue) and left eye (dashed red) are shown for three events; one in each
column. The amplitude of each microsaccade was calculated based on the gaze position
between the local minima of the cyclopean velocity before and after the microsaccades.
The two local minima are indicated in the absolute velocity plot by the vertical light blue
lines.
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Figure 5.11: Absolute velocity (deg/sec) of the cyclopean gaze plotted for subject 5 for
both without head compensation (top) and after head compensation (bottom). Light
green shows the small eye movements detected for their respective threshold parameter.
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Figure 5.12: Main sequence plot of peak velocity (degree/sec) vs amplitude (arcmin)
in linear and log scales for microsaccades (red circles) and saccades (blue stars). The
horizontal dotted line at 50 deg/sec is a fixed threshold used to differentiate saccades and
microsaccades.

5.7

Discussion

Current low cost portable video-based eye-tracking methods can lead to ambiguities and
potential errors when tracking very small eye movements. This chapter represents an
advancement in analyzing microsaccades by tracking iris textures using a high frame rate,
high-resolution camera. We segmented the iris from the video frame with a trained CNN
and measured the model accuracy using an IoU metric that rewards correct matches and
penalizes false matches. The IoU metric was appropriate because we calculated frame-toframe velocity based on the geometric median of the population of iris feature matches
rather than relying on extracting the precise iris boundary. Our CNN model was able to
generalize for a varying set of data, though some labeling errors (e.g., eyelids covering the
iris) resulted in inconsistencies. The CNN was trained with labels from a single human
labeler and might be improved further if labels with the multiple-labeler agreement were
used for training.
Head motion impacts the number of detectable microsaccades, so we introduced a
head compensation model based on simple planar transformations. The model achieved
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Figure 5.13: Plot for the rate of microsaccades during trial (left) and the average microsaccades rate for each subject in their overall video (right) when subjects were watching a
video of a moving car (top) and watching a video of a shell game (bottom).
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Figure 5.14: Plot for the average amplitude (degrees) of microsaccades for two video
stimuli tasks. (Left) is for watching a video of a moving car and (right) is for watching a
shell game.

excellent performance with a rigid head model, reducing the overall MSE from 3.59 pixels
from the initial reference frame to just 0.42 pixels with a standard deviation decreasing to
1/8th of the original value. The motion-compensation model also improved the detection
of microsaccades for human subjects as the number of false alarms decreased significantly
after compensating for head motion. However, some false alarms remained in cases where
a large jitter was observed because of transformation issues (warping). For some subjects,
head movements were comparatively large, causing more noise in the signal resulting
in a higher thresholding value obtained from GMMs for microsaccade detection. The
current implementation can miss some microsaccades if they occur while updating to a
new reference keyframe. When a new reference keyframe was updated, there was usually a
significant apparent movement, and the motion was misinterpreted as a saccade. Since our
major concern lies in the detection of microsaccades when a person fixates the instructed
targets at a regular interval (approx. 1 sec), and we did not wish to include post-saccadic
oscillations or movements compensating for overshoots or undershoots as microsaccade
events, we required a minimum period of 52 ms (5 frames) between detected velocity peaks.
In our tests, one microsaccade was missed during that time interval as the microsaccade
timing was aligned to the timestamp of the keyframe update.
Manually inspecting the video showed that the number of microsaccades was less than
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the number of instructed targets for the smallest (0.15 degree) microsaccades. It is possible
that not all instructed eye movements were actually made; note that an entire grouping of
characters fell within the fovea. For three out of seven subjects, all of the 0.15◦ microsaccades that were identified via visual inspection of the video record were also detected by
the algorithm. For one subject, two microsaccades that were not detected by the algorithm
were observed to be smaller than the remaining microsaccades for the same observer, perhaps because the preceding microsaccades ‘overshot’ the previous character. It is likely
that individual fixations fall on different positions within each character, and some of the
characters subtended a horizontal angle of only 0.04 degrees, so it is possible that the individual microsaccades were less than 0.15-degrees if the eye movements were not between
character centers. Thus, the actual magnitude of the microsaccades was not exactly the
expected value of 0.15, 0.28, and 0.32 degrees calculated from the original target angles.
Note that our algorithm is best suited for event detection rather than providing an exact
estimate of position.
Figure 5.10 (second column) showed one of the sample events where the two eyes
moved in opposite directions. This could be the result of true uncorrelated motion (such as
vergence movements) or errors in the head compensation model. Vergence was detected by
our method for very few cases, especially before and after the blinks, as the eyes converged
before a blink and diverged after. The results for our study for the number of microsaccades
per second for the two video stimuli tasks are in agreement with [120], and the number and
amplitude range are also consistent with the natural scene, picture puzzle, and Where’s
Waldo head-fixed experiments conducted by [140]. Analysis of the video ‘Figure-8’ car
stimulus suggests that the person is making more microsaccades in the latter part of the
video. This may be because the car was closer to the camera at that point, and catch-up
saccades less than 50 deg/sec are expected during smooth pursuit [107]. We also observed
that a large variance in motion is observed at the 16th and 24th sec where the car makes a
rapid movement and covers approximately 1/6th of the screen (∼ 2.5 degree), while during
the rest of the video, the car mostly covers approximately 1/15th of the visual field. During
the 13th sec, a long pursuit is expected, and we observed a variation in the number of
microsaccades detected since some of the subjects made a large amplitude microsaccade,
and a few made saccades (>50 deg/sec) in that time interval. In the shell game, it was
observed that the number of microsaccades increased from the 11th to the 25th-sec interval
even when the glass was at rest, perhaps because the person was tracking other objects
(such as the hand) in the scene that were still moving. In the video tasks, the threshold
was set for each trial by a GMM. As the smooth pursuit velocity induced by the moving
targets was less than the microsaccade velocity threshold, the static GMM was sufficient.
In the future, we will implement a continually variable adaptive threshold in which the
GMM will be based on a sliding window so that microsaccades superimposed over higher
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velocity smooth pursuit can be reliably detected without increasing false alarms during
the pursuit.

5.8

Limitations

While the Snellen chart offers a convenient target to induce microsaccades; it presents
several challenges. At this scale, several targets fall well within the fovea, so an observer
doesn’t need to make saccades to read each character. In addition, significant undershoots and/or overshoots could occur that would make it difficult to identify individual
eye movements without affecting an observer’s ability to read each character. We used a
finite interval in an attempt to reduce errors for localizing individual eye movements, but
it is still possible that we were not able to accurately parse each microsaccade perfectly.
This experiment could be improved by using a high-resolution digital display in place
of the printed Snellen target and display only one character at a time (addressed in Chapter 6). This would simplify the identification of each microsaccade by synchronizing presentation and detection times. A higher frame-rate camera could also improve performance.
The temporal resolution of the camera impacts the estimate of the amplitude, as it is
obtained by the integration of velocity over time. With more discrete velocity samples
during brief microsaccades, we can estimate the amplitude of microsaccades more accurately. Additionally, the signal-to-noise ratio both in the head-compensation model and
the iris feature tracking method can be improved by using a higher frame rate camera with
all-intraframe (ALL-I) encoding to reduce video-compression artifacts. In the next chapter we introduce hybrid algorithms that merge velocity and position signals to gain the
precision benefit of the iris motion tracking while maintaining the traditional positional
information.

5.9

Summary

In summary, the main contributions of this chapter are the use of trained CNNs to provide
a more robust solution for iris segmentation across observers with different iris and skin
pigmentation; an image-based model for head-motion compensation using planar transformations which can be applied in various applications like head motion compensation;
extracting high-quality iris images rich in textures; and an algorithm to reliably detect
small eye movements over 0.2 degrees with very high confidence by extracting motion
signals with a high signal-to-noise ratio by computing motion distributions rather than
relying on precise pupil boundary localization as in pupil and Pupil-CR systems. This
method can identify even smaller movements if the velocity of the movement is higher
than the threshold parameter (>3.84 deg/sec). The major limitations of this chapter are
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the temporal drift inherent in a system that determines position purely by the integration
of velocity over time, insufficient matches of iris features during motion blur, used only
trials without blinks and the use of printed Snellen target instead of digital display which
are addressed in the next chapter.

Chapter 6

A Hybrid Approach to Gaze
Estimation1
In this chapter, I describe an advance that addressed the shortcomings of the head-fixed
video-based eye-tracking methodology described in Chapter 5.

6.1

Background

Pelz and Hansen [150] and Chaudhary and Pelz [21] (discussed in Chapter 5) tracked a
large number of motion vectors made up of iris features across adjacent frames in order
to extract the velocity of the eye over time, integrating the velocity to obtain eye position
to improve the temporal precision and accuracy of the eye-tracking system. While those
systems provide important advantages over previous methods, significant issues remained
with those approaches, including the temporal drift inherent in a system that determines
position purely by the integration of velocity over time and insufficient matches of iris
features during motion blur. Additionally, Pelz and Hansen [150] and Chaudhary and
Pelz [21] only used trials without blinks because the method relies solely on the integration
of iris motion vectors to obtain position, while those motion vectors are absent during
blinks. If gaze position changes while the eyelid covers the iris features, gaze position
based on integrated motion values are inaccurate. The advancement of camera technologies
(high-resolution and event cameras) allows velocity based estimation. In this chapter, we
are mainly concerned with high-resolution cameras with a fixed-head setup for capturing
a detailed image of iris textures for tracking. In the end, I bring forward the experiments
1

This chapter is based on Enhancing the precision of remote eye-tracking using iris velocity estimation
[Chaudhary and Pelz (2021) [27]]
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and concerns with low-resolution commercial eye-tracking cameras and direction for the
future.
Here, our approach is to merge traditional approaches such as (P-CR) with an irisbased velocity system as proposed in [21, 150] to address the shortcomings. P-CR based
gaze estimation [126] has been used extensively since the 1960s and is still used in some
commercial eye-trackers. However, precision is constrained because of reliance on pupil
edges and the bright CR [111]. By optimally combining the P-CR position with the i ris
velocity (computed from textures) [“P it ” (or “πt ”)] we demonstrate a hybrid method with
high precision while addressing the issues caused by drift, blinks, and motion blur. The
major contributions of this chapter are as follows:
1. We present a modified Kalman filter approach that estimates a reliable signal by
disentangling and combining the useful information from two independent sources
(one precise, but drifting signal and another accurate, but noisy signal). Note that
this approach can be applied to any situation where a signal drifts over time. An
important difference between the modified Kalman filter and the traditional Kalman
filter is that the modified filter does not introduce any temporal latency.
2. With this methodology, we can improve the precision of any pupil detection technique (P-CR, 3D based approaches, appearance-based models, etc.) by incorporating
information from features of the iris.
3. With off-the-shelf components like a digital camera and synchronized displays, we
show sample-to-sample root mean square (S2S-RMS) values of ∼ 0.05◦ for human
eyes, a value competitive with commercial eye-tracking systems costing $50,000.

6.2

Methods

This section formulates the problem of estimating an approximate hybrid position (πt ) by
utilizing the P-CR relative eye position and iris velocity (i ). As seen in the detailed block
diagram in Fig 6.1, frames are extracted from the video sequence and fed to specific blocks
for processing. In one of the blocks, images are fed to a CNN (U-Net [165]) to obtain an iris
mask, which is a crucial step to define the region of interest for another step whose objective
is to approximate the iris velocity based on the motion distribution of feature matches in
consecutive frames as in [21]. The next step is the determination of the pupil center based
on ellipse fitting, as proposed in [91]. To compensate for head movements, we determine
the average CR signal of multiple glints as well as approximate head movement velocity
based on a fixed head mask. Based on these signals, πt is computed and demonstrated in
applications such as gaze estimation, smooth pursuit analysis, and microsaccade detection.
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Pupil position

The pupil center (P) is specified as the ellipse center given by the 2D pupil detection model
of the Pupil Labs software of [91]. Kassner et al. [91] initially compute an integral image
from the grayscale image and find an approximation to the pupil and region of interest
(ROI) for pupil detection based on response to Haar-like center-surround features [185].2
In the obtained ROI, spectral glint masks and a dark pupil mask are created based
on the maximum intensity and the lowest and highest spike index. Morphological operations (opening with an elliptical structured kernel of size 9) followed by the Canny Edge
detector [19] are then used to find the pupil edges.
In Kassner et al. [91], the contours are found based on connected components of the
edges. On those contours which have a minimum size of three points, the number of points
that compose that line segment is reduced to find a similar curve using the OpenCV [18]
implementation of the Douglas-Peuker algorithm [47]. The extracted contour points are
then passed through a curvature test such that any three adjacent contour points must
have a curvature more than 80 degrees for the curvature to be maintained.
Thus, on the intermediate contours based on continuous curvature, weak and strong
contours are extracted based on parameters such as roundness ratio (ratio of minor and
major axis) and user-defined radius limits of ellipse fit. Strong contours must also satisfy
ellipse criteria for area and perimeter ratio of contour support, whereas weak contours need
not. For those contours, either strong or weak, pruning using an augmented combinatorial
search is done in order to find the solutions.
Best solutions out of these solutions are found based on the roundness ratio, the userdefined radius of ellipse fit (70, 200), and support ratio based on supporting edge length
and the ellipse circumference. The best contour is obtained from the best solution, which
gives us the final best edges (intersection of best contour with initial edges). The final best
ellipse is based on the ellipse fit on those final edges when it satisfies all the above criteria.
The center of this final best ellipse fit is considered as the pupil-center (P) in this chapter.
These steps are illustrated in flow-chart form in Figure 6.2.

6.2.2

Iris velocity

Eye velocity is determined by tracking multiple feature points on the iris, so the first step
is defining the iris ROI on the eye images. Semantic segmentation models like U-Net [165]
and RITnet [23] (discussed in Chapter 7) can be used to extract the segmented iris mask
from a given eye image. We adopt the U-Net architecture as in [21] with the following
modification during model training: Instead of reshaping the 960 × 540 to 224 × 224 as
2
This section is based on πt - Enhancing the Precision of Eye Tracking using Iris Feature Motion Vectors
[Chaudhary & Pelz [24]]
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Figure 6.2: 2D pupil center detection based on open-source of Pupil Capture [91]
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in [21], we initially partition each eye image to 540 × 540 before resizing to 224 × 224.
This maintains the aspect ratio of the image and eliminates unnecessary pixels as the
eye size < 540 pixels. Then, we follow the same steps as in [21] on the segmented mask,
i.e., we extract iris features from a Contrast Limited Adaptive Histogram equalized [152]
grayscale image. These features are then matched in consecutive frames to approximate
the scaled velocity. The reader is referred to Section 5.2.3, for more details.

6.2.3

Problem Formulation

We have two sources of information: iris velocity and pupil position which we intend to
combine with the Kalman filter, an optimal estimation technique for linear systems with
Gaussian error [2]. A straightforward interpretation of the Kalman filter update equations
is that they scale measurements from two sources by their corresponding precision matrix
(the inverse of the covariance matrix) and then take the weighted sum as shown in Equation
6.1.
H = Σ(β × P + (1 − β) × I)
(6.1)
where P , I and H are the pupil position, the iris position and the hybrid position respectively.
In our case, one source of measurement is the pupil position, and the other is the iris
velocity (which is integrated to compute the iris position). The information in iris velocity
can only provide information about the iris position up to a constant bias value. If we use
a traditional update of the Kalman filter (Equation (6.1)), incorrect bias induced by the
integration of iris velocity would lead to error which would still creep into our estimated
solution. The estimated signal would also drift over time, primarily affected by the bias
information from the iris velocity measurement. Therefore, while combining iris velocity
measurements with pupil position measurements, we must exclude any bias information
obtained from the iris velocity measurement to gain the benefit in precision from the
velocity measure without degrading accuracy.
Some crucial changes to the Kalman filter approach are therefore needed. Those
changes are guided by the probabilistic interpretation of the Kalman filter. Using a probabilistic framework helps us combine two information sources from different domains in
the same spirit of the Kalman filter. In the probabilistic interpretation, a Kalman update equation is interpreted as the posterior mean in which prior and likelihood are both
linear. In this framework, we can easily integrate two measurements from different domains by defining a prior distribution which behaves like a Gaussian in a gradient domain,
i.e., whose derivative is Gaussian. Using this approach, we can derive a Kalman update
equation (as in [65]).
We can fuse the information of the pupil position (P ) with the iris velocity (i or
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DI) to obtain the hybrid position (H), where D is the spatial gradient operator. In
general, if P(P |H) is the likelihood, P(H|I) refers to the prior probability distribution,
and P(H|P, I) refers to the posterior distribution, then the posterior probability can be
computed as
P(P |H)P(I|H)P(H)
P(P |H)P(H|I)
=
P(P, I)
P(P |I)

P(H|P, I) =

(6.2)

where P(P |I) is the normalization factor. So, we have P(H|P, I) ∝ P(P |H)P(H|I). Here,
P(P |H) and P(H|I) are defined as:
−

P(P |H) =

(P −H)2
2σ 2
P

exp
q
2πσP2

T

=

exp−(P −H) βP I(P −H)/2
q
2πσP2
2

(6.3)

( DH − DI )2

−H)
exp (− (P2σ
)
exp (− Dt2σ2Dt )
2
P(P |H)P(H|I)
P
I
q
q
; P(P |H) =
; P(H|I) =
P(H|P, I) =
P(P |I)
2
2
2πσP
2πσI

(6.4)
where βI = 1/σI2 and βP = 1/σP2 . Higher values of β indicate lower standard deviation
and more certainty.
Note that we have used the spatial gradient of the iris position. For a prior distribution,
the low dimensional structure of the signal can be considered to model the prediction
error [65]. In our case, we find the hybrid signal by minimizing the mean square estimation
between hybrid velocity and iris velocity and also between hybrid position and pupil
position.
An important property of Gaussian distributions is that the product of two Gaussian distributions is a Gaussian distribution [12, p. 638]. Thus,
P(H|P, I) = P(P |H)P(H|I)
Tβ

e−(P −H)
q
=
T

P I(P −H)/2

2πσP2

T

T

e−(H−I) βI D D(H−I)/2
q
2πσI2
T

(6.5)

(6.6)

T

e−(P −H) βP I(P −H)/2 e−(H−I) βI D D(H−I)/2
q
q
2πσP2
2πσI2

(6.7)
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T β I(P −H)/2−(H−I)T β DT D(H−I)/2
P
I

q
q
2πσP2 ∗ 2πσI2

(6.8)

Further our term P(H|P, I), can be expressed as
T Σ−1 (H−H)

P(H|P, I) = Ke−1/2(H−H)
= Ke−1/2(H

T Σ−1 H−H T Σ−1 H+...)

(6.9)

Thus, we express the mean estimate (H) and the covariance (Σ) of the hybrid position [12,
p. 639] as
Σ−1 = (βP I + βI DT D)
(6.10)
Σ = (βP I + βI DT D)−1

(6.11)

Σ−1 H = βP IP + βI DT DI

(6.12)

H = Σ(βP IP + βI DT DI)

(6.13)

Overall, with this update strategy in Equation 6.13, the bias information in the velocity
measurement does not influence the solution. Hence, the solution correctly uses the rest
of the information in the velocity to give a meaningful estimate of the position. This
process excludes drift in the estimated signal while essential information derived from the
iris velocity is preserved.
It is important to note that DT D is a non-invertible matrix. Therefore as the value of
βP tends towards 0, the determinant of Σ−1 approaches 0, as shown below. The inverse
operation cannot be obtained for the covariance matrix. So it is preferable to keep the
value of βP non-zero as it is the limiting case for our approach.
In Equation 6.10, I and D are of order n × n and (n-1) × n where n is the total number
of samples. We can decompose D as D = U SV T using Single Value Decomposition
(SVD) [67] in which U, S and V are of order (n-1) × (n-1), (n-1) × n, n × n respectively.
If orthonormal column and orthonormal rows are added to U and S respectively, then S
becomes a squared matrix with order of n × n.
Replacing D = U SV T in Equation 6.10 gives
Σ−1 = (βP I + βI V SU T U SV T ) = (βP I + βI V S 2 V T )

(6.14)
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where S=diag (eig (D)) . Suppose, I = V V T . Then,
Σ−1 = (βP I + βI V S 2 V T )
= (βP V V T + βI V S 2 V T )
= V (βP I + βI S 2 )V T

βP + βI σ12
0
............
2

0
β P + β I σ2
............

............
=V 

2

0
............ βP + βI σn−1
0
............
0
βP

0
0
0
+ βI 0



(6.15)


 T
V



where σ1 , σ2 , ..σn−1 , 0 are the eigen values of D. Since one of the eigen values of D is 0, Σ−1
is only stable due to βP I. If βP is decreased to 0 then the matrix becomes non-invertible.

6.2.4

Positional Difference Compensation

The pupil position and the iris velocity in the above relations are extracted without taking
into account the movements of the eye camera (headgear slippage and relative camera
movement) [111]. To compensate for error induced by these events, we compute the P-CR
vector to find the relative position of the eye to the camera. Additionally, we compute
the head movement velocity to the camera (head velocity: DHv ) for a user-defined ROI
on the forehead using a similar approach as used for computing iris velocity. Hence, in
the hybrid model, the gaze vector is computed when the relative position between the
dominant eye signal (iris or pupil) is subtracted with a compensatory movement (CR or
Hv ). So, the overall model can be computed as
πt = P it = h = Σ(βP I(P − CR) + βI DT D(I − Hv ))

(6.16)

To determine CR position, we initially segment the iris mask as in [21] to identify the
region where the CR is most likely to be evident. However, we do not account for the
roll-off of CR to the sclera experienced at extreme angles. In the iris segmented region,
we identify the bright spots in the mask with an empirically derived hard threshold pixel
value of above 140 (for an 8-bit image). For our experiment with four IRLEDs, we initially
find the largest bright spot. A small window (ellipse or rectangle depending on the number
of the contour) around the largest spot is then used to find the remaining CRs. On the
other detected glints, we find the center of the glint using moments. The detected CRs
and their centers help to approximate a circle. The center of this circle is used as the CR
center in the following sections.
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Blink Classification and Poor Feature Match

The hybrid model (πt ) has weighting parameters βp and βi , related to confidence in the
pupil position and iris velocity, respectively. Except during a blink, they sum to 1. The
weight βi is a function of the number of detected iris feature matches; βi = min(0.9, 0.9 ∗
(nmatches )/50). It was determined empirically that the confidence in iris velocity was
degraded when fewer than 50 feature points were computed, such as in cases of a large
saccadic movement, motion blur, and significant compression artifacts. To avoid abrupt
changes in βi (from 0.9 to <0.9) between two consecutive timestamps when there are
only a few feature matches, we use a linear decay function that takes into account the
previous/next two timestamp’s βi values.
We used a confidence value less than 0.3 provided by the open-source Pupil Capture
software [91] to classify blinks in the pupil signal. While pupil detection confidence decreases even in cases of a ‘partial blink’ where a portion of the pupil is occluded, a few iris
feature matches still exist during the partial blink. Thus we classify blinks for pupil and
iris separately and set values of βp and βi to 0 only in the case of a complete blink. In the
case where pupil confidence is less than 0.3, but we still have a few iris-feature matches,
βi will be low, and the overall confidence in the position will be low.

6.2.6

Gaze Estimation

Equation (6.16) describes the manner in which the pupil position and iris velocity are
combined. These two components represent the calibrated gaze position and the calibrated
gaze velocity for the pupil and iris, respectively, which are combined to get a hybrid
gaze position. The relation is valid for both cyclopean and individual eyes. Independent
analysis of the gaze of left and right eyes allows the study of vergence eye movements,
which is not possible with cyclopean gaze estimation. Many current video-based eye
trackers report cyclopean gaze estimates because the precision and accuracy of current
eye trackers is insufficient to estimate depth based on gaze position. The improved hybrid
signal for each eye may provide adequate signal quality to estimate a useful vergence
signal.
To compute the calibrated gaze position from the pupil signal, a second-order polynomial fit of the instructed gaze position and its corresponding relative pupil position is
computed. The same calibration routine is not appropriate for iris gaze position because
the iris measurement drifts over time and because of possible pupil dilation/constriction
and a significant position change of gaze during blinks. Instead, we use a calibration
scheme based on the iris velocity signal. Because the relative distance between calibration
target positions is known and we can extract the relative distance of iris position across
the saccades during calibration, we can compute a mapping function between the two
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signals. We integrate velocity from 30 ms before to 30 ms after each saccade between
fixation targets. With the calibrated position and velocity gaze components, we compute
the hybrid gaze position in terms of visual angle.

6.3

Experimental Details

6.4

Subjects

We recorded eye movements of seven participants (four males and three females) with
a mean age of 31 (σ=12) with normal or corrected-to-normal vision. Observers with
a varying range of iris pigmentation were selected for the experiment. The experiment
was conducted with the approval of the Institutional Review Board, and all participants
provided informed consent before starting the experiment.

6.5

Tasks

Every observer performed the following sequence of tasks: Initially, 12 calibration targets
were displayed sequentially on the screen in a pseudo-random pattern to maximize the
range of amplitude and directions change in horizontal and vertical directions, as shown
in Figure 6.3. Each target consisted of concentric circles which subtended an angle of 1.0
and 0.5 degrees. The circles first increased then decreased in size by a scale factor of 1.34
and 0.5 until they finally disappeared after one second. The field of view of the region
containing all calibration targets was 14.2◦ × 9.7◦ . The calibration was followed by the
tasks described in the following section.

6.5.1

Task 1: Calibration Validation Task

Six calibration validation targets were shown in sequence, subtending a total angle of 10◦
× 4◦ . The delay between the disappearance of one target and the appearance of the next
target was on average 31 ms (σ=5). The calibration validation points were different from
those used during calibration.
Measures
We evaluated the accuracy and precision with which the methods predicted gaze on the
validation targets, assuming that the observer fixated each target. Accuracy measures
were based on the difference between the displayed target position and the mean reported
gaze position of the stable fixation window. The fixation window was determined from a
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Figure 6.3: Calibration target horizontal and vertical positions designed to maximize the
range of gaze amplitude and direction

rolling 450 ms window with a minimum dispersion search after the target was displayed
on the screen.
Another essential metric we considered was precision during fixations. Sample-tosample root mean square error (S2S-RMS) and standard deviation (STD) are two widely
used metrics to measure the precision of eye-trackers [49, p. 182-4]. Both measures are
related to the spatial variability in the signal over time, but they contain different information about an eyetracker’s behavior. Because S2S-RMS is calculated on temporally
adjacent data points, its value relays information about the spatio-temporal aspects of a
system that are absent from STD measures. Because it measures the difference between
successive frames, S2S-RMS is biased by the update rate of the eye-tracker [15], leading
to lower RMS values as the sampling rate increases.
rP
n
2
2
i=1 (xi − xi−1 ) + (yi − yi−1 )
S2S − RM S =
(6.17)
n
s
(σx2 + σy2 )
ST D =
(6.18)
2

CHAPTER 6. A HYBRID APPROACH TO GAZE ESTIMATION

6.5.2

60

Task 2: Smooth Pursuit Task

To evaluate the resolution of the πt method, we evaluated two tasks that require very
high precision: microsaccade detection and smooth pursuit. For a smooth-pursuit task,
observers followed a moving target on a ramp (linear-trajectory) at different velocities
(mean=4.6 deg/s, σ=1.9) with 17 random directional changes.
Measures
Measurement of accuracy and precision in a smooth-pursuit task is not straightforward. [100,
101] proposed a method to determine the accuracy based on how closely the smoothpursuit signal matches the target stimulus. A quantitative smooth pursuit score based on
the position and velocity was reported based on the Euclidean distance and differences in
speed at every timestamp with respect to the smooth-pursuit target stimulus.
We propose a method for measuring precision during smooth pursuit using S2S-RMS
and STD after ‘detrending’ the raw data. In smooth pursuit of targets moving in randomly
changing directions, it is observed that there is a latency of 100−130 ms after the direction
change [60, 112, 113]. At that point, for targets below ≈ 100 deg/sec, the eye either begins
moving at approximately the correct velocity (but is lagging the target due to the latency),
or the movement starts with a small saccade in the direction of the stimulus. In either case,
the eye velocity is then typically similar to that of the target but lags in position. Finally,
any positional offset between the eye and target is corrected by a second ‘catch-up’ saccade,
as shown in Figure 6.4. At that point, the eye position and velocity approximately match
the stimulus. At higher target velocities, eye velocity is lower than the target velocity,
leading to the ‘smooth pursuit gain’ measure (the ratio of eye to target velocity) and
frequent catch-up saccades.
In our proposed smooth-pursuit precision metric, we first find the time interval where
both the eye position and eye velocity are closest to the stimulus position and velocity.
The eye position at this moment is referred to as the starting point. Similarly, we compute
the ending point just before the stimulus changes direction. An equation describing the
line joining the starting and ending gaze points is computed. The gaze signal is detrended
using this signal (line), resulting in a signal with zero mean velocity and can be analyzed
in the same way as a fixation signal. We then compute the precision (S2S-RMS and STD)
for the detrended signal.

6.5.3

Task 3: Microsaccade Detection Task

Motivated by [177] and [21], we evoked small, voluntary eye movements with a Snellen
acuity chart by displaying a sequence of fixation targets on the teleprompter screen. There
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Figure 6.4: Conceptual diagram of target (gray) and eye (red) position during smooth
pursuit after [60].

were two elements in this task; first, the observer was asked to fixate on a series of thin
color bars (6 bars, each (5.2x12 arcmin)), then on six colored boxes, alternating in size
between 12x12 and 5.2x12 arcmin. Each target was displaced from the previous target in
the horizontal direction by 0.2 degrees (12 arcmin). The total expected number of small
eye movements was ten (five each for the color bars and boxes).
Measures
We measured the number of microsaccades detected when the observer looked to the
different color bars/boxes. Horizontal eye movements detected within 100 - 500 ms of each
target onset were identified as microsaccades. Note that horizontal cyclopean velocity was
used for microsaccade identification. We used the method described in Section 5.2.3, where
the velocity signal is filtered with a 1D total variational denoising filter (regularization
value of 0.05). After denoising the velocity signal, a threshold value was determined with
an adaptive algorithm based on Gaussian mixture models. Velocities above the adaptive
threshold were identified as microsaccades.
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Results
Qualitative Results

Fig 6.5 shows the reduction in noise due to the πt method. Note that the noise reduction
from the πt method does not introduce a temporal lag in the signal as temporal filtering
methods do (shown inside dotted box in position plots). The reduced noise inherent in
the πt method was especially evident in the velocity signals (bottom panels in Fig 6.5).

6.6.2

Task 1: Validation Task Performance

Our method dramatically improved precision (median S2S-RMS by more than 55%, STD
by 23%) without affecting the accuracy (the mean square difference varies < 0.001◦ ). Note
that the validation task was computed during fixation at validation targets. Fig 6.8 represents the precision for πt and P-CR for individual left, cyclopean and right eyes measured
with S2S-RMS (left panel) and standard deviation (STD) (right panel). Figure 6.7 shows
similar accuracy in horizontal and vertical direction.

6.6.3

Task 2: Smooth Pursuit Performance

Figure 6.6 represents the gaze map of eye movements during a smooth pursuit task for
one participant. Note that small, high-frequency fluctuations during smooth pursuit were
minimized in the πt record compared to P-CR. Figure 6.9 represents the precision for πt
and P-CR based methods using S2S-RMS (left) and STD (right) metrics. Each figure
has results for individual left and right eye and the combined cyclopean eye. Note that
the reported precision was for the detrended signal, as described in Section 6.5.2. The
median sample-to-sample root mean square (S2S-RMS) and the standard deviation value
were improved by at least 48% and 10%, respectively.

6.6.4

Task 3: Microsaccade Detection Performance

As described in section 6.5.3, out of ten possible small microsaccades per subject, the
number of microsaccades detected by the seven subjects was [10, 8, 8, 7, 7, 6, 5]. Note
that 27% of the microsaccades were not detected, mainly because of the significant head
movement and simultaneous eye movement of the person to fixate at the gaze position.
Figure 6.10 shows a number of microsaccades detected with the πt model. The P-CR
signal had too much noise to allow any of the microsaccades to be detected distinctively.
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Figure 6.5: Comparison of position and velocity plots signals from P-CR and πt methods
in horizontal (first two rows) and vertical directions (last two rows). Each zoomed-in
section (time magnified 4X, in yellow) is 200 ms in duration (best viewed online).
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Figure 6.6: Gaze map of eye movements during a smooth pursuit task for one participant. The red and blue traces show movements calculated with πt and P-CR methods,
respectively. The orange points indicate the extreme position of the target for each direction change. The rectangular box is a section zoomed in 4X in horizontal and vertical
dimensions. (best viewed online).
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Figure 6.7: Box plot indicating accuracy in the horizontal (left panel) and vertical (right
panel) directions using πt (green) and P-CR (yellow) based methods for left, right, and
cyclopean eyes. Similar accuracy values indicate drifts are addressed in πt based method.

Figure 6.8: Box plot indicating precision with S2S-RMS (left) and standard deviation
(right) using πt (green) and P-CR (yellow) based methods for left, right, and cyclopean
eyes.
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Figure 6.9: Box plot indicating precision with S2S-RMS (left) and standard deviation
(right) using detrended smooth pursuit signal obtained from πt (green) and P-CR
(yellow) based methods for left, right, and cyclopean eyes.

Figure 6.10: Figure shows the velocity signals for P-CR (blue) and the πt (red) model.
Each microsaccade event starts with a display of a stimuli (indicated by vertical black
line). The time period where an event was likely to occur is indicated in green and the
detected microsaccade is indicated in cyan. The yellow boxes indicate special events when
microsaccades were not detected, or multiple microsaccade detected in the time interval
(best viewed online). The offset between πt and P-CR is for illustration purpose only.
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Table 6.1: Simulation test; MSEo R2 o represents computation of these metrics in the
original signal domain, MSEt R2 t represents computation with the gradient of signal.
MSEt and MSEo are in ×10−4 units.

MSEo
MSEt
R2 o
R2 t

6.6.5

Signal Anoise
9.04 ± 0.38
18.12 ± 1.06
0.9998
0.9931

Signal Bdrif t
475.71 ± 480.30
1.0 ± 0.04
0.9914
0.9996

πt
1.51 ± 0.12
0.88 ± 0.04
0.9999
0.9997

Simulation Test

In this section, we explore the mathematical formulation in Equation 6.13 using simulated
data. Our hypothesis was, given any two random signals (Anoise and Bdrif t ) which were
related to each other by first-order derivative/integration; where signals Anoise and Bdrif t
were influenced by spatial noise and temporal drift respectively, then the πt algorithm
could be used to estimate a signal that compensates for both spatial noise and temporal
drift. Note that rather than attempting to replicate eye-gaze data we were simulating
random signals Anoise and Bdrif t that fulfill the stated requirements.
Signals Anoise and Bdrif t were derived from a 2 Hz square wave with an amplitude
of three units sampled at 250 Hz for 2 sec followed by a 1 Hz sine wave with a peak
amplitude of two units sampled at 250 Hz for the next two seconds. Signal Anoise consisted
of the addition of random Gaussian noise (N (0, 0.03) with a sampling size of 1000) to the
original signal (position-like signal; noisy). Signal Bdrif t consisted of the addition of
random Gaussian noise (N (0, 0.01)) in the spatial gradient of the original signal (velocitylike signal; temporal drift). Figure 6.11 shows ten such trials and their derived output
based on πt .
For quantitative results, Table 6.1 shows the performance of our approach πt generated
using these two signals (Anoise & Bdrif t ) in terms of mean square error (MSE) and R2
computed against the original signal for 100 trials. Note MSEo R2 o represents computation
of these metrics in the original signal domain, MSEt R2 t represents computation with the
gradient of the signal. We observe an improvement in the original domain signal as well
as a gradient-domain signal for both metrics MSE, and R2 for our πt derived signal.

6.7

Challenges in commercial eye tracker

The method described in Section 6.2 was only validated on the constrained experimental
setup (chin-rest) in Chapter 4. However, it is equally important for the solution to translate
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Figure 6.11: The figure shows the original signal (solid grey line), ten trials of signals
Anoise and Bdrif t , and its recovered πt output. Note that signal Anoise has spatial noise
(dashed red lines visible in block II indicated in a yellow box), signal Bdrif t has temporal
drift (solid green lines visible in block III indicated in a yellow box). The derived signal
output (blue lines, distinguishable in zoomed-in blocks IV (position signal) and V (velocity
signals) handles the temporal drift and minimizes the spatial noise (best viewed online).
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Figure 6.12: Difference in resolution and camera placement between images captured
with a popular commercial eye tracker (left) and Prototype II (right). Iris features are
prominently visible on the images captured with Prototype II.

to commercial low-cost portable eye trackers used for experiments in natural conditions.
In this section, I show the challenges with a popular commercial eye tracker.

6.7.1

Experimental Setup

To evaluate our performance with a commercial eye-tracker, we use the data from [88].
The data were collected to understand the natural behavior of a professional cashier. Free
movement of the hand, head, and eyes were allowed in the experiment. The commercially
available Pupil Labs Core binocular eye tracker [91] was used to capture the infrared
images of both eyes at a resolution of 640×480 at 120 Hz. Note that an individual camera
was used to record each eye separately, which is different from the hardware setup in
Chapter 4. Further, there were huge differences in camera (and lens) quality (sensor size,
lens design and aperture) and camera placement that is clearly visible in Figure 6.12.
The tracker also records the scene image with a resolution of 1280×720 at 30 Hz.
Participants performed tasks in front of a standing table in this experiment. The table
was illuminated with five ceiling-mounted LED illuminators resulting in an illuminance of
1800 lux on the tabletop including the existing office lighting [88]. Additionally, calibration
was performed in multiple depth planes to minimize the parallax errors.The eye and the
scene videos were recorded and processed by Pupil Capture (v1.7.42) and Pupil Player
(v1.7.42), respectively. I refer the readers to [88, p. 45-50] for the detailed description of
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the calibration process followed.

6.7.2

Shortcomings

The method described in Section 6.2 was used to validate the performance of the commercial eye-tracker. Unfortunately, the use of our approach degraded the performance.
As shown in Figure 6.14, we observe that the hybrid signal is the response of only the
low-frequency components of the pupil signal. Again, it is essential to note that our
formulation of the πt model helps estimate by combining different temporal frequency
components from the pupil and iris signals. Low-temporal frequency components of the
pupil signal are combined optimally with the high-temporal frequency components from
the iris signal. It is important to note that the different temporal frequency effects are the
result of mathematical formulation, not built into the structure of our method.
The high-frequency components of the iris signal are not represented in the signal
because of inferior performance during saccades which is highlighted in Figure 6.15. Here,
Figure 6.15 shows the number of feature matches for data captured from two different eye
trackers: Pupil Labs Core binocular eye tracker (top) and Prototype-II (bottom). Both
saccades are not representing the same event as the recordings were not done together.
We see that the number of feature matches reduces significantly during the saccade. The
main reason for the decrease of the feature matches is the motion blur because of the large
integration time during significant saccadic motion. The integration time of Prototype
II is 2.5 ms (shutter speed set to 400) and for commercial eye tracker setup is 6.3 ms
(absolute exposure Value time up to 63 in pupil capture). Low exposure value or low
integration time reduces the time sensor is exposed to light, which eventually decreases
the image brightness, as demonstrated in Figure 6.13.
As mentioned above, there was a decrease in feature matches during saccades for both
eye trackers. However, the number of feature matches was inferior for the commercial
eye tracker. The confidence on the iris signal is highly dependent on the number of good
matches, and as during saccades, the number of matches is under-represented, correct
behavior of the eye velocity is not estimated, thus resulting in poor calibration. This all
affects the hybrid method and thus degrades the performance. Overall, we have observed
that overshoot or undershoot of saccade velocity estimate results in poor calibration and
increases false alarms (velocity signal is inaccurate).
To sum up, iris textures and distinctive pupil-iris boundaries are visible when enough
light is exposed to the sensor. The sensor can be exposed to enough light by increasing the
exposure time. However, increasing the exposure time results in motion blur, especially
during saccades. Motion blur results in poor feature matches and typically undershoot
or overshoot of saccade velocities. Error in saccade velocities impacts the calibration
and results in inaccurate and misleading iris velocity signals. Our method cannot handle
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Figure 6.13: The effect of absolute exposure time. From left to right, exposure time of
0.6 ms, 0.9 ms, 1.4 ms and 2.5 ms. Note that for low exposure time it is difficult to
distinguish pupil and iris. The features start to appear at high exposure time but there
is presence of motion blur during saccades. (Source: ContrastTrim.mp4 from Pupil Labs
discord channel)

erroneous signals and thus results in smoothing-like signals (only represented by pupil
signal).
Our method has tremendous possibilities for use with advanced camera technology if
deployed in the case of commercial eye trackers. Over the years, we have seen the development of commercial eye tracker cameras. Our primary constraint for our experiment in
the commercial eye tracker was the camera resolution and brightness level. Our attempts
to reduce the exposure time in commercial eye-tracker were limited because of the need
for an additional light source. Reducing the exposure time to half results in no motion
blur as demonstrated in Prototype II and we suggest a similar exposure time for future
experiments. An additional light source will be necessary to make this change. Secondly,
the quality of images captured was not good enough for distinct extraction of iris textures, as shown in Figure 6.12. High-resolution cameras will result in such quality. Note
that Prototype II is a 10MP camera compared to a commercial eye-tracker camera with
VGA (∼ 0.3 MP). Further, the camera’s position might also affect the iris textures and
image quality. The future method should study the impact of the camera’s position for
extracting good eye images with rich iris textures.

6.8

Discussion

In this chapter, we present a new mathematical formulation based on tracking the motion
of iris features that helps to address the issues of previous methods, such as temporal drift
caused by the integration of small errors in the approximation of velocity. The proposed
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Figure 6.14: Figure shows the position signals for pupil and the hybrid (πt ) model. The
figure shows the issue during saccades and the hybrid method is basically only taking lowfrequency components of the pupil signal without any effect of high frequency components
of the iris signal.

hybrid method (πt ) optimally combines information from the iris velocity measures and
traditional P-CR (pupil position) methods. The hybrid implementation eliminates the
degradation of the iris-velocity-only system during blinks and motion blur during fast
eye movements by modulating the confidence of the two signals based on their respective
confidence.
The hybrid πt approach provides accuracy equivalent to that of the traditional
P-CR approach, demonstrating that the problems caused by drift in previous implementations have been corrected. The advantage of the πt is dramatically improved precision
without degrading accuracy. The resultant improvement is evident in the median value
of S2S-RMS with at least a 55% reduction (0.132◦ → 0.042 ◦ , 0.145◦ → 0.052◦ , and 0.099
◦ → 0.044 ◦ for left, right and cyclopean eyes, respectively) in the validation task. The
STD metric is also improved, decreasing by 23%. Note that STD can be thought of as a
measure of the combined eye and eye-tracking noise. The simulation results are provided
in Section 6.6.5 shows this work can be applied in any domain where noise and temporal
drift are prevalent.
Additionally, we show an improvement of at least 48% in S2S-RMS and 10% in STD
for smooth pursuit tasks, demonstrating the value of the method for studies of smooth
pursuit. We also highlight an essential contribution of [21]’s previous work in detecting eye
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Figure 6.15: Figure shows the plot of the number of feature matches and horizontal eye
position in degrees for two different eye signals captured with two different eye trackers:
Pupil Labs Core binocular eye tracker (top) and Prototype-II (bottom). We observe the
dip in the number of feature matches in both trackers; however, the number of features
matches is very low in the case of Pupil Lab’s eye tracker.
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movements as small as 0.2◦ and also verify that this formulation does not deteriorate the
eye gaze signal quality, as every case of missed microsaccades were because of simultaneous
head and eye movements to fixate at the target. Lowering the regularization value (section
6.5.3) helps in the detection of a few of these movements, but it increases the number of
false alarms.
The modifications made to the Kalman filter also handle latency issues in the traditional Kalman filter-based approach. Rather than a traditional filtering approach, the
formulation helps in estimation by combining different temporal frequency components
from the pupil and iris signals. Low-temporal frequency components of the pupil are optimally combined with the high-temporal frequency components from the iris. It is again
important to note that the different temporal frequency effects result from mathematical
formulation, not built into the structure of our method. Further, this combination of
frequency components results in no time-lag (run-time). Note that the addition of highfrequency components from the iris is essential as this data mainly carries information
about tremors and microsaccades, which are crucial for high precision tasks.

6.9

Summary

The main contributions of this chapter are solving the spatial drift problem, a novel
strategy that incorporates signals from two different domains that are related by firstorder derivative/integration, a new calibration routine for iris calibration, and a way to
compute precision in smooth pursuit signals by signal detrending. Most importantly, the
proposed methodology brings new directions and possibilities for eye movement studies
requiring high precision (such as microsaccades, smooth-pursuit, vergence, and study of eye
movements immediately before and after blinks) using low-cost, off-the-shelf components.
This methodology can be used with any eye tracker with adequate spatial resolution
and a lack of motion blur for eye movements like saccades. However, the solution was
inappropriate for a low-cost commercial eye tracker with low-resolution eye images, and
our study suggests improvement in camera technologies is needed for further experiments.

Chapter 7

Eye segmentation
In this chapter, I discuss approaches for identifying eye regions in eye images (i.e., pupil,
eyelids, skin, sclera, etc.). The ability to accurately identify pupil regions helps to fit
a pupil ellipse and build 2D/3D models, which are used in most eye trackers. The iris
boundary is also used in some eye trackers to estimate gaze [192]. The advantage of using
the iris contour is because it is constant for an individual, in contrast to the pupil boundary
that changes with lighting and task. Isolating the iris region is crucial for the approaches
described here as it helps in minimizing both the computational time and false (irrelevant)
matches in feature matching and tracking steps.
Initially, I start with the simple image-processing approach of using the color threshold
proposed by Pelz & Hansen [150]. Then, I highlight the problems with this approach
and introduce a more robust method using a CNN-based semantic segmentation method.
Further, I introduce novel architectures and modifications that help in achieving significant
results not just in iris segmentation but also for overall eye-parts segmentation.

7.1

Background

A number of approaches have been used for iris segmentation including ellipse fitting,
geodesic active contours [176], Hough circle fitting, edge detection, integrodifferential operators [41], graph cuts [158], and Zernike moments [189]. All of these methods require
tuning for good results and fail to generalize across observers with different iris and skin
pigmentation. We sought to determine if a trained CNN makes it possible to generate a
more robust solution across observers.
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Color Segmentation

Like earlier attempts, Pelz and Witzner Hansen [150] identified the iris region based on
the color characteristics of an eye image. The original RGB eye image was converted to
another color space (e.g., CIELAB, HSV) then threshold parameters were tuned for each
person. This approach was particularly successful for observers with light iris pigmentation
whose skin tone had a significantly different hue, but failed for individuals having darkcolored iris pigmentation with similar skin tone or eyelashes. Moreover, this approach was
not pixel-level accurate.

7.3

U-Net for Iris Segmentation

Instead of using the simple but unreliable approach of color thresholding followed by
subsequent tuning for each video, we sought to determine whether training a CNN with a
wide variety of images performed robustly and generalized across datasets. But validating
this hypothesis required a labeled dataset that was not available. Machine learning also
requires the distribution of the training set to be similar to that of the testing set to
generalize appropriately else overfitting might occur [64]. The first step then was the
generation of training datasets and leveraging the existing architecture of U-Net1 .

7.3.1

Model Architecture

A U-Net based architecture [165]) allows for segmentation of the eye region with a moderate training set (30 images used in [165]). The model combines the localization and
context information using contracting and expanding paths. The contracting path consists of sequences of two blocks of a 3x3 convolution layer followed by a rectified linear unit
(ReLU) as non-linear transformation with batch normalization, then a 2x2 max-pooling
operation. The expanding path follows sequences of upsampling with a scale factor of two
and then concatenating with its subsequent feature map from a skip-connected layer. This
upsampling block is followed by two blocks of 3x3 convolution layers and later by activation of ReLU with batch normalization. The model achieves state-of-the-art performance
in biomedical applications with limited data [165] compared to the previous best approach
of sliding-window convolutional network [32]. Figure 7.1 shows the segmentation model.
1

This section is based on Motion tracking of iris features to detect small eye movements [Chaudhary
and Pelz (2019) [21]]
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Figure 7.1: Segmentation model based on U-Net architecture after [165]

7.3.2

Dataset

Instead of training on the full-resolution (1920 × 1080) video frames, each frame was
partitioned into three regions: left and right eye (960 × 540 each) and the lower part of
the face (960 × 1080). Binary labels of iris and non-iris regions were generated for training
the model by manually clicking six to ten points on the border of the iris on each image, as
shown in Figure 7.2. Since the generated ellipse often overlapped portions of the eyelids,
points were also selected along the border with the upper and lower eyelids and used to
fit second-degree polynomials to produce the final ground-truth iris regions. The training
set contained a total of 406 images from video frames of four observers. The training set
was augmented by flipping each image horizontally, producing a total of 812 images. The
testing set consisted of 260 images of correlated data (training and test set from the same
observers) and 126 images of uncorrelated data.

7.3.3

Training Procedure

Training images were resized to 224 × 224. To leverage the original architecture with three
input classes, all the three channels (R, G, and B) were used as input to the model for the
desired two output classes (iris and non-iris). The Adam Optimizer [95] was applied for
regularization with a learning rate of 0.0001 with an exponential decay rate for the first
moment estimate of 0.55, and an exponential decay rate for the second moment estimate
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Figure 7.2: Procedure used for labelling the train and test sets.
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of 0.99. The models were run in Pytorch [147] on an Ubuntu 16.04 LTS platform on an
Nvidia Titan 1080 Ti. The training was done with a batch size of eight samples (limited
by GPU memory), and the model was run for 40 epochs. Note that pixel-wise crossentropy of class probabilities was used during training as a loss function. The accuracy of
iris detection was measured with the Intersection over Union (IoU) metric (discussed in
Chapter 2.3.3).

7.3.4

Results

For our model, the average IoU values were 0.898 for the training set, 0.891 for the correlated test data, and 0.866 for the uncorrelated test data. The aspect ratio was not
maintained in the above setup when the original 960 × 540 images were resized to 224 ×
224. To determine whether maintaining the original aspect ratio would improve network
performance, the original images were cropped to 540 × 540 before resizing. This change
boosted the performance by 1.8% and 2.9% for the correlated and uncorrelated test data,
respectively, as seen in Table 7.1.
Table 7.1: Note the improvement in segmentation is due to maintaining the aspect ratio
Dataset
Training
Correlated test
Uncorrelated test

7.3.5

Without maintaining aspect ratio [21]
89.8%
89.1%
86.6%

Maintaining aspect ratio [24]
92.4%
90.7%
89.1%

Summary

The U-Net architecture proved a promising CNN network to segment the iris region with
a small number (406) of training samples. The major concern was a large number of
parameters (13.4 M) in the U-Net architecture. One of the vital questions to be addressed
was whether it could achieve similar performance with a lightweight architecture containing
fewer parameters.

7.4

RITnet for Eye Segmentation

Segmentation models based on Fully Convolutional Networks (FCN) and U-Net generalized across a large number of individuals to segment eye regions [85, 165]. However, that
success came at the cost of computational complexity, restricting their feasibility for realtime applications where rapid computation and robustness to illumination conditions are
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Figure 7.3: Images of test set with labels predicted by the model in yellow color (edges)
and the labelled ground truth in green color (filled).
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paramount [61]. To solve this critical problem, we proposed RITnet, an award-winning,
lightweight, reliable architecture for eye-parts segmentation.2

7.4.1

Methodology

While the U-net architecture has over 13 million parameters, RITnet has 248,900 (0.25
M) trainable parameters that require less than 1MB storage with 32-bit precision (see
Figure 7.4) and has been benchmarked at over 300 Hz on a GeForce GTX 1080 Ti.
RITnet has five Down-Blocks and four Up-Blocks, which downsample and upsample
the input. The last Down-Block is also referred to as the bottleneck layer, which reduces
1 th
the overall information into a small tensor 16
of the input resolution. Each DownBlock consists of five convolution layers with LeakyReLU activation. All convolution
layers share connections from previous layers inspired by DenseNet [84]. We maintain
a constant channel size as in DenseUNet-K [37] with K = 32 channels to reduce the
number of parameters. All Down-Blocks are followed by an average pooling layer of size
2 × 2. The Up-Block layer upsamples its input by a factor of two using the nearest
neighbor approach. Each Up-Block consists of four convolution layers with LeakyReLU
activation [118]. LeakyReLU activates slightly on negative values, thereby reducing the
effect of vanishing gradient problems possible using ReLU activation. All Up-Blocks receive
extra information from their corresponding Down-Block via skip connections, an effective
strategy that provides the model with representations of varying spatial granularity.

7.4.2

Loss functions

Each pixel is classified into one of four semantic categories: background, iris, sclera, or
pupil. Standard cross-entropy loss (CEL) [68] is the default choice for applications with
a balanced class distribution. However, there exists an imbalanced distribution of classes
with the fewest pixels representing pupil regions because of the different sizes. While
CEL aims to maximize the output probability at a pixel location, it remains agnostic to
the structure inherent in eye images. To mitigate these issues, we implemented three loss
functions: Generalized Dice Loss (GDL) [128], Boundary Aware Loss (BAL) [165]
and Surface Loss (SL) [92] to handle class imbalance, give high importance to the
boundary edges and remove unconnected components.
Generalized Dice Loss (GDL): Dice score coefficient measures the overlap between
the ground truth pixel and their predicted values. In cases of class imbalance [128],
weighting the dice score by the squared inverse of class frequency [183] showed increased
performance when combined with CEL.
2

This section is based on RITnet: Real-time Semantic Segmentation of the Eye for Gaze Tracking
[Chaudhary et al., 2019 [23]]
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Figure 7.4: Architecture details of RITnet. DB refers to Down-Block, UB refers to UpBlock, and BN stands for batch normalization. Similarly, m refers to the number of
input channels (m = 1 for gray scale image), c refers to number of output labels and p
refers to number of model parameters. Dashed lines denote the skip connections from the
corresponding Down-Blocks. All of the Blocks output tensors of channel size m=32.
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Boundary Aware Loss (BAL): Semantic boundaries separate regions based on
class labels. Weighting the loss for each pixel by its distance to the two nearest segments
introduces edge awareness [165]. We generate boundary pixels using a Canny edge detector
which is further dilated by two pixels to minimize confusion at the boundary. We use these
edges to mask the CEL.
Surface Loss (SL): SL is based on a distance metric in the space of image contours
which preserves small, infrequent structures of high semantic value [92]. BAL attempts
to maximize the correct pixel probabilities near boundaries while GDL provides stable
gradients for imbalanced conditions. Contrary to both, SL scales the loss at each pixel
based on its distance from the ground truth boundary for each class. As a result, it is
effective in recovering smaller regions that are ignored by region-based losses [92].
The total loss L is given by a weighted combination of these losses as
L = LCEL (λ1 + λ2 LBAL ) + λ3 LGDL + λ4 LSL .

7.4.3

Experimental Details

Dataset and Evaluation
We trained and evaluated our model on the OpenEDS Semantic Segmentation dataset [61]
consisting of 12,759 images split into train (8,916), validation (2,403) and test (1,440)
subsets. Each image had been hand annotated with the four semantic labels; background,
sclera, pupil, & iris.
Per OpenEDS challenge guidelines, our overall score metric uses the average of the
mean Intersection over Union (mIoU) metric (Chapter 2.3.3) for all classes and model size
(S) calculated as a function of number of trainable parameters in megabytes (MB). The
overall score is given as

mIoU +min( S1 ,1)
.
2

Training
We trained our model using the Adam Optimizer [95] with a learning rate of 0.001 and
a batch size of 8 images for 175 epochs on a TITAN 1080 Ti GPU. We reduced the
learning rate by a factor of 10 when the validation loss plateaued for more than five epochs.
The selected model with the best validation score was found at the 151st epoch. In our
experiments, we used λ1 = 1, λ2 = 20, λ3 = (1 − α) and λ4 = α, where α = epoch/125
for epoch<125 otherwise 0. This loss scheduling scheme gives prominence to GDL during
initial iterations until a steady state is achieved, following which SL begins penalizing
stray patches.
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Data Pre-processing
To accommodate variation in individual reflectance properties (e.g., iris pigmentation,
eye makeup, skin tone, and eyelids/eyelashes) [61] and HMD specific illumination (the
position of infrared LEDs with respect to the eye), we performed two pre-processing steps.
These steps were based on the difference in the train, validation, and test distributions
of mean image brightness (Figure 7.5 from Garbin et al. [61]). Pre-processing reduced
these differences and also increased the separability of certain eye features. First, a fixed
gamma correction with an exponent of 0.8 was applied to all input images. Second, we
applied local Contrast Limited Adaptive Histogram Equalization (CLAHE) [211] with a
grid size of 8 × 8 and clip limit value of 1.5. Figure 7.6 shows an image before and after
pre-processing.
To increase the robustness of the model to variations in image properties, training data
was augmented with the following modifications:
• Flipping each image horizontally
• Gaussian blur with a fixed kernel size of 7 × 7 and standard deviation 2 ≤ σ ≤ 7.
• Image translation of 0-20 pixels in both axes.
• Image corruption using 2-9 thin lines drawn around a random center (120 < x <
280, 192 < y < 448)
• Image corruption with a structured starburst pattern (Figure 7.7) to reduce segmentation errors caused by reflections from the IR illuminators on eyeglasses. Note that
the starburst image is translated by 0-40 pixels in both directions.
Each image received at least one of the above-mentioned augmentations with a probability of 0.2 on each iteration. The probability that an image would be flipped horizontally
was 0.5.

7.4.4

Results

We compared our results against SegNet [61], another fully convolutional encoder-decoder
architecture. mSegNet refers to the modified SegNet with four layers of encoder and decoder. mSegNet w/BR refers to mSegNet with Boundary Refinement as residual structure,
and mSegNet w/SC is a lightweight mSegNet with depthwise separable convolutions [61].
As shown in Table 7.2, our model achieved a ∼6% improvement in mIoU score while the
complexity is reduced by ∼38% compared to the baseline model mSegNet w/SC. While our
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Figure 7.5: Distribution of mean image illuminance for various OpenEDS-2019 dataset
split. (From Garbin et al. [61])

CHAPTER 7. EYE SEGMENTATION

86

Figure 7.6: Left to right: Original image, image after gamma correction, and image after CLAHE is applied. Note that in the rightmost image, it is comparatively easier to
distinguish iris and pupil.

Figure 7.7: Generation of a starburst pattern from the training image 000000240768. Left
to Right: Original image, selected reflections, concatenating with its 180◦ rotation, final
pattern mask (best viewed in color).
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Table 7.2: Performance comparison on the test split of the OpenEDS dataset. The metrics
and comparison models () are used as reported in [61].
Model

Mean
F1

mIoU

No. of
parameters
(million)
3.5
3.5

Overall
Score

90.7
91.4

Model
Size
(S)
13.3
13.3

mSegNet
mSegNet
w/BR
mSegNet
w/SC(B)
Ours

97.9
98.3
97.4

89.5

1.6

0.4

0.762

99.3

95.3

0.98

0.25

0.976

0.491
0.495

model’s segmentation quality was impacted at higher values of motion blur and image defocus (Figure 7.9), Figure 7.8 demonstrate that our model generalizes to some challenging
cases where other models fail to produce coherent results.

7.4.5

Summary

With this effort, we created a state-of-the-art, computationally efficient semantic segmentation model for the segmentation of eye images.

7.5

DenseElNet for Predicting Pupil/Iris Ellipses

The above model architectures (RITnet, U-Net) perform exceptionally well at identifying
the eye regions in various situations such as reflections, lighting conditions, and a wide
range of populations. An important step of most eye-tracking algorithms is to fit an ellipse
to the iris and/or pupil. In this work, we propose training a convolutional neural network
to segment entire elliptical structures directly and demonstrate that such a framework is
robust to occlusions and offers superior pupil and iris tracking performance (at least 10%
and 24% increase in pupil and iris center detection rate, respectively within a two-pixel
error margin) compared to using standard eye parts segmentation for multiple publicly
available synthetic segmentation datasets.3
The main contributions of this work are:
1. EllSeg, a framework that can be utilized with any encoder-decoder architecture for
3

This section is based on EllSeg : An Ellipse Segmentation Framework for Robust Gaze Tracking
[Kothari, Chaudhary, et al., (2021) [103]]
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Figure 7.8: Comparison of model performance on difficult samples in the OpenEDS testset. The top row, left to right, shows eyes obstructed due to prescription glasses, heavy
mascara, dim light, and partial eyelid closure. Rows from top to bottom show input test
images, ground truth labels, predictions from mSegNet w/BR [61] and predictions from
RITnet, respectively. Compared to other methods, RITnet’s output more closely matches
the ground truth.
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Figure 7.9: Our model struggles to do an accurate segmentation when eye masks are
heavily blurred or defocused.

pupil and iris ellipse segmentation. EllSeg enables the prediction of the pupil and
iris as full elliptical structures despite the presence of occlusions.
2. To establish the utility of our methodology, we rigorously tested our proposed 3class ellipse segmentation framework using three network architectures, a modified
Dense Fully Connected Network [85] (referred as DenseElNet), RITnet [23] and
DeepVOG [206]. Performance is benchmarked with well-defined train and test splits
on multiple datasets, including some which are limited to labeled pupil centers only.
My contributions for this work were an initial discussion for the methodology, identifying/designing test cases and evaluation metrics to test the validity of this technique,
and analysis of the results described in this thesis.

7.5.1

Methodology

Figure 7.10 highlights the EllSeg framework on any generic encoder-decoder (E-D) architecture. First, an input image I ⊂ R is passed through an encoder to produce a bottleneck
representation Z such that Z = E(I). In our implementation of DenseElNet, I is downsampled by a factor of 16 at the bottleneck layer. Subsequently, the network segmentation
output O is given by O = D(Z) and consists of three channels (background Obg , iris Oir
and pupil Opl output maps). Note that the segmentation outputs are also used to derive
pupil and iris ellipse centers. The pupil and iris centers, along with the remaining ellipse
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Output Predictions (O)

Figure 7.10: EllSeg framework (region enclosed by red dotted line) builds upon existing
CNN-based approaches to facilitate the simultaneous segmentation and ellipse prediction
for both iris and pupil regions. The resulting ellipse parameters are highlighted in the
blue box.

parameters (axes and orientation), are also regressed from this bottleneck representation
Z using a series of convolutional layers followed by a flattening operation and mapped
to a ten-dimensional output (five parameters for each of the iris and pupil ellipses). We
tested the effectiveness of EllSeg framework on three architectures, DenseElNet (2.18M
parameters), RITnet (0.25M parameters), and DeepVOG (3.71M parameters). Note that
the regression module was trained alongside the entire network in an end-to-end fashion.
Center of Mass loss LCOM
The L1 loss function is used to formulate an error function between the center of mass, i.e,
the pupil and iris ellipse centers from the segmentation output maps, to their respective
ground-truth centers. This enables us to leverage datasets such as ElSe [59], PupilNet [58]
and LPW [190] in a segmentation framework where only the ground-truth pupil center is
available.

7.5.2

Experiments

Various experiments were performed to validate the efficacy of our proposed methodology
in the field of eye-tracking. In the first experiment (Section 7.5.4 (I)), the segmentation performance of our network, DenseElNet, was benchmarked on the standard PartSeg
framework. Comparable or superior performance on the PartSeg task validated DenseEl-

CHAPTER 7. EYE SEGMENTATION

Section 7.5.4 (I)

Section 7.5.4 (II)

91

Section 7.5.4 (III)

Figure 7.11: Summary of all experiments described in following sections (Center estimates
are best viewed on screen).

Net. In the second experiment (Section 7.5.4(II)), we test whether the EllSeg framework
improved the detection of both pupil and iris estimates over its PartSeg counterpart. Finally, in the third experiment (Section 7.5.4(III)), we compare the results of regressing
elliptical parameters in the EllSeg framework to those found when estimating the ellipse
parameters using RANSAC. This experiment tested whether reliable and differentiable
ellipses can be directly estimated in an encoder-decoder architecture. Summary of all the
experiments can be found in Figure 7.11.
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Table 7.3: Eye Parts Segmentation: Comparison of pupil (and iris, inside parenthesis)
class IoU scores for RITnet, DeepVOG and DenseElNet model architectures (along rows)
in OpenEDS, NVGaze and RIT-Eyes dataset (along columns). Bold values indicate the
best performance within each dataset. Because DeepVOG was not trained to segment the
iris, we are unable to provide iris IoU scores.

7.5.3

Model

OpenEDS

NVGaze

RIT-Eyes

RITnet

95 (91)

93 (92)

90 (94)

DeepVOG

89 (NA)

91 (NA)

84 (NA)

DenseElNet

95 (92)

93 (91)

92 (95)

Evaluation Metrics

All segmentation performance is evaluated by IoU scores. Ellipse center accuracy is reported as the Euclidean distance in pixels from their respective ground truth annotations.
Additionally, pupil and iris detection rate [185], i.e., the percentage of ellipse centers accurately identified within a range of pixels of the ground truth center point is also reported.
As most gaze estimation algorithms rely on ellipse fitting on the segmented pupil
and/or iris, we quantify elliptical goodness of fit with metrics that effectively capture
ellipse offset, orientation errors, and scaling errors. In this work, we utilize a bounding
box overlap IoU metric and orientation error (see Section 2.3.4).

7.5.4

Results and Discussion

(I) Comparison with state-of-the-art models
The DenseElNet architecture is a hybrid of RITnet and TiramisuNet [85], and has 2.18M
parameters. We also explored other state-of-the-art encoder-decoder architectures like
DeepVOG and RITNet. DeepVOG, with 3.71M parameters, segments images into two
classes; pupil and background, i.e., (non-pupil). RITnet, with 0.25M parameters, defines
four classes; pupil, iris, sclera, and background (other). Table 7.3 highlights that both
RITnet and DenseElNet models outperform DeepVOG on every dataset. Table 7.3 also
demonstrates that the performance of DenseElNet and RITnet were comparable (< 2%
difference) on all datasets despite varying model complexity.
(II) Ellipse center estimation
In this section, we explored the usefulness of the full ellipse segmentation (EllSeg) over the
traditional eye parts segmentation (PartSeg) by comparing the pupil/iris center detection
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Figure 7.12: PartSeg vs EllSeg: The pupil detection rate (top row) and iris detection
rate (bottom row) as a function of the threshold for tolerated pixel error for center approximation for OpenEDS (left column), NVGaze (middle column) and RIT-Eyes (right
column). Results for three architectures RITnet, DeepVOG and DenseElNet are present
for both cases PartSeg (dashed lines) and EllSeg (solid lines). Note that only the pupil
detection rate is shown for the DeepVOG architecture. All detection rates presented here
are derived using ellipse fits on segmentation outputs on images sized at 320 × 240. Here,
one pixel error corresponds to 0.25% of the image diagonal length.

rates. We trained three network architectures; RITnet, DeepVOG, and DenseElNet both
with LSEG loss functions using the following training scenarios:
• Traditional, four class PartSeg (referred as RITnet-PartSeg, DeepVOG-PartSeg, and
DenseElNet-PartSeg)
• 3-class EllSeg (referred as RITnet-EllSeg, DeepVOG-EllSeg, and DenseElNet-EllSeg)
Note that in this section, all ellipse centers are derived by utilizing ElliFit [155] along
with RANSAC outlier removal on output segmentation maps.
Figure 7.12 presents the pupil/iris detection rate as a function of the error threshold (in pixels) for DeepVOG, RITnet, and DenseElNet, using both PartSeg and EllSeg
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Table 7.4: The percentage of images classified as three categories of occlusion (see Section 7.5.4) for each dataset. Values are presented as pupil (iris).
Occluded

Partial

Visible

OpenEDS

0.0 (0.0)

1.5 (17.2)

98.5 (82.7)

NVGaze

2.3 (0.0)

14.8 (75.6)

82.9 (24.4)

RITEyes

9.5 (11.1)

70.7 (22.3)

19.8 (66.7)

frameworks. Although all models demonstrated similar performance when tested on the
OpenEDS dataset, models trained using the EllSeg framework demonstrated superior pupil
and iris detection on the NVGaze and RIT-Eyes datasets.
Analysis of the ground truth imagery suggested that this difference may be attributed
to the varying amounts of pupil/iris occlusion within each dataset. In order to verify this,
we computed occlusion magnitude, Om , which is defined as one minus the IoU of PartSeg
and EllSeg ground-truth maps. Based on this magnitude, each image was classified into
one of three categories of occlusion (shown in Table 7.4) based on empirical thresholds,
a) fully occluded (Om ≥ 0.7) b) partially occluded (0.3 ≤ Om < 0.7) and c) fully visible
(Om < 0.3).
Dramatic improvements could be observed for the NVGaze and RITEyes datasets in
which a large fraction of images include partially occluded iris or pupil. Since a smaller
percent of images were occluded in the OpenEDS dataset, we observe a small but consistent
improvement in the iris detection rate between 3-6 pixel error threshold (see Figure 7.12,
second row-first column). These results and subsequent analysis clearly demonstrate that
EllSeg is robust to occlusions.
In addition to improving ellipse center estimates, Table 7.5 demonstrates that the
EllSeg protocol reduces the number of images with invalid ellipse fits on the predicted
segmentation output.
(III) Improving the ellipse estimates
In this section, we analyzed the impact of LCOM on segmentation output maps, ellipse
shape parameters, and ellipse center estimates.
Ellipse center estimates results are shown in Figure 7.13. All models (RITnet, DeepVOG and DenseElNet) are trained with the EllSeg framework with and without LCOM .
Ellipse centers without LCOM loss were estimated using ElliFit on segmentation output
maps. Models trained with LCOM loss estimate their centers (xc and yc ) as shown in
Figure 7.10.
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EllSeg

PartSeg

Table 7.5: The number of images without valid PartSeg or EllSeg ellipse fits for the pupil
(and iris, inside parenthesis) for DeepVOG, RITnet, and DenseElNet. The ‘Total’ column
represents the number of valid images used for testing. Bold text (lower number) shows
superior performance and illustrates the effectiveness of the EllSeg framework.
Model

Total

DeepVOG

RITnet

DenseElNet

OpenEDS

2376

17 (NA)

1 (0)

2 (0)

NVGaze

3895

10 (NA)

0 (0)

0 (0)

RIT-Eyes

11519

1072 (NA)

287 (69)

353 (62)

OpenEDS

2376

6 (NA)

1 (0)

0 (0)

NVGaze

3895

0 (NA)

0 (0)

0 (0)

RIT-Eyes

11519

215 (NA)

60 (18)

1 (0)

Figure 7.13: EllSeg with and without LCOM loss: The pupil detection rate (top row) and
iris detection rate (bottom row) for various pixel error thresholds of center approximation
for three datasets. Models (RITnet, DenseElNet, and DeepVOG) are trained with the
EllSeg framework before the pupil center is estimated using either the ElliFit segmentation
output map or with LCOM loss. The result for the non-CNN-based model ExCuSe, PuRe,
and PuReST are also shown. One pixel error corresponds to 0.25% of the image’s diagonal
length.
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Table 7.6: Comparison of Pupil center estimate errors (in pixels) on various datasets in
terms of median scores. Note all the CNN models are trained with EllSeg framework.
Image size is 320 × 240.
Model

RITnet

DenseElNet

Method

Ellipse fit

LCOM

Ellipse fit

LCOM

OpenEDS

0.8

1.5

0.8

0.7

NVGaze

0.5

0.8

0.4

0.3

RIT-Eyes

1.0

1.2

0.7

0.7

Fuhl

-

73.4

-

1.7

LPW

-

4.7

-

0.8

PupilNet

-

77.6

-

1.6

Figure 7.13 also includes the results of non-CNN based algorithms ExCuSe [55], PuRe [172],
and PuReST [173] which rely on filtered edges, morphological operations and handcrafted
features using computer-vision based methods. None of these methods were designed for
OpenEDS, NVGaze, or RITeyes datasets. To simplify the pupil detection for these methods, pixels with a ground truth label identifying them as a member of the “background”
class were converted to a uniform grey (digital count=127). This step minimized the
chance of false detection of the pupil within the background, which is a common issue for
images within the OpenEDS and NVGaze datasets, which have black regions in the periphery. Note that for ExCuSe, images were resized to the author-recommended size (384
× 288). The predicted center is then remapped to (320 × 240) to facilitate comparison.
For PuRe and PuReST, the EyeRecTool [171] was used to compute pupil center using the
original image size (320 × 240).
Figure 7.13 reveals that, although the introduction of LCOM often degraded the performance of RITnet, it improved performance for DenseElNet. Further, for pupil detection,
the models trained using CNN outperform all the non-CNNs based models ExCuSe, PuRe
and PuReST.
Table 7.6 shows the comparison of median values of pupil center estimates with and
without LCOM loss for RITnet and DenseElNet models. There is a slight improvement in
the median values in the DenseElNet model with the introduction of this loss function.
However, for the RITnet model, the inclusion of LCOM deteriorated the performance by
57%, 19%, and 19% for OpenEDS, NVGaze, and RIT-Eyes datasets, respectively (within
one-pixel error range for Pupil center).
The analyses presented up to this point focus on the accuracy of pupil/iris center
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Figure 7.14: Violin plots of boundary overlap IoU (1st and 2nd row: top dashed box),
orientation error (3rd and 4th row: middle solid box), and segmentation IoU score (last
three rows: bottom dashed box) following EllSeg framework by RITnet and DenseElNet,
with or without LCOM loss (LCOM vs Ellipse), following application to the OpenEDS,
NVGaze, and RIT-Eyes datasets (columns) (Best viewed on screen).
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estimates. However, many algorithms for gaze estimation rely on accurate estimation
of pupil and iris ellipses for the construction of 3D geometric models of the oriented
eye [91, 187, 202, 206]. This necessitates a quantitative measure for the goodness of an
ellipse fit. A ‘Boundary IoU’ metric was developed to estimate the quality of the boundary
estimate. The metric is presented in Section 2.3.4 and represented in Figure 2.3. Boundary
IoU was calculated for both the pupil and the iris after the application of RITnet and
Densenet to several datasets, either with or without LCOM . When LCOM is used, ellipse
orientation and axis parameters are regressed via the bottleneck layer, and when it is not,
the ellipse is fit to the segmented mask.
The results of this analysis are presented in Figure 7.14, and reveal that DenseElNet
with LCOM outperformed without LCOM in terms of boundary IoU and orientation error
for both the pupil and iris on almost all datasets.
The pixel-wise IoU score of iris and pupil segmentation is presented in Figure 7.14 (last
three rows). This analysis revealed that DenseElNet also outperforms other models in the
segmentation of the pupil and iris. Although DeepVOG had the highest overall IoU score,
one must also consider that the DeepVOG model is a two-class (binary) classifier (pupil
vs. background) being compared against models of three-class segmentation (pupil, iris,
background) and, in the former case, the IoU score is inflated by the presence of a large
number of background pixels. This analysis also demonstrates that segmentation performance is improved by the inclusion of LCOM for all cases. Some examples of segmentation
outputs with the inclusion of LCOM for OpenEDS and RIT-Eyes datasets are shown in
Figure 7.15.
Qualitative Analysis: Effectiveness of LCOM loss
Here, we studied the impact of the LCOM loss function with the DenseElNet architecture.
Figure 7.16 shows the activation maps generated (with and without) LCOM for three eye
images. On close observation of the pupil class, we observe a high intensity peak in the
region around the pupil center in the with LCOM condition (last column) compared to the
without LCOM condition (fourth column from left). This peak around the pupil center
was also evident in Figure 7.17 which shows a horizontal scan through the pupil center of
one of the eye images illustrating the relative activation value for background, pupil, and
iris without (left) and with (right) LCOM .
Note that in Figure 7.16, the iris activation maps appear even when the iris is occluded
by the eyelids in both with LCOM (second column from right) and without LCOM (third
column from left) conditions.
Figure 7.17 shows relatively flat activation values near the iris centers for the iris class
in both with and without LCOM cases; no peak is evident in the iris activation values.
Note that the minimum in the background activation value localizes the center of the iris
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Figure 7.15: DenseElNet model prediction and its respective ground truth for OpenEDS,
NVGaze and RIT-Eyes dataset.
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Figure 7.16: Figure showing 2D activation maps. Columns (L-R): Original image (1st column), activation maps for background, iris and pupil class for model DenseElNet without
LCOM (2nd-4th column) with LCOM (5th-7th column). Three rows show three different
cases with bottom two having the original image in the background for reference. (Best
viewed on screen)

Figure 7.17: A horizontal line scan across the pupil center to visualize DenseElNet output
behavior without LCOM (left) and with LCOM (right). The inclusion of LCOM generates characteristic peaks which do not impede the task of semantic segmentation while
effectively scaling output pixel activations near the predicted pupil and iris centers (Best
viewed on screen).
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Figure 7.18: The difference between pupil and iris detection rate in the OpenEDS dataset.
Estimates are derived from the latent space and final segmentation maps (DenseElNet).

representing the inverse of the background (non-iris) region.
Center via bottleneck vs softargmax
To help provide an intuition regarding future network designs, we observe the impact
of regressing the pupil and iris center estimates from the bottleneck (latent) layer [56],
as opposed to estimating them using soft-argmax on the output segmentation maps (see
Figure 7.10). Estimates from segmentation outputs are observed to be better than those
regressed from latent space (pupil 81% → 98% and iris 42% → 58% detection at the twopixel error margin) (see Figure 7.18). We hope that this observation can help guide future
efforts for CNN-based near-eye feature extraction.

7.5.5

Summary

Here we presented EllSeg, a new framework for training a CNN to directly segment the
entire elliptical structures of the pupil and iris. This framework was applied to RITnet [23],
DeepVOG [206] and a custom-designed hybrid model, DenseElNet, for segmentation as
well as predicting pupil/iris ellipse estimates from eye images.
In Section 7.5.4, we benchmarked our custom-designed network architecture, DenseElNet, and achieved better baseline PartSeg performance than state-of-the-art encoderdecoder architectures, RITnet and DeepVOG (see Table 7.3). Our un-optimized forward
pass implementation of DenseElNet operated at 30Hz on an Intel-7800K-class PC equipped
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with an NVIDIA 1080 Ti. In Section 7.5.4, we showed that our proposed framework EllSeg
outperformed part-segmentation networks, i.e., PartSeg, for pupil and iris center detection across three test datasets (OpenEDS, NVGaze, and RIT-Eyes). Additional analysis
revealed that the accuracy of EllSeg can be attributed to greater robustness to occlusion
of the iris and pupil by the eyelids. Section 7.5.4 demonstrated that the addition of LCOM
loss function to the EllSeg framework resulted in improved pupil/iris ellipse estimates (10%
pupil and 24% iris center detection rate within a two-pixel error margin) and segmentation
performance (> 0.6%, > 1.5%, > 2% for OpenEDS, NVGaze and RIT-Eyes respectively).
Visual inspection of output EllSeg activation maps revealed high confidence around the
pupil and iris centers. Lastly, in Section 7.5.4, we determined that deriving pupil and iris
centers using softargmax is better than regressing the same via the bottleneck layer.

7.6

Overall Summary

In this chapter, I introduced multiple models to improve the identification of eye regions
accurately for robust and challenging conditions that show dramatic improvements over
existing work. This work significantly improves the previous work. I proposed a state-ofthe-art model for segmenting the regions of the eye (pupil, iris, and sclera) regions with a
very lightweight architecture allowing it to be used for real-time applications. Further, an
end-to-end framework for ellipse fitting with segmentation model is also described with
state of performance in multiple datasets. However, one of the challenges for training the
models above is the requirement of large training datasets. In the next chapters, I describe
methods to utilize synthetic images and unlabeled images to improve the performance
beyond real images.

Chapter 8

Semi-Supervised Learning for
Segmentation
8.1

Background

Recent advances in appearance-based models have shown improved eye tracking performance in difficult scenarios like occlusion due to eyelashes, eyelids or camera placement,
and environmental reflections on the cornea and glasses. The key reason for the improvement is the accurate and robust identification of eye parts (pupil, iris, and sclera
regions) [61]. The improved accuracy often comes at the cost of labeling an enormous
dataset, which is complex and time-consuming. This work presents two semi-supervised
learning frameworks to identify eye-parts by taking advantage of unlabeled images where
labeled datasets are scarce.
With these frameworks, leveraging the domain-specific augmentation and novel spatially varying transformations for image segmentation, we show improved performance on
several test cases with limited labeled samples. For instance, for a model trained on just
4 and 48 labeled images, these frameworks improved by at least 4.7% and 0.4% respectively, in segmentation performance over the baseline model, which is trained only with
the labeled dataset.

8.2

Introduction

Effective gaze tracking can improve human-machine interactions by giving clues to users’
behaviors and intentions and enhancing the experience for virtual, augmented, and mixed
reality devices with efficient and realistic renderings by supporting foveated rendering and
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multi-focal displays to minimize vergence-accommodation conflicts [61, 204]. Recent advances in gaze tracking using appearance-based gaze estimation [143,144,204] have shown
robustness in person-independent scenarios, the effects of environmental reflections on
the cornea and eyeglasses, occlusion due to eyelashes and camera placement, and heavy
eye makeup. A backbone to most of the appearance-based models is the proper identification/segmentation of different parts of the eye. Recently, utilizing advancement in
deep learning, [23, 103, 204, 206] proposed different models to segment various eye parts
accurately in challenging cases.
The success of these methods is often predicated on the availability of large, curated
training datasets with well-annotated labels. Such requirements are, however, difficult to
satisfy in the general scenario. The acquisition process for a fully labeled dataset for eye
image segmentation requires a highly sophisticated and costly environment with significant
(and often tedious) effort by experts.
Even in such a scenario, the dataset’s quality may be limited by various factors like
labeler’s bias and inconsistency [102]. As such, the acquisition process is difficult, if
not impossible, for academic labs. Only a handful of commercially funded labs have
attempted to step in this direction of curating large datasets of eye image segmentation [61,
142]. In this work, we utilize semi-supervised learning (SSL), which greatly diminishes the
requirement for labeled data by leveraging relatively easy-to-acquire unlabeled datasets.
SSL leverages unlabeled data to improve the learning from a small labeled dataset [209].
The primary goal of SSL algorithms is to avoid over-fitting of the model’s parameters to
a small amount of labeled data. Formally, in SSL, a data set X = {x1 , x2 , ..., xn } is given
among which only the first few k instances (images) are annotated {y1 , ..., yk } ∈ Y, and
the remaining instances are unlabeled. While learning the function f : X → Y, SSL will
exploit the hidden relationship within the data to predict the labels of unlabeled data
points. One of the common inductive biases used to regularize SSL algorithms is the
assumption of consistency of the network function. Consistency refers to the fact that
data points or their representations should have the same label predictions even after
perturbation. Various deep learning-based work used the idea of consistency to perturb
either data [105] or their hidden representations [74], and constrain the label predictions
to be similar. These algorithms have demonstrated improved generalization performance
in various domains, like image classification in computer vision and medical imaging.
However, in semantic segmentation, this simple yet effective assumption of consistency is
violated. In segmentation, output or label space accounts for the spatial position of pixels
in the input space. Thus, even with small perceptual perturbation in the input space, we
cannot enforce consistency in the output space. Thus, the recent progress made in the
SSL literature has been mostly confined to the classification task, and very few works have
explored SSL for semantic segmentation [141]. For the application of eye segmentation,
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the use of SSL is further limited.
This work first presents the SSL approach to utilize consistency training for semantic
segmentation of eye images. We use domain-specific augmentations that do not affect
pixel positioning to perturb the input eye images and enforce consistency on the resulting
model’s predictions. Following this, we present a novel SSL method that uses an idea from
self-supervised learning [99]; formulating a new learning task to strengthen the effect of
regularization and improve generalization. This method also allows us to use commonly
prescribed spatially varying augmentations like image rotation and translation while training the SSL method. We test these two SSL frameworks on one publicly available real
eye segmentation dataset (OpenEDS-2019 [61]). We compare the presented methods’ performance against the baseline, which includes training the model only with the labeled
dataset. We further investigate the quality of the presented method for segmenting different eye parts, including iris and pupil. Finally, we present comparison studies on training
the model with the labeled data from a single individual against a group of individuals on
a fixed test set. In summary, the contributions of this work include:
• Adaptation of SSL setup for segmenting eye regions with domain-specific augmentations.
• A novel SSL framework to leverage spatially varying augmentations for semantic
segmentation.
• Demonstration that a small number of labeled images and a large number of unlabeled images can significantly improve eye image segmentation.

8.3

Related Work

A number of recent efforts have been made towards semantic segmentation of eye images
to obtain the pupil, iris, and sclera regions [23, 103, 204]. Wu et al. (2019) [204] considers
multiple heterogeneous tasks, including semantic segmentation, related to gaze estimation
and proposes an end-to-end deep learning method. Similarly, Kothari et al. (2020) [103]
proposed a technique to improve pupil/iris center detection using an ellipse segmentation
instead of segmenting the visible eye parts, and Chaudhary et al. (2019) [23] proposed
a computationally efficient architecture to segment eye regions. Unlike those works that
used large annotated image data sets to guide their learning process for segmentation of
eye images, our work only considers a small amount of labeled data.
Semi-supervised learning (SSL) is one of the widely studied topics in machine learning.
Consistency regularization is a commonly used regularization for SSL algorithms to exploit
the hidden relationship between labeled and unlabeled data [209]. [105] and [74] have
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used this idea of consistency in deep learning-based work and demonstrated improved
performance in image classification tasks. However, these works cannot be applied to
the task of semantic segmentation as they enforce consistency on the output space by
perturbing the pixels in the input space. In recent years, limited attempts have been
made toward learning of semi-supervised semantic segmentation [90,141]. For instance, [90]
used pixel-level entropy regularization to train their semantic segmentation architecture.
While some other related work has explored SSL for eye image segmentation, those studies
(e.g., [178]) considered extra information in the form of domain labels or considered a large
number of labeled samples.

8.4

Methods

This section formulates the problem for the SSL framework. Following this we present two
methods: SSL with domain-specific augmentation and a novel SSL with self-supervised
learning.

8.4.1

Problem formulation

We consider a dataset with k labeled training examples Xl with the corresponding labels
Yl , and m unlabeled training samples Xu , where k < m. The data space is represented
by X ∈ RC×H×W where H × W is the spatial dimension, and C is the number of input
channels. Similarly, the label space is represented by Y ∈ RP ×H×W where P is the
number of classes. We aim to learn parameters θ for the mapping function f : X → Y,
approximated via a deep neural network.

8.4.2

SSLD : SSL with domain-specific augmentation

Here, we present the SSL paradigm with domain-specific augmentation. To ensure effective utilization of consistency regularization, we employ augmentations without changing
the image’s spatial positions. Prior works for SSL utilized variation in noise perturbations [141]. In our experience, most of the eye images from the same hardware setup vary
mostly in eye shape, skin/iris pigmentation, lighting conditions, gaze direction, eye with
respect to camera, and blinks. In this chapter we are concerned about variation in contrast of eye images which is here referred to as domain-specific augmentation. Techniques
like Contrast Limited Adaptive histogram equalization (CLAHE) [211] and Gamma correction have been shown advantageous for eye parts segmentation [23]. We leverage these
domain-specific augmentations to perform label guessing in our SSL paradigm.
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Figure 8.1: Schematic diagram of the proposed SSL methods. For each unlabeled data
(image), labels are guessed for A separate copies generated via (a) SSL with domainspecific augmentation and (b) SSL with a self-supervised approach. In (c), supervised
loss and unsupervised loss are computed separately for labeled and a combination of
labeled and unlabeled data set in both types of SSL methods.
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Guessing Labels
Using the domain augmentation strategies, we create A separate copies for each data
(image) and estimate their labels, as shown schematically in Fig. 8.1 (a). We compute
the average of the model’s prediction yu (softmax probabilities) for augmented copies of
each data point xu as:
A
1 X
yu =
f (xu,a ; θ)
(8.1)
A
a=1

Although the label guessing in this manner is commonly used for unlabeled datasets [10],
we find combining both labeled and unlabeled datasets to be beneficial. As such, in our
case, any unlabeled data point xu is a random sample from the combination of both
datasets Xl and Xu . This way of guessing the label encourages the model to be consistent across different augmentations [73]. Although following standard practice, we do not
propagate gradients by computing the guessed labels; it should be noted that the guessed
labels may change, as the segmentation network f is updated over training.
SSL Objective
We now have the guessed labels for Xu and true labels for Xl . From Xl , we randomly sample
(xl1 , yl1 ) as data-target pair to calculate supervised loss. The objective for supervised setup
is Lsup = LCEL (λ1 + λ2 LBAL ) + λ3 LSL , where LCEL , LBAL , and LSL are, respectively,
the cross-entropy loss, boundary aware loss [165] and the surface loss [92]. For the case
of Xu , we consider unsupervised loss (referred to hereafter as Lu ), which is the L2 loss
computed between the predicted softmax probabilities and the guessed label (yu ), as it is
less susceptible to incorrect predictions [10,105]. As shown in Fig. 8.1 (c), we sample from
the combination of labeled and unlabeled datasets, and consider all the augmented copies
(Fig. 8.1 (c) represents the case when A = 2) to calculate Lu . Since both data-point x2 ,
0
and x2 have the same guesses label y2 , the minimization of unsupervised loss acts as the
consistency regularization. The overall SSL loss is the combination of the Lsup and Lu ,
with λu as the weighting term between two-loss terms: L = Lsup + λu Lu .

8.4.3

SSLss : SSL with self-supervised learning

In this section, we propose a novel SSL method for the task of semantic segmentation
utilizing the idea from self-supervised learning [99]. The self-supervised learning uses
unlabeled data to formulate a pretext learning task such as predicting context, for which
a target objective can be computed without supervision [99]. In our case, predicting labels
from the inversion of the transformed image’s model prediction is the pretext learning task
(Fig. 8.1 (b)). This also helps us to utilize widely used image transformations, including
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rotation and translation, which we were unable to use in Section 8.4.2. Note that these
image transformations are important to account for variations in relative motion of the
eye with respect to camera. We now present how we perform label guessing, which is the
primary difference in comparison to SSLD .
Guessing Labels
We first consider the same domain augmentation strategies used in 8.4.2 to create A separate copies for each data point xu . For each of these augmented data points, with different
probability p1 , and p2 , we further introduce image transformation-based augmentation of
rotation, and translation, respectively. Collectively, we will use T to denote these image
transformations. We pass them into our segmentation network to obtain the corresponding labels and then calculate the inverse transform T −1 of these labels to bring them back
into the same spatial space where the initial data points reside. Finally, we compute the
average of the inverse of the model’s prediction yu , as the guessed labels for all A separate
copies of data point xu :
A
1 X −1
yu =
T (f (T (xu,a ); θ))
(8.2)
A
a=1

This is represented schematically in Fig. 8.1 (b), and since the model has to be
consistent on the predictions being invariant to both domain-specific augmentation and
image transformations, this method of guessing the labels adds a more potent form of
regularization compared to the one we presented in 8.4.2.
SSL Objective
Similar to 8.4.2 and as shown schematically in Fig. 8.1 (c), we use the combination
of supervised (Lsup ) and unsupervised (Lu , Lss ) loss for our objective function. Lu is
the L2 loss computed between the predicted softmax prediction of data from domainspecific augmentation and the guessed label from 8.4.2. Lss is the L2 loss computed
between the same data and the guessed label from 8.4.3. The overall objective function is
L = Lsup + λu Lu + λss Lss , where λu and λss are the corresponding weighting terms.

8.5
8.5.1

Experiments
Datasets and Evaluation

We evaluated our proposed pipeline on the OpenEDS-2019 dataset with well-defined train
(n = 8916), validation (2403), and test (1440) sets where labels for the test set are not provided for public use. We evaluate our models on the validation set. Note that OpenEDS-
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2019 contains eye images of 94/28 (train/validation) participants. Further description of
splits and test cases are explained in Section 8.6. All images were resized to 240 × 320
for faster computation. For each dataset, models are tested on the fixed test set. Evaluations of the segmentation performance are with the standard mean Intersection over
Union (IoU) score [52].

8.5.2

Implementation Details

As the primary purpose of the chapter is designing an SSL paradigm to leverage the
unlabeled dataset and not in designing a model architecture, we leverage the publicly
available RITnet [23] that is computationally efficient. Models were trained using Adam
optimizer [95] with a learning rate of 0.001 and a batch size of eight images (four labeled
and four unlabeled) for 250 epochs. The model with the best validation score was reported.
In our experiments, we used λ1 = 1, λ2 = 20, λ3 = 1. Two unsupervised loss hyperparameters λu and λss are two linearly increasing weights with slope 0.02 and 0.002 per
epoch respectively. Initially, the loss scheduling scheme gives prominence to the supervised
loss, and after a few epochs, unsupervised loss starts to increase.
For domain-specific augmentation, we varied the contrast and luminance of the images.
We selected random values in [0.8, 1.2] with step size of 0.05 for Gamma correction and
random clip parameter in (1.0, 1.2, 1.5, 1.5, 1.5, 2.0) and grid size (2, 4, 8, 8, 8, 16) for
CLAHE. For T transform, random rotation [-5◦ , 5◦ ] and translation [-20, 20 pixels] were
performed with 50% and 80% probability respectively. Note the images in the dataset
mostly varied in the translated form, so high importance was given to translation. Each
image had 50% chance of being transformed with T . Additionally, we also used basic
augmentations proposed in [23] for all images.

8.6

Results and Discussion

The analysis of the results was based on two essential questions we want to address. First,
does the availability of a large unlabeled dataset assist the learning from limited labeled
data? Within this, we further ask what is the minimum number of labeled images per
subject we can use in our pipeline to improve the performance significantly? Second, will
the model have better performance when the labeled images are from a single person,
or when they are drawn from multiple subjects? To answer these questions, we split
our analysis into two parts: training with a varying number of labeled samples from
multiple subjects and from a single subject. Further, we also compared the segmentation
performance for essential eye features such as pupil and iris as it is important for reliable
gaze estimation.
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Table 8.1: Model performance for two subsets (along rows) when Xl is 4 & 12 is shown
for three frameworks (SL , SSLD , and SSLSS ). For each subset, % change ((SSLSS SL )/SL 100%) represents the improvement from SL to SSLSS .
Xl
Subset
I
II

8.6.1

4 images
SL
SSLD
87.42 91.59
88.28 92.42

SSLSS
92.04
92.54

% change
5.28
4.83

12 images
SL
SSLD
91.78 93.21
91.52 92.81

SSLSS
93.36
93.05

% change
1.72
1.67

Training with Multiple Subjects

In this setup, the models were trained on varying numbers of labeled images (Xl ) and a
fixed number of unlabeled images (Xu = 8916) from multiple subjects. The models were
evaluated on a fixed test set (2403). The same number of images were selected from the
each subject when Xl ≥ 94 and a random sample is chosen from different subjects for Xl
< 94. Figure 8.2 shows that the accuracy increases (88.28% → 94.71%) as Xl increases
(4 → 940) when models were trained on labeled images only (SL ). Similar behavior is
observed with SSLD (92.42% → 94.67%) framework. However, in all cases for Xl ≤ 188,
SSLD achieves improved performance compared to training with SL (e.g.,4.69% for Xl =4
& 0.21% for Xl =94). This demonstrate that SSL framework can be helpful for eye image
segmentation. Furthermore, the SSLSS improved the performance against SL (e.g.,4.83%
for Xl =4 & 0.02% for Xl =94) and SSLD further up to 0.33%. This improvement demonstrated effective utilization of unlabeled images. No clear benefits of SSL were observed
for Xl ≥ 188, which clearly indicates that the proposed SSL frameworks were more suited
when a small number of labeled images were available. Note that for Xl = 8916 images,
SL achieved 94.80% whereas we obtained 94.73% with SSLSS for only Xl = 940 images.
Most of the variation of model performance was expected when the number of Xl is
small. To verify this, we trained our model by randomly selecting different subjects for
cases when Xl was 4 and 12. The variations in the segmentation performance did not
affect the incremental gain we observed from SL to SSLD and from SSLD to SSLSS
(Table 8.1).

8.6.2

Training with a Single Subject

Here, we considered the effect of training the model using Xl from a single subject and
a fixed Xu from multiple subjects. For each dataset, we randomly selected two subjects
(P1 and P2) for our analysis. For each subject, we used all the available samples as Xl
to train the model. The results are demonstrated in Fig. 8.3 (left and right), respectively,
as percentage improvement as we go from SL to SSLD and from SSLD to SSLSS . For
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Figure 8.2: IoU score for three cases (supervised learning (SL ): blue, SSL with domainspecific augmentation (SSLD ): green, and SSL with self-supervised learning (SSLSS ):
red) are shown with varying numbers of Xl and fixed Xu . The number alongside arrows
indicate respective improvement (in %) over SL .

Figure 8.3: Demonstration of improvement (in %) for cases SL to SSLD (left) and SSLD
to SSLSS (right) when models are trained on two subjects (red and green). For P1 (green),
we further test the change in model performance for various subsets of Xl .
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P1, we further experiment using varying subsets of Xl (4 and 12) from a single subject.
Note that the addition of SSLSS provided an additional boost up to 1.31% compared to
SSLD . The only cases where SSLSS did not outperform SSLD were when trained on
large samples of images of a single person (as shown in Fig. 8.3).
Compared to Section 8.6.1, where we trained with multiple subjects, training with a
single subject degraded the performance severely for SL (e.g. 88.28 % → 83.32% when
trained on Xl = 4). We believe inherent variations among subjects helped while training
with multiple subjects. However, in both SSL frameworks, with the addition of Xu , this
gap is reduced (e.g. 92.54 % → 92.20% when trained on Xl = 4 for SSLSS ).
Table 8.2: Comparison of pupil and iris (inside parenthesis) class IoU scores for three
frameworks (SL , SSLD , and SSLSS ) for varying number of Xl and fixed number of Xu .
‘P1’ indicates samples from a single subject. Bold values indicate the best performance
within each test case (along column). % change represents the improvement from SL to
SSLSS
Xl
4
12
24
48
4 (P1)
12 (P1)
61 (P1)

8.6.3

SL
88.25
91.84
92.31
92.60
88.00
87.83
90.92

(89.06)
(92.87)
(93.25)
(93.55)
(86.98)
(88.22)
(90.24)

SSLD
91.97 (92.75)
92.50 (94.00)
92.69 (94.01)
92.69 (94.02)
91.73 (92.84)
91.63 (93.17)
92.67 (93.77)

SSLSS
91.85 (93.05)
92.62 (94.14)
92.81 (94.17)
93.01 (94.28)
91.87 (93.35)
91.78 (93.62)
92.86 (93.93)

% change
4.08 (4.48)
0.85 (1.37)
0.54 (0.99)
0.44 (0.78)
4.40 (7.32)
4.50 (6.12)
2.13 (4.09)

Eye part segmentation

In Table 8.2, the IoU score for the pupil and iris classes are presented separately. Similar
behavior was observed as Section 8.6.1 and 8.6.2, suggesting that every class’s accuracy
is improved with these frameworks. Note that higher segmentation accuracy means a
better chance of ellipse fits and thus accurate gaze estimation. In Fig. 8.4, the predicted
segmentation masks for various test cases are shown for qualitative comparison. Note that
the spurious patches started to disappear as the number of labeled images were increased
and with the introduction of unlabeled images with the SSL framework.
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Figure 8.4: Four samples of the test set with their corresponding ground-truth and network
predictions for the number of cases are shown in adjacent blocks. As the number of images
increases, the confidence in prediction and unwanted spurious patches are reduced when
models are trained on SL . For SSL approaches, the confidence in prediction is higher, even
when a small number of Xl are used. No significant difference is visible for the two SSL
approaches, which vary primarily in finer details.
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Summary

We presented two SSL frameworks1 that leverage the domain-specific augmentations and
pretext learning task that accounts for spatially varying transformations. With this, we
demonstrated a substantial increase in segmentation performance with a small number
of labeled images by considering hidden relationships present in a large number of unlabeled images. The efficacy of the two frameworks was demonstrated on OpenEDS-2019
datasets. This chapter opens an exciting area for the eye-tracking community to focus on
the variability of the subjects rather than labeling a large number of images of a particular
subject.
When using a large number of labeled images (≥940) we did not see a substantial
change in the performance even when a large number of unlabeled images were added.
This brings a new direction in our study to see the impact of the synthetic dataset for
increasing segmentation performance.

1

Pre-trained models and source code are available https://github.com/AayushKrChaudhary/SSL_eye_
segmentation/

Chapter 9

Generation of the Synthetic
Dataset1
Until now, we have focused on real eye images to boost the accuracy of the eye trackers.
Various synthetic datasets have also been rendered in the eye-tracking domain to aid
machine learning purposes [93, 202]. Most of these datasets are not data-driven and do
not contain segmentation labels which is one of the main problems I attempt to solve in
this dissertation.
So, in this chapter, I describe a novel data-driven approach to render both the contiguous and non-contiguous eye images along with the segmentation annotations. This
chapter begins with an introduction to the methodology developed for the generation of
temporal gaze sequences, followed by the dataset generated with the pipeline. Further, a
quantitative analysis of image quality is proposed to quantify the similarity of the rendered
images to real eye images.

9.1

Background

Appearance-based gaze estimation techniques are gaining popularity [142, 206]. As illustrated in Chapter 7 & 8, the ability of appearance-based networks to handle challenging cases such as reflections, occlusion, and person independent scenarios make this
approach preferable to traditional computer vision-based approaches. The development of
an appearance-based model is hindered, however, by the need for a large, well-annotated
training dataset.
1
This chapter is based on RIT-Eyes: Rendering of near-eye images for eye-tracking applications [Nair
et al, 2020] and Temporal Gaze Sequences: From real infrared eye-images to synthetic sequences of gaze
behavior [Chaudhary et al., 2022](in review)
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Figure 9.1: Inconsistiency of segmentation labels by human labeler highlighted by
OpenEDS-2020 sparse segmentation challenge winner. Adapted from presentation from
the link.

Acquiring a large number of well-annotated images for the setups like those described
in Chapter 4 is tedious and practically impossible. Even when domain experts label eyeimage parts for training, between-expert inconsistencies limit the value of human-labeled
data, as seen in Figure 9.1. Previous work [93, 202] has approached the problem by
developing a synthetic rendering paradigm to aid machine learning approaches. Following that approach, our team developed RIT-Eyes [131], a rendering paradigm to generate eye images with improved features like active deformable iris, an aspherical cornea,
gaze-coordinated eyelid deformations, and blinks. This work is focused on generation of
standalone eye images (random eye pose and non-contiguous frames). We have further
modified this pipeline to generate synthetic temporal gaze sequences based on real eye
movement data to ensure natural gaze dynamics in the synthetic sequences.
The main contributions of the work presented in this chapter are as follows:

CHAPTER 9. GENERATION OF A SYNTHETIC DATASET

118

1. We present Temporal Gaze Sequences (TGS), a rendering pipeline that facilitates
the rendering of a temporally contiguous dataset of synthetic eye imagery.
2. TGS automates the process of sensing the pose (eyelids and gaze) and movement
dynamics of the human eye captured by a near-eye infrared camera, and transferring
that pose and dynamics to one or more virtual avatars that may differ in appearance.
3. We provide tools to facilitate various hypothesis tests for data-driven questions,
such as: Can segmentation networks be improved by leveraging temporal correlations
present in natural gaze dynamics?

9.2

Literature Review

This work builds upon prior pipelines for the rendering of pools of eye imagery through
the automated extraction of eye pose and eyelid pose, allowing for the rendering of sequences/movies of gaze sequences that are faithful to natural gaze dynamics. Previous
pipelines, including those by Bohme et al [16], Świrski et al [186], Wood et al [200, 201],
Kim et al [93], and Nair et al. [131] render a pool of static and discontinuous eye imagery
(i.e. depicting large jumps in eye pose with no temporal relationship). The addition of
the ability to render of sequences of temporally correlated eye movements allows for studies involving both static, discontinuous images as well as training models that leverage
temporal correlations.
To our knowledge, no prior work addresses the problem of renderings driven by the
dynamics of the real eye and eyelid movements. The prior work by Nair et al. [131] for
temporal renderings creates synthetic image sequences, but is not data-driven and lacks the
synchronization of eyelids in their renderings. Other renderings such as Bohme et al [16],
Świrski et al [186], Wood et al [200, 201], Kim et al [93], and Nair et al. [131] renders
stand-alone images. These images does not capture the dynamics of eye movements and
therefore cannot support research questions requiring temporal datasets.
Accurately modeling of the eyelids from the eye videos is important for renderings to be
synchronized with the real eye videos as the general idea is to utilize temporal sequences.
Inaccurate modeling of the eyelids leads to uncanny valley problems and is not desired as
the end objective is to transform the model to work with real-world videos. Identification
of the eyelids is possible with segmentation frameworks such as [23,103,204,206]. However,
the problem is faithfully mapping the eyelid information to the rendering framework. Here,
we propose a new approach to find key apex points of the eye irrespective of the camera
pose.
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Figure 9.2: Pipeline for generation of gaze movement sequences. Our pipeline facilitates
the rendering of images and accurate 2D and 3D eye region annotations based on eye and
head attributes like the iris texture, sclera texture, head texture, head shape, ethnicity,
cornea structure, and eye/head/camera pose. These images are combined with gaze estimates from a Pupil Labs Core binocular eye tracker, as well as computational estimates
of upper and lower eyelid pose and camera pose to produce synthetic renderings of eye
movement sequences that are faithful to natural gaze dynamics. The symbols (α, β, γ)
refer to pose in terms of roll, pitch and yaw; (x,y,z) refers to the 3D location; and (g, h, c)
refer to gaze, head and camera respectively. These data are presented in temporal manner
and indicated by ’t’. [Source: Chaudhary et al., 2022](in review)

9.3

Temporal Gaze Sequences

The Temporal Gaze Sequences pipeline is an extension of the RIT-Eyes pipeline for rendering synthetic eye images [131]. Whereas RIT-Eyes was designed to produce static
synthetic images with associated ground-truth segmentation masks, Temporal Gaze Sequences facilitates the generation of high-quality synthetic eye sequences that replicate
natural gaze dynamics.
Temporal Gaze Sequences builds upon the advancements of the original RIT-Eyes rendering pipeline. The RIT-Eyes pipeline was developed in Blender v2.82a for the Linux
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operating system [14] and incorporated a modified and parameterized eye model within
realistic head models. Similar to RIT-Eyes, Temporal Gaze Sequences features 24 realistic
head models that vary in head shape, head size, skin color, skin textures, gender, and eye
shape (see Figure 9.2). Temporal Gaze Sequences also retains the RIT-Eyes eye model
features, including an aspherical cornea, a realistically dilating/constricting iris, and a
tear film that reflects surrounding high dynamic range (HDR) environment maps. To
provide variation in appearance, both RIT-Eyes and Temporal Gaze Sequences allow various aspects of the 3D models to be manipulated between renders through external scripts
written in the Python programming language. These scripts enable batch rendering of
images that systematically vary in appearance by cycling through nine iris textures, four
sclera textures, three values of corneal asphericity, and 24 head models. As with RIT-Eyes,
Temporal Gaze Sequences approximates infrared imagery by using the red channel of the
diffuse texture map to approximate the IR domain for renderings.
Temporal Gaze Sequences offers many subtle aesthetic improvements to the RIT-Eyes
pipeline, as well as several improvements in rendering capability. Most importantly, Temporal Gaze Sequences is now able to render contiguous images drawn from recordings of
natural gaze behavior, instead of discontinuous image samples. The sequences of gaze
behavior presented in this dissertation have been drawn from the Gaze-in-Wild (GiW)
dataset [102] of eye and head movements during natural behavior. That dataset provides
a time series of eye-in-head angles of subjects. We have also developed the ability to extract eyelid pose from GiW eye videos, which is critical for accurately representing blinks
and gaze-dependent shifts in eyelid position that accompany natural behavior.

9.3.1

Aesthetic Improvements to RIT-Eyes

One of the most salient aesthetic improvements to RIT-Eyes relates to the realism of
eyelashes (Figure 9.3 - bottom row). Reparameterization of the particle system used
for generating eyelashes allows for greater variation in eyelash clumping, length, strand
shape, and root and tip radius. As we are unaware of any scientific categorization of
eyelash types, we adopted variations in curl, thickness, and length from standards used to
describe eyelash extension styles2 .

9.3.2

Eyelid Pose Estimation and Modeling

While accurately rendering captured sequences of gaze behavior requires accounting for
gaze-dependent changes in eyelid position, the tracking of eyelid position is beyond the
scope of conventional eye tracking algorithms. To address this limitation, we developed
2

https://www.bllashes.com/pages/eyelash-extension-chart
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Figure 9.3: Comparison of renderings: Original RIT-Eyes (top row) renders standalone
images with random gaze and eyelid position with orthographic projection settings. Temporal Gaze Sequences (bottom row) renders sequential images (indicated by video icon)
with data-driven gaze position and eyelid position with perspective projection. Aesthetic
improvements achieved with Temporal Gaze Sequences are also visible in the bottom row.

Figure 9.4: Principal components analysis is applied to each frame of eye imagery prior to
the identification of eyelid apexes. A time-series of raw eye images (panel 1), is segmented
using previously published RITnet [23]; (panel 2). The sequence is collapsed across time
prior to the application of principal components analysis (panel 3). The output is represented in panel 4, and represents the first (blue) and second (red) orthogonal eigenvectors
sorted by spatial variance within image space. The image data is then rotated to align
the first eigenvector with the image’s horizontal axis prior to the identification of apexes
through a horizontal line scan (panel 5). Finally, the image is rotated back to its original
orientation for recovery of the pixel locations of features in the original 2D image space
(panel 6).
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a technique for the automatic identification of the apexes of the upper and lower eyelids
through the application of machine learning and computer vision to the same eye images
used for gaze estimation. Eyelid contours were identified using the RITnet segmentation network (Section 7.4) [23] trained in a semi-supervised manner by leveraging both
the domain-specific augmentations and spatially varying transformations as proposed in
(Chapter 8) [25]. A random selection of 440 manually labeled images and 967 unlabeled
images from blink sequences of 17 individuals in the GiW dataset were used for semisupervised training (see the first two panels in Figure 9.4). Images were labeled by five
labelers using DeepLabcut, an open-source package [123]. Labelers were asked to label
the eye corners, followed by seven points along both the upper and lower eyelids (for a
total of 16). Points were assigned by an iterative bisection of line segments. These points
along the eyelids were then used to estimate the area of the sclera using the convex hull
function in OpenCV version 4.5.3.
Principal components analysis [199] was used to rotate the eye masks so that the first
component, which had the greatest width in mask pixels, was aligned with the horizontal
width of the image (Figure 9.4). Image rotation was followed by identifying the apex
points; the extreme points along the upper and lower eyelids. This approach was successful
because, despite variation in eye pose, this first axis was always aligned with the axis
extending between eye corners. The upper and lower eyelids’ apex positions were then
identified using a descending and ascending horizontal line scan, for the upper and lower
eyelids, respectively. An inverse rotation was then used to return the identified apex
positions to their original pixel coordinates within the 2D eye image.
In summary, apexes for upper and lower eyelids are estimated in 2D image space from a
time series of raw eye images. The transformation to 3D eye-centered spherical coordinate
system is described in section 9.3.5.

9.3.3

Temporal Gaze Data: the GiW Dataset

Although our rendering pipeline can theoretically accept input from any appropriately formatted eye-tracking dataset, our initial work utilized the publicly available GiW dataset [102].
This dataset is comprised of time-series data of coordinated eye and head movements during the execution of tasks, including indoor navigation, catching a ball thrown to the
participants, visual search, and preparing a cup of tea or coffee. The 120 Hz binocular
gaze data was collected with Pupil Labs Core binocular eye tracker (version 1.8.26, frame
rate 120, resolution 640×480) [91]. The head rotational velocities were measured with an
MPU-6050 6-axis IMU at 100 Hz prior to an upsampling to 300 Hz for the purpose of synchronization. The time-series data is also segmented into gaze events including fixations,
saccades, smooth pursuit, and blinks, through a process of manual labelling. Multiple
labelers demonstrated mutual agreement of 0.74 in Cohen’s κ score [102]. For rendering,
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Temporal Gaze Sequences relies on the original 120 Hz per-eye pupil location record of 2D
Pupil ellipse centers as estimated by the Pupil Labs processing pipeline, and on raw eye
imagery for the estimation of eyelid pose.

9.3.4

Data-driven Estimation of Camera Pose

One intended use of RIT-Eyes is to enable the rendering of synthetic datasets that match
the distribution of eye-camera geometries of a particular eye tracker. For that reason, it
is important to accurately specify the distribution of eye-to-camera geometry that will be
represented by the produced synthetic dataset. In the original RIT-Eyes, the camera was
oriented towards the center of the eyeball, and camera positions were randomly sampled
from a user-defined spatial manifold that may represent the approximate range of positions
associated with a public dataset.
In Temporal Gaze Sequences, camera position is estimated computationally with respect to the fixed eyeball at origin using the Świrski eye-model fitting method [187]. This
method is designed to estimate the position of a 3D spherical eyeball in eye-camera space.
The model fitting process involves the minimization of error between a 2D projection of
the 3D pupil and the 2D pupil detected within the sequence of 2D eye images. Modeling
this 3D-to-2D projection requires knowledge of the intrinsic properties of the eye camera.
In addition, because there are an infinite number of size/distance pairs that give rise to
the same projected pupil ellipse in the 2D image plane, the radius of the eyeball is set to
the average value of 12 mm [184, p. 82]. The Świrski method for estimating the position
of the pupil center involves the following steps: 1) projecting a sequence of 2D pupils
detected in eye-image space into the 3D environment, with the assumption that 3D pupil
radius is set to an arbitrary value (e.g. 1cm), 2) vectors are extended from the pupils in
the eye-image plane in both directions orthogonal to the plane of the pupil ellipse and
from its center. The estimated point of intersection is assumed to be the center of the 3D
pupil sphere. 3) the reprojection of 3D pupils onto the 2D image plane, and 4) adjustment
of 3D eyeball position to minimize the error between the original pupil segmentation and
the reprojection from the 3D model.
Although the Pupil Labs software framework version 1.8.26 [91] uses the Świrski
method for the estimation of gaze direction (a ray projected from the estimated eyeball center through the center of the 3D projection of the 2D pupil ellipse), we use a
separate and post-hoc application of the method for estimation of the eyeball position
in the camera space. Whereas the Pupil Labs implementation allows for continuous refinement of the model as new data is received, our approach minimizes error across an
entire recording at a time, producing only a single estimate of eye position. Estimation
was performed using the intrinsic camera parameters for Pupil Labs Core binocular eye
tracker provided by Pupil Labs (Pupil Capture v1.8) [91], which was used to collect the
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GiW dataset. Application of the Świrski method produces estimates of eye-ball position
in millimeters relative to the camera center.

9.3.5

The Eye-Centered Spherical Coordinate System

Following the data-driven identification of eyelid apexes (in pixels) [Section 9.3.2], pupil
center (in pixels) [Section 9.3.3], and eyeball position (in mm) [Section 9.3.4], data is
transformed into a common eyeball-centered spherical coordinate system that is ideal for
re-creation of the sensed geometry in Blender. Figure 9.5 illustrates the representation of
relevant features within this spherical coordinate system.
The transformation of 2D features present in the eye image (eyelid apexes, 2D pupil
ellipse center) into eyeball-centered spherical space first required their intermediate representation in 3D Cartesian camera space. The position in 2D image space (x) was converted
into a position in 3D camera space (X) using the equation:
X = K−1 x

(9.1)

where K is the camera intrinsic matrix. We then project the direction vector that extends
from the camera center at (0,0,0), through the feature’s location on the 2D image plane,
and onto the 3D spherical eyeball model using the equation:
q
c + v · (e − c) ± (v · (e − c))2 − (e − c) · (e − c) + r2
(9.2)
where c, e, r and v are camera center, eyeball center, eyeball radius, and normalized
normal vector respectively. Please refer to links 3 and 4 for derivation and implementation
of Equation 9.2. To avoid failed ray-to-sphere collisions when the eyelids were at extreme
angles, the eye model was inflated to a 13 mm radius prior to projection, and deflated to
12 mm following projection. The pupil and eyelid features projected into the eye-centered
spherical coordinate system are represented by the thin green lines in Figure 9.5.

9.3.6

Head Pose

Once the eye and camera geometry have been set using data-driven means, the selected
head model is translated so that the eye center coincides with the center of the orbit in the
head model. The head is then rotated manually about the eyeball center to match the eye
image from the GiW image. Because the prospect of algorithmic alignment is complicated
by differences between the topography of the virtual head model and the topography of the
human who was wearing the eye tracker at the time data was collected, the head rotation
3
4

https://en.wikipedia.org/wiki/Line%E2%80%93sphere intersection
https://github.com/AayushKrChaudhary/pupil/blob/master/pupil src/shared cpp/include/math/intersect.h
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Figure 9.5: Features identified within the 2D image space (pupil, eyelid apexes) are
mapped to this eyeball-centered, spherical coordinate system. Note that the corresponding axes of the eye’s spherical coordinate system (red, green, blue basis) and camera’s
Cartesian coordinate system (cyan, magenta, yellow basis) will only be parallel if the eye
lies along the vector extending from the center of the camera through the center of the
image plane. Within the spherical coordinate system, any feature lying along the blue
eye-to-camera vector will have an azimuth and elevation of 0,0. Both azimuthal (red) and
polar (green) reference axes lie within a plane orthogonal to the eye-to-camera vector. The
azimuthal reference axis is orthogonal to the camera’s vertical axis and the eye-to-camera
vector. The eye’s polar reference axis is orthogonal to the azimuthal reference axis and
the eye-to-camera vector.
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Figure 9.6: The upper and lower eyelid bones share a base at the center of the eyeball,
and connect to the apexes of the upper and lower eyelids, respectively. Colors represent
weights indicating the influence of the bone armature on movement at each vertex (where
blue is a weight of zero, and red is a weight of one).

procedure is done manually, on the basis of visual feedback in Blender. Adjustments were
made by adopting the perspective of a virtual eye camera, and comparing the projection
of the 3D model with a transparent overlay of the original eye image that has been placed
within the frustum of the virtual eye camera. Adjustments to head model pose are made
to align the orientation of the head model’s eye corners with the axis visible in the overlaid
eye imagery.

9.3.7

Eyelid Animation

Data-driven eyelid control was facilitated through the addition of an armature5 consisting
of two bones, with their base at the center of the eyeball, and one extending to each of
the upper and lower eyelid apexes (Figure 9.6). An armature is basically a type of object
that can move around with the controls and has a similar idea to the human skeleton.
Bones are set to be children of the head model, and to manipulate the head model through
the “armature deform” function, where the magnitude of deformation is manually painted
upon the head model’s vertices using Blender’s native weight paint functionality. The
minimum weight painted on the eyelid is 0.5, and values were blurred following painting.
5

https://docs.blender.org/manual/en/latest/animation/armatures/introduction.html
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Data filtering

A Savitzky-Golay filter [156] was applied to Pupil pose and eyelid features to reduce highfrequency jitter. The filter had a window size of 15 frames (125 ms) and polynomial
order of 3. The filtering approach was applied to each axis of the eye-centered spherical
coordinate system independently.
At times, occlusion or issues related to image quality caused the Pupil Labs algorithms
to lose track of the pupil, especially during the midpoint of a blink, when it was partially
or fully occluded by the eyelids. Consequently, the pupil often appears to drift when
segmentation is lost during the midpoint of a blink, and then jump dramatically as the
eyelids part and accurate pupil segmentation resumes. To reduce the impact of these
discontinuities, pupil location was linearly interpolated across blinks.

9.4

Eyelid Dynamics

Here, we observe the position of the eyelids during blinks and also the gaze-dependent
changes to eyelid positioning. Representative data for two subjects is presented in Figure
9.7. Note that this data represents the angular direction of gaze and angular position
of eyelid apexes within the eye-centered and spherical coordinate system adopted and
described in Section 9.3.5. This system’s origin is defined by the directed distance of the eye
camera from the center of the eye, and orientations are defined relative to the orientation
of the eye camera. Consequently, the origin of axes will vary subtly between subjects, and
gaze direction should be interpreted as the gaze direction relative to the angular position
of the eye camera. Although this means that the exact values of data may not be directly
compared between subjects, angular velocity and ranges remain meaningful.
Subject data in Figure 9.7 is organized by column. The first row of data reveals a
strong linear covariation of gaze direction and the angular position of the upper eyelid’s
apex along the azimuthal axis for both observers. This is likely a result of slight vertical
displacement of the eyelid by the corneal bulge, causing a corresponding displacement of
the lateral apex. There is little noticeable difference in the gaze-dependent location of the
upper eyelid azimuth during blinks (red dots) and between blinks (blue dots).
The second row of data reveals a strong linear covariation of the angular elevation of
the upper eyelid with changes in gaze elevation when not in a blink. This is intuitive in
that if the eyelids did not open as the pupils rotate upwards, then the eyelid would obscure
the pupil and occlude visual feedback. It is also intuitive that this linear relationship does
not hold during blinks, when the eyelids move independently of gaze direction. A similar,
albeit slightly weaker relationship, is present between gaze elevation and elevation of the
lower eyelid apex (the bottom row in Figure 9.7).
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Figure 9.7: Eyelids with relative gaze direction. Data represents the position of features
within the spherical coordinate system represented by dark red, green, and blue axes in
Figure 9.5. The orientation of this system for each subject will vary subtly with differences
in camera pose at the time of data collection.
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Measurements of the lower-eyelid azimuth position was difficult because the lower
eyelid elevation varied little compared to the upper eyelid during blinks (see Figure 9.8)
and because the lower eyelid was often nearly ‘flat’ making the apex difficult or impossible
to localize. When it could be localized, the small deviation from horizontal would result in
instantaneous jumps between extrema. As a result, no data are reported for lower-eyelid
azimuth.
Figure 9.8 presents the dynamics of the upper and lower eyelids during spontaneous
blinks recorded in the course of natural behavior. Data reflects eyelid dynamics over a
600 ms period surrounding each blink, beginning 125 ms before the manually labelled
start time recorded in the GiW dataset. Eyelid position is given in terms of degrees
from the eye-to-camera vector, according to the conventions described in Section 9.3.5.
As expected, the average deviation in elevation is significantly larger for the upper eyelid
(∼30 deg; middle row) than for the lower eyelid (∼1 degree; bottom row). The topmost
panel shows the pattern of upper and lower eyelids in azimuth angle over the same period.
This representation suggests several notable opportunities for improvement. Most notably, the data represented in Figure 9.8 suggest that even at maximum closure the upper
and lower eyelids are separated by approximately 15 degrees. Additional investigation
suggests this reflects an offset due to off-axis capture and the thickness of the eyelids,
but that the number also reflects loss of eyelid track in the very final stages of a blink,
when the image features used to identify the upper and lower eyelids are lost. A potential
resolution to this issue is proposed in the Discussion.

9.5

Rendered Dataset

Two datasets depicting eye images rendered using the Temporal Gaze Sequences pipeline
are available at link. The first dataset depicts discontinuous samples of gaze behavior, and
the second dataset depicts contiguous samples representing sequences of gaze behavior
faithful to the natural gaze dynamics recorded in the Gaze in Wild dataset [102].

9.5.1

Non-contiguous renderings of OpenEDS 2019

We provide a collection of 233,640 synthetic images generated to approximate the camera
properties and distribution of geometric configurations of the 2019 OpenEDS dataset [61].
Image resolution was 400 × 640 pixels, and the focal length was empirically set to 46.67
mm with camera sensor size of 35 mm. The original dataset was divided into training and
testing imagery intended for use in machine learning, and the rendered images are intended
to mimic a random selection of images from the training dataset. The distribution of iris
and pupil pixel locations within the original 2019 OpenEDS dataset are presented in the
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Figure 9.8: Blink data for a representative subject. Green lines represent individual trials,
red lines reflect the mean, and the blue area ± 1 standard error of the mean. Data
represents the position of features within the spherical coordinate system represented by
dark red, green, and blue axes in Figure 9.5. The orientation of this system for each
subject will vary subtly with differences in camera pose at the time of data collection.
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Figure 9.9: The distribution of pupil and iris centers for OpenEDS2019 (top row), a
1,016,955 image dataset rendered using Temporal Gaze Sequences (middle row), and a
233,640 image subset of this dataset (bottom row) sampled randomly from those images
whose pupil and iris centers were represented in the OpenEDS2019 dataset (matched ).
Outlying represents remaining wide range of data not included in matched. (See Section 9.5.1)
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top row of Figure 9.9. To approximate this distribution when rendering, camera position
and orientation were estimated on the basis of visual feedback for multiple images from
each of ten of the 94 subjects represented in the dataset. This process was consistent with
the procedure for the manual adjustment of head pose described in Section 9.3.6. Camera
positions and orientations were then randomly selected from within this range prior to
rendering. Head orientation was also randomized within the visually estimated range.
Using these techniques, we rendered 10,000 sample images for each of 20 head models, for
a total of 200,000 images. We then filtered out images in which the pupil edge extended
beyond the image boundaries. The remaining camera poses were used to generate an
additional 19 images per pose, with gaze orientation randomized between images, for a
final dataset size of 1.02 million images with annotated 2D ground truth. When compared
to the original OpenEDS dataset, the distribution formed by the synthetic dataset is
considerably larger in breadth. The primary reason that the distributions differ is that
the OpenEDS dataset was captured in a manner that constrained eye position to near
the center of a circular aperture, despite the vertical extent of the image frame. To more
accurately model that dataset, a subset of the rendered images was sampled by selecting
only those images from the same distribution of pupil and iris locations. The resultant
distribution is shown in the middle row in Figure 9.9 (matched ). Some samples of images
from the dataset are in Figure 9.10. Some of the images that are in the broad range of
distribution in the renderings but do not contain the matched distribution are represented
as outlying. These images include rare cases of eye positions.

9.5.2

Replication of Gaze In Wild Dataset with Temporal Gaze Sequences

The open-source replication of Gaze In Wild [102] represents the dynamics of 19 participants performing a variety of tasks for a total of 35 recordings and a cumulative duration
of approximately 300 minutes with one of 24 head models. Image sequences have been
rendered at an image resolution of 640 × 480 pixels unless explicitly stated otherwise. The
intrinsic camera properties were set to the manufacturer-provided settings for the Pupil
Labs Core binocular eye tracker (Pupil Capture v1.8). Because frame indexing remains
consistent with the GiW dataset, the renderings remain faithful to the semantic labels of
gaze events present within the time series. Renderings depict a total of 2.5 hours of data,
which is comprised of 19,692 fixations, 18,143 saccades, 3,577 blinks and 1,327 smooth
pursuit sequences. The renderings are synchronized with gaze estimations exported from
the Pupil Labs software framework [91], as well as ground-truth segmentation masks of
the 2D eye images, with pixels denoting group membership among the pupil, iris, sclera,
and background pixels. Rendering time for each image with its ground truth was approximately 30 seconds on an Nvidia V100 GPU. Example frames from the dataset are
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Figure 9.10: Synthetic imagery produced by Temporal Gaze Sequences (bottom-row) was
matched to the distribution of camera poses and pupil locations represented by the 2019
OpenEDS dataset (top-row) at an image resolution of 400 × 640 pixels. Note that the
synthetic images are not intended to be a one-to-one match with the examples drawn from
OpenEDS.
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Figure 9.11: Example image pairs with GiW frames on the left and synthetic eyes on the
right. Image resolution is 640 × 480 pixels. Pairs are intended to be matched in terms
of camera pose, gaze angle, and eyelid pose. Iris texture, skin texture, and eyelash shape
belong to the selected head model.

presented in Figure 9.11.

9.6

Quality of the Rendered Dataset

A central goal of this work was to produce a dataset of dynamic synthetic image sequences
that approximate the appearance of real-world eye movements. To visually represent statistical differences between real and synthetic eye image datasets (i.e.quality), we adopted
an approach inspired by recent work in anomaly detection [169]. An autoencoder was
trained using images from multiple datasets of eye images, primarily for the purpose of
developing a reduced-dimensional representation of images in the latent middle layers. To
allow this comparison, the analysis was applied to images rendered by Temporal Gaze
Sequences. During training, the input image and decoded output image were fed into a
discriminator network tasked with identifying the original image in the pair. By adjusting
the weights of the autoencoder Quality Measurement Network to minimize discrimination,
we ensured that the latent representation in the autoencoder retained sufficient detail to
prevent discrimination by a trained network after image decoding. Following the training
of the adversarial network, the dimensionality of the dataset was further reduced through
the application of Principal Components Analysis (PCA) to the latent representation to
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facilitate the visual representation of the datasets’ statistical similarity in two dimensions.
The output from PCA is presented in Figure 9.12.
PCA was applied once to the latent vector derived from an auto-encoder with skip
connections, and once without. Figure 9.12 represents PCA in the presence of skip connections. Skip connections are often used to preserve high-frequency image information
that might otherwise be lost in the latent representation of the network [165], and this allows the decoder portion of the autoencoder network to produce a more accurate recreation
of imagery prior to image discrimination. Although skip connections can help a network
generate high-quality synthetic images that appear convincing to both the discriminator
network and humans alike, these connections also discourage the autoencoder network
from representing higher frequency information in the latent layer. For this reason, one
cannot be confident that the latent representation generated in the presence of skip connections fully accounts for image variability, and the effect that may have on the resulting
data visualization (Figure 9.12) remains unclear. As our results disclose, removing skip
connections also greatly reduced the effectiveness of PCA as a form of dimensionality
reduction. For this reason, we applied two alternative data reduction techniques to the
latent layer of the autoencoder trained in the absence of skip connections: t-distributed
stochastic neighbor embedding (t-SNE; [193]) and Universal Manifold Approximation and
Projection (UMAP; [125]). Of the three dimension-reduction techniques, only PCA preserves global structure of the data reliably and produces consistent results across multiple
executions. Although t-SNE and UMAP are known to be more effective at reducing the
dimensionality of extremely high-dimensional data, they are also known to be susceptible
to the randomized initialization parameters, including changes in the meta-parameters of
perplexity (t-SNE) and nearest neighbors (UMAP). Moreover, neither t-SNE and UMAP
were designed to preserve the global structure of data [98], complicating the interpretation
of salient visual features including cluster distance and cluster size. For these reasons, we
present three data representations (PCA following training with skip connections, UMAP
and TSNE without). As will be discussed in Section 9.6.3, these representations largely
agree in the conclusions that they support, even when adopting a very conservative interpretation of the visualizations offered by t-SNE and UMAP.

9.6.1

Quality Measurement Network Architecture

The autoencoder and generative model of imagery (G) were trained in an adversarial
manner, similar to [42,79,86,87]. We used a pretrained ResNet-101 network [78] to reduce
image dimensions to 1024 × 15 × 20 using three layers prior to the linear layer to further
reduce dimensions to 1000. Batch normalization and ReLU layers were used to address
non-linearity. A pretrained Inception-v3 network was used as the discriminator network
(D) tasked with identifying the input vs. decoded image produced by the autoencoder.
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Both generator loss (Equation 9.3) and discriminator loss (Equation 9.4) were used to
improve the quality of the autoencoder’s latent representation:
minwG ||x − G(x)||2 − λadv × log D(G(x))

(9.3)

minwD − log(D(G(x))) − log(D(x))

(9.4)

where x is the input image, G(x) is the generated image, λadv is a hyperparameter, and
wD and wG are weights of the discriminator and generator, respectively. The network
was trained once with skip connections between encoder and decoder branches, and once
without.

9.6.2

Experiment

Multiple datasets were used to train the adversarial network. The network was trained
with a batch size of eight with one image each from OpenEDS-2019 [61], ExCuSe [55] or
ElSe [59], PupilNet [57], and LPW [190], and four images from NVGaze [93] to maintain
the ratio of real and synthetic images. Note that only NVGaze is a synthetic rendered
dataset. To provide a fair evaluation of the quality of the synthetic images produced by
Temporal Gaze Sequences, its synthetic datasets were used only during inference, after the
autoencoder had been trained and its weights fixed. This includes sGiW, and sOpenEDS2
Matched (the second row in Figure 9.9). In addition, to provide insight into the additional
breadth offered by the full synthetic OpenEDS dataset, we include RIT-Eyes OpenEDS
Outlying (the third row in Figure 9.9). The model was trained on Nvidia A100 GPUs
with images of size 320 x 240, and an Adam optimizer with a learning rate of 0.0001 and
a weight decay of 0.0002.
Prior to the application of PCA to the network trained with skip connections, the latent
layer was a 2400 dimensional latent space. Prior to the application of t-SNE and UMAP
to the network trained in the absence of skip connections, the 1024 × 15 × 20 latent space
was reduced to 1000-dimensional latent space. t-SNE was run using the default hyperparameter settings of the sklearn manifold package version 0.22.1, with the embedding
initialization set to random and, because the results of t-SNE are known to be susceptible
to variations in the hyper-parameter “Perplexity,” the model was run with Perplexity
values of 30, 45, and 100. UMAP was run using an open-source python package [125].
Because the results of UMAP are known to be susceptible to variations in the hyperparameter “Nearest Neighbor,” the model was run with values of 10, 20, and 50 keeping
all the other parameters as default.
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Figure 9.12: A visualization of different eye image datasets within a reduced-dimensional
space following the application of PCA to the latent representation of an autoencoder network with skip connections. Different datasets are represented in different colors. Datasets
produced by Temporal Gaze Sequences are indicated in the legend by a red bounding
box. Top panel: All datasets presented together. Middle panel: An isolated representation of the sGIW and GIW dataset. Bottom panel: An isolated representation
of the OpenEDS-2019, sOpenEDS2-Matched, and sOpenEDS2-Outlying. The ellipses in
the middle and right panels represent the mean of each distribution and three standard
deviations along the major and minor axes.
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Figure 9.13: Thumbnail visualizations of different eye image datasets within a reduceddimensional space following t-SNE with variation in the Perplexity hyperparameter, and
UMAP with variation in the Nearest Neighbor (n neighbor) hyperparameter. Datasets
produced by Temporal Gaze Sequences are indicated in the legend by a red bounding box.
To varying degrees, t-SNE and UMAP are known to distort global structure and related
properties including cluster distance, size, and density. Local overlap, however, may be
interpreted as an indication of statistical similarity.
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Results

When PCA was applied to network weights in the latent layer with skip connections
enabled, it was able to capture 95.7% of their variance in the first principle component,
and 3.9% variance in the second component. In contrast, when these skip connections
were removed, the first five components accounted for only 43.8% of the total variance,
prompting the need to apply more advanced data reduction techniques t-SNE and UMAP.
Figure 9.12 presents the reconstruction of unit weights when reduced to the first two
components. The full reconstruction is presented in the left panel. In addition, thumbnails
of the representations offered by t-SNE and UMAP are presented in Figure 9.13. Because
results are largely invariant to the form of analysis, we present them together.
Figures 9.12 and 9.13 offer valuable insight into the quality of our synthetic datasets
with respect to real imagery they are intended to approximate. In all representations, the
GiW and sGiW datasets overlap partially. Similarly, sOpenEDS2-Matched and sOpenEDSOutlying overlap only partially with the original OpenEDS-2019 dataset, with the magnitude of overlap varying by representation. PCA suggests that, although the mean of the
OpenEDS-2019 distribution is misaligned with the mean of the sOpenEDS2 distributions,
OpenEDS-2019 does lie within their manifold. In contrast, t-SNE and UMAP has a lesser
magnitude of overlap. We interpret this to mean that the quality of both the sOpenEDS2
and sGIW datasets can be improved to better capture the statistics of the real imagery
they are intended to approximate.
Although it is difficult to attribute differences between datasets to any specific image
properties, some insight is offered by the tight correspondence between the sOpenEDS2
Outlying and sOpenEDS2 Matched datasets present in all representations, but revealed
most clearly in the right panel of Figure 9.12. The observation that these datasets overlap
in these abstract feature spaces despite differences in pupil position, Rows 2 and 3 of Figure
9.9 suggests that variations in pupil position are less influential than other dimensions along
which appearance may vary. Although we can only speculate upon what those dimensions
may be, they may include variations corresponding to changes in head model, iris or scleral
textures, and camera placement.
Although this analysis suggests that the quality of sGIW and sOpenEDS2 datasets can
be improved, it is notable that the NVGaze dataset is isolated from all natural imagery
across all representations. This suggests that the methodology used to explore image
quality is quite sensitive to image differences, and that our synthetic image generation
tool is a marked improvement from previous attempts at the synthetic generation of neareye infrared imagery.

CHAPTER 9. GENERATION OF A SYNTHETIC DATASET

9.7

140

Discussion

This chapter presents a new methodology for the rendering of sequences of synthetic neareye imagery that are faithful to natural gaze dynamics, and an associated dataset. In
addition, we present a new technique for the estimation of eyelid pose directly from neareye camera imagery. To the best of our knowledge, this is the first methodology able to
estimate 3D eyelid pose directly from near-eye infrared imagery.
These tools are intended for the generation of synthetic imagery with associated ground
truth to be used in the context of supervised or semisupervised learning of models of
semantic segmentation of near-eye imagery. Although there is a need for similar datasets
that can be used to train models for the estimation of gaze direction directly from eye
imagery, it should be noted that, in the absence of an external reference, gaze angles are
currently specified relative to the eye-to-camera vector.
This chapter presents a novel algorithm for the tracking of eyelid pose. As it is new,
there are several opportunities for improvement. Most notably, the elevation of the lower
eyelid’s apex was not tracked, and there is a gap between eyelids even at the point of
maximum closure (as discussed in Section 9.4). Contour models (e.g. third-order polynomials) should be investigated in future to solve this issue. Similarly, there is an issue with
track loss when the eyelids are at their point of maximum closure that may be addressed
with interpolation through the final stages of a blink on the basis of empirically informed
dynamics. Another opportunity for improvement is in the identification of the azimuthal
position of the upper eyelids, which shows a slight deviation to the agent’s egocentric left
during a blink. This is an artifact of rotation of the eye within the scene camera, and
can be addressed through rotation of the spherical coordinate system into alignment with
the head, as described in the previous paragraph. In addition, this algorithm should be
compared against a dataset that includes ground-truth eyelid pose, which currently does
not exist.
During blinks, occlusion of the pupil often introduced temporary dropouts that were
handled with linear interpolation through the blink. Although these dropouts cannot
be entirely removed through video-based tracking, the duration of the dropout can be
diminished through the use of segmentation techniques that are more robust to occlusion,
such as EllSeg [103] or iris-feature matching [21, 27]. In addition, interpolation models of
mid-blink pupil dynamics may be made more accurate through empirical study.
Attempting to weigh the relative importance of the aesthetic improvements emphasizes
the need for objective metrics of the utility of stimuli when considered within the context
of their use-case. Here, the use case is to train models that will later be applied to realworld stimuli. For that reason, we define utility (discussed in Section 10.2) as the effect
that the inclusion of synthetic imagery in the network training set has upon relevant
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segmentation performance metrics (e.g. intersection-over-union of the pupil segmentation
with ground truth). Surely, utility is related to image quality, which we define as the
statistical similarity between the synthetic imagery and the real-world imagery they are
intended to approximate, as explored in Section 9.6.

Chapter 10

Utility of Synthetic Dataset
In chapter 9, I described Temporal Gaze Sequences (TGS), a rendering pipeline that facilitates rendering of a temporally contiguous dataset of synthetic eye imagery. That chapter
also describes a method for quantitative analysis of image quality, and we show that our
rendered dataset is closely related to the real dataset that it approximates. However,
the fundamental goal of the dataset is to help in the segmentation of the eye regions and
also facilitate various hypothesis tests for data-driven questions, such as Can segmentation
networks be improved by leveraging temporal correlations present in natural gaze dynamics?. The primary use case is to train models on this rendered dataset and analyze any
performance gain when tested on real images. In this chapter, I illustrate two different
experiments conducted as a part of my dissertation. This chapter also explains the issues
with the current renderings and then highlights possibilities for the future in detail.

10.1

Background

Many appearance-based gaze prediction algorithms are dependent on accurately segmenting the eye regions in an image. Effective eye part semantic segmentation using
U-Net [165], RITnet [23] and DenseElNet [103], was demonstrated in Chapter 7. Additionally, Chapter 8 presented a method to leverage unlabeled images to improve the
segmentation of eye regions. In this chapter, I report on experiments designed to determine whether the use of synthetic datasets improves the performance with real datasets.
Much research [1,38,154,168,174,196] has used the idea of leveraging synthetic datasets
to improve the model performance for real-world tasks when there is a lack of labeled real
images or missing data points. Synthetic datasets are easier to acquire, have perfect
ground-truth, provide the possibility of modeling rare cases, and in most cases are cost
effective [174]. Unless the synthetic images are identical to real images, however, there
142
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exists a ‘domain gap’ that prevents the improved performance with synthetic images from
extending to real images.
In terms of eye-tracking, previous works [62, 93, 180] have attempted to use synthetic
images to improve the performance of real datasets. Shrivastava et al. [180] proposed
SimGAN to reduce the domain gap existent in their dataset by using Generative Adversarial Networks. SimGAN aims to refine the synthetic dataset to look like a real dataset.
However, the major problem with this technique is the lack of any quantitative analysis
to show how the important eye features (pupil, iris, sclera) are transformed semantically.
Since our primary objective lies in identifying eye parts, this is a concern. Following this
work, Garde et al., [62] without any refinement network, using only the Resnet-18 model
pre-trained on ImageNet, showed that the model trained on only synthetic dataset was able
to generalize to the real dataset. Kim et al., [93] proposed mixing the real and synthetic
datasets to improve the performance on the real dataset. They emphasized enhancing the
realism of the synthetic dataset with more realistic eye features. As described in Chapter 9, we have added realism to the synthetic dataset. Here, I evaluate the degree to which
renderings bring a performance gain in real-world cases for semantic segmentation tasks,
reducing the domain gap.
The test mentioned above evaluates the dataset on the collection of individual images
instead of a temporal sequence of images. A temporal segmentation pipeline is to be
explored to study whether leveraging the dynamics of eye movements will help improve
the accuracy of eye parts segmentation. Most of the existing temporal segmentation
pipelines in other domains use an optical flow framework where an object is tracked across
frames [5, 31, 198]. The drawback of these approaches is the requirement of extensive
manual labels and training challenges [79]. Further, they are shown to be inaccurate and do
not significantly improve the segmentation performance [79, 205]. Instead of using optical
flow, a Spatio-Temporal CNN was proposed in STCNN [79]. STCNN shows an effective
way to combine the temporal information, i.e., the dynamic appearance and motion cues
to predict the next frame and the spatial segmentation branch with a specially designed
attention module to extract multi-scale features to get segmentation results.

10.2

Segmentation of individual eye images with synthetic
imagery

In this section, I study the effect of the inclusion of synthetic imagery in the network
training set to segment eye parts. Various methods have been used in attempts to transfer
training on synthetic datasets to real data. The best results have been achieved for cases
where models are trained with real and synthetic data [166,167]; pretraining on a synthetic
dataset and then later fine-tuning to the larger real-world dataset [94]; and pretraining on
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a synthetic dataset and then later fine-tuning to a mixture of the real-world and synthetic
dataset in [154]. Here, the initial analysis showed an advantage of pretraining on our
synthetic datasets and then later fine-tuning to the mixture of real and synthetic datasets.

10.2.1

Experiment Design

In the first test, we evaluated two previously published semantic segmentation models presented in Chapter 7, RITnet [23], and DenseElNet [103] (without ellipse-based loss functions), using various combinations of imagery from the real-world imagery of OpenEDS2019, and/or synthetic imagery from TGS intended to match the statistics of eye and
eyelid pose present in OpenEDS-2019 (sOpenEDS2-Matched). Network utility was assessed using the mean Intersection over Union (mIOU) metric. For faster computation,
all the images were resized to a 240×320 pixel resolution, and test images were consistent
across experiments.

10.2.2

Implementation Details

We observed that initially pre-training with synthetic images for 50 epochs prior to joint
training with real and synthetic images with model weights was more beneficial than
randomly initializing the weights. The objective function for pre-training is Lpre =
LCEL (λ1 + λ2 LBAL ) + λ3 LSL , where LCEL , LBAL , and LSL are, respectively, the crossentropy loss, boundary aware loss [165], and the surface loss [92]. For each training case,
the best model was used as the model initialization weight to train the various combinations of the real and synthetic datasets from this training. For mix training the loss
functions used were Loverall = LCEL (λ1 + λ2 LBAL ) + λ3 LSL + λs Ls where Ls is the L2
loss computed between the predicted softmax prediction of synthetic data and the label
similar to the setup in [25] as it is less vulnerable to incorrect predictions [10, 105].
The experiment was conducted with batch sizes of 6 and 12 for real and synthetic
training sets, respectively, wherever applicable. The model was trained with 250 epochs,
each consisting of random 500 iterations. Iteration refers to the number of times a batch
of data is passed through the model. Adam optimizer with a learning rate of 0.001 and
weight decay of 0.0001 was used for training.

10.2.3

Results and Discussion

The models were trained on a varying number of real (Xr ) and synthetic (Xs ) images. The
results of these tests, seen in Table 10.1, reveal signs of domain shift between the synthetic
and real datasets, as indicated by poor performance when training only on synthetic
datasets and testing on real eye images. Although in most of the cases, both RITnet
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Table 10.1: Performance of two models (RITnet and DenseElNet) for different combinations of real and synthetic samples. The number of images (real(Xr ) and synthetic(Xr ))
are highlighted in italics. For two cases when only real and only synthetic images (highlighted in bold) are used, the numbers represent the IoU score. For all cases where samples
are mixed, the difference with the real only cases is displayed. Positive numbers indicate
improvement. The difference is computed along each row, keeping the number of real
images constant.

Xr/Xs
8916
4458
2229
891
445
222
89
0

0
94.48
94.42
94.36
94.32
93.90
93.42
92.91

1K
0.05
0.20
0.03
-0.09
0.15
0.05
0.08
74.4

Xr/Xs
8916
4458
2229
891
445
222
89
0

0
93.80
93.51
93.72
93.38
93.40
92.67
91.91

1K
0.60
0.76
0.42
0.23
-0.10
0.24
0.32
71.8

RITnet
2K
4K
8K
0.07 0.01 -0.01
0.09 0.08 -0.17
0.06 0.11 0.12
-0.03 -0.08 0.03
0.12 -0.01 -0.05
-0.01 0.11 0.15
-0.06 -0.22 -0.25
76.7 70.1 66.7
DenseElNet
2K
4K
8K
0.65 0.33 0.63
0.91 0.73 0.90
0.44 0.45 0.51
0.18 0.27 0.30
-0.10 -0.17 0.07
0.12 0.19 0.13
0.11 0.05 0.42
70.6 71.1 71.0

12K
0.03
0.11
0.09
-0.05
0.08
0.00
-0.13
66.2

16K
0.07
0.04
-0.01
-0.05
-0.02
-0.12
-0.32
66.0

12K
0.60
0.76
0.59
0.27
-0.08
0.21
0.34
70.8

16K
0.63
0.85
0.33
0.31
-0.12
-0.04
-0.04
73.4

Table 10.2: Multiple runs to see the variation and standard error for a case when Xr is
4458 real images and varying number of synthetic images for RITnet model.
Xs
Run 1
Run 2
Run 3
Mean
Change
Standard error

0
94.42
94.37
94.47
94.42
0
0.03

1K
94.62
94.62
94.37
94.54
0.12
0.08

2K
94.51
94.44
94.66
94.54
0.12
0.06

4K
94.5
94.54
94.52
94.52
0.10
0.01

8K
94.25
94.55
94.53
94.44
0.02
0.10

12K
94.53
94.54
94.59
94.55
0.13
0.02

16K
94.46
94.47
94.4
94.44
0.02
0.02
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and DenseElNet performed best when trained with a combination of real and synthetic
images, rather than with real images alone, the magnitude of the change is small. We
observe that increasing the number of synthetic images from 0 to 1000 (experimented with
10, 100, 500, 1000) introduced a gradual performance increment. We see more positive
direction changes from 1K to 16K images than training only on real images. Note that
the increments are finer details, as evident in figure 10.1. Further increasing beyond 16K
resulted in decrements of the performance.
Table 10.2 shows the results from running the experiment multiple times to see the
scale of random variation in performance on successive runs. Here, the number of real
images was fixed to 4458 images, but the number of synthetic images was varied from
0 to 16K. We see the mean around 94.42 ± 0.03 when only trained with real images
and best performance of 94.52 ± 0.01 when 4K synthetic images were used on top of
the real images. The improvement is small but clearly above that expected from random
variations, indicating that more exploration is warranted.
Figure 10.1 shows a comparison of results from RITnet with different training sets. For
each of four images (the first column in each row), the figure includes the ground truth
masks in the second column, followed by the results when trained on only real images
(‘R’) in the third column, and when trained with the combination of real and synthetic
images (‘R&S’) in the last column. The first row is a case where the regions are clearly
visible; successive rows are more challenging cases.
We see high performance across several conditions (mIoU: 97.5%), with the exception
that training with both R&S yields an increase in pupil IOU. This increase in pupil IoU but
not mIoU indicates a decrease in the iris and/or sclera IoUs in the R&S condition. Images
in the second row are representative of images that include strong reflections. This row
suggests significant improvements as a result of joint training with R&S imagery. The third
and fourth rows represent images with partial blinks, occlusion of the pupil, and heavy
mascara. Here, we also see similar or degraded performance across training conditions.
Note that when the pupil is significantly occluded, the observer is not actively sampling
the visual environment, so accurate gaze estimation offers little or no value. This analysis
suggests that there is a measurable but small increase in utility when including synthetic
imagery in the training dataset. Perhaps the modest increase can be improved through
improvements to synthetic image quality.

10.3

Temporal Segmentation of eye images

As mentioned above, many appearance-based gaze prediction algorithms are dependent
on accurately segmenting the eye regions in an image. Most of the eye segmentation
algorithms [23,103,165] are based on training neural networks on static standalone images
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Train with Train with
Real (R)
R&S

mIou/Pupil IoU

97.5/97.5

97.5/98.4

mIou/Pupil IoU

90.5/93.3

92.7/95.0

mIou/Pupil IoU

86.2/76.9

83.9/78.0

mIou/Pupil IoU

60.7/56.6

64.1/56.5

Figure 10.1: Test result for RITnet under various conditions. The test image is presented in
the first column, and the ground truth in the second column. The third column presents
the output of RITnet when trained with 8916 real images, and the fourth column the
output when trained with a combination of 8916 real (R) and 2000 synthetic (S ) images.
Each prediction is presented with mean IoU (mIoU) across all eye parts, and with pupil
IoU. The best performance for mIoU and IoU within each training condition is highlighted
in bold.
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Figure 10.2: STCNN pipeline after He et al. (2019) [79]. The pipeline has two branches.
Top branch represents the temporal coherence branch with a goal to predict the next frame
based on the dynamics of previous n frames. Bottom branch is spatial segmentation branch
which predicts the segmentation of eye regions. These two branches are combined with
attention from temporal coherence branch to spatial segmentation branch.

of the eye. Therefore, these algorithms do not leverage important information present with
the natural dynamics of eye movements. In this section, I discuss the results of experiments
undertaken to test the benefits of utilizing temporal information for the segmentation
task. We test the hypothesis that segmentation models that consider the dynamics of
eye-movement sequences outperform static models.

10.3.1

Architecture

Inspired by He et al. (2019) [79] who demonstrated a model with two ‘branches’ - a
traditional spatial segmentation branch and a temporal coherence branch - that together
enhance the segmentation performance. Figure 10.2 illustrates the approach with the goal
of taking advantage of the temporal information to ‘focus’ a spatial attention window. We
leverage this two-branch pipeline in our network structure while noting that the dynamics
of eye movements do not necessarily follow the same pattern as that of the moving objects
in [79].
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Temporal coherence branch
Essentially, the task of the temporal coherence branch is to predict a future frame (Xt )
based on t−1 previous frames (X1 , X2 , ....Xt−1 ) through an adversarial network [87]. Here,
ResNet-101 network [78] is used as a generator that takes concatenated t − 1 previous
frames as input and predicts the future frame by trying to learn the dynamics of eye
movements. We use the same network architecture as proposed in [79] which contains
three deconvolution layers with kernel size 3×3, skip connections, and batch normalization
and ReLU non-linearity to follow each convolution and deconvolution layer except for the
first layer. For the adversarial framework, a discriminator is also needed which tries to
differentiate between the generated future frame and an actual future frame. A pretrained
Inception-v3 [188] with a two-class last fully connected layer is used as the discriminator.
Spatial Segmentation branch
For the spatial segmentation branch, I also utilize the ResNet-101 network [78]. To extract
global information, the network uses the Pyramid Pooling Module (PPM) module [208].
The architecture requires the integration of spatial attention from the temporal coherence
branch as we want to refine the predictions from the knowledge of the temporal branch
with the help of three attention modules as there are three up-sampling blocks. The
attention modules focus on the object of interest, ignoring the background as it is applied
sequentially on multi-scale feature maps. The final prediction is the concatenation of
these multi-scale feature maps. We use a four-class segmentation (pupil, iris, sclera, and
background) instead of two class segmentation proposed in the original paper.

10.3.2

Experiment details

Loss functions
For the temporal coherence branch, the generator predicts the frame at time t. Pixel-wise
mean square error (MSE) between the model prediction and the actual ground truth is
minimized in the generator model. Our dataset has class imbalance because the number
and duration of fixations are large compared to other types of eye movements. Additionally, fixation eye movements do not contain large spatial changes in eye position and are
therefore easier to predict than more complex eye movements like saccades and blinks. So,
our overall loss function for the generator model is
Lossgenerator = M SE(β + α ∗ ROI)

(10.1)

where ROI defines the binary region of interest, namely the pupil, iris, and sclera region.
Two hyperparameters α and β are empirically set up where the value of α is given impor-

CHAPTER 10. UTILITY OF SYNTHETIC DATASET

150

tance based on eye movements in the ratio of (1: 5: 10: 10) for (fixation: smooth pursuit:
blinks: fixation). Here, α and β are independent of each other.
For the discriminator in the temporal coherence branch, the objective is to distinguish
the predicted frame at time t (X̂t ) from the ground truth Xt by minimizing the probability
of errors by
minwD − log(D(X̂t )) − log(D(Xt ))
(10.2)
where wD is the weight of the discriminator. Multi-scale cross-entropy loss is used to train
the spatial segmentation branch.
Training procedure
Initially, in the training phase, the temporal coherence branch and spatial segmentation
branch are trained separately until convergence as a cool start as in He et al. (2019) [79].
For the temporal coherence branch, it is crucial to determine the effective size of t − 1, the
number of frames preceding the predicted frame. Based on prior knowledge of saccades
and saccadic eye movement dynamics in the GiW dataset, a size of 4 (i.e., nearly 33ms)
was set as an adequate size of t − 1. While this value was fixed in these tests, there may
be value in investigating this parameter further. We used the Adam Optimizer with a
learning rate of the generator and discriminator of 0.0001, and weight decay of 0.0002.
We trained our model with a batch size of 4.
Evaluation
To test the hypothesis that training segmentation models considering kinematics and eye
movement dynamics results in higher segmentation accuracy than static models, we used
standard IoU as a performance metric for semantic segmentation.
To confirm that the network is actually predicting the future state rather than repeating the last frame, we compared the predicted frame to both the ground-truth (f ramet )
and the last frame in the sequence before the prediction (f ramet−1 ). A low mean-square
error (MSE) between the predicted frame and the reference frame (f ramet and f ramet−1 )
shows good performance. The evaluation has to be performed for all different eye movements; saccade, fixation, blinks, and smooth pursuit, as it provides a better perspective
of whether the network could leverage the dynamics of the eye movement.

10.3.3

Results and discussion

We perform qualitative and quantitative analysis to test the hypothesis that training
segmentation models considering kinematics and eye movement dynamics results in higher
segmentation accuracy than static models. First, we analyze only the temporal coherence
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branch and evaluate if we can leverage the dynamics for the eye movements prediction.
Then, we test the overall hypothesis of temporal segmentation.
Temporal Prediction
The temporal coherence branch attempts to learn the dynamics and motion cues and
helps in the prediction of the future frame. Figure 10.3 shows the qualitative results of the
temporal prediction branch. The image shows results for three different types of eye movements: saccades, blinks, and fixation. Saccades and blinks are considered complex cases
to model because they have varying degrees of change between two consecutive frames.
The third column illustrates the difference between model prediction and the f ramet−1 .
The model should not output the previous frame but instead learn the dynamics of the
movement and use that to predict the next frame correctly. The gray image in this column shows no difference between the model prediction and the last frame, which is a
problem for blinks and saccades. The rightmost column illustrates the difference between
the prediction and the ground truth. All-gray images here represent successful prediction.
Note that the last two rows show no difference between the prediction and both
f ramet−1 and the ground truth. This is not surprising as these rows represent fixations,
and there is little difference between f ramet−1 and f ramet . The first two rows show saccadic eye movement, and the improvement in the performance is clear; the error between
the prediction and ground truth is reduced. We can predict the direction and magnitude
of the movement to a certain extent. The error in the eyelashes are significant in the third
and fourth rows, representing blink sequences. Minimal errors in the pupil and iris region
suggest that the model successfully predicts the movement with high confidence. We are
not concerned about the eyelashes, which are of low priority.
Further, quantitative results are necessary to see if the model performs with high
accuracy in most cases. We present the pixel-wise mean square error for our temporal prediction network in Table 10.3. Various eye movements such as saccades, blinks,
smooth pursuit, fixation, and the overall dataset are shown. Overall dataset has different
combinations of fixations, saccades, blinks, and smooth pursuit. A lower score represents
the best performance. We also report the MSE score when the prediction is last frame
(t-1). As earlier mentioned, we do not want our model to perform this way. Various setups
A, B, C, D are tested with varying parameters α which is dependent on eye movements.
At last, we have a test case for the unordered dataset. Unordered setup refers to the case
when images are collected in an ordered sequence but used for training in random order.
This is a critical test case to test if our temporal branch accounts for the dynamics of the
eye movements or if only the large number of input images accounts for this performance.
We observe the best performance when we have a sequential dataset in setup C with
high values of α. We note that the best performance is because the network does an excel-
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Figure 10.3: The qualitative results of the temporal prediction branch. The left column
is the predicted frame. The second column is f ramet−1 ; the last frame in the sequence
before the ground-truth frame. The third frame is the difference between the prediction
and frame t−1. The fourth column is the ground-truth frame f ramet and the final column
is the difference between the prediction and the ground truth. Rows 1 & 2 are from a
saccadic eye movement sequence; rows 3 & 4 are from blinks, and rows 5 & 6 are from
fixation sequences. Gray pixels in the difference columns represent no difference between
the compared images.
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Table 10.3: Mean squared error of the temporal prediction branch for different setups
described in the first column. f(.) refers to the two images that are compared. Performance
is reported for overall (all eye movement classes), saccades, blinks, smooth pursuit, and
fixations. α has three values in the form of (saccade, blinks ; smooth pursuit; fixation). β
is set to 1 in these experiments. Rows 3 - 6 report mean and standard error of the mean
based on four runs of those tests.
Setup
Two frames (t-1)
and t (baseline);
f(input(t-1),GT(t))
When prediction
is frame (t-1);
f(input(t-1),Pred(t))
A [α=0,0,0]
f(GT(t), Pred(t))
B [α=100,50,10]
f(GT(t), Pred(t))
C [α=2000,1000,200]
f(GT(t), Pred(t))
Unordered
[α=2000,1000,200]
f(GT(t), Pred(t))

Overall

Saccades

Blinks

Smooth
Pursuit

Fixation

0.97

1.29

2.97

1.99

0.46

0.98

1.27

3.97

0.74

0.29

1.22 ± 0.05

1.19±0.06

3.24±0.09

2.02±0.12

0.86±0.04

0.69±0.05

0.65±0.05

2.10±0.06

1.32±0.17

0.45±0.05

0.60±0.02

0.57±0.03

2.06±0.06

0.99±0.11

0.38±0.02

1.52±0.13

1.84±0.13

4.69±0.13

1.71±0.15

0.80±0.16

lent job in predicting saccades and blinks, which are the most challenging eye movements.
However, we see a disadvantage of this setup. The easiest type of eye movement is not
learned correctly, and the model has a negative effect. We believe this is due to high
weight in saccade and blinks compared to other eye movements, making the network learn
only the difficult eye movements degrading the performance in the fixation as the network
expects the movement of the eye. Further, an exploration on β was also performed for the
best case C. We observed a dip in performance from 0.6 to 0.73 for overall data, 0.57 to
0.67 for saccades, 2.06 to 2.05 for blinks, 0.99 to 1.32 for smooth pursuit; and 0.38 to 0.51
for fixation when β was changed to 0 from 1.
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Table 10.4: Quantitative results of temporal segmentation. Baseline case is without any
temporal branch. All the other cases are with temporal branch either sequential or unordered.
Setup
Segmentation branch only (baseline)
A [α=0,0,0]
B [α=100,50,10]
C [α=2000,1000,200]
Unordered [α=2000,1000,200]

mIoU score
93.78%
93.82%
93.81%
93.82%
93.77%

Temporal Segmentation
Table 10.4 contains quantitative results for different temporal segmentation conditions.
Segmentation branch only serves as the baseline for comparison. It shows the result of
models trained and tested on non-sequential frames. Setups labeled A, B, and C include
models trained and tested on ordered sequences. Finally, the Unordered setup represents
models trained on randomized sequences and tested on ordered sequences. While all
the ordered cases (A, B, & C) resulted in higher mIoU scores, the improvements were
small, suggesting that the proposed network was unable to learn significant temporal
dependencies. Two possibilities, for this reason, are that the attention mechanism used in
the model could not leverage the information captured by the temporal prediction branch
or that the performance of the segmentation branch has reached ceiling performance.
Future work in this area is warranted.

10.4

Conclusion and Future Directions

In this chapter, I described two experiments designed to test the ability of our synthetic
dataset to improve the performance with real images and to approach data-driven questions like: Can segmentation networks be improved by leveraging temporal correlations
present in natural gaze dynamics?. The tests showed no change in the performance, mainly
because there is still a domain gap between our dataset and the real-world dataset. However, we saw a promising result for the task for frame prediction, even for complex eye
movements like saccades and blinks, suggesting it is the right direction to pursue.
It is likely that the variability in ground truth annotations by human labelers, as seen
in Figure 9.1, may limit the improvements in segmentation. The domain gap is the other
primary factor for limited improvement the model is trained only on synthetic datasets
and tested on real datasets. This suggests we still need to improve the quality of our
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renderings to reduce the gap.
Note that there is no change in overall segmentation performance even when the temporal branch performance is improved. This suggests that the attention mechanism is not
helping to provide any information to the segmentation branch. Therefore, new mechanisms are needed to leverage the information from the temporal prediction branch.

Chapter 11

Privacy Preservation in Eye
Videos1
Previous chapters have focused on methods to improve the precision and accuracy of videobased eye-tracking. In this chapter, I introduce the use of synthetic imagery to address
privacy in video-based eye tracking; a growing concern in the field.
In recent years, significant efforts have been made toward preserving privacy in all
aspects of life. In eye-tracking, the sensitivity of data that the eye-trackers capture makes
it crucial to come up with solutions to preserve privacy [17, 89, 114, 181, 182]. Much of my
work has been focused on methods to capitalize on the important information contained
in the eye images and the iris as important signals, and that same information can be used
to identify individuals, so I sought methods to simultaneously maintain the information
needed to robustly track the eye and to preserve observers’ identities. This chapter presents
a novel approach of preserving the privacy of the eye videos using the Rubber Sheet
model [41], a popular iris recognition matching technique.

11.1

Background

The use of eye-tracking is extending beyond traditional research, medical diagnosis, and
behavioral studies into the rapidly expanding fields of augmented and virtual reality. As
the technology extends from the research lab to the general public, the essential concern of data privacy needs to be addressed. Eye data provides valuable privacy-sensitive
information that provides insight about human behavior, private life, health data, and
1

This chapter is based on the paper Privacy-Preserving Eye Videos using Rubber Sheer Model [Chaudhary and Pelz, 2020 [26]]
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biometric signatures, etc. [17, 89, 114, 181, 182]. According to a survey conducted by [181],
people are interested in sharing eye-tracking data if it helps them in medical diagnosis or
in improving their user experience but not for use in personal or behavioral studies. This
demands proper privacy regulations and changes in data capture mechanisms to protect
users’ privacy [114].
Recently [17, 89, 114, 181, 182] have proposed solutions for eye-tracking data privacy.
Some of these efforts [114, 181] are related to preserving privacy in gaze data in addition
to the eye images, as it may also provide important information regarding the individual’s
attention, cognitive ability, health, and emotions. The proposed solutions have been to
limit the ability to identify individuals’ data by aggregating data of multiple participants
into a statistical database/representations (differential privacy) [114,181]. Similarly, [182]
proposed a solution to capture the eye tracker’s first-person video, based on scene image
and eye movements.
To our knowledge, only [17, 89] have considered the possibility of identifying individuals based on eye videos. Eye videos contain information about the pupil, iris, sclera,
eye corners, eyelids, and face, in addition to the eye movements. Among these, the iris
contains the most important biometric data, as iris patterns are unique among individuals [39]. John et al. [89] proposed a technique to improve privacy by defocusing the eye
image (optically or through digital blurring) while retaining satisfactory accuracy in gaze
estimation. Both [151], and [89] showed that iris recognition accuracy degrades when
the eye image is blurred.
John et al. [89] showed that pupil detection rates started to deteriorate with increased
Gaussian blur, even though their results indicated that iris recognition was maintained
over certain ranges of Gaussian blur. Thus, there exists a trade-off between pupil detection
and iris identification. Further, providing a detailed (unsmoothed) texture to eye images
is vital for most of the deep learning-based architectures such as [145, 146, 206], which
learn eye characteristics, such as pupil and iris, based on features from the whole image.
Gaze-estimation methods based on tracking iris textures [21,150] obviously require focused
images.
The main contribution of this chapter is a method to prevent iris identification by a
transformation technique based on the rubber sheet model [41] which maps every point in
the Cartesian coordinate system to a rectangular representation of its polar coordinates
to generate a new uncorrelated iris texture eye image without degrading the estimation of
gaze. Figure 11.1 shows our proposed iris replacement pipeline.
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Replace
Iris
Texture

Figure 11.1: Proposed iris replacement pipeline.

11.2

Methods

In this section, I discuss the mapping of the identifiable source original image to the nonidentifiable target iris by the following steps: eye segmentation, iris transformation, and
glint replacement.

11.2.1

Eye Segmentation

Initially, to proceed with a rubber sheet model, we need to segment the region of interest,
namely pupil and iris, as we require the pupillary and limbus border points for the rubber
sheet model [41]. As our main concern lies in the proof of concept of the iris transformation
approach and not in designing an eye segmentation model, we use the pre-trained RITnet
model [23] as it is capable of isolating the pupil, iris, and sclera regions with high accuracy
in real-time.

11.2.2

Iris transformation

After the region of the iris and pupil are segmented, the source glint is removed (see
Section 11.2.3) we transform the source images to target iris images. A complex solution
is required to replace the iris texture in the given images with a new texture because we
must consider factors such as perspective deformation, pupil dilation, and occlusion with
the eyelids. We apply a rubber sheet transformation on the target iris with the distance
between the iris and pupil boundary being represented by r. Note that the rubber sheet
model considers factors such as pupil dilation and iris deformation [122]
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Figure 11.2: Basic flow of proposed method (Section 11.2). The source image [61] is passed
to a CNN to annotate the eye regions. The target iris undergoes a rubber sheet model
transformation [40] followed by other transformations based on the information from the
source image. This results in a generated iris similar to the source iris shape, which is
then mixed with the source image to get the final image after the glints are replaced.
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Figure 11.3: Iris texture deformation. (Top) The annotated labels for one radial angle.
As we move from the center of the iris to the maximum iris radius (R), we encounter
pixels representing pupil, iris, and sclera/eyelid regions. Sclera region is also possible as
we consider the circle with radius R (major axis) and iris region is not circular. In this
example, the eyelid is covering part of the iris, so we see a gap between the ellipse fit
and the predicted iris segmented mask. (Middle) The generated texture along that radial
angle. (Bottom) After interpolation of the textured pattern, it only covers the desired iris
as seen in (Top). Note that the deformation is executed according to the iris ellipse fit,
but some iris features are invisible under the eyelids.

The goal is to match the target iris to the source iris, so the iris orientation, position,
and size of target and source should be the same. Thus, after the transformation of
the target iris to an unwrapped rectangular form, we use cubic interpolation along the r
direction to match the maximum source iris radius (R). To account for iris rotation, we
shift the interpolated iris template along the positive x-direction (θ) based on the elliptical
rotation of the source iris.
Every point on the template generated after rotation must be matched with the source
iris, taking into account factors such as iris deformation, ellipse shape, non-concentric
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pupil-iris displacement, and extreme eye positions. To do this, we use a ratio of the
number of pixels of the sclera/eyelid, pupil, and iris in the source image along R and fit
along the θ direction through interpolation and matching, as shown in Figure 11.3.
After the properties of iris deformation and eye-region are correctly identified, the
unwrapped rectangular region is converted back into the Cartesian coordinate system
with the inverse process of the rubber sheet model. The result is that the derived position
of the iris is in the same position as the iris in the source image. It is also necessary to
match the source iris and generated iris intensity distribution, which is done by histogram
equalization. Finally, each pixel of the iris in the source image is replaced by the same
pixel in the generated iris image to get the final generated image. Refer to Figure 11.2 for
the basic flow of our methodology.

11.2.3

Glints

The glints were removed from the target iris image before the transformations described in
Section 11.2.2. Because some eye-tracking methodologies rely on glints for gaze estimation,
we replace the glints in the same position on the generated image. The glints are the
brightest region in an image; we threshold these glints based on the digital count on the
source image, then replace them on the generated image to get our final eye image.

11.2.4

Blended Image

Phillips and Komogortsev [151] and John et al. [89] convolved the entire eye image with
Gaussian kernels to degrade the iris recognition process. Our transformation step does
not degrade the eye image; instead, it replaces the iris region with a different high-quality
iris texture image even when there is motion blur. We also propose a way to improve
on our transformation pipeline by blending the source iris with the generated iris. The
pipeline replaces the region indicated in the blue shaded color box in Figure 11.2. As
we are confident in pupil segmentation, we isolate an elliptical region of 5 pixels around
the pupil boundary and find the median digital count. This region in the generated iris
is replaced by this median digital count allowing pupil detection algorithms to detect
the original pupil robustly. Then we blend the source iris and the generated iris with a
weighted elliptical gradient function (Equation 11.1) [80] giving high importance to the
generated iris towards the iris boundary. These images are referred to as blended images
in the following sections.
w=

((x − h)cosθ + (y − k)sinθ)2 ((y − k)cosθ − (x − h)sinθ)2
+
a2
b2

where (h, k, a, b, θ) are standard ellipse parameters.

(11.1)
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Dataset and Evaluation

We evaluated our technique on the publicly available OpenEDS Semantic Segmentation
dataset [61] using the state-of-the-art RITnet model trained on the OpenEDS dataset.
Since the ground truth of the OpenEDS test dataset is not publicly available, we compared
the performance to the validation set.
To evaluate the performance of the images after alteration to protect privacy, we
compared results for the source, generated and blended images based on 1) mean per-class
Intersection over Union (mIoU) segmentation results when tested with the trained models;
2) center estimate based on an ellipse fit of the segmentation mask of the pupil; 3) the
reported pupil center based on the open-source software from Pupil Labs [91]; and 4)
computing the similarity of iris representations using the normalized Hamming distance
(HD) as proposed by Daugman [40]. For comparison, we also generated another privacypreserving eye image where every pixel in the iris region was replaced by the median digital
count of the iris in that image (referred to as a median image). The replacement of the
iris region with the median digital count can be useful in any system not relying on the
iris features in the image.

11.4

Results

Figure 11.4 shows a cropped sample of the image from the OpenEDS dataset and its
transformation images along with blended and median images. The results are shown
in Tables 8.1-3. Table 11.1 shows the mIoU for images from the OpenEDS validation
set for the source, generated, blended, and median image, respectively. There is a small
decrement in mIoU performance, never exceeding 2.1% in the generated and blended image
sets, though the median image set (without a replacement iris texture) reaches 2.9%.
The table also shows the per-class accuracies for the pupil, iris, sclera, and background.
Table 11.2 shows the mean square error (MSE) in the estimate of the pupil center based on
an ellipse fit on the predicted labels for various images in both horizontal (x) and vertical
(y) directions. Note that all the results presented are with respect to the ellipse fit on the
ground truth.
Table 11.3 represents the 2D pupil fit results of the video sequence from the images by
the open-source Pupil Labs software (V1.8-26). The reported metrics are pupil detection
rate, the proportion of images with pupil detection confidence over 80%, and MSE in x
and y directions. The MSE, in this case, was calculated after rejecting 5% of outliers.
Note that the video was not recorded with a Pupil Lab tracker, but the videos were
processed, keeping all parameters (such as the region of interest, pupil intensity, minimum
pupil radius, and maximum pupil radius) constant for all videos. Out of 2403 images, we
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Figure 11.4: Sample Images: (A) Source, (B) Generated, (C) Blended, (D) Median
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Table 11.1: Comparison of the mean Per class IoU for the original source, generated,
blended and median images.
Class
mIoU
Pupil
Iris
Sclera
Background

Source
95.75
94.82
95.61
93.11
99.46

Generated
93.66
93.78
91.29
90.53
99.05

Blended
94.44
94.14
92.97
91.40
99.25

Median
92.85
93.85
90.46
87.77
99.31

Table 11.2: MSE in pupil center estimate based on ellipse fit on the segmentation mask
with respect to ground truth.
Images
M SEx
M SEy

Source
0.77
0.51

Generated
0.72
1.40

Blended
0.72
0.88

Median
1.01
0.98

saw a pupil detection increment in seven generated images and 48 median images relative
to the source image, and a decrement in nine blended images. Results for samples with
pupil detection confidence above 80% showed an increment of 19, 85 and six samples in
generated, median and blended images, respectively. The MSE results were consistent for
all the videos.
Figure 11.5 shows the relationship between the error in the pupil center approximation
and the IoU score. The plot shows that when the IoU score is improved, there is a decrease
in pupil center estimate, highlighting the segmentation accuracy as an indirect measure of
gaze accuracy. It is important to note that outliers are also reduced, signifying the overall
change in the pupil estimate.
The Hamming distance was computed between the modified (generated/blended) iris
with its source iris based on encoding procedure of [122] and matching technique of [40].
For iris with uncorrelated iris texture maps (generated ), HD was 0.47 ± 0.01. But when
the weighted elliptical gradient blending (blended ) was introduced, the HD decreased to
0.27 ± 0.04 with the increased possibility of identification.

11.5

Discussion

Current video-based systems allow individuals to be identified through their eye videos,
which is a privacy concern. We presented an approach to preserve privacy by replacing the iris with uncorrelated iris texture maps (HD = 0.47 ± 0.01). The iris texture is
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Table 11.3: Estimates based on Pupil Labs Software [91]
Images
Detection Rate
> 80% confidence
M SEx
M SEy

Source
76.70%
68.29%
N/A
N/A

Generated
76.99%
69.12%
0.08
0.25

Blended
76.36%
68.58%
0.06
0.09

Median
78.73%
71.83%
0.08
0.23

replaced by taking advantage of the Daugman’s rubber sheet model and RITnet. The proposed method handled iris deformation due to perspective projection, specular glints, and
elliptical-shaped iris/pupil transformation. We showed that this transformation degrades
the performance by 2.09% in mIoU, 1.04% in pupil segmentation, and 0.47 pixels root
MSE. Instead of an uncorrelated image, the introduction of the weighted elliptical gradient blending (HD= 0.27 ± 0.04) with the source image only degraded the performance by
1.31%, 0.68%, 0.23 pixels, respectively.
We also show similar results when the videos are fed to the open-source Pupil Labs
software. There is a boost of over 2% in the pupil detection and proportion of the confidence over 80% metric in the median image since it is easy for the algorithm to detect the
clean pupil/iris boundary. This suggests that any eye-tracking methodology focused on
detecting pupils based on edges can simply use the median image. However, the disadvantage of the use of the median iris image is a significant decrement in neural network-based
performance in the segmentation task. We can argue that the results for the segmentation
can be improved if such a network is trained on generated, blended, and median images,
but the primary concern of this chapter lies in the performance comparison without retraining the architectures. Overall, our results for all the cases are comparable to real
video results and shows the benefit of using this approach instead of degrading eye videos
by blurring.
The proposed approach handles image generation with both artificial and real eye
images. With the evolution of deep learning architectures, especially generative adversarial
networks (GANs) [69], there is the possibility of creating unidentifiable videos based on
learned features. However, the more significant challenges for such architectures are the
requirement of huge databases with proper ground truth, no proper validation metric, and
no study of gaze estimation on GAN-generated images.
Our method improved on previous attempts to limit identification through iris recognition in eye-tracking videos. However, the study had a number of limitations. First, a
person can be identified by eye features other than the iris, such as the sclera, eye corners,
eyelids, facial structure, and even eye movements. Our current study does not account for
such factors. Since we also segment the sclera, a similar sclera-generation technique could
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Figure 11.5: Box plot showing how the pupil center estimation error is improved when
there is improvement of the IoU score. Blue line indicates the 95% confidience.

be implemented in our pipeline. Secondly, we have tried to adapt the lighting condition
of the iris-based histogram equalization, but it does not account for the positioning and
occlusion of the IREDs. Note that histogram equalization (as in Figure 11.2) boosted the
performance by 2%. A more general technique to match lighting and other performance
would be valuable for our model. Furthermore, the replacement of a part of one image
with another can have unintended consequences. One example of this is when features
like eyelashes covering the iris are replaced by the generated iris without the eyelashes,
leading to discontinuities in the iris/pupil border.

11.6

Summary

We have proposed a new method for altering eye videos in a manner that preserves observer
privacy without significantly affecting the accuracy of feature-based and appearance-based
gaze-tracking methods. The new images have no correlation with the original video in
terms of iris patterns, which prevents iris recognition while permitting pupil, cornealreflection, and iris-texture tracking.

Chapter 12

Conclusion and Future Works
In this dissertation, I introduce and evaluate a number of methods to improve the precision and accuracy of the video-based eye-tracking system using machine learning-based
approaches. Traditionally, most eye-tracking was performed by tracking pupil regions using image-processing and computer vision-based methods. I have discussed the problems
with these methods, proposed solutions to address these problems, and provided a direction for future research. Here, I highlight the significant contributions (and limitations)
in each chapter and propose future directions that I believe will be useful.
In Chapter 4, I configured two hardware setups to extract high-resolution images of the
iris in a chin-rest design using a mirrorless digital camera. Iterative refinements in the
light source and stimuli display method were described. The prototypes allowed the study
of miniature eye movements in the chin-rest setup. The major problem with this setup
is the incapability of being used for experiments in natural conditions. Further, the experiments were performed on a small teleprompter screen, but a wider field of view is
preferred. Future work should try to use a miniaturized version of the setup or a low-cost
commercial eye tracker to allow for experiments in natural conditions.
Chapter 5 advances Pelz and Hansen’s (2017) [150] original concept of using iris features
for improving the precision of eye-tracking systems. I demonstrated that we could identify miniature eye movements for head-fixed video-based eye trackers by tracking the iris
features across consecutive frames. The study includes details like extracting the region
of interest (iris) for a wide range of observer populations and head motion compensation.
The major limitation of this study was temporal drift inherent in the system, which is the
result of the integration of the velocity signal over time, and secondly, insufficient number
of feature matches during the blinks. These limitations were addressed in Chapter 6.
167
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Chapter 6 proposes a mathematical formulation to address the issues of the temporal
drift and an insufficient number of feature matches during a saccade by using a modified
Kalman filter approach that estimated a reliable signal by disentangling and combining
the information from the iris and the pupil. It can be thought of as the combination of
high-frequency information from the iris with low-frequency components from the pupil
position, but theoretically, we do not build this into a system rather an optimal combination of both. This is one of the main contributions of my dissertation. Without degrading
the system’s accuracy, I demonstrated improved precision in terms of standard deviation
and sample to sample root mean square during fixation and smooth pursuit tasks resulting
in high certainty in detecting microsaccades as small as 0.2◦ . The mathematical formulation shifts weight between the iris and traditional methods based on the confidence in the
iris signals. The method was very effective with a chin-rest system using a high-resolution
camera, but the performance did not extend to a low-cost commercial eye-tracker as the
feature matches were very low and did not represent a good signal, thus deteriorating
the performance. Feature matches were reduced during saccades because of motion blur.
Future work should attempt to address these issues to allow the use of this pipeline on
low-cost, wearable eye trackers. Note that while we only implemented the traditional PCR system as the default signal for pupil position, the proposed method can use any pupil
signal (e.g., appearance-based and 3D-model). Exploration in this field is left as an open
question.
Chapter 7 presented advances in segmentation paradigms. To improve the robustness
and generalizability of detection of eye parts (i.e., pupil, iris, and sclera), U-Net inspired
the state-of-the-art architectures like RITnet and DenseElNet are proposed. RITnet is an
efficient, lightweight architecture with loss functions and augmentations schemes designed
for the eye-tracking domain. DenseElNet addresses a problem of imprecise ellipse fits
during occlusion by directly predicting ellipse parameters and regions rather than simply
segmenting and labeling image regions. Improved segmentation models with improved
pupil and iris center estimates are demonstrated with these models. The next steps for
this work would be to implement an end-to-end deep neural network to predict the 3D
model of the eye and estimate gaze direction from the sequences of eye images by leveraging eye parts.
To utilize unlabeled eye images and reduce the need for tedious and inconsistent labeling, Chapter 8 presents two semi-supervised frameworks to leverage domain-specific
augmentations and novel pretext learning tasks that account for spatially varying image
transformations. This work shows that we can improve the performance even when only a
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small number of labeled images are available by learning the hidden relationships present
in the unlabeled dataset. The work brings an exciting avenue for the eye-tracking domain.
Our performance for 940 images was within 0.07%, with the model trained on 8916 images. However, we desire the performance to be higher. Future work should test whether
changing to architectures with additional parameters is beneficial.
In Chapter 9, a novel data-driven temporal rendering pipeline is described to reduce
the burden of labeling real-world datasets. This pipeline improves the previous RIT-Eyes
pipeline, as the improved pipeline allows rendering temporally contiguous datasets with
3D modeling of eye features such as eyelids and the pupil pose derived from real eye videos.
Even though the videos look visually appealing, the dataset’s quality remains a question.
I explored a few methods to study the dataset’s quality and see that the latent space
representation is closer to the dataset it attempts to approximate, but still, there is an
open question of a good quality metric.
The pipeline also has room for improvement in rendering. The renderings can be improved by integrating depth of field, adding additional control-structure ‘bones’ in the
upper and lower eyelids, adding image noise, and simulating compression artifacts. The
‘breadth’ of synthetic images can be increased by improved modeling of the caruncle, modeling of less-common eye types like those with epicanthal folds, and improving the fidelity
of the scleral regions. Additionally, changing the reference frame from the perspective of
the Świrski eye model to that of the scene camera might be another area of interest to the
eye-tracking community.
Chapter 10 investigates the value of our dataset for applications with real-eye images
and explores the possibility of temporal segmentation, providing direction for future research. The poor performance of our dataset for the real-world dataset reveals a large
domain gap. Reducing this gap will require an improvement in the quality of our renderings or perhaps GAN-based structures for transforming the renderings to look more
realistic and improve model performance. An exciting and promising result in this chapter
was the ability of the model to successfully predict future frames, opening an interesting
area to the community to be explored.
Chapter 11 extends the work on the accuracy and precision of eye trackers to address
the growing concern in the eye-tracking community to ensure privacy. I described a new
method to alter eye videos with an arbitrary synthetic iris texture and reduce the possibility of personal identification. Importantly, this does not significantly affect the accuracy of
the eye-tracking system. There are possible improvements in this work. In Section 11.2.2,
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iris rotation is computed based on the elliptical rotation of the source iris. It would be
preferable, however, to find the actual iris rotation by incorporating a measure of ocular
torsion with the Rubber Sheet model [109,135] or by tracking iris texture features [21,150]
in the source images, which would support the measurement of torsional eye movements.
Another area of improvement is the realism in the eye images by incorporating GANs.
Further, to support real-time use, the study should focus on the processing load of preprocessing steps, fast implementation of rubber sheet mapping, and its inverse with possible vectorization techniques.
The motivation behind all of this work is leveraging contemporary machine learning methods to improve the accuracy, precision, and privacy of video-based eye-tracking systems.
The work has included the proposal for new techniques to improve precision for headfixed video-based eye-tracking systems, solutions for segmenting the eye regions robustly
(including leveraging the unlabeled images). Future work can now utilize data-driven synthetic datasets to reduce the efforts in capturing and labeling real-world eye imagery. My
research has advanced the field of gaze estimation and provided future direction for the
field to grow.
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bias/variance dilemma. Neural computation, 4(1):1–58, 1992.
[65] Sandesh Ghimire, John L Sapp, B Milan Horacek, and Linwei Wang. Noninvasive
reconstruction of transmural transmembrane potential with simultaneous estimation
of prior model error. IEEE transactions on medical imaging, 2019.

BIBLIOGRAPHY

177

[66] Michael E Goldberg, HM Eggers, and P Gouras. The oculomotor system. Principles
of neural science, pages 660–676, 1991.
[67] Gene H Golub and Christian Reinsch. Singular value decomposition and least squares
solutions. In Linear algebra, pages 134–151. Springer, 1971.
[68] IJ Good. Probability and the weighing of evidence,(london: C. griffin, 1950).,”.
Rational Decisions,” JRSS, Ser. B, 14:107–114, 1952.
[69] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In
Advances in neural information processing systems, pages 2672–2680, 2014.
[70] Eric Groen, Jelte E Bos, Peter FM Nacken, and Bernd De Graaf. Determination
of ocular torsion by means of automatic pattern recognition. IEEE Transactions on
Biomedical Engineering, 43(5):471–479, 1996.
[71] Matthias Grundmann, Vivek Kwatra, and Irfan Essa. Auto-directed video stabilization with robust l1 optimal camera paths. In CVPR 2011, pages 225–232. IEEE,
2011.
[72] Elias Daniel Guestrin and Moshe Eizenman. General theory of remote gaze estimation using the pupil center and corneal reflections. IEEE Transactions on biomedical
engineering, 53(6):1124–1133, 2006.
[73] Prashnna Kumar Gyawali, Sandesh Ghimire, Pradeep Bajracharya, Zhiyuan Li, and
Linwei Wang. Semi-supervised medical image classification with global latent mixing.
In International Conference on Medical Image Computing and Computer-Assisted
Intervention, pages 604–613. Springer, 2020.
[74] Prashnna Kumar Gyawali, Zhiyuan Li, Sandesh Ghimire, and Linwei Wang. Semisupervised learning by disentangling and self-ensembling over stochastic latent space.
In International Conference on Medical Image Computing and Computer-Assisted
Intervention, pages 766–774. Springer, 2019.
[75] Ziad M Hafed and James J Clark. Microsaccades as an overt measure of covert
attention shifts. Vision research, 42(22):2533–2545, 2002.
[76] Dan Witzner Hansen and Qiang Ji. In the eye of the beholder: A survey of models
for eyes and gaze. IEEE transactions on pattern analysis and machine intelligence,
32(3):478–500, 2009.

BIBLIOGRAPHY

178

[77] Richard Hartley and Andrew Zisserman. Multiple view geometry. Computer Vision,.
Cambridge University Press, 2000.
[78] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning
for image recognition. In Proceedings of the IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, volume 2016-Decem, pages 770–778,
2016.
[79] Zhixiang He, Chi-Yin Chow, and Jia-Dong Zhang. Stcnn: A spatio-temporal convolutional neural network for long-term traffic prediction. In 2019 20th IEEE
International Conference on Mobile Data Management (MDM), pages 226–233.
IEEE, 2019.
[80] Mark C Hendricks. Rotated ellipses and their intersections with lines, 2012.
[81] Anita Hendrickson. Organization of the adult primate fovea.
degeneration, pages 1–23. Springer, 2005.

In Macular

[82] Frouke Hermens. Dummy eye measurements of microsaccades: Testing the influence
of system noise and head movements on microsaccade detection in a popular videobased eye tracker. 2015.
[83] Todd M Herrington, Nicolas Y Masse, Karim J Hachmeh, Jackson ET Smith, John A
Assad, and Erik P Cook. The effect of microsaccades on the correlation between
neural activity and behavior in middle temporal, ventral intraparietal, and lateral
intraparietal areas. Journal of Neuroscience, 29(18):5793–5805, 2009.
[84] Gao Huang, Zhuang Liu, Laurens van der Maaten, and Kilian Q. Weinberger.
Densely Connected Convolutional Networks. In 2017 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), volume 2017-Janua, pages 2261–2269.
IEEE, 7 2017.
[85] Simon Jegou, Michal Drozdzal, David Vazquez, Adriana Romero, and Yoshua Bengio. The One Hundred Layers Tiramisu: Fully Convolutional DenseNets for Semantic
Segmentation. IEEE Computer Society Conference on Computer Vision and Pattern
Recognition Workshops, 2017-July:1175–1183, 2017.
[86] Wei Jiang and Na Ying. Improve object detection by data enhancement based on
generative adversarial nets. arXiv preprint arXiv:1903.01716, 2019.
[87] Xiaojie Jin, Xin Li, Huaxin Xiao, Xiaohui Shen, Zhe Lin, Jimei Yang, Yunpeng
Chen, Jian Dong, Luoqi Liu, Zequn Jie, et al. Video scene parsing with predictive

BIBLIOGRAPHY

179

feature learning. In Proceedings of the IEEE International Conference on Computer
Vision, pages 5580–5588, 2017.
[88] Anjali K Jogeshwar. Tool for the analysis of human interaction with two-dimensional
printed imagery. MS Thesis, Rochester Institute of Technology, 2019.
[89] Brendan John, Sanjeev Koppal, and Eakta Jain. Eyeveil: degrading iris authentication in eye tracking headsets. In Proceedings of the 11th ACM Symposium on Eye
Tracking Research & Applications, pages 1–5, 2019.
[90] Tarun Kalluri, Girish Varma, Manmohan Chandraker, and CV Jawahar. Universal
semi-supervised semantic segmentation. In Proceedings of the IEEE International
Conference on Computer Vision, pages 5259–5270, 2019.
[91] Moritz Kassner, William Patera, and Andreas Bulling. Pupil: An open source
platform for pervasive eye tracking and mobile gaze-based interaction. UbiComp
2014 - Adjunct Proceedings of the 2014 ACM International Joint Conference on
Pervasive and Ubiquitous Computing, pages 1151–1160, 2014.
[92] Hoel Kervadec, Jihene Bouchtiba, Christian Desrosiers, Éric Granger, Jose Dolz,
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[141] Yassine Ouali, Céline Hudelot, and Myriam Tami. Semi-supervised semantic segmentation with cross-consistency training. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 12674–12684, 2020.
[142] Cristina Palmero, Abhishek Sharma, Karsten Behrendt, Kapil Krishnakumar,
Oleg V Komogortsev, and Sachin S Talathi. Openeds2020: Open eyes dataset.
arXiv preprint arXiv:2005.03876, 2020.

BIBLIOGRAPHY

184

[143] Cristina Palmero Cantarino, Oleg V. Komogortsev, and Sachin S Talathi. Benefits
of temporal information for appearance-based gaze estimation. In ACM Symposium
on Eye Tracking Research and Applications, ETRA ’20 Short Papers, New York,
NY, USA, 2020. Association for Computing Machinery.
[144] Seonwook Park, Emre Aksan, Xucong Zhang, and Otmar Hilliges. Towards end-toend video-based eye-tracking. In European Conference on Computer Vision, pages
747–763. Springer, 2020.
[145] Seonwook Park, Adrian Spurr, and Otmar Hilliges. Deep pictorial gaze estimation.
In Proceedings of the European Conference on Computer Vision (ECCV), pages
721–738, 2018.
[146] Seonwook Park, Xucong Zhang, Andreas Bulling, and Otmar Hilliges. Learning to
find eye region landmarks for remote gaze estimation in unconstrained settings. In
Proceedings of the 2018 ACM Symposium on Eye Tracking Research & Applications,
page 21. ACM, 2018.
[147] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang,
Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer.
Automatic differentiation in pytorch. 2017.
[148] Jami Pekkanen and Otto Lappi. A new and general approach to signal denoising and
eye movement classification based on segmented linear regression. Scientific reports,
7(1):1–13, 2017.
[149] Jeff B Pelz and Roxanne Canosa. Oculomotor behavior and perceptual strategies in
complex tasks. Vision research, 41(25-26):3587–3596, 2001.
[150] Jeff B Pelz and Dan Witzner Hansen. System and method for eye tracking.
International Patent Application No. PCT/US2017/034756, 2017.
[151] Clark Phillips and Oleg V Komogortsev. Impact of resolution and blur on iris
identification. Technical report, Technical Report, 2011.
[152] Stephen M Pizer, E Philip Amburn, John D Austin, Robert Cromartie, Ari
Geselowitz, Trey Greer, Bart ter Haar Romeny, John B Zimmerman, and Karel
Zuiderveld. Adaptive histogram equalization and its variations. Computer vision,
graphics, and image processing, 39(3):355–368, 1987.
[153] Stephen Lucian Polyak. The retina. 1941.

BIBLIOGRAPHY

185

[154] Florentin Poucin, Andrea Kraus, and Martin Simon. Boosting instance segmentation
with synthetic data: A study to overcome the limits of real world data sets. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, pages
945–953, 2021.
[155] Dilip K. Prasad, Maylor K.H. Leung, and Chai Quek. ElliFit: An unconstrained,
non-iterative, least squares based geometric Ellipse Fitting method. Pattern
Recognition, 46(5):1449–1465, 2013.
[156] William H Press and Saul A Teukolsky. Savitzky-golay smoothing filters. Computers
in Physics, 4(6):669–672, 1990.
[157] Jan M Provis, Adam M Dubis, Ted Maddess, and Joseph Carroll. Adaptation of
the central retina for high acuity vision: cones, the fovea and the avascular zone.
Progress in retinal and eye research, 35:63–81, 2013.
[158] Shrinivas J Pundlik, Damon L Woodard, and Stanley T Birchfield. Non-ideal iris
segmentation using graph cuts. In 2008 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition Workshops, pages 1–6. IEEE, 2008.
[159] Dale Purves, George J Augustine, David Fitzpatrick, William Hall, Anthony-Samuel
LaMantia, and Leonard White. Neurosciences. De Boeck Supérieur, 2019.
[160] Floyd Ratliff and Lorrin A Riggs. Involuntary motions of the eye during monocular
fixation. Journal of experimental psychology, 40(6):687, 1950.
[161] Keith Rayner. The 35th sir frederick bartlett lecture: Eye movements and attention
in reading, scene perception, and visual search. Quarterly journal of experimental
psychology, 62(8):1457–1506, 2009.
[162] Douglas Reynolds. Gaussian Mixture Models, pages 659–663. Springer US, Boston,
MA, 2009.
[163] Lorrin A Riggs, Floyd Ratliff, Janet C Cornsweet, and Tom N Cornsweet. The
disappearance of steadily fixated visual test objects. JOSA, 43(6):495–501, 1953.
[164] Martin Rolfs. Microsaccades:
49(20):2415–2441, 2009.

small steps on a long way.

Vision research,

[165] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedical image segmentation. In International Conference on Medical
image computing and computer-assisted intervention, pages 234–241. Springer, 2015.

BIBLIOGRAPHY

186

[166] German Ros, Laura Sellart, Joanna Materzynska, David Vazquez, and Antonio M
Lopez. The synthia dataset: A large collection of synthetic images for semantic
segmentation of urban scenes. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 3234–3243, 2016.
[167] German Ros, Simon Stent, Pablo F Alcantarilla, and Tomoki Watanabe. Training
constrained deconvolutional networks for road scene semantic segmentation. arXiv
preprint arXiv:1604.01545, 2016.
[168] Christos Sakaridis, Dengxin Dai, and Luc Van Gool. Semantic foggy scene understanding with synthetic data. International Journal of Computer Vision, 126(9):973–
992, 2018.
[169] Mayu Sakurada and Takehisa Yairi. Anomaly detection using autoencoders with
nonlinear dimensionality reduction. In Proceedings of the MLSDA 2014 2nd
Workshop on Machine Learning for Sensory Data Analysis, pages 4–11, 2014.
[170] Dario D. Salvucci and Joseph H. Goldberg. Identifying fixations and saccades in
eye-tracking protocols. Proceedings of the Eye Tracking Research and Applications
Symposium 2000, pages 71–78, 2000.
[171] Thiago Santini, Wolfgang Fuhl, David Geisler, and Enkelejda Kasneci. Eyerectoo: Open-source software for real-time pervasive head-mounted eye tracking. In
VISIGRAPP (6: VISAPP), pages 96–101, 2017.
[172] Thiago Santini, Wolfgang Fuhl, and Enkelejda Kasneci. PuRe: Robust pupil detection for real-time pervasive eye tracking. Computer Vision and Image Understanding,
170(February):40–50, 2018.
[173] Thiago Santini, Wolfgang Fuhl, and Enkelejda Kasneci.
PuReST: Robust
pupil tracking for real-time pervasive eye tracking. Eye Tracking Research and
Applications Symposium (ETRA), 2018.
[174] Viktor Seib, Benjamin Lange, and Stefan Wirtz. Mixing real and synthetic data
to enhance neural network training–a review of current approaches. arXiv preprint
arXiv:2007.08781, 2020.
[175] Alessandro Serra, K Liao, Susana Martinez-Conde, Lance M Optican, and RJ Leigh.
Suppression of saccadic intrusions in hereditary ataxia by memantine. Neurology,
70(10):810–812, 2008.

BIBLIOGRAPHY

187

[176] Samir Shah and Arun Ross. Iris segmentation using geodesic active contours. IEEE
Transactions on Information Forensics and Security, 4(4):824–836, 2009.
[177] Natalya Shelchkova, Michele Rucci, and Martina Poletti. Perceptual enhancements
during microsaccade preparation. Journal of Vision, 18(10):1278–1278, 2018.
[178] Yiru Shen, Oleg Komogortsev, and Sachin S Talathi. Domain adaptation for eye segmentation. In European Conference on Computer Vision, pages 555–569. Springer,
2020.
[179] Sheng-Wen Shih and Jin Liu. A novel approach to 3-d gaze tracking using stereo cameras. IEEE Transactions on Systems, Man, and Cybernetics, Part B (Cybernetics),
34(1):234–245, 2004.
[180] Ashish Shrivastava, Tomas Pfister, Oncel Tuzel, Josh Susskind, Wenda Wang, and
Russ Webb. Learning from simulated and unsupervised images through adversarial
training. Proceedings - 30th IEEE Conference on Computer Vision and Pattern
Recognition, CVPR 2017, 2017-Janua:2242–2251, 2017.
[181] Julian Steil, Inken Hagestedt, Michael Xuelin Huang, and Andreas Bulling. Privacyaware eye tracking using differential privacy. In Proceedings of the 11th ACM
Symposium on Eye Tracking Research & Applications, pages 1–9, 2019.
[182] Julian Steil, Marion Koelle, Wilko Heuten, Susanne Boll, and Andreas Bulling. Privaceye: privacy-preserving head-mounted eye tracking using egocentric scene image
and eye movement features. In Proceedings of the 11th ACM Symposium on Eye
Tracking Research & Applications, pages 1–10, 2019.
[183] Carole H Sudre, Wenqi Li, Tom Vercauteren, Sebastien Ourselin, and M Jorge Cardoso. Generalised dice overlap as a deep learning loss function for highly unbalanced
segmentations. In Deep learning in medical image analysis and multimodal learning
for clinical decision support, pages 240–248. Springer, 2017.
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