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Abstract: We obtain explicit error bounds for the d-dimensional normal approximation
on hyperrectangles for a random vector that has a Stein kernel, or admits an exchangeable
pair coupling, or is a non-linear statistic of independent random variables or a sum of n
locally dependent random vectors. We assume the approximating normal distribution has
a non-singular covariance matrix. The error bounds vanish even when the dimension d
is much larger than the sample size n. We prove our main results using the approach of
Go¨tze (1991) in Stein’s method, together with modifications of an estimate of Anderson,
Hall and Titterington (1998) and a smoothing inequality of Bhattacharya and Rao (1976).
For sums of n independent and identically distributed isotropic random vectors having a
log-concave density, we obtain an error bound that is optimal up to a log n factor. We
also discuss an application to multiple Wiener-Itoˆ integrals.
AMS 2010 subject classification: 60F05, 62E17
Keywords and phrases: Central limit theorem, exchangeable pairs, high dimensions,
local dependence, multiple Wiener-Itoˆ integrals, non-linear statistic, Stein kernel, Stein’s
method.
1 INTRODUCTION AND MAIN RESULTS
Motivated by modern statistical applications in large-scale data, there has been a recent
wave of interest in proving high-dimensional central limit theorems. Starting from the
pioneering work by Chernozhukov, Chetverikov and Kato (2013), who established a Gaus-
sian approximation for maxima of sums of centered independent random vectors, many
articles have been devoted to the development of this subject: For example, see Cher-
nozhukov, Chetverikov and Kato (2017a); Chernozhukov et al. (2019) for generalization
to normal approximation on hyperrectangles and improvements of the error bound, Chen
(2018); Chen and Kato (2019); Song, Chen and Kato (2019) for extensions to U -statistics,
Chernozhukov, Chetverikov and Kato (2019); Zhang and Cheng (2018); Zhang and Wu
(2017) for sums of dependent random vectors, and Belloni et al. (2018) for a general survey
and statistical applications. In particular, for W = n−1/2
∑n
i=1Xi where {X1, . . . ,Xn}
are centered independent random vectors in Rd and satisfy certain regularity conditions,
Chernozhukov et al. (2019) proved that
sup
h=1A:A∈R
|Eh(W )− Eh(Z)| 6 C0
(
log5(dn)
n
)1/4
, (1.1)
1
where R := {Πdj=1(aj , bj),−∞ 6 aj 6 bj 6∞}, Z is a centered Gaussian vector with the
same covariance matrix as W and C0 is a positive constant that is independent of d and
n.
The distance between two probability measures on Rd considered in (1.1) is stronger
than the multivariate Kolmogorov distance. The error bound vanishes if log d = o(n1/5),
which allows d to be much larger than n. The result in (1.1) is useful in many statistical
applications in high-dimensional inference such as construction of simultaneous confidence
intervals and strong control of family-wise error rate in multiple testing; see Belloni et al.
(2018) for details. In the literature, people have also considered bounding other (stronger)
distances in multivariate normal approximations. However, they typically require d to be
sub-linear in n. We discuss some of the recent results in Section 1.1 below.
To date, the proofs for results such as (1.1) in the literature all involve smoothing
the maximum function max16j6d xj by
1
β log
∑d
j=1 e
βxj for a large β (cf. Theorem 1.3 of
Chatterjee (2005)). In this paper, we use a new method to prove high-dimensional normal
approximations on hyperrectangles. We assume the approximating normal distribution
has a non-singular covariance matrix. Our method combines the approach of Go¨tze (1991)
in Stein’s method with modifications of an estimate of Anderson, Hall and Titterington
(1998) and a smoothing inequality of Bhattacharya and Rao (1976). We improve the
bound in (1.1) to C0
( log4(dn)
n
)1/3
when the smallest eigenvalue of Cov(W ) is bounded
away from 0 by a constant independent of d and n (cf. Corollary 1.3 below). We further
improve the bound to C0
( log3 d
n
)1/2
log n, which is optimal up to the log n factor, for sums of
independent and identically distributed (i.i.d.) isotropic random vectors with log-concave
distributions (cf. Corollary 1.1 below). Moreover, our method works for general dependent
random vectors and we state our main results for W that has a Stein kernel, or admits an
exchangeable pair coupling, or is a non-linear statistic of independent random variables or
a sum of locally dependent random vectors. We prove our main results in Section 2. We
also discuss an application to multiple Wiener-Itoˆ integrals. Some details are deferred to
an appendix.
Throughout the paper, we always assume d > 3 so that log d > 1. Also, W denotes
a random vector in Rd with EW = 0. We use Z ∼ N(0,Σ) to denote a d-dimensional
Gaussian variable with covariance matrix Σ = (Σjk)16j,k6d and denote
σ2 := σ2(Σ) = max
16j6d
Σjj,
σ2 := σ2(Σ) = min
16j6d
Σjj,
σ2∗ := σ
2
∗(Σ) = smallest eigenvalue of Σ.
(1.2)
Note that in the isotropic case Σ = Id, σ
2 = σ2 = σ2∗ = 1. We use C to denote positive
absolute constants, which may differ in different expressions. We use ∂jf, ∂jkf, etc to
denote partial derivatives. For an Rd-vector w, we use wj, 1 6 j 6 d to denote its
components and write ‖w‖∞ = max16j6d |wj |.
We first consider random vectors that have a Stein kernel, which was defined in Ledoux,
Nourdin and Peccati (2015) and used implicitly in, for example, Chatterjee (2009) and
Nourdin and Peccati (2009) (see also Lecture VI of Stein (1986)).
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Definition 1.1 (Stein kernel). A d×dmatrix-valued measurable function τW = (τWij )16i,j6d
on Rd is called a Stein kernel for (the law of)W if E|τWij (W )| <∞ for any i, j ∈ {1, . . . , d}
and
d∑
j=1
E[∂jf(W )Wj] =
d∑
i,j=1
E[∂ijf(W )τ
W
ij (W )]
for any C∞ function f : Rd → R with bounded partial derivatives of all orders.
If W has a Stein kernel, then in applying Stein’s method, we only need to deal with
the first and second derivatives of the solution to the Stein equation. In this case, we
obtain the following simple bound.
Theorem 1.1 (Error bound using Stein kernels). Suppose that W has a Stein kernel
τW = (τWjk )16j,k6d. Let Z ∼ N(0,Σ). Then we have
sup
h=1A:A∈R
|Eh(W ) −Eh(Z)| 6 C∆W
σ2∗
(log d)(| log(σ∆W
σσ2∗
)| ∨ 1), (1.3)
where the σ’s are defined in (1.2) and
∆W := E
[
max
16j,k6d
|Σjk − τWjk (W )|
]
.
Remark 1.1. In practice, we typically choose Σ = Cov(W ) (so that EτWjk (W ) = Σjk),
although it is not required in the above theorem. Moreover, since
sup
h=1A:A∈R
|Eh(W )− Eh(Z)| = sup
h=1A:A∈R
|Eh(MW ) − Eh(MZ)|
for any diagonal matrix M , we have the freedom to do component-wise scaling for W so
that the right-hand side of (1.3) is minimized. This minimization problem seems non-
trivial, except that one should obvious shrink each component of W as much as possible
for a given value of σ∗. This remark applies to all the general bounds below (cf. Theorems
1.2–1.4). For simplicity, in applications below (cf. Corollary 1.1–1.3), we do the most
natural component-wise scaling for W so that Var(Wj) = 1, 1 6 j 6 d and choose
Σ = Cov(W ). As a result, σ = σ = 1 and only 1/σ∗ appears in the upper bound. This
factor can be removed if σ∗ is bounded away from 0 by an absolute constant. We call it
the strongly non-singular case. One example is the isotropic case where Σ = Id.
Remark 1.2. Chernozhukov et al. (2019, Theorem 5.1) proved1 that if W has a Stein
kernel τW = (τWjk )16j,k6d and Z ∼ N(0,Σ) with the diagonal entries Σjj > c for all
j = 1, . . . , d and some constant c > 0, then
sup
h=1A:A∈R
|P (W ∈ A)− P (Z ∈ A)| 6 C ′∆1/2W log d, (1.4)
1(1.4) is deduced from their result together with the proof of Chernozhukov, Chetverikov and Kato
(2017a, Corollary 5.1) and the Stein kernel for (W⊤,−W⊤)⊤.
where C ′ depends only on c. They also showed that the bound (1.4) is asymptotically sharp
(personal communication). Theorem 1.1 shows that under the additional assumption that
Σ is non-singular and the ratio of the largest and the smallest diagonal entries of Σ, σσ , is
bounded, the bound (1.4) can be improved to
C∗∆W log d(| log ∆W | ∨ 1),
where C∗ depends only on σ∗. Since Σ is singular in the example attaining the upper bound
in (1.4) asymptotically, this improvement comes from the non-singularity assumption on
Σ.
As an illustration, we apply Theorem 1.1 to sums of i.i.d. variables with log-concave
densities. Recall that a probability measure µ on Rd has a log-concave density if it is
supported on (the closure of) an open convex set Ω ⊂ Rd and, on Ω, it has a density of the
form e−V with V : Ω→ R a convex (hence continuous) function; see Saumard and Wellner
(2014) for more details. Note that the support of µ must be full dimensional because µ
has a density. In this situation, under some regularity assumptions, Fathi (2019) provides
a way to construct Stein kernels having some nice properties. This enables us to obtain
the following near optimal error bound.
Corollary 1.1. Let µ be a probability measure on Rd with a log-concave density. Suppose
µ has mean 0 and a covariance matrix Σ with diagonal entries all equal to 1 and smallest
eigenvalue σ2∗ > 0. Let W = n−1/2
∑n
i=1Xi ∈ Rd with n > 3, where {X1, . . . ,Xn} are
i.i.d. with law µ. Let Z ∼ N(0,Σ). Then
sup
h=1A:A∈R
|Eh(W ) − Eh(Z)| 6 C
σ2∗
√
log3 d
n
log n.
As we see in the following proposition, if σ∗ is bounded away from 0 by an absolute
constant,
√
log3 d
n is generally the optimal convergence rate in this situation, so the above
corollary gives a nearly optimal rate.
Proposition 1.1. Let X = (Xij)
∞
i,j=1 be an array of i.i.d. random variables such that
Eec|Xij | < ∞ for some c > 0, EXij = 0, EX2ij = 1 and γ := EX3ij 6= 0. Let
W = n−1/2
∑n
i=1Xi with Xi := (Xi1, . . . ,Xid)
⊤. Suppose that d depends on n so that
(log3 d)/n→ 0 and d(log3 d)/n→∞ as n→∞. Also, let Z ∼ N(0, Id). Then we have
lim sup
n→∞
√
n
log3 d
sup
x∈R
∣∣∣∣P (max16j6dWj 6 x
)
− P
(
max
16j6d
Zj 6 x
)∣∣∣∣ > 0.
Proposition 1.1 is proved in Section A.1. Note that it is possible to find an example
which simultaneously satisfies the assumptions in both Corollary 1.1 and Proposition 1.1.
In fact, in the setting of Proposition 1.1, if the law of Xij has a log-concave density, the
assumptions of Corollary 1.1 are satisfied due to the independence across the coordinates of
Xi. For example, this is the case when Xij follows a normalized exponential distribution.
Theorem 1.1 is also interesting in the context of the so-called Malliavin-Stein method
(see Nourdin and Peccati (2012) for an exposition of this topic). For simplicity, we focus
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on the case that the coordinates of W are multiple Wiener-Itoˆ integrals with common
orders. We refer to Nourdin and Peccati (2012) for unexplained concepts appearing in the
following corollary (and its proof).
Corollary 1.2. Let X be an isonormal Gaussian process over a real separable Hilbert
space H. Let q ∈ N and denote by Iq(f) the q-th multiple Wiener-Itoˆ integral of f ∈ H⊙q
with respect to X, where H⊙q denotes the q-th symmetric tensor power of H. For every
j = 1, . . . , d, suppose Wj = Iq(fj) for some fj ∈ H⊙q. Suppose also Cov(W ) = Σ with
diagonal entries all equal to 1 and smallest eigenvalue σ2∗ > 0. Let Z ∼ N(0,Σ). Then we
have
sup
h=1A:A∈R
|Eh(W )− Eh(Z)| 6 Cq∆W
σ2∗
(logq d)(| log ∆W | ∨ 1), (1.5)
where Cq > 0 is a constant depending only on q and
∆W := max
16j6d
√
EW 4j − 3(EW 2j )2.
Corollary 1.2 is comparable with Corollary 1.3 in Nourdin, Peccati and Yang (2020),
where an analogous bound to (1.5) is obtained when R is replaced by the set of all measur-
able convex subsets of Rd (see also Kim and Park (2015) for related results). Meanwhile,
considering the restricted class R, we improve the dimension dependence of the bounds:
Typically, the bound of Corollary 1.3 in Nourdin, Peccati and Yang (2020) depends on
the dimension through d41/24+1, while our bound depends through logq d.
We also remark that Nourdin, Peccati and Yang (2020) succeeded in removing the
logarithmic factor from their bound by an additional recursion argument. However, it
does not seem straightforward to apply their argument to our situation.
Stein kernels do not exist for discrete random vectors. Next, we apply other commonly
used approaches in Stein’s method to exploit the dependence structure of a random vector
and obtain error bounds in the normal approximation. First, we consider the exchangeable
pair approach developed in Stein (1986) in one-dimensional normal approximations and
Chatterjee and Meckes (2008) and Reinert and Ro¨llin (2009) for multivariate normal
approximations.
Theorem 1.2 (Error bound using exchangeable pairs). Suppose we can construct another
random vector W ′ on the same probability space such that (W,W ′) and (W ′,W ) have the
same distribution (exchangeable), and moreover,
E(W ′ −W |W ) = −Λ(W +R) (1.6)
for some invertible d × d matrix Λ (linearity condition). Let D = W ′ −W and suppose
E‖D‖4∞ <∞. Also, let Z ∼ N(0,Σ). Then, if η > 0 and t > 0 satisfy η/
√
t 6 σ∗/
√
log d,
we have
sup
h=1A:A∈R
|Eh(W )− Eh(Z)|
6 C
{
1
σ∗
E
(
max
16j6d
|Rj |
)√
log d+
1
σ2∗
∆1(| log t| ∨ 1) log d+ 1
σ4∗
(∆2 +∆3(η))
(log d)2
t
+
σ
σ
√
t log d
}
,
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where the σ’s are defined in (1.2),
∆1 := E
[
max
16j,k6d
∣∣∣∣Σjk − 12E[(Λ−1D)jDk|W ]
∣∣∣∣] ,
∆2 := E
[
max
16j,k,l,m6d
E[|(Λ−1D)jDkDlDm||W ]
]
,
∆3(η) := E
[
max
16j,k,l,m6d
|(Λ−1D)jDkDlDm|; ‖D‖∞ > η
]
.
Remark 1.3. The exchangeability and the linearity condition in the statement of Theo-
rem 1.2 may be motivated by considering a bivariate normal vector (W,W ′) with correla-
tion ρ and E(W ′−W |W ) = −(1−ρ)W . IfW =∑ni=1 ξi is a sums of independent random
vectors and W ′ =W − ξI + ξ′I , where I is an independent random index uniformly chosen
from {1, . . . , n} and {ξ′i : 1 6 i 6 n} is an independent copy of {ξi : 1 6 i 6 n}, then it
can be verified that (1.6) is satisfied with Λ = 1nId and R = 0. The exchangeable pair
approach was proved to be useful for dependent random vectors as well; See Reinert and
Ro¨llin (2009) and the references therein for many applications.
Remark 1.4. We can take η = 0 and t = ( σ
σσ4∗
∆3(0) log d)
2/3 in Theorem 1.2 to obtain a
simpler bound
C
{
1
σ∗
E
(
max
16j6d
|Rj |
)√
log d+
1
σ2∗
∆1(| log( σ
σσ4∗
∆3(0))| ∨ 1) log d+ ( σ
2
σ2σ4∗
∆3(0) log
4 d)1/3
}
.
We can simplify the bound in Theorem 1.3 below similarly. However, these simplified
bounds result in a worse bound C(B4n(log
6 d)/σ4∗n)1/3 for Corollary 1.3. We introduce
the parameter η in the same spirit as in the Chernozhukov-Chetverikov-Kato theory: It
plays a similar role to the parameter γ in Chernozhukov, Chetverikov and Kato (2013)
and serves for better control of maximal moments appearing in the bound.
We note that Meckes (2006) introduced an infinitesimal version of the exchangeable
pairs approach. Her method can be used to find the Stein kernel for certain random
vectors with a continuous symmetry; hence, we can apply Theorem 1.1 to obtain a near
optimal rate of convergence. In general, however, the convergence rate obtained using
Theorem 1.2 is slower, as demonstrated below in Corollary 1.3.
Next, we consider non-linear statistics along the lines of Chatterjee (2008a), Chen and
Ro¨llin (2010) and Dung (2019).
Theorem 1.3 (Error bound for non-linear statistics). Let X = (X1, . . . ,Xn) be a sequence
of independent random variables taking values in a measurable space X . Let F : X n → Rd
be a measurable function, and let W = F (X). Let X ′ = (X ′1, . . . ,X ′n) be an independent
copy of X. For each A ⊂ [n], define XA = (XA1 , . . . ,XAn ) where
XAi =
{
X ′i, if i ∈ A
Xi, if i /∈ A.
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Let WA = F (XA). Suppose E(W ) = 0 and E‖W‖4∞ <∞. Also, let Z ∼ N(0,Σ). Then,
if η > 0 and t > 0 satisfy η/
√
t 6 σ∗/
√
log d, we have
sup
h=1A:A∈R
|Eh(W )− Eh(Z)| 6 C
(
1
σ2∗
δ1(| log t| ∨ 1) log d+ 1
σ4∗
(δ2 + δ3(η))
1
t
(log d)2 +
σ
σ
√
t log d
)
,
where the σ’s are defined in (1.2),
δ1 := E
[
max
16j,k6d
∣∣∣∣∣Σjk − 12
n∑
i=1
(W {1:i} −W {1:(i−1)})j(W {i} −W )k
∣∣∣∣∣
]
,
δ2 := E
[
max
16j6d
n∑
i=1
(W {1:i} −W {1:(i−1)})4j
]
+ E
[
max
16j6d
n∑
i=1
(W {i} −W )4j
]
,
δ3(η) :=
n∑
i=1
E
[
max
16j6d
(W {1:i} −W {1:(i−1)})4j ; ‖W {i} −W‖∞ > η
]
+
n∑
i=1
E
[
max
16j6d
(W {i} −W )4j ; ‖W {i} −W‖∞ > η
]
,
and
{1 : i} :=
{
{1, 2, . . . , i}, if i > 1
∅, if i = 0.
Using either Theorem 1.2 or 1.3 with a truncation argument, we can improve Cher-
nozhukov et al. (2019, Theorem 2.1) in the strongly non-singular case.
Corollary 1.3. Let W = n−1/2
∑n
i=1Xi ∈ Rd, where {X1, . . . ,Xn} are centered inde-
pendent variables with Cov(W ) = Σ with diagonal entries all equal to 1 and smallest
eigenvalue σ2∗ > 0. Let Z ∼ N(0,Σ). Suppose that there is a constant Bn > 1 such
that maxi,j E exp(X
2
ij/B
2
n) 6 2 and maxj n
−1∑n
i=1EX
4
ij 6 B
2
n, where Xij denotes the jth
component of the vector Xi. Then we have
sup
h=1A:A∈R
|Eh(W )− Eh(Z)| 6 C
(
B2n log
4(dn)
σ4∗n
)1/3
. (1.7)
Finally, we consider sums of random vectors with a local dependence structure. Unlike
in Theorems 1.2 and 1.3, there is no longer an underlying symmetry that we can exploit.
In the end, we obtain a third-moment error bound with a slower convergence rate.
Theorem 1.4 (Error bound for sums of locally dependent variables). Let W =
∑n
i=1Xi
with EXi = 0 and Cov(W ) = Σ. Let Z ∼ N(0,Σ). Assume that for each i ∈ {1, . . . , n},
there exists Ai ⊂ {1, . . . , n} such that Xi is independent of {Xi′ : i′ /∈ Ai}. Moreover,
assume that for each i ∈ {1, . . . , n} and i′ ∈ Ai, there exists Aii′ ⊂ {1, . . . , n} such that
{Xi,Xi′} is independent of {Xi′′ : i′′ /∈ Ai}. Then we have
sup
h=1A:A∈R
|Eh(W )− Eh(Z)|
6C
√√√√ σ
σσ3∗
n∑
i=1
∑
i′∈Ai
∑
i′′∈Aii′
E
[
max
16j,k,l6d
(|XijXi′kXi′′l|+ |XijXi′k|E|Xi′′l|)
]
(log d)5/2,
(1.8)
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where the σ’s are defined in (1.2).
Theorem 1.4 may be improved using a truncation as in Theorems 1.2 and 1.3. We
leave it as it is for simplicity.
1.1 Literature on multivariate normal approximations
There is a large literate on multivariate normal approximations. Here we discuss some
of the recent results providing error bounds on various distributional distances with the
best-known dependence on dimension.
Let W = n−1/2
∑n
i=1Xi ∈ Rd, where {X1, . . . ,Xn} are centered independent variables
with Cov(W ) = Σ. Bentkus (2005) proved that, with Z ∼ N(0,Σ),
sup
h=1A:A∈C
|Eh(W ) − Eh(Z)| 6 Cd
1/4
n3/2
n∑
i=1
E[|Σ−1/2Xi|3], (1.9)
where C is the collection of all (measurable) convex sets of Rd and | · | denotes the Eu-
clidean norm when applied to a vector. The bound (1.9) is optimal up to the d1/4 factor
(Nagaev (1976)). See Raicˇ (2019) for a bound with explicit constant. In the typical
case where E[|Σ−1/2Xi|3] is of the order O(d3/2), the error bound in (1.9) is of the order
O(d
7/2
n )
1/2. Chernozhukov, Chetverikov and Kato (2013) and subsequent works showed
that by restricting to the class of hyperrectangles, one may obtain much better dependence
on d.
If we restrict to the class of Euclidean balls and assume Σ = Id, then we can obtain
a bound as in (1.9) but without the factor d1/4. This follows from Raicˇ (2019, Theorem
1.3 and Example 1.2) and Sazonov (1972, Remark 2.1), for example. For Euclidean balls
centered at 0, it is known that (cf. Go¨tze and Zaitsev (2014)) the dependence on n may be
improved from 1/
√
n to 1/n for d > 5, which is in general the smallest possible dimension
for such an improvement. See also Esseen (1945), Bentkus and Go¨tze (1997), Go¨tze and
Ulyanov (2003), Bogatyrev, Go¨tze and Ulyanov (2006) and Prokhorov and Ulyanov (2013)
for earlier and related results. We do not know any results with explicit dependence on d
and such improved dependence on n.
Another class of distributional distances of interest is the Lp transportation distance
for a number p > 1, also known as the Kantorovich distance or the p-Wasserstein distance.
For two probability measures µ and ν on Rd, it is defined to be
Wp(µ, ν) :=
(
inf
γ∈Λ(µ,ν)
∫
|x− y|pdγ(x, y)
)1/p
,
where Λ(µ, ν) is the space of all probability measures on Rd×Rd with µ and ν as marginals.
If X and Y are random variables with distributions µ and ν, respectively, we will also
write
Wp(X,Y ) =Wp(µ, ν).
Let W = n−1/2
∑n
i=1Xi ∈ Rd, where {X1, . . . ,Xn} are centered i.i.d. variables with
Cov(W ) = Σ, and let Z ∼ N(0,Σ). Suppose |Xi| 6 β almost surely for some β > 0.
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Eldan, Mikulincer and Zhai (2018) proved that
W2(W,Z) 6 β
√
d
√
32 + 2 log2(n)√
n
. (1.10)
The bound in (1.10) is optimal up to the log2(n) factor (Zhai (2018)). See Courtade,
Fathi and Pananjady (2019) and Eldan, Mikulincer and Zhai (2018) for results for the log-
concave case. Following the proof of Proposition 1.4 of Zhai (2018), these bounds on the L2
transportation distance can be used to deduce a bound on suph=1A:A∈R |Eh(W )−Eh(Z)|.
For example, we can obtain the following proposition. We defer its proof to the end of the
Appendix.
Proposition 1.2. Let T be any Rd-valued random variable. Let Z ∼ N(0,Σ) where
Σjj > 1,∀ 1 6 j 6 d. Then,
sup
h=1A:A∈R
|Eh(T ) − Eh(Z)| 6 C(log d)1/3W2(T,Z)2/3.
Applying Proposition 1.2 to (1.10), we have the following corollary.
Corollary 1.4. Let W = n−1/2
∑n
i=1Xi ∈ Rd, where {X1, . . . ,Xn} are centered i.i.d.
variables with Cov(W ) = Σ. Suppose Σjj > 1,∀ 1 6 j 6 d. Suppose further that |Xi| 6 β
almost surely for some β > 0. Let Z ∼ N(0,Σ). Then,
sup
h=1A:A∈R
|Eh(W )− Eh(Z)| 6 C(log d)1/3 d
1/3β2/3
n1/3
(1 + log n)1/3.
Since the W2 error bound in (1.10) scales like
√
d, we see that such a deduced bound
again requires d to be sub-linear in n. Allowing to go well beyond this restriction is a key
feature of this paper.
If we assume in addition that the mixed third moments of X1 are all equal to zero, then
it is possible to improve the dependence on n from 1/
√
n to 1/n. See, for example, Bobkov,
Chistyakov and Go¨tze (2013) for such improved rate in total variation in dimension one
and Fathi (2018) for results on the 2-Wasserstein distance in multi-dimensions.
2 PROOFS
2.1 Lemmas
We first state four lemmas that are needed in the proofs of the main results. Set R(0; ǫ) :=
{x ∈ Rd : ‖x‖∞ 6 ǫ} for ǫ > 0. Throughout this section, we denote by φ the density
function of the standard d-dimensional normal distribution.
Lemma 2.1 (Gaussian anti-concentration inequality). Let Y be a centered Gaussian vec-
tor in Rd such that min16j6dEY
2
j > σ
2 for some σ > 0. Then, for any y ∈ Rd and
ε > 0,
P (Y 6 y + ε)− P (Y 6 y) 6 ε
σ
(√
2 log d+ 2
)
,
where {Y 6 y} := {Yj 6 yj : 1 6 j 6 d}.
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A proof of Lemma 2.1 is found in Chernozhukov, Chetverikov and Kato (2017b).
Lemma 2.2 (Modification of (2.10) of Anderson, Hall and Titterington (1998)). Let
K > 0 be a constant and set η = ηd := K/
√
log d. Then, for all r ∈ N, there is a constant
CK,r > 0 depending only on K and r such that
sup
A∈R
d∑
j1,...,jr=1
sup
y∈R(0;η)
∣∣∣∣∫
A
∂j1,...,jrφ(z + y)dz
∣∣∣∣ 6 CK,r(log d)r/2.
The special version of Lemma 2.2 with η = 0 is found in the proof of (2.10) of An-
derson, Hall and Titterington (1998). Introduction of the parameter η is motivated by a
standard argument used in the Chernozhukov-Chetverikov-Kato theory to efficiently con-
trol maximal moments appearing in normal approximation error bounds; see Equation
(24) in Chernozhukov, Chetverikov and Kato (2013), for example.
To clarify the structure of the proof, we first give a proof of the case with r = 1 and
η = 0 here. The proof of the general case follows the same strategy and will be given in
Section A.2, where we need a few technical lemmas and more complicated notation.
Proof of Lemma 2.2 with r = 1 and η = 0. We denote by φ1 and Φ1 the density and dis-
tribution function of the standard normal distribution, respectively. We set φ¯1(u) :=
φ1(u)/Φ1(u).
For any A =
∏d
j=1(aj, bj) ∈ R, we have, by considering xj := |aj | ∧ |bj | in the first
inequality,
d∑
j=1
∣∣∣∣∫
A
∂jφ(z)dz
∣∣∣∣ = d∑
j=1
|φ1(bj)− φ1(aj)|
∏
k:k 6=j
(Φ1(bk)− Φ1(ak))
6 sup
x∈Rd
d∑
j=1
φ1(xj)
∏
k:k 6=j
Φ1(xk) = sup
x∈Rd
d∑
j=1
φ¯1(xj)
d∏
k=1
Φ1(xk).
(2.1)
Therefore, it suffices to prove supx∈Rd f(x) = O(
√
log d), where
f(x) = F (x)G(x) with F (x) =
d∑
j=1
φ¯1(xj) and G(x) =
d∏
k=1
Φ1(xk).
The remaining proof proceeds as follows. We first show that f has a maximizer x∗
satisfying x∗1 = · · · = x∗d =: u∗. From this, we will see supx∈Rd f(x) = O(u∗) and u∗ =
O(
√
log d) as d→∞. This completes the proof.
From the last identity in (2.1) we have supx∈Rd f(x) = supx∈[0,∞)d f(x). Also, noting
that φ¯′1(u) = −(u+ φ¯1(u))φ¯1(u), we have
∂lf(x) = φ¯
′
1(xl)G(x) + F (x)φ¯1(xl)G(x)
= {−(xl + φ¯1(xl)) + F (x)}φ¯1(xl)G(x).
In particular, ∂lf(x) < 0 if x ∈ [0,∞)d and xl > d because F (x) 6 d
√
2/π 6 d for all
x ∈ [0,∞)d. This means f(x) 6 f(x1∧d, . . . , xd∧d) for all x ∈ [0,∞)d, and thus we obtain
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supx∈Rd f(x) = supx∈[0,d]d f(x). As a result, f has a maximizer x∗ satisfying x∗ ∈ [0, d]d
and ∇f(x∗) = 0. The latter equation yields
x∗1 + φ¯1(x
∗
1) = · · · = x∗d + φ¯1(x∗d) = F (x∗). (2.2)
Now, it is easy to see that the function [0,∞) ∋ u 7→ u+φ¯1(u) ∈ (0,∞) is strictly increasing
(this is in fact a special case of Lemma A.2). Consequently, we obtain x∗1 = · · · = x∗d =: u∗.
Now, from (2.2) we have u∗ = (d− 1)φ¯1(u∗). So we obtain
sup
x∈Rd
f(x) = f(x∗) =
d
d− 1u
∗Φ1(u∗)d 6
d
d− 1u
∗.
Therefore, we complete the proof once we prove u∗ = O(
√
log d).
Setting g2(u) := u−(d−1)φ¯1(u), we have g2(u∗) = 0 and g2(
√
2 log d)→∞ as d→∞.
Since g2 is increasing on [0,∞), we conclude u∗ = O(
√
log d) as d→∞.
From Lemma 2.2, we can obtain the following lemma. For any bounded measurable
function f : Rd → R and σ > 0, we define the function Nσf : Rd → R by
Nσf(x) =
∫
Rd
f(x+ σz)φ(z)dz =
∫
Rd
f(σz)φ(z − x/σ)dz. (2.3)
Note that Nσf is infinitely differentiable.
Lemma 2.3. Let K > 0 be a constant and set η = ηd := K/
√
log d. Then, for all r ∈ N,
there is a constant CK,r > 0 depending only on K and r such that
sup
h=1A:A∈R
sup
x∈Rd
d∑
j1,...,jr=1
sup
y∈R(0;ση)
|∂j1,...,jrNσh(x+ y)| 6 CK,rσ−r(log d)r/2
for any h = 1A, A ∈ R and σ > 0.
Proof. Fix h = 1A, A ∈ R, arbitrarily. For any x, y ∈ Rd and j1, . . . , jr ∈ {1, . . . , d}, we
have
∂j1,...,jrNσh(x+ y) = (−1)rσ−r
∫
Rd
h(σz)∂j1,...,jrφ(z − (x+ y)/σ)dz
= (−1)rσ−r
∫
Rd
h(x+ σz)∂j1,...,jrφ(z − y/σ)dz
= (−1)rσ−r
∫
σ−1(A−x)
∂j1,...,jrφ(z − y/σ)dz,
where σ−1(A− x) := {σ−1(z − x) : z ∈ A} ∈ R. Hence we obtain
d∑
j1,...,jr=1
sup
y∈R(0;ση)
|∂j1,...,jrNσh(x+ y)| 6 σ−r sup
A∈R
d∑
j1,...,jr=1
sup
y∈R(0;η)
∣∣∣∣∫
A
∂j1,...,jrφ(z + y)dz
∣∣∣∣ .
Now, the desired result follows from Lemma 2.2.
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Next, we state a smoothing lemma. The test function h = 1A we deal with in bounding
suph=1A:A∈R |Eh(W ) − Eh(Z)| is not continuous. It is a common strategy to smooth it
first, then quantify the error introduced by such smoothing, finally balance the smoothing
error with the smooth test function bound. We follow Bhattacharya and Rao (1976) to
smooth h by convoluting it with a Gaussian distribution K with a small variance.
Lemma 2.4 (Modification of Lemma 11.4 of Bhattacharya and Rao (1976)). Let µ, ν,K
be probability measures on Rd. Let ǫ > 0 be a constant such that
α := K(R(0; ǫ)) > 1/2.
Let h : Rd → R be a bounded measurable function. Then we have∣∣∣∣∫ hd(µ − ν)∣∣∣∣ 6 (2α− 1)−1[γ∗(h; ǫ) + τ∗(h; 2ǫ)],
where
γ∗(h; ǫ) = sup
y∈Rd
γ(hy; ǫ), τ
∗(h; 2ǫ) = sup
y∈Rd
τ(hy; 2ǫ), hy(x) = h(x+ y),
γ(h; ǫ) = max
{∫
Mh(·; ǫ)d(µ − ν) ∗K,−
∫
mh(·; ǫ)d(µ − ν) ∗K
}
,
τ(·; 2ǫ) =
∫
[Mh(·; 2ǫ) −mh(·; 2ǫ)]dν,
Mh(x; ǫ) = sup
y:‖y−x‖∞6ǫ
h(y), mh(x; ǫ) = inf
y:‖y−x‖∞6ǫ
h(y),
and ∗ denotes the convolution of two probability measures.
Lemma 2.4 can be shown in a completely parallel way to that of Lemma 11.4 in
Bhattacharya and Rao (1976) by changing the ǫ-balls therein to ǫ-rectangles, so we omit
its proof.
2.2 Basic estimates
In Theorems 1.1–1.4, we aim to bound
δ := sup
h=1A:A∈R
|Eh(W )− Eh(Z)|, Z ∼ N(0,Σ).
In this subsection, we collect some basic estimates used in all of their proofs. Fix A ∈ R.
Let
h = 1A, h˜ = 1A − P (Z ∈ A).
For s > 0, let
Tsh˜(x) = Eh˜(e
−sx+
√
1− e−2sZ).
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Note that ETsh˜(Z) = Eh˜(Z) = 0. Let Q and G be the laws of W and Z, respectively.
For a probability distribution µ on Rd and σ > 0, we denote by µσ the law of the random
vector σY with Y ∼ µ. For t > 0 to be chosen, we are going to apply Lemma 2.4 with
µ = Qe−t, ν = Ge−t , K = G√1−e−2t , h = 1A,
and ǫ be such that
G√1−e−2t{‖z‖∞ 6 ǫ} = 7/8.
We first bound τ∗(h; 2ǫ) in Lemma 2.4. Recall the definition of σ’s from (1.2). Markov’s
inequality and Lemma 2.1 of Chatterjee (2008b) yield
ǫ 6 C
√
1− e−2tE‖Z‖∞ 6 Cσ
√
1− e−2t
√
log d.
Thus, applying the Gaussian anti-concentration inequality in Lemma 2.1 with Y = (e−tZ⊤,−e−tZ⊤)⊤,
we obtain
τ∗(h; 2ǫ) 6 Cet
log d
σ
ǫ 6
Cσ
σ
et
√
t log d, (2.4)
where we used the elementary inequality 1− e−x 6 x for all x > 0.
Now we turn to bounding γ∗(h; ǫ) in Lemma 2.4. Note that Mh(·; ǫ) and mh(·; ǫ)
are again indicator functions of rectangles. Note also that the class R is invariant under
translation and scalar multiplication. Therefore, it suffices to obtain a uniform upper
bound for the absolute value of∫
hd(µ − ν) ∗K =
∫
h˜dµ ∗K = ETth˜(W ) (2.5)
over all h = 1A, A ∈ R. In fact, we have by Lemma 2.4 and (2.4)–(2.5)
δ 6 C
(
sup
h=1A:A∈R
|ETth˜(W )|+ σ
σ
et
√
t log d
)
. (2.6)
We use (various versions of) Stein’s method to bound ETth˜(W ). Similarly to (1.14)
and (3.1) of Bhattacharya and Holmes (2010), one can verify that
ψt(x) = −
∫ ∞
t
Tsh˜(x)ds
is a solution to the Stein equation
〈Σ,Hessψt(w)〉H.S. − w · ∇ψt(w) = Tth˜(w).
Thus we have
ETth˜(W ) = E[〈Σ,Hessψt(W )〉H.S. −W · ∇ψt(W )]. (2.7)
Set Σ˜ := Σ−σ2∗Id. Note that Σ˜ is positive semidefinite because σ2∗ is the smallest eigenvalue
of Σ. Let us take independent random vectors Z˜ and Z ′ such that Z˜ ∼ N(0, Σ˜), Z ′ ∼
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N(0, Id) and they are independent of everything else. Then, since Z˜ + σ∗Z ′ ∼ N(0,Σ),
we can rewrite Tsh˜(x) as
Tsh˜(x) = Eh˜(e
−sx+
√
1− e−2sZ˜ + σ∗
√
1− e−2sZ ′)
= ENσ∗√1−e−2s h˜(e−sx+
√
1− e−2sZ˜),
(2.8)
where Nσ∗√1−e−2s h˜ is defined by (2.3). Therefore, applying Lemma 2.3 with η = 0 and
noting (3.14)–(3.15) of Bhattacharya and Holmes (2010), we obtain
d∑
j=1
|∂jψt(x)| 6 Cσ−1∗
√
log d, (2.9)
d∑
j,k=1
|∂jkψt(x)| 6 Cσ−2∗ (| log t| ∨ 1)(log d), (2.10)
d∑
j,k,l=1
|∂jklψt(x)| 6 Cσ−3∗
1√
t
(log d)3/2. (2.11)
2.3 Proof of Theorem 1.1
Without loss of generality, we may assume ∆W
σ2∗
< 1; otherwise, the bound (1.3) is trivial.
Since W has a Stein kernel τW , we obtain by (2.7)
ETth˜(W ) = E
 d∑
j,k=1
∂jkψt(W )(Σjk − τWjk (W ))
 .
Therefore, we deduce by (2.10)∣∣∣ETth˜(W )∣∣∣ 6 C
σ2∗
(log d)∆W (| log t| ∨ 1).
Consequently, we have by (2.6)
δ 6 C
{
σ
σ
et
√
t log d+
1
σ2∗
(log d)∆W (| log t| ∨ 1)
}
.
Setting
√
t = σ∆Wσσ2∗
and noting ∆Wσ2∗
< 1, we obtain the desired result.
2.4 Proof of Corollary 1.1
Without loss of generality, we may assume
1
σ2∗
√
log3 d
n
6 1. (2.12)
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As in the proof of Fathi (2019, Theorem 3.3), we first prove the result when µ is compactly
supported and its density is bounded away from zero on its support. Then, by Theorem
2.3 and Proposition 3.2 in Fathi (2019), µ has a Stein kernel τ = (τjk)16j,k6d such that
τ(x) is positive definite for all x ∈ Rd and max16j6dE[|τjj(X1)|p] 6 8pp2p for all p > 1
(here we used the assumption that Var(Wj) = 1,∀ 1 6 j 6 d). Note that we indeed have
max16j,k6dE[|τjk(X1)|p] 6 8pp2p for all p > 1 due to positive definiteness. In particular,
Lemma A.7 in Koike (2019a) (with q = 4) yields
max
16j,k6d
E exp
(√
|τjk(X1)|
C
)
6 2. (2.13)
Now we define the function τW : Rd → Rd×d by
τW (x) = E
[
1
n
n∑
i=1
τ(Xi)|W = x
]
, x ∈ Rd.
It is well known that τW is a Stein kernel for W (cf. page 271 of Ledoux, Nourdin and
Peccati (2015)). Jensen’s inequality yields
E
[
max
16j,k6d
∣∣Σjk − τWjk (W )∣∣] 6 E
[
max
16j,k6d
∣∣∣∣∣ 1n
n∑
i=1
(τjk(Xi)− Σjk)
∣∣∣∣∣
]
. (2.14)
We will use Theorem 3.1 and Remark A.1 in Kuchibhotla and Chakrabortty (2018) to
bound the right-hand side of (2.14). We need the following definitions.
Definition 2.1 (Orlicz Norms). Let g : [0,∞) → [0,∞) be a non-decreasing function
with g(0) = 0. The “g-Orlicz norm” of a random variable X is given by
‖X‖g := inf{η > 0 : E[g(|X|/η)] 6 1}.
Definition 2.2 (Sub-Weibull Variables). A random variable X is said to be sub-Weibull
of order α > 0, denotes as sub-Weibull(α), if
‖X‖ψα <∞, where ψα(x) = exp(xα)− 1 for x > 0.
Definition 2.3 (Generalized Bernstein-Orlicz Norm). Fix α > 0 and L > 0. Define the
function Ψα,L(·) based on the inverse function
Ψ−1α,L(t) :=
√
log(1 + t) + L(log(1 + t))1/α for all t > 0.
The Generalized Bernstein-Orlicz (GBO) norm of a random variable X is then given by
‖X‖Ψα,L as in Definition 2.1.
Applying Theorem 3.1 of Kuchibhotla and Chakrabortty (2018) to the sequence of
independent mean zero sub-Weibull(12 ) random variable (cf. (2.13)) {τjk(Xi) − Σjk : i =
1, . . . , n}, we have
‖ 1
n
n∑
i=1
(τjk(Xi)− Σjk)‖Ψ 1
2
,Ln
6
C√
n
,
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for some Ln = C/
√
n. Combining with Remark A.1 of Kuchibhotla and Chakrabortty
(2018), we have,
E
[
max
16j,k6d
∣∣∣∣∣ 1n
n∑
i=1
(τjk(Xi)− Σjk)
∣∣∣∣∣
]
6C max
16j,k6d
‖ 1
n
n∑
i=1
(τjk(Xi)− Σjk)‖Ψ 1
2
,Ln
(√
log d+ Ln log
2 d
)
6C
1√
n
(√
log d+
1√
n
log2 d
)
.
(2.15)
From (2.14) and (2.15), we have
E
[
max
16j,k6d
∣∣Σjk − τWjk (W )∣∣] 6 C 1√n
(√
log d+
1√
n
log2 d
)
= C
√
log d
n
(
1 +
log3/2 d√
n
)
6 C
√
log d
n
,
where the last inequality follows from (2.12). Therefore, an application of Theorem 1.1,
together with the fact that x(| log x| ∨ 1) is an increasing function for x > 0 and the
assumption (2.12), yields the desired result.
Next we prove the result when µ is supported on the whole space Rd. We take a
sequence of convex bodies Fℓ that converge to R
d. Define the probability measure νℓ on
R
d by νℓ(A) = µ(A ∩ Fℓ)/µ(Fℓ) for any Borel set A ⊂ Rd (note that µ(Fℓ)→ 1 as ℓ→∞
by construction, so µ(Fℓ) > 0 for sufficiently large ℓ). Then, let µℓ be the law of the
variable M
−1/2
ℓ (Yℓ−EYℓ), where Yℓ is a random vector with law νℓ andMℓ is the diagonal
matrix with the diagonal entries equal to those of Cov(µℓ) (note that Cov(Yℓ) → Σ as
ℓ → ∞ by construction, so M−1/2ℓ exists for sufficiently large ℓ). Note that Mℓ → Id.
Also, the density of µℓ is bounded away from zero on its support because µ is supported
on Rd and has a continuous density. Hence, letting Wℓ = n
−1/2∑n
i=1X
(ℓ)
i ∈ Rd with
{X(ℓ)1 , . . . ,X(ℓ)n } being i.i.d. with law µℓ and using the result for the compactly supported
case above, we have, for sufficiently large ℓ,
sup
h=1A:A∈R
|Eh(Wℓ)− Eh(Z)| 6 C
σ2∗
√
log3 d
n
log n.
Moreover, it is also easy to verify that the density of Wℓ converges almost everywhere to
that of W as ℓ→∞. Thus, Scheffe´’s lemma yields
sup
h=1A:A∈R
|Eh(Wℓ)− Eh(W )| → 0 (ℓ→∞).
This yields the desired result.
Finally, to prove the result in the general case, take ǫ > 0 arbitrarily and let µǫ
be the law of the variable
√
1− ǫ2X1 + ǫζ, where ζ ∼ N(0,Σ) and is independent of
16
{X1, . . . ,Xn}. It is evident that µǫ has covariance matrix Σ and supported on the whole
space Rd. Moreover, µǫ has a log-concave density by Proposition 3.5 in Saumard and
Wellner (2014). Hence we have for any A ∈ R
|E1A(W )− E1A(Z)| 6 |E1A(W )− E1A(W ǫ)|+ C
σ2∗
√
log3 d
n
log n,
where W ǫ :=
√
1− ǫ2W + ǫζ. Since W has a density and W ǫ converges in law to W as
ǫ→ 0, |E1A(W )−E1A(W ǫ)| → 0 as ǫ→ 0. Thus, letting ǫ→ 0 and taking the supremum
over A ∈ R in the above inequality, we complete the proof.
2.5 Proof of Corollary 1.2
By Proposition 3.7 in Nourdin, Peccati and Swan (2014), W has a Stein kernel τW =
(τWjk )16j,k6d given by
τWjk (x) = E[〈−DL−1Wj ,DWk〉H|W = x], x ∈ Rd,
where 〈·, ·〉H denotes the inner product of H, while D and L−1 denote the Malliavin deriva-
tive and pseudo inverse of the Ornstein-Uhlenbeck operator with respect toX, respectively.
By Jensen’s inequality and Lemma 2.2 in Koike (2019a), we have
E
[
max
16j,k6d
∣∣Σjk − τWjk (W )∣∣] 6 E [ max
16j,k6d
∣∣Σjk − 〈−DL−1Wj,DWk〉H∣∣] 6 Cq(logq−1 d)∆W ,
where Cq > 0 depends only on q. Thus the desired result follows from Theorem 1.1.
2.6 Proof of Theorem 1.2
Without loss of generality, we may assume t < 1; otherwise, the theorem is trivial because
suph=1A:A∈R |Eh(W )− Eh(Z)| 6 1. By exchangeability we have
0 =
1
2
E[Λ−1D · (∇ψt(W ′) +∇ψt(W ))]
= E
[
1
2
Λ−1D · (∇ψt(W ′)−∇ψt(W )) + Λ−1D · ∇ψt(W )
]
= E
1
2
d∑
j,k=1
(Λ−1D)jDk∂jkψt(W ) + Ξ + Λ−1D · ∇ψt(W )
 ,
where
Ξ =
1
2
d∑
j,k,l=1
(Λ−1D)jDkDlU∂jklψt(W + (1− U)D)
and U is a uniform random variable on [0, 1] independent of everything else. Combining
this with (1.6), (2.7) and (2.9)–(2.10), we obtain
ETth˜(W ) 6
1
σ∗
E
(
max
16j6d
|Rj |
)√
log d+
1
σ2∗
∆1(| log t| ∨ 1) log d+ |E[Ξ]|.
17
To estimate |E[Ξ]|, we rewrite it as follows. By exchangeability we have
E[(Λ−1D)jDkDlU∂jklψt(W + (1− U)D)]
= −E[(Λ−1D)jDkDlU∂jklψt(W ′ − (1− U)D)]
= −E[(Λ−1D)jDkDlU∂jklψt(W + UD)].
Hence we obtain
E[Ξ] =
1
4
d∑
j,k,l=1
E[(Λ−1D)jDkDlU{∂jklψt(W + (1− U)D)− ∂jklψt(W + UD)}]
=
1
4
d∑
j,k,l,m=1
E[(Λ−1D)jDkDlDmU(1− 2U)∂jklmψt(W + D˜)], (2.16)
where D˜ := UD+ V (1− 2U)D and V is a uniform random variable on [0, 1] independent
of everything else. Note that |U +V (1−2U)| 6 U ∨ (1−U) 6 1 and thus ‖D˜‖∞ 6 ‖D‖∞.
Now, note that e
−sη
σ∗
√
1−e−2s 6 1/
√
2 log d for every s > t by assumption. Hence, (2.8)
and Lemma 2.3 imply
d∑
j,k,l,m=1
sup
y∈R(0;η)
|∂jklmψt(x+ y)| 6 Cσ−4∗
1
t
log2 d.
Combining this with (2.16) and ‖D˜‖∞ 6 ‖D‖∞, we obtain
|EΞ| 6 1
4
d∑
j,k,l,m=1
E
[
|(Λ−1D)jDkDlDm| sup
y∈R(0;η)
|∂jklmψt(W + y)|; ‖D˜‖∞ 6 η
]
+
1
4
d∑
j,k,l,m=1
E[|(Λ−1D)jDkDlDm∂jklmψt(W + D˜)|; ‖D‖∞ > η]
6 Cσ−4∗
log2 d
t
(∆2 +∆3(η)).
Now the desired result follows from (2.6).
2.7 Proof of Theorem 1.3
Without loss of generality, we may assume t < 1; otherwise, the theorem is trivial because
suph=1A:A∈R |Eh(W ) − Eh(Z)| 6 1. We follow the proof of Theorem 1.2 and bound
E(∆ψt(W )−W ·∇ψt(W )). From the independence of X ′ and X and the assumption that
E(W ) = 0 and using the telescoping sum, we have
EW · ∇ψt(W ) =E(W −W {1:n}) · ∇ψt(W )
=
n∑
i=1
E(W {1:(i−1)} −W {1:i}) · ∇ψt(W ).
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Exchanging Xi with X
′
i, we have
E(W {1:(i−1)} −W {1:i}) · ∇ψt(W ) = E(W {1:i} −W {1:(i−1)}) · ∇ψt(W {i}).
Therefore,
EW · ∇ψt(W )
=
1
2
n∑
i=1
E(W {1:i} −W {1:(i−1)}) · (∇ψt(W {i})−∇ψt(W ))
=
1
2
n∑
i=1
d∑
j,k=1
E(W {1:i} −W {1:(i−1)})j(W {i} −W )k∂jkψt(W )
+
1
2
n∑
i=1
d∑
j,k,l=1
E(W {1:i} −W {1:(i−1)})j(W {i} −W )kU(W {i} −W )l∂jklψt(W + UV (W {i} −W )),
where U, V are independent uniform random variables on [0, 1] and independent of every-
thing else. Exchanging Xi with X
′
i gives
E(W {1:i} −W {1:(i−1)})j(W {i} −W )kU(W {i} −W )l∂jklψt(W + UV (W {i} −W ))
=− E(W {1:i} −W {1:(i−1)})j(W {i} −W )kU(W {i} −W )l∂jklψt(W − UV (W {i} −W )).
Following similar arguments as in the proof of Theorem 1.2, we obtain the desired result.
2.8 Proof of Corollary 1.3
Without loss of generality, we may assume
(4
√
5)6
B2n log
4(dn)
σ4∗n
6 1. (2.17)
We prove the assertion in three steps. In Steps 1 and 2, we truncate the random variables
and show that the error introduced by the truncation is negligible. In Step 3, we apply
Theorem 1.3 to the truncated variable.
Step 1. Set κn := Bn
√
5 log(dn). For i = 1, . . . , n and j = 1, . . . , d, define
X˜ij := Xij1{|Xij |6κn} − EXij1{|Xij |6κn},
and set X˜ := (X˜i)
n
i=1 with X˜i = (X˜i1, . . . , X˜id)
⊤. Note that maxi,j |X˜ij | 6 2κn. Also,
since P (X2ij > x) 6 2e
−x/B2n for all x > 0, Lemma 5.4 in Koike (2019b) yields
EX2ij1{X2ij>κ2n} 6 Ce
−κ2n/B2nκ2n 6 C
B2n log(dn)
n5
. (2.18)
Step 2. Let W˜ := n−1/2
∑n
i=1 X˜i. On the event max16i6n ‖Xi‖∞ 6 κn, we have
|Wj − W˜j| =
∣∣∣∣∣ 1√n
n∑
i=1
EXij1{|Xij |>κn}
∣∣∣∣∣ 6 1√n
n∑
i=1
√
EX2ij1{X2ij>κ2n} 6 C
Bn
√
log(dn)
n2
.
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Therefore, Lemma 6.1 in Chernozhukov et al. (2019) yields
P
(
‖W − W˜‖∞ > CBn
√
log(dn)
n2
)
6 P
(
max
16i6n
‖Xi‖∞ > κn
)
6
1
2n4
.
From this estimate and the Gaussian anti-concentration inequality, we obtain
sup
h=1A:A∈R
|Eh(W ) − Eh(Z)| 6 C
(
1
2n4
+
Bn log d
√
log(dn)
n2
+ δ˜
)
,
where
δ˜ := sup
h=1A:A∈R
|Eh(W˜ )− Eh(Z)|.
Therefore, the proof is completed once we show
δ˜ 6 C
(
B2n log
4(dn)
σ4∗n
)1/3
.
Step 3. We apply Theorem 1.3 to X˜ and W˜ with η := 4κn/
√
n. By construction we have
δ3(η) = 0. Meanwhile, we have
E
[
max
16j,k6d
∣∣∣∣∣ 12n
n∑
i=1
(
(X˜ ′ij − X˜ij)(X˜ ′ik − X˜ik)− E[(X˜ ′ij − X˜ij)(X˜ ′ik − X˜ik)]
)∣∣∣∣∣
]
6 C
√
log d
n
E
√√√√ max
16j,k6d
n∑
i=1
(X ′ij −Xij)2(X ′ik −Xik)2
 6 C√δ2 log d,
where the first inequality follows from Nemirovski’s inequality:
Lemma 2.5 (Lemma 14.24 in Bu¨hlmann and van de Geer (2011)). Let Yi be independent
random variables taking values in a measurable space Y and let γ1, . . . , γp be real-valued
measurable functions on Y such that Eγj(Yi) exists. For m > 1 and p > em−1, we have
E max
16j6p
∣∣∣∣∣
n∑
i=1
(γj(Yi)− Eγj(Yi))
∣∣∣∣∣
m
6 [8 log(2p)]m/2E
[
max
16j6p
n∑
i=1
γ2j (Yi)
]m/2
.
and the second one follows from the Schwarz inequality. We also have
1
2n
n∑
i=1
E[(X˜ ′ij − X˜ij)(X˜ ′ik − X˜ik)] =
1
n
n∑
i=1
E[X˜ijX˜ik]
and Σjk =
1
n
∑n
i=1E[XijXik]. Therefore, notingXij−X˜ij = Xij1{|Xij |>κn}−EXij1{|Xij |>κn},
the Schwarz inequality and (2.18) imply that
max
16j,k6d
∣∣∣∣∣Σjk − 12n
n∑
i=1
E[(X˜ ′ij − X˜ij)(X˜ ′ik − X˜ik)]
∣∣∣∣∣
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6 max
16j,k6d
max
16i6n
(√
E(Xij − X˜ij)2EX˜2ik +
√
EX2ijE(Xik − X˜ik)2
)
6 C
B2n
√
log(dn)
n5/2
6 C
B2n log(dn)
n
.
Consequently, we obtain
δ1 6 C
(√
δ2 log d+
B2n log(dn)
n
)
.
Moreover, Lemma 9 in Chernozhukov, Chetverikov and Kato (2015) yields
δ2 6
C
n2
{
max
16j6d
E
[
n∑
i=1
(X˜ ′ij − X˜ij)4
]
+ E
[
max
16i6n
max
16j6d
(X˜ ′ij − X˜ij)4
]
log d
}
6 C
(
B2n
n
+
B4n log
3(dn)
n2
)
6 C
B2n
n
,
where the last inequality follows from (2.17). Therefore, for any t > 0 satisfying η/
√
t 6
σ∗/
√
log d, we have
δ˜ 6 C
 1
σ2∗
√
B2n log
3(dn)
n
(| log t| ∨ 1) + B
2
n log
2 d
σ4∗n
1
t
+
√
t log d
 .
Now let t = (B2n log(dn)/σ
4∗n)2/3. Then we have
η√
t
√
log d 6 4
√
5 · Bn log(dn)√
n
· n
1/3σ
4/3
∗
B
2/3
n log
1/3(dn)
= 4
√
5
(
B2n log
4(dn)
σ4∗n
)1/6
σ2∗ 6 σ∗
by (2.17). So we can apply the above estimate with this t and obtain
δ˜ 6 C

√
B2n log
3(dn)
σ4∗n
∣∣∣∣log B2n log(dn)σ4∗n
∣∣∣∣+ (B2n log4(dn)σ4∗n
)1/3
6 C
(
B2n log
4(dn)
σ4∗n
)1/3
,
where the last line follows from the inequality | log x| 6 C/x1/6 for 0 < x 6 1.
2.9 Proof of Theorem 1.4
Without loss of generality, we assume that the right-hand side of (1.8) is finite. Let
Yi =
∑
i′∈Ai
Xi′ , Yii′ =
∑
i′′∈Aii′
Xi′′ .
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From the independence assumption and EXi = 0, we have, with U being a uniform
distribution on [0, 1] and independent of everything else,
EW · ∇ψt(W ) =
n∑
i=1
EXi · (∇ψt(W )−∇ψt(W − Yi))
=
n∑
i=1
∑
i′∈Ai
d∑
j,k=1
EXijXi′k∂jkψt(W − UYi)
=
n∑
i=1
∑
i′∈Ai
d∑
j,k=1
EXijXi′k
[
∂jkψt(W − UYi)− ∂jkψt(W − Yii′)
]
+
n∑
i=1
∑
i′∈Ai
d∑
j,k=1
EXijXi′kE∂jkψt(W − Yii′).
Because
n∑
i=1
∑
i′∈Ai
EXijXi′kE∂jkψt(W ) = ΣjkE∂jkψt(W ),
we have by (2.11)
|ETth˜(W )| = |E[〈Σ,Hessψt(W )〉H.S. −W · ∇ψt(W )]|
6
C
σ3∗
√
t
(log d)3/2
n∑
i=1
∑
i′∈Ai
∑
i′′∈Aii′
E
[
max
16j,k,l6d
(|XijXi′kXi′′l|+ |XijXi′k|E|Xi′′l|)
]
.
Optimizing t gives the desired bound.
A APPENDIX
A.1 Proof of Proposition 1.1
It suffices to show that there is a sequence (xn)
∞
n=1 of real numbers such that
ρ := lim sup
n→∞
√
n
log3 d
∣∣∣∣P (max16j6dWj 6 xn
)
− P
(
max
16j6d
Zj 6 xn
)∣∣∣∣ > 0.
We denote by φ1 and Φ1 the density and distribution function of the standard normal
distribution, respectively. For every n, we define xn ∈ R as the solution of the equation
Φ1(x)
d = e−1, i.e. xn := Φ−11 (e
−1/d). Then we have xn/
√
2 log d→ 1 and d(1−Φ1(xn))→ 1
as n → ∞ (cf. the proof of Proposition 2.1 in Koike (2019b)). Applying Theorem 1 in
Arratia, Goldstein and Gordon (1989) with I = {1, . . . , d}, Bα = {α} and Xα = 1{Wα>xn},
we obtain ∣∣∣∣P (max16j6dWj 6 xn
)
− e−λn
∣∣∣∣ 6 dP (W1 > xn)2 ,
where λn := dP (W1 > xn). By an analogous argument we also obtain∣∣∣∣P (max16j6dZj 6 xn
)
− e−d(1−Φ1(xn))
∣∣∣∣ 6 d(1− Φ1(xn))2.
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Hence we have∣∣∣∣P (max16j6dWj 6 xn
)
− P
(
max
16j6d
Zj 6 xn
)∣∣∣∣
> |e−λn − e−d(1−Φ1(xn))| − dP (W1 > xn)2 − d(1 −Φ1(xn))2.
Now, since xn = O(
√
log d) = o(n1/6) by assumption, Theorem 1 in Petrov (1975,
Chapter VIII) (see also Eq.(2.41) in Petrov (1975, Chapter VIII)) implies
P (W1 > xn)
1− Φ1(xn) = exp
(
γ
6
√
n
x3n
)
+O
(
xn + 1√
n
)
. (A.1)
In particular, since d(1 − Φ1(xn)) → 1, we have dP (W1 > x)2 = O(d−1) and d(1 −
Φ1(xn))
2 = O(d−1). Thus we obtain
ρ > lim sup
n→∞
√
n
log3 d
|e−λn − e−d(1−Φ1(xn))| (A.2)
because d−1 = o(n−1 log3 d) by assumption. Moreover, using the Taylor expansion of the
exponential function around 0, we deduce from (A.1)
λn = d(1− Φ1(xn)) + γ
6
√
n
x3n + o
(
x3n√
n
)
and
e−{λn−d(1−Φ1(xn))} = 1− γ
6
√
n
x3n + o
(
x3n√
n
)
.
Therefore, by (A.2) we conclude that
ρ > e−1
√
2|γ|
3
because xn/
√
2 log d→ 1. This completes the proof.
A.2 Proof of Lemma 2.2
First we introduce some notation. We denote by φ1 and Φ1 the density and distribution
function of the standard normal distribution, respectively. We set φ¯1(u) := φ1(u)/Φ1(u).
Obviously, φ¯1 is strictly decreasing on [0,∞).
For a non-negative integer ν, the ν-th Hermite polynomial is denoted by Hν : Hν(u) =
(−1)νφ1(u)−1φ(ν)1 (u). When ν > 1, we define the functions hν and h¯ν on R by
hν(u) = Hν−1(u)φ1(u), h¯ν(u) = hν(u)/Φ1(u) = Hν−1(u)φ¯1(u) (u ∈ R).
A simple computation shows
h′ν(u) = −hν+1(u), h¯′ν(u) = −{Hν(u) + h¯ν(u)}φ¯1(u). (A.3)
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Also, we define the functions λ and Λ on [0,∞) by
λ(u) =
φ1(u)
φ1(u+ 2η)
= e2uη+2η
2
, Λ(u) =
Φ1(u)
Φ1(u+ 2η)
(u ∈ [0,∞)).
A simple computation shows
Λ′(u) = Λ(u){φ¯1(u)− φ¯1(u+ 2η)}. (A.4)
In particular, Λ is non-decreasing on [0,∞).
To extend the proof for the case with r = 1 and η = 0 to the general case, we need to
deduce a bound analogous to (2.1). Roughly speaking, we need to replace φ1 in the middle
equation of (2.1) by hν to accomplish this. In the derivation of (2.1), it plays a crucial
role that φ1 is decreasing on [0,∞). However, hν does not have this property in general,
so we will dominate it by an appropriate decreasing function to proceed analogously to
the derivation of (2.1). For this purpose, we need to introduce some additional notation.
We denote by uν the maximum root of Hν . For example, u1 = 0, u2 = 1, u3 =
√
3. It is
evident that Hν is positive and strictly increasing on (uν ,∞). We also have u1 < u2 < · · ·
(see e.g. Szego¨ (1939, Theorem 3.3.2)). Finally, set Mν := max06u6uν |Hν−1(u)| <∞ and
define the function h˜ν : [0,∞)→ (0,∞) by
h˜ν(u) =Mνφ1(u)1[0,uν ](u) + hν(u)1(uν ,∞)(u) (u ∈ [0,∞)).
Lemma A.1. h˜ν is decreasing on [0,∞) and |hν(u)| 6 h˜ν(|u|) for all u ∈ R.
Proof. Note that h′ν(u) < 0 when u > uν . Then, h˜ν is evidently decreasing on [0,∞) by
construction. The latter claim is also obvious by construction.
We will also need a counterpart of the latter part of the proof for the case with r = 1
and η = 0. The subsequent two lemmas will be used for this purpose.
Lemma A.2. The function u 7→ Hν(u)λ(u) + h¯ν(u) is strictly increasing on [uν ,∞).
Proof. Since Hν(u)λ(u) + h¯ν(u) = Hν(u){λ(u) − 1} + {Hν(u) + h¯ν(u)} and the function
u 7→ Hν(u){λ(u) − 1} is non-decreasing on [uν ,∞), it suffices to prove g := Hν + h¯ν is
strictly increasing on [uν ,∞). We have
g′(u) = H ′ν(u)− {Hν(u) + h¯ν(u)}φ¯1(u)
= Φ1(u)
−1{H ′ν(u)Φ1(u)− hν+1(u)− h¯ν(u)φ1(u)}.
So we complete the proof once we show g1(u) := H
′
ν(u)Φ1(u)− hν+1(u)− h¯ν(u)φ1(u) > 0
for all u > uν . We have
g′1(u) = H
′′
ν (u)Φ1(u) +H
′
ν(u)φ1(u) + hν+2(u)− h¯′ν(u)φ1(u) + uh¯ν(u)φ1(u)
= ν(ν − 1)Hν−2(u)Φ1(u) + uHν(u)φ1(u)− h¯′ν(u)φ1(u) + uh¯ν(u)φ1(u),
where the identity Hν+1(u) = uHν(u) − H ′ν(u) is used to deduce the last line. Since
Hk(u) > 0 for k 6 ν and u > uν , we have g
′
1(u) > 0 for u > uν . Thus
g1(u) > g1(uν) = Hν−1(uν){νΦ1(uν)− φ1(uν)φ¯1(uν)} > 1/2− 1/π > 0
for all u > uν .
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Define the functions Fν and G on R
d by
Fν(x) =
d∑
j=1
h¯ν(xj)Λ(xj), G(x) =
d∏
k=1
Φ1(xk + 2η) (x ∈ Rd).
Lemma A.3. For any β > 0,
sup
x∈[uν ,∞)d
Fν(x)
βG(x) = O((log d)βν/2)
as d→∞.
Proof. Define the function f on Rd by f(x) = Fν(x)
βG(x), x ∈ Rd. First we prove f has
a maximizer on [uν ,∞)d. Using (A.3)–(A.4), we obtain
∂lf(x) = βFν(x)
β−1{h¯′ν(xl)Λ(xl) + h¯ν(xl)Λ′(xl)}G(x) + Fν(x)β φ¯1(xl + 2η)G(x)
=
[−β {Hν(xl)λ(xl) + h¯ν(xl)}Λ(xl) + Fν(x)] φ¯1(xl + 2η)Fν(x)β−1G(x).
Now, since β
{
Hν(x)λ(x) + h¯ν(x)
}
Λ(x) → ∞ as x → ∞ while supx∈[uν ,∞)d Fν(x) < ∞,
there is a number u¯ > uν such that for all x with xl > u¯, ∂lf(x) < 0. This means
supx∈[uν ,∞)d f(x) = supx∈[uν ,u¯]d f(x) and thus f has a maximizer on [uν ,∞)d.
Let x∗ be a maximizer of f on [uν ,∞)d. Then the proof is completed once we show
f(x∗) = O((log d)βν/2) as d→∞. Let m be the number of components in x∗ greater than
uν . If m 6 β, we have
f(x∗) 6
{
d sup
u∈[uν ,∞)
h¯ν(u)Λ(u)
}β
Φ1(uν + 2η)
d−β = o(1)
as d→∞, so it suffices to consider the case m > β.
Since f is symmetric, we may assume x∗1, . . . , x∗m > uν and x∗m+1 = · · · = x∗d = uν
without loss of generality. Then, for every l = 1, . . . ,m, we must have ∂lf(x
∗) = 0. Thus
we obtain
{Hν(x∗1)λ(x∗1) + h¯ν(x∗1)}Λ(x∗1) = · · · = {Hν(x∗m)λ(x∗m) + h¯ν(x∗m)}Λ(x∗m) = β−1Fν(x∗).
Since Λ is non-decreasing, the function u 7→ β{Hν(u)λ(u)+ h¯ν(u)}Λ(u) is strictly increas-
ing on [uν ,∞) by Lemma A.2. Therefore, we have x∗1 = · · · = x∗m =: u∗ and hence
β{Hν(u∗)λ(u∗) + h¯ν(u∗)}Λ(u∗) = Fν(x∗) = mh¯ν(u∗)Λ(u∗) + (d−m)h¯ν(uν)Λ(uν).
Now let g2(u) := βHν(u)λ(u)Λ(u)Φ1(u)− (m−β)hν (u)Λ(u)− (d−m)hν (uν)Λ(uν). Then
we have g2(u
∗) = 0, g2(uν) < 0 and g2(
√
2 log d) → ∞ as d → ∞ (note that λ > 1 on
[0,∞), Λ(√2 log d) → 1 and η = O(1) as d → ∞). Since g2 is increasing on [uν ,∞), we
conclude u∗ = O(
√
log d) as d → ∞. Consequently, we obtain λ(u∗) = O(1) as d → ∞
and thus
f(x∗) 6 ββ{Hν(u∗)λ(u∗) + h¯ν(u∗)}β = O((log d)βν/2)
as d→∞. This completes the proof.
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Now we are ready to prove Lemma 2.2.
Proof of Lemma 2.2. For every q ∈ {1, . . . , r}, set
Nq(r) := {(ν1, . . . , νq) ∈ Zq : ν1, . . . , νq > 0, ν1 + · · · + νq = r},
Jq(d) := {(j1, . . . , jq) ∈ {1, . . . , d}q : jp 6= jp′ if p 6= p′}.
Then we have for all A ∈ R
d∑
j1,...,jr=1
sup
y∈R(0;η)
∣∣∣∣∫
A
∂j1,...,jrφ(z + y)dz
∣∣∣∣
6 Cr
r∑
q=1
∑
(ν1,...,νq)∈Nq(r)
∑
(j1,...,jq)∈Jq(d)
sup
y∈R(0,η)
∣∣∣∣∫
A
∂ν1j1 · · · ∂
νq
jq
φ(z + y)dz
∣∣∣∣ ,
where Cr > 0 depends only on r. Therefore, we obtain the desired result once we prove
sup
A∈R
∑
(j1,...,jq)∈Jq(d)
sup
y∈R(0;η)
∣∣∣∣∫
A
∂ν1j1 · · · ∂
νq
jq
φ(z + y)dz
∣∣∣∣ = O((log d)r/2) as d→∞
for any (fixed) (ν1, . . . , νq) ∈ Nq(r) with q ∈ {1, . . . , r}.
Take A =
∏d
j=1(aj , bj) ∈ R arbitrarily and set
IA :=
∑
(j1,...,jq)∈Jq(d)
sup
y∈R(0;η)
∣∣∣∣∫
A
∂ν1j1 · · · ∂
νq
jq
φ(z + y)dz
∣∣∣∣ .
Then we have
IA =
∑
(j1,...,jq)∈Jq(d)
sup
y∈R(0;η)
 q∏
p=1
∣∣hνp(bjp + yjp)− hνp(ajp + yjp)∣∣
 ∏
k:k 6=j1,...,jq
{Φ1(bk + yk)− Φ1(ak + yk)}
6
∑
(j1,...,jq)∈Jq(d)
sup
y∈R(0;η)
 q∏
p=1
(|hνp(bjp + yjp)|+ |hνp(ajp + yjp)|)

×
∏
k:k 6=j1,...,jq
{Φ1(bk + yk) + Φ1(−ak − yk)− 1} ,
where we use the identity 1 − Φ1(x) = Φ1(−x) to deduce the last line. Set cj := (|aj | ∧
|bj |)∨ η, j = 1, . . . , d. Then, we have min{|aj + yj|, |bj + yj|} > cj − η > 0 for all j. Thus,
noting that Φ is increasing and bounded by 1, we obtain by Lemma A.1
IA 6 2
q
∑
(j1,...,jq)∈Jq(d)
 q∏
p=1
h˜νp(cjp − η)
 ∏
k:k 6=j1,...,jq
Φ1(ck + η)
= 2q
∑
(j1,...,jq)∈Jq(d)
 q∏
p=1
h˜νp(cjp − η)
Φ1(cjp − η)
Φ1(cjp − η)
Φ1(cjp + η)
 d∏
k=1
Φ1(ck + η)
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6 2q
 q∏
p=1
d∑
jp=1
h˜νp(cjp − η)
Φ1(cjp − η)
Φ1(cjp − η)
Φ1(cjp + η)
 d∏
k=1
Φ1(ck + η).
Now, since
∑
p νp = r, the generalized AM-GM inequality yields
IA 6 2
q
q∑
p=1
νp
r
 d∑
jp=1
h˜νp(cjp − η)
Φ1(cjp − η)
Φ1(cjp − η)
Φ1(cjp + η)
r/νp d∏
k=1
Φ1(ck + η)
6 C ′r
q∑
p=1

 d∑
j=1
φ¯1(cj − η)Λ(cj − η)
r/νp
+
 d∑
j=1
h¯νp(cj − η)Λ(cj − η)1(uνp ,∞)(cj − η)
r/νp

d∏
k=1
Φ1((ck − η) + 2η)
6 C ′r
q∑
p=1
{
sup
x∈[0,∞)d
F1(x)
r/νpG(x) + sup
x∈[uνp ,∞)d
Fνp(x)
r/νpG(x)
}
,
where C ′r > 0 depends only on r (note that h¯ν is positive on [uν ,∞)). Consequently, by
Lemma A.3 we conclude supA∈R IA = O((log d)r/2) as d→∞.
A.3 Proof of Proposition 1.2
We follow the proof of Proposition 1.4 of Zhai (2018). Let A ∈ R be a given hyperrectangle.
For a parameter ǫ to be specified later, define
Aǫ =
{
x ∈ Rd : inf
a∈A
|x− a| 6 ǫ
}
,
Aǫ =
{
x ∈ Rd : inf
a∈Rd\A
|x− a| > ǫ
}
.
Applying the Gaussian anti-concentration inequality in Lemma 2.1 with Y = (Z⊤,−Z⊤)⊤
gives
P (Z ∈ Aǫ\A) 6 Cǫ
√
log d, and P (Z ∈ A\Aǫ) 6 Cǫ
√
log d.
We may regard T as being coupled to Z so that E[|T − Z|2] =W2(T,Z)2. Then
P (T ∈ A) 6 P (|T − Z| 6 ǫ, T ∈ A) + P (|T − Z| > ǫ)
6 P (Z ∈ Aǫ) + ǫ−2W2(T,Z)2
6 P (Z ∈ A) + Cǫ
√
log d+ ǫ−2W2(T,Z)2.
Similarly,
P (Z ∈ A) 6 P (Z ∈ Aǫ) + Cǫ
√
log d
6 P (|T − Z| 6 ǫ, Z ∈ Aǫ) + P (|T − Z| > ǫ) + Cǫ
√
log d
6 P (T ∈ A) + ǫ−2W2(T,Z)2 + Cǫ
√
log d.
27
Thus,
|P (T ∈ A)− P (Z ∈ A)| 6 ǫ−2W2(T,Z)2 + Cǫ
√
log d,
and taking ǫ = W2(T,Z)
2/3
(log d)1/6
gives the result.
ACKNOWLEDGEMENTS
We thank the two anonymous referees for their careful reading of the manuscript and
for their valuable suggestions which led to many improvements. Fang X. was partially
supported by Hong Kong RGC ECS 24301617 and GRF 14302418 and 14304917, a CUHK
direct grant and a CUHK start-up grant. Koike Y. was partially supported by JST
CRESTGrant Number JPMJCR14D7 and JSPS KAKENHI Grant Numbers JP17H01100,
JP18H00836, JP19K13668.
REFERENCES
N. H. Anderson, P. Hall and D. M. Titterington (1998). Edgeworth expansions in very-
high-dimensional problems. J. Statist. Plann. Inference 70, 1–18.
R. Arratia, L. Goldstein and L. Gordon (1989). Two moments suffice for Poisson approx-
imations: The Chen-Stein method. Ann. Probab. 17, 9–25.
A. Belloni, V. Chernozhukov, D. Chetverikov, C. Hansen and K. Kato (2018).
High-dimensional econometrics and regularized GMM. Preprint. Available at
https://arxiv.org/abs/1806.01888
V. Bentkus (2005). A Lyapunov type bound in Rd. Theory Probab. Appl. 49, 311-323.
V. Bentkus and F. Go¨tze (1997). Uniform rates of convergence in the CLT for quadratic
forms in multidimensional spaces. Probab. Theory Related Fields 109, 367–416.
R. N. Bhattacharya and S. Holmes (2010). An exposition of Go¨tze’s estimation of the
rate of convergence in the multivariate central limit theorem. Preprint. Available at
https://arxiv.org/abs/1003.4254
R. N. Bhattacharya and R. R. Rao (1976). Normal Approximation and Asymptotic
Expansions. Wiley, New York.
S. G. Bobkov, G. P. Chistyakov and F. Go¨tze (2013). Rate of convergence and Edgeworth-
type expansion in the entropic central limit theorem. Ann. Probab. 41, 2479–2512.
S. A. Bogatyrev, F. Go¨tze and V. V. Ulyanov. Non-uniform bounds for short asymptotic
expansions in the CLT for balls in a Hilbert space. J. Multivariate Anal. 97, 2041–2056.
P. Bu¨hlmann and S. van de Geer (2011). Statistics for High-Dimensional Data. Springer.
S. Chatterjee (2005). A simple invariance theorem. Preprint. Available at
https://arxiv.org/abs/math/0508213
28
S. Chatterjee (2008a). A new method of normal approximation. Ann. Probab. 36, 1584–
1610.
S. Chatterjee (2008b). Chaos, concentration, and multiple valleys. Preprint. Available at
https://arxiv.org/abs/0810.4221
S. Chatterjee (2009). Fluctuations of eigenvalues and second order Poincare´ inequalities.
Probab. Theory Related Fields 143, 1–40.
S. Chatterjee and E. Meckes (2008). Multivariate normal approximation using exchange-
able pairs. Alea 4, 257–283.
X. Chen (2018). Gaussian and bootstrap approximations for high-dimensional U-statistics
and their applications. Ann. Statist. 46, 642–678.
X. Chen and K. Kato (2019). Randomized incomplete U -statistics in high dimensions.
Ann. Statist. 47, 3127–3156.
L.H.Y. Chen and A. Ro¨llin (2010). Stein couplings for normal approximation. Preprint.
Available at https://arxiv.org/abs/1003.6039
V. Chernozhukov, D. Chetverikov and K. Kato (2013). Gaussian approximations and
multiplier bootstrap for maxima of sums of high-dimensional random vectors. Ann.
Statist. 41, 2786–2819.
V. Chernozhukov, D. Chetverikov and K. Kato (2015). Comparison and anti-concentration
bounds for maxima of Gaussian random vectors. Probab. Theory Relat. Fields 162, 47–
70.
V. Chernozhukov, D. Chetverikov and K. Kato (2017a). Central limit theorems and boot-
strap in high dimensions. Ann. Probab. 45, 2309–2352.
V. Chernozhukov, D. Chetverikov and K. Kato (2017b). Detailed proof of Nazarov’s in-
equality. Preprint. Available at https://arxiv.org/abs/1711.10696
V. Chernozhukov, D. Chetverikov and K. Kato (2019). Inference on causal and structural
parameters using many moment inequalities. Rev. Econ. Stud. 86, 1867–1900.
V. Chernozhukov, D. Chetverikov, K. Kato and Y. Koike (2019). Improved central
limit theorem and bootstrap approximation in high dimensions. Preprint. Available
at https://arxiv.org/abs/1912.10529
T. A. Courtade, M. Fathi and A. Pananjady (2019). Existence of Stein kernels under
a spectral gap, and discrepancy bounds. Ann. Inst. Henri Poincare´ Probab. Stat. 55,
777–790.
N.T. Dung (2019). Explicit rates of convergence in the multivariate CLT for nonlinear
statistics. Acta Math. Hungar. 158, 173–201.
29
R. Eldan, D. Mikulincer and A. Zhai (2018). The CLT in high dimensions: quantitative
bounds via martingale embedding. To appear in Ann. Probab. Preprint available at
https://arxiv.org/abs/1806.09087
C.G. Esseen (1945). Fourier analysis of distribution functions. A mathematical study of
the Laplace-Gaussian law. Acta Math. 77, 1–125.
M. Fathi (2018). Higher-order Stein kernels for Gaussian approximation. To appear in
Studia Mathematica. Preprint available at https://arxiv.org/abs/1812.02703
M. Fathi (2019). Stein kernels and moment maps. Ann. Probab. 47, 2172–2185.
F. Go¨tze (1991). On the rate of convergence in the multivariate CLT. Ann. Probab. 19,
724–739.
F. Go¨tze and V.V. Ulyanov (2003). Asymptotic distribution of χ2-type statistics. In
Research Group Spectral Analysis, Asymptotic Distributions and Stochastic Dynamics.
Bielefeld Univ., Preprint 03–033.
F. Go¨tze and A. Y. Zaitsev (2014). Explicit rates of approximation in the CLT for quadratic
forms. Ann. Probab. 42, 354–397.
Y. T. Kim and H. S. Park (2015). Kolmogorov distance for multivariate normal approxi-
mation. Korean J. Math. 23, 1–10.
Y. Koike (2019a). Gaussian approximation of maxima of Wiener functionals and its ap-
plication to high-frequency data. Ann. Statist. 47, 1663–1687.
Y. Koike (2019b). Notes on the dimension dependence in high-dimensional
central limit theorems for hyperrectangles. Preprint. Available at
https://arxiv.org/abs/1911.00160
A. K. Kuchibhotla and A. Chakrabortty (2018). Moving beyond sub-Gaussianity in high-
dimensional statistics: Applications in covariance estimation and linear regression.
Preprint. Available at https://arxiv.org/abs/1804.02605
M. Ledoux, I. Nourdin and G. Peccati (2015). Stein’s method, logarithmic Sobolev and
transport inequalities. Geom. Funct. Anal. 25, 256–306.
E. Meckes (2006). An infinitesimal version of Stein’s method of exchangeable pairs. Thesis
(Ph.D.)-Stanford University.
S.V. Nagaev (1976). An estimate of the remainder term in the multidimensional cen-
tral limit theorem. Proceedings of the Third Japan-USSR Symposium on Probability
Theory, pages 419–438. Springer.
I. Nourdin and G. Peccati (2009). Stein’s method on Wiener chaos. Probab. Theory
Related Fields 145, 75–118.
30
I. Nourdin and G. Peccati (2012). Normal approximations with Malliavin calculus: From
Stein’s method to universality. Cambridge University Press.
I. Nourdin, G. Peccati and Y. Swan (2014). Entropy and the fourth moment phenomenon.
J. Funct. Anal. 266, 3170–3207.
I. Nourdin, G. Peccati and X. Yang (2020). Multivariate normal approximation on
the Wiener space: new bounds in the convex distance. Preprint. Available at
https://arxiv.org/abs/2001.02188
V. V. Petrov (1975). Sums of independent random variables. Springer.
Y. V. Prokhorov and V. V. Ulyanov (2013). Some approximation problems in statistics
and probability. Limit theorems in probability, statistics and number theory, 235–249,
Springer Proc. Math. Stat., 42, Springer, Heidelberg.
M. Raicˇ (2019). A multivariate Berry-Esseen theorem with explicit constants. Bernoulli
25, 2824–2853.
G. Reinert and A. Ro¨llin (2009). Multivariate normal approximation with Stein’s method
of exchangeable pairs under a general linearity condition. Ann. Probab. 37, 2150–2173.
A. Saumard and J. A. Wellner (2014). Log-concavity and strong log-concavity: A review.
Stat. Surv. 8, 45–114.
V. V. Sazonov (1972). On a bound for the rate of convergence in the multidimensional
central limit theorem. Proc. Sixth Berkeley Symp. on Math. Statist. and Prob. 2, 563–
581.
Y. Song, X. Chen and K. Kato (2019). Approximating high-dimensional infinite-order U -
statistics: Statistical and computational guarantees. Electron. J. Statist. 13, 4794–4848.
C. Stein (1986). Approximate computation of expectations. Institute of Mathematical
Statistics Lecture Notes-Monograph Series, 7. Institute of Mathematical Statistics, Hay-
ward, CA, 1986.
G. Szego¨ (1939). Orthogonal polynomials. American Mathematical Society.
A. Zhai. (2018). A high-dimensional CLT in W2 distance with near optimal convergence
rate. Probab. Theory Related Fields 170, no. 3-4, 821–845.
D. Zhang and W. B. Wu (2017). Gaussian approximation for high dimensional time series.
Ann. Statist. 45, 1895–1919.
X. Zhang and G. Cheng (2018). Gaussian approximation for high dimensional vector under
physical dependence. Bernoulli 24, 2640–2675.
31
