Abstract
Introduction
Taiwan has more than 2,000 travel agencies competing for an overseas travel market worth an annual US$13.836 billion [1] . In this intensely competitive environment, travel agencies must estimate market demand more efficiently and accurately and make correct operating decisions. If an agency's understanding of market demand is a step ahead of its competitors, then the agency can procure stock, schedule its workforce, and adjust its operational direction earlier. In this case, the agency is sure to succeed in an intensely competitive environment.
Establishing an efficient and accurate demand prediction model can reduce the cost backlog of purchasing surpluses and the loss of orders caused by stock shortages. In addition to ensuring a business's competitive strength and profits are superior to those of their competitors; accurate stocking plays a key role in a business's long-term, sustainable development. In the past, a number of studies have developed demand estimation models using, for example, qualitative analysis (the Delphi method, the market research method, the group opinion method), time series analysis (the exponential smoothing method, the autoregressive model, the moving average model), and econometric approaches (examining relationships with external economic variables using statistical methods to assess the relationships among certain variables, thereby providing an basis of analysis) [2] . However, restrictions of each model remain. In recent years, these models have been replaced by artificial intelligence (AI) prediction models. Among these numerous AI prediction models, neural networks have been confirmed to be extremely effective tools [3] .
Neural networks have high-speed computing power, rapid recall speed, high learning accuracy, and fault tolerance. Therefore, they have been applied widely in various fields. However, neural networks require lengthier computations for certain complex problems. Additionally, they may fall into a local optima situation [4] . Thus, we referenced earlier studies [4] [5] [6] [7] to present a demand prediction model with the particle swarm optimization algorithm combined with a back-propagation neural network (PSOBPN). We compared the model presented with back-propagation neural network (BPN), multiple regression analysis (MRA), and the travel agency experience estimation method.
Literature review
This section is divided into introductions of demand prediction, the artificial neural network (ANN), and the particle swarm optimization algorithm (PSOA).
Demand prediction
Prediction refers to advance estimation and speculation regarding a research subject's future state or aspects that are currently unknown. Specifically, it involves examining known, real situations and analyzing their evolution. Their evolution is then used to judge their future. Prediction is emphasized because it is important for making decisions and formulating plans. Calculation and estimation of future events or situations is used for making low-risk decisions during management [8] . Conventional prediction methods can be divided into three categories: qualitative methods, time series analysis and projection, and causal methods. Although these three conventional prediction methods have been used for a number of years, they still contain a number of deficiencies. In recent years, numerous AI methods have been developed to resolve prediction problems. AI refers to computer systems with human knowledge, including the ability to learn, reason, solve problems, store knowledge, and understand human language. Generalized AI includes expert systems, artificial neural networks, and fuzzy theory [9] .
Artificial neural network
The ANN is an information processing system. This system is constructed by reproducing the neural networks of organisms. Its main feature is its ability to learn. In recent years, various models have been developed. Because of its high-speed computing power, rapid recall speed, high learning accuracy, and fault tolerance, it is been widely applied to various fields, such as optimization problems, recognition/classification problems, prediction problems, assessment, diagnosis/decision making, association, approximation, and inductive inference [10] .
ANNs employ mathematical simulation of biological nervous systems to process acquired information and derive predictive outputs after the network has been properly trained for pattern recognition. A neural network consists of numerous layers of parallel processing elements or neurons. One or more hidden layers may exist between an input and an output layer. The neurons in the hidden layer(s) are connected to the neurons of a neighboring layer by weighting factors that can be adjusted during the model training process. The networks are organized according to training methods for specific applications. Figure 1 shows a three-layer neural network consisting of four neurons in the input layer, i neurons in the hidden layer, and two neurons in the output layer, with interconnecting weighting factors, Wij, between the layers of neurons.
The "training" of an ANN model is a procedure where the ANN repeatedly processes a set of test data (input-output data pairs), changing the values of its weights according to a predetermined algorithm to improve its performance. Back propagation is the most popular algorithm for training ANNs. It is a supervised learning method where an output error is fed backward through the network, altering the connection weights to minimize the error between the network output and the targeted output [11] .
Particle swarm optimization algorithm
ANNs have strong capabilities for processing nonlinear problems. However, substantial time is required for calculation, and the results obtained easily fall into local optima. To improve these deficiencies, we used the particle swarm optimization algorithm (PSOA) to enhance the efficiency and performance of the ANN algorithm. The concept of the particle swarm optimization algorithm results from biosociologists' research on bird predation behavior. The PSOA is an evolutionary computation technique based on swarm intelligence suggested by Eberhart and Kennedy [12] in 1995. It is based on Back-Propagation Neural Network Combined With a Particle Swarm Optimization Algorithm for Travel Package Demand Forecasting Han-Chen Huang, Chih-Chung Ho the principle that birds use certain regular spaces to seek food. The birds in the specific space act as particles. Each particle has an adaptation particle mapped by the objective function when moving in the space. Additionally, each particle has a speed for determining its movement direction and distance. A group of particles relies on its own successful experience and the optimal particle trajectories in the current population to fly in the solution space. Each particle in the PSOA searches independently. When the individual encounters the optimal value in the function, its optimal search is recorded in its individual memory. That is, each particle has its own optimal search memory. The particles revise their next search direction based on this individual optimal search memory. This is called the particle cognition-only model. In this study, we referenced earlier studies [4] [5] [6] [7] to develop an algorithm that could avoid excessively early convergence of the neutral network model, which leads to local optima. We generated the particle point search algorithmic mechanism to develop a neural network model that can escape local optima and reach global optima. 
Research methods
Numerous factors influence travel demand. In addition to the influence of business cycles, consumer demand and the development of the national economic environment and industry must be considered. The factors for travel demand prediction can be divided into general economic conditions, demandinfluencing factors, industry development status, and historical sales records [13] [14] [15] . In this study, we collected data on 14 factors (Table 1) to serve as input variables for predicting the monthly demand for tourism packages to Hokkaido, Japan, for the C travel agency in Taipei, Taiwan. In the collected data, data from January 2005 to December 2010 were used for training the model. Data from January 2011 to December 2011 were used for model prediction.
To avoid an excessive number of input variables in the demand model influencing the model training speed, we used gray relational analysis [16] to select important factors. Gray relational analysis compares correlations among parameters to understand the correlations between input factors and actual target variables. The steps for gray relational analysis are as follows: Step1: Calculate the absolute distance of the data series.
x x 1 , … , x k , … , x n is the reference sequence and x x 1 , … , x k , … , x n is the comparison series, n ≥ 3,m ≥ i ≥ 0 (m ≥ 2), thus ∆ k |x k x k |represents the absolute distance between the two points x 0 (k) and x i (k).
Step2: Calculate the gray relational coefficient. γ x k , x k can be used to reflect the influence in the k position when considering two series x 0 and x i . This equation is shown below (Eq.1).
. . . 
In this formula, the min min ∆ k is the minimum value of Δ 0i (k).The max max ∆ k is the maximum value of Δ 0i ( k). φ∈ [0, 1] is called the distinguishing coefficient. φ is used to reduce the influence that excessively large values that lead to distortion have to increase the significance of differences among the gray relational coefficients. Additionally, φ changes only the size of the relative γ x k , x k values. However, it does not influence the gray relational series. Generally, when the conditions between the factors or series are unclear, the effect of using φ= 0.5 is superior.
Step 3: Calculate the gray relational grade. The gray relational grade formula is shown below (Eq.2).
x , x ∑ β γ x k , x k
In this equation, β is the kth weight. The gray relational grade value is between 0 and 1. As the gray relational grade approaches 1, this indicates that series x i is more highly correlated with series x 0 . In contrast, as the gray relational grade approaches 0, this indicates that series x i is less correlated with series x 0 . In this study, we selected factors with gray relational grades above 0.7. A total of eight were selected for use as input variables, as shown in Table 1 . Figure 2 shows the calculation steps for the PSOBPN model established in this study. The initial weights from the random generator in the neural network were updated using PSOA calculation. The main steps are explained below.
Step 1: Set the PSOBPN network parameters, including the number of input variables, hidden layers, output variables, and randomly generated particles, training sample matrix size, and iterations.
Step 2: Randomly generate the initial position and velocity of the particles.
Step 3: Assess the fitness function of the particles and record the individual and swarm optimal memories.
Step 4: Update each particle position and velocity.
Step 5: Repeat Steps 2 to 4 until the terminal conditions are satisfied.
Step 6: Calculate the output of the hidden and output layers and the Objective function.
Step 7: Repeat Steps 5 to 6 until the neural network stop principle is satisfied. 
Empirical results
In this study, we present a demand prediction model developed with a combination of BPN and a particle swarm optimization algorithm. We compared this model with BPN, MRA, and the experience estimation model adopted by the travel agency. We used the mean absolute percentage error (MAPE) as an assessment indicator of the prediction errors in each model.
MAPE ∑ | |
In this equation, P was the predicted value during the kth period, R was the actual value during the kth period, and n was the number of periods.
Multiple regression analysis prediction model
Factors with gray relational grades greater than 0.7 were used as training data (January 2005 to December 2010) and inputted into SPSS statistical software to perform MRA. Table 2 shows the regression equation and the regression coefficients obtained for each factor. Data for the eight factors from January 2011 to December 2011 was then entered into the regression equation. Figure 3 shows a comparison of the predicted and actual values obtained.
The results in Figure 3 indicate that the prediction results generally fit with trends in actual demand. However, accuracy was poor. Table 3 shows that the average MAPE of the prediction values obtained by the MRA prediction model and the actual values were 22.63% (average prediction accuracy of 77.37%). The maximum MAPE was 40.74%, and the minimum MAPE was 11.36%. 
Back-propagation neural network prediction model
The BPN prediction model was constructed using MATLAB. The revised weighting method adopted was the gradient steepest descent method. The number of hidden layers was set to one. The genetic algorithm was used for optimizing (tournament selection and arithmetic crossover) the hidden layer processing element and learning rate parameters [17, 18] . We used the genetic algorithm to select 14 hidden layer processing elements. The learning rate parameter was 0.87. Figure 4 Table 4 is a list comparing the predicted and actual values. The average MAPE was 9.15% (average prediction accuracy of 90.85%), the maximum MAPE was 25.48%, and the minimum MAPE was 1.45%. 
Back-propagation neural network with particle swarm optimization algorithm prediction model
The PSOBPN was constructed using MATLAB. The particle swarm optimization algorithm was adopted as a revised weighting method. The settings were initial range = [15, -15] , a max velocity of five, and one hidden layer. The genetic algorithm was used for optimizing (tournament selection and arithmetic crossover) the hidden layer processing element and learning rate parameters. We used the genetic algorithm to select nine hidden layer processing elements. The learning rate was 0.48. Figure 5 shows a comparison of the predicted values obtained by PSOBPN and the actual values. The prediction results approached actual demand. Table 5 is a list comparing the predicted and actual values. The average MAPE was 9.82% (average prediction accuracy of 90.18%), the maximum MAPE was 18.35%, and the minimum MAPE was 0.36%. 
Discussions
We compared the MRA, BPN, and PSOBPN prediction models with the experience estimation method currently used by the C travel agency ( Figure 6 ). The PSOBPN and BPN prediction results were close to the actual demand, indicating that the prediction power of these two models was superior to that of the experience estimation model currently used by the C travel agency and the MRA prediction model. Figure 7 shows the learning curve of the BPN and PSOBPN models. The two models can learn effectively. The convergence of the PSOBPN is clearly faster than that of the BPN. Table 6 shows the MAPE of each prediction model. A smaller MAPE indicated that the prediction model was more accurate in predicting the actual values. BPN had the smallest average prediction error (9.15%).The PSOBPN prediction error was slightly higher than the BPN's (9.82%).The PSOBPN had the smallest MAPE standard deviation (5.23%), slightly better than BPN's (6.06%). This indicates that PSOBPN predictions had better stability. Overall, the BPN and PSOBPN prediction models both had good prediction power. The average MAPE of MRA reached 22.63%, with a maximum MAPE of 40.74%. The experience estimation method used by the C travel agency had an average MAPE of 35.61%, with a maximum MAPE of 90.08%. The prediction accuracy of the MRA model and the experience estimation method used by the C travel agency was poor.
The accuracy and stability sequences for each prediction model are as follows: When using the neural network prediction models (BPN and PSOBPN), the average values and standard deviations for prediction accuracy were superior to those of conventional MRA and the experience estimation method currently used by the C travel agency. Using neural networks with the ability to process nonlinear problems to predict demand was clearly superior to using the MRA model, which can only process linear relationships. Additionally, although the accuracy of the MRA model was only 77.37%, this remained superior to that of the experience estimation method currently used by the C travel agency. Using the particle swarm optimization algorithm to calculate neural network weightings offered faster convergence compared to using BPN. It was also similar to BPN in prediction error. Therefore, when considering both the training time and prediction error, PSOBPN is an appropriate demand prediction model. 
Conclusions
Predicting travel demand is important to the travel industry. In addition to influencing purchasing and selling planning, prediction accuracy also directly influences company operating costs and reputation. If scientific prediction methods can be used to increase prediction accuracy and speed, decision makers can effectively grasp and use their companies' overall resources to enhance competitive strength. In this study, we used gray relational analysis to select highly correlated factors from numerous potentially influencing factors. We then used PSOA combined with BPN to predict monthly sales. Our results indicated that the PSOBPN presented in this study had faster computational convergence speeds compared to BPN. PSOBPN and BPN both had excellent prediction accuracy (PSOBPN accuracy was 90.18%, whereas BPN accuracy reached 90.85%). Additionally, both had a prediction accuracy superior to that of conventional MRA and the experience estimation method used by the C travel agency. Using PSOBPN in travel demand prediction can assist travel agencies in reducing the losses caused by prediction errors.
