Abstract-We propose a hybrid attitude and gyro-bias observer designed directly on the Special Orthogonal group SO(3). The proposed hybrid observer guarantees global exponential stability using biased angular velocity measurements and inertial vector observations. Simulation results are provided to illustrate the effectiveness of the proposed observer.
I. INTRODUCTION
The attitude estimation problem has generated a great deal of research work in the literature. The problem consists in recovering the attitude of a rigid body using available measurements in the body frame. The early attitude estimators were of a static type, designed to reconstruct the attitude from a set of vector measurements (see, for instance, [1] , [2] ). These static attitude reconstruction techniques are hampered by their inability in handling measurement noise. To overcome this problem, researchers looked for dynamic estimators (relying on the angular velocity and inertial vector measurements) having the ability to recover the attitude while filtering measurement noise. Among these dynamic estimators, Kalman filters played a central role in aerospace applications (see, for instance, [3] - [5] ).
Recently, a new class of dynamic nonlinear attitude estimators (observers) has emerged [6] - [13] , and proved its ability in handling large rotational motions and measurement noise. This approach, coined nonlinear complementary filtering, was inspired from the linear attitude complementary filters, e.g., [14] , [15] , used to recover (locally) the attitude using gyro and inertial vector measurements. The smooth nonlinear complementary filters, such as those proposed in [9] , are directly designed on SO(3) and are proved to guarantee almost global asymptotic stability (AGAS), which is as strong as the motion space topology could permit [16] , [17] . These smooth nonlinear observers ensure the convergence of the estimated attitude to the actual one from almost all initial conditions except from a set of critical points (equilibria) of zero Lebesgue measure. It has been noted in the literature [13] , [18] that starting from a configuration close to the undesired critical points, results in a slow convergence to the actual attitude. In [19] - [21] , the topological obstruction to global asymptotic stability on compact manifolds such as SO(3) has been successfully addressed via synergistic hybrid techniques. Following this approach, a non-central hybrid attitude observer on SO (3) has been proposed in [22] leading to global asymptotic stability. Attitude estimators (evolving outside SO(3)) with global asymptotic and exponential stability properties have also been proposed in [23] , [24] .
In the present work, we propose a central hybrid attitude and gyro-bias observer on SO(3), leading to global exponential stability results. In contrast to our earlier work [25] , the newly derived attitude and gyro-bias observer is derived from differentiable potential functions, and is explicitly expressed in terms of body-frame vector measurements without the need for the reconstruction of the rotation matrix or the extraction of orthonormal vectors. 
3×3 onto the space of skew-symmetric matrices.
[ · ] ⊗ Unskew symmetric operator that maps the space of skew-symmetric matrices to
[ · ] × Skew symmetric operator that maps R 3 to the space of skew-symmetric matrices such that for all x, y ∈ R 3 , [x] × y := x × y, where × denotes the vector cross product on R 3 .
II. PROBLEM STATEMENT
In this section we formulate the problem of attitude estimation using available sensor measurements, which is relevant to many applications in mechanical, aerospace and marine engineering. Let R ∈ SO(3) denote a rotation matrix from the body fixed-frame to a given inertial reference frame.
The rotation matrix R evolves according to the kinematics equationṘ
where ω ∈ R 3 is the angular velocity expressed in the body fixed-frame. We suppose that the angular velocity vector ω(t) is measured and can be subject to a constant or slowly varying bias b ω ∈ R 3 such that
where the bias vector b ω is a priori bounded, i.e. b ω ≤b ω for some positive scalarb ω > 0. We also suppose that a set of n ≥ 3 vectors, denoted by b i , can be measured in the bodyfixed frame and are associated to a set of n known inertial vectors, denoted by a i , such that the following relation holds for all i = 1, 2, · · · n,
Such vector measurements can be obtained, for example, by an inertial measurement unit (IMU) that typically includes an accelerometer and a magnetometer measuring, respectively, the gravitational field and Earth's magnetic field expressed in the body-fixed frame. Assumption 1: At least three measured inertial vectors are non-collinear.
It should be noted that this Assumption 1 is needed in our analysis and does not exclude the case where measurements of only two non-collinear inertial vectors are available, say b 1 and b 2 corresponding to the non-collinear inertial vectors a 1 and a 2 . In this case, one can always construct a third vector b 3 = b 1 × b 2 which corresponds to the measurement of a 3 = a 1 × a 2 .
Our objective consists in designing an attitude estimation algorithm using the above described available measurements. In particular, building upon our recent investigations on synergistic control via angular warping [21] , [26] , we aim to design a hybrid attitude and gyro-bias observer, relying directly on vector measurements, that guarantees global exponential stability results.
III. HYBRID ATTITUDE AND GYRO-BIAS OBSERVER
In this section we present a hybrid attitude and gyro-bias observer that solves the problem described in Section II. Similarly to the nonlinear complementary filter in [9] and [10] , the proposed attitude estimation scheme consists of a copy of the attitude kinematics and a correction term which, in our case, is an output of a hybrid dynamical system 1 . The bias is compensated through an integral action.
Consider the following attitude and gyro-bias observeṙ
whereR is an estimate of the rigid body rotation matrix R,b ω is an estimate of b ω , I denotes the three-dimensional identity matrix, γ P , γ I , ρ i , for i = 1, . . . , n, are strictly positive scalars, and
such that the map R Q (η, ǫ) represents the rotation matrix corresponding to the unit quaternion (η, ǫ) ∈ Q and is given by the following formula:
Also k q := (−1) q k for some k > 0, and the discrete variable q ∈ Q = {1, 2} being the output of the following hybrid system
for some δ > 0, where σ(q) = 3 − q and U p is defined as
for a discrete variable p. The positive scalar δ in (11) serves as a hysteresis gap that guarantees a certain amount of time between two possible occurring switches. In fact, if q ∈ D then U q + − U σ(q + ) = U σ(q) − U q ≤ −δ which shows that q + ∈ C and due to the continuity of the solution during the flows of C, it is clear that two jumps can not occur simultaneously. The vector u ∈ S 2 in (6) and (8) is selected as follows. Let
with ρ i > 0 and a i are the known inertial vectors, i = 1, . . . , n. It is clear that under Assumption 1, one obtains that matrix A is positive definite. In particular, it is always possible to chose scalars ρ i > 0, i = 1, . . . , n, such that A has distinct eigenvalues. With such a choice of the gains ρ i , suppose that 0 < λ
are the three eigenvalues of A corresponding to the orthonormal eigenvectors {v 1 , v 2 , v 3 }. Then,
, pick the unit-vector u such that
for i ∈ {2, 3}.
for i ∈ {1, 2, 3}.
Finally, the projection operator used in (5) is given by
Some known properties of this projection operator are [30] 
Our main result is given in the following theorem. Theorem 1: Consider the attitude kinematics (1) coupled with the observer (4)- (12) . Pick the gains ρ i > 0, i = 1, . . . , n, such that the eigenvalues of A, defined in (13) , are distinct and, accordingly, select the unit-vector u as in (14) or (15) . Suppose that the hysteresis gap δ in (11) is chosen such that δ < ∆(A, k), and the gain k in (7)- (9) satisfies
where
and ∆(A, k) is given in the proof below. Assume that the angular velocity ω(t) is uniformly bounded. Then, the equilibrium point e = 0, with e := (|R| I , b ω ) ⊤ , is uniformly globally exponentially stable.
Before addressing the proof of Theorem 1 in the next section, some remarks are in order. In [9] , an attitude observer of the form (4)-(5) has been proposed (without the projection operator) with an input β being selected as the sum of the vector-errors between the measured vectors b i and their estimatesR ⊤ a i , i.e.,
It can be noticed from (6)- (12) that the proposed hybrid attitude and gyro-bias observer employs a switching mechanism between two observer configurations. Each configuration is almost equivalent to the explicit attitude observer in [9] except that the input β is designed based on the sum of vector-errors between the inertial measurements b i and their estimates perturbed by the rotation matrix R(ϑ q ) and
A key feature here is that, as the estimation error gets small, the values of ϑ q and w q approach zero and the proposed hybrid scheme becomes identical to the attitude observer proposed in [9] . On the other hand, for extremely large attitude estimation errors the perturbation matrix R(ϑ q ) becomes significant to guarantee the necessary gap between the two configurations.
As compared to the attitude observer in [25] , one can verify that the proposed scheme in Theorem 1 considers two configurations of the observer whereas six configurations were needed in [25] to ensure similar results. Another advantage of our result in this section is that the proposed observer is explicitly expressed in terms of an arbitrary number of vector measurements b i , the estimation matrixR and the known inertial vectors a i . In contrast, the proposed observer in [25] can be expressed in terms of modified vector measurements obtained from a reconstruction procedure, which might be computationally demanding.
Proposition 1: Consider the attitude kinematics (1) coupled with the observer (4)-(5) with
and (8)- (9), where ρ i , u, k, δ are selected as in Theorem 1. Then, there existsγ P > 0 such that the equilibrium point e = 0, with e := (|R| I , b ω ) ⊤ , is uniformly globally exponentially stable if γ P in (4) satisfies γ P >γ P .
Proposition 1 shows that a simplified version of the observer in Theorem 1 can be imlpemented to guarantee the same stability result. This can be realized under the condition (which we claim to be only technical) that the gain γ P is larger than some lower bound that exists. The proof of Proposition 1 follows similar steps as the proof of Theorem 1 below and hence is omitted.
IV. PROOF OF THEOREM 1
In this section, we establish the proof of our main result given by Theorem 1. Define the attitude estimation errorR = RR ⊤ , and let us start by rewriting some of the expressions in (4)-(12) in terms ofR and matrix A defined in (13) .
Lemma 1: Consider the positive definite attitude function V A (R) := tr(A(I − R)), with R ∈ SO(3) and A defined in (13) . Then, the following hold:
for P ∈ SO(3) and b i , a i satisfy (3), i = 1, . . . , n. The proof of Lemma 1, as well as the proofs of Lemma 2 and Lemma 3 below, are omitted due to space limitation. Now, one can show, using Lemma 1, that with the choice P = R(ϑ q ) ⊤R , the observer input β in (6)- (9) can be rewritten as
with
and
It is worth pointing out that the choice of the parameter k in (16) guarantees that ϑ 2 q < 1/5 < 1 which guarantees that (7) is well defined. In establishing this bound we have used the fact that V A (R) ≤ 2λ W max for all R ∈ SO(3) as shown in [26, Lemma 2] . Moreover, relation (18) implies that the function U p in (11) and (12) is equivalent to
for some discrete variable p. It should be mentioned that the properties of the map Γ(R, q) in (22) have been discussed in [21] . The following lemma builds upon our results in [21] and introduces some additional properties needed in our proof. Lemma 2: For R ∈ SO(3) and q ∈ Q = {1, 2}, consider the function V A (R) defined in Lemma 1 and the transformation Γ(R, q) given in (22) with (8)
where matrix A is defined in (13), and k, ρ i > 0, i = 1, . . . , n, and the vector u ∈ S 2 are selected as in Theorem 1. Suppose that the discrete variable q is generated by the following hybrid mechanism
where the flow set C and jump set D are defined by
and the hysteresis gap δ satisfies 0 < δ < ∆(A, k) with
with ν k := 16 λ W min k 2 Λ + 1, matrix W is defined in Theorem 1, and
Then, the following hold:
• The time derivative of Γ(R, q) along the trajectories oḟ
where Θ(R, q) is obtained as in (21) (obviously, with R replaced by R). Moreover, the choice of k q = (−1) q k with (16) ensure that det Θ(R, q) = 0 for all (R, q) ∈ SO(3) × Q.
• There exist strictly positive scalars α 1 , α 2 such that
for (R, q) ∈ SO(3) × Q.
• There exist strictly positive scalars α 3 , α 4 such that
for (R, q) ∈ C. Taking into account (11)- (12) with (23) and (24)- (26), one can verify that U q , Γ(R, q) and P a (AΓ(R, q) ) ⊗ enjoy the properties in Lemma 2. We also introduce the following technical lemma.
Lemma 3: Let R ∈ SO(3) satisfyingṘ = R[ω] × , with ω ∈ R 3 . Then the following hold:
(33) Now, we are ready to prove the main result. In view of the kinematic equation (1) and the observer dynamics (4)- (5), one obtains the error dynamics on the flow set C:
whereb ω =b ω − b ω is the bias estimation error. Consider the following Lyapunov function candidate
Using inequality (28) and (30), it can be verified that the function L satisfies the quadratic inequality
Using the fact that ∇V A (R) = RP a (AR) for all R ∈ SO(3) (see [26, Lemma 2] ) and in view of (27) and (34), the time derivative of the attitude error function V A • Γ(R, q) along the flows of C satisfies
where the last equality is obtained using the relation
Moreover, in view of (20) , one has
By Virtue of Lemma 2, and (16) , one can verify that det Θ(R, q) = 0, for all (R, q) ∈ SO(3) × Q, and therefore, Θ(R, q)Θ(R, q)
⊤ is full rank and positive definite for all (R, q)
denote the the minimum, respectively maximum, eigenvalue of Θ(R, q)Θ(R, q)
⊤ . It follows, using (29) , that one has
whereᾱ 3 := λ Θ α 3 , with α 3 being obtained from (29) and λ Θ = min SO(3)×Q λ Θ min (R, q). Now, let us denote c ω = sup t≥0 ω(t). Making use of the result of Lemma 3 and in view of (4) and (34)- (35), the time derivative of X along the flows of C is given bẏ
where property P1) of the projection mechanism and identities (31)-(33) have been used. Also, one can verify, using (20) and (29), that
Consequently, it follows thatẊ ≤ 1 2 e ⊤ P X e, where
Exploiting the above results with (29) , the time derivative of L can be shown to satisfẏ
for all (R, q) ∈ C. To guarantee that the matrices P 1 , P 2 and P 3 are positive definite, it is sufficient to pick µ such that
Therefore, L is exponentially decreasing along the flows of C; there exists λ C > 0 such thatL ≤ −λ C L. Furthermore, for all q ∈ D and s = σ(q), one has
which implies that L is strictly decreasing over the jumps. Therefore L is bounded and there exists
The exponential convergence of e follows then from (36). The proof is complete.
V. SIMULATION RESULTS
In this section, we present numerical examples to validate our theoretical results. Consider system (1) We also consider measurements of two non-collinear inertial vectors given by
⊤ . The third vector is taken to be a 3 = a 1 × a 2 . We implement the proposed hybrid observer (4)- (12) , that we refer to as Observer I, withb ω0 = 0, q(0) = 1, γ P = 1 and γ I = 2. We consider the following weights for the vector measurements ρ 1 = 1, ρ 2 = 3 and ρ 3 = 1. The eigenvalues and eigenvectors of the positive matrix A = For comparison purposes, we also implement the following attitude observer (that we refer to as Observer II)
inspired by [9] and [11] . Note that the above attitude observer can be obtained from (4)-(6) by setting k = 0. We implement this attitude observer with the same above parameters.
The obtained results are illustrated in Fig. 1 and Fig. 2 showing the normalized attitude error |R| 2 I and the bias estimation error b ω obtained when in the cases of Observer I and Observer II. In both cases, the selected initial attitude estimatesR(0) lead to the large initial attitude estimation errorR(0) = R Q (0, e 1 ), with e 1 = (1, 0, 0) ⊤ . It can be seen from these figures that the proposed hybrid observer (Observer I) exhibits faster convergence compared to Observer II for the same set of parameters. Also, it is verified in simulation that the 2-norm of the correction matrix [I − w q u ⊤ ] in (6) does not exceed 1.07 which shows that this term does not increase the gain of the hybrid observer input as compared to Observer II. 
VI. CONCLUSION
A nonlinear hybrid attitude and gyro-bias observer, leading to global exponential stability results, has been proposed. The proposed observer relies on gyro and inertial vector measurements without the need for the reconstruction of the rotation matrix. Simulation results demonstrate the effectiveness of the proposed observer, in particular, for large rotational estimation errors.
