Follow this and additional works at: https://scholar.uwindsor.ca/odettepub
Introduction 25
Multi-attribute decision making (MADM) handles decision situations where a set of 26 alternatives (usually discrete) has to be assessed against multiple attributes or criteria 27 before a final choice is selected (Hwang and Yoon, 1981) . MADM problems may arise 28 When the range of the membership and nonmembership functions of an IFS is 90 extended to interval values rather than exact numbers, IFSs become interval-valued 91 intuitionistic fuzzy sets (IVIFSs) (Atanassov and Gargov, 1989) . 92 Definition 2.2 (Atanassov and Gargov, 1989) . Let Z be a non-empty set of the 93 universe, and [0,1] D be the set of all closed subintervals of [0, 1], an interval-valued 94 intuitionistic fuzzy set (IVIFS) A  over Z is an object in the following form: 
then, IVIFS A  reduces to an ordinary IFS.
109
For an IVIFS A  and a given z, the pair ( ( ), ( ))
is called an interval-valued 110 intuitionistic fuzzy number (IVIFN) [34, 38] . For convenience, the pair ( ( ), ( )) 
Problem formulation 170
Given a discrete alternative set 1 2 { , , , } n X X X X =  , consisting of n non-inferior 171 decision alternatives from which the most preferred alternative is to be selected or a 172 ranking of all alternatives is to be obtained, and an attribute set
Each 173 alternative is assessed on each of the m attributes and each assessment is expressed as an 174 IVIFN, describing the satisfaction and non-satisfaction ranges of the alternative to a fuzzy 175 concept of "excellence" with respect to a particular attribute. More specifically, assume 176 that a DM provides an IVIFN assessment ([ , ] , [ , ] )
for alternative i X with 177 respect to attribute j A , where [ , ] ij ij a b and [ , ] ij ij c d are the degree of membership (or 178 satisfaction) and non-membership (or dissatisfaction) intervals relative to the fuzzy 179 concept "excellence", respectively, and [ , ] [0,1],
Thus an MADM problem with interval-valued intuitionistic fuzzy attribute values can be 181 expressed concisely in the matrix format as
It is clear that the lowest satisfaction degree of i X with respect to j A is [ , ] ij ij a b , as 183 given in the membership function, and the highest satisfaction degree of i X with respect 184 
can be written in the satisfaction degree interval format as 188
Similarly, assume that the DM assesses the importance of each attribute as an IVIFN 190
ω ω are the degrees of membership and 191 nonmembership of attribute j A as per a fuzzy concept "importance", respectively, and 192 [ , ] [0,1] 
Mathematical programming models for solving MADM problems 196
As mentioned in section 3.1, the satisfaction degree interval of alternative i X with 197 respect to attribute j A , given by [ , ] ij ij ξ η , should lie between [ , ] ij ij
In a similar way, the weight interval of attribute j A , denoted by [ , ] j j TOPSIS is a popular MADM approach proposed by Hwang and Yoon (1981) and has 230 been widely used to handle diverse MADM problems (Boran et al., 2009; Celik et al., 231 2009; Chen & Tzeng, 2004; Dağdeviren et al., 2009; Fu, 2008; Shih, 2008; İÇ & 232 Yurdakul, 2010) . Recently, this method has been extended to address decision situations 233 with fuzzy assessment data (Chen & Lee, 2009; Chen & Tsao, 2008; Li et al., 2009; 234 Wang & Elhag, 2005; Xu & Yager, 2008) . The basic principle is that the selected 235 alternative should be as close as possible to the ideal solution and as far away as possible 236 from the anti-ideal solution. Based on the TOPSIS method, a relative closeness interval 237 for each ∈ i X X with respect to X + , denoted by [ , ] L U i i c c , is defined as follows: 238
and 240 2 1 
As 254 2 2 2 2 2 2 1 1 1 1 ( 2,…,n. 264 In the similar way, (
Models (3.9)-(3.12) can be solved by using an appropriate optimization software 275 package. Denote their optimal solutions by 1 2 ( , , , ) 
for each i=1,2,…,n. Then Theorem 3.1 follows. 280 
is an optimal solution of (3.11), it is also a 283 feasible solution of (3.9) as they share the same constraints. Notice that 284 1 2 ( , , , )
is an optimal solution of the minimization problem (3.9), 285 therefore, 286 
Once again, the first inequality is confirmed since U i c is a monotonically increasing 298 function in ij η and 
 , based on the argument in the last paragraph in Section 2, the optimal 304 relative closeness interval can be expressed as an equivalent IVIFN: 305
As the weight vectors , , , and
are independently determined by the 307 four fractional programs (3.9), (3.10), (3.11) and (3.12), they are generally different, i.e., 308
for i = 1, 2, …, n and j 309 = 1, 2, …, m. In order to compare the relative closeness intervals across different 310 alternatives, it is necessary to obtain an integrated common weight vector for all 311 alternatives. Next, a procedure will be introduced to derive such a weight vector. 312
As 313 2 1
and (3.9) is a minimization fractional programming problem, the objective function of 315 (3.9) is equivalent to maximize 316
This maximization problem can then be approximated by the following quadratic 318 programming model: 319
1, 2, , , 2,…,n. 322 Similarly, (3.10), (3.11) and (3.12) can be converted to quadratic programming 323 models with the same constraint conditions as follows: 324 2,…,n. 335 Since X is a non-inferior alternative set, no alternative dominates or is dominated by 336 any other alternative. (3.19) considers one alternative at a time. If all n alternatives are 337 taken into account simultaneously, the contribution from each individual alternative 338 should be treated with an equal weight of 1/n. Therefore, we have the following 339 aggregated quadratic programming model. 
(1 ) 
(1 ) 1
(1 ) ( 
LL
Proof. Since 0
is an optimal solution of (3.20), it is automatically 357 a feasible solution of (3.9), (3.10), (3.11) and (3.12) 
Here the first inequality is derived as LL ij ω  is an optimal solution of the minimization 
(1 ) ( ) significant damage to a firm's competitive advantage and profitability. Therefore, the 396 supplier selection problem has been traditionally treated as one of the most important 397 activities in the purchase department. To address the selection issue, difficult comparison 398 and tradeoff among diverse factors have to be considered within the MADM framework. 399
Due to business confidentiality and other reasons, the evaluation of global suppliers has 400 to be conducted with uncertainty. As such, it could well be the case that both weights 401 among different attributes and individual assessments are provided IVIFNs, and the 402 manager has to make his/her final selection by aggregating these IVIFN data. 403
In the following example, assume that a manufacturing firm desires to select a 404 suitable supplier for a key component in producing its new product. After preliminary 405 screening, five potential global suppliers ( X X X X X     . 443
CONCLUSIONS 444
In this article, a procedure is proposed to tackle multi-attribute decision making 445 problems with both attribute weights and attributes values being provided as IVIFNs. 446
Fractional programming models based on the TOPSIS method are established to obtain a 447 relative closeness interval where attribute weights are independently determined for each 448 alternative. The proposed approach employs a series of optimization models to deduce a 449 quadratic programming model for obtaining a unified attribute weight vector, which is 450 subsequently used to synthesize individual IVIFN assessments into an optimal relative 451 closeness interval for each alternative. A global supplier selection problem is adapted to 452 demonstrate how the proposed procedure can be applied in practice. 453
