Deep learning (DL) is a high dimensional data reduction technique for constructing high-dimensional predictors in input-output models. DL is a form of machine learning that uses hierarchical layers of latent features. In this article, we review the state-ofthe-art of deep learning from a modeling and algorithmic perspective. We provide a list of successful areas of applications in Artificial Intelligence (AI), Image Processing, Robotics and Automation. Deep learning is predictive in its nature rather then inferential and can be viewed as a black-box methodology for high-dimensional function estimation.
Introduction
Prediction problems are of great practical and theoretical interest. Deep learning is a form of machine learning which provides a tool box for high-dimensional function estimations. It uses hierarchical layers of hidden features to model complex nonlinear high-dimensional inputoutput models. As statistical predictors, DL have a number of advantages over traditional approaches, including (a) input data can include all data of possible relevance to the prediction problem at hand (b) nonlinearities and complex interactions among input data are accounted for seamlessly (c) overfitting is more easily avoided than traditional high dimensional procedures (d) there exists fast, scale computational frameworks (TensorFlow, PyTorch).
There are many successful applications of deep learning across many fields, including speech recognition, translation, image processing, robotics, engineering, data science, healthcare among many others. These applications include algorithms such as (a) Google Neural Machine Translation [Wu et al., 2016] closes the gap with humans in accuracy of the translation by 55-85% (estimated by people on a 6-point scale). One of the keys to success of the model is the use of Google's huge dataset. (b) Chat bots which predict natural language response have been available for many years. Deep learning networks can significantly improve the performance of chatbots [Henderson et al., 2017] . Nowadays they provide help systems for companies and home assistants such as Amazon's Alexa and Google home. (c) Google WaveNet (developed by DeepMind [Oord et al., 2016] ), generates speech from text and reduces the gap between the state of the art and human-level performance by over 50% for both US English and Mandarin Chinese. (d) Google Maps were improved after deep learning was developed to analyze more then 80 billion Street View images and to extract names of roads and businesses [Wojna et al., 2017] . (e) Health care diagnostics were developed using Adversarial Auto-encoder model found new molecules to fight cancer. Identification and generation of new compounds was based on available biochemical data [Kadurin et al., 2017] . (f) Convolutional Neural Nets (CNNs), which are central to image processing, were developed to detect pneumonia from chest X-rays with better accuracy then practicing radiologists [Rajpurkar et al., 2017] . Another CNN model is capable of identifying skin cancer from biopsy-labeled test images [Esteva et al., 2017] . (g) [Shallue and Vanderburg, 2017 ] discovered two new planets using deep learning and data from NASA's Kepler Space Telescope. (h) In more traditional engineering, science applications, such as spatio-temporal and financial analysis deep learning showed superior performance compared to traditional statistical learning techniques [Polson and Sokolov, 2017b , Dixon et al., 2017 , Heaton et al., 2017 , Feng et al., 2018b , Feng et al., 2018a The rest of our article proceeds as follows. Section 2 reviews mathematical aspects of deep learning and popular network architectures. Section 3 provides overview of algorithms used for estimation and prediction. Finally, Section 4 discusses some theoretical results related to deep learning.
Deep Learning
Deep learning is data intensive and provides predictor rules for new high-dimensional input data. The fundamental problem is to find a predictorŶ (X) of an output Y . Deep learning trains a model on data by passing learned features of data through different "layers" of hidden features. That is, raw data is entered at the bottom level, and the desired output is produced at the top level, the result of learning through many levels of transformed data. Deep learning is hierarchical in the sense that in every layer, the algorithm extracts features into factors, and a deeper level's factors become the next level's features.
Consider a high dimensional matrix X containing a large set of potentially relevant data. Let Y represent an output (or response) to a task which we aim to solve based on the information in X. This leads to an input-output map Y = F (X) where X = (X 1 , . . . , X p ). [Breiman, 2001] summaries the difference between statistical and machine learning philosophy as follows.
"There are two cultures in the use of statistical modeling to reach conclusions from data. One assumes that the data are generated by a given stochastic data model. The other uses algorithmic models and treats the data mechanism as unknown.
Algorithmic modeling, both in theory and practice, has developed rapidly in fields outside statistics. It can be used both on large complex data sets and as a more accurate and informative alternative to data modeling on smaller data sets. If our goal as a field is to use data to solve problems, then we need to move away from exclusive dependence on data models and adopt a more diverse set of tools."
Network Architectures
A deep learning architecture can be described as follows. Let f 1 , . . . , f L be given univariate activation functions for each of the L layers. Activation functions are nonlinear transformations of weighted data. A semi-affine activation rule is then defined by
which implicitly needs the specification of the number of hidden units N l . Our deep predictor, given the number of layers L, then becomes the composite map
The fact that DL forms a universal 'basis' which we recognise in this formulation dates to Poincare and Hilbert is central. From a practical perspective, given a large enough data set of "test cases", we can empirically learn an optimal predictor.
Similar to a classic basis decomposition, the deep approach uses univariate activation functions to decompose a high dimensional X.
Let Z (l) denote the lth layer, and so X = Z (0) . The final output Y can be numeric or categorical. The explicit structure of a deep prediction rule is then
. . .
Here W (l) is a weight matrix and b (l) are threshold or activation levels. Designing a good predictor depends crucially on the choice of univariate activation functions f (l) . The Z (l) are hidden features which the algorithm will extract.
Put differently, the deep approach employs hierarchical predictors comprising of a series of L nonlinear transformations applied to X. Each of the L transformations is referred to as a layer, where the original input is X, the output of the first transformation is the first layer, and so on, with the outputŶ as the first layer. The layers 1 to L are called hidden layers. The number of layers L represents the depth of our routine. Figure 1 illustrates a number of commonly used structures; for example, feed-forward architectures, auto-encoders, convolutional, and neural Turing machines. Once you have learned the dimensionality of the weight matrices which are non-zero, there's an implied network structure.
Stacked GLM. From a statistical viewpoint, deep learning models can be viewed as stacked Generalized Linear Models [Polson and Sokolov, 2017a] . The expectation over dependent variable in GLM is computed using affine transformation (linear regression model) followed by a non-linear univariate function (inverse of the link function). GLM is given by
Choice of link function is defined by the target distribution p(y | x). For example when p is binomial, we choose g −1 to be sigmoid 1/(1 + exp(−w T x)).
Neural Turing Machine Auto-encoder Convolution
Recurrent Long / short term memory GAN Recently deep architectures (indicating non-zero weights) include convolutional neural networks (CNN), recurrent NN (RNN), long short-term memory (LSTM), and neural Turing machines (NTM). [Pascanu et al., 2013] and [Montúfar and Morton, 2015] provide results on the advantage of representing some functions compactly with deep layers. [Poggio, 2016] extends theoretical results on when deep learning can be exponentially better than shallow learning. [Bryant, 2008] implements [Sprecher, 1972] algorithm to estimate the non-smooth inner link function. In practice, deep layers allow for smooth activation functions to provide "learned" hyper-planes which find the underlying complex interactions and regions without having to see an exponentially large number of training samples.
Commonly used activation functions are sigmoidal (cosh or tanh), heaviside gate functions I(x > 0), or rectified linear units (ReLU) max{·, 0}. ReLU's especially have been found [Schmidt-Hieber, 2017 ] to lend themselves well to rapid dimension reduction. A deep learning predictor is a data reduction scheme that avoids the curse of dimensionality through the use of univariate activation functions. One particular feature is that the weight matrices
This gives the predictor great flexibility to uncover nonlinear features of the data -particularly so in finance data as the estimated hidden features Z (l) can be given the interpretation of portfolios of payouts. The choice of the dimension N l is key, however, since if a hidden unit (aka columns of W l ) is dropped at layer l it kills all terms above it in the layered hierarchy.
Autoencoder
An autoencoder is a deep learning routine which trains F (X) to approximate X (i.e., X = Y ) via a bottleneck structure, which means we select a model F = f
which aims to concentrate the information required to recreate X. Put differently, an autencoder creates a more cost effective representation of X.
For example, for a static autoencoder with two linear layers (a .k.a. traditional factor model), we write
where x ∈ k and W hidden ∈ p×k and W out ∈ k×p where p k. The goal of an autoencoder is to train the weights so that y = x with loss function typically given by squared errors.
If W 2 is estimated from the structure of the training data matrix, then we have a traditional factor model, and the W 1 matrix provides the factor loadings. We note, that principal component analysis (PCA) in particular falls into this category, as we have seen in (2) . If W 2 is estimated based on the pairX = {Y, X} = X (which means estimation of W 2 based on the structure of the training data matrix with the specific autoencoder objective), then we have a sliced inverse regression model. If W 1 and W 2 are simultaneously estimated based on the training data X, then we have a two layer deep learning model. A dynamic one layer autoencoder for a financial time series (Y t ) can, for example, be written as a coupled system of the form
We then need to learn the weight matrices W x and W y . Here, the state equation encodes and the matrix W decodes the Y t vector into its history Y t−1 and the current state X t .
The auto encoder demonstrates nicely that in deep learning we do not have to model the variance-covariance matrix explicitly, as our model is already directly in predictive form.
(Given an estimated nonlinear combination of deep learners, there is an implicit variancecovariance matrix, but that is not the driver of the method.)
Factor Models
Almost all shallow data reduction techniques can be viewed as consisting of a low dimensional auxiliary variable Z and a prediction rule specified by a composition of functionŝ
In this formulation, we also recognise the previously introduced deep learning structure (1).
The problem of high dimensional data reduction in general is to find the Z-variable and to estimate the layer functions (f 1 , f 2 ) correctly. In the layers, we want to uncover the lowdimensional Z-structure in a way that does not disregard information about predicting the output Y .
Principal component analysis (PCA), reduced rank regression (RRR), linear discriminant analysis (LDA), projection pursuit regression (PPR), and logistic regression are all shallow learners. For example, PCA reduces X to f 2 (X) using a singular value decomposition of the form
where the columns of the weight matrix W form an orthogonal basis for directions of greatest variance (which is in effect an eigenvector problem). Similarly, for the case of
As stated before, these types of dimension reduction is independent of y and can easily discard information that is valuable for predicting the desired output. Sliced inverse regression (SIR) [Li, 1991] overcomes this drawback somewhat by estimating the layer function f 2 using data on both, Y and X, but still operates independently of f 1 .
Deep learning overcomes many classic drawbacks by jointly estimating f 1 and f 2 based on the full training dataX
, using information on Y and X as well as their relationships, and by using L > 2 layers. If we choose to use nonlinear layers, we can view a deep learning routine as a hierarchical nonlinear factor model or, more specifically, as a generalised linear model (GLM) with recursively defined nonlinear link functions.
[ Diaconis and Shahshahani, 1984] use nonlinear functions of linear combinations. The hidden factors z i = w i1 b 1 + . . . + w ip b p represents a data reduction of the output matrix X. The model selection problem is to choose N 1 (how many hidden units).
GANs: Generative Adversarial Networks
GAN has two components Generator Neural Network and Discriminator Neural Network. The Generator Network G : z → x maps random z to a sample from the target distribution p(x) and the Discriminator Network D(x) is a binary classifier with two classes: generated sample and true sample.
We train GAN iteratively by switching between generator and discriminator. This can be represented mathematically as
In V (D, G), the first term is a deviance that penalizes for misclassification of samples, the goal is to have it close to 1. The second term is entropy that the data from random input (p(z)) passes through the generator, which then generates a fake sample which is then passed through the discriminator to identify the fakeness (aka worst case scenario). In this term, the discriminator tries to maximize it to 0 (i.e. the log probability that the generated data is fake is equal to 0). So overall, the discriminator is trying to maximize our function V .
On the other hand, the task of generator is exactly opposite, i.e. it tries to minimize the function V so that the differentiation between real and fake data is a bare minimum. This, in other words is a cat and mouse game between generator and discriminator! 3 Algorithmic Issues
Training
Let the training dataset be denoted byX
. Once the activation functions, size and depth of the learner have been chosen, we need to solve the training problem of finding (Ŵ ,b) whereŴ = (Ŵ 1 , . . . ,Ŵ L ) andb = (b 1 , . . . ,b L ) denote the learning parameters which we compute during training. A more challenging problem, is training the size and depth N l , L, which is known as the model selection problem. To do this, we need a training dataset
of input-output pairs, a loss function l(Y,Ŷ ) at the level of the output signal. In its simplest form, we simply solve
An L 2 -norm for a traditional least squares problem becomes a suitable error measure, and if we then minimise the loss function l(
, our target function (3) becomes the mean-squared error (MSE).
It is common to add a regularisation penalty φ(W, b) to avoid over-fitting and to stabilise our predictive rule. We combine this with the loss function with a global parameter λ that gauges the overall level of regularisation. We now need to solve
Again we compute a nonlinear predictorŶ =ŶŴ ,b (X) of the output Y given the input X-the goal of deep learning.
In a traditional probabilistic model p(Y |Ŷ (X)) that generates the output Y given the predictorŶ (X), we have the natural loss function l(Y,Ŷ ) = − log p(Y |Ŷ ) as the negative log-likelihood. For example, when predicting the probability of default, we have a multinomial logistic regression model which leads to a cross-entropy loss function. For multivariate normal models, which includes many financial time series, the L 2 -norm of traditional least squares becomes a suitable error measure.
The common numerical approach for the solution of (4) is a form of stochastic gradient descent, which adapted to a deep learning setting is usually called backpropagation [Rumelhart et al., 1986] . One caveat of backpropagation in this context is the multi-modality of the system to be solved and the resulting slow convergence properties, which is the main reason why deep learning methods heavily rely on the availablility of large computational power.
To allow for cross validation [Hastie et al., 2016 ] during training, we may split our training data into disjoint time periods of identical length, which is particularly desirable in financial applications where reliable time consistent predictors are hard to come by and have to be trained and tested extensively. Cross validation also provides a tool to decide what levels of regularisation lead to good generalisation (i.e., predictive) rules, which is the classic variancebias trade-off. A key advantage of cross validation, over traditional statistical metrics such as t-ratios and p-values, is that we can also use it to assess the size and depth of the hidden layers, that is, solve the model selection problem of choosing N l for 1 ≤ l ≤ L and L using the same predictive MSE logic. This ability to seamlessly solve the model selection and estimation problems is one of the reasons for the current widespread use of machine learning methods.
Approximate Inference
The recent successful approaches to develop efficient Bayesian inference algorithms for deep learning networks are based on the reparameterization techniques for calculating Monte Carlo gradients while performing variational inference. Given the data D = (X, Y ), the variation inference relies on approximating the posterior p(θ | D) with a variation distribution q(θ | D, φ), where θ = (W, b). Then q is found by minimizing the based on the KullbackLeibler divergence between the approximate distribution and the posterior, namely
Since p(θ | D) is not necessarily tractable, we replace minimization of KL(q || p) with maximization of evidence lower bound (ELBO)
The log of the total probability (evidence) is then
The sum does not depend on φ, thus minimizing KL(q || p) is the same that maximizing ELBO(q). Also, since KL(q || p) ≥ 0, which follows from Jensen's inequality, we have log p(D) ≥ ELBO(φ). Thus, the evidence lower bound name. The resulting maximization problem ELBO(φ) → max φ is solved using stochastic gradient descent.
To calculate the gradient, it is convenient to write the ELBO as
The gradient of the first term
is not an expectation and thus cannot be calculated using Monte Carlo methods. The idea is to represent the gradient ∇ φ E q log p(Y | X, θ) as an expectation of some random variable, so that Monte Carlo techniques can be used to calculate it. There are two standard methods to do it. First, the log-derivative trick, uses the following identity ∇ x f (x) = f (x)∇ x log f (x) to obtain ∇ φ E q log p(Y | θ). Thus, if we select q(θ | φ) so that it is easy to compute its derivative and generate samples from it, the gradient can be efficiently calculated using Monte Carlo methods. Second, we can use the reparametrization trick by representing θ as a value of a deterministic function, θ = g( , x, φ), where ∼ r( ) does not depend on φ. The derivative is given by
The reparametrization is trivial when
. [Kingma and Welling, 2013] propose using Σ(D, φ) = I and representing µ(D, φ) and as outputs of a neural network (multi-layer perceptron), the resulting approach was called variational auto-encoder. A generalized reparametrization has been proposed by [Ruiz et al., 2016] and combines both log-derivative and reparametrization techniques by assuming that can depend on φ.
Dropout
To avoid overfitting in the training process, dropout is the technique [Srivastava et al., 2014] of removing input dimensions in X randomly with probability p. In effect, this replaces the input X by D X, where denotes the element-wise product and D is a matrix of Bernoulli B(p) random variables. For example, setting l(Y,Ŷ ) = Y −Ŷ 2 2 (to minimise the MSE as explained above) and λ = 1, marginalised over the randomness, we then have a new objective
which is equivalent to
where Γ = (diag(X X)) 1 2 . We can also interpret this last expression as a Bayesian ridge regression with a g-prior [Wager et al., 2013] . Put simply, dropout reduces the likelihood of over-reliance on small sets of input data in training.
Another application of dropout regularisation is the choice of the number of hidden units in a layer (if we drop units of the hidden rather than the input layer and then establish which probability p gives the best results). It is worth recalling though, as we have stated before, that one of the dimension reduction properties of a network structure is that once a variable from a layer is dropped, all terms above it in the network also disappear. This is just the nature of a composite structure for the deep predictor in (1).
Batch Normalization
Dropout is mostly a technique for regularization. It introduces noise into a neural network to force the neural network to learn to generalize well enough to deal with noise.
Batch normalization [Ioffe and Szegedy, 2015] is mostly a technique for improving optimization. As a side effect, batch normalization happens to introduce some noise into the network, so it can regularize the model a little bit.
We normalize the input layer by adjusting and scaling the activations. For example, when we have features from 0 to 1 and some from 1 to 1000, we should normalize them to speed up learning. If the input layer is benefiting from it, why not do the same thing also for the values in the hidden layers, that are changing all the time, and get 10 times or more improvement in the training speed.
Batch normalization reduces the amount by what the hidden unit values shift around (covariance shift). If an algorithm learned some X to Y mapping, and if the distribution of X changes, then we might need to retrain the learning algorithm by trying to align the distribution of X with the distribution of Y . Also, batch normalization allows each layer of a network to learn by itself a little bit more independently of other layers. When you have a large dataset, it's important to optimize well, and not as important to regularize well, so batch normalization is more important for large datasets. You can of course use both batch normalization and dropout at the same time
We can use higher learning rates because batch normalization makes sure that there no extremely high or low activations. And by that, things that previously couldn't get to train, it will start to train. It reduces overfitting because it has a slight regularization effects. Similar to dropout, it adds some noise to each hidden layers' activations. Therefore, if we use batch normalization, we will use less dropout, which is a good thing because we are not going to lose a lot of information. However, we should not depend only on batch normalization for regularization; we should better use it together with dropout. How does batch normalization work? To increase the stability of a neural network, batch normalization normalizes the output of a previous activation layer by subtracting the batch mean and dividing by the batch standard deviation.
However, after this shift/scale of activation outputs by some randomly initialized parameters, the weights in the next layer are no longer optimal. SGD ( Stochastic gradient descent) undoes this normalization. Consequently, batch normalization adds two trainable parameters to each layer, so the normalized output is multiplied by a "standard deviation" parameter (gamma) and adds a "mean" parameter (beta). In other words, batch normalization lets SGD do the denormalization by changing only these two weights for each activation, as follows:
Deep Learning Theory
There are two questions for which we do not yet have a comprehensive and a satisfactory answer. The first is, how to choose a deep learning architecture for a given problem. The second is why the deep learning model does so well on out-of-sample data, i.e. generalize.
To choose an appropriate architecture, from practical point of view, techniques such as Dropout or universal architectures [Kaiser et al., 2017] allow us to spend less time on choosing an architecture. Also some recent Bayesian theory sheds a light on the problem [Polson and Rockova, 2018] . However, it is still required to go through a trial-and-error process and empirically evaluate large number of models, before an appropriate architecture could be found. On the other hand, there are some theoretical results that shed a light on the architecture choice process.
It was long well known that shallow networks are universal approximators and thus can be used to learn any input-output relations. The first result in this direction was obtained by Kolmogorov [Kolmogorov, 1957] who has shown that any multivariate function can be exactly represented using operations of addition and superposition on univariate functions. Formally, there exist continuous functions ψ pq , defined on [0, 1] such that each continuous real function f defined on [0, 1] n is represented as
where each χ q is a continuous real function. This representation is a generalization of earlier results [Kolmogorov, 1956 , Arnold, 1963 . In [Kolmogorov, 1956] it was shown that every continuous multivariate function can be represented in the form of a finite superposition of continuous functions of not more than three variables. Later Arnold used that result to solve Hilbert's thirteenth problem [Arnold, 1963] .
However, results of Kolmogorov and Arnold do not have practical application. Their proofs are not constructive and do not demonstrate how functions χ and ψ can be computed. Further, [Girosi and Poggio, 1989] and references therein show that those functions are not smooth, while in practice smooth functions are used. Further, while functions ψ form a universal basis and do not depend on g, the function χ does depend on the specific form of function g. More practical results were obtained by Cybenko [Cybenko, 1989] who showed that a shallow network with sigmoidal activation function can arbitrarily well approximate any continuous function on the n-dimensional cube [0, 1] n . Generalization for a broader class of activation functions was derived in [Hornik, 1991] .
Recently, it was shown that deep architectures require smaller number of parameters compared to shallow ones to approximate the same function and thus more computationally viable. It was observed empirically that deep learners perform better. [Montufar et al., 2014] provide some geometric intuition and show that the number of open box regions generated by deep network is much lager than those generated by a shallow one with the same number of parameters. [Telgarsky, 2015] and [Safran and Shamir, 2016] provided specific examples of classes of functions that require an exponential number of parameters as a function of input dimensionality to be approximated by shallow networks. [Poggio et al., 2017] provides a good overview of results on complexity of shallow and deep networks required to approximate different classes of functions. For example, for shallow (one-layer) network
with f being infinitively differentiable and not a polynomial, it is required that N = O( −n/m ). Here x ∈ [0, 1] n (n-dimensional cube), g(x) is is differentiable up to order m and is the required accuracy of the approximation, e.g. max x |g(x) − f (x)| < . Thus, the size of neurons required is exponential in the number of input dimensions, i.e. the curse of dimensionality.
Meanwhile, if function g(x) has a special structure, then deep learner avoids the curse of dimensionality problem.
Specifically, let g(x) : R n → R be a G-function, which is defined as follows. Source nodes are components of the input x 1 , . . . , x n , and there is only one sink node (value of the function. Each node v between the source and sink is a local function of dimensionality d v << n of low dimensionality and m v times differentiable. For example, in G-function f (x 1 , · · · , x 8 ) = h 3 (h 21 (h 11 (x 1 , x 2 ), h 12 (x 3 , x 4 )), h 22 (h 13 (x 5 , x 6 ), h 14 (x 7 , x 8 ))) each h is "local", e.g. requires only two-dimensional input to be computed, it has two hidden nodes and each has two inputs (d v = 2 for every hidden node). The required complexity of deep network to represent such a function is given by
Thus, when the target function has local structures as defined for a G-function, deep neural networks allow us to avoid curse of dimensionality.
In [Lin et al., 2017 ] the authors similarly show how the specific structure of the target function to be approximated can be exploited to avoid the curse of dimensionality. Specifically, properties frequently encountered in physics, such as symmetry, locality, compositionality, and polynomial log-probability translate into exceptionally simple neural networks and are shown to lead to low complexity deep network approximators.
The second question of why deep learning models do not overfit and generalize well to out-ofsample data has received less attention in the literature. It was shown in [Zhang et al., 2016] that regularization techniques do not explain a surprisingly good out-of-sample performance. Using a series of empirical experiments it was shown that deep learning models can learn white noise. A contradictory result was obtained in [Liao et al., 2018] and shows that, for a DL model with exponential loss function and appropriately normalized, there is a linear dependence of test loss on training loss.
