Abstract. We provide a sharp bound for the order sequence of Wronskians. We also give another proof of the truncated second main theorem over function fields which is a generalization of the ABC theorem due to Mason, Voloch, Brownawell and Masser, Noguchi and the author.
Introduction
Let C be an irreducible nonsingular projective algebraic curve of genus g defined over an algebraically closed field k of characteristic p. Let K be the function field of C. Suppose that t is a local parameter of a point P of C, i.e. v P (t) = 1. K is then a finite separable field extension of k(t).(cf. [Si] , Chapter II, Proposition 1.4)
Recall that the Hasse derivatives D (i) t is defined on k(t) by D Throughout the paper x 0 ,...,x n will denote elements of K.
Garcia and Voloch also proved the following (cf. [G-V])
Theorem A. x 0 ,...,x n are linearly independent over K m if and only if there exist integers 0 = 0 < · · · < n < p m with det D
In [Wa1] , the author gave an upper bound for each i by showing the following:
Theorem B. If x 0 , ..., x n are linearly independent over K m , then there exist inte-
This bound is the best possible when n < p. For example, McCallum for suggestions on the proof of Lemma 2.1. The author also wishes to thank Professor J. F. Voloch for some helpful comments.
Wronskians
We first formulate some results to understand the structure of the vector space
Lemma 2.1. Let u and m be nonnegative integers. Then the field extension degree 
Since the function field K is a finite separable field extension over k(t), there exists an element y ∈ K such that K = k(t, y). Furthermore, we may assume that
We raise each coefficient of a i (t) to its p−th power and denote it by a
Similarly, one can show that [K
One can easily see that det D Remark 2.3. When the characteristic of k is 0, i = i.
sequence of integers between 0 and m such that
0 = l γ0 < l γ1 < · · · < l γu = n and l γ δ = l γ δ +1 = · · · = l γ δ+1 −1 . Then x 0 , . . . , x n are linearly independent over K p m if
and only if there exist integers
Proof. It follows easily from the inequalities in Theorem 1.
Proof of Theorem 1. The " if " part comes from Theorem A. Therefore, we only need to show the other direction.
Without loss of generality, we may assume that x 0 , ..., x l γ δ are linearly indepen-
This proves one side of the inequality.
For the other side of the inequality, we will prove it by induction. Since x 0 , . . . , x l γ 1 are linearly independent over K
Together with Theorem A, we conclude
The proof will be completed by two induction steps. First we show that if the theorem is true for n = l γ β , 0 ≤ β < u, then it is true for n = l γ β + 1. We then show that if the theorem is true for n = l γ β + s, then it is true for n = l γ β + s + 1,
Now suppose that the theorem is true for n = l γ β and the conclusion of the theorem does not hold for n = l γ β + 1. Then the vectors 
It follows from (2.1) that
Since the l γ β + 1 vectors above (i.e. for 0 ≤ j ≤ l γ β ) are linearly independent over
Since
This completes the first step of the induction proof.
Next, we will show that if the theorem is true for n = l γ β + s, then it is true
Theorem A the theorem holds. Therefore, we may assume that (s + 1)p γ β+1 −1 < p γ β+1 − 1. Suppose that the theorem is true for n = l γ β + s, and it does not hold for n = l γ β + s + 1, 1 ≤ s < l β+1 − l β . Similar to the previous argument, we have
Similarly, we can assume that a l γ β +s+1 = 1. It then suffices to show that D
By the induction hypothesis, the
This completes the second step of the induction proof. Therefore the proof for this theorem is completed.
We provide the following examples to show that the results is indeed the best possible and the decomposition on each K p γ is necessary.
Example 1. Let K = k(t), p = 3, and n = 10. Let x i = t i for 0 ≤ i ≤ 9, and let x 10 = t 18 . Then x 0 , ..., x 10 are linearly independent over K 27 . In this case, α = 2, m = 3, l 0 = 0, l 1 = 2, l 2 = 8, and l 3 = 9; γ 0 = 0, γ 1 = 1, γ 2 = 2, and γ 3 = 3. We have i = i for 0 ≤ i ≤ 9, and 10 = 18.
Example 2. Let K = k(t), p = 3, and n = 4. Let
. Then x 0 , ..., x 4 are linearly independent over K 27 . In this case, α = 1, m = 3, l 0 = 0, l 1 = 0, l 2 = 2, and l 3 = 4; γ 0 = 0, γ 1 = 2, and γ 2 = 3. We have 1 = 3, 2 = 6, 3 = 9, 4 = 18.
Example 3. Let K = k(t), p = 3, and n = 3. Let x 0 = 1, x 1 = t 3 , x 2 = t 9 ,
x 3 = t 18 . Then x 0 , ..., x 3 are linearly independent over K 27 . In this case, α = 1, m = 3, l 0 = 0, l 1 = 0, l 2 = 1, and l 3 = 3; γ 0 = 0, γ 1 = 2, and γ 2 = 3. We have
The Proof of the Truncated Second Main Theorem
In this section we will give another proof for the truncated second main theorem in the flavor of Nevanlinna theory. The method which we are going to use here is basically the argument from [B-M] and [La] (p.220), but we replace the ordinary higher derivatives by the Hasse derivatives in order to deal with function fields of positive characteristic.
We will need some basic propositions.
(c) If x is another separating variable, then
Proof. See [S-V], Proposition 1.4.
Proposition 3.2. Let t P be a local parameter of a point P ∈ C. If x be a nonzero Then we have the following formula: Assume that v P (l 1 ) ≥ v P (l 2 ) ≥ · · · ≥ v P (l q ) for P ∈ C. Then by Proposition 3.3, v P (l n+1 ) = · · · = v P (l q ) = min{v P (x i )} = −e P . Let I = {1, ..., n + 1}. Then (3.3) and (3.4) imply (q − n − 1) min{v P (x i )} = v P (G) + Let S be a finite set of points of C. Then (3.5), (3.6), (3.7) and the Riemann-Roch theorem (cf. [Ma] ) imply This completes the proof.
