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Abstract
Background. A large number of algorithms is being developed to reconstruct evolu-
tionary models of individual tumours from genome sequencing data. Most methods can
analyze multiple samples collected either through bulk multi-region sequencing experi-
ments or the sequencing of individual cancer cells. However, rarely the same method can
support both data types.
Results. We introduce TRaIT, a computational framework to infer mutational graphs
that model the accumulation of multiple types of somatic alterations driving tumour evo-
lution. Compared to other tools, TRaIT supports multi-region and single-cell sequencing
data within the same statistical framework, and delivers expressive models that capture
many complex evolutionary phenomena. TRaIT improves accuracy, robustness to data-
specific errors and computational complexity compared to competing methods.
Conclusions. We show that the application of TRaIT to single-cell and multi-region
cancer datasets can produce accurate and reliable models of single-tumour evolution,
quantify the extent of intra-tumour heterogeneity and generate new testable experimental
hypotheses.
Background
Sequencing data from multiple samples of single tumours can be used to investigate Intra-
Tumor Heterogeneity (ITH) in light of evolution [1–3]. Motivated by this observation, several
new methods have been developed to infer the “evolutionary history” of a tumour from se-
quencing data. According to Davis and Navin, there are three orthogonal ways to depict such
history [4]: (i) with a phylogenetic tree that displays input samples as leaves [5], (ii) with a
clonal tree of parental relations between putative cancer clones [6–9], and (iii) with the order
of mutations that accumulated during cancer growth [10–12]. Ideally, the order of accumu-
lating mutations should match the clonal lineage tree in order to reconcile these inferences.
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Consistently with earlier works of us [13–18], we here approach the third problem (“mutational
ordering”) from two types of data: multi-region bulk and single-cell sequencing.
Bulk sequencing of multiple spatially-separated tumour biopsies returns a noisy mixture
of admixed lineages [19–23]. We can analyse these data by first retrieving clonal prevalences
in bulk samples (subclonal deconvolution), and then by computing their evolutionary rela-
tions [24–31]. Subclonal deconvolution is usually computationally challenging, and can be
avoided if we can read genotypes of individual cells via single-cell sequencing (SCS). Despite
this theoretical advantage, however, current technical challenges in cell isolation and genome
amplification are major bottlenecks to scale SCS to whole-exome or whole-genome assays, and
the available targeted data harbours high levels of allelic dropouts, missing data and dou-
blets [32–35]. Thus, the direct application of standard phylogenetic methods to SCS data is
not straightforward, despite being theoretically viable [36].
Notice that a common feature of most methods for cancer evolution reconstruction is the
employment of the Infinite Sites Assumption (ISA), together with the assumption of no back
mutation [24–35], even though recent attempts (e.g., [9]) have been proposed to relax such
assumption in order to model relevant phenomena, such as convergent evolutionary trajectories
[37].
In this expanding field, we here introduce TRaIT (Temporal oRder of Individual Tumors –
Figures 1 and 2), a new framework for the inference of models of single-tumour evolution,
which can analyse, separately, multi-region bulk and single-cell sequencing data, and which
allows to capture many complex evolutionary phenomena underlying cancer development.
Compared to other approaches that might scale poorly for increasing sample sizes, our
methods show excellent computational performance and scalability, rendering them suitable to
anticipate the large amount of genomic data that is becoming increasingly available.
Results
TRaIT is a computational framework that combines Suppes’ probabilistic causation [38] with
information theory to infer the temporal ordering of mutations that accumulate during tumour
growth, as an extension of our previous work [13–18]. The framework comprises 4 algorithms
(EDMONDS, GABOW, CHOW-LIU and PRIM) designed to model different types of progressions
(expressivity) and integrate various types of data, still maintaining a low burden of computa-
tional complexity (Figures 1 and 2 – see Methods for the algorithmic details).
In TRaIT we estimate the statistical association between a set of genomic events (i.e.,
mutations, copy number, etc.) annotated in sequencing data by combining optimal graph-
based algorithms with bootstrap, hypothesis testing and information theory (Figure 2). TRaIT
can reconstruct trees and forests – in general, mutational graphs – which in specific cases can
include confluences, to account for the uncertainty on the precedence relation among certain
events. Forest models (i.e., disconnected trees), in particular, can stem for possible polyclonal
tumour initiation (i.e., tumours with multiple cells of origin [39]), or the presence of tumour-
triggering events that are not annotated in the input data (e.g., epigenetic events) (Figure
1D).
Inputs data in TRaIT is represent as binary vectors, which is the standard representation
for SCS sequencing and is hereby used to define a unique framework for both multi-region bulk
and SCS data (Figure 1A–C). For a set of cells or regions sequenced, the input reports the
presence/absence of n genomic events, for which TRaIT will layout a temporal ordering. A
binary representation allows to include several types of somatic lesions in the analysis, such
as somatic mutations (e.g., single-nucleotide, indels, etc.), copy number alterations, epigenetic
states (e.g., methylations, chromatin modifications), etc. (see the Conclusions for a discussion
on the issue of data resolution).
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Performance evaluation with synthetic simulations
We assessed the performance of TRaIT with both SCS and multi-region data simulated from
different types of generative models.
Synthetic data generation. Synthetic single-cell datasets were sampled from a large num-
ber of randomly generated topologies (trees or forests) to reflect TRaIT’s generative model.
For each generative topology, binary datasets were generated starting from the root, with a
recursive procedure which we describe for the simpler case of a tree: (i) for the root node x,
the corresponding variable is assigned 1 with a randomly sampled probability p(x = 1) = r,
with r ∼ U [0, 1]; (ii) given a branching node y with children y1, y2, . . . , yn, we sample values
for the n variables y1, y2, . . . , yn so that at most one randomly selected child contains 1, and
the others are all 0. The recursion proceeds from the root to the leaves, and stops whenever a
0 is sampled or a leaf is reached. Note that we are simulating exclusive branching lineages, as
one expects from the accumulation of mutations in single cells under the ISA.
As bulk samples usually include intermixed tumour sub-populations, we simulated bulk
datasets by pooling single-cell genotypes generated as described above, and setting simulated
variables (i.e., mutations) to 1 (= present) in each bulk sample if they appear in the sampled
single-cell genotypes more than a certain threshold. More details on these procedures are
reported in Section 2 of the Supplementary Material.
Consistently with previous studies, we also introduced noise in the true genotypes via
inflated false positives and false negatives, which are assumed to have highly asymmetric rates
for SCS data. For SCS data we also included missing data in a proportion of the simulated
variables [11]. Notice that TRaIT can be provided with input noise rates, prior to the inference:
therefore, in each reconstruction experiment we provided the algorithm with the noise rates
used to generate the datasets, even though mild variations in such input values appear not to
affect the inference accuracy – as shown in the noise robustness test presented below and in
Figure 3D.
With a total of ∼140.000 distinct simulations, we could reliably estimate the ability to infer
true edges (sensitivity) and discriminate false ones (specificity); further details on parameter
settings are available in Section 6 of the Supplementary Material.
In particular, we compared TRaIT’s algorithms to SCITE, the state-of-the-art to infer mu-
tational trees from SCS data [11]. We could not include OncoNEM [7] – the benchmark tool
for clonal deconvolution – in the comparison, as its computational performance did not scale
well with our large number of tests.
In the Main Text we show results for the Edmonds and Chow-Liu algorithms, included in
TRaIT, and SCITE, in a selected number of relevant experimental scenarios. To improve read-
ability of the manuscript, we leave to the Supplementary Material a comprehensive presentation
of the results for Gabow, Prim and other approaches [13,14].
Results from scenario (i), branching evolution. To simulate branching evolution [19],
we generated a large number of independent datasets from single-rooted tree structures. In
particular, we employed three control polyclonal topologies taken from [6] (Supplementary
Figure 7) and 100 randomly generated topologies, with a variable number of nodes (i.e., alter-
ations) in the range n ∈ [5; 20]. Such generative models were first used to sample datasets with
different number of sequenced cells (m = 10, 50, 100). In addition to the noise-free setting, we
perturbed data by introducing plausible and highly asymmetric noise rates (i.e., + = − = 0
(noise-free); + = 0.005, − = 0.05; + = 0.02, − = 0.2.). The same generative topologies were
then used to sample multi-region datasets with different number of regions (m = 5, 10, 20), and
symmetric noise rates (+ = − = 0, 0.05, 0.2).
In Figure 3A we show two selected experimental settings, which are characteristic of the
general trends observed on all tests. In particular, one can notice that all the techniques achieve
high sensitivity and specificity with SCS data, and significantly lower scores with multi-region
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data from the same topology; Edmonds displays in general the best results with SCS data
(medians ∼ 0.8 and ∼ 1).
From the results in all simulation settings (Supplementary Figures 8 and 9 for the SCS
case; Supplementary Figures 13 and 14 for the multi-region case), we observe that the overall
performance significantly improves for lower noise levels and larger datasets across for all the
algorithms, a general result that is confirmed in the other experimental scenarios. In particular,
with SCS data, Edmonds and SCITE display similar sensitivity, even though the latter presents
(on average) lower specificity, which might point to a mild-tendency to overfit. Results on
multi-region data display similar trends, with Edmonds showing the overall best performance
and SCITE showing slightly lower performance, especially with small datasets and/or low noise
levels.
We also specify that, as TRaIT’s algorithms share the same constraints in the search space
and several algorithmic properties, the reduced variance observed across settings is expected.
Results from scenario (ii), confounding factors. To investigate the impact of possible
confounding factors on inference accuracy, we introduced in the datasets from scenario (i) a
number of random binary variables totally unrelated to the progression. More in detail, we
inserted around n × 10% additional random columns in all datasets with n input variables;
each additional column is a repeated sampling of a biased coin, with bias uniformly sampled
among the marginals of all events.
The performance of TRaIT and SCITE in a selected setting for the multi-region case is
shown in Figure 3B. Surprisingly, the introduction of confounding factors does not impact
the performance significantly. In fact, despite two extra variables annotated in the data that
are unrelated to the progression, most algorithms still discriminate the true generative model.
Similar results are achieved in the SCS case (Supplementary Figure 10).
Results from scenario (iii), forest models. Forest topologies can be employed as gener-
ative models of tumours initiated by multiple cells, or of tumours whose initiation is triggered
by events that are not annotated in the input data. In this test we randomly generated forests
with a variable number of distinct disconnected trees, thus assuming that no mutations are
shared across the trees. In detail, we generated 100 random forest topologies, with n = 20
nodes and q < 5 distinct roots (i.e., disconnected trees), both in the SCS and the multi-region
case.
The performance of the tested algorithms in a selected experimental scenario with SCS
is shown in Figure 3C. All algorithms display a clear decrease in sensitivity, with respect to
the single-rooted case with similar values of noise and sample size. In the SCS case the
performance remarkably increases with larger datasets (median values ∼ 0.75 with m = 100
samples in the noise-free case; Supplementary Figure 11). Edmonds shows the best tradeoff
between sensitivity and specificity, whereas SCITE confirms a mild tendency to overfit for
small datasets, yet being very robust against noise. Results from multi-region analysis show
an overall decrease in performance (Supplementary Figure 16).
Robustness to variations in noise input values. Similarly to other tools, e.g., [7,11], our
algorithms can receive rates of false positives and negatives in the data (+ and −) as input.
Thus, we analyzed the effect of miscalled rates on the overall performance. More in detail, we
analyzed the variation of the performance of Gabow and SCITE, on a dataset generated from
a generative tree with intermediate complexity (“Medium” topology in Supplementary Figure
7), with n = 11 nodes and m = 75 samples, + = 5× 10−3 and − = 5× 10−2. We scanned 25
possible combinations of input + and − in the following ranges: + = (3, 4, 5, 6, 7)×10−3 and
− = (3, 4, 5, 6, 7) × 10−2. Results in Figure 3D and Supplementary Tables 4 and 5 show no
significant variations of the performance with different combinations of input values for + and
−, for both algorithms. This proves that the accuracy of the inference is robust to variations
in the noise input values, as long as they are reasonably close to the real value. This evidence
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also supports our algorithmic design choice which avoids sophisticate noise-learning strategies
in TRaIT, a further reason that speeds up computations.
Missing data. Significant rates of missing data are still quite common in SCS datasets,
mainly due to amplification biases during library preparation. We evaluated the impact of
missing data by using 20 benchmark single-cell datasets which were generated from a tree
with n = 11 nodes (Supplementary Figure 7). For every dataset we simulated the calling of
mutations from m = 75 single sequenced cells, and in half of the cases (i.e., 10 datasets) we also
imputed extra error rates in the data to model sequencing errors. In particular, we introduced
false positives and false negative calls with rates + = 0.005 and − = 0.05. On top of this, for
each of the 20 datasets we generated 5 configurations of missing data (uniformly distributed),
using as measure the percentage r of missing data over the total number of observations.
A total of 100 distinct datasets have been obtained using r = 0, 0.1, 0.2, 0.3, 0.4 (i.e., up to
40% missing data). As SCITE can explicitly learn parameters from missing data, we run the
tool with no further parameters. Instead, for TRaIT’s algorithms, we performed the following
procedure: for each dataset D with missing data, we imputed the missing entries via a standard
Expectation-Maximization (EM) algorithm, repeating the procedure to generate 100 complete
datasets (D1, . . . , D100). To asses the performance of each algorithm, we computed the fit to
all the 100 datasets, and selected the solution that maximised the likelihood of the model.
We present in Figure 4 the results of this analysis for Edmonds and Chow-Liu algorithms
included in TRaIT, and for SCITE; results for Gabow and Prim algorithms are presented in
Supplementary Figure 12. In general, missing data profoundly affect the performance of all
methods. SCITE shows overall more robust sensitivity, in spite of slightly worse specificity. The
performance is always significantly improved when data do not harbour noise and, in general,
is reasonably robust up to 30% missing data.
Computational time. One of the major computational advantages of TRaIT is its scala-
bility, which will be essential in anticipation of the increasingly larger SCS datasets expected
in the near future. In this respect, we have observed across all tests a 3× speedup of TRaIT’s
algorithms on standard CPUs with respect to SCITE, and a 40× speedup with respect to
OncoNEM (Supplementary Table 6).
Analysis of patient-derived multi-region data for a MSI-high colorectal
cancer
We applied TRaIT to 47 nonsynonymous point mutations and 11 indels detected via targeted se-
quencing in patient P3 of [40]. This patient has been diagnosed with a moderately-differentiated
MSI-high colorectal cancer, for which 3 samples are collected from the primary tumour (P3-1,
P3-2, and P3-3) and two from a right hepatic lobe metastasis L-1 and L-2 (Figure 5A). To
prepare the data for our analyses, we first grouped mutations occurring in the same regions.
We obtained: (a) a clonal group of 34 mutations detected in all samples (b) a subclonal group
of 3 mutations private to the metastatic regions, and (c) 8 mutations with distinct mutational
profiles. The clonal group contains mutations in key colorectal driver genes such as APC, KRAS,
PIK3CA and TP53 [15],
Edmonds’s model predicts branching evolution and high levels of ITH among the subclonal
populations, consistently with the original phylogenetic analysis by Lu et al. [40] (Figure 5B).
In particular, the subclonal trajectory that characterizes the primary regions is initiated by a
stopgain SNV in the DNA damage repair gene ATM, whereas the subclonal metastatic expan-
sion seems to originate by a stopgain SNV in GNAQ, a gene reponsible for diffusion in many
tumour types [41]. The model also pictures two distinct trajectories with different mutations
in SMAD4: a nonsynonimous SNV in group L, and a stopgain SNV in two regions of the primary.
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Interestingly, SMAD4 regulates cell proliferation, differentiation and apoptosis [42], and its loss
is correlated with colorectal metastases [43].
We applied SCITE to the same data (Supplementary Figure S22), and compared it to Ed-
monds. Both models depict the same history for the metastatic branch, but different tumour
initiation: SCITE places the ATM mutation on top of the clonal mutations, which appear ordered
in a linear chain of 34 events. However, this ordering is uncertain because SCITE’s posterior is
multi-modal (i.e., several orderings have the same likelihood; Supplementary Figure 22). Fur-
ther comments on the results, and outputs from other algorithms are available Supplementary
Material (Supplementary Figure 21).
Analysis of patient-derived SCS data for a triple-negative breast can-
cer
We applied TRaIT to the triple-negative breast cancer patient TNBC of [34]. The input data
consists of single-nucleus exome sequencing of 32 cells: 8 aneuploid (A) cells, 8 hypodiploid (H)
cells and 16 normal cells (N) (Figure 6A). Wang et al considered clonal all mutations detected in
a control bulk sample and in the majority of the single cells, and as subclonal those undetected
in the bulk [34]; all mutations were then used to manually curate a phylogenetic tree (Figure
6B).
We run TRaIT on all single cells, with nonsynonymous point mutations annotated in 22
genes, and set + = 1.24 × 10−6 and − = 9.73 × 10−2 as suggested in [34]. All TRaIT’s
algorithms return tree topologies (Supplementary Figures 17–18) ; Figure 6C shows the model
obtained with Edmonds. We integrate the analysis by applying SCITE to the same data, and
by computing prevalence and evolutionary relations of putative clones with OncoNEM as well
(Figure 6D).
TRaIT provides a finer resolution to the original analysis by Wang et al [34], and retrieves
gradual accumulation of point mutations thorough tumour evolution, which highlight pro-
gressive DNA repair and replication deregulation. The model also predicts high-confidence
branching evolution patterns consistent with subclones A1 (PPP2R1A, SYNE2 and AURKA), A2
(ECM2, CHRM5 and TGFB2), and H (NRRK1, AFF4, ECM1, CBX4), and provides an explicit ordering
among clonal mutations in PTEN, TBX3 and NOTCH2, which trigger tumour initiation. Interest-
ingly, TRaIT also allows to formulate new hypotheses about a possibly undetected subclone
with private mutations in JAK1, SETBP1 and CDH6. Finally, we note that that temporal order-
ing among mutations in ARAF, AKAP9, NOTCH3 and JAK1 cannot be retrieved, since these events
have the same marginal probability in these data.
By applying SCITE to these data with the same noise rates, we retrieved 10.000 equivalently
optimal trees. The overlap between the first of the returned trees (Supplementary Figure S19)
and ours is poor (8 out of 19 edges), and SCITE’s models contain a long linear chain of 13
truncal mutations. Clonal deconvolution analysis via OncoNEM allowed us to detect 10 clones,
their lineages and evolutionary relations. This analysis is in stronger agreement with ours, and
the estimated mutational ordering obtained by assigning mutations to clones (via maximum a
posteriori, as suggested in [7]) largely overlaps with TRaIT’s predictions. This is particularly
evident for early events, and for most of the late subclonal ones, exception made for subclone
H, which is not detected by OncoNEM. These results prove that concerted application of tools
for mutational and clonal trees inference can provide a picture of ITH at an unprecedented
resolution.
Discussion
In this paper we have introduced TRaIT, a computational approach for the inference of can-
cer evolution models in single tumours. TRaIT’s expressive framework allows to reconstruct
models beyond standard trees, such as forests, which capture different modalities of tumour
initiation (e.g., by multiple cells of origin, or by events missing in available genomic data, such
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as epigenetic states) and, under certain conditions of data and parameters, confluences. Fu-
ture works will exploit this latter feature to define a comprehensive modelling framework that
accounts for explicit violations of the ISA, in order to model further evolutionary phenomena,
such as convergent (parallel) evolution and back mutations [37].
TRaIT is based on a binary representation of input data, for both multi-region and single-
cell sequencing data. We comment on this design choice concerning the case of multi-region
bulk data, because most methods that process bulk data use allelic frequencies and cancer cell
fractions to deconvolve the clonal composition of a tumor (see, e.g., [29,30,44]). In this respect,
allele frequency-derived inputs provide higher-resolution estimates of the temporal orderings
among samples. In fact, if two mutations co-occur in the same set of samples, their relative
temporal ordering cannot be determined from a binary input, while this might be possible
from their cancer cell fractions. However, despite the lower resolution, a binary representation
is still a viable option in multi-region analyses.
First, binary data can describe the presence or absence of a wide range of covariates, which
otherwise might be difficult or impossible to represent with allele-frequencies or cancer cell
fractions. These include, for instance, complex structural re-arrangements, structural variants,
epigenetic modifications, over/under gene expression states and high-level pathway informa-
tion. The integration of such heterogeneous data types and measurements will be essential to
deliver an effective multi-level representation of the life history of individual tumours. Methods
that strictly rely on allelic frequencies might need to be extended to accommodate such data
types.
Second, binary inputs can be used to promptly analyse targeted sequencing panels, whereas
the estimation of subclonal clusters from allele frequencies (i.e., via subclonal deconvolution)
requires at least high-depth whole-exome sequencing data to produce reliable results. While it
is true that whole-exome and whole-genome assays are becoming increasingly common, many
large-scale genomic studies are still relying on targeted sequencing (see, e.g., [45,46]), especially
in the clinical setting. A prominent example are assays for longitudinal sampling of circulating
tumour DNA during therapy monitoring, which often consist of deep-sequencing target panels
derived from the composition of a primary tumour (see, e.g., [47]).
Finally, binary inputs can be obtained for both bulk and single-cell sequencing data, and
this in turn allows to use the same framework to study cancer evolution from both data types.
This is innovative, and in the future integrative methods might draw inspiration from our
approach.
Conclusions
Intra-tumour heterogeneity is a product of the interplay arising from competition, selection and
neutral evolution of cancer subpopulations, and is one of the major causes of drug resistance,
therapy failure and relapse [48–52]. For this reason, the choice of the appropriate statistical
approach to take full advantage of the increasing resolution of genomic data is key to produce
predictive models of tumour evolution with translational relevance.
We have here introduced TRaIT, a framework for the efficient reconstruction of single tu-
mour evolution from multiple-sample sequencing data. Thanks to the simplicity of the under-
lying theoretical framework, TRaIT displays significant advancements in terms of robustness,
expressivity, data integration and computational complexity. TRaIT can process both multi-
region and SCS data (separately), and its optimal algorithms maintain a low computational
burden compare to alternative tools. TRaIT’s assumptions to model accumulation phenomena
lead to accurate and robust estimate of temporal orderings, also in presence of noisy data.
We position TRAIT in a very precise niche in the landscape of tools for cancer evolution
reconstruction, i.e., that of methods for the inference of mutational trees/graphs (not clonal or
phylogenetic trees), from binary data (alteration present/absent), and supporting both multi-
region bulk and single-cell sequencing data. We advocate the use of TRaIT as complementary
to tools for clonal tree inference, in a joint effort to quantify the extent of ITH, as shown in
the case study on triple negative breast cancer.
7
Methods
Input Data and Data Types
TRaIT processes an input binary matrix D with n columns and m rows. D stores n binary
variables (somatic mutations, CNAs, epigenetic states, etc.) detected across m samples (single
cells or multi-region samples) (Figure 2A). One can annotate data at different resolutions: for
instance, one can distinguish mutations by type (missense vs truncating), position, or context
(G>T vs G>A), or can just annotate a general “mutation” status. The same applies for copy
numbers, which can be annotated at the focal, cytoband or arm-level. In general, if an entry
in D is 1, then the associated variable is detected in the sample.
In our framework we cannot disentangle the temporal ordering between events that occur
in the same set of samples. These will be grouped by TRaIT in a new “aggregate” node, prior
to the inference (Figure 2B). TRaIT does not explicitly account for back mutations due to loss
of heterozygosity. Yet, the information on these events can be used to prepare input data if
one matches the copy number state to the presence of mutations. By merging these events we
can retrieve their temporal position in the output graph (Supplementary Figure S23).
TRaIT supports both multi-region and SCS data. As we expect D to contain noisy obser-
vations of the unknown true genotypes, the algorithms can be informed of false positives and
negatives rates (+ ≥ 0 and − ≥ 0). TRaIT does not implement noise learning strategies,
similarly to OncoNEM [11]. This choice is sensitive if the algorithms show stable performance
for slight variations in the input noise rates, especially when reasonable estimates of + and
− can be known a priori. This feature allows TRaIT to be computationally more efficient, as
it avoids to include a noise learning routine in the fit. Missing data, instead, are handled by
a standard Expectation Maximisation approach to impute missing values: for every complete
dataset obtained, the fit is repeated and the model that maximises the likelihood across all
runs is returned.
TRaIT’s Procedure
All TRaIT’s algorithms can be summarised with a three-steps skeleton, where the first two
steps are the same across all algorithms. Each algorithm will return a unique output model,
whose post hoc confidence can be assessed via cross-validation and bootstrap [15].
Step 1: assessment of statistical association – Figure 2C
We estimate the statistical association between events by assessing two conditions inspired to
Suppes’ theory of probabilistic causation, which is particularly sound in modelling cumulative
phenomena [38].
Let p(·) be an empirical probability (marginal, joint, conditional etc.) estimated from
dataset D. Conditions on (i) temporal direction and (ii) association’s strength are assessed as
follows: for every pair of variables x and y in D, x is a plausible temporally antecedent event
of y if
p(x) > p(y) ∧ p(y | x) > p(y | ¬x) . (1)
The former condition acts as the Infinite Sites Assumption (ISA), as we assume that alterations
are inherited across cell divisions (i.e., somatic): thus, the comparison of marginal frequencies
is a proxy to compute the relative ordering among events. The latter condition, instead, implies
statistical dependence: p(x, y) > p(x)p(y) [13].
Both conditions are assessed among all variables pairs via non-parametric bootstrap and
a one-tailed Mann-Whitney test: only if both conditions are statistically significant at some
8
α-level (e.g., 0.05), the edge connecting the variable pair will be included in a prima-facie
direct graph Gpf . Edges in Gpf are candidate to be selected in the final output model, and
thus we are reducing the search space via the the above conditions, which are necessary but
not sufficient. These conditions have been previously used to define causal approaches for
cancer progression [14, 15]; see further discussion in Supplementary Material. This step has
asymptotic complexity O((nm)2 ×B) where B is the cost of bootstrap and hypothesis testing
on each entry in D. Notice that this procedure can create disconnected components.
Step 2: loop removal – Figure 2D
GPF can contain loops, which we have to remove to model an accumulation process. Loops
may arise when an arc between a pair of nodes cannot be unequivocally directed, e.g., due to
small sample size which leads to uncertain bootstrap estimations. TRaIT renders acyclic GPF
by using heuristic strategies that remove less confident edges (see [14]); the output produced
is a new graph GNL.
Step 3: reconstruction of the output model – Figure 2E–F
We render GNL a weighted graph by annotating its edges via information-theoretic measures
such as point-wise mutual information and the like. Then, we can exploit 4 different off-the-
shelf algorithms to reconstruct an output model GMO from GNL. GMO will be either a tree or a
forest with multiple roots, and the complexity of this step depends on the adopted algorithm.
Notably, all algorithms currently incorporated in TRaIT have theoretically-optimal worst-case
polynomial complexity. We describe two of them (Edmonds and Chow-Liu), and leave the
description of the other techniques (Gabow and Prim) to the Supplementary Material.
• Edmonds is an algorithm for the inference of weighted directed minimum spanning trees
[53]: it scan GNL to identify the tree that maximises the edges’ weights. Spanning trees
have been previously applied to cancer [54, 55]. Yet, TRaIT is the only framework to
constraint spanning trees by condition (1);
• Chow-Liu’s algorithm is a method to compute a factorisation of a joint distribution over
the input variables [56]. Chow-Liu reconstructs undirected trees by definition; we assign
the direction to each edge so that the event with higher marginal probability is on top,
mirroring condition (1). Confluences in GMO can emerge under certain conditions of
the observed probabilities, which account for the uncertainty on the temporal precedence
among events (technically, in such cases we reconstruct direct acyclic graphs, DAGs –
see the Supplementary Material for details).
In all TRaIT’s algorithms, if GNL includes k disconnected components, then the output model
GMO will include k disconnected trees .
In term of complexity, we note that all TRaIT’s algorithms are optimal polynomial-time
algorithmic solutions to each of their corresponding combinatorial problems. Thus, they scale
well with sample size, a problem sometimes observed with Bayesian approaches that cannot
compute a full posterior on the model parameters. Quantitative assessment of TRaIT’s
scalability with large datasets is provided as Supplementary Material (Supplementary Table
7), where we show that many thousands of cells can be processed in a few seconds.
Tumour evolution scenarios
TRaIT can infer mutational graphs in the following scenarios (see Figure 1D):
1. Branching evolution (including linear evolution as subcase): in this case TRaIT will return
a tree with one root and zero disconnected components.
2. Presence of confounding factors in D (e.g., miscalled mutations): TRaIT will reconstruct
a model with disconnected individual nodes.
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3. Polyclonal origin due to multiple cells of tumour origin, or to upstream events triggering
tumour development that missing in D (e.g., epigenetic events): TRaIT will return models
with disconnected components (i.e., forests).
In general, we recommend to apply all TRaIT’s algorithms and to compare the output
models; the creation of a consensus model is an option to rank the edges detected across
several methods, as we show in the case studies.
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Figure 1: A. A tumour phylogeny describes the order of accumulation of somatic mutations,
CNAs, epigenetic modifications, etc. in a single tumour. The model generates a set of pos-
sible genotypes, which are observed with an unknown spatial and density distribution in a
tumour (primary and metastases). B. Multi-region bulk sequencing returns a mixed signal
from different tumour subpopulations, with potential contamination of non-tumour cells (not
shown) and symmetric rates of false positives and negatives in the calling. Thus, a sample
will harbour lesions from different tumour lineages, creating spurious correlations in the data.
C. If we sequence genomes of single cells we can, in principle, have a precise signal from each
subpopulation. However, the inference with these data is made harder by high levels of asym-
metric noise, errors in the calling and missing data. D. Different scenarios of tumour evolution
can be investigated via TRaIT. (i) Branching evolution (which includes linear evolution), (ii)
Branching evolution with confounding factors annotated in the data, (iii) Models with multiple
progressions due to polyclonal tumour origination, or to the presence tumour initiating event
missing from input data . 11
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in a sample (e.g., a mutation, a CNA, or a persistent epigenetic states). B. TRaIT merges the
events occurring in the same samples (x1, x2 and x4, merged to A), as the statistical signal for
their temporal ordering is undistinguishable. The final model include such aggregate events.
C. We estimate via bootstrap the prima facie ordering relation that satisfies Suppes’ conditions
(1) for statistical association. This induces a graph GPF over variables xi, which is weighted
by information-theoretic measures for variables’ association such as mutual information or
pointwise mutual information. D. TRaIT employs heuristic strategies to remove loops from
GPF and produce a new graph GNL [14]. E. Edmonds’s algorithm can be used to reconstruct
the optimal minimum spanning tree GMO that minimises the weights in GNL; here we use
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probabilities. Therefore, confluences are possible in the output model GMO in certain conditions
.
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Figure 3: We estimate from simulations the rate of detection of true positives (sensitivity) and
negatives (specificity), visualised as box-plots from 100 independent points each. We compare
TRaIT’s algorithms Edmonds and Chow-Liu with SCITE, the state-of-the-art for mutational trees
inference in a setting of mild noise in the data, and canonical sample size. In SCS data noise
is + = 5× 10−3; − = 5× 10−2, in multi-region − = 5× 10−2. Extensive results for different
models, data type, noise and sample size are in Supplementary Figures S3–S16. A. Here we
use a generative model from [6] (Supplementary Figure S7-B). (left) SCS datasets with m = 50
single cells, for a tumour with n = 11 mutations. (right) Multi-region datasets with m = 10
spatially separated regions, for a tumour with n = 11 mutations. B. We augment the setting
in A-right with 2 random variables (with random marginal probabilty) to model confounding
factors, and generated SCS data. C. We generated multi-region data from a tumour with
n = 21 mutations, and a random number of 2 or 3 distinct cells of origin to model polyclonal
tumour origination. D. Spectrum of average sensitivity and specificity for Gabow algorithm
included in TRaIT (see SM) estimated from 100 independent SCS datasets sampled from the
generative model in Supplementary Figure S7-B (m = 75, n = 11). The true noise rates are
+ = 5×10−3; − = 5×10−2; we scan input + and − in the ranges: + = (3, 4, 5, 6, 7)×10−3
and 3× 10−2 ≤ − =≤ 7× 10−2.
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Figure 4: Sensitivity and specificity for different percentages r of missing entries, namely,
r = (0, 0.1, 0.2, 0.3, 0.4) as a function of the number of variables in the data, and different
levels of noise: (i) + = − = 0 and (ii) + = 0.005, − = 0.05. The original dataset is
generated from a tree with n = 11 nodes and m = 75 samples (Supplementary Figure 7).
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Figure 5: A. Multi-region sequencing data for a MSI-high colorectal cancer from [40], with three
regions of the primary cancer: p3-1, p3-2 and p3-3, and two of one metastasis: L-1 and L-2.
To use this data with TRaIT we merge mutations occur in the same samples, obtaining a clonal
group of 34 mutations and a sublclonal group. B. The model obtained by Edmonds including
confidence measures, and the overlap in the predicted ordering obtained by SCITE, Chow-
Liu, Gabow and Prim (Supplementary Figure S21). All edges, in all models, are statistically
significant for conditions (1). Four of the predicted ordering relations are consistently found
across all TRaIT’s algorithm, which gives a high-confidence explanation for the formation of
the L2 metastasis. This finding is also in agreement with predictions by SCITE (Supplementary
Figure S22).
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Figure 6: A. Input data from single-nucleus sequencing of 32 cells from a triple-negative breast
cancer [34]. As the rate of missing values in the original data was around 1%, the authors set all
missing data points equal to 0; in the dataset, allelic dropout is equal to 9.73× 10−2, and false
discovery equal to 1.24 × 10−6. B Phylogenetic tree manually curated in [34]. Mutations are
annotated to the trunk if they are ubiquitous across cells and a bulk control sample. Subclonal
mutations appearing only in more than one cell. C. Mutational graph obtained with Edmonds
algorithm; p-values are obtained by 3 tests for conditions (1) and overlap (hypergeometric test),
and edges annotated with a posteriori non-parametric bootstrap scores (100 estimates). For
these data, all TRaIT’s algorithms return trees (Supplementary Figure S17-18), consistently
with the manually curated phylogeny (A). Most edges are highly confident (p < 0.05), except
for groups of variables with the same frequency which have unknown ordering (red edges). The
ordering of mutations in subclones A1, A2 and tumour initiation has high bootstrap estimates
(> 75%). Yellow circles mark the edges retrieved also by SCITE. D. We also performed clonal
tree inference with OncoNEM, which predicts 10 clones. Mutations are assigned to clones via
maximum a posteriori estimates. The mutational orderings of the early clonal expansion of
the tumour and of most of the late subclonal events are consistent with TRaIT’s prediction.
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Supplementary Figure 1: The ?op problems (image taken from [1]) as suggested by Davis
and Navin, which define three ways to infer cancer progression from single-cell data. The pop
(phylogenetic ordering problem), a classical phylogenetic inference problem where we display
input cells as leaves of a phylogenetic tree. The cop (clonal ordering problem), where we
identify a clonal lineage tree that models an ancestry-relation for a set of clones that we infer
from data. The mop (mutational ordering problem), where we find the order of mutations that
accumulate during cancer progression. In this paper, we focus on the mop problem.
1 A framework based on probabilistic causation
In Figure 1 of [1] Davis and Navin distinguish three different approaches to infer cancer progression
models from data of individual patients. We summarize them in Supplementary Supplementary
Figure 1 and call them ?op , mimicking the “?-ordering problem”. Different versions of the ?op
provide insights on the evolutionary aspects of cancer progression. In particular:
• when ? = p, we solve a classical phylogenetic inference problem (PHY) and aim at displaying a
set of input cells as leaves of a phylogenetic tree;
• when ? = c, we seek to identify a clonal lineage tree (CT) that models an ancestry-relation for
a set of clones that we infer from data;
• when ? = m, we seek to find the order of mutations that accumulate during progression (MO).
Hopefully, results from these approaches can be somehow reconciled, as the same data type is
used to approach the problem. For instance, we might argue that the order of accumulating
mutations should be consistent with the clonal lineage tree, which in turn should be consistent
with a phylogenetic tree of the corresponding cells that we sequence. The efforts to solve these
problems are ongoing, with different techniques and tools that are becoming popular to solve the
cop and the pop versions of the problem, see, e.g., [2–4]. We focus this paper on the mutational
version of the problem, consistently with earlier works of us [5–10].
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1.1 Preliminaries
We use Suppes’ framework of probabilistic causation as the core of our approach to cancer progres-
sion inference. We use it to derive algorithms that exploit optimal results from minimum spanning
tree reconstruction and Bayesian inference. These axioms provide a necessary but not sufficient set
of conditions to make causal claims [6–10]. In our earlier works [5–10] we considered data from
multiple patients, i.e., multiple observations of the tumor progressions, to disentangle genuine from
spurious causal relations. On the contrary, here we can quantify the statistical trends between
mutations with Suppes’ conditions, but we need to clarify that we are observing multiple mea-
surements from the same patient (not across different patients). Thus, our claims can not be of a
general causal nature, and we have to restrict to the estimation of the temporal progression in the
individual tumor. This is also reflected in the spanning tree assumption of our algorithms, which
implies that one unique predecessor is assigned to every considered mutation. For these reasons, the
depicted relations are valid temporal orderings, even if they might depict spurious causal relations.
Input data
We consider a binary-valued dataset D with n variables and m observations

x1 x2 · · · xn
z1 x1,1 x1,2 . . . x1,n
z2 x2,1 x2,2 . . . x2,n
...
...
...
. . .
...
zm xm,1 xm,2 . . . xm,n
 = D (1)
where the columns of D are the n variables X = {x1, . . . ,xn}, xi ∈ {0, 1}m, and z1, . . . , zm are
the m samples. Variables refer to genomic events detected by sequencing of cancer genomes (i.e.,
(epi)genomic alterations of various types such as, e.g., single nucleotide or structural variants, or
copy number alterations). Value xi,j = 1 means that event xj is detected in sample zi.
Assumptions. We require each event xi to measure a somatic alteration that is persistent during
tumor evolution, e.g., a mutation or a copy number variant. Epigenetic states of expression or
methylation could be used only if they fulfil this condition; this is to be verified and assessed
outside of our framework. A further technical assumption, not motivated by the phenomenon of
cancer progression, is that no columns of D are either all zeros, or ones, and that no two columns
exist that are indistinguishable. For this reason in our implementation D is reshaped appropriately
before applying our algorithms, as we discuss in the Main Text.
Output model
From D, we want to estimate a joint distribution p(·) over X so that we can sample genotypes
from our output model. In our formulation we use ideas from Bayesian Networks [11], a class of
Graphical Models based on directed acyclic graphs augmented with parameters θ.
A partially order set (poset) of a graph G over X is defined by a partial ordering v: if xi v xj
than edge xi → xj is in G. For G to be acyclic we also require the transitive closure of v to have
no path that start and end in the same xi. We turn G into a generator for a conditional probability
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distribution by defining the parameters
θxj = pˆ(xj | {xi | xi v xj}) (2)
where pˆ is a distribution conditioned to the incoming edges of xj , often called conditional probability
table [11]. |θxj | is exponential in the number of edges incoming to xj , if variables are binary.
When we infer a model of cancer progression for a patient, our output model will be the most
likely tree (but in some cases it could be a forest, or a general graph), according to a measure of ti.
A graph G is a tree if (i) it has one root node x∗ with no incoming edges, and (ii) all other xj 6= x∗
have one incoming edge, i.e., |{xi | xi v xj}| = 1. Hence, for a tree, the parameters also simplify
to θxj = pˆ(xj | xi), i.e., they become linear in size. A graph G is a forest, if it can be partitioned
into a set of trees. Trees and forests are acyclic, by definition.
1.2 Weighted graphs with information theory
Suppes’ conditions as prior graph structure
We frame Suppes’ probabilistic causation [12] within cancer progression [5, 6], to create a partial
ordering vPF over X . We dub it prima facie, and we will use it to create the final output model’s
structure v. For any pair of variables xi and xj , we define
xi vPF xj ⇐⇒ p(xi) > p(xj) ∧ p(xj | xi) > p(xj | xi) . (3)
In general, vPF induces a cyclic graph. We interpret prima facie as a necessary condition for cancer
progression, along the lines of [6]. So, we consider vPF to provide us with a superset of the edges
that will appear in our output models; derivation of such edges is discussed in the next sections.
To include a pair of variables in vPF, we test two inequalities over distributions estimated from
D. A statistical model of those marginal and joint/ conditional distributions over X can be created
via non-parametric bootstrap [6]. Then, we can carry out a Mann-Whitney U test to compute
a p-value for the alternative hypothesis that the distributions have different means: xi vPF xj
when both inequalities have confidence below some desired p-value (e.g., p < 0.05). This testing/
bootstrap schema can support prior information of noise in the data. If we are informed that
D harbours false positives and negatives rates + and −, we can correct the marginal bootstrap
estimates as
p(xi) =
ni − +
1− + − − , (4)
where ni =
∑
k xk,i
m
, and proceed similarly for the joint estimates as follows
p(xi,j) =
ni,j − +[ni + nj − +]
(1− + − −)2 , (5)
where ni,j =
∑
k xk,ixk,j
m
. See Section 8 for the complete derivation of the error model.
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Information-theoretic measures for associations’ detection
The ordering vPF is a super set of the ordering that we want to return as output; we thus need to
subset vPF. To rank and select pairs in vPF we can use a score function. If we interpret each xi as
a random variable with binary outcomes, we can compute information-theoretic measures for the
detection of its degree of association to other variables [13]. For each xi vPF xj , we measure the
point-wise mutual-information (pmi)
pmi(xi = x,xj = y) = log
[
p(xi = x,xj = y)
p(xi = x)p(xj = y)
]
, (6)
that quantifies the discrepancy between xi and xj for their outcomes x and y. Here, to detect the
association between alterations that accumulate during progression, we set x = y = 1.
In some cases, we will also use the expected value of pmi over all the possible outcomes of xi
and xj , which is the mutual information (mi)
mi(xi,xj) =
∑
x,y
p(xi = x,xj = y)pmi(xi = x,xj = y) . (7)
These measures are standard [13], and could be used to derive alternative score functions (e.g.,
conditional pointwise or entropy). In this work, however, we limit our scope to pmi and pmi.
1.3 Strategies for structure selection and parameters’ learning
The prima facie ordering vPF induces a mapping to 2|vPF| potential models. Some of these are not
trees or might model the distribution of the data poorly. The problem of picking a particular v to
build G is hence non-trivial.
By combining vPF with a pmi/mi score we have obtained a weighted graph. Thus, we can
exploit algorithms that extract trees (or other types of models) with certain properties, from the
input graph. We denote with vpmiPF and respectively with vmiPF the graphs weighted with pmi or
mi. We group a number of algorithms for structure selection into two classes: (minimum) spanning
tree algorithms and Bayesian model selection methods.
Minimum spanning tree algorithms
These are a class of algorithms that aim at detecting the subset of pairs v that (i) minimize the
total output structure’s weight, and that (ii) display as a tree. The total weight is defined as the
summation of the weights of the pairs that are selected. This is a well-known problem in graph
theory, and we can exploit optimal solutions from the literature. The approaches are different
according to the graph that these algorithms are given as input.
We note that using “spanning tree” algorithms is a standard technique in the field [14,15]. Our
approach is not different in spirit, while we reuse these algorithms with a different weight structure
induced by Suppes’ causal ordering vPF.
Edmond: Edmonds’ optimum branching algorithm is a canonical solution to the task of inferring
a spanning tree of minimum weight from a weighted directed graph, given a root node in
input [16]. We use this algorithm with vpmiPF as input, provided that we make it acyclic.
Cycles/ loops breaking is a hard computational problem, and we resort on the heuristic that
6
Supplementary Figure 2: A. The input data is a binary matrix that store the presence/
absence of a variable in a sample. Some of this observations will be due to noise as false
positives and negatives. B. We estimate via bootstrap the prima facie ordering relation vPF
that satisfies Suppes’ conditions for probabilistic causation. This, in turn, induces a graph
over variables X . This graph can be weighted by measuring information-theoretic measures
for variables’ association. C. If we weighted the graph with pmi, we can use an heuristic
to make it acyclic, and use Edmonds’ optimal solution for minimum directed spanning tree
detection. D. If we weighted the graph with mi, we can disregard the edges’ orientation, and
use Prim’s optimal solution for minimum undirected spanning tree detection. Then, we can
orient by the marginals each edge. E. If we weighted the graph with pmi, we can use Gabow’s
optimal solution for path traversals of cyclic component and detect the best tree that makes
the structure acyclic. Then, we can again use Edmonds’ algorithm for spanning trees. F.
A Bayesian optimal mode-selection strategy can compute the Chow-Liu tree that induces the
distribution with minimum divergence from the true one. In this case, we weighted the graph
with mi and made it undirected.
is used by the CAPRI algorithm [6]. This heuristics breaks loops according their confidence,
defined as the combination of p-values for Suppes’ conditions: edges with small confidence
(i.e., high p-values) are deleted first to break loops. When vpmiPF is made acyclic, to use
Edmonds’ algorithm and maximize our pmi scores, we can change their sign. The running
time of this algorithm is O(|X | · | vpmiPF |), which can be optimized to O(|X | log(| vPF |)) for
sparse1 vpmiPF [17].
1An ordering relation is sparse if its associated matrix over {0, 1}X×X is sparse.
7
Prim: Prim’s algorithm is the equivalent of Edmonds’ for undirected tree structures [18]. We
can use Prim’s algorithms by disregarding the directionality of the edges in our prima facie
ordering, i.e., if for every pair xi vPF xj we also force the inclusion of xj vPF xi no matter
what the test statistics for Suppes’ conditions. If we want to use this search strategy, however,
we will use vmiPF as input, as we need to use a measure that is symmetric and defined over all
the support of the random variables (i.e., pmi is not accounting for the cases xi = 1− xj = 1
and viceversa). The complexity of this algorithm, if it is implemented by using a binary heap
and an adjacency list for G, is the same as Edmonds’. The final tree returned by this strategy
is undirected, and so we orient it according to the marginal frequencies of the events. That
is, for every final pair xi vPF xj and xj vPF xi we select xi → xj if p(xi) > p(xj). For this
reason, the final model could contain confluent structures such as xi vPF xj and xk vPF xj –
i.e., a model with two edges confluent in xj : xi → xj and xk → xj . We observe that, when
this happen, the final model is not a tree as xj has more than one parent, but a multi-rooted
directed acyclic graph (DAG). The interpretation in terms of the induced distribution is still
that of a Bayesian Network.
Gabow: Cycles in vpmiPF can be handled in another search schema by exploiting Gabow’s algorithm
[19], before using Edmond’s algorithm to maximize the weight of the final tree. Gabow’s
algorithm algorithm is optimal to detect the strongly connected components of the directed
graph vpmiPF in time O(|X | + | vPF |) if the graph is represented as an adjacency list. If
vpmiPF has cycles, we thus create, for each strongly connected component, all the possible trees
associated; then we select the tree at maximum weight for each such set of candidates. We can
optimize this procedure by separating acyclic sub-graphs, if any, in the very beginning. This
algorithm is optimal but more expensive than Edmond, and shall be seen as an alternative
way to deal with loops in the prima facie structure.
Bayesian model-selection strategies
Chow-Liu: This is an optimal method for constructing a second-order product approximation of
the joint probability distribution over X [20]. It is known that the resulting tree minimizes
the Kullback-Leibler distance to the actual joint distribution, and can be interpreted as a
Bayesian Network. For constructing the optimal tree, at each iteration the algorithm adds
the maximum mi pair to the tree. This algorithm returns an undirected structure when we run
it with vmiPF as input; we transform it into a directed structure as we do with the Prim search
strategy. The similarity between the two algorithms is evident, also in terms of complexity.
Learning parameters θ
Given a graph (or, as a special case a tree), we can fit its parameters using a standard technique in
the Bayesian Networks approach, by maximum likelihood estimation from D [11].
Comparison with other algorithms
As motivated in the Main Text, SCITE and OncoNEM are at the state-of-the art for two orthogonal
problems in single-cell phylogenetic inference (mutational vs clonal ordering). In our simulations
we compared the different model search methods just listed against SCITE, since its mutational tree
is directly comparable to our models.
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We note that we were not able to test all the simulation scenarios we created with OncoNEM, as,
at the time of testing, its performance scaled poorly to carry out our large scale test. See for instance
Supplementary Supplementary Table 6 with some example timings to run these comparisons.
2 Testing the framework
2.1 Synthetic data and performance measures
Comparison among the algorithms is based on large synthetic tests for different combinations of
model type, size, number of samples, noise etc. We describe here the details of the approach, and
provide the user with its R implementation in the TRONCO tool which is available at
https : //sites.google.com/site/troncopackage
and on Bioconductor.
We devised a testing framework to gather information about the relative performance of TRaIT
in a number of different scenarios.
1. Sampling from Single-cells (SCs) sequencing data.
2. Sampling from Multi-region bulk sequencing data.
In each case we take care to explore the problems induced by the presence of noise in the data.
Sampling from Single-cell sequencing
Genotypes from single-cell sequencing are sampled by a phylogeny. We describe the simpler case
of sampling from a single tree, more general cases are trivial extensions. A cartoon is shown in
Supplementary Figure 3 that shows some possible single-cell genotypes.
The following recursive procedure visits a tree, starting from its root x∗ (i.e., we set x∗ = 1 in
the genotype), and outputs a sampled genotype according to its structure and parameters.
• If we are visiting a leaf xl (i.e., a node without outgoing edges) with incoming edge xi → xl,
then we sample xl = 1 (in the genotype) with probability θxl = p(xl | xi), and 0 otherwise.
• if we are visiting a branching node xi (i.e., xi = 1 in the genotype) with children xi → xj and
xi → xk we either sample only one of the children and we proceed recursively, or we stop.
Notice that we forbid to sample a genotype with both children2, i.e., p(xj ,xk | xi) = 0, so
p(xj | xi) = p(xj ,xk | xi) + p(xj ,xk | xi) = p(xj ,xk | xi) (8)
p(xk | xi) = p(xj ,xk | xi) + p(xj ,xk | xi) = p(xj ,xk | xi) .
Thus, genotype with xi = xj = 1− xk has probability θxj = p(xj | xi), while genotype with
xi = xk = 1 − xj has probability θxk = p(xk | xi) and genotype xi = 1 − xj = 1 − xk has
probability 1− [p(xj | xi)+p(xk | xi)]. To have consistent cell genotypes for the whole model,
when we recursively proceed with xj (resp. xk) we set xk (resp. xj) and all its descendants
equal to 0.
2This is analogous of saying that, at the genotype level, every branching is interpreted as an exclusive branch. In
this case the truth table for xi, xk and xk resembles a xor-network when xi = 1.
9
Notice that, by construction, genotypes are consistent with the phylogeny of the generative
model, as p(xj ,xk | xi) = p(xj ,xk | xi) = p(xj ,xk | xi) = 0 for any branching structure.
We observe that: (i) we can easily generalize this procedure to an arbitrary amount of children
per branching, and that (ii) this procedure generates only genotypes that correspond to cancer
cells (because we start with x∗ = 1). If required, we can a posteriori add wild-type genotypes to a
dataset to account for contamination of normal cells.
Sampling from Multi-region bulk sequencing
When we collect and sequence a bulk of tumor cells we get a signal that is a mixture of alterations
found in different tumor sub-populations.
In terms of induced distribution and the branching structures described in single-cell sequencing
sampling, this means that data will support p(xi = xj = xk) > 0 as the sequenced samples will
contain cells from both populations with signatures xi = xj = 1 − xk and xi = xk = 1 − xj . To
create such a signal there are different ways. On one hand, one can change the effect of branchings
on the induced distribution to account for p(xi = xj = xk) > 0, on the other one can emulate
a mixed signal by mixing a number of individual signals. The former approach requires more
parameters in the generative model to account for the conditional probabilities of both children,
given a parent node. We adopt the latter approach and sample c genotypes from a single-cell
sequencing experiment: let z1, . . ., zc be such samples, we create a sample
z∗ =
∨
i
zi (9)
where each component of z∗ is 1 if at least one zi is 1. Then, we repeat the procedure to produce
as many samples as we need, according to the number of regions that we want to simulate.
This approach requires only one more parameter, c. If one interprets the c samples as c cells,
one might be tempted to pick a very large c (e.g., c  106). If one does so, however, all z∗ will
be similar, as for large c the proportions of the sampled genotypes will converge to the true ones.
Thus, our dataset would have small variance across samples, biasing the data. Thus, to have more
variance, we set c to be small (c < n) and interpret c as the probabilistic number of clones spread
across the regions that we sequence.
Adding noise to synthetic data
When we say that observed data are obtained by adding noise to sampled genotypes, we mean the
usual introduction of false positives and negatives with rates + ≥ 0 and − ≥ 0, respectively [2,3,6].
Precisely, when we have sampled a dataset of samples D according either to (8) or (9), we apply to
D an independent point-wise process that flips the matrix’s entries according to the rates +/−.
To investigate the ideal performance of the algorithms we sometimes use noise-free data, that
is + = − = 0. In more realistic setting, we use different models of noise according to the type of
simulate sequencing. Sequencing of single cells is characterized by distinct errors, which usually take
place in the DNA amplification phase: (i) allelic dropouts and (ii) false alleles, the former occurring
at a significantly higher rate, thus leading to higher rates of false negatives. Accordingly, in the
generation of noisy single-cell data we expect highly asymmetric noise parameters +  −, that
we simulate by assuming one-order of magnitude in their difference. Multi-region bulk sequencing
data instead harbour more balanced noise effects, in that case we set + = −.
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Performance measured
We want to measure the tendency to overfit or underfit of every algorithm, in particular circum-
stances of sample size, noise etc. Thus, the performances measured in each experiment are:
• the rate at which true model edges are inferred
sensitivity
TP
TP+FN
;
• the rate at which false model edges are discarded
specificity
TN
TN+FP
;
where TP, TN, FP, FN are the number of true (T)/ false (F) positives (P) and negatives (N).
Algorithms’ implementation
We used the official release of each tool.
• CAPRI, CAPRESE and the algorithms that we describe in this paper are available in TRONCO.
• SCITE was downloaded from its Github repository.
• OncoNEM was downloaded from its Bitbucket repository.
2.2 Working scenarios
We define four possible working scenarios, which represent distinct cancer evolution modes and
related phenomena (Supplementary Supplementary Figure 3).
Branching evolution
In this case different cancer subclones (with distinct lineages) diverge from a common ancestor
and are characterized by distinct accumulating alteration. This can be modelled via trees with
distinct branches describing the subclonal trajectories. Particular instances of this scenario
is linear evolution, in which alterations accumulate along a linear path, with no branches.
Confounding factors
In this case the generative models are phylogenetic trees, as above, but the observed data
also include uncorrelated random events. This is a handle to account for possible confounding
factors, i.e., (epi)genomic alterations that have no functional role in the progression, and that
we do not know a priori.
Multiple independent trajectories
In this case the generative topology are multiple independent trees, grouped as a forest. This
is a way to model tumors that originate from two or more cells, a phenomenon also known
as polyclonal tumor origin [21], or the possible presence of hidden events triggering tumor
development, but not annotated in the available data (e.g., methylations).
According these working scenarios, we perform a simple non-exhaustive test of the performance
of the algorithms, with single-cell and multi-region data.
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3 Preliminary tests
These tests are rather simple in size and variability of settings, and more detailed tests are carried
out in the next sections. However, they still give a general idea of the general performance trend.
3.1 Single-cell data
Experiment I.
We test a set of fixed topologies according to the scenarios in Supplementary Figure 3: (i) a tree
with n = 11 nodes (Branching evolution), (ii) which we then augment with the addition of 2
disconnected nodes (Confounding factors), (iii) a forest with two distinct trees that account for
n = 7 nodes (Multiple independent trajectories). . For each single test we generated 100 single-cell
datasets with m = 75 samples and a mild noise setting, + = 0.005 − = 0.05.
Results: (Supplementary Figures 4, 5; Supplementary Tables 1, 2,
1. Branching evolution
The performances of all the algorithms are consistently similar and very good. Yet, Gabow
and Edmond with pmi reach highest performance, while SCITE displays a larger dispersion.
All algorithm but CAPRI have similar median sensitivity, suggesting a comparable capability
of inferring the true relations from data. Specificity scores, instead, suggest that SCITE tends
to overfit more than other approaches (i.e., lower true negative rate). CAPRI displays a very
high specificity, but that is possibly due its “regularization” approach that tends to return
sparse models (thus, trading specificity for sensitivity)3.
2. Confounding factors
A similar trend is observed also in this scenario, with SCITE displaying a very good sensitivity,
but also the lowest specificity among all. We can observe that the best algorithm in this case
seems to be Prim, as it displays the same sensitivity of SCITE, but higher specificity. CAPRI’s
very high specificity is still due to the regularization terms. We finally show in Supplementary
Table 1 that our approach is capable to model these progressions, with the confounding factor
consistently presenting a much lower trend of significance, compared to all the other events.
3. Multiple independent trajectories
In this case Gabow, Edmond and SCITE present an identical performance with median values
of both specificity and sensitivity equal to 100%, slightly outperforming the other algorithms.
In particular, by looking at Supplementary Table 2 one can notice that all the techniques are
able to retrieve the two distinct roots of the progression, with the exception of PRIM and
CAPRESE in a few cases.
3This is a general trend of this algorithm that we expect to observe in all the experiments. Thus, we omit from
commenting it any further.
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Example genotypes sampled from the models below
A single-cell : x1x2x3, x1x5, x1x5x6
multi-region: x1x2x3, x1x2x5 (e.g., x1x2/x1x5), x1x5x6x2x4 (e.g., x1x2x4/x1x5x6)
B single-cell : x1x2x3z1z2, x1x5z2, x1x5x6
multi-region: x1x2x5z1z2 (e.g., x1x2z1/x1x5z2 or x1x2z1z2/x1x5 or . . .)
C single-cell : x1x2x3, x7x8, x1, x7x8x9
multi-region: x1x2x5 (e.g., x1x2/x1x5), x1x2x5x7x8 (e.g., x1x2/x1x5/x7x8)
Observed data obtained by applying to noise to genotypes
In A, the single-cell genotype x1x2x3 might be observed as x1x3, when x2 is not detected
(false negative), or as x1x2x3x4 when x4 is wrongly detected (false positive).
x1
x2
x3 x4
x5
x6
x1
x2
x3 x4
x5
x6
zi x1
x2
x3 x4
x5
x6
x7
x8
x9
A B C
Supplementary Figure 3: A. Branching evolution. This phylogenetic tree has 6 nodes (one for each
alteration xi), and a unique variant/cell of origin, x1. This is the most common case in which infer-
ence is carried out. B. Confounding factors. A phylogenetic model can be extended with spurious
variables zi that confound the inference problem. The inference is hindered because we have to detect
the spuriousness of the association between any zi and the true variants xi. C. Multiple independent
trajectories.A forest of phylogenetic models can describe the presence of multiple independent progres-
sions that start from different variants (x1 and x7), as it might happen with tumors that start from
different cells of origin, or with hidden/ not-annotated events triggering tumor development.
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Supplementary Figure 4: Experiment I.(SCS data). We test the CAPRESE (λ = 0.5), CAPRI
(with BIC regularization) and SCITE (default parameters) against our new algorithms, for model
inference from single-cell data with noise +/− = 0.005/0.05. We use Gabow and Edmond with
pointwise mutual information (pmi). The boxplots present sensitivity and specificity scores for
100 distinct datasets representing the working scenarios discussed in Section 2.2. Results are
discussed in Section 2.2. Parameters are reported in Section 6. A. Branching evolution. B.
Confounding factors. C. Multiple independent trajectories.14
x1
x2
x3 x4
x5
x6
Supplementary Figure 5: Statistical complications due to convergent trajectories. Ex-
ample of evolution in a single patient with convergent trajectories; this model does not fulfill
the Infinite Sites Assumption (ISA) model. This specific case shows possible statistical issues
complicating the inference, and limitations of our approach. Specifically, let us focus on a
subset of 6 possible genotypes derived from the generative model above: x1x2, x1x2x3, x1x2x4,
x1x5, x1x5x4 and x1x5x6. We now focus on the nodes presenting confluent trajectories, i.e.,
x2 → x4 and x5 → x4, and consider the probabilities involved in estimating the prior graph
structure for these relations. Consider a fictitious dataset with 10 samples and assume that: (i)
genotypes x1x2x3 and x1x5x6 are very rare and never observed in our dataset, (i.e., with proba-
bility 0); (ii) genotypes x1x2x4 and x1x5x4 have 4 times the probability of being observed than
genotypes x1x2 and x1x5, (i.e., the former with probability 0.4 and the latter 0.1). We com-
pute the marginal and joint probabilities for all the variables of interest: p(x2) = p(x5) = 0.5,
p(x4) = 0.8, p(x2, x4) = p(x4, x5) = 0.4. We observe that in this scenario Suppes’ temporal
priority is reverted; in fact, being p(x4) = 0.8 > 0.5 = p(x2) = p(x5), x4 is estimated to be
earlier in time than x2 and x5. At the same time, the 3 events present perfect independence –
in fact, p(x2, x4) = p(x4, x5) = p(x2) · p(x4) = p(x4) · p(x5) = 0.4 – and for this reason also the
probability raising condition would be violated. Although what shown here is a pretty rare and
unfortunate configuration, we still point out that convergent trajectories especially in the case
of hard exclusivity among the parents (such as this one), may further complicate the inference.
15
p-value poset p-value (Edmond) Edges (Edmond)
Node 1 0.05 1.20e-04 1.00
Node 2 0.09 1.00e-02 2.00
Node 3 0.12 5.06e-07 2.00
Node 4 0.13 2.37e-06 1.17
Node 5 0.11 2.00e-02 1.00
Node 6 0.12 5.25e-06 1.01
Node 7 (confounding) 0.44 4.00e-01 0.77
Supplementary Table 1: Experiment I (confounding factors.) Mean p-values for probability
raising, for each in/out-coming arcs in each node of Suppes’ poset, and in the topology inferred
by Edmond, for which we show the average number of arcs per node. The statistics are averaged
over 100 SCS datasets generated from the low polyclonal tree topology with 1 confounding
factor and n = 7 nodes (Supplementary Figure 7). We used a noise-free configuration and 100
samples.
3.2 Multi-region bulk sequencing data
Experiment I-MR
We reproduce Experiment I with multi-region data sampled from the same generative topologies of
Supplementary Figure 4. The parameters are identical to Experiment I, with the exception of the
number of samples (here biopsies, rather than cells), which is set to m = 20.
Results: (Supplementary Figure 6, Supplementary Tables 3)
1. Branching evolution. All the algorithms but CAPRI and SCITE display identical median values
of sensitivity and specificity, with Gabow slightly outperforming other techniques. However, all
the algorithms struggle in retrieving a large number of true relations, as the median sensitivity
ranges around 50% for most techniques. In this case, SCITE is the least accurate algorithm,
showing a poor efficacy in retrieving both true positives and true negatives, whereas CAPRI
displays high specificity and low sensitivity.
2. Confounding factors. The overall performance slightly worsens with confounders. In par-
ticular, the average sensitivity values are lower because the confounders introduces spurious
correlations. The general trend is however preserved, with Gabow and SCITE being the most
and least accurate algorithms.
3. Multiple independent trajectories. CAPRI, Prim and Chow-Liu show a slightly better trade-off
between sensitivity and specificity, while SCITE is less accurate with this mixed signal. More
in detail, most algorithms are unable to infer the two distinct roots of the progression, with
the exception of CAPRESE and CAPRI which succeed in around half of the cases (Supplemen-
tary Table 3). Edmond and Gabow display a slightly better performance than the remaining
techniques, yet remarkably worse than the SCS case.
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Supplementary Figure 6: Experiment I-MR (MR data). We perform the analogous of the test
shown in Supplementary Figure 4, but with multi-region data. A. Branching evolution (n = 11,
m = 20). B. Confounding factors. (n = 8, m = 20). C. Multiple independent trajectories.
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Roots
1 2 3
CAPRESE 0 98 2
CAPRI 0 100 0
CHOW-LIU 0 100 0
PRIM 0 83 17
GABOW 0 100 0
EDMONDS 0 100 0
SCITE 0 100 0
Supplementary Table 2: Experiment I (multiple independent trajectories). Number of inferred
models with 1, 2 or 3 distinct roots, from 100 different SCS as in Supplementary Figure 4C.
Roots
1 2 3 4 6
CAPRESE 34 51 11 4 0
CAPRI 7 43 35 12 3
CHOW-LIU 96 2 1 1 0
PRIM 96 2 1 1 0
GABOW 81 16 2 1 0
EDMONDS 82 15 2 1 0
SCITE 98 2 0 0 0
Supplementary Table 3: Experiment I-MR. (multiple independent trajectories). Number of
inferred models with 1 to 6 roots, from 100 different multi-region datasets generated from a
forest with 2 roots. Input models have n = 7 nodes, see Supplementary Figure 6C.
4 Detailed tests with single-cell data
We present results from a large-scale test with single-cell data generated (i) from biologically plau-
sible phylogenetic models, and (ii) from a large number of randomly generated topologies. We
consider three scenarios (branching evolution, confounding factors, and multiple independent tra-
jectories).
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Polyclonal Trees
High (n=17)Low (n=6) Medium (n=11)
wildtype
0.9
0.7 0.6
0.7
0.6
0.8
0.9
0.6 0.70.6
0.8
0.9 0.8
0.7
0.7 0.7 0.6
0.9
0.6 0.70.6
0.8
0.9 0.8
0.7
0.7 0.7 0.6
0.8 0.7 0.70.6
0.7 0.8
Supplementary Figure 7: Polyclonal trees used to study the performance of BitPhylogeny in [22].
These have different number n of clones, which we classify as low, medium and high. We use
them to generate synthetic data for some tests, e.g., in Experiment II. The wild-type is a fake
node; in our models, we do not have it.
4.1 Branching evolution
Experiment II
We consider polyclonal tumors originating from a unique cell, in a single-cell sequencing experiment.
To generate data we fix the phylogenetic trees in Supplementary Figure 7 [22]. These trees have
variable number of clones (n = 6, 11, 17); we use them to sample different number of sequenced cells
(m = 10, 50, 100). Besides one ideal noise-free setting, we perturb data with plausible medium and
high asymmetric noise rates (+/−), in order to mimic characteristics errors in sampling cells and
calling mutations. We compare the performance with over 4000 independent tests.
Results (Supplementary Figure 8).
Reasonably, the overall performance of each algorithm is higher with lower levels of noise and larger
datasets. In the ideal cases of noise-free data and 100 sampled cells, for instance, all algorithms
converge to the true generative model. Noteworthy, in many realistic cases, median sensitivity and
specificity measures are above 90%. The overall performance trend depends on model size (n), the
smaller models being easier to infer as one might expect. For all algorithms, the ability to detect
true relations (sensitivity) clearly drops for pathological settings (e.g., we infer 20% of the true
edges for the 17-clones model, when we sequence 10 cells).
Gabow, Edmond and SCITE, display a similar superior ability to infer the true relations (i.e.,
high sensitivity). However, SCITE seems to overfit (i.e., with a 10% loss of specificity for the 17-
clones model, when we sequence 100 cells). This is particularly evident with small datasets and
models. It also persists with larger models, most likely because of the larger search space for its
MCMC heuristics. CAPRI, as expected, shows very high specificity but low sensitivity, due to BIC
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regularization.
Experiment III. We generalize Experiment II to 100 randomly sampled topologies with variable
number of nodes (n = 5, 10, 20). This shall avoid any bias induced by holding fixed the polyclonal
topologies in Supplementary Figure 7.
Results (Supplementary Figure 9): In general, the results partially reflect those of Experiment II.
All the algorithms display very good performances in most settings, in many cases converging to
the generative topologies (especially with small models, i.e., with n = 5, 10 nodes). A very similar
and optimal overall performance is that obtained by Gabow, Edmond, CAPRESE and SCITE, with
minor differences in the different parameter settings, yet with an evident tendency of SCITE in
inferring denser models with more false positives (i.e., highlighting a lower specificity). Also in this
case CAPRI show a very good specificity because of the regularization, but fails in capturing many
true positives.
Experiment IV. In order to assess the robustness of the inference with respect to different rates
of false positives and false negatives rates provided as input to the algorithms, we investigated the
variation of the performance of two selected algorithms, namely Gabow and SCITE, on a dataset
generated from the Medium phylogenetic tree in Supplementary Figure 7, with n = 11 nodes and
m = 75 samples, + = 5 × 10−3 and − = 5 × 10−2, for the 25 possible combinations of input +
and − in the following ranges: + = (3, 4, 5, 6, 7)× 10−3 and − = (3, 4, 5, 6, 7)× 10−2.
Results (Supplementary Table 4 and Supplementary Table 5): By looking at the performance
with respect to the different combinations of + and − provided as input to the algorithms, we
unexpectedly do not observe noteworthy variations, for both the algorithms. This result indicates
that, if the value of noise provided as input to the algorithms is close to the real value (i.e., within
a reasonable range), the inference accuracy is not remarkably perturbed. As a consequence, one
might question about the usefulness of the usually computationally expensive techniques used for
the inference of noise models, as done, for instance, by SCITE. We leave some further comments on
this topic to the main text.
4.2 Confounding Factors
Here true variables are mixed to random 0/1 variables, totally unrelated to the progression. This
could be a simple model of uncertainty in the calling, where we over-call variants that are not true
related to the progression at a certain error rate.
Experiment V. We use data from Experiment II; to each dataset we add random binary columns.
A column is a repeated sampling of a biased coin, with bias uniformly sampled among the marginals
of all events. n× 10% random columns are inserted per dataset, where n is the true model size.
Results (Supplementary Figure 10): Surprisingly, the results of this experiment reflects those of
Experiment II, with minor differences in the performance of the various algorithms in the different
settings. The overall performance is good, at least with sufficiently large datasets and sufficiently
small levels of noise. Also in this case, SCITE tends to overfit, especially with larger models and
small datasets.
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Supplementary Figure 8: Experiment II, (branching evolution, fixed topologies, SCS data).
All the algorithms are tested on datasets generated from the phylogenetic trees shown in Sup-
plementary Figure 7. Three incremental level of unbalanced noise in the data are assumed:
+ = − = 0 (noise-free), + = 5 · 10−3, − = 5 · 10−2 and + = 2 · 10−2, − = 2 · 10−1. We test
distinct sample set sizes (n = 10, 50, 100) and 100 distinct datasets for each case, reporting the
distributions of sensitivity and specificity.
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Supplementary Figure 9: Experiment III. (branching evolution, random topologies, SCS data).
The algorithms are tested on SCS data generated from 100 random tree topologies, with n =
5, 10, 20 clones. As in Experiment II, three levels of noise (+, −) and three sample sizes (m)
are tested.
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Supplementary Figure 10: Experiment V. (confounding factors, fixed topologies, SCS data). We
add n×10% random (0/1) columns to the SCS data generated from the trees in Supplementary
Figure 7. We test three levels of noise (+ = − = 0, + = 5 · 10−3, − = 5 · 10−2, + = 2 · 10−2,
− = 2 · 10−1), and three sample sizes (m = 10, 50, 100).
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4.3 Multiple Independent Trajectories
In this case the signal that we detect in the data is composed from different true signals, one per
population of cells. So, we need to infer a forest with a number of trees equal to the number of
different progressions, which it seems reasonable to assume to be low, e.g., below 5.
Experiment VI. We extend the sampling strategy in Experiment III to account for forests with fixed
total number of nodes, i.e., n = 20. We perform the same procedure of that experiment.
Results (Supplementary Figure 11): All the algorithms display a very low sensitivity with small
datasets (with 20% median value with m = 10 samples), remarkably increasing the performance
with larger datasets (median values around 75% with m = 100 samples in the noise-free case).
Gabow, Edmond and CAPRESE show a good tradeoff between sensitivity and specificity, displaying
a good and similar performance, whereas SCITE confirms the tendency to overfit for small datasets,
yet being the most robust algorithm against noise in the data.
4.4 Inference with missing data
In addition to the false positives/negatives introduced in the data via allelic dropouts and false
alleles, unobserved or missing data points represent another major problem when dealing with
single-cell sequencing data. In the early works, around 60% of the data were missing due to the
low quality of the sequencing technique. Even though the technology has remarkably improved
during the last few years, leading to more reliable and usable data, we here investigate the influence
of missing data on the inference, with respect to the considered algorithms. In particular, we
performed simulated experiments with a specific generative topology and with different amounts of
missing data, ranging from 10% to 40%, analyzing the variation in the inference accuracy.
Experiment VII In order to evaluate the impact of missing data on the inference accuracy, we
chose 20 benchmark single-cell datasets generated from the Medium phylogenetic tree in Supple-
mentary Figure 7, with n = 11 nodes and m = 75 samples. 10 of these datasets were generated
with + = − = 0, and the remaining 10 datasets with (ii) + = 0.005, − = 0.05. For each of the
20 datasets we generated 5 further datasets, with the following ratio of randomly included missing
entries: r = (0, 0.1, 0.2, 0.3, 0.4), for a total of 100 distinct datasets. As SCITE naturally deals
with datasets with missing data, we performed the inference with no further parameters. Instead,
in order to perform the reconstruction with the remaining algorithms, we followed this procedure.
For each one of the 80 datasets with missing data (we did not consider the case with r = 100), we
filled the missing entries via a classical Expectation Maximization (EM) algorithm, and we repeated
this step to create 100 complete datasets (for each incomplete datasets). We then performed the
inference with all the algorithms on all the 100 datasets in each case, selecting the model with the
best likelihood score, which was then used in the performance assessment.
Results (Supplementary Figure 12): As one can see in Supplementary Figure 12, the performance
of all the algorithms is profoundly affected by the presence of missing data, both in the noisy and
in the noise-free cases. SCITE displays an overall more robust sensitivity than the other techniques,
yet in spite of a worse specificity, which would point at a tendency toward overfitting also in this
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Supplementary Figure 11: Experiment VI. (multiple independent trajectories, SCS data).
Single-cell datasets are generated from a large number (i.e., 100 for each case) of random
forest topologies, with n = 20 distinct clones. Three levels of noise (+ = − = 0, + = 5 ·10−3,
− = 5 · 10−2, + = 2 · 10−2, − = 2 · 10−1), and three sample sizes (m = 10, 50, 100) are tested.
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scenario. As expected, the performance of all the techniques is significantly better in the noise-
free case and, in general, is maintained at acceptable levels up to values of missing data around
20%/30% according to the cases.
5 Detailed tests with multi-region bulk-sequencing data
As we did for SCS data, we here present the results of detailed comparative tests of with multi-region
sequencing data. The analyses are organized as for SCS data.
5.1 Branching evolution
Experiment II-MR Here we reproduce Experiment II in the case of multi-region data, and sample
the polyclonal topologies shown in Supplementary Figure 7, with symmetric noise rates (− = +).
We compare the boxplot performance from 100 tests.
Results (Supplementary Figure 13): The accuracy of most algorithms is good in all the scenarios.
They all reach high values of specificity, whereas satisfactory values of sensitivity are observed only
with combination of sufficiently large datasets and sufficiently low noise. As expected, the overall
performance worsens with larger and more complex generative models.
In this case Gabow and Edmond display the best efficiency in retrieving both the true positives
and negatives, Edmond being slightly better in a certain number of parameter settings. Conversely,
SCITE shows the worst performance, especially with small datasets and low levels of noise, yet
proving a certain robustness to the increase in the noise level. CAPRI displays very good values of
specificity even with these data type, yet most likely due to its regularization.
Experiment III-MR This experiment reproduces Experiment III with multi-region data, hence sam-
pling the datasets from 100 randomly generated topologies with variable number of nodes.
Results (Supplementary Figure 14): The results of this experiment resemble Experiment III: over-
all good performance is observed, yet with low sensitivity with small datasets and noisy data.
Gabow and Edmond consistently display optimal and very similar trends, with Edmond showing a
better performance in a sightly larger number of settings. SCITE confirms to be less accurate with
multi-region data, especially with small datasets, even when the level of noise is low. We remark
that we did not include an experiment analogous to Experiment IV because with symmetrical noise
rates we do not expect significant differences in accuracy.
5.2 Confounding factors
Experiment V-MR We reproduce Experiment V with multi-region data augmented with n × 10%
random columns. We use the three topologies shown in Supplementary Figure 7.
Results (Supplementary Figure 15): The results are in accordance with those of the analogous
SCS experiment, with an expected overall decrease of accuracy due to the introduction of spuriously
correlated events. Edmond is the most accurate algorithm, slightly improving over Gabow; SCITE
seems less efficient in retrieving both the true and the false relations, especially with small datasets
and/ or low noise levels.
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Supplementary Figure 12: Experiment VII. (missing data, SCS data). Sensitivity and specificity
for with different proportions of missing entries, i.e., r = (0, 0.1, 0.2, 0.3, 0.4), and different levels
of noise: (i) + = − = 0 and (ii) + = 0.005, − = 0.05. The original dataset is generated
from the medium tree in Supplementary Figure 7, with n = 11 nodes and m = 75 samples.
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Supplementary Figure 13: Experiment II-MR. (branching evolution, fixed topologies, MR
data). All algorithms are tested on datasets generated from the phylogenetic trees shown
in Supplementary Figure 7, where we simulate multi-region data. Three levels of noise
(+ = − = 0.0, 0.05, 0.2), and three sample sizes (m = 5, 10, 20) are tested.
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Supplementary Figure 14: Experiment III-MR (branching evolution, random topologies, MR
data). The algorithms are tested on multi-region datasets generated from a number of random
tree topologies, with n = 5, 10, 20 clones (100 distinct topologies for each case). Three levels of
noise (+ = − = 0.0, 0.05, 0.2), and three sample sizes (m = 5, 10, 20) are tested.
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Supplementary Figure 15: Experiment V-MR. (confounding factors, fixed topologies, MR data).
n×10% random (0/1) columns are added to the multi-region datasets generated from the trees
shown in Supplementary Figure 7. Three levels of noise and sample size are tested.
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5.3 Multiple Independent Trajectories
Experiment VI-MR We reproduce Experiment VI with multi-region data, and with datasets sampled
from random forests (see Supplementary Figure 3).
Results (Supplementary Figure 16): Gabow, Edmond and CAPRESE appear to be the most ac-
curate algorithms in this scenario. The former achieves the best sensitivity and specificity in most
settings. Prim is very efficient in retrieving the true relations in many cases, especially with low
levels of noise, yet presenting a certain tendency toward overfitting. SCITE seems less accurate in
most settings.
6 Parameters settings, computation time and scalability
6.1 Parameter Settings
n : number of nodes (i.e, genomic alterations/ clones).
We use
n = 5, 10, 15, 20
when we sample random models. In random tests, 100 trees are generated for each configu-
ration of n and m (see below), and one dataset per tree is sampled. In some tests, we fix n
to 6, 11 and 17 (Supplementary Figure 7); we specify in the experiment description if that is
the case.
m : number of samples (i.e., cells, or regions sequenced).
When we perform a single-cell sampling, we scan the values
m = 10, 25, 50, 75, 100 .
When we perform a multi-region sampling, we scan values in line with a reasonable number
of biopsies that could be extracted from a solid tumor
m = 5, 7, 10, 20, 50 .
c : number of signals from single-clones in a multi-region experiment.
When we perform a multi-region sampling, we set the values
c = 3, 5, 8 .
for the fixed topologies in Supplementary Figure 7, and
c =
n
2
otherwise.
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Supplementary Figure 16: Experiment VI-MR. (multiple independent trajectories, MR data).
Multi-region datasets are generated from a number (i.e., 100 for each case) of random forest
topologies, with n = 20 distinct clones. Tthree levels of noise (+ = − = 0, 0.05, 0.2) and three
sample sizes (m = 5, 10, 20) are tested, recording sensitivity and specificity.
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+/− : rates of FPs/FNs in data, for the observed genotypes.
In single-cell sequencing we assume these to be
(+, −) = (0, 5, 10, 15, 20, 25, 30, 35)× (10−3, 10−2) .
This corresponds to pairs of equal value that differ for an order of magnitude, e.g., (+ =
0.015, − = 0.15), consistently with the observation that false negative rates in single-cell data
are much higher than false positives ones. Such values correspond to an overall error rate
that is 2× + and 2× −. For multi-region sequencing, these errors are symmetric
(+, −) = (0, 5, 10, 15, 20, 25, 30, 35)× (10−2, 10−2) .
topology : model structure used according to the working scenarios (Supplementary Figure 3).
This is either a tree, a forest or a DAG.
probabilities : conditional probability tables (CPTs), and marginals of a model.
When these are sampled at random we impose the constraint that for any pair of variables
X and Y it holds
p(X | Y ) ∈ [0.6, 0.9],
and for any marginal p(X) > 0.001. These values seem reasonable to avoid the introduction
of biases in the sampling process. In some cases we assigned fixed values to the CPTs, which
we report in the corresponding figures (e.g., in Supplementary Figure 7).
p? = 0.05 : α-level of the Mann-Whitney test (p-value).
6.2 Computation time and scalability
To assess and compare the computation time of the distinct techniques we used the Medium phylo-
genetic tree in Supplementary Figure 7 as generative topology, with n = 11 nodes, m = 75 samples,
+ = 0.005, − = 0.05, and we repeated the inference for 100 distinct experiments, on a single core
of a Lenovo Thinkpad t430s with an Intel i7 3520M 4-core 2.90GHz and 16Gb Ram.
In Supplementary Table 6 we see that CAPRESE is the fastest algorithm, because it does not
bootstrap the data. It is followed by Prim, Gabow, Edmond, CAPRI and Chow-Liu, with almost
identical running time (7× slower than CAPRESE). SCITE is remarkably slower (i.e., 25× slower
than CAPRESE and more than 3× slower than the group of PRIM), whereas OncoNEM has the worst
performance (i.e., 300× slower than CAPRESE, around 40× slower than CAPRI, and 12× slower
than SCITE). For these reasons, we could not include also OncoNEM in more extensive experiments.
In order to assess TRaIT’s scalability with increasingly larger single-cell datasets, we gener-
ated 100 random branching evolution topologies (as in Experiment III and Supplementary Fig-
ure 9), with n = 20 nodes, + = 0.005, − = 0.05 and different values of sample size: m ∈
(100, 500, 1000, 5000, 10000, 15000, 20000). We then timed both EDMONDS and CHOW-LIU, and
evaluated performance. In Supplementary Table 7 we show median values and standard deviation
for each distinct experimental settings. Simulations were performed on a Quad Core pc with Intel
i7 - 8 thread 3.5 GHz and 16Gb Ram. As one can can see from the table, CHOW-LIU displays better
median sensitivity with smaller sample size than EDMONDS, which in turn shows better median
specificity. Both the algorithms display an approximately linear increase of the computational time
with respect to the number of samples, and even for extremely large datasets (i.e., 20000 single
cells) the median execution time is around 22 seconds per experiment.
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7 Case studies
In addition to the Main Text, we show in Supplementary Figures 17 and 18 the inference from the
triple-negative breast cancer SCS data, and in Supplementary Figure 20 the same for the colorectal
cancer data. In Supplementary Figure 21 we show the fit with SCITE .
8 Noise model
Derivation of the noise model for both marginal and joint probabilities.
Marginal Probabilities
Let us call + the probability of observing 1 when we had 0 (false positive) and − the other way
around (false negative). We remark that we assume these probability to be strictly in [0, 0.5) with
value 0.5 representing totally random entries. Then, for any event xi, we can write the expectation
of the probability of observing it (here with the notation ni), given its theoretical probability p(xi)
as follow.
ni = p(xi) · [1− −] + [1− p(xi)] · + ,
and with some rearrangements,
ni = p(xi)− p(xi) · − + + − p(xi) · + ,
ni = p(xi) · [1− + − −] + + ,
from which, with (+, −) ∈ [0, 0.5),
p(xi) =
ni − +
1− + − − .
Joint probabilities
Let us now consider the theoretical joint probability p(xi,j) (in what follow also called p(xi,xj) to
make the elements of the probability explicit) of any two pair of events and the respective observed
marginal and joint probabilitis ni, nj and ni,j . Then, the expectation of ni,j can be written as
follow.
ni,j = p(xi,xj) · [1− −] · [1− −]
+ p(xi,xj) · [1− −] · +
+ p(xi,xj) · + · [1− −]
+ p(xi,xj) · + · + ,
and being,
p(xi,xj) = p(xi)− p(xi,xj) ,
p(xi,xj) = p(xj)− p(xi,xj) ,
p(xi,xj) = 1− p(xi)− p(xj) + p(xi,xj) ,
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Supplementary Figure 17: Analysis of the data from [23] (single-nucleus exome sequencing of
16 tumor cells from a triple-negative breast cancer) with CAPRI, CAPRESE and Edmond.
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Supplementary Figure 18: Analysis of the data from [23] (single-nucleus exome sequencing of
16 tumor cells from a triple-negative breast cancer) with Gabow, Chow-Liu and PRIM.
with some rearrangements,
ni,j = p(xi,xj) · (1 + 2+ + 2− + 2 · + · − − 2 · + − 2 · −)
+ [p(xi) + p(xj)] · + · [1− + − −] + 2+ ,
ni,j = p(xi,xj) · (1− + − −)2 + [p(xi) + p(xj)] · + · [1− + − −] + 2+ ,
ni,j = p(xi,xj) · (1− + − −)2 + ni + nj − 2 · +
1− + − − · + · [1− + − −] + 
2
+ ,
ni,j = p(xi,xj) · (1− + − −)2 + (ni + nj) · + − 2 · 2+ + 2+ ,
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Supplementary Figure 19: Analysis of the data from [23] (single-nucleus exome sequencing of 16
tumor cells from a triple-negative breast cancer) with SCITE. False discovery rate of 1.26×10−6
and allelic dropout of 9.73 × 10−2 are provided as input parameters. Posterior estimates are
computed with 900.000 Montecarlo steps, and 10000 equivalent-scoring trees returned. Here
we show one of the top-scoring.
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Supplementary Figure 20: Analysis by TRaIT’s algorithm of the colorectal cancer MR data
from [24].
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SCITE model 
Colorectal Cancer (Multi-region)
Patient 3
You-Wang et al. 
nonsynonymous SNV PARP1
frameshift deletion NOTCH2
stopgain SNV ATM
nonsynonymous NV KRAS
nonsynonymous SNV PARP4
NA PARP4
nonsynonymous SNV FANCM
NA TP53
nonsynonymous SNV NCOR1
nonsynonymous SNV SETBP1
nonsynonymous SNV CIC
nonsynonymous SNV ALK
nonsynonymous SNV LRP1B
nonsynonymous SNV UGT1A1 
nonframeshift deletion NCOA3
nonsynonymous SNV BCR
frameshift insertion BCR
nonsynonymous SNV SMARCB1
frameshift deletion FANCD2
frameshift deletion TGFBR2
nonsynonymous SNV PIK3CA
nonsynonymous SNV KDR
frameshift deletion SKP2
frameshift insertion APC
nonsynonymous SNV CARD11
nonsynonymous SNV INHBA
nonsynonymous SNV KMT2C
stopgain SNV KMT2C
nonsynonymous SNV CDKN2A
nonsynonymous SNV GNAQ
nonsynonymous SNV PTCH1
nonsynonymous SNV TSC1
nonframeshift insertion AR
stopgain SNV SMAD4
frameshift deletion KMT2C
stopgain SNV GNAQ
nonsynonymous SNV SMAD4
nonsynonymous SNV SETD2
NA AR
stopgain SNV PPP2R1A
nonsynonymous SNV SMAD4
stopgain SNV PPP2R1A
nonsynonymous SNV SETD2
NA AR
stopgain SNV SMAD4
frameshift deletion KMT2C
frameshift insertion APC
nonsynonymous SNV SETBP1
frameshift deletion NOTCH2
nonsynonymous SNV KDR
NA PARP4
nonsynonymous SNV SMARCB1
frameshift deletion FANCD2
nonsynonymous SNV CIC
nonsynonymous SNV LRP1B
nonsynonymous SNV UGT1A1 
nonsynonymous SNV FANCM
nonframeshift deletion NCOA3
nonsynonymous SNV PIK3CA
nonsynonymous SNV KRAS
NA TP53
nonsynonymous SNV BCR
frameshift deletion SKP2
stopgain SNV ATM
nonsynonymous SNV KMT2C
nonsynonymous SNV PARP4
frameshift insertion BCR
nonsynonymous SNV ALK
nonsynonymous SNV INHBA
nonsynonymous SNV CDKN2A
nonsynonymous SNV CARD11
nonsynonymous SNV PTCH1
nonsynonymous SNV NCOR1
frameshift deletion TGFBR2
stopgain SNV GNAQ
stopgain SNV KMT2C
nonsynonymous SNV GNAQ
nonsynonymous SNV PARP1
nonsynonymous SNV TSC1
nonframeshift insertion AR
0
10
20
30
Supplementary Figure 21: Analysis by SCITE of the colorectal cancer MR data from [24]. The
events occurring in the same group of samples are indistinguishable in our framework. SCITE
retrieves from them a long linear chain of consecutive events, whose ordering is not unique.
The posterior is in fact multi-modal, as shown via an heatmap of top-scoring models. There
each column is a model, each row an event, an teh parents are coloured. Roots are white. The
presence of non-uniform colours shows the posterior uncertainty for to the linear chain of events
that cannot be distinguished.
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X	MUT	
[OR]
X	DEL	
Y	MUT	
Z	MUT
A – Original input matrix B – Reshaped matrix C – Model
Supplementary Figure 22: Back mutation example. A. The input matrix includes 6 single cells
and 4 genomic events: mutation of gene X, deletion of a region including X, and mutations of
Y and Z. In this scenario cells 4 - 6 are evolutionary subsequent cells 1–3, and suffer a back
mutation on X. B. The input matrix is reshaped by merging the mutation and deletion of X,
creating a new event. C. The output model will include such aggregate event as root, prior to
mutations of Y and Z, hence preserving the overall temporal coherence.
from which, with (+, −) ∈ [0, 0.5),
p(xi,xj) =
ni,j − + · (ni + nj − +)
(1− + − −)2 .
9 Modeling back mutations
Our framework does not explicitly account for back mutations. These confound the inference when
a previously acquired genomic alteration is lost during the evolutionary history of a tumor, due,
e.g., to loss of heterozygosity or general chromosomal deletions. In phylogenetic jargon this is a
violation of the no-back mutation assumption, and cannot be handled in general cases.
However, when both SNVs and CNAs data are provided, one can attempt at merging the events
in a pre-processing phase. Consider for instance a mutation on a gene X acting as a tumour sup-
pressor, and a chromosomal deletion spanning through the mutated gene (or a wider chromosomal
region including it). If one cane phase the deletion to the strand where X is mutated, a single-
cell dataset could look as in Supplementary Figure 22. If there is a lineage relation between cells
(samples 1–3 are ancestral to 4–6, which we do not know), and we merge the two distinct events
before performing the inference, then we can retrieve a progression model where we time the event
“inactivation of X”. In more general scenarios of aneuploidy, or when cells are siblings and the
events are not phased, creating a merged events is not a solution to the back-mutation problem.
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Error Rates Specificity Sensitivity
+ − Average SD Average SD
0.003 0.07 0.984 0.020 0.729 0.172
0.004 0.07 0.984 0.020 0.725 0.179
0.005 0.07 0.985 0.020 0.730 0.176
0.006 0.07 0.984 0.020 0.723 0.179
0.007 0.07 0.984 0.020 0.724 0.175
0.003 0.06 0.984 0.020 0.729 0.172
0.004 0.06 0.984 0.020 0.725 0.179
0.005 0.06 0.985 0.020 0.730 0.176
0.006 0.06 0.984 0.020 0.725 0.178
0.007 0.06 0.984 0.020 0.726 0.175
0.003 0.05 0.984 0.020 0.729 0.172
0.004 0.05 0.984 0.020 0.725 0.179
0.005 0.05 0.985 0.020 0.730 0.176
0.006 0.05 0.985 0.020 0.727 0.178
0.007 0.05 0.984 0.020 0.726 0.175
0.003 0.04 0.984 0.020 0.729 0.172
0.004 0.04 0.984 0.020 0.726 0.178
0.005 0.04 0.985 0.020 0.730 0.176
0.006 0.04 0.985 0.020 0.727 0.178
0.007 0.04 0.984 0.020 0.726 0.175
0.003 0.03 0.984 0.020 0.729 0.172
0.004 0.03 0.984 0.020 0.726 0.178
0.005 0.03 0.985 0.020 0.730 0.176
0.006 0.03 0.985 0.020 0.727 0.178
0.007 0.03 0.984 0.020 0.726 0.175
Supplementary Table 4: Experiment IV. (noise-robustness). Average sensitivity and specificity
(and standard deviation) of Gabow on datasets generated from the medium phylogenetic tree in
Supplementary Figure 7, with + = 5×10−3 and − = 5×10−2. We test combinations of input
for + and − in the following ranges: + = (3, 4, 5, 6, 7)× 10−3 and − = (3, 4, 5, 6, 7)× 10−2.
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Error Rates Specificity Sensitivity
+ − Average SD Average SD
0.003 0.07 0.959 0.030 0.708 0.181
0.004 0.07 0.958 0.032 0.696 0.202
0.005 0.07 0.960 0.029 0.702 0.188
0.006 0.07 0.962 0.027 0.709 0.175
0.007 0.07 0.958 0.031 0.693 0.197
0.003 0.06 0.959 0.030 0.699 0.180
0.004 0.06 0.957 0.032 0.692 0.203
0.005 0.06 0.962 0.028 0.707 0.182
0.006 0.06 0.959 0.030 0.696 0.190
0.007 0.06 0.958 0.030 0.691 0.198
0.003 0.05 0.957 0.029 0.696 0.174
0.004 0.05 0.955 0.032 0.686 0.201
0.005 0.05 0.962 0.027 0.710 0.181
0.006 0.05 0.960 0.029 0.698 0.183
0.007 0.05 0.958 0.031 0.682 0.207
0.003 0.04 0.956 0.029 0.698 0.183
0.004 0.04 0.954 0.031 0.680 0.203
0.005 0.04 0.962 0.027 0.718 0.177
0.006 0.04 0.960 0.030 0.701 0.187
0.007 0.04 0.958 0.030 0.684 0.194
0.003 0.03 0.956 0.029 0.691 0.195
0.004 0.03 0.956 0.030 0.693 0.192
0.005 0.03 0.960 0.027 0.703 0.184
0.006 0.03 0.961 0.028 0.703 0.179
0.007 0.03 0.956 0.031 0.672 0.195
Supplementary Table 5: Experiment IV. (noise-robustness). Average sensitivity and specificity
(and standard deviation) of SCITE on datasets generated from the medium phylogenetic tree in
Supplementary Figure 7, with + = 5×10−3 and − = 5×10−2. We test combinations of input
for + and − in the following ranges: + = (3, 4, 5, 6, 7)× 10−3 and − = (3, 4, 5, 6, 7)× 10−2.
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Average execution time
Total execution time
(100 experiments)
CAPRESE 0.03s 19.67s
PRIM 1.35s 150.12s
GABOW 1.36s 151.56s
EDMONDS 1.36s 152.30s
CAPRI 1.36s 153.70s
CHOW-LIU 1.39s 154.34s
SCITE 4.43s 505.70s
OncoNEM 59.23s 6037.22s
Supplementary Table 6: Average and total execution times for 100 distinct experiments, with
the parameters described in Section 6.
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Sensitivity
CHOW-LIU EDMONDS
Sample Size (m) Median St. Dev. Median St. Dev.
100 0.78 0.27 0.6 0.2
500 1 0.16 0.74 0.25
1000 1 0.07 0.89 0.15
5000 1 0.17 1 0.18
10000 1 0.14 1 0.14
15000 1 0.17 1 0.17
20000 1 0.22 1 0.22
Specificity
CHOW-LIU EDMONDS
Sample Size (m) Median St. Dev. Median St. Dev.
100 0.97 0.04 0.98 0.01
500 0.95 0.12 0.99 0.01
1000 0.96 0.12 0.99 0.01
5000 0.97 0.17 1 0
10000 0.98 0.13 1 0
15000 0.99 0.15 1 0
20000 0.98 0.14 1 0
Computation time (sec)
CHOW-LIU EDMONDS
Sample Size (m) Median St. Dev. Median St. Dev.
100 2.35 0.42 2.29 0.41
500 1.89 0.68 1.85 0.59
1000 2.21 1.34 2.19 0.82
5000 6.76 2.78 6.78 0.59
10000 12.22 2.54 12.43 0.94
15000 16.79 2.45 16.94 0.17
20000 22.08 2.61 22.24 0.21
Supplementary Table 7: Median sensitivity, specificity and computation time, along with the
corresponding standard deviation, for CHOW-LIU and EDMONDS. We used 100 distinct ex-
periments of SCS data, with the following parameter settings: n = 20 nodes, + = 0.005,
− = 0.05, m ∈ (100, 500, 1000, 5000, 10000, 15000, 20000).
.
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