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We present ab initio calculations of the phase diagram and the equation of state of Ta in a wide range of
volumes and temperatures, with volumes from 9 to 180 Å3/atom, temperature as high as 20 000 K, and
pressure up to 7 Mbars. The calculations are based on ﬁrst principles, in combination with techniques of
molecular dynamics, thermodynamic integration, and statistical modeling. Multiple phases are studied,
including the solid, ﬂuid, and gas single phases, as well as two-phase coexistences. We calculate the
critical point by direct molecular dynamics sampling, and extend the equation of state to very low
density through virial series ﬁtting. The accuracy of the equation of state is assessed by comparing both
the predicted melting curve and the critical point with previous experimental and theoretical in-
vestigations.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The accurate determination of high-pressure and high-tem-
perature equations of state (EOS) [1] and phase diagrams has
fundamental importance in a wide variety of ﬁelds. For instance,
geophysics and planetary sciences often require knowledge about
the response of materials under extreme conditions [2]. There is
also an increasing interest in modeling high-velocity impacts [3,4]
via multiscale methods, which also demands EOS as fundamental
input in a very wide range of conditions.
This paper presents comprehensive calculations of the EOS and
the phase diagram of Ta. Our approach is built upon previous in-
vestigations [2,5,6] along four main dimensions. (i) It is based on
direct ab initio calculations, without relying on any force-ﬁeld
ﬁtting as a stepping stone. This enables us to assess the quality of
these force ﬁelds concerned. (ii) It covers all phases, including the
solid, liquid, and gas phases, and all associated two-phase equili-
bria. (iii) It includes the effect of electronic excitations. (iv) It de-
livers not only the phase diagram, but also the free energies of all
phases, which serve as fundamental input in multi-scale or ﬁnite-
element models. We obtain the free energy as a 2D function in a
large section of the volume and temperature (V,T) space, with the
associated pressure range of 0–7 Mbar, and the temperature rangeLtd. This is an open access article u
rown University, Providence,
ong).of 0–20 000 K, while the corresponding phases span from high-
pressure dense liquids to gas states well beyond the critical point.
Transition metals are known to pose special challenges for
density functional theory (DFT) [7–9], in terms of both computa-
tional accuracy and efﬁciency. However, for some transition metals
(in particular Ta), the straightforward application of generalized
gradient approximation (GGA) [10–12] was shown capable of de-
livering accurate solid properties and melting curve [2,13], despite
the ongoing debates over issues such as the mismatch between
diamond-anvil-cell (DAC) measurements and shock experiments
data, as well as the possibility of polymorphism in high-pressure
solids [14–16]. These previous studies suggest that it is within the
reach of modern theory to accurately compute the thermodynamic
properties of Ta at the atomistic scale, for a vast range of ther-
modynamic conditions up to very high pressures, temperatures,
and volumes. Carefully constructed numerical procedures and
techniques are capable of capturing the information implicitly
present in the DFT Hamiltonian to compute thermodynamic
functions of states.
To investigate the material behavior across various phases, we
rely on a unifying approach of thermodynamic integration. Its
most expensive part is the ab initio molecular dynamics (MD)
sampling of local material properties at each point with ﬁxed
density and temperature, which needs to be independently col-
lected on a 2D grid in the vast (V,T) region. To reduce the com-
putational burden, we employ analytic statistical mechanics
modeling where appropriate. This technique also provides a re-
ference point for the integration and allows us to extrapolatender the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Although DFT is now routinely used to calculate phase transi-
tions in dense regions of the phase diagram [17], it is generally
considered that it becomes less reliable for the gas phase, where
atoms are separated by larger distances on average. The critical
point (CP) of the liquid–gas phase transition is an important and
universal feature of the EOS, positioned between typical dense
solid/liquid region and the ideal gas limit, where ﬁrst-principles
data would be very useful [18]. However, as the CP arguably lies at
the frontier of the traditional valid domain of DFT, it is necessary to
perform a detailed investigation on a relevant system and to
compare the results with experiments. One such system of interest
is transition metals like Ta. Experimentally, the determination of
critical point parameters (including critical pressure Pc, critical
temperature Tc, and critical density here expressed as the critical
volume per atom Vc) is a long standing open question for most
metals [19], because Pc and Tc are too high to precisely study from
experiments [18]. Although there have been a number of experi-
mental and semi-empirical estimates [19–26], their discrepancies
are considerable, and thus a fully ab initio approach is helpful to
further clarify these results. Finally, if DFT alone can be employed
to calculate CP parameters and its vicinity with reasonable effort,
this approach can be generalized whenever a material is believed
to be accurately represented within the DFT framework.
This paper is organized in the following way. The next section
describes the basic technical setup of the work and outlines the
thermodynamic integration procedure. Section 3 concentrates on
the solid phase, and Section 4 on the ﬂuid. Section 5 elaborates the
melting curve calculation, and Section 6 deals with the in-
vestigation of the critical point and related issues. Finally in Sec-
tion 7, discussions and conclusions are presented. 3D interactive
ﬁgures of the pressure ﬁeld (including the data set), as well as a
movie of liquid Ta in MD, are available as supplementary materials.Fig. 1. Thermodynamic integration of the free energy in a ﬁnite region of two-
dimensional (V,T) space. The pressure is calculated on a 2D grid of points along the
horizontal direction (open arrows), while the total energy changes on an 1D grid of
points, for integration in the vertical direction (solid arrows). To avoid extrapolation
errors, the grid should fully encompass the selected region, shown as the square.2. AB initio methodology
All our calculations are based on ab initio DFT and performed
with the VASP package [27]. We employ the projector augmented
wave (PAW) technique [28] and a Perdew–Burke–Ernzerhof (PBE)
[29] pseudopotential with the p5 core electrons relaxed, as such a
setup was found satisfactory in previous work [2]. The package
implements a ﬁnite-temperature formulation of DFT. The varia-
tional quantity that is minimized and kept constant throughout a
NVE trajectory is the sum of the kinetic and potential energies and
the electronic free energy of the system. Electronic excitation ef-
fects are included as the Fermi-type smearing of single particle
energy level occupations, which corresponds to an electronic
temperature Te that is equal to the ionic temperature Ti calculated
from the kinetic energy of ionic motion. In order to match Te and
Ti, we thermalized the system at a particular volume until the Ti
coincided with the preset Te within a small tolerance. All sub-
sequent MD runs were performed within the NVE ensemble. The
time step was chosen to be 2 fs, except at very low densities,
where we could gradually increase it up to 6 fs without causing a
signiﬁcant drift in total energy. The lengths of data-gathering
trajectories varied in a wide range of 1–20 ps, depending on the
temperature, pressure, density, and local density of sampled points
in the (V,T) space. The plane wave energy cutoff was set at 275 eV,
providing a total energy error of no more than 7 meV per particle
and a pressure error of less than 0.4% at high pressures. We have
tested spin polarization effects and reconﬁrmed their irrelevance.
The number of atoms in the simulation cell was 128, except when
close to the gas phase, which will be discussed later in detail. The
k-space sampling was performed using Monkhorst–Pack special
points. In the solid phase, all MD runs were performed with a222 mesh. In the ﬂuid, total-energy calculations was carried
out on the 222 mesh, while for pressure calculations the Γ-
point setup was proven sufﬁcient. In order to evaluate the ﬁnite-
size effect, we performed tests on a system of 250 atoms at the
point of the highest density and temperature, where in-
sufﬁciencies of our setup were most likely to be noticed. These
tests gave no signiﬁcant change in results and suggested that the
ﬁnite-size effect was small.
To construct the free energy of Ta in 2D space F V T,( ), we
employ the method of thermodynamic integration, using the two
thermodynamic relations [30]:
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where P is the pressure, and E the total kinetic and potential en-
ergy of the system calculated from MD. As a general procedure, we
calculate pressures on a 2D grid of points, and energies on a 1D
grid of points at a selected volume, as illustrated in Fig. 1. A ﬁne
grid is required so that the ﬁtted analytic functions P V T,f ( ) and Ef
(T) are smooth and reliable. There exist multiple solutions for the
Ff(T) curve constructed by Eq. (2) and Ef(T), because the thermo-
dynamic relation is also satisﬁed by F T TSf 0( ) − for any arbitrary
entropy constant S0. If this constant is known, the free energy F
can then be fully determined anywhere in the (V,T) region of
interest.
As explained later in the text, S0 was conveniently determined
by the knowledge of the melting point Tm, which can be calculated
in a variety of ab initio approaches [2,5,6,30–33]. In the case of Ta,
this problem was already studied with success. Hence we referred
to previous ab initio-based theoretical calculations.3. Solid phase
The body-centered cubic (BCC) phase of Ta is stable from zero
temperature to melting at all volumes. The free energy per particle
of Ta can be treated within the quasiharmonic approximation (QA)
as
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E V
N
F V T F V T, , , , 3QA v e0
0( ) = + ( ) + ( ) + ( ) ( )
−40
−20
 0
 20
 40
 60
 80
 100
 18  19  20  21  22
F[
m
eV
/a
to
m
]
V[Å3/atom]
MD
Fig. 2. Correcting the QA free energy at large volumes at 3000 K (near Tm). When
the solid volume increases beyond 19 Å3/atom, FQA (full dots) develops small
ﬂuctuations at high temperatures. We add a small entropy term at each volume in
this range so that the corrected free energy (open dots) recovers the thermal ex-
pansion calculated by MD (arrow). The accurate shape of the corrected free energy
at this temperature can be determined from the MD pressures in the vicinity of
P¼0. The curves are interpolations between discrete volumes (dots). The free en-
ergy axis is arbitrarily shifted.
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Fig. 3. Correcting the lattice thermal expansion calculated by QA (full line). The
mismatch between QA and MD is corrected at the atmospheric pressure and
3000 K (dot), as described in the text. The corrected thermal expansion (dotted
line) recovers the MD result (dashed line) for all temperatures.
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the reference potential energy per simulation cell at T¼0, which is
provided by the DFT engine and can be offset by a global constant
F0. Fv and Fe are vibrational and electronic contributions, respec-
tively:
⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦
⎥⎥F V T
k T
N
h V
k T
, ln 2 sinh
2
,
4
v
B
m
m
B
∑ ν( ) = ( )
( )
F V T
N
E V T TS V T,
1
, , , 5e e e( ) = ( ( ) − ( )) ( )
where kB is the Boltzmann constant, and mν{ } the set of stable
phonon frequencies calculated by ﬁnite differences (small atomic
displacements), using the “ﬁftc” command in the ATAT package
[34]. The Fe term includes the electronic thermal excitation energy
f f g dV
T
V V
0∫ [ (ϵ) − (ϵ)]ϵ (ϵ) ϵ and the associated entropy increase
k f f f f g dln 1 ln 1B V
T
V
T
V
T
V
T
V∫ [ (ϵ) (ϵ) + ( − (ϵ)) ( − (ϵ))] (ϵ) ϵ, where fVT (ϵ) is
the (V,T)-dependent Fermi–Dirac distribution of single-particle
states, and gV (ϵ) the volume-dependent electronic density of
states.
In Eqs. (4) and (5), phonons and energy spectra are calculated
with electronic temperature set to zero. The remaining errors of
QA, apart from the general ﬂaw of the DFT pseudopotentials, are
(i) the temperature dependence of phonons, as excited electrons
are pushed into anti-bonding states, and (ii) the anharmonic ef-
fects, which become signiﬁcant near the melting curve. We have
tested these combined effects by calculating the free energy from
thermodynamic integration FTI (Eq. (2)), in which we run direct
MD for two volumes, 10.0 Å3/atom (where the pressure is in the
Mbar scale) and 19.5 Å3/atom (close to the atmospheric pressure).
To ﬁx the open S0 problem, we have matched FQA and FTI calculated
independently from Eqs. (2) and (3) at two temperatures 11 000 K
and 1800 K, respectively. We found that as temperatures approach
the melting point, omitting the electronic contribution of Eq. (5)
leads to total errors of 480 meV/atom and 130 meV/atom, re-
spectively. Including this contribution improves the results and
reduces the relative error that is largely volume-independent.
Around 3000 K it is reduced by about two thirds, while at 9000 K
it is mostly eliminated. This fact suggests that QA is surprisingly
accurate for practically all volumes and temperatures in the case of
Ta. To remove the remaining small errors of anharmonicity and the
temperature dependence of phonons across the whole (V,T) space,
we added corrections calculated at these two extreme volumes
F F FTI QAΔ = − , and linearly interpolated FΔ for the volumes in-
between.
Despite the high general accuracy of QA at the melting tem-
perature, one universal issue remains to be addressed. To cover the
solid region in (V,T), we need to perform zero-temperature based
QA calculations for large volumes where the BCC lattice thermally
expands near Tm. But at T¼0 such volumes are well beyond the
sublimation point and the BCC solid is not stable. Therefore, the
QA result may be problematic here as some of the mν{ } may be-
come physically unstable. In addition, since we chose the melting
point at atmospheric pressure as the reference point, we need the
precise volume of this point. Therefore, we must independently
ensure that the thermal expansion is in agreement with the direct
MD result, up to the melting temperature. Note that stabilizing a
single phase solid at Tm presents no practical problem in MD,
thanks to the limited length of the simulation time.
As Figs. 2 and 3 indeed show, expanding the volume beyond
P¼0 soon leads to increasing uncertainty in FQA. Although the
error accumulates to only 30 meV/atom near Tm, it still artiﬁcially
shifts the zero-pressure volume by ∼0.5 Å3/atom, compared to
MD. We exclude the possibility of lattice defects being the cause ofthis discrepancy. Both QA and MD are based on defect-free
structures, hence lattice defects are unrelated to this problem. In
addition, the defect density is too low to explain the discrepancy,
given the high vacancy formation energy (the values, 2.95 and
6.96 eV at ambient pressure and 300 GPa, respectively [35],
amount to a concentration of 3105 and 1104).
The ﬂuctuations in Figs. 2 and 3 disappear at low temperatures
for all relevant volumes, which suggests that this QA error is en-
tropic. A natural way to address this issue is to add a small en-
tropy-like term TS V− ( )⁎ to the free energy of Eq. (3) for the high
volumes, so that the equilibrium volume coincides with MD re-
sults at temperatures near Tm. Since the volume is correct at low
temperatures and the thermal expansion is smooth and mono-
tonous, such a procedure can be expected to sufﬁce. Fig. 2 illus-
trates the change in free energy after the correction. The lattice
thermal expansion agrees with MD for all the temperatures below
Tm, as shown in Fig. 3. Our calculated thermal expansion is
a a T T/ 6.4324 10 8.7229 100 0 6 10 2Δ = × + ×− − , which compares well
with experiments [36,37].
Finally, choosing this form of correction guarantees that the
difference between FQA and FTI remains unaffected, as the in-
tegration procedure of Eq. (2) also involves adding a constant
entropic term TS0− at a volume of interest. Therefore, if a Sn term is
added to the QA free energy, then a S S0 + ⁎ term in solving Eq. (2)
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procedures are fully independent of each other, and thus can be
employed separately.
Currently there is uncertainty in the literature regarding whe-
ther the hexagonal ω phase is thermodynamically more stable
than the BCC phase in the high-pressure region. One work [15]
employs the so-called Z method [38] (though the validity of the Z
method has been questioned [16,39,40]) and performs DFT-based
MD simulations on various cell sizes from 32 to 144 atoms. It
predicts that the hexagonal ω phase melts at higher temperatures
than BCC does. In contrast, MD simulations on very large super-
cells suggest that this ﬁnding is an artifact of ﬁnite size effects.
Using the same method with a MGPT force ﬁeld [16], these si-
mulations show that the BCC phase is always more stable in large
supercells.
We have studied this issue with our own approach. The
Z-method work [15] relies on a special pseudopotential with p4
inner core electrons included (not available in the standard VASP
package) that is different from the pseudopotential used in the
present work. Hence, the effects of the p4 and p5 inner-core
electrons are ﬁrst evaluated. We have compared their result (at
T¼0) against other pseudopotentials, as shown in Fig. 4. We start
from the pseudopotential with the fewest valence electrons and
gradually relax the inner core electrons. The ratio c a/ is sensitive to
the quality of the pseudopotential, as adding the p5 electrons
signiﬁcantly improves the results. However, further inclusion of
the p4 electrons leads to negligible effect even at high pressures.
This suggests that the standard pseudopotentials are accurate
enough for our task.
We have performed direct MD simulations of the hexagonal ω
phase for various volumes and temperatures near the melting
point of BCC phase. The simulations are performed with 135 atoms
in the supercell, with k-space sampling on a 333 mesh. All
samples show that the hexagonal ω phase transits to a distorted
BCC phase rapidly. When c a/ ratio was subsequently changed to
the “ideal” BCC value of 0.6124, all samples relaxed to pressures
and energies identical to the BCC phase. Alternatively, we per-
formed a set of MD simulations on two-phase coexistence [33] of
the hexagonalω and liquid phases. The simulations are carried out
with a small supercell of 162 atoms under the NPT ensemble. The
same rapid transition to the BCC phase was observed in these 0
 2
 4
 6
 8
 10
 8  12  16
P
[M
ba
r]
V[A3/atom]
 0.54
 0.56
 0.58
 0  4  8
P[Mbar]
c/a
Fig. 4. Comparison of various pseudopotentials: s d6 5 (squares), p s d5 6 5 (triangles),
and p p s d4 5 6 5 (circles) electrons. The p p s d4 5 6 5 data is from [15] while the others
are from the present work. The p s d5 6 5 pseudopotential was used in this work to
obtain the equation of state. All calculations are carried out at T¼0. Dashed and
dotted lines serve as eyeguides. Left: P–V relation in the BCC phase; right: c a/ ratio
and pressure for the hexagonal-ω phase.simulations. Thus, our result corroborates the ﬁndings of [16], but
on the basis of a fully ab initio method.4. Fluid phase
The free energy of the ﬂuid phase is determined by straight-
forward thermodynamic integration as illustrated in Fig. 1. The
constructed representation of the pressure ﬁeld P V T,( ) is shown
in Fig. 5, which is divided into two parts at V¼40 Å3/atom for
better visual presentation. The discrete sets of points in the ﬁgure
are directly based on data sampling. In order to achieve a smooth,
analytic and locally accurate representation of the pressure ﬁeld
that spans over three orders of magnitude, we employ a ﬁtting
procedure as follows. We utilize a general 2D polynomial in the
form c V Ti j
n m
i j
i j
,
,
,∑ , where both the polynomial orders and coefﬁ-
cients are determined through ﬁtting. First we perform a global
data ﬁt to obtain the (n,m) pair which minimizes the cross-vali-
dation score [41]. Then, using the selected polynomial orders of
6, 5( ), we uniformly divide the volume axis into 30 overlapping
segments and perform a ﬁt in each segment separately. To stabilize
these ﬁts, we add a number of points between the sampled data,
as their scattering is small enough to make such interpolations
reliable. Finally, we smoothly connect the overlapping ﬁts into the
whole pressure ﬁeld P V T,( ), which accurately represents all the
actual pressure data that we collected.
To reach the high-volume region in Fig. 5, the size of the si-
mulation cell had to be reduced to 64 atoms above 40 Å3/atom and
32 atoms above 80 Å3/atom, otherwise the simulations would
become unfeasibly slow. Our tests suggest that the errorFig. 5. Fluid pressure ﬁeld (surfaces) with sampled pressure data points (dots), as
described in the text. Isobaric lines are added to guide the eye. Only positive
pressures are shown. Notice the changes of scale on the volume and pressure axes
between the two ﬁgures. 3D interactive ﬁgures are available in the supplementary
materials.
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thus negligible.
While the free energy inside the single-component ﬂuid phase
can be determined via thermodynamic integration from the ideal
gas limit, the solid phase cannot be reached in this fashion, be-
cause thermodynamic integration fails upon phase transition. As a
result, there remains a free parameter, which measures the free
energy difference between the solid and the liquid. In principle,
this parameter could be determined using the quasiharmonic ap-
proximation and the ideal gas model as reference states for the
solid and liquid phases, respectively. However, such an approach
may be very sensitive to numerical and statistical noise due to the
long integration paths. To avoid this problem, we instead use the
melting point at the atmospheric pressure Tm. We directly match
the free energies of the two phases at the melting point to de-
termine the aforementioned free parameter. In this way the in-
tegration paths are kept short.
The task to calculate Tm has been previously accomplished for
Ta, and we take results of two particular publications [2,42] that
employ an identical level of ab initio theory. The employed
methodology is a perturbative DFT correction to melting tem-
perature calculations previously performed on a classical force-
ﬁeld (FF), which we will discuss later. Their calculated melting
points of 3326 and 3170 K do not perfectly match because they use
different FF's, but ideally such techniques could be repeated in-
dependently until an average value is obtained. For our purpose
we take the medium Tm¼3248 K as the established theoretical
result. This value also compares well with our recent direct DFT
calculation of the melting temperature (T 3195 41 Km = ± ) [33]. On
the experimental side, Tm varies in the range of 3213–3290 K
[43,44]. Therefore, the agreement between the cumulative ex-
perimental and theoretical efforts is satisfactory.
The integration procedure is executed as follows. First, by ob-
serving the solid free energy and the ﬂuid pressure ﬁeld in the
vicinity of Tm, we can determine the two volumes where
P F V/ 0T= −(∂ ∂ ) = , which encompass the solid–liquid coexistence
region. We select a volume Vn inside the coexistence region be-
tween these two ends, in this case 21.0 Å3/atom. Then, we in-
tegrate Eq. (2) along a temperature line at Vn, by performing
several MD runs in both the solid and liquid phases. We ﬁt the two
E(T) models by accurate polynomials. The 1D integration proce-
dure is completed by the constraint that ﬂuid free energy at
V T, m( * ) coincides with a numerical value which, after integration
towards higher volumes, produces a common-tangent line of P¼0
with the solid free energy at Tm. The complete 2D single-phase
ﬂuid free energy is then determined straightforwardly as an ex-
tension away from Vn line at all temperatures, via pressure ﬁeld
analytical integration.5. Melting curve
With the solid and liquid data prepared with sufﬁcient accu-
racy, extraction of the melting curve is a straightforward numer-
ical procedure of locating the array of common tangents between
the solid and liquid free energy curves across a temperature range.
However, the solid and liquid free energies are typically very close,
so the locations of melting points are often sensitive to the un-
derlying data. At each temperature, we employ local quadratic
ﬁtting of the free energies, and then solve the common tangent
analytically as we connect the two parabolas. Fig. 6 shows the V–T
relation for the solid and liquid phases as the two lines encompass
the solid–liquid coexistence region V T V T,S L[ ( ) ( )]. Since the ﬂuid
free energy is built and ﬁtted upon a collection of dispersed
pressure points, both VS and VL show some excessive oscillations,
which can be subsequently removed in several ways. Improvingthe general sampling statistics of the dataset is too costly since too
many points must be improved redundantly. Reducing the overall
ﬂexibility in the ﬁtting of the liquid pressure may unnecessarily
reduce its overall accuracy. We thus resort to a posteriori
smoothing of VS L, by averaging them at each point over a sur-
rounding interval. The minimal width of the interval is chosen
such that local ﬂuctuation disappears and only the general trend
of VS L, remains. The melting curve is then fully resolved as a string
of points on the liquid pressure ﬁeld at P V T T,L( ( ) ).
In the literature there are several publications that calculate the
melting curve of Ta, all done via classical atomistic simulations
with ab initio corrections. As shown in Fig. 7, these results include
(a) qEAM, an extended 19-parameter FF of embedded atom model
(EAM) type, which is ﬁtted mainly to zero-temperature DFT data,
with the melting curve calculated from a coexistence method [5],
(b) MGPT, an extended volume-dependent FF with up to 4-body
terms, which is ﬁtted to various theoretical and experimental
sources, with melting points calculated from direct melting within
periodic cell, corrected for hysteresis effects [6], and (c) a reference
EAM FF optimized at low and medium pressures for the liquid,
with free energy corrected to DFT Hamiltonian perturbatively, and
with melting curve calculated from coexistence simulations [2].
The DFT input in all these approaches is on the same GGA level of
theory as this work.
At zero pressure, all these theoretical predictions fall close to
the experimental range, except for a slight overestimate by MGPT.
The melting curve from MGPT largely coincides with qEAM and
our result at pressures up to 1.5 Mbar. In the high pressure region,
only one shock-wave compression measurement at 3 Mbar [45] is
available with a wide error margin of 1500 K. The MGPT approach
is the only one that fails to agree with it. Our curve essentially
overlaps with the qEAM data, naturally continuing them into
higher pressures. Result (c) stands apart from others in the low
pressure region, while still agreeing with the high-pressure ex-
perimental measurement within the error bar.
The dT dP/ slope at zero pressure is another quantity to
benchmark. The experimental value is 671 K/kbar [46], while
previous theoretical estimate of the qEAM method [5] gives 9.3 K/
kbar. Extracting such information from our curve requires an ad-
ditional step of smoothing. We performed 2nd and 3rd order
polynomial ﬁts to the data shown on the right panel of Fig. 7, up to
0.6 Mbar. This gives estimates of 6.6 and 7.7 K/kbar, which are in
good agreement with experiments.
Our experience in melting temperature calculations [33,42,47–
51] enables us to readily capture theoretical melting temperatures
from different ﬁrst principles approaches. Here we employ our
recently developed small-size coexistence method, which is
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Fig. 7. Melting curve calculated from various approaches: (a) qEAM [5] (dots),
(b) MGPT [6] (dashed line), (c) EAM result (open triangles) with DFT correction [2]
(full triangles), and this work (full line). Also shown are our results before the
smoothing procedure (dotted line) and the melting point calculated by the small-
size coexistence method (full square in red, at 2 Mbar and 7953 K). At the high-
pressure end, most theoretical predictions fall within the error bar of the shock
measurement (open circle). The right panel shows the low-pressure region in more
detail. Experimental Tm measurements are within the range of the two horizontal
lines. (For interpretation of the references to color in this ﬁgure caption, the reader
is referred to the web version of this paper.)
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Fig. 8. Data used for elucidation of the ab initio CP (full square). Direct MD averages
(open circles) are ﬁtted by quadratic functions at every volume (full circles) to
represent the pressure ﬁeld around CP, as shown in the inset. Simulations are
performed with 64 atoms on the left of the thin vertical line and with 32 atoms on
the right. The full black line shows the critical isotherm of a Peng–Robinson model
with {Pc,Tc} set to match the estimated ab initio values, with its CP shifted to a
higher volume (hollow square). The short thick line is an estimate of the binodal
line (see text). The volume axis is logarithmic.
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ﬁrst-principles at a relatively low cost. The details of our method
have been described in Ref. [33], where its validity and ﬂexibility
are extensively demonstrated. For consistency, we employ the
same pseudopotential and DFT setups as we used to generate the
EOS and melting curve. At 2 Mbars, we generate duplicated con-
ﬁgurations of BCC-solid and liquid coexistences (162 Ta atoms) and
run ﬁrst-principles NPT MD to simulate their evolutions, through
which we determine the melting temperature based on a statis-
tical analysis of the thermodynamic ﬂuctuation of the solid–liquid
interface. This approach predicts the melting temperature as
7953769 K, as shown in Fig. 7. This melting temperature is in
good accordance with our melting curve calculations.6. Critical point
Direct calculations of the critical point (CP) of the liquid–gas
phase transition in materials are traditionally done in the context
of atomistic empirical potential ﬁtting, as they were previously
considered too costly for a purely ab initio approach [52]. This is
even more pronounced for strong binding systems like Ta, where
the gas side of an isotherm soon reaches extremely large simula-
tion volumes, as the temperature falls below Tc. Thanks to the
increasing computer power, we demonstrate the feasibility of such
a task through a carefully structured series of MD runs.
We ﬁrst roughly located the CP through a sparse search of the
pressure ﬁeld across the low density regions of the (V,T) space.
Then we calculated several surrounding isotherms in detail. For
each volume, starting from the Tn¼13 000 K isotherm, which is
slightly above the estimated Tc, we gradually decreased the ionic
and electronic temperature via velocity rescaling. Since the pres-
sures were low, this change in kinetic energy would not sig-
niﬁcantly affect the potential energy, and thus only a minor re-
arrangement of the atomic structure was observed. After a short
thermalization for a few picoseconds, we collected the data for an
additional period of 10–20 ps. In this way the system is likely toremain as an undercooled ﬂuid and avoid the onset of phase se-
paration during the short time scale of simulation. (Such an onset
was nevertheless observed in a few cases as a sharp change in
temperature and pressure. For these cases we would increase the
temperature to Tn, which provides us a different starting geometry
for the subsequent quenching.) The results are collected in Fig. 8.
The vertical line divides the data according to the system size, with
64 atoms on the left and 32 atoms on the right. To minimize the
associated error, we have pushed this line to the right as much as
possible until simulations became unfeasibly slow. Similarly, we
used 128 atoms for volumes below 40 Å3/atom, as same as our
model in the previous sections. We ﬁnd that this bias of system-
size change was small compared to the statistical ﬂuctuations in
the data, thus allowing us to seamlessly move across the data
calculated at various system sizes.
We calculated six isotherms with temperatures in the range of
10 500–13 000 K, shown in Fig. 8. Since the averaged temperature
will slightly deviate from the desired target value of the NVE en-
semble, we ﬁt the pressure data separately at each volume with a
quadratic polynomial, and use it as the ﬁnal two-dimensional
P V T,( ) representation. The inset ﬁgure illustrates the reduction of
the overall statistical error.
We use the calculated pressure ﬁeld to plot isotherms with
small temperature increments to locate the CP, as illustrated in
Fig. 9. We approximate the errors associated with the remaining
statistical ﬂuctuations of the pressure data by the following
“bootstrap” procedure [53]. Assuming that the ﬂuctuations are not
affected by the density and temperature in the vicinity of CP, we
calculate the average standard deviation of the calculated pres-
sures from their respective quadratic ﬁts, which gives
0.058 kbarσ =⁎ . We then replace each calculated point by a normal
distribution around each ﬁtted line with a width of σ⁎, and we
repeat the quadratic ﬁtting procedure. A new location of the CP is
estimated by ﬁnding the isotherm with the highest temperature
such that the condition dP dV/ 0> is satisﬁed in a certain segment.
The middle point of such a segment is then taken as a new
(Pc,Tc,Vc) sample. We repeat this procedure for 104 times, and the
region of pressure and temperature that contains 2/3 of the
sampled CP's is considered as the error bars. Finding the error in
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position of the CP (dot), based on the study of arbitrarily close isotherms (lines) and
error analysis. The error bars reﬂect the magnitude of the statistical uncertainty in
the predicted CP.
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the binodal line. Also plotted is the vapor pressure of the Peng–Robinson model
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Fig. 11. Previous studies (dots) of the CP parameters, together with our ab initio
estimate (square): [a] [19] (with error bars), [b] [20], [c] [21], [d] [22], [e] [23], [f]
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results throughout this paper. The straight line L (dotted), which passes through
our estimated CP, is the statistically sampled (Pc,Tc) pairs, as described in the text. 2/
3 of these pairs fall within the thick segment of L (full line), representing error bars
of the ﬁnal Pc and Tc estimates. Isolines of constant PPR DFTδ − (full line) and PPR PR0δ −
(dashed line) indicate the similarity of the pressure ﬁelds compared to the ab initio
result.
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our calculations are discrete and highly repetitive. Here, we ﬁnd
the unique normal distribution that produces the same discrete
distribution of Vc samples. The mean and the width of such a
distribution are the ﬁnal Vc and the associated error. Thus, the fully
ab initio CP parameters are estimated as Tc¼11 600790 K, Pc
¼5.070.4 kbar, Vc¼69.571.5 Å3/atom. These error bars are
shown in Figs. 9 and 11.
It is interesting to compare the calculated pressure ﬁeld in the
vicinity of the CP with simple two-parameter models of the van
der Waals type. We choose a well performing Peng–Robinson (PR)
model [54], which is speciﬁed by two critical parameters {Pc,Tc}.
The full line in Fig. 8 is the critical isotherm of the PR model when
{Pc,Tc} are set to the values of the ab initio estimates. Vc here is
shifted to 98.7 Å3/atom, and accordingly the pressure declines
more slowly with volume. To estimate the vapor pressure in the
liquid–gas coexistence region, we ﬁt the pressure with a standard
ansatz [55] P a b Tlog /vap = − , which needs two data points to
elucidate the a and b parameters. The CP serves as one data point.
For the other point we use the fact that the binodal line becomes
ﬂat and it approaches the vapor pressure at large volumes for a
temperature just below the critical point. We ﬁnd that the pres-
sure decreases with volume in the large-volume region on the
11 500 K isotherm curve (which suggests a gas phase), while it
increases for the 11 000 K isotherm curve. Hence we can assume
that the binodal is trapped between these two lines for large vo-
lumes, which gives an estimate of Pvap(11 250 K)¼3.35 kbar. We ﬁt
the parameters to a¼14.482 and b¼149 320 K. Fig. 10 shows the
difference between our results and the PR model, whose Pvap curve
also follows this simple ansatz P a b Tlog /vap = ′ − ′ closely. We also
calculated the binodal line to the left of the CP in the P–V diagram,
by ﬁnding a horizontal line where the liquid pressure equals Pvap
on an isotherm. The result again suggests that the ab initio binodal
differs notably from the PR one.
Accurate determination of the CP of all but the simplest metals
is an ongoing problem for the experimental community. For Ta,
widely scattered estimates were given over the years, as shown in
Fig. 11. However, while most of these estimates are from indirect
semi-empirical theoretical approaches that are based on correla-
tion of various metallic properties with critical parameters (such
as ionization potential, heat of vaporization, and cohesive energy,
etc.), one experimental group recently performed the most direct
measurement so far by quickly heating the metal and approaching
CP via the spinodal line [19]. Their work is expected to be of higher
quality than previous attempts. In this view, it is satisfactory that
our ab initio estimate of the CP parameters is the closest to thisparticular measurement.
The PR model, although unable to accurately represent the
pressure in the vicinity of CP due to the Vc mismatch, proves useful
in the study of the quality of various {Pc,Tc} estimates. To this ef-
fect, we calculate the pressure difference between the ab initio and
PR models as the standard deviation P P PPR DFTPR DFT 2 1/2δ ∼ 〈( − ) 〉− on
a ﬁnite set of data points above the critical isotherm (full circles in
Fig. 8). This quantity measures the quality of PR models with
various parameters. The deviation is minimized when the PR
parameters {Pc,Tc} coincide with ab initio, so it can quantify the
disagreement between these two CP estimates in a metric pro-
portional to the corresponding disagreement in physical ob-
servables. (Two apparently distant CP may be associated with very
similar pressures ﬁelds P V T,( ).)
In the aforementioned procedure to determine the error bars of
the CP parameters from statistically sampling, (Pc,Tc) pairs are
highly correlated in the P–T diagram, with points falling on a
straight line L, as shown in Fig. 11. The direction of L closely agrees
with the direction that minimizes PPR DFTδ − as the PR parameters
vary. We thus interpret the line L as a set of P T,c c{ } pairs such that
their underlying pressure ﬁelds resemble the DFT results. Moving
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pressure ﬁeld.
Finally, we change the benchmark to the PR model (PR0) with
ab initio parameters, which minimizes PPR DFTδ − . We calculate
PPR PR0δ − on the same set of points, for different PR models with
{Pc,Tc} parameters. As Fig. 11 shows, this function does not sig-
niﬁcantly differ from PPR DFTδ − . In the vicinity of CP, ﬁtting the PR
model to a small number of pressure data points gives the same
P T,c c{ } estimate as an elaborate statistical analysis does, as well as
the same direction of minimal error L and the error function PPRδ .
Therefore we ﬁnd that the ab initio pressure ﬁeld can be fully
substituted with the PR0 one, for the analysis of the Pc-Tc diagram.
We can then assign this simple model ﬁeld to previous CP es-
timates. Though we do not actually have these pressure ﬁelds but
only their respective P T,c c{ } estimates, each estimate assumes an
underlying pressure ﬁeld, and we assess its quality via the devia-
tion from ab initio or experimental pressures. Since we are here
mainly concerned with the DFT results, this alternative metric is
limited only by the general accuracy of the DFT engine used, which
is the precise positioning of estimated P T,c c{ }. Still, we can parti-
tion Pc–Tc diagram by isolines of sharply rising PPR DFTδ − (2, 4, 8, and
16 kbar) as a visual help in roughly dividing the previous estimates
into three groups, [a–c], [d–f] and [h], with descending agreement
with the ﬁrst principles result, as shown in Fig. 11. In this metric,
although result [b] is far in absolute {Pc,Tc} values, it still assumes a
very similar pressure ﬁeld to DFT one, while the opposite holds for
estimate [f]. The measurement [a] is closest in both criteria.
In order to move from the semi-discrete pressure ﬁeld re-
presentation in the P–V diagram to a fully continuous one, we
employ the truncated virial expansion series [56,57]:
⎛
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where N V/ is the number density of the system, and kB Boltz-
mann's constant. Since our data is fully ab initio, there is no
straightforward way to break the system's Hamiltonian into a sum
of many-body interactions, and Eq. (6) necessarily involves a
polynomial ﬁtting, with temperature-dependent coefﬁcients ai.
For the ﬁt we use the data points at and above the critical
isotherm at 11 600 K, as shown in Fig. 12. In order to closely follow
the pressure at and just above CP, the ﬁtting order n has to be
raised to 6, reﬂecting the relevance of many-body interaction in
this region. However, signs of overﬁtting inevitably start to show
because the curvature of the critical isotherm is of comparable
scale of the statistical ﬂuctuations. Thus such a ﬁt cannot be re-
liably used to extrapolate the virial EOS toward inﬁnite volume per
atom, as further tests conﬁrmed. When the ﬁtting order is reduced
to 4, extrapolation is very smooth and it agrees with the ideal gas
limit perfectly. The question of the best choice for n thus remains
problem dependent. All the ﬁtting coefﬁcients ai are smooth and
monotonous functions of T. But due to the very high Tc of Ta, they
converge to their ﬁnal values at much higher temperatures than
explored here.T [K]
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Fig. 13. Enthalpy of tantalum from calculations and experiments.7. Discussion
7.1. Free energy F(V,T)
The free energy F V T,( ) in a vast range of volume and tem-
perature with V 9, 180 A
3∈ [ ] ˚ and T 0, 20 000 K∈ [ ] can be found as
the online supplemental dataset. These data are useful as they
provide important thermodynamic properties. For instance, from
the free energy we compute the enthalpy under ambient pressure,
according to the thermodynamic relation⎛
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⎞
⎠⎟H
G T
T
/
1/
.
p
= ∂( )
∂( )
As shown in Fig. 13, the calculated values are in good agreement
with experiments [58]. The heat capacity of the liquid, which is the
derivative of enthalpy, is 42.9 and 45.8 J K mol1 1− − at 3720 and
5490 K, which closely agree with the experimental value of
41.84 J K mol1 1− − [58].
7.2. Electronic excitation
In this work, electronic excitation is accounted for as a Fermi–
Dirac distribution over the GGA electronic density of states. While
this treatment of electronic excitation is widely used and standard
[60–62], GGA has ﬂaws in the description of unoccupied bands,
and hence the validity of this approach requires further scrutiny.
Our study shows that this approach is capable of providing a
high accuracy. We evaluate the effect of electronic excitation as
F T F 0 Ke( ) − ( ), where F includes electronic free energy. The elec-
tronic temperature Te affects the spread of the electron population
on the density of states, according to Fermi–Dirac distribution.
Calculations are performed on snapshots of MD trajectories, hence
the results, as ensemble averages, reﬂect true electronic excitation
under the corresponding DFT functional. At low temperatures, the
effect of electronic excitation is small and negligible. For example,
this effect is only 3 meV/atom for aluminum near its melting point
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temperatures, the errors mostly cancel out in the study of phase
transitions between two individual phases. This trend is particu-
larly true for metals. Take the melting of tantalum at ambient
pressure for example. As shown in Table 1, the electronic excita-
tion free energy for solid-state tantalum is 145 and 114 meV/atom,
according to the PBE and Heyd–Scuseria–Ernzerhof (HSE) [59]
functionals, respectively. This makes the HSE correction 31 meV/
atom, which we may consider as the error of PBE (since the HSE
functional generally provides a better description of band struc-
ture). While this amount appears large, it is nearly canceled out
with its liquid-state counterpart of 33 meV/atom. Thus the overall
error from electronic excitation is only 2 meV/atom, when we
combine the two phases to determine the melting temperature.
Our treatment of electronic excitation has a clear advantage – it
is simple and it costs little, while it still provides a fairly good
accuracy. While post-GGA methods may improve on this issue,
they are prohibitively expensive when used in conjunction with
large-scale molecular dynamics.
7.3. Melting curve
Compared against previous theoretical studies, this work pre-
sents a direct translation of DFT Hamiltonian into thermodynamic
functions of state in a wide span of space. It can thus serve as an ab
initio point of reference. The concurrence of our melting curve
with qEAM and MGPT below 1.5 Mbar strongly suggests that all
DFT effects are fully captured. Since all these calculations involve
basically the same quantum mechanics input, they should give
similar outcomes, at least at the lower temperatures where qEAM
and MGPT potentials are elaborately ﬁtted. This is indeed true. Our
results show remarkable agreement with qEAM in all the reported
data points. This is surprising since the FF was ﬁtted mainly to
zero-temperature DFT data, with an exception of experimental
input of the vacancy formation energy. Ref. [5] reports that qEAM
reproduces experimental data up to 3000 K, such as the thermal
expansion and melting temperature. We now conﬁrm that the
melting curve is practically indistinguishable from the full ab initio
results up to very high temperatures. The perturbative EAMþDFT
result (c) agrees with other methods in the vicinity of zero pres-
sure, which conﬁrms the validity of the approach in the low-
pressure region where the classical EAM part is capable of re-
sembling the real DFT interaction. However, the EAM result un-
derestimates the temperature by more than 1000 K at 0.5 Mbar,
and the DFT correction based on perturbation theory fails to re-
cover the full DFT result. Although further study would be required
to clear this issue, we can tentatively conclude that the classical
potential is not accurate enough for the perturbative treatment.
We have thus changed the resulting melting temperature (in
Section 4) not as quoted in the publication, but as the linear in-
terpolation of the ﬁrst two data points at zero pressure, Tm
¼3326 K. It may be worth noting the advantage of our method.
While other approaches require a speciﬁc attention on setting up a
simulation strategy to elucidate the sensitive melting curve in-
formation, in our work the melting curve is a numerical byproduct
and its extraction can be largely automated. The melting curve isTable 1
Electronic excitation (in eV per atom), comparing PBE and HSE.
Material T (K) PBE HSE HSE–PBE
Solid Liquid Solid Liquid Solid Liquid
Al 1000 0.0035 0.0038 0.0030 0.0032 0.0005 0.0006
Ta 3300 0.145 0.148 0.114 0.115 0.031 0.033only a fraction of the large task of constructing a comprehensive
and accurate free energy representation, where the main effort is
concentrated.
7.4. ω phase
The existence of stable hexagonal ω phase in Ta is still an open
question [15,16]. In our DFT simulations, the hexagonal ω phase is
not stable in its dynamic, high pressure and temperature form.
7.5. Multiphase EOS diagram
Combining the ﬂuid pressure ﬁeld with the vapor pressure, Pvap,
we can calculate the left binomial of the liquid–gas transition as
the locus of points where these pressures are equal, but only the
outset of the right binomial since it moves towards extreme si-
mulation volumes very rapidly with decreasing temperature, due
to strong attraction between Ta atoms. With our approach we
cannot fully trace out this section of the binodal curve that sepa-
rates two-component liquid–gas and pure gas phases below Tc,
since simulation volumes that are required to explore a gas are
unattainable by orders of magnitude. This leaves the pure gas
phase as the only unresolved part of the V–T diagram.
Putting all these results together, a comprehensive multiphase
EOS diagram is established, as shown in Fig. 14. The free energy
and the pressure ﬁelds extend over a very large section of the (V,T)
space, with volumes from 9 Å3/atom to inﬁnity, temperatures up
to 20 000 K, and pressures over 7 Mbars. These ﬁelds are accu-
rately represented by piece-wise analytical surfaces.
7.6. Critical point
The ab initio calculation of the critical point of Ta is a useful
addition to a group of largely dispersed previous estimates. It in-
cludes all relevant electronic contributions. This was achieved via
carefully controlled MD runs. After a rough search in the V–T
diagram for evidence of negative compressibility V P V/ /−(∂ ∂ ) ,
several surrounding isotherms were calculated within the NVE
ensemble, while ensuring that the system remains in the single-
component metastable ﬂuid state during the data gathering
around Tc.
The two metrics we employ to access the quality of previous CP
estimates bring out interesting details. First, in both the absolute
values of the CP parameters and the similarity of the pressure
ﬁelds, our data is closest to the only available direct measurement 0
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Fig. 14. Complete ab initio diagram of the thermodynamic phases of Ta, including
solid (S), liquid (L), gas (G) and ﬂuid (F) phases, and their coexistence regions. The
square dot marks the critical point.
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based on experiments and the other fully ab initio) strongly sug-
gests that the true location of CP can be greatly narrowed to their
vicinity. Estimate [b] is based on cohesive energy argument and an
empirical EOS, which was composed from a large collection of
experimental data. Although it overestimates Pc by more than a
factor 2, Fig. 11 shows that it implies a pressure ﬁeld very similar to
ours, which implies high general accuracy of the empirical EOS.
Result [c] also constructs a good quality pressure ﬁeld but the
authors provide few details regarding how this empirical estimate
was made. The estimates from the next group ([d–g], in declining
quality) are based on similar approaches of employing atomistic
models. [d] and [f] employ soft-sphere, [e] a hard-sphere van der
Waals, and [g] overlapping virtual atoms models, parametrized by
indirect experimental data such as liquid density near CP, cohesive
energy, ionization potential, and scaling arguments. Interestingly,
reducing sophistication of these models does not introduce a
signiﬁcant decline in predicting CP, with the soft sphere models
being better performing. Finally, the semi-empirical estimate [h]
based on the heat of vapor data overestimates both Pc and Tc by
almost two-fold and implies a very inaccurate pressure ﬁeld.
As a way to independently assess the validity of the various
estimates, we have calculated the PPR PR0δ − isolines by using as
reference PR parameters the experimental ones of [a]. The relative
ranking of earlier results remains largely unchanged, with line L
having the same slope and the only notable difference relative to
our ab initio assessment being that the soft-sphere estimate [f]
now seems more accurate, while the empirical estimate [c] ap-
pears less so.
The performance of PR model points to a number of ways it can
be applied outside the ab initio context. For example, when only a
set of CP estimates is provided, PR can be used to quickly suggest
the outliers. Or, if a CP is considered known for a material, the
quality of an EOS model can be tested via PPRδ metric by its own CP
prediction.
We have shown that the CP can be calculated within reasonable
effort directly from ﬁrst principles as a generic approach. In Ta, the
estimated density at the CP is nearly four times lower than in the
solid at atmospheric pressure, yet the agreement with the ex-
periment is excellent, implying that the inaccuracy of the DFT
approach that occur at larger interatomic separation has no sig-
niﬁcant effect for CP determination. Furthermore, ﬁtting the ab
initio pressure ﬁeld to virial power series results in an EOS that can
be reliably extrapolated to ideal gas at temperatures above the
critical point. Below Tc, the available information is shown sufﬁ-
cient to estimate Pvap curve.
7.7. The effect of lattice defects
Recent research [63,64] reveals that lattice defects may play an
important role in the process of melting. In the case of tantalum,
our study suggests that vacancy has little impact on melting
temperature. We evaluate the effect of vacancy by computing its
concentration in the solid phase. As discussed in Section 3, the
high vacancy formation energy suggests a very low defect density
(less than 1104), and hence we conclude that its effect is
negligible. At temperatures near the melting point, we model the
solid phase using molecular dynamics simulations, so in principle
we should have caught the spontaneous formation of point defects
if they are relatively common. The fact that we do not see such
defects is a good indication that our free energies are reliable.
We note that the formation of lattice defects have hitherto been
considered as a kinetic process of melting, and it is well known
that one does not need to model the kinetic process of the phase
transformation in order to locate phase transition boundaries. In-
stead, free energies analysis is sufﬁcient [48,65–67]. While latticedefects could in principle affect the free energy near the phase
transition, their effect should be negligible if they are rare (low in
concentration, transient near melting temperature, as the case of
tantalum).8. Conclusions
In conclusion, we have constructed, from ﬁrst principles, an
EOS and a phase diagram of Ta that show good agreement with the
available experimental data both in the very high density region
(melting curve) and in the highly dilute region (critical point),
while its accuracy in the solid was established. This study covers
all phases, including the solid, liquid and gas phases, and all as-
sociated phase transitions. This EOS is accurate enough to be
useful for the analysis and clariﬁcation of previously published
efforts in calculating sensitive thermodynamic features. Since our
approach does not require a FF to be generated, it may be the only
available method for the calculations of EOS in wide spans of the
phase space for many complex, emerging materials whose en-
ergetics is hard to parametrize in such a way. The free energy and
pressure surfaces, sampled on a 2D V–T grid of points, are pro-
vided as supplemental material.Acknowledgments
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