Optimizing the spread of influence in online social networks (OSNs) is important for the design of efficient viral marketing strategies using online recommendations [1, 2] . It is commonly believed that, spreading is a global process, whose optimization would require the knowledge of the whole network information [1] [2] [3] . Here we uncover a characteristic local length scale, called influence radius, hidden in the global nature of spreading processes. We show that, any node's influence to the entire OSN can be quantified from its local network environment within the influence radius, which is significantly smaller than the whole network diameter. By mapping the problem onto bond percolation [4], we give a theoretical explanation for the presence of this short influence radius, and a framework to quantify individual's influence in real OSNs. We then propose a scalable optimization algorithm to identify the most influential spreaders. The time complexity of our algorithm is independent of network size, and its performance is remarkably close the true optimum. Our method may be applied to other large scale spreading problems, such as the worldwide epidemic control.
Introduction-Modern online social platforms are replacing traditional media [5] for spreading of information and communication of opinions [6] [7] [8] [9] . A common feature of today's online social networks (OSNs) is their gigantic sizes -for example, as of the second quarter of 2015, there are about 1.5 billion monthly active users on Facebook. Noticeably, multiplicative explosions of some information may take place at a global scale in such gigantic OSNs, which is the fundation of viral marketing strategies [10] . Because of this, the information spreading is traditionally believed to be a global process. Indeed, most heuristic measures, such as k-shell [2] , betweenness [11] , closeness [12] , Katz index [13] , all evaluate the influence of nodes based on knowledge of global network structures. In general, these methods become impractical for giant OSNs, because either the full network structural data are unavailable, or the computational time is non-scalable. On the other hand, based on massive social experiments, Christakis and Fowler proposed a so-called three degrees of influence (TDI) theory [14] , which states that any individual's social influence ceases beyond three degrees (friends'friends'friends), and therefore suggests a local effect. A recent study also shows that a local approximation works fairly well for the global measure of collective influence [15] . The above situation bares a seemingly paradox, which inspires us to ask a fundamental question: is there a local aspect hidden in the overall global nature of spreading processes?
Here we discover this hidden local aspect and provide a theoretical explanation for its origin, in both random networks and real OSNs (see Methods). We find ubiquitously bimodal behavior of any stochastic spreading process described by the Susceptible-Infected-Recovered (SIR) model [4, [16] [17] [18] (see Methods): the information either spreads virally to a large set of nodes, whose fraction (with respect to the total number of nodes in the network) is of order one (Fig 1A and 1C) , or diminishes quickly beyond a local length scale (the influence radius). The viral and local phases are unambiguously separated, and it can be shown that the local phase plays the key role in the quantification of influence. Indeed, we show that, the influence, or the spreading power, of any node can be quantified from pure local network structure within the influence radius. Mapping the SIR model to a bond percolation [4, 19] further reveals the analogy between the influence radius and the correlation length in critical phenomena, which provides a physical understanding for the existence of this local length scale.
Spreading power-To quantify the influence of an arbitrary node i, we define the single node spreading power S(i) as the average number of active nodes,
where g(i, s) is the probability that a total of s nodes are eventually activated by node i in a network of N nodes. We find that the distribution function g(i, s) has two important features: (i) It consists of two peaks, which correspond to local and viral spreadings respectively. The local peak is located at small s, while the viral peak is centred at significantly larger s (Fig 1A and C) . Furthermore, the viral peak is δ-function-like, whose location is independent of node i and different stochastic realizations (SI. Sec. II).
(ii) The two peaks are separated by a wide gap, which implies that one may introduce a filter parameter to distinguish them. The two features are explored below within the framework of percolation theory.
We first map the SIR spreading to a bond percolation [4, 17] , where every link (bond) has a probability β to exist and 1−β to not exist (see SI Sec. III for the more general case where β is link-dependent). The final network forms many connected clusters of different sizes. It has been proven that, the probability distribution function g(i, s) in Eq. (1) is exactly equivalent to the percolation size distribution function p(i, s), where s is the size of the cluster that the node i belongs to [4, 20] . According to percolation theory, a giant component of size s ∞ emerges above the percolation transition threshold β c (see Fig. 1B ), where p(i, s) splits into a finite (non-giant) part p f (i, s) and a giant part p(i, s ∞ ) (see Fig. 1C and SI Sec. II).
The size of s ∞ is proportional to N, and depends on β.
we may approximate Eq. (1) as,Ŝ
where
. In other words, the spreading power is the product of the giant component size and the probability that this node is in the giant component. In random networks, theoretical formulas forŜ(i) are obtained (see SI Sec. IV and V). Our calculation yields p(i, s ∞ ) = 1−(1−q) k i , where k i is the degree of node i, and s ∞ = N ∞ k=1 P (k) [1−(1− q) k ], where q is the probability of a random link to be connected to the giant component, and is determined from a self-consistent equation q = β
average degree k and degree distribution P (k) [21] .
Next, we show that the wide gap between the two peaks in p(i, s) (Fig. 1C) can be used to distinguish between viral and local spreadings. In any SIR process, once the number of activated nodes reaches a threshold parameter m, the simulation could be terminated since this process is known to become most likely viral. We thus obtain a second approximated form of the node spreading power -the truncated spreading power,
wherep(i,s ∞ ) = N s=m p(i, s), ands ∞ = N i=1p (i,s ∞ ). It turns out that percolation theory provides a fundamental approach to determine m. In fact, according to the theory, the distribution p f (i, s) has a fast decay tail e −s/s * , where s * gives a characteristic size of the finite components [22] [23] [24] . For any m ≥ s * , the error introduced inS(i) by truncating this tail is small (see Fig. 2A for a comparison between S(i) andS(i)). Figure 2B shows that the relative error E r (i, m) ≡ [S(i) − S(i)]/S(i) decays quickly with m, and becomes negligible when m ≥ s * (see SI Sec. IV and V for a theoretical calculation of the error in random networks). The collapsing of the tails of E r (i, m), which is essentially related to the integral of p f (i, s), further reveals that s * is independent of i. The characteristic size s * has an important application: once it is determined either theoretically or numerically, it can be used as a threshold for the parameter m. As long as m is chosen to be above s * (see SI.
Sec. VI), the truncated spreading powerS(i) is a good approximation for S(i), and its error is well controlled.
The average of p(i, s) gives the global cluster distribution function p(s)
. Its finite part p f (s) has the same tail as that of p f (i, s) [19, 22, 23 ] (see Fig. 1D ),
which can be used to obtain s * theoretically in random networks [22] . For example, in an Erdos-Renyi (ER) network, we obtain s * ER = 1 β k −1−ln β−ln k (see SI Sec. IV). An expansion of this expression around the percolation transition β c gives the critical scaling s * ∼ |β−β c | −1/σ , with the mean-filed exponent σ = 0.5. For real OSNs, s * is obtained by fitting the simulation data to the exponential tail in Eq. (4) (see Fig. 1D and SI. Sec. VII). Figure 1D inset shows that s * in real Facebook OSN also satisfies the critical power-law scaling.
To reveal the topological meaning of the characteristic size s * , we define an influence radius ℓ * associated to s * . We perform SIR simulations until s * nodes are activated and assign the maximum distance between the seed and active nodes, averaged over all realizations and nodes, to be the influence radius ℓ * . For a typical β such that s ∞ = 0.3N, we find that ℓ * ∼ 3 − 4 in all OSNs studied, which is significantly smaller than the network diameter, see Fig. 2C . This result shows that if an SIR spreading is local, then it would vanish within three to four steps, otherwise, it will spread to about s ∞ = 0.3N nodes. Note that ℓ increases when β → β c (see Fig. 2D ), whose scaling is discussed in SI Sec. IV. This behavior is analogous to a critical phenomena of a continuous phase transition: at the critical point, the correlation length diverges, but as long as it moves beyond the critical point, a characteristic scale appears.
The above analysis resolves the seemingly paradox: while it is shown that the information spreading is a general global process due to the viral spreading, the influence of any node basically only depends on its local network environment. An important product of this finding is a scalable algorithm to identify best spreaders, which is detailed below.
Algorthim-We aim to find the best
set W of L candidates with average properties [25] (see SI Sec. VIII), such that the solution maximizes the collective spreading power S(V) = N s=1 s p(V, s), where p(V, s) is the probability that a total of s nodes are activated by the M spreaders. In the same spirit of the single node spreading powerS(i), we introduce a truncated collective spreading power
is the probability that at least a cluster of m nodes are activated by the M spreaders (see SI. Sec. II, IV, and V). While the computation time for S(V) linearly increases with N, it becomes N-independent forS(V).
We propose a percolation-based greedy algorithm (PBGA) (see Methods and SI. Sec. IX), that adapts the natural greedy algorithm (NGA) [1] . As expected, simulation results show that the computational time of PBGA is almost independent of network size N (Fig. 3 ).
This reduction becomes significant for a world-wide OSN. In SI (Tabel S1), we summarize the theoretical time complexities of PBGA, NGA, and other widely used algorithms, including brute-force search (BFS), maximum degree (MD), maximum k-shell (MKS) [2] , genetic algorithm (GA), maximum betweenness (MB) [11] , maximum closeness (MC) [12] , maximum Katz (MK) index [13] , eigenvector method (EM) [26] , and maximal collective influence (MCI) [15] . Among these algorithms, only PBGA, MD and MCI have N-independent theoretical computational complexities.
We next quantify the algorithm performance by comparing the collective spreading power S(V) of the solution set V from different algorithms (Fig. 4A ). Our results show that for the entire range of studied M, the three algorithms, PBGA, NGA and GA, have the best performances. Remarkably, the three algorithms give solutions indistinguishable from the true optimum, when M is small (Fig. 4A inset) . In fact, we conjecture that for any M, the solution of PBGA should be nearly optimized.
To support this, we analyze two lower bounds of the performance ratio PR ≡ S(Ṽ)/S(V * ) between the PBGA performance S(Ṽ) and the exact optimal performance S(V * ) (see Fig. 4B ): (i) a combined bound
}, where U * is the set of M nodes with the maximum individual probability p(i, s ∞ ), and (ii) an approximated bound PR
, that becomes rigorous in random networks (see SI. Sec. X). The two rigorous boundaries,
, work well in the small and large M limits respectively, where they both approach to one, and the approximated bound PR min approx ≈ 1 for any M value considered. Considering the above analysis, we argue that PBGA gives a nearly optimized solution for an arbitrarily given number M of spreaders.
Because the characteristic size s * grows when β approaches to β c , the reduction of the computational time of PBGA would become smaller. However, we show that the solution obtained by PBGA at a fixed β 0 (β 0 > β c ) can be nevertheless applied to any β (β > β c , see SI. Sec. XI for the case β < β c ). Indeed, ifṼ 0 is the solution obtained by PBGA at β 0 , then the performance S(Ṽ 0 ) measured at any other β is equivalent to S(Ṽ β ), as long as β > β 0 , whereṼ β is the solution obtained at β (see Fig. 4C ). On the other hand, the performance S(Ṽ 0 ) worsens when β < β 0 and decreases towards the critical point β c . However, even in the worst case studied (when β ∼ β c ), S(Ṽ 0 ) is still about 60% of S(Ṽ β ) (see Fig. 4C ).
Our result suggests that the influence of nodes mainly depends on the network structure, rather than on the dynamical parameter β. When the actual value of β is unknown in real problems, the PBGA could still give a reasonably good solution, as long as β 0 is chosen to be grater than and not too close to β c .
In this letter, we show from first principles that any node's influence can be quantified purely from its local network environment, based on the nature of the spreading dynamics. Our approach is distinct from other local attempts, which usually use some distance truncation strategies to approximate a global measure. For example, while the collective influence is in principle a global measure, it could also be well approximated using local network structure within a distance parameter ℓ [15] (see SI. Sec. IX). Our findings here explain why such a local approximation works well, and furthermore, our influence radius ℓ * may provide the optimal value of this local distance parameter ℓ [27] .
Summary of methods
Data sets-We investigate nine real-world data sets (see SI Sec. I for details). The undi- Dynamical model-The SIR model was initially introduced in the context of disease spreading [16] , and has been supported by many recent empirical observations [28, 29] and social experiments [30] . The process starts with an initial set of active spreaders. At each time step, the active nodes attempt to activate their inactive neighbours with a constant probability β. The attempt is only carried out once; the active nodes then enter the recovered state, where they cannot make further attempts to active their inactive neighbours in subsequent steps.
Percolation-based greedy algorithm -The main strategy of PBGA is as follows: we (i) first find the best spreaderṽ 1 with the maximal individual spreading powerS(ṽ 1 ) (in this study, we use m = 2s * in the calculation ofS), (ii) then fixṽ 1 and find the second best spreaderṽ 2 that maximizes the collective spreading powerS(Ṽ) forṼ = {ṽ 1 ,ṽ 2 }, and (iii) repeat this process M times until M spreadersṼ = {ṽ 1 ,ṽ 2 , . . .ṽ M } are selected. As a greedy algorithm, the PBGA maximizes the marginal gain in the objective functionS(Ṽ) at each step. Note that, replacing the objective function by the real spreading power in the above procedure would basically recover the NGA (see SI Sec. IX for more details). • CA-HepTh: The collaboration network of arxiv High Energy Physics-Theory (CAHepTh) [31] , is obtained from SLNDC. It contains 9877 nodes and each node has 5.26 edges in average.
• Email-Enron: The Enron email communication network [32, 33] • DBLP: The DBLP co-authorship network of computer scientists [34] is obtained from SLNDC. It contains 317080 nodes with average degree 6.62.
• QQ: The Tencent QQ, is a popular messaging software service in China. Two QQ users are connected if they are friends. The QQ network [35] has 1113435 nodes with average degree 14.41.
• LiveJournal: The LiveJournal network [34] followers.
• Delicious: Delicious.com is a web site for storing, sharing and discovering web bookmarks. The network of Delicious [36] subscribers has 582377 nodes with average degree 2.90.
II. SPREADING POWER
In this section, we give mathematical definitions of spreading powers. In Sec. IV and Sec. V, we will explain how to calculate these spreading powers theoretically in infinitely large undirected/directed random networks.
A. Node spreading power
Undirected networks
As discussed in the main text, the spreading power S(i) of node i is defined as
where p(i, s) is the probability that node i belongs to a connected component with size s 
where s ∞ is the size of the giant component in the super-critical phase (β > β c ), and
is the probability of node i belonging to the giant component. Note that when N → ∞, the giant component is unique (see Sec. II A 3), and therefore the giant component size
and we approximate this narrow distribution as a δ-distribution. The giant component size
To reduce the time complexity in computation, we further define a truncated spreading power to approximate Eq. (6),S
wherep
Here we use a parameter m to distinguish a giant component from a non-giant component.
The role of m is discussed in details in the main text. In practice, we use the Monte Carlo method to evaluate the summation in Eq. (10) . We calculate the average of N sample randomly picked nodes to sample the real average over N total nodes. For NOLA Facebook and Macau
Weibo networks, Fig. 6 shows that N sample = 500 Monte Carlo samples are sufficient to have an accurate estimate ofs ∞ . Fig. 7 shows that the truncated spreading powers ∞ agrees well with the exact spreading power s ∞ .
Directed networks
A percolation process on directed networks forms (i) a giant strongly connected component (GSCC) in which every node can be reached from every other, (ii) a giant-in component (GIN) in which every node can reach the GSCC, and (iii) a giant-out component (GOUT) 
in which every node can be reached from the GSCC, see Refs. [37] and Fig. 8 . The intersection of the GIN and the GOUT gives the GSCC. Any node i in the GIN would eventually influence every node in the GOUT (note that a node in the GOUT does not necessarily influence the GIN), and therefore the spreading power of node i should be the product of the size s ∞ out of GOUT, and the probability p in (i, s ∞ in ) of it being in the GIN: where
with s ∞ in and s ∞ out being the sizes of GIN and GOUT. The truncated spreading power is defined as
Here, in principle we could have two cut-off values m in and m out . In this study, we consider the simplified case where we set m = m in = m out .
FIG. 8:
An illustration of GIN and GOUT components in a directed network.
Uniqueness of the giant component size
Here we show that, in a percolated random network, there should be only one unique giant component, whose size is s ∞ . Therefore, for each node i, its s
In the supercritical phase β > β c , the ratio B. Set spreading power
Undirected networks
For a given set V = {v 1 , v 2 , · · ·, v M } of M nodes, the joint spreading power of the set V is defined as
where p(V, s) is the probability of a total of s nodes being influenced by the set V. If we neglect the non-giant components, then Eq. (17) becomeŝ
where p(V,s ∞ ) is the probability that at least one node in set V belongs to the giant component. The truncated set spreading power is defined as
wherep(V,s ∞ ) is the probability that at least one node in V belongs to a component whose size is greater than m. In practice, for each spreading simulation, one only needs to find the largest component influenced by any node in set V. If the size of this component is greater than m, then it is considered as the giant component, and the seeds in set V will influence the whole giant component.
Directed networks
For directed networks, Eq. (18) becomes
is the probability that at least one node in set V belongs to the GIN, and the truncated set spreading power becomes
is the probability that at least one node in V belongs to a in-component whose size is greater than m in .
III. FAMILY OF SUSCEPTIBLE-INFECTED-RECOVERED (SIR) MODELS
In the main text, we focus on the basic SIR model with a constant spreading rate β.
The basic SIR model may be generalized to a family of models, where the probability β is link-dependent. For example, we could assume β to be dependent on the degrees of nodes i and j connected to the link,
where b and α are two parameters. It is straightforward to generalize our formulas and algorithms to the generalized SIR model, by substituting β with β (i,j) . For example, Fig. 9 shows that the truncated spreading powerS(i) also agrees well with S(i) for the generalized SIR model, in both NOLA Facebook and Macau Weibo networks. 
IV. THEORY FOR UNDIRECTED RANDOM NETWORKS
In this section, we use the percolation theory to calculate the spreading power, the error of the truncated spreading power, the characteristic size s * , and the influence radius ℓ * , in undirected random networks.
A. Spreading power
We first derive theoretical formulas for theŜ(i) (Eq. 6) in an undirected random network with arbitrary degree distribution P (k). Because random networks have locally tree-like structures, the spreading power of a node i only depends on its degree k i . Let q be the probability of a randomly chosen link belonging to the giant component, then we could
Here the term (1 − q) k i is the probability that none of the node's links is connected to the giant component. Thus 1 − (1 − q) k i is the probability that at least one of its links is connected to the giant component, i.e., the probability of the node being connected to the giant component. According to Eqs. (7) and (23), the giant component s ∞ is
For the set spreading power,
where,
A similar argument can be applied to the link probability q. If a link is connected to a node with degree k, then this link is connected to the giant component, when at least one of the remaining k − 1 links is connected to the giant component [38, 39] ,
Here k is the average degree,
is the probability that a randomly chosen link leads to a node with degree k, and [1 − (1 − q) k−1 ] is the probability that at least one of the other k − 1 neighbours is connected to the giant component. The probability q of a randomly selected link belonging to the giant component is the probability that at least one of the other k − 1 neighbours is connected to the giant component, multiplied by the probability β that this selected link is occupied in the percolation process.
We summarize how to calculate the theoretical spreading power in random networks: for given P (k) and β, we first solve Eq. (26) numerically to obtain q, then plug its value into Eqs. (24) and (23) to get s ∞ and p(i, s ∞ ), and finally use Eq. (6) to obtain the spreading powerŜ(i). A similar strategy can be used to calculate the set spreading powerŜ(V).
B. Generating functions
To evaluate the error of the truncated spreading powerS(i) and the characteristic component size s * , we use the generating function method [22] . For an undirected random network, the generating function g 0 (x) for the degree distribution P (k) is
and the generating function g 1 (x) related to the branching process is
For a bond percolation (spreading) process with β ∈ [0, 1], the generating functions be-
and
According to Ref. [22] , we also obtain the generating function H(x) for the component size s,
We use Eqs. (28), (30) , and (32) to solve Q(x) numerically for any given β and P (k), and use Eq. (31) to obtain H(x).
The expansion of H(x) gives the probability p(s) = 1 N N i=1 p(i, s) that a randomly selected node belongs to a component with size s,
where the summation ′ does not include the upper limit s ∞ . In the sub-critical phase β < β c , H(1) = 1; in the super-critical phase β > β c , 1 − H(1) = s ∞ /N, which means that the probability to find the giant component s ∞ is s ∞ /N > 0. As in Ref. [22] , we use the Cauchy formula and the residual integration to calculate p(s):
where H(z) is an analytic continuation of H(x) to a complex domain.
The generating function H(i, x) of an individual node i can also be obtained. If we randomly keep fraction β of links connected to node i, then the generating function of its
Similarly, the generating function for the size of component containing node i is :
which can be used to get the probability distribution p(i, s),
C. Error of truncated spreading power
In this subsection, we show how to evaluate the error of the truncated spreading powers ∞ ) ), which will be discussed in details below.
We first discuss the error of the giant component sizes ∞ . Because we count any non-giant component with size s ≥ m as the giant component, it introduces an error. The absolute
where we have used s ∞ = N[1 − H(1)], see Ref. [22] . In practice, H(1), p(1), p(2), · · · , p(m)
are calculated numerically using the generating function method discussed in Sec. IV B. We further define a relative error as
.
Next we consider the error of the probabilitiesp(i,s ∞ ) andp(V,s ∞ ). The error ofp(i,s ∞ )
comes from the over-estimate of non-giant components with sizes larger than m, as can be seen from Eq. (9). Thus the absolute error ǫ
where p(i, s) is calculated using the Cauchy formula and the residual integration as p(s) in
Since individual nodes are uncorrelated in random networks, the truncated set spreading
Here i∈V 1 −
is the probability that all nodes in set V belong to components with sizes smaller than m. Thusp(V,s ∞ ) is the probability that at least one node belongs to a component larger than size m. According to Eq. (41), the absolute error ofp(V,s ∞ ) is
When V = {i}, we recover the single node error Eq. (39).
With the above two errors obtained, we now write down the relation between S(i) and
which gives the total absolute error E a (i, m) =S(i) − S(i), and the total relative error
S(i) − S(i)]/S(i).
This result can be also generalised to the set probability,
D. Characteristic component size
Here we discuss how to calculate the theoretical value of s * in random undirected networks using the generating function approach. Using the formula of the distribution function of finite (non-giant) component sizes [22] ,
where c is a constant, H(x) can be written as (see Eq. (33))
Note that here we use p f (s) to denote the distribution of components with finite sizes, i.e., 
Thus we have
The radius of convergence |x * | is equal to the distance between the nearest singularity of H(z) and the origin on the complex plane. It can be calculated by first numerically solving w * form the equation,
where G ′ 1 (x) is the first derivative of G 1 (x), and then plugging w * into the relation
For ER networks with average degree k , we have G 1 (x) = G 0 (x) = e β k (x−1) (see Ref. [22] ), which gives
According to Eqs. (50) and (48), we obtain
Expanding s * ER around β c = 1/ k gives the critical scaling,
The exponent −2 is consistent with the standard mean-field result. Note that, this scaling applies to any random networks.
The above analyse gives s * in p f (s) for the whole network. For any individual node i, it has its own individual size distribution function of the component containing i. Its corresponding characteristic value s * (i) is the singularity of H(i, z) nearest to the origin. It can be shown that
because the singularities in H(z) and H(i, z) are determined by the same function Q(z),
according to Eqs. (31) and (35).

E. Influence radius
We consider the average number z l of lth-nearest neighbors [22] ,
which is used to estimate the influence radius ℓ * ,
This gives an expression for ℓ * ,
Note that if we replace s * by N, and set β = 1, then we recover the expression for the average path length in random networks (see Eq. (53) in Ref. [22] ). For ER networks, z 1 = k , z 2 = k(k − 1) = k 2 , and β c = 1/ k , Eq. (58) becomes
where s * ER is given in Eq. (53). To obtain the critical scaling of ℓ * ER , we expand β around β c as β = β c (1 + ε), where ǫ ≪ 1. Substituting this expansion in Eq. (59), together with the critical scaling s * ER ∼ |ε| −2 , we obtain ℓ * ER ∼ − ln |ε|/|ε|. In the vicinity of β c , |ε| −1 diverges much faster than − ln |ε|. Thus the critical scaling of ℓ * ER is
which is exactly the same as the critical scaling of the correlation length in random networks [37] . The scaling (60) is examined in Fig. 11 , with an analysis of the finite size effect.
We have shown in Sec. IV D that s * (i) is independent of i. Based on this, it is easy to show that the individual node's influence radius ℓ * (i) is also independent of i. Indeed, because the number of nodes grows exponentially with ℓ * (i) (see Eq. (57)), and linearly with 
V. THEORY FOR DIRECTED RANDOM NETWORKS
Many OSNs have directed links. For example, in Twitter, the followers of a user are not always followed by this user. In this section, we discuss how to generalize our theoretical analysis from undirected to directed networks. As in the case of undirected networks, our theory is developed based on random networks.
A. Spreading power
In directed random networks, we use P (k i , k o ) to denote the joint degree distribution of in-degrees and out-degrees. For any randomly chosen directed link, let i be the node that can be reached along the direction of the link. Similar to Eq. (26), the probability q in of this link being connected to the GIN satisfies a self-consistent equation:
where, to obtain the second equality, we have used the property P (
and the definition of the average in-degree
Similar to Eq. (23), the probability p in (i, s ∞ in ) of a randomly chosen node i belonging to the GIN is
and similar to Eq. (24), the GIN size s ∞ in can be written as
For a set V of nodes, we have
It is straightforward to generalize the theory to GOUT quantities, such as q out and s ∞ out . For any randomly chosen directed link, let j be the node that can be reached along the opposite direction of the link, and q out be the probability that j belongs to the GOUT. Then we have,
Equations (62) and (66), together with the definition Eq. (11), gives the node spreading powerŜ(i). The theoretical predictions are compared to numerical simulations in Fig. 13, showing a good agreement.
B. Generating functions
For a directed random network, the generating function corresponding to the joint degree and the generating functions related to the branching process are
for in-and out-degrees respectively. Here k i = k o , since every in-degree for the destination node is also the out-degree for the source node. For a bond percolation (spreading) process, the corresponding generating functions become [40] :
The generating function H out (x) for the size of component that can arrive at a randomly selected node (including this node) is:
is the generating function of the nodes reached by the incoming links in the branching process. Expansion of H out (x) gives
Similarly, we obtain the in-degree generating functions as
The above formulas are used to describe the global generating functions. One may also derive generating functions for single nodes. In particular, for a given node i with out-degree 
which can be expanded as
In this subsection, we discuss how to estimate the truncated spreading powerS(i) in Eq. (13) We first obtain the absolute error of the out-giant component sizes
Its relative error is
Next, we consider the absolutely error ofp
and its relative error,
For the set spreading power
we obtain the absolute error ofp(V,s
From the above analysis, the estimated spreading power of node i can be written as
where we have used the simplification m = m in = m out . Similar to the case of undirected networks, the absolute and relative errors,
, are calculated from generating functions given in Sec. V B. This result can be also generalized to the set spreading power:
D. Characteristic component size
Both H out (x) and H in (x) can be expanded similarly to Eq. (46):
where, c out and c in are two constants. We use the same method as described in Eqs. (47) and (50) 
VI. DETERMINING THE FILTER PARAMETER m FOR REAL OSNS
Unlike random networks, real networks usually have more complicated structures and could not be analyzed theoretically. But again we can utilize the existence of the characteristic size s * to set a bound for the parameter m. The truncated spreading power is considered to be a good approximation as long as m ≥ s * .
In some cases, the characteristic size s * is unavailable in real OSNs. In such a case, one may determine m using the following approach. Figure 15 shows that the cumulative distribution function (CDF) F (m) ≡ 
VII. DETERMINING THE CHARACTERISTIC COMPONENT SIZE IN REAL OSNS
While we have discussed how to obtain the theoretical characteristic component size s * of random networks (Sec. IV D and Sec. V D), for real OSNs, we have to determine s * numerically. We find that the distribution p f (s) generally has an exponential tail e −s/s * , as described by Eq. (45), from which we obtain the fitted s * (see Fig. 16 ). The p f (s) of several OSNs (such as Delicious, Email-Enron, and LiveJournal), has some small peaks at large s (note that they are not the giant component). These peaks may be caused by the existence of well-connected small communities, and are not considered in our fitting. 
VIII. OPTIMIZATION PROBLEM
A genetic version of the optimization problem is to identify a given number M of best spreaders from the whole set of network nodes [1] . Solving this problem in typical OSNs is not too difficult (when the size is not too large). Indeed, Fig. 17 shows that selecting the nodes with maximum degrees works well in this case. Moreover, the relative performance
S(V)/s
∞ converges quickly to one. When M 4, the influence of M hubs already covers the entire giant cluster s ∞ . Thus, for this simple version of the optimization problem, it is not highly demanded to develop more sophisticated optimization algorithms.
A modified version of the optimization problem is to identify the M best spreaders from a given set of candidates. A more formal definition is: from a network with N nodes, we first choose L number of nodes as the candidate set W, from which we want to find the set V of M nodes that have the maximal set spreading power S(V). From the commercial point of view, most influential individuals are usually celebrities who are expensive to be targeted, and therefore it is more cost-effective to choose average users as candidates [25] .
In this study, we focus on this modified version, and choose nodes with average degrees as candidates. 
IX. OPTIMIZATION ALGORITHMS
A. Algorithms based on the spreading power There are many different types of algorithms to solve the optimization problem described in Sec. VIII, ranging from simple algorithms based on heuristic measures to sophisticated computer algorithms. Here we give a brief description of the algorithms used in this study. In the discussion of the time complexity, we assume that the number E of edges is in the same order as the number of nodes N in the network. Therefore we replace the variable E with N in the formula of computational complexities. We also generally ignore the dependence of the computational complexity on other parameters that are not in the same scale of N, like M, L, or other algorithm parameters. 
Natural greedy algorithm (NGA)
The natural greedy algorithm is adopted from Ref [1] . Its brief process is:
1. For every source node in the candidate set L, we obtain their individual spreading power 
Percolation-based greedy algorithm (PBGA)
The basic idea of our percolation-based algorithm is similar to that of the NGA (see Methods in the main text). According to Eq. (13), we only need to consider the probabilitỹ p(i,s ∞ ) of the node being in the giant component, since the giant component sizes ∞ is a constant. In practice, our algorithm is designed as follows. We first find the best spreaderṽ 1 with the highest probability in the giant component. Then we findṽ 2 that has the highest probability being in the giant component given the condition thatṽ 1 is not in the giant component. In this way, the nodeṽ 2 gives the maximal gain of the conditional probability that at least one of the node in V = {ṽ 1 ,ṽ 2 } belongs to the giant component. The procedure is repeated until we find the set V = {ṽ 1 ,ṽ 2 , . . .ṽ M }. Below we outline our algorithm:
1. Starting from L candidate notes (seeds), we simulate the spreading process by activating their neighbours with probability β, as in the SIR model. The spreading of L seeds are simulated simultaneously. We stop the spreading process from a source either when the component containing the source reaches size m, or the spreading dies out naturally (see Fig. 18 ). The source belongs to the giant component in the former case, and to a non-giant component in the latter case. Note that because we perform the simulations of L seeds in parallel, the nodes in the component containing a certain source may be activated from other seeds.
2. We repeat step-(1) many times. Each time, we save the set of seeds that belong to the giant component as A k , where k = 1, 2, . . . , K.
3. Extract the best spreaderṽ 1 that appears most frequently in the K sets A 0 =
Remove any set A k that containsṽ 1 from A 0 . We denote the remaining as A 1 , which only consists of set A k that does not containṽ 1 .
4. Extract the second best spreaderṽ 2 that appears most frequently in the remaining sets A 1 . Remove any set A k that containsṽ 2 from A 1 , and denote the remaining as A 2 .
5. Repeat step-(4) until we find the M best spreaders V = {ṽ 1 ,ṽ 2 , . . . ,ṽ M }.
Since none of the steps in this algorithm iterates through all nodes/edges, the computational complexity is of order O(1).
Genetic algorithm (GA)
The basic procedure of the GA is: (i) first we generate a number of initial individuals; (ii) • Initialization -From the candidate set W which contains L nodes, we randomly choose M nodes as spreaders. We call such a choice as an individual, i.e., each individual is a set V that consists of M selected spreaders. A total number of n 0 individuals are generated at the initialization step.
• Crossover -We randomly choose two individuals to apply the crossover operation.
To cross over two individuals V 1 and V 2 , we first find their intersection
If the size of V cro is smaller than M, |V cro | < M, then we add M −|V cro | nodes randomly chosen from the set (
is the set of nodes that belong to the union (V 1 ∪ V 2 ) but not to the intersection (V 1 ∩ V 2 ). After this step, the size of V cro is guaranteed to be M. We generate a total number of n cro crossovered individuals.
• Mutation -Each node in an individual V has a probability ρ to be deleted. Let the deleted set be V + and the remaining set be V − (note that V = V + ∩ V − ). We then randomly choose |V + | nodes from the set W \ V − and add these nodes to V − to generate a new individual V mut , whose size is also M. The mutation is only operated to initial individuals but not to crossovered individuals. Thus we generate a total number of n mut = n 0 mutated individuals.
• Selection -From initialization, crossover, and mutation, we obtain in total 2n 0 + n cro individuals. These individuals are ranked according to their set spreading powerS(V).
The best n 0 individuals are selected for the next generation.
• Termination -The above steps form one iteration. We terminate the process after N iter iterations, and the final solution is the best individual in the last generation.
In our simulations, we use the following parameters: n 0 = 1000, n cro = 500, ρ = 0.1, N iter = 100. The computational complexity is proportional to N in getting the spreading power, whereas the other parameters do not depend on N. Thus the overall complexity is O(N).
B. Algorithms based on heuristic measures
Maximum degree (MD)
This method selects the first M nodes with the highest degrees (hubs), thus its computational complexity is as low as O(1). This method is fast but usually unreliable in real networks when β > β c . This is because when β > β c , the spreading can reach much further than the nearest neighbors. The MD method simply ignores network information beyond the nearest neighbors, as well as the degree-degree correlations among the hubs.
Maximum k-shell (MK)
K-shell (or k-core) index is a measure of the centrality of a node inside a network [2] . In the k-shell decomposition, nodes with degree one (leaves) are removed successively until no more leaves are left. These removed nodes are labeled as k-shell index k s = 1. Next, all left nodes with degree two (k s = 2) are removed. The procedure is repeated, and is terminated until all nodes are labeled. As the name implies, the node with a high k-shell index is deeply embedded in the network's core. Its computational complexity is O(N), proportional to the network size.
Maximum betweenness (MB)
The betweenness centrality is another centrality measure of individual nodes. For the node of interest, betweenness is the sum of the fraction of shortest paths between any two other nodes in the network passing through this particular node. Thus the higher is the betweenness, the more central is the node. The computational complexity is O(N 2 ) for the efficient betweenness algorithm developed in Ref. [41] .
Maximum closeness (MC)
The closeness is associated with the distance of a node with all other nodes, where distance is the length of the shortest path between two nodes in the network. It is defined as the reciprocal of the total distances between this node and all other nodes in a connected network. Therefore the node with the smallest sum of distances has the largest closeness.
In terms of finding influential spreaders, the nodes with the higher closeness indices are considered to be more influential spreaders. Its computational complexity [42] is O(N 2 log N).
Maximum Katz (MK)
Unlike betweenness and closeness, the Katz centrality takes into account of all paths, rather than only the shortest path, between a pair of nodes [43] . The Katz centrality is based on the adjacency matrix. The longer path has an exponentially less weight, as each additional unit length in the path is penalized by a constant decay factor. The nodes with the higher Katz centrality correspond to better spreaders. In general, its computational complexity is O(N 3 ), although Ref [44] proposed that it is possible to lower the complexity to O(N).
Eigenvector method (EM)
This method uses the eigenvector corresponding to the largest eigenvalue of the adjacency matrix to estimate the influence of a node. The nodes are ranked according to their corresponding values in the eigenvector, with the largest being the most influential. Let the largest eigenvalue of the adjacency matrix B be λ, and its eigenvector be v, then they satisfy Bv = λv. The elements with the larger value in v is given higher eigenvector centrality.
This measure is related to the Katz centrality. Its computational complexity is O(N).
Maximum collective influence (MCI)
The collective influence (CI) of node i is defined as the product of its reduced degree (k i − 1) and the total reduced degree of all nodes at distance ℓ from it, i.e., CI ℓ (i) =
, where ∂Ball(i, ℓ) is the frontier of a ball of radius ℓ (defined as the shortest path) around node i [15] . The CI is exact when ℓ → ∞, but can be well approximated using a finite value of ℓ. This approximated version of CI is a local measure with computational complexity O(1). However, even the exact CI should be considered as an approximation ofS(i), because: (i) by definitions, CI only considers the central node i and all nodes on the frontier of a ball, whileS(i) takes into account all nodes inside a ball,
(ii) the CI is originally derived for the Linear Threshold model, which is different from the SIR model considered here, (iii) the CI is originally derived from the cavity method based on locally tree-like network structures, while real OSNs usually have short loops (note that S(i) does not require the network to be locally tree-like). Interestingly, we expect that our influence radius ℓ * gives a reasonably optimized ℓ in CI, which may provide a solution for the question raised in Ref. [27] . In this study, we use ℓ = 3 ≃ ℓ * .
C. Comparisons of time complexities and performances
The theoretical computational complexities of the above discussed algorithms are summarized in Table I . Their performances in Macau Weibo network are compared in Fig. 19 . 
X. PERFORMANCE BOUNDARIES OF PBGA
Because the PBGA is a greedy algorithm, it does not necessarily give the optimal solution.
In this section, we discuss how to analyze its performance boundary. Note that the methods discussed below can be easily generalized to evaluate the performance boundaries of other algorithms. LetṼ = {ṽ 1 ,ṽ 2 , . . . ,ṽ M } be the best M spreaders identified by the PBGA, and V * = {v * 1 , v * 2 , . . . , v * M } be the rigorous optimal solution, then the performance ratio is
Below we discuss how to find lower boundaries for the PR(M) by establishing upper bounds of p(V * , s ∞ ). Note that our derivations are independent of the approximated scheme we used to calculate p(Ṽ, s ∞ ) and p(V * , s ∞ ). The rigorous boundaries I and II are "rigorous" in the sense that, if the exact values of p(Ṽ, s ∞ ) and p(V * , s ∞ ) are used, then these boundaries are also exactly valid. However, numerically we use the approximated valuesp(Ṽ,s ∞ ) and p(V * ,s ∞ ) to replace p(Ṽ, s ∞ ) and p(V * , s ∞ ), in order to reduce the time complexity in the computation.
A. Rigorous boundary I
Because p(V * , s ∞ ) is the probability that at least one of the nodes in V * belongs to the giant component, it has to be smaller than the summation of individual probabilities,
where U * = {u * 1 , u * 2 , . . . , u * M } is the first M nodes with the maximum individual probabilities. Note that generally U * could be different from the optimal solution V * . While V * is difficult to find, it is easy to find the set U * by simply calculating and sorting individual probabilities.
We then have a rigorous lower boundary,
such that PR ≥ PR min 1 . This boundary works well when M is small. In particular, when M = 1, the set U * is identical to the optimal solution V * , and therefore PR = PR min 1 .
B. Rigorous boundary II
Because our M spreaders are selected from L candidates from a given set W, obviously the probability p(V, s ∞ ) for any V (including the optimal V * ) should be smaller than p(W, s ∞ ), which is the probability that at least one node in the candidate set W belongs to the giant component. We define the second rigorous lower boundary PR min 2 as,
where the joint probability p(W, s ∞ ) can be computed unambiguously without knowing V * .
This boundary works well for large M. When M → L, it is clear that V * = W (every candidate has to be selected), and therefore PR → PR 
C. Approximated boundary
The third boundary we discuss here only applies rigorously to random networks, and is considered as an approximated boundary for real OSNs. We first approximate p(V * , s ∞ ) as The equality holds for large random networks, wherein notes are completely uncorrelated.
Given U * as the set of nodes with the largest M individual probabilities, from Eq. (94) we further obtain
Combing this result with the definition Eq. (90) gives our approximated lower bound (see .
XI. NON-VIRAL (LOCALIZED) SPREADING
In the main text, we focus on the viral spreading case with β > β c . For random networks with power-law degree distributions, β c = k k 2 − k = 0, and thus the condition β > β c always holds (β is non-negative by definition). Although real OSNs usually also have powerlaw degree distributions, their critical thresholds β c are generally nonzero, due to complex network structures and finite-size effects. Fortunately, the spreading problem in the non-viral spreading phase is much simpler, because the spreading power usually can be well estimated using only the first and the second nearest neighbors (as shown in Fig. 21 ). In this case, the problem of selecting the best spreaders can be mapped onto a covering problem. In particular, the method developed in Ref. [45] can be efficiently applied. is the estimated spreading power using only first and second nearest neighbours.
