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ABSTRACT 
Certain Adams type linear k-step formulas of order p, denoted by 
A(k,p), are studied. Interest is in their use in the numerical solution 
of systems of ordinary differential equations (with initial conditions) 
which are stiff or "time constant limited," or mildly so. 
The two parameter families A(4,3) and A(5,4) are analyzed. For each 
family, sharp bounds on appropriate parameters are given for A^-stability, 
A(0)-stability, and stiff stability, respectively. Known corresponding 
results for the one parameter families A(3,3) and A(4,4) follow immediate­
ly-
Corollaries of certain theorems of Jeltsch (1976) are derived for use 
in proofs of the above results. Jeltsch gives necessary and sufficient 
conditions on p(ç) and a(ç) for A^-stable formulas to be A(0)-stable or 
stiffly stable. The corollaries give corresponding conditions on r(z) and 
s(z) . 
The error constant, the a of A(a)-stability, the D of stiff stabili­
ty, and the decay rate at infinity are computed for several members of 
A(3,3), A(4,3), and A(5.4) which are stiffly stable and stable at in­
finity. One member is selected from each family for further study. For 
each, the region of absolute stability is given, and sample problems are 
solved numerically. 
1 
I. INTRODUCTION 
Systems of ordinary differential equations arise often in the model­
ing of physical systems. Chemical kinetics, electrical circuit theory, 
nuclear reactor dynamics and biology are a few such areas. From a mathe­
matical point of view, the solutions of these systems are usually well be­
haved. However, systems of equations in the above-mentioned areas fre­
quently have solutions with both slowly- and rapidly-decaying components, 
a situation which makes the problem stiff. This causes most conventional 
numerical solution methods to be impractical because of extreme limita­
tions on stepsize due to absolute stability requirements. Stiff systems 
are also described as "time constant limited" or "having large Lipschitz 
constants." 
The desire to solve stiff systems provides motivation for this study. 
This introduction will provide a framework for discussion: linear multi-
step formulas (LMFs) are briefly reviewed, the problem of stiffness is 
illustrated, and some implications of stiffness for LMFs are presented. 
In Chapter II, useful reformulations of some known theorems on A(0)- and 
stiff stability are established for later use. Chapter III gives motiva­
tion for considering some generalizations of the classical Adams-Bashforth 
and Adams-Moulton methods for use on stiff problems; families of these 
methods of orders three and four are developed and analyzed in Chapters IV 
and V, respectively. 
In Chapter VI, certain me-'c&rs of the families developed are selected 
for numerical testing, and their suitability for stiff problems is exam­
ined. Numerical testing of selected formulas is done in Chapter VII. 
2 
Conclusions and some directions for future work are contained in Chapter 
VIII. 
Henrici (1962), Gear (1971), and Lambert (1973) are good texts for 
many of the ideas reviewed in this introduction. 
A. The Problem 
Let R denote the real numbers, and let N be a positive integer. The 
general problem to be solved is the initial value problem (IVP) in ordi­
nary differential equations (ODEs): 
y'(t) = f(t,y(t)), y(a) = n (1.1) 
-r ^ 
where y, f, risR" and a, beR. f, n, a, and b are given; the problem is to 
find a differentiable function y(t) for tE[a,b] that satisfies (1.1). 
Theorem 3.1 of Henrici (1962) provides general sufficient conditions for 
the existence of a unique solution to the IV? (1.1), and it will be 
assumed in this work that these conditions are satisfied. 
The special case of (1.1) which is of interest in this work is the 
stiff case, where the eigenvalues of the Jacobian matrix (t,y(t)) have 
oy 
negative real parts and are widely separated. The term "stiff" is used to 
describe this case because the situation arises in ODEs describing the 
motion of a classical system of masses connected by springs of various 
stiffnesses. 
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B. Linear Multistep Formulas 
To simplify the present discussion, consider only a single equation 
to be solved, i.e., N = 1. Most of the generalizations to a system are 
straightforward, and are noted in Section 4. 
1. Notation 
To find a numerical solution to the problem, discretize it by letting 
t^ = a T mh, m = 0, 1, 2, ..., where h > 0 is called the (fixed) stepsize. 
Let y^ denote the approximation produced numerically at t^, that is, 
y = y(t ), and let f = f(t ,y ). Let k be a fixed -oositive integer, 
m m m m m 
The general linear k-step formula for solving (1.1) is given by 
k k 
Z = h- E 8 f , n = 0, 1, 2, ... (1.2) 
i=0 ^ ^ * i=0 
where i = 0, . . . , k, are constants of the formula not depending 
upon n. Further, f 0 and la^] + [Bg| > 0. These formulas are also 
called linear multistep formulas (LMFs) or linear multistep methods. 
Although numerous classes of numerical methods have been proposed for 
stiff systems, only LMFs are considered in this work. For a general 
survey of methods (and several "real world" stiff problem areas), see, for 
example, Bjurel et al. (1970). 
2. Order, stability, and convergence 
Define the polynomials c(ç) and a(ç) associated with (1.2): 
k k 
p(;) = z a,;^, ?(;) = : s 
i=0 i=0 
It will be assumed that o(0 and have no common factor. 
To begin an analysis of the error committed in using (1.2), define 
k 
L[y(t); h] = S [a.y(t + ih) - hS.y'Ct + ih)] 
1=0 ^ ^ 
L may be considered to act on any differentiable function y(t). By 
Taylor's Theorem, it follows that 
L[y(t); h] = C^yCt) + C^hy'(t) + ... + C^h^y^^^Ct) + ... 
where 
Co = Go + 3^ + ... + 0%^ 
= (ct^ + 2^2 + .. . + ka^) - (Sq + • • • + 3^) 
" qT (^1 ^  -*^2 ^  ^ '°-k} ~ (q-1) ! ^^1 ^  8^ + . . . + k^ 3^) 
for q = 2, 3, 
provided y(x) is sufficiently differentiable. 
Definition The operator L and the formula (1.2) are said to 
be of order p if 
=C^ = ... =C ~0, but C ,- r 0. 
0 1 p p-1 
One way of comparing the accuracy produced by formulas of the same 
order is to consider the error constant. 
Definition The error constant of a formula of order p is de­
fined to be C = Cp_j_^/a(l) . 
To be worth using, an LMF must be convergent in some sense. In the 
following definition, Henrici's (1962) Theorem 1.1 is the N = 1 case of 
his Theorem 3.1. 
Definition An LMF (1.2) is called convergent if for all func­
tions f(x,y) satisfying the conditions of Henrici's (1962) Theorem 1.1 and 
all values of ri, the following holds: 
5 
If y(t) denotes the solution of the IVP (1.1), then 
lim y = y(t) 
h-^0 ^ 
t =t 
n 
holds for all t£:[a,b] and all solutions {y^} of the difference equation 
(1,2) having starting values y, = n  (h) satisfying lim n (h) = n ,  for 
^ h-O ^ 
U = 0, 1, ...,k-l. 
Definition An LMF (1.2) is called consistent if = 0. 
Definition An LMF (1.2) is called stable if all roots of p(y) 
are_< 1, and roots of modulus 1 are simple. 
A proof of the following fundamental result may be found in Henrici 
(1962) .  
Theorem 1.1 An LMF (1.2) is convergent if and only if it is 
consistent and stable. 
3. Implementing a complete algorithm 
Some of the problems involved in implementing a complete algorithm 
from an LMF (1.2) will be discussed. The LMF or family of LMFs used is 
certainly the most important part of an implementation, but other factors 
such as choice of stepsxze and error control can play a large part in an 
algorithm's performance. Stiffness will be shown to have a major impact 
on these considerations. 
First, note that y^ is given in (1.1) but y^, ..., y^_^ are needed 
before (1.2) may be applied. This "starting problem" is not that bad, and 
may be solved, for example, by using a 1-step formula at first. 
A second problem is that if 8^ f 0, then (1.2) is generally a non­
linear algebraic equation to solve for v , since f ,, = f(t , v ). 
° ^ ' n+k n+k n-rtc • n-rk 
6 
This implicitness occurs for important classes of methods, as will be 
seen. A predictor-corrector scheme is employed to handle this problem. 
An explicit = 0) predictor formula is used to compute y^^^ : 
yn+k,(0) - O-Yn+i + h ,2^ 6.2^^+.] 
* * 
Then, an implicit corrector formula (denoted here by a^'s and SL's) may be 
used in an iteration scheme: 
^n+k, (M+1) " ~ ^^^k^(^n-rk,^ii+k, (M)^ ~ / ^i^n+i ^  ^ ^i^n+i^ 
OL 1=0 1=0 
k 
for M = 0, 1, 2, ... (1.3) 
The above iteration will converge to y^_^^ provided h is chosen small 
enough so that 
|H&K IF  (T,Y) |  <  1  (1 .4)  
(See Gear (1971).) In practice, the corrector is usually not iterated 
more than a few (one to three) times. 
A third problem is determining an appropriate h to use, and related 
to this, finding a practical way to estimate the error committed by a 
method. Note that if a method is of order p, then 
L[y(t); h] = C p ^^hP^ly(f+l)(t) + OCh?^^) 
For certain LMFs, such as the Adams-Bashforth, Adams-Moulton, and backward 
differentiation formulas, one may write 
L[y(t); %]=Cp^^hP^ly(P^^)(C) (1.5) 
for the local truncation error, where q is in the interval (t,t + kh). By 
knowing and h, and estimating (Ç) numerically, one may by proper 
7 
choice of h, approximately control the error at each step to be _< some 
desired tolerance e > 0. Implementing this idea in a computer program, 
so that h and other factors are adjusted automatically, is of great prac­
tical interest, and has received considerable attention in the last 
decade, 
A consideration intimately related to those already mentioned is the 
choice of a form for storing past information: Either backward differ­
ences or the Nordsieck form are usually preferred to saving past y^ and f^ 
values. See Gear (1971), Chapter 9. 
An example of a state-of-the-art FORTRAN program implementing these 
and other ideas in a complete algorithm is the GEAR package. (Actually, 
several related packages of this and similar names are available.) See 
Hindmarsh (1974). Extensive comparisons of available programs have also 
been made; see Hull et al. (1972). For comparisons of programs for stiff 
problems, see Enright et al. (1975). 
4. Systems of ODEs 
Applications problems are usually systems, i.e., N > 1 in (1.1). The 
definitions and results given in the previous section still hold, if some 
natural interpretations are made. A formula (1.2) is applied component­
wise, i.e., to one equation at a time in y at each step. Introduce a 
vector norm I I, such as the Euclidean norm, | {(y~, y , 
> i=l 
lim i  jy - v(t ): I  = 0, whenever limj I n  - ^ (h)! 1  = 0 ,  f o r  u  =  0 ,  1 ,  . . . ,  
h^ ^ ^ h+0 ' ^ 
t =t 
n 
k - 1. With this definition. Theorem 1.1 still holds in the vector 
case. 
9? 
Note that in (1.4), is now a matrix, the Jacobian matrix with 
X 2 
(i,j) entry The condition (1.4) becomes | jhg* -^|  < 1, where the 
9y 
matrix norm used here is subordinate to the vector norm chosen. 
5. Absolute stability and relative stability 
Absolute stability will be seen to be at the heart of the problem of 
stiffness. 
In order to solve (1.1) efficiently by (1.2), one would like to use 
the largest stepsize h as possible, yet still meet some (local) error 
tolerance s. Restrictions on h come from the following sources: 1) 
Control the local truncation error (1.5) to be<_s:. 2) Meet the con­
vergence requirement (1.4). 3) Choose h to fulfill absolute or relative 
stability requirements. These last restrictions will now be explained. 
IVhen an LMF is applied, some finite h musc be used, so local trunca­
tion errors and roundoff errors occur. It is crucial that these errors in 
the y^'s not be allowed to grow unacceptably from step to step. The idea 
of imposing a condition to prevent this is, in the words of Gear (1971), 
"hopelessly dependent on the problem." The conditions of absolute and 
relative stability are derived by applying an LMT to a "test equation." 
Let C denote the complex numbers. Let \eC, and consider the test 
equation y' = Xy. Applying a convergent LMF (1.2), one obtains the 
difference equation: 
Now consider the effect of the introduction of a perturbation in one or 
more of the values, and denote the resulting difference equation by 
Z (a. - - 0. 
1=0 
Define e = y - y and obtain 
n n n 
k 
Z (a. - hAS.)e . = 0 (1.6) 
i=0 1 1 
It is not desirable for e^ to grow. 
One may solve (1.6) by letting to obtain p(^) - hÀG(ç) = 0. 
Let u = hÀ for convenience. 
Definition The stability polynomial of an LMF (1.2) is de­
fined to be 
n ( ; , u )  =  p ( ; )  -
If the roots of •iT(Ç,y) are all distinct, denoted by = Ç^(y), 
= SgCM), then 
%  -  . V i « î  ( i - ? )  
1=1 
where the Eu's are appropriate constants. In case of an m-fold root of 
2 îr(Ç,]j), the modification in (1.7) is (D^ + D^^^n + D^^^n" + ... + 
_ m-l,^n 
i+n-1^ )^i' 
Observe that if any exceeds 1 in modulus, then the perturbation is 
growing. This provides motivation for 
Definition The region of absolute stability for an L>!?(1.2) 
is .4 = {ysC j^^('^)i < 1, i = 1, ... k}. Thus, the requirement that u = 
hA&4 is another restriction uaon h. 
10 
A convenient way to find .4 is by the boundary locus method. Let 
B = {YEC |ïï(e~® ,Y) = 0 for some 0£[O,2TT)} 
P(e^^) 
B may be approximated by computing values of u = for suitably 
spaced 0£[O,27T). The curve B C C may then be plotted. B partitions C into 
regions which are either entirely in .4 or entirely not in .4. Thus, A may 
be determined by selecting a specific iJeC in each region and determining 
its status. 
Example 1.1 Suppose y' = -2y, y(0) = 1 is to be solved on 
[0,1] by the Adams-Bashforth order 3 (AB3) formula: 
^'n+3 " ^ n+2 " l2 " ^°"n+l ^  
Its region A is presented in Figure 1.1. The boundary of .4 intersects the 
negative real axis at - so y = -2h&4 implies 
- < -2h < 0 or 
h > 0 
Similarly, observe that for the problem y' = -2000y, h is restricted by 
3 QQQ > h > 0 for absolute stability reasons. 
The concept of relative stability is motivated as follows. Let 
= Ç^(]i) denote the unique root of Tr(ç,y) = 0 such that 
lim (]i) = 1 
W-K) ^ 
is called the principal root. It can be shown (Lambert, 1973, 
Sec. 3.6) that , where y' = Xy, y(a) = " = 0, is solved by an 
order p DCF. So, if dominates the solution to the error equation 
(1.7), then that should be all right—the error grows at about the same 
rate as the solution to the test equation. 
11 
u = hX-olane 
11 
- -1 
Figure 1.1. The region of absolute stability .4 (inside the figure) for 
the Adams-Bashforth order 3 LMF 
12 
Jeltsch (1976) uses the following definition. Let be the largest 
star region into which C^(]J) has an analytic continuation. (A region 0 CC 
is called a star region if implies wcsfi for all w£[0,l].) 
Definition The region of relative stability for an LMF (1.2) 
is R  E  | ç.(y)| < ! ç^(y)î, i  =  2 ,  k } .  
C. The Problem of Stiffness 
The groundwork is now in place to show why stiffness presents special 
difficulties. 
Example 1.2 
Suppose that the "system" 
y' = -2y y(0) = 1 
z' = -2000z z(0) = 3 
is to be solved on [0,1] by AB3, and that the same h must be used for each 
component. (Of course, for this simple problem, the equations could be 
solved separately as in Example 1.1.) The stepsize h is restricted to 
3 h < QQQ second component. However, note that this component, 
with theoretical solution z(t) = 3e has decayed to virtually 0 
(compared to y(t)) after relatively few steps. 
The first component, y(t), contains the only information of interest 
3 
then, and absolute stability would require only h < yr- for y(t) alone. 
One would like, then, to increase h. Yet, because of the requirement for 
3 
absolute stability, the second component demands h < ——qqq for the system 
for the entire interval [0,1]. This costly computational situation is the 
problem of stiffness. 
13 
Example 1.3 
Suppose that the system 
r' = 3994r + 11988s r(0) = -3 
s' = -1998r - 5996s s(0) = 2 
is to be solved on [0,1] by AB3. What conditions must be met for absolute 
stability? The theoretical solution to this problem is 
r(c) . 
s(t) = + Se-ZOOOt 
SO r(t) and s(t) each contains a slowly-decaying and a rapidly-decaying 
term. In fact, this example is related to Example 1.2 by the transforma­
tion 
" 3 -2" 
-1 1_ 
The eigenvalues of are -2 and -2000. This problem is also 3994 11988 
-1998 -5996 
stiff (h is severely restricted) for the same reasons as in Example 1.2. 
The immediate trouble with stiffness is that if h must be kept unduly 
small, then computation time and roundoff errors become intolerable. 
Finding methods which do not restrict h for absolute stability reasons is 
the problem. Note well that h must be small at first to control local 
truncation error; the desire is to be able to increase h after the rapid-
ly-decaying component or components have died away. 
Consider now a linear "model" stiff system: 
y'(t) = Ay(t), y (a) = r; (1.8) 
where all symbols are as in Eq. (1.1), A is a real N x N matrix having 
14 
eigenvalues {A (in general complex) such that Re(X ) < 0, q = 1, 
q q-i q 
N, and 
Re(A.) 
is "large." (1.9) S = max 
Re(À^) 
Definition The quantity S in (1.9) above is said to be the 
stiffness ratio of the problem (1.8). Comment: Stiffness ratios of 10^ 
and larger are not uncommon in applications problems. 
To analyze absolute stability requirements for (1.8), assume that A 
may be diagonalized, so 
A = ?AP~^ 
where A is a diagonal matrix. Applying an LMF (1.2) to (1.8), and using 
the perturbation procedure of Sec. B.5, one obtains a vector equation corre­
sponding to (1.6) of the form 
k 
Z (a.I - hAS.)e ^ . = 0 (1.10) 
i=0 ^ ^ 
-1 -> 
Multiplying both sides of (1.10) by P, inserting P P just before e^^^ in 
(1.10), and letting r = Pe , one obtains 
n n 
Z (a.I - hAS.)r = 0. (1.11) 
i=0 ^ ^ 
The system of difference equations above is in fact N equations of the 
form 
s (a - - 0 
1=0 
Solving each of these difference equations in the same way (1.6) was 
solved, and letting denote the distinct roots of 7T(Ç,hÀ^) - 0, 
15 
for q = 1, ..., N, one obtains 
1=1 
r 
n 
1=1 
. .^iN^iN 
1=1 
for appropriate constants i = 1, k, and q = 1, ..., N. The same 
modifications as before are made for multiple roots of a difference eaua-
tion. 
I I 
If some > 1, then e^ will grow, since = P It follows 
that hXqE^ is the appropriate condition to impose when an LMF is applied 
to the system (1.8). Thus, for "large" S, the problem of stiffness is 
present: Solution terms which have rapidly decayed (corresponding to very 
negative Re(A^)) still force h to be small for many LMFs. AB3's restric­
tive A is typical of absolute stability regions for many conventional 
methods, even outside of the class of LMFs. The development of methods 
which do not restrict h for absolute stability requirements is the task. 
For a general nonlinear problem (1.1), (t,y(t)) plays the role of 
A in (1.8). Thus, as stated in Sec. A, stiffness occurs when the eigen-
3 f" r 1 N 
values of denoted by {A (t)}"_., have Re(À (t)) < 0 and the stiffness 
aj q q-i q 
ratio S(t) is "large." Observe that a problem may be stiff on some parts 
of [a,b], and not stiff on others. 
16 
Stiffness causes a nontrivial complication for LMFs (and other 
classes of methods as well). It will be shown in Sec. D that any "rea­
sonable" LMF for stiff problems must be implicit. However, then the 
straight iteration of the corrector (1.3) is totally inappropriate. Re­
call the system form of the convergence requirement (1.4): 
11^8% < 1. 
3f 
Eigenvalues of which are large in modulus will force h to be small. 
However, the whole idea of developing special methods for stiff problems 
is to be able to increase h after rapidly-decaying components have died 
away. 
One way to solve the nonlinear system and avoid undue restriction 
upon h is to use Newton's method. The corrector iteration becomes: 
^n+k,(M+l) = ^ n+k, (M) " (M) ^ ^ " 
where 
Sf^n+k, (M)) " Vn+k, (M) ~ ^^k^^^n+k'^n+k, (M)^ ^ ^ 
-4- *-)- ' *-V 
1=0 1=0 
and 
Observe that the prospect of evaluating a Jacobian matrix and inverting a 
matrix (actually it just amounts to solving a linear system) at each step 
of a numerical solution is grim, indeed. For certain applications prob­
lems, in fact, N is very large and the Jacobian matrix is sparse. 
17 
A number of simplifications can be made in this scheme, however: 
df ^
may not need to be updated at each step. Or, a diagonal approximation 
to the Jacobian may work. See Gear (1971) or Hindmarsh (1974) for de­
tails. 
In summary, the problem of stiffness is one of efficiency at best. 
Coping with the restrictions upon h due to truncation error control, cor­
rector convergence, and absolute stability can be formidable. If h is 
forced to be too small, or overhead at each step becomes overwhelming, the 
problem may well be numerically out of reach. On the bright side, how­
ever, a number of stiff problems have been solved in the past decade 
(using new methods) that previously defied solution. 
D. Types of Stability for LI-IFs 
1. Definitions 
In Section C, it was shown that a formula suitable for stiff problems 
must have a "sufficiently large" region .4. Although stated here in the 
context of LMFs, the definitions which follow may be generalized. 
Dahlquist (1963) introduced the concept of A-stability. 
Definition An LMP is A-stable if 
{y£:cjRe(y) < 0}(Z A 
This is a very desirable condition, since it implies that whenever a com­
ponent e^ is naturally decaying (recall ]J = hA), then the numerical solu­
tion decays for any choice of h > 0. However, A-stability is rather re­
strictive on LMFs. Let R = {ysc|lm(u) = 0 and -= < y < 0}. Cryer (1973) 
introduced 
18 
Definition An LMF is A^-stable if R C .4. Clearly A-stability 
implies A^-stability. The following result is well known. 
Theorem 1.2 Any A^-stable LMF must be implicit. 
Proof Assume this is not the case, i.e., there is an A^-
stable method with = 0. By A^-stability, all roots of = 0 are 
< 1 in modulus, for all peR . Rewriting TTCÇ,^) = 0, one gets 
k . k—1 
Z a - u z  s =  0 
i=0 i=0 
or 
k k-1 i 
a,; + Z (a. - %6.)5 = 0 
^ i=0 ^ "• 
But as y -=°, one of the roots of the above polynomial must also become 
unbounded. This contradicts A^-stability. • 
Dahlquist (1963) proved the above result for A-stable methods. He 
also showed that an A-stable LMF cannot have an order greater than two, 
and that the A-stable LMF of order two with the smallest error constant 
is the trapezoidal rule, - y^ = y ^ ^n+1 ^n^ ' C = -
For practical LMFs of order greater than two and suitable for stiff 
problems, absolute stability requirements weaker than A-stability yet 
stronger than A^-stability have been proposed. Widlund (1967) introduced 
A(a)-stability. 
Definition An LMF is said to be A(a)-stable if for some 
ct > 0, = {usejArg(-u) < a, y ? 0} C.4. 
Definition An LMF is A(0)-stable if it is A(ci)-stable for 
some a > 0. (See Figure 1.2.) 
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IJ-plane 
Figure 1.2. The wedge C .4 in the definition of A(A,)-stability 
Another weakening of A-stability due to Gear (1967, 1969) is stiff 
stability. The following refinement of that definition, due to Jeltsch 
(1976), is adopted. Recall that i? is the region of relative stability. 
Definition Let D, a, and 9 be positive constants. Define 
= {usc|Re(%) < -D} 
Rg = {y£c]Re(u) £ -a,|lm(%)| < 9} 
|Re(u) I < a, |lin(y) | < 9} 
An LMF is said to be stiffly stable with respect to the parameters D, a, 
2 
Rg = {yec 
and 6 if the method is convergent, U R^ C .4 and R^ C P.. 
(See Figure 1.3.) 
Notation If appropriate for a given LMF, let denote the 
maximum value of a such that A(Ci)-stability holds. Similarly, leu D^^^ 
denote the minimum value of D applicable in the definition of stiff 
stability. 
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y-plane 
-D 
Figure 1.3. The sets definition of stiff stability 
An LW suitable for stiff problems should be stable at 
Definitions Let d denote the modulus of the largest root of 
a(;). The Herav rate aC = is d. An LMF is said to be stable at = if d 
< 1 .  
Some motivation for the above follows: Let (}n/^^^n=0 
numerical solution produced when a particular LMF Xb applied ^-uh 
scepsize h to y' = Ay, y(0) = yg, "here Re(X) < 0. It can be shown that 
Tj-wa I ' n ' 
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So, d gives the asymptotic rate of decay in one step of the numerical 
solution as y =0. Observe that although the trapezoidal rule is A-
stable, it is not stable at since a(Ç) = (Ç + 1) . 
2. A test for A^-stability 
A standard test to determine whether an LMF is A^-stable will be 
reviewed. 
The following Mobius transformation maps the' Ç-plane to the z-plane 
(see Henrici (1962)): 
Define 
/I \k 1 , k 
r(2) E PCffr) = Z a.z (1.13) 
^ ^ ^ ^ i=0 
i(z) = G(Y-^) = E b.z^ (1.14) 
k , , k 
i=0 
In place of the stability polynomial 7r(Ç,ij), now consider P(2,u) = r(z) 
- 1is(z). 
This transformation (1.12) maps the unit disk {çecjçj < 1} onto the 
negative half plane, and the circle {ç£c[|ç| =1} onto the imaginary axis. 
Also, the transformation maps Ç = -1 to z = =» and maps Ç = 1 to z = 0. 
Note that consistency => p(l) = 0 => a^ = 0. 
Definition A polynomial is said to be a Hurwitz polynomial if 
all its roots have negative real parts. 
Observe that an L2-ÎF is A^-stable if TT(Ç,U) has all its roots in 
{cscjl^i < 1} for all uzR . This holds precisely when P(z,u) has all its 
roots in the negative half plane for all "JSR . Thus, one has 
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Theorem 1.3 (test for Ag-stability) An LMF is Ag-stable if 
its corresponding P(z,]i) is a Hurwitz polynomial for all 1J£R . 
The following algorithm from Duffin (1969) may be used to test 
whether a polynomial is a Hurwitz polynomial. 
Algorithm 1.1 Let g(z) be a polynomial 
2 3 4 
g(z) = dg + d^z + d^z 4- d^z + d^z + ... 
of degree n # 0 and with real coefficients. Let g^(z) be the "reduced" 
polynomial defined as 
gl(z) = d^d^ + (d^d^ - dQd^)z + d^d^z^ -r (d^d^ - d^d^jz^ + ... 
and of degree n - 1. Then g(z) is a Hurwitz polynomial if and only if: 
(i) dgd^ > 0 
(ii) g^(z) is a Hurwitz polynomial. 
If desired, condition (i) may be replaced with the more restrictive 
condition (i') d^d^ >0, j =1, ..., n. 
E. Some Established Results on LMFs for Stiff Problems 
The first discussion in the literature of numerical methods for stiff 
equations dates back to Curtiss and Hirschfelder (1952). Chemical 
kinetics problems motivated their study. They essentially used low order 
backward differentiation formulas (BDFs), described below. 
The k step, order k BDFs are of the form 
'^i^n-ri ^^k'n+k (1-1^) 
1=0 
Coefficients for these methods may be found in Henrici (1962), Sec. 5.1-^, 
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or in Gear (1971), Sec. 11.1. Gear also gives their regions of absolute 
stability .4, and uses the BDFs to illustrate his definition of stiff 
stability for orders k = 1 - 5. Gear's development of an automatic com­
puter program for solving stiff ODEs has shown the great utility of these 
formulas. 
All A-stable LMFs of orders one and two may be written down easily. 
(See Lambert (1973).) Let L(k,p) denote the class of k step, order p 
LMFs, if any exists. L(l,l) is given by 
fn+l -
A formula (1.16) is A-stable if 6 _< ^. The case 8 = y is the order 2 
trapezoidal rule. L(2,2) is given by 
>'n+2 - ° + =' + ®i^ n+2 
+ [f(l - 3a) - 29]f^^^ + 9f^} (1.17) 
Liniger (1968) shows that (1.17) is A-stable if -1 < a < 1 and a + 29 
> 0, or a = 8 = 0. 
Jeltsch (1976) has provided the encouraging result that there exist 
stiffly stable members of L(k,k) for any positive integer k. (Recall that 
A-stability is impossible for LMFs of order 3 or higher.) It can be ques­
tioned whether for orders 3 and higher, certain LMFs could be found which 
are in some senses "better" than the BDFs. A search for answers begins 
in Chapter III. 
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II. A(0)-STABILITY AND STIFF STABILITY IN THE Z-PLANE 
Jeltsch (1976) states and proves necessary and sufficient conditions 
on p(Ç) and ff(Ç) for A^-stable LMF's to be A(0)-stable or stiffly stable, 
respectively. Some corollaries of Jeltsch's results (actually equivalent 
statements in the z-plane) were derived by the author for the purpose of 
simplifying certain proofs in Chapters IV and V. Since this work is also 
of interest in its own right, it is presented here as a separate chapter. 
Jeltsch's theorems follow ("method" means k-step LMF): 
Theorem 2.1 The conditions (i)-(iv) are necessary and sufficient 
for a convergent method to be A(0)-stable: 
(i) The method is A^-stable. 
(ii) The roots of a(Ç) of modulus 1 are simple. 
I (iii) Let Ç be a root of p(Ç) with |Ç| = 1; then 
(iv) Let Ç be a root of a(Ç) with |çj =1; then 
> 0 
Theorem 2.2 Let a method be convergent. Then the conditions (i)-
(iv) are necessary and sufficient for the method to be stiffly stable: 
(i) The method is A^-stable. 
(ii) The modulus of any root of the polynomial P(Ç)/(Ç - 1) is less 
than 1. 
(iii) The roots of a(Ç) of modulus 1 are simple. 
(iv) Let Ç be a root of cr(Ç) with i ç j = 1; then p(ç) / (Ça'(û) ) is real 
and positive. 
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Observe that stiff stability => A(0)-stability => A^-stability. 
A. New Corollaries and Proofs 
Corollary 2.1.1 The conditions (i)-(iv) are necessary and suffi­
cient for a convergent method transformed by (1.12)-(1.14) to be A(0)-
stable: 
(i) The method is A^-stable. 
(ii) The pure imaginary roots of s(z) are simple, and , 
k - 1 £ degree (s(z)) _< k. 
(iii) Let z be a root of r(z) which is pure imaginary; then, 
(iv) Let z be a root of s(z) which is pure imaginary; then, 
Corollary 2.2.1 Let a method be convergent. Then the conditions 
(i)-(iv) are necessary and sufficient for the method transformed by 
(1.12)-(1.14) to be stiffly stable: 
(i) The method is Ag-stable. 
(ii) Any root of the polynomial r(z)/z has a negative real part, 
(iii) The pure imaginary roots of s(z) are simple, and 
k - 1 £ degree (s(z)) _< k. 
(iv) Let z be a root of s(z) which is pure imaginary; then, r(z)/s'(z) 
is real and positive. 
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Proof of Corollary 2.1.1 One need simply show the equivalence of 
each part of the corollary to its corresponding part in Theorem 2.1. 
(i) The statements are identical. 
(ii) Assume that the roots of a(Ç) of modulus 1 are simple, and let 
Ç = Ç r -1 be such a root. Observe that there is a corresponding 
r _ 2 
root z = 2 = ^ ^ of s(z) which is pure imaginary. Furthermore, 
2 is simple, since the transformation (1.12) is one to one. In 
case Ç = -1, there is a corresponding root of 2 = =», interpreted 
to mean that s(z) is of degree k - 1. Similarly, Corr. 2.1.1(ii) 
=>Thm. 2.1(ii). Note that k - 1 <_ degree (3(2)) <_ k guarantees 
that Ç = -1 is not a multiple root of cCÇ). 
 ^ . 'N 1 (iii) Let Ç r -1 be a root of p(Ç) with ]Ç| = 1 corresponding to a root 
2 of r(z) that is pure imaginary; that is, 
? = 1 + z ^ = E - 1 
^  l - z  Ç  +  1  
First, calculate 
.•c, . 
(1 - z)^ 
k-1 
and observe that since Ç is a root of p(Ç), the second term 
vanishes at 2. After some rearrangement, one may obtain: 
Now, for convenience, let z = i and Ç = Ç and calculate the 
Guantitv of interest: 
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g(0 _ 
cp'(;)  "  
-(Hi) 
s (z) 
1 - z" 
r'(z) 
So, Re(^pf(r)) > 0 Re 
s(z) 
(^ ^  ^ )r'(z) 
> 0. But, for a pure 
imaginary root z = i, ^ ^ ^ is real and positive; hence the 
previous sentence extends to: 
iff > 0 
Now consider the case when Ç = -1 is a root of p(Ç). (Observe 
that z = cannot simply be substituted into condition (iii) of 
Corollary 2.11.) Fortunately, it turns out that a(-l)/ 
[(-l)p'(-l)] is always real and positive for an A^-stable LMF. 
k 
To see this, observe from (1.14) that a(Ç) = I b.(Ç - 1)^* 
k-i k k. ^ (Ç + 1) , and hence a(-l) = (-1) 2 d^. Similarly, it follows 
from (1.13) that p(C) = S a.(Ç- 1)^(Ç + 1)"^ and hence 
i=0 ^ 
V—' V—1 V—1 V—1 
p'(-l) = (-1)^ -2^ i(ka^ + a%_i) = (-l)k 
since a^ = 0 when p(-i) =0. So 
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a(-l) 
^k-1 
which is clearly real. Also, = 0 because a(-l) r 0, since 
p(Ç) and a(Ç) have no coiraiion factor. a^_^ = 0 because Ç = -1 is 
only a simple root of p(Ç) by convergence, so degree (r(z)) = 
k - 1. Furthermore, it is shown in Cryer (1973), Theorem 3.1, 
that any A^-stable LKF (assumed in (i) of Theorem 2.1 and 
Corollary 2.1.1) has ^ 0 and b^ ^  0, i = 0, ..., k, if it is 
assumed that > 0. Thus, b^ and a^_^ have the same sign, so 
2b^/a^_^ > 0. Since the condition Re[ ^ 0 always 
holds, the corresponding case at z = need not be computed in 
Corollary 2.1.1. 
(iv) Interchange the roles of r(z) and s(z) and proceed as in (iii). • 
The proof of Corollary 2.2.1 is quite similar to that of 
Corollary 2.1.1. 
B. Remarks 
Conditions (iii) and (iv) for A(0)-stability and (iv) for stiff 
stability are slightly simpler to state in the z-plane than in the Ç-
plane. On the other hand, condition (ii) for A(0)-stability and condition 
(iii) for stiff stability are slightly more complicated to state in the 
z-Dlane. 
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An immediate use for these corollaries is in simplifying (sometimes 
greatly) certain calculations. Suppose that one is developing or examin­
ing an LXF for stiff stability and that r(z) and s(z) are readily availa­
ble, as well as p(Ç) and a(Ç). Then, it may well be simpler to verify a 
condition of Corollary 2.2.1 rather than the corresponding condition of 
Theorem 2.2. 
In particular, consider Corollary 2.2.1(iv) versus Theorem 2.2(iv). 
Let Ç = a + ib be a root of a(Ç) of modulus 1, and z = iq be the corre­
sponding pure imaginary root of s(z). If calculations are done by hand, 
r(iq)/s*(iq) will probably be easier to calculate than +^ib)a'(a^+ ib)' 
especially if the polynomials involved are of degree _> 3, say. 
Further, in developing families of methods to have certain other 
properties, it may be convenient to choose coefficients of r(z) and/or 
s(z) to be parameters. In this case, the computations of the previous 
paragraph remain far simpler in the z-plane than in the Ç-plane. These 
remarks are further illustrated in Chapters IV and V. 
C. The New Corollaries Using Dahlquist's Transformation 
The corollaries of this section are provided only for completeness; 
they are not referenced in other parts of this dissertation. 
The Mobius transformation (1.12)-(1.14) is as in Henrici (1962). 
Another transformation used in research literature is the Mobius trans­
formation used by Dahlquist (1956): 
Z T 1 
2 - 1  
(2.1) 
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Define 
k , , k 
Z 
i=0 
R(.)  -  p(f4T'  = (2-2)  
S(z) = = Z B.z^ (2.3) 
^ ^ ^ i=0 ^ 
For this transformation, the unit Ç-disk is again mapped to the 
negative half z-plane, and the unit Ç-circle is mapped to the imaginary 
axis in the z-plane. However, Ç = -1 is mapped to z = 0 and Ç = 1 is 
mapped to z = =«. It is straightforward to show that = a^_^ and 
B. = b, ., i = 0, . . . , k. 
1 k-i' 
Corollaries to Jeltsch's results for the transformation (2.1)-(2.3) 
follow. 
Corollary 2.1.2 The conditions (i)-(iv) are necessary and suffi­
cient for a convergent method transformed by (2.1)-(2.3) to be A(0)-
stable: 
(i) The method is A^-stable. 
(ii) The pure imaginary roots of S(z) are simple. 
(iii) Let z be a root of R(z) which is pure imaginary; then 
" 0 
(iv) Let z be a root of S(z) which is pure imaginary; then 
° 
Corollary 2.2.2 Let a method be convergent. Then, the conditions 
(i)-(iv) are necessary and sufficient for the method transformed by (2.1)-
(2.3) to be stiffly stable: 
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(i) The method is A^-stable. 
(ii) Any root of the polynomial R(z) has a negative real part, 
(iii) The pure imaginary roots of S(z) are simple. 
(iv) Let z be a root of S(z) which is pure imaginary; then, R(z)/ 
S'(z) is real and positive. 
The proofs of these corollaries are very similar to the proof of 
Corollary 2.1.1. Note that the differences are accounted for as follows: 
1. Degree (S(z)) = k. See this by noting that = -^(1). Now, 
a(l) r 0 because p(l) = 0 by consistency, and p(Ç) and a(Ç) have 
no common factors by assumption. So, B^ f 0. 
2. The root Ç = 1 of p(Ç) is transformed to z = So, R(z) is of 
degree k - 1. Thus, condition (ii) of Theorem 2.2 on p(Ç)/ 
(Ç - 1) is stated in Corollary 2.2.2 as simply a condition on 
R(z) . 
Note that the statements of Corollaries 2.1.2 and 2.2.2 turn out 
slightly simpler than those of either Theorems 2.1 and 2.2 or Corollaries 
2.1.1 and 2.2.1. 
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III. MOTIVATION FOR ADAMS TYPE METHODS FOR STIFF PROBLEMS 
A. Improve upon the Order 3 BDF? 
Consider the order 3 BDF, abbreviated BDF3: 
18 ^ 9 2 _ 6 , . 
^n4-3 11 ^ n+2 11 ^ n+l 11 ^ n 11 n+3 
This widely applied formula has a decay rate at infinity d = 0, error 
1 
constant C = - —, and a = 86.032°. (Note: The approximate value of 
4- max 
a for 3DF3 was incorrectly reported as 88°27' by N^rsett (1969), an 
max 
error which was repeated in Bjurel et al. (1970) , and again in Lambert 
(1973). It appears correctly in Brown (1973), for example, and was veri­
fied by the present author.) 
Observe that the roots of p(Ç) for BDF3 are = 1; Sg = .31818 
±.28386i, where |ç^| = j| = .426. Now if 3DF3 is applied to y' = Ay, 
y(0) = 1 with exact starting values, then 
>-n = + A3E» 
where the A^, i = 1, 2, 3, are appropriate constants and as h 0. 
The derivation is as in Equation (1.7), and the reader is referred to 
Henrici (1962), Sec. 5.3-1, for further details. 
In any event, it is shown in Henrici (1962) that "generates" the 
t-i-i  ^  ^
solution e If the moduli of the extraneous roots and could be 
reduced, more accuracy should be produced. As h 0, this means reducing 
the moduli of ^^d Note that for stiff problems, h may not become 
"small," and the above results strictly hold only as h 0. However, the 
general idea is that it would be desirable to have a stiffly stable member 
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of L(3,3) with a smaller error constant than C = - of BDF3, a comparable 
value of a , and certainly d < 1. A place to start in reducing C is in 
max 
reducing the moduli of 
B. Adams Type Methods 
k k-1 
An LMF is said to be of Adams type if p(Ç) = Ç - Ç . Observe that 
= 1, as required by consistency, and the extraneous ~ "•* = 5^ = 0. 
The explicit Adams-Bashforth methods (Bashforth and Adams, 1883) are 
of the form 
^p+1 ^p ^ p^^^qp^p-p 
where the coefficients are given in Henrici (1962), Table 5.3. These 
methods are q + 1 step, order q + 1. The case q = 2 was illustrated in 
Example 1.1. 
The implicit Adams-Moulton methods (Moulton, 1926) are of the form 
q * 
y - y  = h S 6 f ^  
p p-1 p=o P-r 
where the coefficients are given in Henrici (1962), Table 5.6. These 
methods are q step, order q + 1. The case q = 1 is the trapezoidal rule. 
Regions .4 for both Adams-Bashforth and Adams-Moulton methods are given in 
Gear (1971). Adams-Bashforth predictors with Adams-Moulton correctors are 
highly regarded for nonstiff ODEs; the nonstiff option of the GEAR package 
uses them. 
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For stiff problems, Adams-Bashforth LMFs are not appropriate, since 
they are explicit, hence not A^-stable. The Adams-Moulton methods are not 
Ag-stable for q = k_> 2. (For proof, see Cryer (1973), Lemma 4.1.) So, 
they are not appropriate either for q = k > 2. 
C. Stiffly Stable Adams Type Methods 
The Adams-Moulton order 3 formula has k = 2.' If k is allowed to be 
3, and only order 3 is required, then a family of Adams type formulas with 
one parameter results. Certain of these LMFs turn out to be A^-stable, 
and most of the A^-stable ones are stiffly stable. This idea, and/or 
parts of it, as well as other related ideas, have been discussed by 
StrasburgerFeinberg (1976), Thompson (1976), and Cooper (1978). 
Let A(k,p) denote the family of (implicit) k step order p Adams type 
LMFs. The A-stable members of A(l,l) and A(2,2) are described in Theorems 
3.1 and 3.2, respectively. Pertinent stability properties of members of 
A(4,3) and A(3,3) are derived in Chapter IV, while the corresponding re­
sults for A(5,4) are obtained in Chapter V. Theorems 3.3 and 3.4 are 
general results due to Feinberg (1976). 
Theorem 3.1 A member of A(l,l), 
^n+l - - hUl -
is A-stable for y < The case y = -^ is the only A-stable member of 
A(l,2), the trapezoidal rule. 
M. J. Strasburger, Ph.D. preliminary oral examination presentation, 
February 19, 1976. 
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Theorem 3.2 A member of A(2,2), 
5'n+2 - ^n+l ' l»»! + ^>£^+2 +4" 
is A-stable for y > 0. The case y = 0 is the A-stable trapezoidal rule. 
Theorem 3.3 A(k,k.) contains A^-stable members only for k <_ 4. 
Theorem 3.4 A(k,k-1) contains no A^-stable members for k _> 7. 
The proofs of Theorems 3.1 and 3.2 follow immediately from Liniger 
(1968), as referenced in Chapter I, Section E. Proofs of Theorems 3.3 and 
3.4 appear in Weinberg (1976); Cooper (1978) also contains a proof of 
Theorem 3.3. 
Observe that L(3,3) contains stiffly stable alternatives to the 
BDF's, but these methods generally have full (all nonzero) sets of a^'s 
and B^'s. So, a stiffly stable member of A(3,3), having = 0, 
requires less computation per step. For an order four Adams type IMF, it 
turns out that k _> 5 is needed to get stiff stability, so the computa­
tional advantage is somewhat reduced. 
D. Two Lemmas 
Note for future convenience: 
Lemma 3.1 A convergent member of A(k,p) has C = 
Proof p(Ç) = ^=>p'(l) = 1. Consistency =>p'(l) = 0(1), 
so a(l) =1. Hence, C = C^^^/C(l) = • 
Lemma 3.2 A convergent member of A(k,p) satisfies condition (iii) 
of Corollary 2.1.1 and condition (ii) of Corollary 2.2.1. 
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Proof p(Ç) = ^=>r(z) = ^ -"j p(j^ % 
= 2(1 + z)^ ^  
So, r(z) has no pure imaginary roots and r(z)/z has a (k - l)-fold root at 
2 = -1. • 
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IV. STIFF STABILITY AND THE FAMILIES A(4,3) AND A(3,3) 
A. Derivation of Coefficients 
Consider the Adams type family of LMFs of the form 
"n+4 - yn+3 = ° 
1=0 
Observe that C^ = p(l) = 0 already. A requirement of order 3 gives the 
additional conditions 
CI = CZ = C3 = 0 (4.2) 
which are linear equations (from Chapter I, Section B) in the unknowns 
Solving (4.2) with y = 3q and ô = 6^ as parameters, one finds 
that 
= -3Y - 6 + ^  
63 = 8y + 36 + I 
S>2 " - 3À - YY 
6-, = 5 
60 = Y (4.3) 
Further, = 4y + 6 - Note that this parameterization is motivated 
by the forms of Theorems 3.1 and 3.2. 
Observe that 
1. The two parameter family A(4,3) results when y = 3^ = 0 and 
1 
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2, The one parameter family A(3,3) results when y = 6Q = 0, 6 = ^ 
0, and C = = 4Y + 5 - = 5 ~ ^ 0. 
3. The one parameter family A(4,4) results when y = Sq r 0, 
= 4y - Û - — = 0, but Cç r 0. However, it will be shown that 
24 ' 5 
only one member of this family is A^-stable. 
4, A(2,3) results when y = 6 = 0; A(3,4) results when y = 0, 6 = 
A(4,5) results when y = - 8 = - As already stated, these 
well-knoxim Adams-Moulton formulas are not A^-stable. 
Noting that the above cases occur, let Ag(4,3) denote the general Adams 
type LMF given by (4.1), (4.3). A k step, order p member of A (4,3) obeys 
2 _< k _< 4 and 3 _< p _< 5. 
See Appendix A for another means of quickly deriving A^(4,3). 
B. • Conditions for A^-Stability 
The polynomials r(z) and s(z) will be needed. Now, 
r(z) = 
= 
= ^z(l + z)3 
1  , 3  2 ^ 3  3 , 1  4  
and 
s (2) = (^^)^a(^^) 
^ 1 - z 
= [ (-3y - 5 -r yy) (1 + z) 
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+ (8y + 35 + |)(1 + z)3(l - z) 
+ (-6y - 36 - (1 + z) (1 - z) ^ 
+ 5(1 + z) (1 - z)^ + Yd - z)4] 
= [ (-3Y - 6 + •! + (8Y + 3Ô + -j) • (-1) 
+(-6Y - 35 - "1 + ô'(-l) + Y*l]z^ ' 
+ [ (-3Y - 5 + •^) «4 + (8Y + 35 4- Y) " (-2) 
+ 0 + 0'2 + Y*(-4)]z^ 
+ [ (-3Y - 5 + -^) *6 + 0 
+ (—6y — 3Ô — -Y^) ' (-2) + 0 + Y'ôjz" 
+ [ (-3Y - Ô + •^) *4 + (BY + 35 + ^) *2 
+ 0 + 5*(-2) + Y'("4)]z 
+ [ (~3Y - 5 + •^) *1 + (BY + 35 + -j) •! 
+ (-6Y - 35 - -^) *1 + 5 + Y]} 
= (-16Y - 85 - -j)Z'^ + (-32Y - 85 + •j)z^ 
+ * + 1) 
For convenience of parameterization in the z-plane, let 
P = (-l^Y - 85 - -j) 
' 
q = ^  (-32Y - 85 -f J) 1 (4.4) 
40 
So 
,  ,  4  ^  3 ^ 1 2 ^ 3  
s(z) =pz 4-qz +-gZ ïô^ Tô 
It follows from (4.4) that 
Y = p - q + ^  
6 = -4p + 2q -
o 
One also computes 
(4 .5)  
C4 = 4? + 5 - 2Û 
= 4(p - q + ^ ) + (-4p + 2q - -g) - ^  
= -2q (4.6) 
a convenient result. 
Throughout the remainder of Chapter IV, it is assumed that p and q 
determine A (4,3) via (4.1), (4.3), and (4.5). It will always be made 
c? 
clear when p is used elsewhere to denote order. 
The desired result on A^-stability may now be stated: 
Theorem 4.1 A member of A (4,3) is A„-stable if and only if: (j u 
0 £ q < -J and 0 < p < |- q(l - 2q) 
The result of Theorem 4.1 is presented graphically in Figure 4.1. 
Proof The idea is to apply Theorem 1.3 (test for A^-stability) 
and Algorithm 1.1 of Chapter I, Section D. Form P(z,]i) = r(z) - ys(z) for 
UoR . Equivalently, one may let v = {u{ and eliminate fractions by con­
sidering; 
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Figure 4.1. The region of the q - p plane corresponding to A^-stable mem­
bers of A (4,3) is between the curve and the q-axis 
G 
B(z,v) S 48[r(z) + vs(z)] 
= 3v + 3(2 + 3v)z + 2(9 + 4v)z^ 
T 6(3 + 8vq)z^ + 6(1 + 8vp)z'^ 
By Theorem 1.3, (4.1) is A^-stable for those values of p and q (if any) 
such that B(z,v) is a Hurwitz polynomial for all v > 0. 
In the process of applying Algorithm 1.1 to B(z,v), the following 
"reduced" polynomials will be required: 
B^(z,v) = [3(2 -r 3v)]^ 
4- [3(2 -r 3v)»2(9 + 4v) - 3v6(3 + Svq)]z 
+ [3(2 -r 3v)'6(3 + 8vq)]z~ 
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+ [3(2 + 3v)»6(l + 8vp)]z^ 
= 9(2 + 3v)^ 
+ 12[9 4- 13v + 6(1 - 2q)v^]z 
+ 18[(2 + 3v)(3 + 8vq)]z^ 
+ 18[(2 4- 3v)(l + 8vp)]z^ 
^1 = {12[9 + 13v + 6(1 - 2q)v*']}*' 
+ {12[9 + 13v + 6(1 - 2q)v~]-18[(2 + 3v)(3 + 8vq)] 
- 9(2 + 3v)^-18[(2 4- 3v)(l 4- 8vp)]}z 
4- {12[9 + 13v 4- 6(1 - 2q)v^]-18(2 4- 3v) (1 + 8vp)}z^ 
Simplifying the coefficient of z in the above, one obtains: 
54(2 + 3v){4[9 4- 13v 4- 6(1 - 2q)v^]*(3 4- Bvq) - 3(2 4- 3v)^*(l 4- 8vp)} 
= 54(2 + 3v){l08 4- 156v 4- 72(1 - 2q)v^ - 12 - 36v - 27v" 
4- 8v[36q 4- 52qv 4- 24q(l - 2q)v^ - 12p - 36 pv - 27pv^]} 
= 54(2 + 3v){96 + 24(5 4- 12q - 8p)v 4- [45 4- 16(17q - 18p) ] 
4- 24[8q(l - 2q) - 9p]v^} 
So, one may write 
^(z,v) = 144[9 4- 13v 4- 6(1 - 2q)v^]~ 
4- 54(2 4- 3v){96 + 24(5 f 12q - 8p)v 
4- [45 4- 16(17q - 18p)]v- 4- 24[8q(l - 2q) - 9p]v'}z 
4- 2161 [9 4- 13v 4- 6(1 - 2q)v~]*(2 4- 3v) (1 4- 8vp) }z^ 
For notational convenience, let d. be defined by 
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B(z,v) = I d 
i=0 ' 
B (z,v) = E d 
^ i=0 
i(z,v) = _Z^d. etc. 
Thus, one may write 
Bl,l,l(='V) = (^1,(2)) + ^ 1,(2)^2,(2)= 
With the "reduced" polynomials at hand, the proof now follows: 
1 8 Sufficiency Assume that 0 ^  q and 0_<p£-^q(l - 2q) hold. 
Applying Algorithm 1.1 to B(z,v), one checks B(z,v); 
(i) Clearly d^ = 3v3(2 + 3v) > 0 Vv > 0. 
(ii) B^(z,v) must be shown to be a Hurwitz polynomial Vv > 0. 
B^(z,v): 
(i) Clearly d^ = 9(2 + 3v)^ > OVv > 0. Since 0 < q _< has 
dl (3) " 12[9 + 13v + 6(1 - 2q)v^] > OVv > 0, so d^ d^ 
> 0 Vv > 0. 
(ii) B (z,v) must be shown to be a Hurwitz polynomial Vv > 0. 
J., X 
(i) Clearly = 144[9 + 13v + 6(1 - 2q)v"]^>0 Vv > 0. Also, 
dl ^2) > 0 Vv > 0 because: 
24(5 -r 12q - 3p) > 24{5 + 12q - 8 [| q(l - 2q) ] } 
= 24(5 + 199. q _ q + q?) 
= 24(5 + q + 111 q2) > 0 
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45 + 16(17q-18p) > 45 + 16{l7q - 18[| q(l - 2q) ] } 
= 45 + 16(17q - 16q + 32q~) 
= 45 + 16(q + 32q^) > 0 (4.7) 
and 8q(l - 2q) - 9p _> 0, since p ^ q(l - 2q) . So • 
<1,(2) > 0 Vv > 0-
(ii) (z,v) must be shown to be a Hurwitz polynomial Vv > 0. 
1 J X 5 J-
This holds because ^1,(1) " 
^2,(2) > ° Vv > 0. 
So B(z,v) is a Hurwitz polynomial Vv > 0. Hence, the member of Ag(4,3) is 
Ag-stable. 
Necessity Assume that a member of A^(4,3) is A^-stable. The 
G U 
condition (i') of Algorithm 1.1 is used here for convenience. 
1. Observe that d^ = 3v > 0 Vv > 0. So, = 6(3 + Bvq) 
>0 Vv > 0. 
=> q > Vv > 0 
^ 8v 
= >  q _> 0 
2. d^ = 6(1 + 8vp) >0 Vv > 0 
=> p > Vv > 0 
8v 
=> p 2 0 
3. Observe that d^ = [3(2 + 3v)]*'>0 Vv > 0. So, d^ 
12[9 + 13v + 6(1 - 2q)v^] >0 Vv > 0 
=> 1 - 2q > -(9 + Ijv) Yv > 0 
6v"" 
45 
=> 1 - 2q :> 0 
1, 
2 
=> — > q 
4. Using 0 _< q ^  -y established above, observe that d^ > 0. So, 2  0 , ( 2 )  
V > 0 
=> -9p + 8q(l - 2q) > 
4l,(2) > 0 Vv > 0 
{[45 + 16(17q - 18p)]v- + 24(5 + 12q - 8p)v + 96} > q 
24v3 
=> -9p + 8q(l - 2q) > 0 (4.8) 
=> P 1 "I q (1 - 2q) . 
1 8 
So, 0 ^  q y and Oj<p_£q-q(l - -q) hold. • 
C. Stiff Stability, A(0)-Stability, or only A^-Stability 
It is natural to ask whether any of the A^-stable members of A^(4,3) 
possess any stronger stability properties, such as A(0)-stability or stiff 
stability. With respect to the latter two properties, this question is 
now answered completely. 
Theorem 4.2 An A^-stable member of Ag(4,3) fits into exactly one 
of the following cases. It is: 
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1. Stiffly stable if 
0 < q < Y snd 0 _< p < ^  q(l - 2q) 
2. A(0)-stable but not stiffly stable if 
0 < q _< y and P = "I q(l - 2q) 
3. Not A(0)-stable if p = q = 0. 
Proof The idea is to apply Corollary 2.1.1 for A(0)-stability and 
Corollary 2.2.1 for stiff stability. Since the LMFs considered here are 
A^-stable, condition (i) of both corollaries holds. Similarly, these LMFs 
are Adams type, so condition (iii) of Corollary 2.1.1 and condition (ii) 
of Corollary 2.2.1 are satisfied by Lemma 3.2. The remaining conditions 
are considered below by cases. 
1 8 
Case 1 Assume 0 < q < -^ and 0_<p < g- q(l - 2q). Conditions 
(iii) and (iv) of Corollary 2.2.1 must be shown to hold for stiff stabili­
ty. 
Claim s(z) is a Hurwitz polynomial. Consider 
T(z) 5 16s(z) 
= 1 + 3z + "I" z^ + lôqz^ + 16pz^ 
and the "reduced" polynomials 
T^(z) = 9 + (8 - 16q)z 4- 48qz^ + 48pz^ 
T^ ^(z) = [8(1 - 2q)]^ + [8.(1 - 2q)'48q - 9-48p]z 
+ [8'(1 - 2q)*48p]z^ 
T ,(z) = {48[8q(l - 2q) - 9;)]}" 
-L 5 J- , J. 
-i- {48*[8q(l - 2q) - 9p]*3(l - 2q)*48p]z 
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If p f 0, then Algorithm 1.1 clearly produces the result that T(z), 
hence S(z), is a Hurwitz polynomial, since all coefficients above are 
strictly positive. If p = 0, then T(z), T^(z), and ^(z) are each 
diminished in degree by 1, but the same result holds. Therefore 
claim shown. 
A Hurwitz polynomial has no pure imaginary roots. Also, note that 
k = 4 and k - 1 j< degree (s(z)) <_ k is satisfied.. So, (iii) and (iv) 
clearly hold, so stiff stability holds for Case 1. 
1 8 Case 2 Assume 0 < q _< ^ and p = -^ q(l - 2q) . Conditions (ii) and 
(iv) of Corollary 2.1.1 must be shown to hold for A(0)-stability. 
Claim s(z) has a complex conjugate pair of pure imaginary roots. 
Consider 
X  .  4  ^  3 ^ 1 2 ^ 3  , 1  
s(z) =pz +qz +-^z +16^ + 16 
= "I q(l - 2q)z • + qz^ 
= (z^ li^) - 2q)z^ + qz + 
1 r3~ So the first factor gives roots z = ±TV~ i. Note that the second 
4 1 q 
factor is clearly a Hurwitz polynomial. Therefore claim shown. 
Thus, the pure imaginary roots of s(z) are simple. Note that deg 
(s(z)) = 4 unless q = y, in which case deg(s(z)) = 3. In any event, 
condition (ii) of Corollary 2.1.1 holds. 
Now condition (iv): First, compute 
s' (z) = ^  q(l - 2q)z^ + 3qz" + j z + ^  
IT r z ) 
The quantity —, , . is of interest. Eouivalently, define 
s (z) 
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«(z) 5 3'8's'(z) 
4- 4"*'3z^ + 4^'32^ + 4^'z 
T?.a ? 2 9 
q(l - 2q)z^ + 9'8qz^ + 82 + |-
and consider 
9 - 4-9 I T  .  ^  ' 9  ^  , 3 ^ / 3 " .  
.1 = -a 
2 + -ITli i - -IT" ' "'T/q ' 
4 ^ +4(1 - 2q)-y/|^i - ^  i 2|^i + I 
"Y (1 - 16q) + (9 - 16q)i 
-9 + 2^-^ (1 - 4q)i 
-9 2^(1 - 4q)i 
-9 ± 2^^ (1 - 4q)i 
= K(q){[-%r (1 - 16q) + ~  ( 9  -  16q)(l - 4q) ] 
"'•"^Vq" ~ 16q) (1 - 4q) + ^  (9 - 16q)]i} 
= K(q) [-^ (512q^ + 16q + 45) 
(32q2 - 2q + l)i] 
where K(q) = 1/[81 + 12(1 - 4q)"/q]. 
39 1 
Now, K(q) > 0 and — (512q" + 16q + 45) > 0 whenever 0 < q £ y. So 
1  f j  
R e [ ( l ) ( ± - ^ y — i )  ]  >  0 ,  and hence 
Re > 0 
whenever 0 < q £• So, condition (iv) of Corollary 2.1.1 is satisfied, 
and A(0)-stability holds for Case 2. 
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However, the LMFs of Case 2 cannot be stiffly stable. Observe that 
2 1 32q - 2q 4- 1 f 0 for 0 < q , because this quadratic's discriminant is 
-124. So, 
Im[({)(±^Y^ i-) ] = ±K(q) (32q" - 2q + 1) ^  0 
for 0 < q ^  and condition (iv) of Corollary 2.2.1 is violated. 
Case 3 Assume p = q = 0. So, 
s(z) + + n 
Since k = 4, the condition k - 1 _< degree (s(z)) ^  k does not hold, in 
violation of condition (ii) of Corollary 2.1.1. (Equivalently, a(Ç) has 
-1 as a double root.) So the LMF is not A(0)-stable, and hence not 
stiffly stable; it is only A^-stable. • 
The utility of Corollaries 2.1.1 and 2.2.1 has been illustrated in 
this proof. For a comparison of computational effort, the reader is in­
vited to perform these proofs in the Ç-plane using Theorems 2.1 and 2.2. 
In particular, checking condition (iv) in Case 2 is more complicated. 
Some immediate consequences of Theorem 4.2 follow: 
Corollary 4.2.1 The A^-stable members of A(3,3) occur for p = 
q - and £ q £ Further, these LMFs are stiffly stable, except for 
the A(0)-stable case q = 
Proof A(3,3) results when y = 0, i.e., by (4.5) when p - q += 
0. So, the intersection of the line p = q - with the shaded region of 
Figure 4.1 gives the A^-stable members of A(3,3). Elementary algebra pro­
duces the condition Ji q By Theorem 4.2, these methods are all 
g 
stiffly stable, except for on the parabolic boundary p = -^ q(l - 2q), 
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where only A(0)-stability holds. This latter case is at q = Since 
(4.6) gives = -2q and £ q it follows that r- 0, and these 
LMFs are precisely of order 3. • 
By Corollary 4.2.1, then, one has the family A(3,3): 
yn+3 - 5'n+2 " ^((2% + |)y„+3 + (-6q + #7^+2 
+ (6q -  + (-2q + ^ )y^) (4.9) 
where stiff stability holds for _< q < -^ and A(0)-stability holds for 
q = "I". Note that the subscripts on the have been reduced by 1. 
Since ô = -2q + for A(3,3), one may also write A(3,3) as: 
?n+3 - ^ n+Z = + i^fn+Z 
+ (-36 - y^_^^ + ôy^} (4.10) 
where stiff stability holds for - < ô _< - and A(0)-stability holds 
for Ô = -
Also following from Theorem 4.2 is: 
Corollary 4.2.2 The unique A^-stable member of A(4,4) occurs for 
49 p = q = 0. Its error constant is C = C^ = - y^. 
Proof Eqn. (4.6) gives C, = -2q for the family A„(4,3). Thus, a 
4 G 
member of Ag(4,3) can be of order 4 or 5 iff q = 0. But Theorem 4.1 says 
p = q = 0 is the only A^-stable member of A (4,3) with q = 0. Theorem 4.2 
says that this LMF is neither A(0)-stable nor stiffly stable. 
By (4.1), (4.3), (4.5). one finds y = o = - and the DIE it-
self: 
^n+4 " ^ n+3 ^  24 ^^°^n+4 ^ ^^^n+3 ~ "n+Z " -^^n+l ^n^ (^-H) 
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From Chapter I, Section B, one finds 
C = [(-1)'3^ + (l)-4^] 
- [(- I) + + 3'(I) + 
The A^-stable members of Ag(4,3) not mentioned in Corollaries 4.2.1 
or 4.2.2 are the stiffly stable or A(0)-stable members of A(4,3). 
It should be noted that Corollaries 4.2.1 and 4.2.2 are not new re­
sults. The Ag-stability parts of Corollaries 4.2.1 and 4.2.2 are indi­
cated by a result of Feinberg (1976), already given here as Theorem 3,3. 
Thompson's (1976) work includes the A^-stability parts of Corollaries 
4.2.1 and 4.2.2. Cooper (1978) states and proves results (numbered in his 
work as Lemmas 4.7-4.12 and Theorems 4.4-4.7) which give all of Corol­
laries 4.2.1 and 4.2.2. 
The main results of this chapter are graphically summarized in 
Figure 4.2. 
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A(0)-stable 
A(3,3) 
only 
A„-stable 
stiffly 
stable 
Figure 4.2. Ag-stability, A(0)-stability and stiff stability for members 
of Ag(4,3) 
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V. STIFF STABILITY AND THE FAMILY A(5,4) 
A. Derivation of Coefficients 
Consider the Adams type family of LMFs of the form 
- yn+4 - / ®i^n+i (^.l) 
1=0 
Observe as in Chapter IV that C^ = p(l) = 0. The requirement that (5.1) 
be of order 4 gives the additional conditions 
C^ = C^ = C^ — C^ = 0 (5.2) 
which are linear equations (from Chapter I, Section B) in the unknowns 
Solving (5.2) with y = 3q and ô = as parameters, one finds 
that 
6^ = 4Y + 6 + "I 
•^ 4 = - 4Ô + 
= 207 + 65 -
^2 ~ -lûy - 46 + 
= 5 
gg = Y (5 .3)  
19 
Furcher, C_ = -5y - à -
5 ' 720'  
Observe that 
1. The two parameter family A(5,4) results when y = 3^ r 0 and 
19 , 
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2. The one parameter family A(4,4) results when y = S q = 0, 6=6^ 
7^ 0, and C = ^ 0. In Chapter IV, it was sho^m that this 
family has a unique A^-stable L>1F. 
3. The one parameter family A(5,5) results when y = 8^ # 0, C_ = 
19 
-5y - 6 - ~ 0, but Cg r 0. It will be seen that none of 
these LMFs are A^-stable. 
4. A(3,4) results when y = 6 = 0; A(4,5) results when y = 0, 5 = 
19 27 173 
A(5,6) results when y = 6 = - These Adams-720'  ' ' / = " ' 1440' 1440* 
Moulton formulas are not A^-stable. 
Noting that these cases occur, let A^(5,4) denote the general Adams type 
LMF given by (5.1), (5.3). A k step, order p member of Ag(5,4) obeys 
3 _< k _< 5 and 4 _< p _< 6. 
See Appendix A for another means of quickly deriving A (5,4). 
A comment on notation is in order. The symbols B- , S^, ..., y, 
Ô, p(C), o(C), P, q, r(z), s(z), P(z,y), B(z,v), 3^(z,v), ..., d^ 
T(z), T^(z), ... appear in both Chapters IV and V. Thz s}-mbols are used 
for obviously similar purposes; however, it is to be understood that 
specific meanings for these symbols are to be limited to their respective 
chapters. 
B. Conditions for A^-Stability 
The polynomials r(z) and s(z) will be needed. Now, 
r(2) = 
= (^ )^^ [(Y-^ )^  -
30 
î% :(1 + :)' 
1  2 . 3  3 . 1  4 , 1  5  
Z  Z  +  g Z  + J Z  + J ^ Z  
and 
s(z) = 
jY [(4y + G + ^0(1 + z)5 
+ (-15Y - 4ô + II)(1 + z)4(l - Z) 
+ (20Y + 66 - -^) (1 + z)^(l - z)^ 
+ (-10Y - 4Ô + ^) (1 + z)-(l - z)3 
+ 6(1 + z)(l - z)^ + Y(1 - z)^] 
[ (4Y + 6 +-|-)*1 + (-15Y - 46 + -II") • (-1) 
+ (20Y + 66 - -^) *1 + (-IOY - 46 t -^) • (-1) + 6*1 + Y* (-1) ] z^ 
+ [ (4Y + 6 +-|-)*5 + (-15Y - 46 + •^) • (-3) 
+ (20Y + 66 - -^)*1 + (-IOY - 46 + -^) * 1 + 5*(-3) + Y'5]z^ 
+ [ (4Y + 6 + "L") *10 + (-15Y - 46 + -^) • (-2) 
-r (20Y + 66 - -^) *(-2) + (-IOY ~ 46 + -^) *2 + 6*2 + Y'(-10)]z^ 
-r [ (4Y + 5 -r "L") «10 + (-15Y - 46 -r ^ ) "2 
T (20Y + 66 - 1^) ' (—2) + (-IOY - 46 +-^)*(-2) + 0*2 -f ylOJz" 
-R [ (4Y + 6 + -G) '5 + (-15Y - 46 + -^) *3 
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+ (20y + 66 - -^)*1 + (-lOy - 46 +^)*(-l) 
+ 6*(-3) + y(-5)]z 
+ [ (4y + Ô + |) -1 + (-15Y - 46 + -||) -1 
+ (20y + 66 - -^) *1 + (-lOy - 46 + *1 + ô*l + yl] } 
=  (48y  +  166  — - j )  ( 80Y +  166  -
^ 1  3  ^  1 7  2 ^ 1  ^ 1  
+ 12^ + 96 ^  + 8 " + 32 
For convenience of parameterization in the z-plane, let 
P = (48Y + 166 - y) 
q = (SOY + 166 - -j) I (5.4) 
So, 
.  .  5 ,  4 , 1  3 ,  1 7  2 , 1  , 1  
s(z) =pz +qz +22^ 96"^ 8" ^ "32 
It follows from (5.4) that 
Y = -p + q 
6 = 5p - 3q + -^ [ (5.5) 
One also computes 
19 
C_ — —5Y —  5  -5 ' 720 
= -5(-p + q) - (5p - 3q + -^) -
= -20 - J"* 
720 
Throughout the remainder of Chapter V, it is assumed that p and q 
determine A^(5,4) via (5.1), (5.3), and (5.5). 
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The desired result on A^-stability may now be stated: 
Theorem 5.1 A member of A^(5,4) is A^-stable if and only if: 
0 1 q 1 ^  (5-6) 
and 
(l -^1 - (5.7) 
The result of Theorem 5.1 is presented graphically in Figure 5.1. 
1152 
289 48 
48 
Figure 5.1. The region of the q - p plane corresponding to Ag-stable mem­
bers of Ag(5,4) is between the curve and the q-axis 
It should be noted that Feinberg (1976) states that A^-stable members 
of A(5,4) exist. The method of proof indicated is essentially that used 
here to prove Theorem 5.1; however, no bounds, such as (5.6) and (5.7), 
are given. 
The following lemmas will be used in the proof of Theorem 5.1. 
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Lemma 5•1 The function 
P = 4q - -^1  - ^  q") 
attains its maximum at q = p = 
Proof Set [p(q)] = 0, giving 
(-1152) 
Solve for q, and the result follows. n 
Lemma 5.2 The set of conditions given by (5.6) and (5.7) is 
equivalent to the set of conditions given by (5.6), p _> 0, and 
-85p + 40q - 24(4q - p)^ _> 0 (5.8) 
Proof The equality part of (5.8) may be written as 
-24p^ + (-85 4- 192q)p + (40q - 384q^) = 0 (5.9) 
Solving for p, one finds 
-85 + 192q ± 5/289 - 1152q 
p = ^ 
Now, (5.6) assures that 289 - 1152q > 0. Also, (5.6) implies that -85 + 
192q < 0; so, the positive square root must be chosen, since only p ^  0 is 
of interest. So, one may obtain 
p . 4q -||(l -.^1 - ^  , I (5.10) 
In the first quadrant of the q - p plane, then, the curve given by (5.9) 
is identical to the curve given by (5.10). 
It is readily verified that the point q = p = satisfies both 
(5.8) and 
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- F  )  ( 5 . 1 1  
Thus, it is precisely the shaded region of Figure 5.1 which both sets of 
conditions satisfy. • 
Note that p = 0 in (5.9) => q = 0 or q = One also finds that the 
conic (5.9) is a parabola, since for A = -24, B = 192, C = -384, one has 
9 
B" - 4AC = 0. See Thomas (1960), p. 496, for example, for details. 
Proof of Theorem 5.1 The idea is essentially the same as in the 
proof of Theorem 4.1. Form P(z,y) = r(z) - iJs(z) for ysR . Or, consider 
B(z,v) 5 96[r(z) + vs(z)] 
= 3v + 6(1 + 2v)z + (24 + 17v)z^ 
4- 4(9 + 2v)z^ + 24(1 + 4vq)z^ 
+ 6(1 + 16vp)z^ 
Ag-stability holds for those values of p and q (if any) such that B(z,v) 
is a Hurwitz polynomial for all v > 0. 
The "reduced" polynomials are now computed: 
B^(z,v) = [6(1 + 2v)]^ 
+ [6(1 + 2v)*(24 + 17v) - 3v4(9 + 2v)]z 
+ [6(1 + 2v)'4"(9 + 2v)]z^ 
+ [6(1 + 2v)«24(l T 4vq) - 3v6(l + 16vp)]z^ 
+ [6(1 + 2v)»6(l 16vp)]z^ 
= 36(1 + 2v)" 
+ 6(24 + 47v 4- 30v )^z 
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+ 24[(1 + 2v)(9 + 2v)]z^ 
+18 [8 + (15 + 32q)v + 16(4q - p)v~]z^ 
+ 36[(1 + 2v)(1 + I5vp)]z^ 
®1 i(Z'V) = [6(24 + 47v + 30v^)]^ 
+{6(24 + 47v + 30v^)-24(l + 2v)(9 + 2v) 
- 36(1 + 2v)^-18[8 + (15 + 32q)v'+ 16(4q - p)v^]}z 
+ {6(24 + 47v + 30v^)-18[8 + (15 + 32q)v+ 16(4q - p)v^]>2" 
+ [6(24 + 47v + 30v^)-36(l + 2v)(1 + 16vp)]z^ 
Simplifying the coefficient of z in the above, one obtains: 
72(1 + 2v){2(24 + 47v + 30v^)(9 + 2v) - 9(1 + 2v)[8 + (15 + 32q)v 
+ 16(4q - p)v^]} 
= 72(1 + 2v){360 + 3(221 - 96q)v 
+ 2[229 - 72(8q - p)]v^ 
+ 24[5 - 12(4q - p)]v^} 
So, one may write 
(z,v) = 36(24 + 47v + 30v^)^ 
+ 72(1 + 2v){360 + 3(221 - 96q)v 
+ 2[229 - 72(8q - p)]v^ 
+ 24[5 - 12(4q - p)]v^}z 
+ 108{(24 T 47v + 30v~)[8 + (15 + 32q)v + 16(4q - p)v^]>2-
+ 216[(24 + 47v + 30v~)(l + 2v)(1 + 16vp)]z^ 
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For notational convenience, let d. ... be defined by 
B(z,v) = Z d 
i=0 / 
B^Cz.v) = .Zqdi,(4):^ 
3 ^ 
Thus, one may write 
. 2  
B 1 , 1 , ( ^ 1 , ( 3 ) )  +  ( ^ 1 , ( 3 ) ^ 2 , ( 3 )  ( 3 ) ^ 3 , ( 3 ) ) =  
+ (^1,(3)^3,(3))= 
The reader is referred to Appendix B for verification that 
1^,(2) = (3)^ 2 (2) - dg (3)d3 (3) 
= 7776(1 + 2v)(24 + 47v + 30v^) 
•{2304 + 768[11 + 12(q - p)]v 
+ 24(415 - 1696p + 1280q - 384q^)v" 
+ 2[2505 - 32,264p + 15,296q - 4ô08q(6q - p)]v^ 
+ 4[225 - 12,032p + 3968q - 576(4q - p)(12q -  p)]v^ 
+ 192[-85p + 40q - 24(4q - p)^]v^} 
Finally, 
^1,1,1,1/='^^ = ^1,(2) + ^ 1,(2)'*2,(2): 
With these "reduced" polynomials computed, the remainder of the proof 
follows: 
62 
Sufficiency Assume that (5.6) and (5.7) hold. So, by Lemma 5. 
(5.8) also holds. Algorithm 1.1 will be applied to show that B(z,v) is 
Hurwitz polynomial Vv > 0. 
The checking begins: 
B(z,v): 
(i) Clearly d^ (5) *^]_ (5) ~ 3v6(l + 2v) >0 Vv > 0. 
(ii) B^(z,v) must be shown to be a Hurwitz polynomial Vv > 0 : 
B^(z,v): 
(i) Clearly d^ = 36(1 + 2v)^'6(24 + 47v + 30v^) 
>0 Vv > 0. 
(ii) B^ ^(z,v) must be shovm to be a Hurwitz polynomial Vv > 0: 
(i) Clearly, = 36(24 + 47v + 30v^)^ >0 Vv > 0. Nov, 
di ^2) = 72(1 + 2v){360 + 3(221 - 96q)v 
+ 2[229 - 72(8q - p)]v^ 
+ 24[5 - 12(4q - p)]v^} 
Proceeding, note; 
3(221 - 96q) _> 3[221 _ 960^%)] 
= 3[221 - 10] > 0 
2[229 - 72(8q - p) ] >_ 2[229 - 72'8{-^) + 72'Oj 
= 2[229 - 60] > 0 
24[5 - 12(4q - p) ] > 24[5 - 12'4 (^) + 12*0] 
= 0 
It follows that d, >0 Vv > 0. 
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(ii) ^ ^(z,v) must be shown to be a Hurwitz polynomial Vv > 0: 
X J J. 5 X 
1 ( z , v ) :  
2 (i) One has immediately from above that d^ = (d^ > 0 
Vv > 0. Of interest now is d^ ^ somewhat lengthy expres­
sion already found. Proceeding with estimates on portions of the 
quantity contained in curly brackets in d^ , using p <_ from 
Lemma 5.1 as appropriate, one finds: 
1. The coefficient of v: 
768 [11 + 12(q - p)] > 768(11 + 12-0 - 12 
= 768(10 |) > 0 
0  
2. The coefficient of v" : 
24(415 - 1696p + 1280q - 384q^) 
> 24[415 - 1696(-^) + 1280-0 - 384(^)^]  
— / Z 4o 
= 24(415 - 23 I - 4 >0 
3 
3. The coefficient of v : 
2[2505 - 32,264p + 15,296q - 4608q(6q - p)] 
> 2[2505 - 32,264(-^) + 15,296*0 - 4608-6(^)^ + 4608-O-O] 
= 2(2505 - 448 I - 300) > 0 
4 
4. The coefficient of v : 
4[225 - 12,032p + 3968q - 576(4q - p)(12q - p)] 
= 4[225 - 5912p 4- 1088q - 6120p + 2880q 
- 576(4q - p)(12q - 3p) - 576(6q - p)(2p)] 
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=4{225 - 5912p + 1088q + 72[-85p + 40q -  24(4q -  p)^] 
- 576'8qp + 576-2p^} 
>_ 4[225 - 5912+ 1088'0 + 72*0 
- 576-8-(^ )(^ ) + 576-2.0] 
= 4[225 - 82 "I - 6 |] > 0 (5.12) 
5. And finally, the coefficient of : 
192[-85p 4- 40q -  24(4q - p)"] > 0 
by condition (5.8). Now it follows from the above that 
(ii) B ^ ^(z,v) must be shown to be a Hurwitz polynomial Vv > 0. 
This is clearly the case. 
So, all of the "reduced" polynomials and B(z,v) are Hurwitz polynomials 
Vv > 0. Hence, if (5.6) and (5.7) hold, then the member of A^(5,4) is 
A -stable. 
o 
Necessity Assume that a member of A„(5,4) is A_-stable. The 
condition (i') of Algorithm 1.1 is used here for convenience. 
1. Observe that d^ = 3v > 0 Vv > 0. So, d^ = 24(1 + 4vq) 
>0 Vv > 0 
=> q > -,— Vv > 0 
^ 4v 
=> q _> 0 
2. = 5(1 + 16vp) >0 Vv > 0 
=> P > Ï3F Yv > 0 
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3. Clearly d, = «1,(3)^^ ' °' '^0. (2) "^1, <2) 
>0 Vv > 0 is a necessary condition for B(z,v) to be a Hurwitz 
polynomial Vv > 0, it must be that d^ ^ 0 Vv > 0, 
Let X(p,q) = 4[225 - 12,032p + 3968q - 576(4q - p)(12q - p)]. Now, 
(•?) ^ ® =>-85p + 40q - 24(4q - p)^ > 
-À(p,q)v^ + terms in lower powers of v > q 
192v^ 
Clearly, v = => the right hand side above -^0. So, the above 
=> -85p + 40q - 24(4q - p)~ 2 0- (5.13) 
4. 1 follows immediately from p ^  0, q ^ 0, and (5.13). 
Therefore, (5.6) and (5.7) hold by Lemma 5.2. (End of proof of 
Theorem 5.1.) • 
C. Stiff Stability, A(0)-Stability, or only Ag-Stability 
The main result is: 
Theorem 5.2 An A^-stable member of A„(5,4) fits into exactly one 
of the following cases. It is: 
1. Stiffly stable if 
0 < q < ^  and 0 < p < 4q - If (l -^1 - ) 
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or 2. A(0)-stable but not stiffly stable if 
0  < q l - ^ a n d p  =  4 q - - | | ^ l -  - y / 1  - 1152 q 289 
or 3. Not A(0)-stable if p = q = 0. 
Proof Note the first paragraph of the proof of Theorem 4.2. 
Then proceed with: 
Case_l Assume 0 < q < and 0 £ p < 4q - ^1 - ^  1 - q )• 
Conditions (iii) and (iv) of Corollary 2.2.1 must be shown to hold for 
stiff stability. 
Claim s(z) is a Hurwitz polynomial. Consider 
T(z)  E 32s(z)  
17 9 
= 1 + 42 + -y z + 
"I" 2^  + 32qz^  + 32pz^  
and the "reduced" polynomials 
T^(z) = 16 + 20z +-y z" + 32(4q - p)z^ + 128pz* 
Ti ^(z) = 400 + ^  [5 - 12(4q - p)]z + 640(4q - p)z + 2560pz-
Tl^l^l(z) = [5 - 12(4q - p)]}^ 
+ [5 - 12(4q - p)]*640(4q - p) - 400*2560p}z 
. fl28 rr [5 - 12(4q - p)] .2560p}z'  
= -  12(4q -  p)r 
+ ^ )[-85p + 40q - 24(4q - p)^]: 
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+{(^ §9)(2560)[5 - 12(4q -
If p f 0, then observe that all coefficients of T(z), (z), i(-) 
and T 
1/ 1,1 
(z) above are strictly positive. These strict inequalities 
1,1,1 
are shown as in the sufficiency part of the proof of Theorem 5.1. It 
follows that T(z), hence s(z), is a Hurwitz polynomial. If p = 0, 
then each of T(z), T (z), T , (z) is diminished in degree by one, but 
J- -L ) -L 
the same conclusion holds. Therefore, claim shown. 
A Hurwitz polynomial has no pure imaginary roots. Also, note that 
k = 5 and k - 1 degree (s(z)) <_ k is satisfied. So (iii) and (iv) 
clearly hold, so stiff stability holds for Case 1. 
Case 2 Assume 0 < q _< ^ and p = 4q - 85 48 - -y 1 -
1152 
289 Con­
ditions (ii) and (iv) of Corollary 2.1 must be shown to hold for A(0)-
stability. 
Claim s(z) has a complex conjugate pair of pure imaginary roots. 
Consider 
s(z) = 
"V^ 1152 289 
,  4 , 1  3 ,  1 7  2 , 1  , 1  
+ +Ï2 ^  +96 ^  + 8 = + 32 
+ _1Z_ 
192q 1 " 
q(4z^ + z") + 
192 1 -yi - q )(-20z^ + 4z + 1) 
Thus, 
i v f  ( -n  1152 X are jq \ J  289 
roots of s(z). Therefore, claim shown. 
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For convenience, define 
w(q) = 1  -^1 -  ^  q 
Claim The cubic factor of s(z) above, which may be written as 
17 17 9 
c(z) E w(q) + 7g w(q)z + qz + [4q - — w(q) ]z 
is a Hurwitz polynomial. To see this, first compute the "reduced" 
polynomial 
C^Cz) = W(q)]2 
+ w(q) 'q -  w(q) [4q -  | | -  w(q)]  }z  
+  ^  w(q)'[4q - ^  w(q)]z" 
17 ,  .  ;17 /  .  ^ 85 .  .  
= W(q) W(q) + -gy w(q)z 
+ [4q - -Il Oj(q) ] z^} 
Note that w(q) > 0 for 0 < q _< If 0 < q < then all coeffi­
cients of C(z), C^(z), (and clearly ^(z)), are strictly positive, 
and the claim is shown. If q = then C(z) and C^(z) are di­
minished in degree by one, but the claim still holds. Therefore, 
claim shown. 
Thus, the pure imaginary roots of s(z) are simple. Note that degree 
(s(z)) = 5 unless q = in which case degree (s(z)) =4. In any event, 
conditions (i)-(iii) of Corollaries 2.1.1 and 2.2.1 hold. 
Now, consider condition (iv) of these corollaries. First, compute: 
s' (z) = 5pz^ + 4qz^ + ^z''-r-||-z-!--| 
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IT C 2 ^ The quantity ^ i s  of  i n t e r e s t .  N o w ,  d e f i n e  
$(z)  16'r(z) 16"s'(z) 
5 d 3 2 
z + 4z -f 6z + 4z + z 
80pz^ + 64qz^ + 4z^ + z + 2 
Also, define 
1 117 J, _il5i 
» = *(q) = 5 +\1 289 
so the pure imaginary roots of s(z) are given concisely by z = ±ip(q)±. 
Now, consider 
ç[±^(q)i] = 
±iii^ i + 4iij^  ± - 4^  ^± "lii 
80p^/ ± 64qiL'^*(-i) - 4'j;~ ± ^  ipi + 2 
4iii^ (ij)^  - 1) ± - 6ii;^  + l)i 
(80p^4 - 4i{,'^ + 2) ± i|;(-64qij;^ + ^ ) i 
(80p^* - 4T^" + 2) + Tp(-6AqW~ + ^ )i 
(80p'/ - 4i|;^  + 2) + ip(-6AqTp^  + ^ )i 
= K(q){[4^2(^- - l)'(80p^^' - 4U,^ + 2) 
+ ilj(ip — d ip  + 1) ' i p ( -6Aq ip^  +  ~^)  ]  
± [ipCip^ - + l)'(80p^4 - 4ip^ + 2) 
- 4^ 2(^ 2 _ l).*(_64q^ 2 +^ )]i} 
where K(q) = l/{(80p4^ - 4;^^ + 2)" + [$(-64q^- + %]^}. 
(5 .14)  
(5.15) 
It is shown in Appendix C that ii(q) > 0 and K(q) > 0 for 0 < q,£ 
It is also shown in Appendix C that Re{à[=^(q)ij} > 0 and 
Im{o[=^(q)i]) = 0 for 0 < q < 7%. So, condition (iv) of Corollary 2.1.1 
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holds, and A(Q)-stability holds; however, condition (iv) of Corollary 
2.2,1 does not hold, so these methods cannot be stiffly stable. 
Case 3 Assume p = q = 0. By (5.5), y = 0 and 5 = so C^ = 
49 
- It is readily verified via (5.3) that this is again the unique 
Ag-stable member of A(4,4) discussed in Corollary 4.2.2. Another way to 
arrive at this conclusion is to recall Case 2 of Chapter V, Section A, 
where A(4,4) occurs for y = 0. By (5.4), then, p-= -^6 - and q = -
that is, p = q describes the one parameter family A(4,4) in the con­
text of A (5,4). But the line p = q intersects the region in Figure 5.1 
G 
only at p = q = 0. • 
The main results of this chapter are graphically summarized in 
Figure 5.2. 
1152 
289 
A(0)-stable 
stiffly 
stable only A_-stable 48 
Figure 5.2. Ag-stability, A(0)-stabilitv, and stiff stability for members 
of  A_(5,4)  
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VI, ON THE SELECTION OF MEMBERS OF A(3,3), A(4,3), 
AND A(5,4) FOR PRACTICAL USE 
A. Desirable Properties 
To explore the practical value of the families of LMFs developed in 
Chapters IV and V, certain LMFs will be selected for testing. The idea is 
to propose these methods as alternatives to the BDF or Adams-Moulton cor­
rectors in a general purpose ODE solver such as the GEAR package. 
First, the selection will be limited to those LMFs which have the de­
sirable properties of stiff stability and stability at Such LMFs in 
A(3,3) will be denoted by A^^^(3,3), and so forth. 
One then has the following theorems: 
Theorem 6.1 Let p and q be as in Theorem 4.2. A member of 
A (4,3) results if and only if ss=° 
0 < q < Y and 0 < p < "I- q(l - 2q) (6.1) 
Proof Consider the stiffly stable LMFs of Theorem 4.2. In case 
p f 0, the proof of Theorem 4.2 shows that s(z) is a Hurwitz polynomial, 
and deg (s(z)) = 4. Hence, all roots of a(Ç) are less than 1 in modulus, 
so d < 1. The case p = 0 is eliminated, since p = 0=>a(-l) = 0 => d = 1, 
and the result follows. • 
Theorem 6.2 Let p and q be as in Theorem 5.2. A member of 
A (5,4) results if and only if 
ss^ o 
0 < q < ^  and 0 < p < 4q - If (l - y'l - ^  q) (6.2) 
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Proof This follows from Theorem 5.2 just as the proof of 
Theorem 6.1 follows from Theorem 4.2. • 
Hence, only the interior points of the regions of Figures 4.2 
and 5.2 are to be considered. 
Further selection criteria are now listed. From a family, choose the 
stiffly stable and stable at LMF with the: 
1. Smallest error constant (in absolute value) 
2. Largest (in the definition of A(a)-stability) 
3. Smallest D . (in the definition of stiff stability) 
mm 
4. Smallest d (decay rate at °=>) 
provided that each of the above exists. 
It is not expected that all of the above will be simultaneously 
satisfied. Certainly, more criteria could be added. For example, "ex­
ponential fitting" could be used as a criterion for choosing the free 
parameter or parameters (see Lambert, 1973; pp. 240-241). In the follow­
ing sections, a general compromise between the above criteria is used to 
make selections. 
B. Selection from A (3,3) 
s SCO 
Refer to Corollary 4.2.1 and (4.9) to recall that for A(3,3), stiff 
Stability holds for q but only A(0)-stability holds for q = 
Ags=(3,3) is given for < q < 
For the discussion which follows, Thompson's (1976) parameterization 
of A(3,3) will also be referenced. First, recall that (4.10) gives 
A(3,3), and stiff stability holds for - < 0 _< - while only A(0)-
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stability holds for 6 = - Now, in Appendix A, choose b = 1 - a in 
(11.1). Then (11.1) becomes aP(3,3) + (1 - a)C(2,3), giving Thompson's 
(1976) parameterization of A(3,3). From this, (4.9) and (4.10), one has 
^ , 1 r 5 
-2q + 24 = 4 = Ï2 a 
Thus, Thompson's (1976) Theorem 4.3, which states that A^-stability for 
A(3,3) holds for - ^ ~ "jj^» with results in this dissertation. 
Now, a discussion of selection from A^^^(3,3) may begin. Consider 
criterion 1, "smallest error constant (in absolute value)": Since C = 
-2q, a minimum absolute value does not occur; the limiting value is at 
1 . . n 1 
q = 24' Giving C = - j2-
Although not in A^^^(3,3), this LMF merits some discussion. Observe 
that q = <=> Ô = - <=> a = - •^. From (4.9), one has: 
n^+3 ~ ^ n+2 " l4 ^ ^^ n^+3 ^^ "n+2 n^+1 ~ ^ n^  
This LMF also has a = 75.718°, D . = 3.000, and d = 1. (See Table 
max mm 
6.1.) Of course, d = 1 causes (6.3) to be not stable at <». The region .4 
for this LMF is presented in Figure 6.1. 
Thompson (1976) selected (6.3) from the A^-stable A(3,3) LMFs for 
numerical testing, noting that its error constant is minimum of all Aq-
stable members of A(3,3). It is incorrectly stated on p. 9 of Thompson 
_ X 
(1976), however, that (the LMF (6.3)) is neither A(0)-stable nor 
stiffly stable. This is incorrect, since it is in direct conflict with 
Corollary 4.2.1; (6.3) is stiffly stable. 
One may also verify stiff stability directly from (6.3) and Theorem 
2.2: (i) and (ii) clearly hold. (iii) holds since the roots of c(Z) are 
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Table 6.1. Values (rounded) of C, OmayC") , and d for certain 
A(3,3) LMFs 
5 C a 
max 
D . 
mm 
d 
-5/24 -.250 a a 1. 
-4/24 -.208 71.468 2.074 .951 
-3/24 -.167 75.907 1.000 .885 
-2/24 -.125 78.235 .731 .791 
-15/192 -.120 78.368 .728 .776 
-14/192 -.115 78.447 .733 .761 
-13/192 -.109 • 78.459 .750 .744 
-12/192 -.104 78.383 . 784 .726 
-11/192 -.099 78.184 .847 .706 
-10/192 -.094 77.800 .962 .685 
-9/192 - .089 77.102 1.210 .849 
-1/24 -.083 75.718 3.000 1. 
^LMF rejected since d = 1. 
-1, (-l±2/3)/ll. For (iv), note that {(-1±2/J)/Ilj < 1, and 
P(-1) ^ (-1)3 - (-1)2 
(-l)a'(-l) (-1)"^[33(-1)2 + 26(-l) + 1] 
^  - 2  
(- ^ ^0-8 
= 6 > 0 
So, (6.3) is stiffly stable. 
Choosing a member of A^^^(3,3) to optimize with respect to criteria 
2, 3, and 4 appears to be best handled approximately. Appendix D contains 
a FORTRAN computer program which finds approximate values for a , D . , 
max' mm 
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and d. Table 6.1 summarizes some results found using this program for 
some members of A (3,3) and endpoints. ss=° 
For the o's listed in Table 6.1, "best" values of a , D . , and d 
max mm 
are underlined. Certainly, these results could be refined further; for 
example, a value of ô which gives the largest could be determined 
numerically as accurately as desired. However, in light of the following 
discussion, there will appear to be little point in doing this. 
Upon examining Table 6.1, the reader notes the trade-offs between 
criteria 1-4; all cannot be simultaneously satisfied. Which member of 
A^^^(3,3) would be "best" for use in a general ODE solver? It appears 
that several members listed in Table 6.1 (and many that are not) could be 
"good," and worthy of further consideration and numerical testing. Only 
one member will be chosen for testing at this time, however. With an 
intuitive thought toward a compromise between criteria 1-4, the author 
selected the LMF given for 6 = - so q = and a = From 
(4.9), this LMF is: 
n^+3 " ^ n+2 " 48 *-^ ^^ n+3 ~^ n^+2 ^^ n+1 " ^ "n^  
Observe that, compared to (6.3), some has been sacrificed in the 
error constant (for (6.4), C = - -A-) , but ct = 78.383°, D . = .784, 
48' ' max mm 
and d = .726 have been improved; note especially that stability at 
holds. 
Regions of absolute stability for (6.3) and (6.4) are presented in 
Figure 6.1. 
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y = hA plane 
--121 
- 9 6  
(6 .4)  
•• 7i 
24 
(6 .3)  
- 2  -3 
\--7i 
" -12i 
Figure 6.1. The region .4 for (6.3) is to the left of the curve marked 
q = for (6.4) it is outside the curve marked q = -^ 
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C. Selection from A (4,3) 
s SCO 
First, recall Theorem 6.1. Then, consider selecting from A^^^(4,3) 
by criterion 1: Since C = -2q, and q > 0 by (6.1), there is no solution. 
Of course, the limiting case is at p = q = 0, the unique A^-stable member 
of A(4,4) of Corollary 4.2.2, given by (4.11). 
Some numerical testing of (4.11) has again been performed by 
Thompson (1976), but this nonstiffly stable and nonstable at LMF will 
not be tested further here. For completeness, however, its region A is 
given in Figure 6.2. Note that its utility appears to be restricted to 
problems with real (or almost real) eigenvalues. 
Figure 6.2. The region A for the unique A^-stable member of A(4,4) is 
shaded 
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= 0 
Note: The non-A(0)-stability of (4.11) was shown in Case 3 of the 
proof of Theorem 4.2. This may also be demonstrated by the following 
calculation: Let p(Ç) and a(g) be given by (4.11). It may be shown that 
•• 'a' ' lim tan | -a 
Hence, no a > 0 exists for A(a)-stability. 
Now consider selecting from A^^^(4,3) on the basis of criteria 2 ,  3, 
and 4. The program of Appendix D was again used. Table 6.2 summarizes 
results obtained on an initial, coarse grid of (q,p) values obeying (6.1). 
Since the area near q = .09, p = .005 looked promising, a more refined 
grid was formed of nearby points. Table 6.3 summarizes computer results 
for these points; underlining again indicates "best" values of a , D . , 
max mm 
and d (for the (q,p) grid values considered, only). 
After examining Tables 6.2 and 6.3, recall the discussion on selec­
tion in Section B. Several members of A^^^(4,3) represented in Table 6.3 
appear to be "good." The LMF selected for numerical testing is given by 
q = .07, p = .006, and is boxed in Table 6.3. With (4.1), (4.3), and 
(4.5), one obtains: 
n^+4 - - 3m + 233f^^, - - 67f^) 
(6.5) 
For this LMF, one has C = -.14, ct = 84.085°, D . = .207, and 
max mm 
d = .799. Comparing (6.5) to (6.4), one notes that for (6.5), and 
Table 6.2. Values (rounded) of amax(°)' ''^mln» d, respectively, for Agsw(4,3) LMFs, Initial 
grid; values (exact) of C are given on the bottom line 
i> q .01 .05 .09 .13 .17 .21 .25 .29 .33 .37 .41 .45 .49 
.105 64.74 
9.14 
.99 
66.07 
5.62 
.99 
63.19 
12.41 
.996 
.085 60.26 
49.54 
.998 
72.44 
1.61 
.96 
73.79 
1.14 
.95 
73.08 
1.21 
.96 
71.18 
1.64 
.97 
67.86 
3.12 
.98 
58.93 
106.9 
.9996 
.065 58.24 
46.88 
.997 
75.69 
.95 
.92 
77.82 
.58 
.89 
77.62 
.55 
.90 
76.51 
.64 
.92 
74.75 
.83 
.94 
72.26 
1.26 
.97 
68.52 
2.56 
.98 
58.91 
87.35 
.9996 
.045 76.24 
.94 
.89 
80.51 
.37 
.81 
80.76 
.32 
.82 
80.00 
.35 
.86 
78.75 
.42 
.89 
77.08 
.54 
.92 
74.95 
.76 
.95 
72.09 
1.25 
.97 
67.76 
2.92 
.99 
.025 69.82 
2.30 
.90 
82.10 
.30 
.69 
83.17 
.20 
.71 
82.66 
.21 
.77 
81.66 
.24 
.83 
80.37 
.30 
.87 
78.79 
.39 
.90 
76.86 
.54 
.93 
74.45 
.80 
;95 
71.19 
1.43 
.97 
65.81 
4.58 
.99 
.005 37.05 
52.29 
.97 
79.51 
.72 
.63 
85.06 
.13 
.88 
84.82 
.12 
.92 
83.98 
.15 
.94 
82.89 
.18 
.95 
81.60 
.23 
.96 
80.10 
.30 
.97 
78.34 
.41 
.97 
76.20 
.58 
.97 
73.47 
.93 
.98 
69.62 
1.91 
.98 
61.38 
21.00 
.998 
C - .02 -.10 -.18 -.26 -.34 -.42 - .50 - .58 -. 66 - .74 - .82 - .90 -.98 
Table 6.3. Values (rounded) of > ^inin» d, respectively, for Aggw(4,3) LMFs, refined 
grid; values (exact) of C are given on the bottom line 
p q .05 .06 .07 .08 .09 .10 .11 .12 
.021 72.274 77.246 80.290 81.974 82.860 83.312 83.523 83.589 
1.708 .861 .494 .330 .254 .216 .196 .186 
.869 .809 .744 .678 .638 .638 .654 .674 
.018 73.892 78.497 81.212 82.643 83.366 83.718 83.865 83.889 
1.404 .713 .412 .282 .223 .193 .178 .171 
.840 .773 .695 .619 .599 .615 .639 .680 
.015 75.364 79.649 82.047 83.244 83.824 84.089 84.181 84.167 
1.175 .593 .346 .243 . 196 .174 .163 .158 
.807 .729 .628 .556 .592 .660 .704 .736 
.012 76.717 80.712 82.801 83.785 84.239 84.428 84.471 84.426 
.998 .494 .291 .210 .174 .157 .149 .146 
.769 .671 .519 .612 .690 .735 .767 .791 
.009 77.970 81.692 83.479 84.270 84.615 84.739 84.741 84.667 
.858 .411 .245 .182 .155 .143 .137 .135 
.722 .575 .651 .734 .778 .807 .829 .845 
. 006 79.136 82.592 84.085 84.706 84.957 85.025 84.990 84.892 
.750 ,340 .207 .159 .  139 .130 .126 .126 
.660 .729 .799 .834 .858 .875 .888 .898 
.003 80.225 83.412 84.624 85.097 85.267 85.287 85.222 85.102 
.676 .280 .176 .140 .125 . 119 .1168 .1174 
.854 .888 .908 .922 .931 .939 .945 .949 
C -.10 -.12 -. 14 -. 16 -.18 -.20 -.22 -.24 
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Dmin have been improved, while C and d are not as good. Of course, (6.4) 
is only a 3 step method. 
The region of absolute stability A for (6.5) is presented in Figure 
6.3. 
U = hA plane 
-- lOi 
- 2  10 20 
-•-lOi 
Figure 6.3. The region .4 for (6.5) is outside of the curve 
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D. Selection from A (5,4) 
ss°o 
First, recall Theorem 6.2. Then, consider selecting from A^^^(5,4) 
49 by criterion 1: Since C = -2q - and q > 0 by (6.2), there is no 
solution. The limiting case at p = q = 0 is again the unique A^-stable 
member of A(4,4); recall the discussion of Section C. 
The program of Appendix D is again employed to find a , D . , and d 
° ° max mxn 
for (q,p) values obeying (6.2). Table 6.4 summarizes some results using a 
coarse grid, while Table 6.5 presents results obtained using a more re­
fined grid in a promising area of (q,p) values. 
After examining Tables 6.4 and 6.5, again recall the discussion on 
selection in Section B. Several members of A (5,4) represented in Table ss<=° 
6.5 appear to be "good." The LMF selected for numerical testing is given 
by q = .029, p = .001, and is boxed in Table 6.5. With (5.1), (5.3), and 
(5.5), one obtains: 
For this LMF, one has C = -.126, a = 65.368°, D . = 1.893, and 
max mm 
d = .926. The region A. for (6.6) is presented in Figure 6.4. 
E. Comparisons of Newly-Selected Adams Type LMFs 
to BDF and Adams-Moulton Formulas 
Since the LMFs selected in Sections B, C, and D of this Chapter are 
to be proposed as alternatives to the BDF or Adams-Moulton formulas, some 
comnarisons are in order. Table 6.6 was constructed as an initial means 
Table 6.4. Values (rounded) of amax(°), l'mln» d, respectively, for Aggœ(5,4) LMFs, Initial 
grid; values (rounded) of C are given on the bottom line 
p q .003 
,013 
.013 .023 .033 .043 
35.16 
230.7 
.998 
.053 
41.48 
31.21 
.99 
.063 
38.67 
50.46 
.99 
.073 .083 .093 
. 011  
.009 
.007 
.005 36.07 
69.41 
.99 
48.18 
13.22 
.95 
55.16 
5.93 
.88  
39.70 
56.29 
.99 
50.50 
9.30 
.94 
56.14 
4.81 
.88 
60.15 
3.13 
.81 
48.39 
11.27 
.96 
54.07 
5.57 
.92 
58.00 
3.62 
.87 
61.03 
2.64 
.83 
49.34 
9.12 
.96 
53.97 
5.24 
.92 
57.35 
3.63 
.89 
60.02 
2,76 
.87 
47.08 
11.47 
.97 
51.73 
6.39 
.95 
55.10 
4.39 
.92 
57.76 
3.32 
.90 
41.14 
27.59 
.99 
47.32 
10.53 
.97 
51.28 
6.46 
.95 
54.25 
4.63 
.94 
37.75 
54.57 
.99 
44.80 
14.56 
.98 
48.92 
8.35 
.97 
38.17 
49.77 
.99 
.003 
.001 23.32 
262.4 
.99 
48.00 
13.97 
.92 
54.66 
8.38 
. 82  
59.98 
3.61 
.75 
63.69 
2.47 
.90 
63.27 
2 . 2 6  
.79 
65.80 
1.74 
.94 
63.49 
2.05 
.85 
65.54 
1.66 
.95 
62.23 
2.21 
.88  
64.10 
1.83 
.96 
59.95 
2 . 6 6  
.90 
6 1 . 8 2  
2 . 2 1  
.97 
56.66 
3.59 
.92 
58.68 
2.93 
.97 
51.96 
5.83 
.95 
54.40 
4.46 
.98 
44.26 
15.74 
.98 
48.02 
9.30 
.98 
.074 -. 094 -.114 -.134 -.154 ,174 - .194 -.214 -.234 .254 
Table 6.5. Values (rounded) of cx^axC )> I^min» ^rid d, respectively, for Agc;oo(5,4) LMFs, refined 
grid; values (rounded) of C are given on the bottom line 
p q .020 .023 .026 .029 .032 .035 .038 .041 .044 
.0030 57.762 59.981 61.491 62.493 63.125 63.479 63.618 63.586 63.414 
4.778 3.611 2.949 2.556 2.319 2.175 2.094 2.056 2.053 
.809 .755 .732 .740 .779 .806 .826 .842 .856 
.0025 58.951 60.991 62.367 63.269 63.825 64.121 64.217 64.151 63.952 
4.257 3.259 2.692 2.358 2.156 2.035 1.969 1.941 1.944 
.764 .710 .747 .792 .821 .842 .858 .870 .881 
.0020 60.064 61.942 63.195 64.005 64.491 64.734 64.788 64.691 64.469 
3.823 2.958 2.470 2.183 2.011 1.910 1.856 1.837 1.845 
.695 .759 . 810 .840 .861 .876 .888 .897 .905 
.0015 61.111 62.839 63.979 64.704 65.125 65.319 65.335 65.209 64.964 
3.457 2.698 2.276 2.029 1.883 1.798 1.755 1.742 1.754 
.781 .837 .866 .885 .898 .909 .917 .924 .930 
. 001.0 62.098 63.688 64.723 65.368 65.730 65.878 65.859 65.706 65.440 
3.144 2.472 2.105 1.893 1.767 1.696 1.662 1.656 1.671 
.877 .901 .915 .926 .934 .940 • .946 .950 .954 
. 0005 63.031 64.492 65.430 66.002 66,307 66.413 66.361 66.183 65.898 
2.874 2.273 1.953 1.770 1.663 1.604 1.578 1.577 1.595 
.945 .954 .960 . 964 .968 .971 .973 .975 .977 
C 
-. 108 
-.114 -.120 
-.126 
-.132 
-.138 
-.144 -.150 -.156 
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]j = hX plane 
30i 
30 
..-30i 
Figure 6.4. The region for (6.6) is outside of the curve 
of comparison, and should be mostly self-explanatory. The values of 
and D . for the BDFs were computed by the author, and agree with known 
mm 
values given in Lambert (1973); recall Chapter III, Section A, however. 
In comparing (6.4) to BDF3, it appears that the motivating goal 
(given in Chapter III, Section A) of improving the error constant C for a 
stiffly stable order 3 LMF has been achieved. However, a , D . , and d 
max mxn 
are not as good. By going to a 4 step formula, however, = 84.085° of 
86 
(6.5) becomes nearlv comparable to a = 86.032° of BDF3, and the error 
max 
constant is still significantly improved. 
Such comparisons can be made throughout Table 6.6. The real test for 
the newly-selected formulas, however, must be in numerical testing on 
sample problems. Thus, the stage is set for Chapter VII. 
Table 6.6. Values (rounded) of C, 
and Adams-Moulton LMFs 
Gmax( )» ^min » > respectively , for certain Adams type, BDF, 
Ic 
(step) 
P 
(order) C D , 
min d 
AM 3 2 3 1 . 24 -.0417 
a a a 
AMA 3 4 
19 . 
720 -.0264 - - -
AM5 4 5 
3 . 
160 -.0188 - - -
BDF3 3 3 
1 
4 
-.250 86.032 .083 0.0 
KDF4 4 4 
1 
- 5 = -.200 73.352 .667 0.0 
B1)F5 5 5 1 . 6 -.167 51.840 2.327 0.0 
(6.4): selected 
from Ags^/3.3)  3 3 5 . 48 -. 104 78.383 .784 .726 
(6.5): selected 
from A (4,3) 
ss™ 
4 3 7 
'50 -.140 84.085 .207 .799 
(6.6): selected 
from A_^^J5,4) 5 4 2269 . 18,000 -.126 65.368 1.893 .926 
^Tlio Adams-Moulton formulas indicated are neither A^-stable nor stable at 
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VII. NUMERICAL TESTING 
The purpose of this chapter is to present the results of trying out 
the Adams type LMFs (6.4), (6.5), and (6.6) on some test problems. Also, 
some comparisons are made between these results and the results of using 
the BDF and Adams-Moulton correctors of Table 6.6 on the same test prob­
lems . 
Thompson (1976) has performed numerical testing of the LMFs (6.3) and 
(4.11). (Recall that these LMFs were removed from consideration here 
since neither is stable at «>; also, (4.11) is not A(0)-stable.) Thompson 
was able to replace AM3 with order 3 (6.3), and AM4 with order 4 (4.11) in 
the GEAR package, making other minor modifications as needed. The maximum 
allowable order was limited to 4, and comparisons with the Adams-Moulton 
option of unmodified GEAR were made. 
On stiff problems with real eigenvalues, the modified GEAR package 
was superior, as expected. This type of numerical testing is quite de­
sirable, since it directly addresses the question of efficiency; however, 
it appears to be quite a bit more difficult to do this replacement for the 
A (4,3) and A (5,4) members selected in particular, so this form of SS=o SS™ r j 
testing will not be pursued at this time. 
The testing that is performed here is a first step in the practical 
evaluation of the selected Adams type LMFs of Chapter VI. The experi­
mental computer program used to perform the testing was not designed to 
have all of the features of a state-of-the-art code. It is demonstrated, 
however, that the behavior of the numerical solutions generated generally 
agrees with what might be expected in light of Table 6.6. 
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A. A Description of the Testing Program 
The FORTRAN computer program written for testing will be briefly 
described. A listing is given in Appendix E. 
For each test to be performed, certain information is input in the 
MAIN program: IPROB, the number of the test problem to be solved (1, 2, 
...); TYPE, the type of corrector to be used (1 = Adams-Moulton, 2 = BDF, 
and 3 = the selected Adams type); KSTEP and ORDER, which further define 
the corrector to be used; NSTEPS, the number of steps to be taken; TINIT 
and TOUT, the initial and final values of the independent variable, re­
spectively. Then, the stepsize H = (TOUT-TINIT)/NSTEPS is determined. 
The rest of the information on the sample problems is contained in 
subroutine PROB. A call to PROB sets N, the number of first order ODEs in 
the system; calls to appropriate entry points of PROB cause evaluation of 
f(t,y), "l^ (t,y), or the true (analytic) solution, which is known for the 
test problems used. 
It was decided to store past information in y^_^, ..., Vp f^_^, 
f^, i = 1, ..., N. A fixed stepsize h = H and only one LMF is used for an 
entire integration, i.e., no automatic stepsize and order changing is 
done. 
The "starting problem" is "solved" in the MAIN program by providing 
values computed from the knovm analytic solution. Subroutine SOLODE is 
then called to do most of the computing. In testing a k-step corrector, 
the k-step Adams-Bashforth formula is used for predictor. All correctors 
are solved by Newton's method, and are iterated to convergence. The 
Jacobian matrix is updated on every iteration in Newton's method. It is 
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to be emphasized that it would be much more efficient not to update so 
often; this is done for ease of implementation only. Indeed, as already-
indicated, it lies outside the purposes of this initial testing program to 
incorporate all of the available implementation efficiencies, some of 
which were described in Chapter I, Section B. 
The Appendix E program was run on the Iowa State University Computa­
tion Center's Itel AS/6 computer using WATFIV. 
to be solved on [0,.2]. Each of the nine correctors of Table 6.6 was 
tested, using 50 steps, so h = .004. In addition, (6.4) was tested using 
only 40 steps, so h = .005. The absolute value of the maximum global 
error (AMGE) found over all grid points is given in Table 7.1. 
Consider the following theoretical comparisons of (6.4) and BDF3. 
Suppose a local error tolerance z is to be met. Then, by (1.5), 
B. Testing Results 
Test Problem 7.1 is given by 
y* = -lOy y(0) = 1 
y(4)(s) < E 
and 
Assuming Ç and setting each of the above = £, one finds 
BDF3 
1.245 
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Table 7.1. Absolute value of 
solving y' = -lOy, 
the maximum 
y(0) = 1 on 
global error 
: [0,.2] with 
(AMGE) 
fixed 
produced in 
stepsize 
LMF k P NSTEPS AMGE 
AM3 2 3 50 .957x10"^ 
AM4 3 4 50 .237x10"^ 
AM5 4 5 50 .658x10"^ 
BDF3 3 3 50 .559x10"^ 
BDF4 4 4 50 .175x10"* 
BDF5 • 5 5 50 .571x10"^ 
(6.4)  3 3 50 .233x10"^ 
(6.4)  3 3 40 .450x10"^ 
(6.5)  4 3 50 .304x10"^ 
(6.6)  5 4 50 .108x10"* 
Thus, one might consider comparing BDF3 to (5.4), where (6.4) uses a step-
size approximately 25% larger, and expect about the same local error from 
each. 
One notes in Table 7.1 that (6.4) using 40 steps still gives a 
smaller AMGE than BDF3 with 50 steps. Thus, in this elementary example, 
the economic value of the goal set in Chapter III, Section A of having a 
stiffly stable LMF with a smaller error constant has been illustrated. 
Since both LMFs are 3-step methods, the computational effort per step on 
each is about comparable. 
The error constant of (6.5) is larger in absolute value than that of 
(6.4), yet still smaller than BDF3's. The order 4 LMF (6.6) has an error 
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constant that is smaller in absolute value than BDF4's; however, if one 
compares 5-step methods, (6.6) to BDF5, of course BDF5 is one higher 
order. Further, on this problem, one would expect AM3, A>I4, and AM5 to be 
superior to the BDFs and (6.4), (6.5), and (6.6), for each respective 
order considered. Results in Table 7.1 bear out these theoretical expec­
tations. One notes that by (1.5), the error constant of an LMF should 
indicate the relative magnitude of the local truncation error; however, 
MICE is not necessarily so directly related. 
Test Problem 7.2 is Example 1.3 (from Chapter I), a linear ODE system 
with a stiffness ratio of 1000. It is solved on [0,1.005]. For each of 
the nine LMFs of Table 6.6, the problem is first solved on [0,.005] using 
128 steps; the small stepsize is needed to accurately follow the e 
components. Then, the problem is solved on [.005,1.005] using 128 steps 
with initial conditions that continue the same analytic solution. 
The above procedure is to simulate what an ODE solver such as the 
GEAR package would do automatically, although GEAR would probably in­
crease h more gradually (10 is the normal maximum factor of increase in h 
allowed). For the Adams-Moulton correctors, it will be seen that GEAR 
would not allow h to be increased by as much as is done here. 
Note carefully that for purposes of this testing, the interval 
[.005,1.005] is regarded as a whole new problem for each LMF. Thus, new 
"exact" starting values are computed at the first few t^, with h = 1/128 
= .0078125. For t > .015, one has 
e-2000t < e-30 .  9.4 X 10-14 
— 9 ^ 
so one would expect the e ~ components to put the more stringent local 
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truncation error restriction (Eqn. (1.5) £ £) upon h, at least for order 3 
correctors. 
Summaries of results for Test Problem 7.2 are contained in the fol­
lowing tables: Table 7.2 for the Adams-Moulton correctors; Table 7.3 for 
the BDF correctors; and Table 7.4 for the selected Adams type correctors. 
NGE denotes the Euclidean norm of the global error at the respective 
indicated values of t ; MNGE denotes the maximum NGE, over all grid 
m 
points. On the interval [0,.005], results are quite similar to those of 
Test Problem 7.1; comments on comparisons made generally apply again here. 
On the interval [.005,1.005], however, stiffness is a problem, and 
some results differ substantially. In particular, AM3 has a region .4 
which requires [hA| < 6, for real eigenvalues X < 0. The requirement is 
thus h < .003, which the h used on this interval does not obey; an un­
acceptable numerical solution results. AM4 and AM5 have stricter re­
quirements for absolute stability, so consequences are similar. 
Now consider comparing (6.4), (6.5), and BDF3 on [.005,1.005]. For 
MNGE, BDF3 does better than (6.5), which in turn does better than (6.4). 
At the endpoint t = 1.005, for NGE, the rankings are all reversed. How­
ever, note that, among other things, (6.5) gets an extra "exact" starting 
value, so these results are not conclusive. 
One notes the following in comparing (6.6) and BDF4 on [.005,1.005]; 
For MNGE, BDF4 does better; for NGE at t = 1.005, (6.6) does better. BDF5 
in turn does better than either on both criteria, as expected. 
Why do BDF3 and BDF4 perform better than the respective Adams type 
correctors for MNGE on [.005,1.005]? It may be that choosing a point 
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other than .005 for breaking up [0,1.005] would give different results. 
The question will be left unanswered, since what is really called for here 
is a stepsize- and order-changing algorithm in a more "automatic" imple­
mentation of these LMFs; note that MNGE occurs near the beginning of the 
interval [.005,1.005]. 
More results could be obtained by using the Appendix E program on 
more test problems. In particular, it would be interesting to see how the 
selected Adams type correctors perform on problems with complex eigen­
values, and on some nonlinear problems. Such problems have been selected 
and prepared for testing, but results will not be reported at this time. 
The results of this brief testing are mostly as expected; a more 
sophisticated implementation and a more "real world" selection of test 
problems will be needed to quantify how competitive the selected Adams 
type correctors are with existing ones. 
Table 7.2. Numerical solution produced for Test Problem 7.2 by Adams-Moulton correctors; NGE: 
Euclidean norm of the global error; MNGE: maximum NGE over all grid points in the 
solution interval 
LME 
AM) 
Interval Approximation True value NGE 
AM4 
AM5 
[0,.005] 
[.005,1.005] 
[0,.0051 
[.005,1.005] 
[0,.005] 
[.005,1.005] 
.000546875 
(at MNGE) 
.005 
1.005 
.0005859375 
(at MNGE) 
.005 
1.005 
.000625 
(at MNGE) 
.005 
.8878125 
.9869305282 
.0059881598 
2.9698770464 
-.9899136063 
-.174x1014" 
.871x1013% 
1.1377751188 
-.0694731537 
2.9698771045 
-.9899136354 
-.104xl032a 
.522xl03la 
1.2772234565 
-.1392363378 
2.9698771015 
-.9899136339 
.327xlCp8a 
-.163xl038a 
.9869722862 
.0059672808 
2.9698771017 
-.9899136340 
.4019660240 
-.1339886747 
1.1377731433 
-.0694721659 
See under AM3 
above 
See under AM3 
above 
1.2772235616 
-.1392363903 
See under AM3 
above 
.5081326663 
-.1693775554 
,467x10 -4 
. 618x10 -7 
.195x10 14a 
.221x10 -5 
.314x10 -8  
.117x10 
32a 
.117x10 
- 6  
.179x10 -9 
.365x10 38a 
^Absolute instability caused these disastrous results. For AM5, u = 1.005 was not reached 
because program execution halted due to exponent overflow. 
Table 7.3. Numerical solution produced for Test Problem 7.2 by RDF correctors 
LMF Interval ^ t Approximation True value NGE 
RDF 3 [0..005] .0005859375 
(at MNGE) 
1.1375352376 
-.0693532131 
1.1377731433 
-.0694721659 
.266x10"^ 
.005 2.9698767517 
-.9899134590 
2.9698771017 
-.9899136340 
.391x10"^ 
[.005,1.005] .0284375 
(at MNGE) 
2.8341312753 
-.9447095583 
2.8341364530 
-.9447121510 
.579x10"^ 
1.005 .4019667900 
-.1339889300 
.4019660240 
-.1339886747 
.807x10"^ 
«DFA 
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 .000625 
(at MNGE) 
1.2772378209 
-.1392435200 
1.2772235616 
-.1392363903 
.159x10"'^ 
.005 2.9698771241 
-.9899136452 
See under BDF3 
above 
.252x10"^ 
[.005,1.005] .03625 
(at MNGE) 
2.7902010854 
-.9300676694 
2.7901972400 
-.9300657467 
.430x10"^ 
1.005 .4019660144 
-.1339886715 
See under BDF3 
above 
.101x10"^ 
BDF5 [0,.005] .0006640625 
(at MNGE) 
1.4061756496 
-.2037514465 
1.4061765416 
-.2037518925 
.997x10"^ 
.005 2.9698771002 
-.9899136332 
See under BDF3 
above 
.169x10"® 
[.005,1.005] .0440625 
(at MNGE) 
2.7469361992 
-.9156448927 
2.7469392413 
-.9156464138 
.340x10"^ 
1.005 .4019660241 
-.1339886747 
See under BDF3 
above 
.131x10"^ 
Table 7.4. Numerical solution produced for Test Problem 7.2 by selected Adams type correctors 
LMF Interval Approximation True value NGE 
(6.4) 
(6.5) 
( 6 . 6 )  
[0,.005] .0005859375 
(at MNGE) 
1.1376736284 
-.0694224085 
1.1377731433 
-.0694721659 
.005 2.9698769604 
-.9899135633 
2.9698771017 
-.9899136340 
[.005,1.005] .0284375 
(at MNGE) 
2.8341051269 
-.9446964850 
2.8341364530 
-.9447121510 
1.005 .4019663422 
-.1339887807 
.4019660240 
-.1339886747 
[0,.005] .000625 
(at MNGE) 
1.2770975993 
-.1391734092 
1.2772235616 
-.1392363903 
.005 2.9698769098 
-.9899135380 
See under (6, 
above 
[.005,1.005] .03625 
(at MNGE) 
2.7901863350 
-.9300602902 
2.7901972400 
-.9300657467 
1.005 .4019664497 
-.1339888166 
See under (6 
above 
[0,.005] .0006640625 
(at MNGE) 
1.4061851343 
-.2037561889 
1.4061765416 
-.2037518925 
.005 2.9698771157 
-.9899136410 
See under (6 
above 
[.005,1.005] .0440625 
(at MNGE) 
2.7469541767 
-.9156538815 
2.7469392413 
-.9156464138 
1.005 .4019660180 
-.1339886727 
See under (6 
above 
.111x10 -3 
,158x10 -6  
.350x10 
,335x10 
-4 
.141x10 -3 
.215x10 
.122x10 
,449x10 
- 6  
.961x10 -5 
.157x10 
,167x10 -4 
.632x10 -8 
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VIII. CONCLUSIONS AND FUTURE WORK 
A. Conclusions 
Equivalent statements of Jeltsch's theorems on stiff stability and 
A(0)-stability in the z-plane were derived. Although one can get by with 
the original statements in the ç-plane, the advantage in computational 
effort of using the equivalent statements is demonstrated in Chapters IV 
and V. 
The theorems of Chapters IV and V answer completely the questions 
about stiff stability, A(0)-stability, and Ag-stability for the Adams type 
families A (4,3) and A„(5,4), with A„(3,3) and A (4,4) handled as special 
I? Lr b (j 
cases. The results given here on these families are more complete and 
general than previously found results. 
The data presented on the properties of the members of the studied 
families (C, a , D . , and d) are worthy of note. Three LMFs, one each 
max mxn 
from A (3,3), A (4,3), and A (5,4), were selected for further study. 
ss=o ss™ ss# 
Table 6.6 contains perhaps the most interesting data on the selected 
LMFs: The error constants C of the selected LMFs are smaller than those 
of the corresponding order BDFs; however, there is a price paid in 
D . , and d. Compared to Adams-Moulton formulas, the selected Adams type 
mxn ^ ^ ^  
LMFs have larger error constants, but are stiffly stable. Thus, the 
families A (3,3), A „(4,3), and A ^(5,4) are in a "middle ground" 
ss<» ss# ss°= 
situation. 
The question of evaluating some of the trade-offs in this "middle 
ground" was addressed in the numerical testing of Chapter VII. The 
selected Adams type LMFs do show promise. It may be that problems which 
are in a "middle ground" situation, i.e., "mildly" stiff problems, are 
ones which could be solved by the selected Adams type LMFs more effi­
ciently than by either the Adams-Moulton or BDF correctors. This is sug­
gested by results of Thompson (1976) for the correctors (6.3) and (4.11). 
However, an implementation on the order of sophistication of the GEAR 
package is needed to make any realistic comparisons. 
B. Future Work 
Some areas deserving further consideration follow: 
As already noted, a variable order, variable stepsize, GEAR-type 
implementation of the selected LMFs is needed. Some standard sets of test 
problems (linear and nonlinear) are available: For example, Hull et al. 
(1972) give a test set of 25 generally nonstiff ODEs; Enright et al. 
(1975) give a set of 25 stiff problems. The types of problems (if any) 
for which the selected Adams type LMFs are appropriate and competitive 
(efficiency-wise) with existing methods should be determined. 
Selections from the families other than those made in Chapter VI are 
most certainly to be considered. Perhaps selection of a family member 
could be made in the ODE solver itself, along with the selection of order 
and stepsize. This idea (and other ideas) has been suggested by S. 
Thompson.^ Others have also suggested this to the author. 
•""S. Thompson, Babcock and Wilcox, Nuclear Power Generation Division, 
Lynchburg, Virginia, private communication, 1978. 
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It would be interesting to find values for a and 9 (in the definition 
of stiff stability) for members of the Adams type families discussed here. 
More back points could be allowed for each order on the Adams type 
LMFs, i.e., the families A^(5,3), Ag(6,3), A^(6,4), Ag(7,4), etc., could 
be explored. "Better" values of C, D, d, etc., might be obtained. 
If so, however, would it be worth the extra computation? 
It is natural to ask about stiffly stable Adams type LMFs of higher 
orders, say 5 and 6. Recall Theorems 3.3 and 3.4, however. It would be 
prudent perhaps to perform needed numerical testing of the selected order 
3 and 4 LMFs before proceeding on this topic. 
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XI. APPENDIX A 
The families A„(4,3) and A (5,4) may be quickly derived by consider-G (j 
ing linear combinations of appropriate Adams-Bashforth and Adams-Moulton 
LMFs. The idea used here is explained and illustrated by Thompson (1974). 
Let P(k,k) denote the k step, order k Adams-Bashforth predictor, and 
let C(k,k+1) denote the k step, order k + 1 Adams-Moulton corrector. 
To derive Ag(4,3), consider 
aP(3,3) + bC(2,3) + (1 - a - b)P(4,4) (11.1) 
where a and b are real parameters. It will be assumed that the subscripts 
in the LMFs of (11.1) are adjusted so that each LMF begins with -
^n+r 1' Che same r. Obtaining coefficients from Henrici (1962) and 
adjusting subscripts, one may write: 
P(3,3): y^+^ - 7^+3 " ^^l2 ^n+3 " 12 ^n+2 """ 12 ^n+1^ 
C(2,3): - y^^^ = 
^(4,4): 7^+4 " y^+S " ^^24 ^n+3 " 24 ^n+2 24 ^n+1 " 24 ^n^ 
Now, taking the linear combination (11.1), one obtains the form 
(4.1), where 
105 
9 9 9 
Go = ^  a + 24 b - ^  
Continuing, let 
9 ^ 9 ^ 9 
^ = 2 4 ^ + 2 4  ^  - 2 4  
and 
From this, (4.3) may be obtained. 
Similarly, for Ag(5,4), consider 
aP(4,4) + bC(3,4) + (1 - a - b)P(5,5) (11.2) 
where a and b are real parameters. Proceeding as above, (5.1) and (5.3) 
may be obtained. 
Using a and b as parameters, the forms (11,1) and (11.2) are elegant 
expressions for the families A (4,3) and A„(5,4), respectively. For the 
C? Cj 
purposes of Theorems 4.1, 4.2, 5.1 and 5.2, however, it appears that the 
parameters p and q used are more appropriate. Also, Figures 4.1 and 5.1 
appear to be more "natural" in the q - p plane, in that the linear 
boundaries of the respective A^-stability regions coincide with an axis 
(the q-axis). This is not the case in the a - b or y - 6 planes. 
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XII. APPENDIX B 
The following is the calculation of , the coefficient of z in 
^ (z,v), which is needed in the proof of Theorem 5.1. 
J- 5 X 5 X 
Now, 
^1,(2) = (3)d2 (3) - dg (3)4] (3) 
= 72(1 + 2v){360 + 3(221 - 96q)v 
+ 2[229 - 72(8q - p)]v" + 24[5 - 12(4q - p)]v^} 
•{108(24 + 47v + 30v~)[8 + (15 + 32q)v + 16(4q - p)v^]} 
- {36(24 + 47v + 30v^)-} 
•{216[(24 + 47v + 30v^)(l + 2v)(1 + 16vp)]} 
= 7776(1 + 2v)(24 + 47v + 30v^)(A - B), 
where 
A = {360 + 3(221 - 96q)v + 2[229 - 72(8q - p)]v^ 
+ 24[5 - 12(4q - p)]v^}*[8 + (15 + 32q)v + 16(4q - p)v~] 
and 
B = (24 + 47v + 30v^)^(l + 16vp) 
Expanding A, one obtains 
A = {360'8} + {360-(15 + 32q) + 8-3(221 - 96q)}v 
+ {360-16(4q - p) + 3(221 - 96q)(15 + 32q) 
+ 8-2[229 - 72(8q - p)]}v^ 
+ {3(221 - 96q)'16(4q - p) + 2[229 - 72(8q - p)]-(15 + 32q) 
+ S'24[5 - 12(4q - p)]}v^ 
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+ {2[229 - 72(8q - p)]°16(4q - p) + 24[5 - 12(4q - p)](15 + 32q)}v^ 
+ {24[5 - 12(4q - p)]*15(4q - p)}v^ 
= 2880 + {24(225 + 480q) + 24(221 - 96q)}v 
+ {(23,040q - 5760p) + (9945 + 21,216q - 4320q 
- 92l6q^) + (3664 - 9216q + 1152p)}v^ 
+ 2{[21,2l6q - 5304p - 2304q(4q - p)] + [3435 
+ 7328q - 8640q + lOBOp - 2304q(8q - p)]' 
+ 480 - 4608q + 1152p}v^ 
+ 4{[7328q - 1832p - 576(8q - p)(4q - p)] 
+ [450 + 960q - 4320q + lOSOp - 2304q(4q - p)]}v^ 
+ 192{2[5 - 12(4q - p)](4q - p)}v^ 
= 2880 + 24(446 + 384q)v 
+ {13,609 - 4608p + 30,720q - 9216q^}v^ 
+ 2{3915 - 3072p + 15,296q - 4608q(6q - p)}v^ 
+ 4{450 - 752p + 3968q - 576(4q - p)(12q - p)}v^ 
+ 192{-10p + 40q - 24(4q - p)^}v^ 
Expanding B, one obtains 
B = (576 + 2256v + 3649v^ + 2820v^ + 900v*)'(l -f 16vp) 
= (576 + 2256v + 3649v^ + 2820v^ + 900v^) 
-r (9216pv + 36,096pv~ + 58,384pv^ + 45,120pv + 14,40Gpv^) 
= 576 + 24(94 + 384p)v 
+ (3649 + 36,096p)v~ + 2(1410 + 29,192p)v^ 
+ 4(225 + ll,280p)v^ + 192(75p)v^ 
Therefore, 
di ^2) = 7776(1 + 2v)(24 + 47v + 30v^) 
•{2304 + 24(352 + 3o4q - 384p)v 
+ (9960 - 40,704p 4- 30,720q - 9216q^)v^ 
+ 2[2505 - 32,264p + 15,296q - 4608q(6q - p)]v^ 
+ 4[225 - 12,032p + 3968q - 576(4q - p)(12q - p)]v^ 
+ 192[-85p + 40q - 24(4q - p)~]v^} 
2 
Factoring out constants in the coefficients of v and v , as given 
in Chapter V is obtained. 
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XIII. APPENDIX C 
The following somewhat tedious calculations are needed in the proof 
of Theorem 5.2, Case 2, and generally concern (p[±i|;(q)i] of Equation 
(5.14). It is assumed throughout this Appendix that the Case 2 condi­
tions , including 
0 < q < ; ^  ( 1 3 . 1 )  
hold. For convenience, define 
1152 
1 289 9 
Recall that 
ip = -^(q) = (1 + T )  
The following relationships follow immediately: 
/ . (1 + T) - 1 
96-192q^ 
( 1  +  T ) 2  =  2 ( 1  +  T )  -  q  
( 1  +  T ) ( 1  - T )  =  q  
Bearing equation (5.14) in mind, the following quantities are also of 
interest: 
1. SOpij;" - à\p~ -r 2 
.  30[4q - If (1 -  T)] [  ,  (1 +  T)  -  ^  (1 -  T) 1 - 2  
9ô'192q' 
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(1 + T ) +_ 6:11 (1 + f ) _ 
17 
288q 
17 
72q 
(1 + T )(5-17 - 3'5'5 - 6) - 8 
(1 + T ) - 8 
2. _ 6^2 ^  1 
(1 + T ) - ^  - ^  (1 + T ) + 1 
96-192q" 
3. -64q^^ + ^  = -64q[ig^q (1 + x )] + ^  
=  - f ^  
The desired results are now presented. 
Lemma 13.1 0 < < x < 1 
17 — 
Proof Substitute the endpoints of the interval (13.1) into x- O 
Clearly, Lemma 13.1=>'4;(q) > 0. 
Lemma 13.2 K(q) > 0, where K(q) is given by (5.15). 
2 , 17 17 17 13 13 
Proof Observe that - 6 i q i p ~  4—^ = - -j" X ^ ~ -g- * yy = - <  0. 
So, [ i p ( - 6 ^ q i p ^  + 17)]^ > 0 and K(q) >0. • 
Lemma 13.3 Re{({)[±ii;(q)i] } > 0. 
7 
Proof Since K(q)'^~ > 0, one may equivalently compute 
Re{#[±^(q)i]}/[K(q) 
= 4(^2 - l)(80p^4 _ 4,^2 + 2) + ( l i j ^  -  6 i p ^  + l)(-64q#2 + 2Z ) 
- -lîii- (1 t ) -1)-[^ (1 + T) - 8] 
" - sii - A + T) + t] 
Ill 
(1 + xV - ^  (1+ T) 
192-72q 192q 72q 
+ 4-8 289'17 ( X ) (1 + T) 
96-3-192q 
+ 3^  '  +3^ ( F T) - ^  T 
[2(1+ r) -^,1 -^(1+ t) 
288-192q 
272 
288q 
(1 + T ) + 32 - 289-17 ^ (- + 1 _ q) 
288'192q 288q 
17 _ , 289 , , , 1152 , 17 
96q ' ' 96q  ^ 289 3 
289 
32-289 
288-192q' 
+ 32 - 17-289 (2 + i )  +  
288-192q 
102 
288q 
288q ' 288q 3 T' 
0 (1 + T ) - (1 + T ) + ir&- (1 + T ) 
288-192q 
45 
288q 288q 
+ 
17 
288q + 20 - ^ L 
- 215) + % + 20 - f • 1 
(216 I - 2X5) + ||i + (20 - ^ ) > 0 
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Lemma 13.4 Im{(?[±!l;(q)i] } t  0. 
Proof It is sufficient to show that Im{^[^(q)i]} > 0, since this 
implies that Im{^[-^(q)i]} < 0, so the Lemma holds. Since K(q)"^ > 0, 
one may equivalently compute 
Im{ç[^(q)i] }/ [K(q) 
- - iff + l)-(80pii^  - 4*^  + 2) - - l)-(-64q* + % 
+ 'ifï (1 + - T  
- (1+ T) [ ^ (1 + T ) - -r^ - %%- (1 + T ) 
288-192a~ 96q 
3 192q 
(T +l_ J e q ) - ^  T ] + * _ 8  6-192q " ' " 289 6 ^ 4q 
(1 + t)[ (1 + T) - T#T - ll'.lL (1 + T) 
24q 288.192q2 ' 12-9*4 
"  ^  I  +  ^  -  T  " ^ ^  
'^'238-lLq- " Ï5!Î + -FÎ92Î " •> 
113 
+ 4 i - ^  T ] + ^  (1 + T ) + ^  
(1 + '""'V - 3*':»* + 85:48(1 + T)] 
+ (#-f T))+(^-8)+"^ 6 6 24q 24q 
17 ••' 1 289(1 +^) 23 
> iGi (1 + [ ][: 36-288 + 85.48(1 + yy)] 
48 
+ (f-f + . 
(1+ + %} + i + %- > 0 • 
24q ' ' ''288'192q 6' 5 24q 
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XIV. APPENDIX 
Listed below is the FORTRAN computer 
suits of Table 6.4. Slight modifications 
obtain most of the rest of the results of 
6.4. 
program used to generate the re­
in this program were made to 
Tables 6.1-6.6 and Figures 6.1-
IMPLICIT REALMS (A-H,0-Z) 
COMMON A(10)i 8(10), PI, KSTEP 
DIMENSION X(181). TALF(181) 
DIMENSION ITA3LE(100,3). TA8LE(100.6J 
C0MPLEX*16 ROOTdS), ZETA. ÛZ, Q, DCMPLX 
REALMS BR£V(15), INCl, INC2 
INTEGER ORDER, KSTEP, TYPE. NPARM 
REAL** XKiaiJ, YKiaiJ, XMIN, YMIN 
C 
C THIS MAIN PROGRAM WILL ANALYZE THE REGION OF 
C ABSOLUTE STABILITY CF A LINEAR MULTISTEP FORMULA 
C FOR SOLVING AN INITIAL VALUE PROBLEM IN ORDINARY. 
C DIFFERENTIAL EQUATIONS. THE POINTS { X(I), Y(I) ), 
C FOR 1=1, NPTS, ON THE BOUNDARY OF THE REGION OF 
C ABSOLUTE STABILITY ( IN THE COMPLEX PLANE ) ARE 
C GENERATED, PRINTED, AND PLOTTED. APPROXIMATIONS 
C ARE FOUND FOR THE ANGLE ALPHA OF A(ALPHA 3-STABIL-
C ITY, THE D OF STIFF STABILITY, AND THE DECAY RATE 
C AT INFINITY (DENOTED BY DRINF). 
C NPTS SHOULD BE ODD. 
C 
PI = 4.00 • DATAN(l.DO) 
NPTS = 181 
ICT = 0 
C 
C BIG LOOP OF MAIN PROGRAM 
C 
DO 920 IMAIN =1,20 
C 
NUMl = 1 
NUM2 = 1 
115 
C 
1 0  
20 
READ (5.10) KSTEP. ORDER» TYPE 
FORMAT (312) 
WRITE (6,20) KSTEP, ORDER, TYPE 
FORMAT («IKSTEP = 12. • ORDER = »• 12. 
• TYPE = •, 12) 
IF (ORDER .EQ. 0) GO TO 930 
C 
C 
c 
100 
105 
1  1 0  
C 
130 
C 
1 40 
C 
C 
C 
C 
200 
2 1 0  
C 
C 
c 
c 
300 
310 
C 
c 
c 
GO TO (lOO, 200, 300), TYPE 
TYPE = 1 : ALL INFORMATION ON THE LMF 15 READ IN. 
ICT = ICT + 1 
WRITE (6.105) ICT 
FORMAT («-ICT = », 13) 
READ (5.110) ERRCON 
FORMAT (025.16) 
KPLUSl = KSTEP + 1 
READ (5.130) { Ad). 
READ (5.130) ( B(I), 
FORMAT(3025.16) 
1 . 
1 « 
KPLUSl) 
KPLUSl) 
WRITE (6,140) 
FORMAT (« COEFFICIENTS 
GO TO 400 
OF METHOD READ IN 
TYPE = 2 BACKWARD DIFFERENTIATION FORMULAS 
ICT = ICT + 1 
WRITE (6,105) ICT 
CALL BOF (ORDER, ERRCON) 
WRITE (6.210) ORDER 
FORMAT (• BACKWARD DIFFERENTIATION FORMULA*. 
• OF ORDER = ». 13 
GO TO 400 
TYPE =  3  Z  ADAMS TYPE METHODS WITH PARAMETER(S) 
CONTINUE 
READ (5,310) NPARM 
FORMAT (II) 
INITIALIZATION FOR INITIAL GRID FOR A(5.4), 
SEE CHAPTER VI. SECTION 0. TABLE 6.4. 
QINIT = .00300 
PINIT - .30100 
116 
QINCl = .0100 
PINCl = .00200 
NUMl =11 
NUM2 = 7 
C 
C MAIN COMPUTING LOOPS 
C 
400 DO 910 IQ = It NUMl 
00 900 IP = 1, NUM2 
C 
IF (TYPE .NE. 3) GO TO 500 
C 
01 = QINIT 4- ( IQ - 1 J • QINCl 
PI = PINIT + ( IP - 1 ) * PINCl 
C 
P8NO = 4.00 * G1 - ( 85.00 / 43.00 ) * ( 1.00 -
$ OSQRT ( 1.00 - ( 1152.00 / 289.00 ) * Q1 ) j 
IF ( PI .GT. PSNO ) GO TO 900 
C 
ICT = ICT + 1 
WRITE (6,402) ICT 
402 FORMAT COICT = »• 13) 
C 
WRITE (6.403) 01» PI 
403 FORMAT ("OQl = ',025.16,' PI = •. 025.16) 
C 
GAMMA = - PI + Q1 
DELTA = 5.DO * PI - 3.00 * Q1 + l.DO / 24.00 
C 
405 CALL AOMETH (ORDER, GAMMA, DELTA, ERRCON) 
C 
IF CNPARM .EQ. 2) GO TO 420 
WRITE (6,410) KSTEP, ORDER, GAMMA 
410 FORMAT ('OTHE',12.' STEP, ORDER",12," ADAMS «, 
$ 'TYPE LMF WITH PARAMETER* / ' GAMMA = ', 
$ 025.16, • HAS THE FOLLOWING COEFFICIENTS : ») 
GO TO 500 
C 
420 WRITE (6,430) KSTEP, ORDER, GAMMA, DELTA 
430 FORMAT ('OTHE',12.' STEP, ORDER',12,' ADAMS ». 
$ 'TYPE LMF WITH PARAMETERS » / • GAMMA = ', 
S 025.16» ' AND DELTA = ', 025.16, ' HAS THE ', 
$ 'FOLLOWING COEFFICIENTS : ') 
C 
C OUTPUT A AND S VECTORS 
C 
500 WRITE <6,510) 
510 FORMAT ('0', 5X, I', lOX, 'A(I)', 20X, '8(1)'/) 
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KPLUSl = KSTEP + 1 
00 530 1=1. KPLUSl 
WRITE (6,520) I. A(I), B(I) 
FORMAT <5X. Il, 3X, 025.16, 5X, 025,16) 
CONTINUE 
WRITE (6,540) ERRCON 
FORMAT ('OERRCON = ',025.16} 
FINO THE DECAY RATE AT INFINITY (DENOTED 
BY 0RINF5. 2RP0LY IS AN INTERNATIONAL 
MATHEMATICAL AND STATISTICAL LIBRARIES 
(IMSL) SUBROUTINE. 
DO 550 1=1, KPLUSl 
L = ( KPLUSl + 1 ] - I 
BREVd) -= S(LJ 
CONTINUE 
CALL ZRPOLY (BREV, KSTEP, ROOT, 1ER) 
WRITE (6,552) 1ER 
FORMAT f'OFROM Z R P O i - Y  t  1ER = », 14) 
IF (1ER .NE. 03 GO TO 570 
DRINf= = 0.00 
WRITE (6,555) 
FORMAT ('OROOTS OF SIGMA.», 48X, 'MODULUS') 
00 560 1=1, KSTEP 
OOMOO = COABS (ROOT(I)) 
WRITE (6,558) ROOT(I), OOMOO 
FORMAT (026.16, » + ', 025.16, • I », 030.16) 
ORINF = OMAXl (OOMOO, OR INF> 
CONTINUE 
WRITE (6,565) OR INF 
FORMAT COOECAY RATE AT INFINITY = 025.16) 
GO TO 575 
CODE TO HANDLE ERROR FROM ZRPOLY 
DRINF = - 1000.DO 
GENERATE ( X(I) , Yd) ) FOR 1/2 Or THE 
BOUNDARY OF THE REGION OF ABSOLUTE STA­
BILITY, NOTE SYMMETRY W.R.T. THE X-AXIS 
DO 6 00 I = 1, NATS 
THETA = { I - 1 ) * ( PT • { NPTS - 1.00 ) ) 
ZETA = DCMPLX ( DCOS(THETA), DSIN(THETA) ) 
Q2 = Q<ZETA;  
X(I) = DREAL (QZ) 
Yd) = DIMAG (QZ) 
IF ( I .EÛ. 1 .OR. I -£Q. NPTS) GO TO 580 
TEST = OASS{X(I)) 
IF {TEST .LE. i.0-16) GO TO 580 
TALFtI) = Y(I) / X(I) 
GO TO 600 
TALF(I) = 1.D50 
CONTINUE 
PRINT POINTS ON THE BOUNDARY OF THE 
REGION CF ABSOLUTE STABILITY 
WRITE (6,720) 
FORMAT (2X, 'J', 6X, 'X(J)', lOX, 'Y(J)", SX, 
»Y(J)/X(J) • ,4X , «ARCTAN(Y/X)• , 6X, 'X(J+1)*, 
8X. 'Y(J+1) X{J+1)/Y(J+1) ARCTAN(Y/X)») 
NPTS2 = NPTS — 2 
DO 740 J = 1. NPTS2, 2 
JPl = J + 1 
TEMP = DA8S(TALF(J)) 
ANGl = DATAN( TEMP ) * ( 180.00 / PI ) 
IF (X(J) .GT. O.DO) ANGl = 91.DO 
TEMP = OABS(TALF(JPl)J 
ANG2 = OATAN( TEMP ) * ( 180.DO / PI ) 
IF  (XCJPIJ  .GT,  O.DO)  ANG2 =  91 .00  
WRITE (6,730) J, X(J). Y(J), TALFCJ), ANGl, 
X(JPl), Y{JP1), TALF(JPl), ANG2 
FORMAT (15, 2(3(0PD14.6),2PD14.6)) 
CONTINUE 
WRITE (6.730) NPTS. X(NPTS), Y(NPTS), TALF(NPTS) 
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C 
C GRAPH THE REGION OF ABSOLUTE STABILITY, 
C FIND ALFMAX. AND FIND DMIN. 
C 
CALL PLOTS {X, Y, NPTS) 
C 
CALL ALFMAX <X, Y, TALF, NPTS, ALFANS) 
WRITE (6,800) ALFANS 
800 FORMAT («OMAXIMUM ALPHA IS ALFANS = », 2PD15.8) 
C 
CALL OMIN (X, NPTS, D) 
WRITE (6,805) D 
805 FORMAT i•OSU3ROUTINE DMIN PRODUCES D = ', 015.8) 
C 
C ACCUMULATE INFORMATION FOR SUMMARY TABLE 
C 
ITABL£( ICT,1Î = TYPE 
ITAaLE(ICT,2) = ORDER 
TAOLEdCT, 1) = ERRCON 
TABLE(iCT,2J = ALFANS 
TABL£'ICT,3) = D 
TABLE(ICT,4) = DRINF 
IF (TYPE .NE. 3) GO TO 850 
TABLEiICT,5) = GAMMA 
IF (NPARM -NE. 2) GO TO 860 
TABLE(ICT,6) = DELTA 
ITABLE(ICT,3) = 6 
GO TO 870 
C 
850 ITABLE(ICT,3) - 4 
GO TO 870 
860 ITABLE(ICT,3) = 5 
870 CONTINUE 
C 
900 CONTINUE 
C 
910 CONTINUE 
C 
920 CONTINUE 
C 
C PRINT OUT A SUMMARY TABLE 
C 
930 WRITE (6,940) 
940 FORMAT Cl», • TYPE ORDER',lOX, 'ERRCON*. SX, 
$ 'ALPHA' ,1IX , 'D* ,1IX,'DRINF' ,9X,» GAMMA' ,12X, » DELTA' ) 
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OO 96 0 I = 1, JCT 
ISTOP = ITABLE(1,3) 
WRITE (6.950) ITABl.E { I • 1 ) , ITABLE{I*2J. 
S { TABLE<I,J), J = 1. ISTOP ) 
FORMAT ('0', 4X, il. SX. Il, 9X, 1P012.5, 2X, 2P012. 
$ 2X, 1P012.5. 2X, 012.5, 2(2X. 1PD15.8)5 
CONTINUE 
STOP 
END 
SUBROUTINE BOF (ORDER, cRRCON) 
IMPLICIT REAL$8 (A-H,0-Z) 
COMMON A(10). 8(10). PI, KSTEP 
INTEGER ORDER 
THIS SUBROUTINE SETS THE COEFFICIENTS AND ERROR 
CONSTANTS FOR THE BACKWARD DIFFERENTIATION 
FORMULAS. 
ERRCÛN = - 1.00 / { ORDER + 1.00 ) 
GO TO ( 100, 200, 300, 400, 500), ORDER 
A{2) = l.DO 
A{ 1) = -l.DO 
8(2) = l.DO 
B( 1) = O.DO 
RETURN 
A(3) = l.DO 
A{2) = -4.00 / 3.DO 
A(13 = l.DO / 3.DO 
B(3) = 2.00 / 3.00 
8(2) = O.DO 
B( 1 j = O.DO 
RETURN 
A( 4) 
— 1 .DO 
A( 3) = - 18 
A( 2) — 9 .DO 
A{ 1 ) = - 2. 
8(4) = 6 .DO 
8(3) — 0 .DO 
B(2) = 0 .DO 
8( 1 } = 0 .DO 
RETURN 
.00 / 11.DO 
/ 11.DO 
DO / 11.00 
/  1 1 . 0 0  
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400 A(5) = l.DO 
A<4) = - 48.DO / 25.DO 
A(3) = 36.DO / 25.00 
A{2> = - 16.DO / 25.DO 
A{ 1 ) = 3.DO / 25.00 
8(53 = 12.00 / 25.00 
8(43 = O.DO 
8(3) - O.OO 
8(23 = 0.00 
8(13 = 0.00 
RETURN 
C 
500 A(63 = 1.00 
A(53 - - 300.00 / 137.00 
A(4) = 300.00 / 137.00 
A{33 = - 200.00 / 137.00 
A(23 = 75.00 / 137.00 
A(li = - 12.00 / 137.00 
B(63 = 60.00 / 137.00 
8(53 = O.OO 
8(43 = O.OO 
8(3) = O.DO 
8(23 - O.OO 
8(1) = O.DO 
RETURN 
C 
END 
SUBROUTINE AOMETH (ORDER. G» O, ERRCON) 
IMPLICIT REALMS (A-H,0-Z) 
COMMON A(10), 8(10). PI. KSTEP 
INTEGER ORDER 
C 
C THIS SUBROUTINE SETS THE COEFFICIENTS AND ERROR 
C CONSTANTS FOR THE STIFFLY STABLE ADAMS TYPE FOR-
C MULAS OF THEOREMS 3.1 & 3.2, AND CHAPTERS IV & V. 
C NOTE : G - GAMMA, 0 = DELTA 
C 
GO TO ( 100» 200, 300, 400 ), ORDER 
C 
C 1 STEP ORDER 1 
100 A(2) = 1.00 
A(1) = - l.DO 
8(2) = 1 .00 - G 
8(13 = G 
ERRCON = — .500 + G 
RETURN 
C 
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C 
200 
C 
300 
C 
c 
c 
c 
350 
C 
c 
400 
2 STEP ORDER 2 
A{3) = l.DO 
A(23 = - 1.DO 
A(l) = O.DO 
8(3) = .500 + G 
B<2) = .500 - 2.00 * G 
8(1) = G 
ERRCON = - l.DO / 12.00 
RETURN 
— G 
IF (KSTEP .EQ. 4) GO TO 350 
3 
A( 4) 
A(3) 
A( 2) 
A( 1) 
8(4) 
8(3) 
8 ( 2 )  
B( 1) 
STEP ORDER 3 
=  1 . 0 0  
= — 1«DO 
=  0 . 0 0  
= O.DO 
= 5.00 / 12.00 -
= 2.00 / 
G 
3.00 *• 3.00 * G 
- 1.00 / 12.00 - 3.00 * G 
G 
ERRCON = - l.ÛO / 24.00 + G 
RETURN 
4 
A(5) = 
A(4) -
A( 3i = 
A(2) = 
A( 13 = 
3{ 5) = 
8(4) = 
3(3) = 
8(2) = 
8 ( 1 )  =  
ERRCON 
RETURN 
STEP ORDER 
1 .DO 
= — 1«DO 
O.DO 
O.DO 
O.DO 
- 3.00 * 
8.DO * G 
 -  6 - 0 0  *  
O 
G 
= 4.00 
G - 0 + 5.00 
+ 3.00 * O + 
G - 3.DO * 0 
/ 12.00 
2.00 / 3.DO 
- l.DO / 12.00 
* G + O - 1.DO / 24.00 
5 STEP ORDER 
A(6) = l.DO 
A(5) = - 1.00 
A(4) = O.DO 
A(3) = O.DO 
A(2) = 0.00 
A{1) = O.DO 
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B(6) = 3-00 / 8.00 + O + 4.DO * G 
6(5) = 19.00 / 24.DO - 4.DO * D - 15.DO * G 
8(4) = - 5.00 / 24.DO + 6.DO * 0 + 20.DO * G 
6(3) = l.DO / 24.00 - 4.DO * D - 10.DO * G 
8(2) = D 
8(1) = G 
ERRCON = - 19.DO / 720.00 - D - 5.DO » G 
RETURN 
END 
COMPLEX FUNCTION 0*16 (ZETA) 
C 
IMPLICIT REALMS (A-H,0-Z) 
COMMON AdO), B(10), PI, KSTEP 
C0MPLEX*16 RHO. SIG, ZETA 
C 
KPl = KSTEP + 1 
RHO = A(KPl) 
SIG = B(KPl3 
C 
DO 10 I = 1, KSTEP 
L = KPl - I 
RHO = RHO * ZETA + AIL) 
SIG = SIG * ZETA + 8(L) 
10 CONTINUE 
C 
Q = RHO / SIG 
RETURN 
END 
SUBROUTINE PLOTS (X. Y, NPTS) 
REALMS X(NPTS), Y(NPTS) 
DIMENSION XI(400), Yl(400) 
C 
XMIN = 0. 
YM.IN = 0. 
C 
DO 10 I = 1, NPTS 
XI{I) = XII) 
Y1(I) = Y(I) 
XMIN = AMINl(XMIN, XI(I)) 
YMIN = AMINKYMIN, YKIj) 
10 CONTINUE 
C 
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C GRAPH IS AN IOWA STATE UNIV. PLOTTING ROUTINE. 
CALL GRAPHCNPTS. XI, YI, 3« 5, 9.0. 9.0, 0.0, XMIN, 
$ 0.0. YMiN, 'xi:', 'Yi;', • • ;•) 
c 
RETURN 
END 
SUBROUTINE ALFMAX iX, Y, TALF, NPTS. ALFANS) 
IMPLICIT REAL*8 (A-H,0-Z) 
COMMON A(10). 8(10), PI, KSTEP 
REAL*8 X(NPTS). Y(NPTS), TALF(NPTS) 
LOGICAL ISASTB 
C 
C THIS SUBROUTINE FINOS AN APPROXIMATION TO THE MAX-
C IMUM VALUE OF ALPHA (DENOTED BY ALFANS), SO THAT 
C A{ALPHA)-3TA8ILITY HOLDS. 
C THE POINTS { X(I), Yd) J ARE ON THE BOUNDARY OF 
C THE REGION OF ABSOLUTE STABILITY. TAN(ALFANS: IS 
C ROUGHLY THE MINIMUM OF THE RATIOS | Y(I) / X(I) j, 
C WHEN X{I) < 0 AND Y(I) > 0, FOR I = 2, NPTS - 1, 
C EXCEPT THE REAL MINIMUM WILL PROBABLY OCCUR 
C SOMEWHERE CORRESPONDING TO IN BETWEEN POINTS OF THE 
C DISCRETE SET OF NPTS POINTS. SO, AFTER AN INITIAL 
C SWEEP THROUGH NPTS - 2 POINTS, SOME REFINEMENT OF 
C ALPHA IS DONE TO OBTAIN A FINAL ALFANS. 
C IN CASE THIS SUBROUTINE IS CALLED FOR A NON -
C A(SUB 0)-STA6LE METHOD, THIS SHOULD BE DETECTED 
C AND ALFANS = - l.DO RETURNED. 
C 
ISASTB = .TRUE. 
TMIN = I.D6 
NPTSMl = NPTS - 1 
DO 20 I = 2, NPTSMl 
IF iX(I) .GE. O.DO) GO TO 20 
IF (Yd) .LE. O.DO) GO TO 10 
ISASTB = .FALSE. 
ANEW = DABS(7ALF(Ij] 
IF (TMIN .LE. ANEW) GO TO 20 
TMIN = ANEW 
IMIN = I 
GO TO 20 
10 BADI - I 
GO TO 50 
20 CONTINUE 
C 
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IF (.NOT. ISASTB) GO TO 70 
WRITE (6.40) 
40 FORMAT ('OLMF APPEARS TO BE A-STABLE') 
ALFANS = 90.00 
RETURN 
C 
50 WRITE (6,60) BADI 
60 FORMAT («OLMF MAY NOT BE A(SUB 0)-STABLE. BADI =•, 
$ 010.3J 
ALFANS = - 1.00 
RETURN 
C 
70 WRITE (6,80) TWIN, IMIN 
80 FORMAT (• INITIAL RESULT FROM SUBROUTINE ALFMAX : •/ 
$ • TWIN = 025.16, ' IMIN = *. 14)" 
C 
C 
C REFINEMENT OF RESULTS 
C NREFIN SHOULD BE COO AND POSITIVE. 
NREFIN = 21 
«RITE (6.90) 
90 FORMAT («OOINDEX», 9X. 'THETA', lOX. *X', 14X, «Y«. 
S 14X» 'ATALF', 9X, 'ALF IN DEGREES') 
C 
ALFANS = 91.00 
HALF = ( NREFIN - 1 ) / 2.DO 
OO 110 I = 1, NREFIN 
DINDEX - IMIN + ( I - 1 - HALF ) / HALF 
CALL ALFOJT (DINDEX, NPTS, ALF) 
IF (ALF .GE. O.DO) GO TO 100 
BAOI = DINDEX 
GO TO 50 
100 ALFANS = DM INK ALF, ALFANS) 
110 CONTINUE 
C 
RETURN 
END 
SUBROUTINE ALFOUT (DINOEX, NPTS, ALF) 
IMPLICIT REAL*8 (A-H,0-Z) 
COMMON A(10), 8(10), PI, KSTEP 
C0MPLEX*16 ZETA, QZ, O, DCMPLX 
C 
C THIS OUTPUT SUBROUTINE IS CALLED BY ALFMAX. 
C 
THETA = ( DINDEX - 1 ) * ( PI / ( N^TS - l.DO ) : 
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C 
ZETA = OCMPLX (DCOS(THETA), DSIN(JHETA)) 
QZ = Q(ZETA) 
X = OREAHQZJ 
Y = DIMAG(QZ) 
IF (X .LT. O.DO) GO TO 10 
Ai_F = 90.DO 
RETURN 
C 
10 IF (Y .LT. O.DO) GO TO 20 
ATALF = DABS (Y / X) 
ALF = DATAN (ATALF) * C 180.DO / PI ) 
GO TO 30 
20 ATALF - - 2.DO 
ALF = - 2.DO 
30 WRITE (6.40) DINDEX, THETA, X. Y, ATALF, ALF 
40 FORMAT (5(012.5, 3X), 2PD12.5) 
C 
RETURN 
END 
SUBROUTINE DMIN (X, NPTS» O) 
C 
C THIS SUBROUTINE FINDS AN APPROXIMATION TO 0 
C (MINIMUM), WHERE D IS A POSITIVE QUANTITY IN THE 
C DEFINITION OF STIFF STABILITY. 
C 
IMPLICIT REAL*a(A-H,0-Z) 
COMMON A{10), 3(10), PI, KSTEP 
REAL*8 X(NPTS) 
C0MPLEX*16 ZETA, QZ, Q. DCMPLX 
C 
XMIN = O.DO 
IMIN = 1 
C 
DO 10 I = 1, NPTS 
IF (XMIN .LE. X(I)) GO TO 10 
XMIN = X(I) 
IMIN = I 
10 CONTINUE 
C 
WRITE (6,20) XMIN, IMIN 
20 FORMAT {«OINITIAL RESULT FROM SUBROUTINE DMIN»/ 
$ • XMIN = »,D25.16, • IMÎN = », 14) 
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C 
C REFINEMENT OF RESULTS 
C NREFiN SHOULD BE ODD AND POSITIVE. 
C 
NREFIN = 21 
WRITE (6,303 
30 FORMAT («ODINDEX». 9X, «THETA», lOX. 'X'. 14X, »Y«) 
XMIN = O.DO 
HALF = ( NREFIN - I ) / 2.00 
C 
00 50 I = 1, NREFIN 
DINOEX =IMIN+{ I-l- HALF ) / HALF 
THETA = ( OINOEX - 1 ) * ( PI / { NPTS - l.DO ) ) 
ZETA = DCMPLX ( OCCS{THETA). DSiN(THETA) ) 
QZ = Q(ZETA3 
XX = DREAL(QZ) 
YY = DIMAG(QZ) 
WRITE (6,4.0) DINOEX, THETA, XX, YY 
40 FORMAT (4(OI 2.5.3X)) 
XMIN = OMINKX.MIN, XX) 
50 CONTINUE 
C 
0 = - XMIN 
RETURN 
END 
DATA 
5 4 3 
2 
0 
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XV. APPENDIX E 
Listed below is the FORTRAN computer program described in Chapter 
VII. Subroutine PROB defines Test Problem 7.2 here; the variable IPROB is 
provided to allow for expansion of PROB. 
IMPLICIT REALMS {A-H,0-2) 
DIMENSION Y(10,5), F(10,5), TEMP{10)* FTEMPtlO) 
INTEGER TYPE, ORDER. PRCTRL 
COMMON /COMl/ IPROB 
C 
C THIS MAIN PROGRAM AND THE FOLLOWING SUBROUTINES 
C TOGETHER TEST CERTAIN LINEAR MULTISTEP FORMULAS FOR 
C SOLVING ORDINARY DIFFERENTIAL EQUATIONS. 
C SEE CHAPTER VII FOR FURTHER DESCRIPTION. 
C 
NO = 10 
NITER = 0 
10 READ (5,20) IPROB. TYPE. KSTEP, ORDER, 
S NSTEPS. TINIT, TOUT, PRCTRL 
20 FORMAT (412. 2X, 15. 5X, 2010.3. 15) 
IF (IPROB .EQ. 0) STOP 
IF (PRCTRL .50. 0) PRCTRL = 1 
WRITE (6.30) IPROB. TYPE, KSTEP. ORDER, 
$ NSTEPS, TINIT. TOUT. PRCTRL 
30 FORMAT {» 1 TEST PROBLEM « «,12//' METHOD : TYPE = ,12, 
$ • KSTEP = *. 12, • ORDER = », 12// 
$ • NUMBER OF STEPS TO BE TAKEN : NSTEPS = ',15/ 
$ * TINIT = *,025.16, • TOUT = •, 025.16/ 
S • PRINT CONTROL PRCTRL = '. 15) 
C 
CALL PROS (N) 
H = ( TOUT - TINIT ) / NSTEPS 
C 
WRITE (6,40) N, H 
40 FORMAT (• NUMBER OF EQUATIONS N = ',12/ 
S • STEPSIZE H = •, D25.16) 
WRITE (6,45) H 
45 FORMAT ('OH IN HEXADECIMAL = *,216) 
C 
C SET INITIAL VALUES FOR THE PROBLEM 
C 
T = TINIT 
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CALL TRUE (N.T.TEMP) 
CALL OIFFUN ( .N, T . TEMP, FTEMP > 
WRITE (6,80) 
80 FORMAT (• INITIAL VALUES OF Y AND F : •) 
C 
DO 100 lEQ = 1, N 
yCIEQ.KSTEPJ - TEMP(ZEQ) 
FdEQ.KSTEP) = FTEiMP(IEQ) 
WRITE(6,90J TEMP(IEQ), FTEMPdEQ) 
90 FORMAT (IX, D25.1Ô, 5X, 025.16) 
100 CONTINUE 
C 
C PRINT HEADINGS 
WRITE (6,110) 
110 FORMAT ('-', ax, T". 8X, 'NITER NORM GLOB. ERR.*, 
S SX, •Y(COMPUTED)•, 16X, 'Y(EXACT)', 16X. 
$ 'GLOBAL ERROR') 
C 
CALL PRINT (N,T,TEMP,NO,NITER) 
C 
C HANDLE THE STARTING PROBLEM 
KMl = KSTEP - 1 
DO 140 1=1, KMl 
T = TINÎT + I * H 
CALL TRUE (N,T,TEMP) 
CALL DIFFUN (N,T,TEMP,FTEMP) 
INDEX = KSTEP - I 
DO 120 lEQ = 1, N 
Y(IEO,INDEX] = TEMPdEQ) 
F(IEO,INDEX) = FTEMP(IEQ) 
120 CONTINUE 
CALL PRINT (N,T,TEMP,NO.NITER) 
140 CONTINUE 
C 
T = TINIT + ( KSTEP - 1 ) * H 
C 
CALL SOLODE (YcFsNrNO,T:H.TOUT,TYPE,KSTEP,PRCTRL) 
GO TO 10 
END 
SUBROUTINE SOLOOEt Y,F,N,NO,T,H,TOUT.TYPE,KSTEP,PRCTRL) 
IMPLICIT REAL+8 (A-H,0-Z) 
DIMENSION Y(N0,1), F(N0,1), PD(IO.IO), GM(10,10) 
DIMENSION YTEMPl(lO), YTEMP2(10), FTEMPl(10),*KARI(10) 
DIMENSION BPRE(5), AC0R(6). aC0R(6), C(10), G(10) 
INTEGER TYPE. PRCTRL 
C 
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TO =T 
MSTEPS = { TOUT - TO ) / H + «IDG 
KPl = KSTEP + 1 
C 
C SET COEFFICIENTS CF PREDICTOR AND CORRECTOR 
CALL SETPRE (KSTEP,BPRE) 
CALL SETCOR (TYPE,KSTEP,KPl,ACOR.BCOR) 
C 
C BEGIN MAIN COMPUTING LOOP 
C 
DO 600 ISTEP = 1» MSTEPS 
T = TO + ISTEP * H 
C 
C PREDICT Vl/ITH ADAMS — BASHFORTH 
DO 40 lEQ = 1. N 
SUM = 0.00 
DO 20 I = 1, KSTEP 
SUM = SUM +• 3PRE(I) * F(IEQ,I] 
20 CONTINUE 
YTEMPl(IEQ) = YtlEQ.l) + H * SUM 
40 CONTINUE 
C 
C EVALUATE FUNCTION 
NITER = 0 
50 CALL DIFFUN (N,T,YTEMPl,FTEMPl) 
NITER = NITER + 1 
C 
C USE NEWTON'S METHOD TO SOLVE THE CORRECTOR 
C COMPUTE C VECTOR ONLY ONCE PER STEP 
C 
IF (NITER .NE. IJ GO TO 240 
00 230 lEQ = 1. N 
SUM = 0.0 0 
DO 2 20 I = 1, KSTEP 
I P l  = 1 + 1  
IF (TYPE .EQ« 2) GO TO 210 
SUM = SUM - H * BCORdPlJ * F{IEQ,I) 
GO TO 220 
210 SUM = SUM + ACORdPl) » Y(1EQ,I) 
220 CONTINUE 
IF (TYPE .NE. 2) SUM = SUM - Y(IE3,l) 
C(IEQ} = SUM 
230 CONTINUE 
C 
C COMPUTE THE G VECTOR 
240 00 250 lEQ = 1, N 
G(IEQ) - YTEMPKIEQ) - H * BCOR(l) * FTEMPKIEQJ 
$ + C { I EQ ) 
250 CONTINUE 
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270 
280 
C 
C 
290 
C 
C 
300 
3 20 
C 
C 
c 
400 
420 
C 
440 
C 
C 
460 
C 
480 
C 
C 
500 
COMPUTE THE MATRIX DG / OY 
CALL PEDERV (N,T,YTEMP1,PO,N0) 
00 280 I = 1t N 
00 270 J = 1. N 
GMfl.J) = - H * aCOR(l) * PDd.J) 
IF (I .EO. J) = GM(I.J) + l.DO 
CONTINUE 
CONTINUE 
USE THE IXSL LINEAR SYSTEM SOLVER 
01 = - l.DO 
CALL LINV3F { GM , G» 2 . N. NO-iO 1, 02, WKAR1 . IER1 3 
IF {lERl .EO. OJ GO TO 300 
WRITE (6,290) lERl 
FORMAT («OIERl = ',14, • FRO.M LINV3F.»3 
FINAL STEP OF NEWTON'S METHOD 
00 320 lEQ = 1, N 
YTEMP2(IEQJ = YTEMPKIEQ) - G 1 1 E Q 3  
CONTINUE 
TEST FOR CORRECTOR CONVERGENCE 
SUM = 0.0 0 
DO 420 lEQ = 1, N 
01 = DABS rYTEMP2(lEQ)) 
DEN = DMAXl (01,1.0-16) 
SUM = SUM + 
( { YTEMPKIEQ) - YTEMP2(IEQ) ) / DEN ) ** 2 
CONTINUE 
SUM = DSQRT (SUM / N) 
IF (SUM .LE. l.D-14) GO TO 500 
IF CORRECTOR HASN'T CONVERGED YET 
DO 460 lEQ = 1. N 
YTEMPKIEQ) = YTEMP2(I£Q) 
CONTINUE 
IF (NITER -LT. 10) GO TO 50 
WRITE (6,480) NITER 
FORMAT ('OCORRECTCR HAS NOT CONVERGED IN'. IS, 
' ITERATIONS.') 
GO TO 700 
A STEP HAS SEEN TAKEN SUCCESSFULLY, SO UPDATE F 
CONTINUE 
CALL DIFF'JN (N , T . YTEMP2 , FTEMP I ) 
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C SHIFT OVER VALUES OF Y AND F IN TABLES 
DO 540 lEQ = 1, N 
DO 520 I = 2, KSTEP 
J  =  K S T E P  - 1 + 2  
JMl = J - 1 
Y(IEO.J) = y(IEQ,JMl) 
F<I£Q,J3 = F(IEQ.JMl) 
520 CONTINUE 
YlIEQ.l) = YTEMP2(iEa) 
F(IEQ.13 = FTEMPKIEQJ 
540 CONTINUE 
C 
C OUTPUT RESULTS FOR THE FIRST 3. LAST 3» 
C AND EVERY MULTIPLE OF PRCTRL STEP. 
IF i ISTEP .le. 3 .OR. ISTEP .GE. MSTEPS - 2 
$ .OR. MOD(I STEP,PRCTRL) .EQ. 0 ) 
S CALL PRINT (N.T.Y.NO.NITERj 
600 CONTINUE 
RETURN 
C 
C ERROR RETURN 
700 CONTINUE 
WRITE (6,720) T 
720 FORMAT (•OERRCR OCCURRED AT T = •,025.15) 
RETURN 
END 
SUBROUTINE PRINT (N,T,Y,NO,NITER) 
IMPLICIT REAL*8 (A-H,0-Z) 
DIMENSION Y(NOJ, YTRUE(IO). ERR(IO) 
C 
CALL TRUE (N,T.YTRUE) 
SUM = O.DO 
00 20 lEQ = 1, N 
ERR(IEQ) = YTRUE(IEQ) - Y(I£Q) 
SUM = SUM + SRR(IEQ) ** 2 
20 CONTINUE 
SUM = OSQRT (SUM) 
WRITE (6,40) T, NITER, SUM. Y(l), YTRUE(l), ERR(l) 
40 FORMAT ('O', D17.10, 13, 3X, 014.7, 3X, 3D26.16) 
C 
IF (N -EQ, I) GO TO 100 
00 80 lEQ = 2, N 
WRITE (6,60) Y(iEQ), YTRUE(IEQ), ERR(IEQ) 
60 FORMATC ' , 40X , 3D26.16) 
80 CONTINUE 
100 CONTINUE 
RETURN 
END 
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SUBROUTINE SETPRE (KSTEP,S) 
REAL*8 SCKSTEPJ 
C 
C ADAMS - 3ASHF0RTH FORMULAS 
C 
GO TO { 10» 20. 30$ 40. 50 ). KSTEP 
10 WRITE (6,15) KSTEP 
15 FORMAT ('OERROR IN SETPRE. KSTEP = *. 153 
C 
20 3(1) = 3.30 / 2.DO 
8(2) = - 1.DO / 2.00 
RETURN 
C 
30 8(1) = 23.DO / 12.DO 
8(2) = - 15.DO / 12.DO 
8(33 = 5.DO / 12.DO 
RETURN 
C 
40 8(13 = 55.DO / 24.DO 
8(23 = - 59.00 / 24.00 
8(3) = 37.00 / 24.DO 
8(4) = - 9.00 / 24.DO 
RETURN 
C 
50 8(13 = 1901.00 / 720.00 
8(2) - - 2774.00 / 720.00 
8(3) = 2616.00 / 720.00 
8(4) = - 1274.00 / 720.00 
8(5) = 251.DO / 720.DO 
RETURN 
C 
END 
SUBROUTINE SETCOR (TYPE,KSTEP.KP1.A,83 
REAL#8 A(KPl), 8{KP13 
INTEGER TYPE 
C 
GO TO ( 100, 200, 300 3, TYPE 
C 
C ADAMS - MOULTON FORMULAS 
C 
100 GO TO ( 500, 110. 120. 130 3, KSTEP 
C 
110 3(1) = 5.DO / 12.00 
8(2) = a.00 / 12.DO 
3(33 = - l.OO / 12-00 
RETURN 
C 
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120 8(1) = 9.00 / 24.00 
8(2) = 19.00 / 24.00 
8(3) = - 5.00 / 24.00 
8(4) = 1.00 / 24.00 
RETURN 
C 
130 8(1) = 251.00 / 720.00 
8(2) = 646.00 / 720.00 
8(3) = - 264.00 / 720.00 
8(4) = 106.00 / 720.00 
8(5) = - 19.00 / 720.00 
RETURN 
C 
C 3ACKWAR0 OIFFERENTIATION FORMULAS 
C 
200 GO TO ( 500, 500, 210, 220, 230 ), KSTEP 
C 
210 A(l) = 1.00 
A(2) = - 18.00 / 11.00 
A(3) = 9.00 / 11.00 
A(4) = - 2.00 / 11.00 
8(1) = 6.00 / 11.00 
RETURN 
C 
220 Ad) = l.OO 
A(2) = - 43.00 / 25.00 
A(3) = 36.00 / 25.00 
A(4) = - 16.00 / 25.00 
A(5) = 3.DO / 25.DO 
8(1) = 12.00 / 25.00 
RETURN 
C 
230 A(l) = 1.00 
A(2Î = - 300.00 / 137.00 
A(3) = 300.00 / 137.00 
A(4) = - 200.00 / 137.00 
A(5) = 75.00 / 137.00 
A(6) = - 12.00 / 137.00 
8(1) = 60.DO / 137.00 
RETURN 
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C 
c 
c 
300 
C 
310 
C 
320 
C 
330 
C 
500 
510 
NEW ADAMS TYPE FORMULAS : 
EQUATIONS (6.4). (6.5), (6.6). 
GO TO ( 500, 500, 310. 320, 330 ), KSTEP 
8 ( 1 )  =  
8(2) = 
3(3) = 
8(4) = 
RETURN 
S{ 1 ) = 
3(2) = 
3(3) = 
8(4) = 
8(5) = 
RETURN 
8 ( 1 )  =  
8(2) = 
8(3) = 
8(4) = 
8(5) = 
8(6) = 
RETURN 
23.00 / 43.00 
23,00 / 48.00 
5.DO / 48.DO 
- 3.DO / 48.00 
1478.00 / 3000.00 
1333.00 / 3000.00 
233.00 / 3000.00 
- 27.00 / 3000.DO 
- 67.00 / 3000.00 
1340.00 / 3000.00 
1599.00 / 3000.DO 
329.00 / 3000.00 
- 231.00 / 3000.00 
- 121.00 / 3000.00 
34.DO / 3000.DO 
WRITE (6,510.3 TYPE, KSTEP 
FORMAT ('OERROR IN ScTCOR. »,2I5) 
RETURN 
END 
C 
C 
c 
100 
c 
c 
c 
200 
SUBROUTINE PROS (N) 
IMPLICIT REAL*3 (A-H,0-Z) 
COMMON /COMl/ IPR03 
DIMENSION Y(10), YDOT(IO), PD(10,10) 
NUMBER OF EQUATIONS 
N = 2 
RETURN 
EVALUATE FUNCTION F 
ENTRY DIFFUS (N,T,Y,YOOT) 
YOOTCl) = 3994.DO * Y(l) + 11988.DO » Y(2) 
Y00T(2) = - 1998.DO * Y(I) - 5996.00 * Y(2) 
RETURN 
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EVALUATE PARTIAL DERIVATIVES CF F 
ENTRY PEDERV (N»T,Y,PD,NO) 
P0(1,1) = 3994.DO 
PD{1.2J = 11988.00 
PD(2,1) = - 1998.DO 
PD(2,2) = - 5996.00 
RETURN 
COMPUTE THE TRUE SOLUTION 
ENTRY TRUE (N»T,Y) 
CI = DEXP (- 2.DO * Tj 
IF (2000.00 $ T .GE. 130.00) GO TO 
C2 = DEXP (- 2000.00 * T) 
GO TO 420 
C2 = 0.00 
CONTINUE 
Y(l) = 3.00 * CI - 6.00 * C2 
Y(2J = - CI + 3.00 * C2 
RETURN 
END 
