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A b s tr a c t . In the present paper we examine the problem of robust control where the ref­
erence input to be tracked by the plant output contains uncertainties. In the first section  
the internal model principle will be described for showing in what way the following of 
reference input can be realized. The specification of reference input will be explained in 
Section 2 where the two sets of normalized signals are introduced. In the next section, 
Section 3, the fundamentals of the optimal control in the frequency domain will be pre­
sented and discussed. Finally, in Section 4 a design roach will be provided to solve the  
tracking problem under the circumstance of reference input uncertainty.
MỞ ĐẦU
Tất cả các mô hình toán học của mọi hệ thống thật đều chứa đựng sự thiếu 
chính xác mang tính nguyên lý. Vì vậy cần phải coi mô hình chỉ là mự mô tả 
danh định những tính chất của đối tượng mà ta quan tâm đến. Trong quá trình 
thiết kệ hoặc phân tích hệ thống điều khiển, sẽ tốt hơn nếu không dựa vào một 
mô hình duy nhất mà dựa vào một họ các mô hình. Đó cũng là cách tốt nhất đe 
xử lý những bất định do sự thiếu thông tin hay những hạn chế về mặt kỹ thuật 
gây nên. Ưu diềm lớn này của lý thuyết điều khiển bền vững đã thu hút sự chú 
ý của nhiều nhà chuyên môn trong hai thập ký gần đây.
Trong những năm của thập kỷ 60, việc mô tả hê thống điều khiển bằng 
phương trình trạng thái khời xướng bổi R. Kalman đã tỏ ra có nhiều hứa hẹn cho 
việcgiải quyết vấn đề phân tích và tổng hợp các hệ thống nhiều đầu vào nhiều 
dầu ra [l]. Nhưng gần hai chục năm sau dó nhiều nhà lý thuyết và thực hành 
trên nhiều lĩnh vực điều khiển tự động cùng di tới kết luận: Phương pháp không 
trạng thái có nhiều nhược điểm trong thực tế công nghiệp. Thực tế đó đã đưa 
những người hoạt động trên lĩnh vực điều khiển tự động tree lại với các phương 
pháp sử dụng miền tần số. Đặc biệt, việc mô tả hệ thống điều khiển dưới dạng 
hàm truyền cho phép xử lý một cách có hiệu quả những bất định chứa trong mô 
hình [6], [21], [29], [35].
Bất đinh mô hình có thể chia làm hai dạng chính: bất định tham số và bất 
dinh động ìực học (parameter uncertainty and dynamic-uncertainty). Thực ra
trong mỗi mô hình đều chứa đựng nhiều hoăc ít cả hai dạng bất định này. Việc 
chia thành hai dạng bất định có nguồn gốc từ những khó khăn về phương diện 
lý thuyết nhiều hơn là ý nghĩa ứng dụng. Trong trường hơp bất định tham số, 
ta giả thiết rằng mọi thành viên của họ các mô hình có cùng dộng lực học những 
tham số thì biến đổi. Một họ như vậy có thể diễn tả dưới dạng
M{ P )  := { P{ a , s ) : a e  n  c  R n},
trong dó fĩ là không gian tham số (thường dược giả thiết là compact). Bất định 
dộng lực học là dạng bất định khá phức tạp. Trong đa s ố các công trình nghiên 
cứu dề cập đến bất định dộng lực học thường giả thiết rằng mọi thành viên của 
họ các mô hình là lân cận của một thành viên danh dịnh được biết đầy đủ. Chẳng 
hạn có thề diễn tả môt ho như vậy bời.
M (P ) := (P (s ) : P{s)  =  p 0{s) +  A (s )w (s )} ,
trong dó jPo(s ) là mô hình danh định, A(s) là phần động lực học bất định dược 
chuẩn hóa, w  (s) là một hàm lượng cho thấy mức độ bất định của từng phần tử  
của ma trận hàm truyền. Cách mô tả này cho phép bao hàm các mode tần số 
cao, một thực trạng nan giải trong quá trình nhận dạng dối tượng và là nỗi sợ 
hãi của các nhà điều khiển tự động trong nhiệm vụ ổn định hệ thống [32], [34].
On định đối tương, loai trừ nhiễu ngoai lai và bám theo đại lương chỉ dẫn 
là ba nhiệm vụ cơ bản và quan trọng nhất của diều khiển tự  dông. On đinh 
đối tương điều khiển nhiều đầu vào nhiều dầu ra với bất định mô hình đã được 
nghiên cứu nhiều trong thời gian gần đây [2], [4], [6], [9], [13], [15], [16], [26], [36], 
Trong bài này chúng ta quan tâm tới vấn dề bám theo đại lượng chỉ dẫn. Trước 
khi giải quylt vấn đề, trong phần 1 sẽ trình bày một thực tế mang tính nguyên 
tắc của quá trình bám: nguyên lý mô hình nội. Phần 2 của bài này diễn tả những 
dặc trưng của dại lượng chỉ dẫn để làm cơ sở cho phương pháp thiết kế đưa ra 
trong phần 4. Phần 3 nhắc lại cơ sỏ’ lý thuyết tối ưu trong miền tần số và mô 
tả bài toán bám tiệm cận. Cuối cùng, trong phần 4 sẽ đề xuất một phương pháp 
giải quyết vấn dề bám tiệm cận khi dại lượng chỉ dẫn có chứa những bất định.
1. NGUYÊN LÝ MÔ HÌNH NỘI
Cho dối tượng điều khiển nhiều đầu vào nhiều đầu ra diễn tả bỏ'i:
i ( t )  — Ax(t)  +  Bu(t )  +  Gz(t)  (1)
y(t) =  Cx(t )  (2)
trong đó X  £ R n là vectơ trạng thái, u  (E R l là vectơ đầu vào, z  6 R k là vectơ
nhiễu, y £ R m là vectơ dầu ra. A e  R nXn, B  <E Rnxl, G e  R nXk và c  € R mXn
là các ma trận hệ thống tương ứng. Ta giả thiết rằng hệ thống đã cho quan sát 
được và điều khiển đươc. Ngoài ra ta cũng giả thiết rằng nhiễu z{i)  là đại lượng 
phi ngẫu nghiên. Đầu ra của hệ thống cần phải được điều khiển sao cho luôn luôn 
bám theo đại lượng chỉ dẫn r(f).
Không làm mất tính chất tổng quát, ta có thể xem đại lượng chỉ dẫn dược 
sinh ra bổ"i một máy phát có mô hình trạng thái sau đây:
¿ t(0  =  W x r(t) , x r (t =  0) =  x ro (3)
r(t) = c rxr{t) (4)
Tương tự, ta giả thiết mô hình nhiễu có thể diễn tả bời
xz (t) =  V x z (t) , xz (t =  0) =  x 2o (5)
z{t) = c zxz(t) * (6)
Luật điều khiển được chọn để giải q uyết vấn đề trên đây có dạng:
u(t) =  [Kx K e]{x(t) x e(t))T (7)
trong dó K x ,  K e  là các ma trận hằng số. Đại lượng x e sinh ra do bộ phản hồi có 
dạng
x e(t) =  D x e(t) +  Ee(t)  (8)
trong dó
e{t) =  r(t) -  y{ t ) (9)
là dộ sai lệch giữa dại lượng chỉ dẫn và dầu ra. Kết hơp các biểu thức trên ta 
thu được phương trình diễn tả hê vòng hờ
( ¿ M - Ể c  £ ) U ) + ( ẳ ) “+ (ỗ ỉ )  ( ĩ )  <10)
và phương trình diễn tả hệ vòng kín
U M -Ĩ«  “ O tM S  Ỉ)C)
Trong các biểu thức (10) và (11), các ma trận E,  D , K x và K e là các ma trận 
cần phải tìm trong quá trình thiết kế. Chúng phải thỏa mãn những diều kiện 
nhất định. Chẳng hạn K x và K e phải chọn sao cho hệ thống (11) ổn định. Ó* đây 
chúng ta chưa di sâu vào câu hổi, với một đối tượng cho trước có luôn luôn tồn 
tại cách chọn sao cho những diều kiện vừa nêu dươG thổa mãn hay không. Trước 
hết ta giả thiết z(t) — 0 là vấn đề thiết kế được tiến hành với dòi hổi đầu ra y(t) 
bám tiệm cận theo đại lượng chỉ dẫn r(t), nghĩa là
lim e(í) =  lim{r(t) -  y (í)} (12)
Với giả thiết x(0) =  0 và a:e(0) =  0, ta có phương trình diễn tả sai số diều khiển 
trong miền tần số:
Từ các công thức (13), (14) và (15) ta rút ra đa thức đặc trưng của hệ vòng hờ 
(tương ứng với quan hệ giữa sai số điều khiển và đại lượng chỉ dẫn):
Ký hiệu d e t(s / — A c) là đa thức đặc trưng của hệ vòng kín. Theo định lý Hsu 
Chen [35] ta có:
Fw(s) chứa những cực ổn định và không ổn định. Khi xét vấn đề bám tiệm cận 
trên cơ sờ đòi hổi (12), ta chỉ quan tâm tới những cực không ổn định của Fw(s). 
Vì lẽ đó, không làm mất t ín h  tổng quát, ta có thể giả thiết đa thức det(.s/ — w)  
chỉ có nghiệm ờ  nửa măt phẳng phải. Thay thế (21) vào (13) ta có
Điều kiện cần thiết để thỏa mãn đòi hỏi bám tiệm cận, nghĩa là (12) dược đảm 
bảo với mọi £ r(0)í Fe(s) phải là một ma trận hàm truyền ổn định. Nhưng Fw(s) 
chứa các cực không ổn đinh. Những cực không ổn dịnh này chỉ có thể được khử 
bời F r (s ).  Điều dó hàm nghĩa, toàn bộ m 2 phần tử của ma trận F r (s ) nhận 
d et(ó / — w)  làm ước số chung của chúng. Từ biểu thức (20) ta thấy rằng, đòi 
hỏi vừa nói trên được thỏa mãn khi và chỉ khi
e(s) =  [7 +  Fi(s)  F2(s)] l r(s) =  Fr {s) r ( s ) (13)
Ở  đây
2 1^ (5 ) =  C \ s I - { A  +  B K x) ) - l B  





ie tF R {s )  =  ^ ư Ụ )
(17)
d e t(s l — .Ao) =  det( s i  — A — B K X) det( s i  — D ) (18)
(19)
Từ (17), (18) và (19) ta rút ra:
(20)
Từ (3 ) và (4 ) ta thu được diễn tả đại lượng chỉ dẫn trong miền tần số: 
r(s) =  C j s J  -  W] ~ l XT{0) = Fw(s) x r(0) (21)
e(s) =  Ffí(s) Fw(s) I r(0) =  Fe{s) xr (ũ) (22)
det{ s i  -  D) =  det(sJ -  w ) m
Biểu thửc (23) chính là nội dung của nguyên lý mô hình nội (Internal Model 
Principle). Muốn cho dầu ra của hệ thống điều khiển bám tiệm cận theo dại 
lượng chỉ dẫn thì bộ điều khiển phải chứa m lần tất cả các cực không ổn định 
của mô hình dại lượng chỉ dẫn.
Biểu thức (23) là diều kiện cần để tìm ma trận D  trong bài toán thiết kế. 
Ngoài ra D  và E  phải được chọn sao cho (10) là một hệ thống quan sát dược và 
diều khiển được. Để tránh các mốt ẩn (hidden mode) gây mất ô’n định trong hv 
thống điều khiển, trên ca sở biểu thức (13), các nghiêm của det( s i  — D)  không 
được trùng với các nghiệm của d et(/ — Ac).  Đòi hỏi này xem như dược thỏa mãn 
vì ta có thể dùng K e để ảnh hưởng lên A c. Khó ytiăn lớn nhất là làm sao xác 
định ma trận D  thỏa mãn nguyên lý mô hình nội. Điều này càng khó khăn hơn 
khi mô hình đại lượng chỉ dẫn không đầy đủ. Ớ đây có cái gì đó tương tự  như 
một nghịch lý. cần  phải bám theo dại lượng chỉ dẫn trong khi chính đại lượng 
chỉ dẫn lại chưa dược xác định.
Như trên khi dã chỉ rõ, muốn đạt được tính chất bám tiệm cận cần phải biết 
rõ những đặc trưng của đại lượng chỉ dẫn. Sau đó trong quá trình thiết kế diều 
khiển, mô hình của đại ỉượng chỉ dẫn phải làm sao dược thể hiện như là một 
phần của bộ diều khiển. Trong trường hợp thiếu thông tin đầy đủ về dại lượng 
chỉ dẫn, diều này có thể làm được bằng cách đưa vào một sự mô tả thích hợp đại 
lượng chỉ dẫn và một thuật toán thiết kế tương thích.
Khi khảo sát tính chất bám tiệm cận, trong lý thuyết điều khiển cố điển 
người ta thưcmg sử dụng tín hiệu chỉ dẫn có dạng bước nhảy hằng số hoặc dạng 
xung với biên dộ về bề rộng xác định (thí dụ r(t) =  sin2(í)). Trong bài này ta 
coi các dại lượng chỉ dẫn dược sinh ra bỏi các tín hiệu được chuẩn hóa. Nghĩa là 
r(s) giả thiết được sinh ra bằng cách cho tín hiệu chuẩn v(.s) di qua một khối có 
ma trận hàm truyền v (s ) . Dựa vào truyền thống, ta quan tâm đến hai loại tín 
hiệu chuẩn hóa sau dây:
Biểu thức (24) mô tả tập các tín hiệu không đổi theo thời gian. Biểu thức (25) 
mô tả tập các tín hiệu có phổ năng lượng nhỏ hơn hoặc bằng đơn vị. Tương ứng 
với (24) và (25) t có các đại lượng chỉ dẫn:
2. MÔ TẢ ĐẠI LƯỢNG CHỈ DAN
M c(ư) := {v(-s) : V £ Rm , V =  const} 
M f(v)  := (v(s) : N 2(v) <  1}
(24)
(25)
M c(r) := (r(.s) : r(s) =  v ( s )  u(s) , V e  M c(ư)} (26)
M /(r ) := (r(a) : N2{v~lr) < 1} (27)
Ta có thể nhận thấy qua (27), nếu mật độ phổ của r(s) nằm trong dải hẹp tập 
trung tại tần số w* thì năng lượng của r(s) bị hạn chế bỏi
<  1 (28)
Cần nhấn mạnh rằng, trong các biếu thức trên v(s) chứa bất định. Tuy nhiên
ta có the hy vọng v(s) lớn tại các tần số thấp và nhỏ ờ  các tần số cao. Nói cách
khác, ta hy vọng đại lượng chỉ dẫn không biến động quá nhanh theo thời gian.
3. ĐIỀU KHIỂN t ố i  ư u  t r o n g  MIEN t a n  s ổ
Để giải quyết vấn đề bám theo đại lượng chỉ dẫn, chúng ta chọn cấu trúc diều 
khiển diễn tả trong hình 1. Ớ đây bộ điều khiển bao gồm hai phần (^1 (5 ) và <^ 2 (5 ) 
cho nên còn có tên gọi là bộ điều khiển hai bậc tự do (Two-Degree-of-Freedom 
Controller).
Hình 1. Hệ thống với bộ điều khiển hai bậc tự do
Từ hình 1 ta dễ dàng xác định dược các quan hệ sau:
y{s) =  { I  +  G C 1 +  GC2}~1 G C l r{s) _ (29)
y ( s ) = { I  +  F C 1] - 1 F C 1 r{s) } (30)
e(s) =  [I +  GCị  +  GC 2 } - 1 [I +  GC2\ r(s) (31)
e(s) =  [I +  F C 1} - l r(s) (32)
F{s) =  [I +  GC2} - l G (33)
Từ (32) ta nhận thấy rằng chất lượng bám phụ thuộc hoàn toàn vào tính chất 
của ma trận.
E(s) =  \I +  F C 1} - 1 (34)
Vì F C ị là ma trận hàm truyền chân chính [55], nên
lim F (s )C i(s )  = 0  (35)
3  1 t oo
Biểu thức (35) nổi lên rằng, nếu ma rận hàm truyền vòng hở là chân chính thì 
sai số bám tại thời điểm khởi đầu luôn luôn bằng đơn vị. Như vậy cần phải làm 
cho E(s)  càng nhổ càng tốt tại mọi tần số. Ta nói rằng ma trận hàm truyền F C 1 
có bậc m  X m  th u ộc  loại k  n ếu  v ớ i k  là  số  tự  n h iên  lớ n  n h ấ t th ỏ a  m ãn
rank^ lim sk F(s)  Ci(s)^ = m  (36)
Ta có thể dễ dàng chứng minh rằng, nếu ma trận hàm truyền vòng hả thỏa mãn 
điều kiện (36) thì
lim s~* E(s)  =  0 , 1 < i <  k (37)
Như vậy, nếu ma trận hàm truyền vòng hở thuộc loại k và hệ vòng kín ô’n đinh 
thì khi t —► oo dầu ra sẽ bám hoàn toàn theo đại lượng chỉ dẫn nằm trong tập 
M c(r).
Đòi hỏi làm cho sai số bám càng nhỏ càng tốt đưa ta tới ý tưởng của bài toán 
cực tiểu hóa. Hàm mục tiêu Ờ đây là chuẩn Nỉịe)  hoặc iVw(e) (xem phần phụ 
lục của bài này), cần  nhắc lại rằng e(s) phụ thuộc vào các tham số của C'i(s) và 
Ơ2 (.s). Vì C'i(.s) và Ơ2 (s) là ma trận có phần tử là các phân thức phụ thuộc s (gọi 
tắt là các ma trận phân thức) nên hàm mục tiêu có dạng khá phức tạp. Để đơn 
giản hóa vấn đề, ta giả thiết rằng F(s ) và ơ i(s )  có thể thừa số số hóa. Nghĩa là
F (5) =  Q - 1(S) P ( 5) (38)
C l (s) =  T ( s ) S - l (s) (39)
trong đó p( s ) ,  Q{s) ,  5'(s) và T(s)  là các mà trận có các phần tử là đa thức phụ 
thuộc s( gọi tắc là các ma trận đa thức). Khi dó biểu thức (34) sẽ có dạng
E(s)  =  S(s) [Q{s)S{s)  +  P ( í ) r ( s ) Ị - :1 Q(s)  (40)
Chuẩn A^ 2 (e) và Nuie)  sẽ được thay bằng N 2 (Er)  và Nu{Er)  trong đó E  được 
xác định theo (40). Trong phần 1 ta giả thiết rằng hê thống điều khiển đưa vào 
khảo sát có m  đầu ra. Dĩ nhiên trong thực tế đòi hỏi sai số bám của m  đầu ra này 
không như nhau, nói cách khác, tính chất bám của đầu ra có trọng lượng khác 
nhau. Đó là lý do ta đưa vào hàm trong và thay vì cực tiểu hóa N 2 ( Er )
hoặc Nw(Er)  ta cực tiểu hóa các chuẩn Nỵị yvEr)  hoặc N UJ( WEr) .  Việc chọn 
hàm trọng w  v6) có ảnh hường rất lớn tới chất lượng của lời giải tối ưu. Muốn
tìm hiểu sâu hơn vai trò của hàm trọng ta có thể xem [34]. Ngoài ra để chắc chắn 
lời giải tối ưu là bộ điều khiển thể hiên được (ma trận hàm truyền ổn định) cần 
phải đưa ra những hạn chế thích hợp và giải bài toán tối ưu có ràng buộc.
4. BÁM TIỆM CẬN
Từ biểu thức (40) và cách mô tả đại lượng chỉ dẫn trình bày trong phần 2, 
ta nhận dược sai số bám dưới dạng
e(s) =  S{s) \Q(s)S(s)  +  P( s ) T( s ) } - 1 Q( s ) V(s)  v(s) ,(41)
Để đơn giản cho việc trình bày, ta đặt
H(s)  =  5 ( 6 )  [Q{s)S{s)  +  P (s )r (s ) ]_1 Q{s)V{s)  (42)
Biểu thức (41) sẽ rút gọn thành
e(s) =  H(s) v(s) (43)
Vấn đề thiết kế tối ưu theo tinh thần trình bày ở  mục 3 quy về bài toán cực 
tiếu hóa chuẩn Nï ÇWHv)  hoặc N 0J(WHv) .
Như đã biết, có rất nhiều cách mô tả những bất định trong hệ thống diều 
khiển. Trong phần này ta giả thiết rằng các bất dịnh của hệ có thể diễn tả bỏi
U (|/)  := {A  : A =  diag(Ax, A 2). . .  , A n) , ổmax(Aí) <  V Vw} (44)
Gọi ụ(H)  là giá trị kỳ dị kết cấu của H  (xem [35]). Cách mô tả bất định sau 
dây không những bao quát được bất định mô hình, bất dịnh đại lượng chỉ dẫn 
mà còn ghi nhận cả những bấtTđịnh xuất hiện do sai số tính toán trong quá trình 
thiết kế. Ta có kết quả sau dây:
Đ ịn h  lý . Giả thiết H{ s ) Ồn đtnh với  moi  A €  V(u)  và sai số  bám là lời  giải của 
bài toán cực tiều hóa N U)( WHv)  cho trường hợp không có bất định. Lời giải tối 
ưu sẽ  đươc bảo toàn khi và chỉ khi
ị i { H)  <  1 \/oj (45)
Ta có thể tóm tắt những điều đã trình bày thành một phương pháp thiết kế
hệ điều khiển gồm các bước sau:
B à i to á n . Cho đối tượng điều khiển có mô hình danh định G(s).  Thiết kế điều 
khiển để Ổn định đối tượng và thỏa mãn đòi hỏi bám tiệm cận mọi đại lượng chỉ 
dẫn mô tả b(H tập
M/(r) := (r(s) : N2{ v - 1r) < 1} (46)
Phương pháp th iết kế
• Chon cấu trúc diều khiển theo hình 1.
•  T ìm  c *2 (s) d ể  ổ n  đ ịn h  d ố i tư ợ n g  trên  c ơ  sở  sử  d ụn g  m ột p h ư ơ n g  p h áp  có  sẵ n ,  
chẳng hạn một trong các phương pháp nêu trong [32]. Tốt nhất là chọn một 
phương pháp ổn định bền vững.
• Từ ơ (s ) danlị định và C 2 (s) dã tìm được ỏr bước trên, tính F(s).
• Phân tích F(s)  thành thừa số theo biểu thức (38). ỏ' đây có thể sử dụng 
phương pháp thừa số hóa của Kucera hoặc các phương pháp giải phương 
trình ma trận phức (xem [26]).
• Chọn dạng thích hợp cho ma trận T(s)  và <S'(s). Trong bước này ta cần lưu ý 
rằng, cưc của Ci  (s) chứa trong S'(.s). Vì vậy đế không làm mất tính ổn định 
vừa thiết lập được qua C2 (s), có thể dưa ra những hạn chế miền biến thiên 
các tham số của S’(s).
• Tìm ma trận H(s)  theo biểu thức (42). Xác định A từ các thông tin có sẵn 
về đối tượng và ước lượng sai số của quá trình tính toán.
• Giải bài toán tối ưu theo hàm mục tiêu N u ị w H { T ,  s ) v ) theo T  và 5  với ràng 
buộc (45) bằng một thuật toán lặp. Trong bước này có thể sử dụng phương 
pháp tính N u ( . )  nêu trong [30],
KẾT LUẬN
Bài này dề cập đến một vấn dề rất kinh điển nhưng cũng rất quan trọng của 
diều khiển tự  dộng, đó là vấn đề bám theo đại lượng chỉ dẫn (setpoint or reference 
signal tracking). Những bất định chứa trong đại lượng chỉ dẫn cho đến nay mới 
chỉ được quan tâm rất ít mặc dù nó có ý nghĩa thưc tế rất lớn. Khó khần chính 
cản trờ sự vươn tới của các công trình lý thuyết chính là nguyên lý mô hình nội. 
Sau khi di sâu vào bản chất của nguyên lý này, một phương pháp thiết kế trong 
miền tần số đã được dề xuất trên cơ SỞ áp dụng chuẩn N u .
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PHỤ LỤC
Cho E  là một không gian tuyến tính trên trường số F .  Ta gọi hàm giá trị 
thực N ( . )  là  ch u ẩn  trên  E  khi v à  ch ì khi:
Cho E  := {x  : X  — (x\ ,  X 2 , . . . ,  Xn)} là không gian vectơ n-chiều. Chuẩn 
trên E có thể định nghĩa bời:
Np(x) =  abs ( x i ) p +  abs (x2 )p + -----1- abs(xn)p) 1^ p p =  1 , 2 , 0 0  (5)
Cho E  := { A  : A =  {aij), aij E F , ¿ =  1 ,2 , n , j  =  1, 2 , ra} chuẩn
N(x)  >  0 Va; G E, 1 ^ 0  
N ( x ) =  0 X =  0
N(ax) =  abs(a) N(x) Va G F, V i G E  










N 2{A) =  [ m ạ x A i^ A ) ] 172 
i
Nếu ta eoi ma trận Á là ánh xạ của không gian vectơ n-chiều E  vào chính 
nó. Khi dó:
hay
N { A ) =  s u p [ ì V ( . A x ) / . / V ( : e ) ] , X  £ E  
x^o
N ( A ) =  sup ỊiV(Aa:)], X  G E  
N  (x)  =  1
(10)
( 1 1 )
gọi là chuẩn, cảm sinh của ánh xạ A trên không gian vectơ E.
Trong trường hợp các phần tử  của không gian vectơ tuyến tính là các hàm 
phụ thuộc biến phức s, ta dịnh nghĩa chuẩn trên E  bỏ*i:
oo




Tương tự, trong trường hợp các phần tử của không gian tuyến tính là'các 
ma trân phụ thuộc biến s (các ma trận hàm truyền), ta định nghĩa chuẩn bời:
oo





Cho G(.s) là ma trận hàm truyền cấp m  X n. Ta định nghĩa
ỏi(G) =  [Xi G*(ju)) ơ (jw ) ] l 2^ i - 1, 2 , k , k =  m iním , n) (14)
là các giá trị kỳ dị của G,  trong đó-giả thiết > ỗ2 > • • • >  ỏk- Có thể dễ dàng
nhận ra rằng ¿max(G) =  ổx(<z) =  NỵịG).  Ngoài ra ta thấy rằng, với
y(s) =  G(s ) tt(í) (15)
trong đó y(s)  và u{s) ỉà các phần tử của các không gian vectơ tuyến tính và ơ (s)  
là ánh xạ (có chiều tương thích), chuẩn cảm sinh của G dược xác định bởi:
N W[G) =  supốmax(ơ(jw )) (16)
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