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論文審査結果の要旨 
 
 談話解析とは自然言語処理の問題領域のひとつであり、入力された文章における非明示的な情
報を復元する処理を指す。本論文では、因果関係などの世界知識の大規模データベースが広く利
用可能になりつつある現状を踏まえ、談話解析の枠組みとして一階述語論理上の仮説推論を採用
し、大規模知識ベースを用いた仮説推論を実現するための手法を論じている。その貢献は、（１）
仮説推論を劇的に高速化する方法を提案したこと、（２）仮説推論モデルの教師あり学習手法を提
案したこと、（３）それらの手法をオープンソース・ソフトウェアとして実装・公開したことであ
る。本論文は、これら一連の成果をまとめたもので、全編７章からなる。 
 第１章は序論である。  
 第２章では、一階述語論理上の仮説推論をどのように定式化するかを述べている。 
 第３章と第４章では、仮説推論の高速化手法を提案している。第３章では、最適解に成り得な
い仮説を事前推定によって同定し、解の探索空間から除外する手法を提案し、先行研究を超える
推論効率が得られることを定量的な評価実験で示した。第４章では、仮説推論を談話解析に適用
する際に単語間の統語的依存関係を表すリテラルに対する不適格な推論が生じる問題に着目し、
解候補探索の手続きに対して特定の制約を課すことによってこの問題が解消されることを理論的
および経験的に示した。いずれも、談話処理を実現する仮説推論において、従来知られていなか
った推論のボトルネックを特定し、それに対する解決方法の有効性を示したもので、高く評価で
きる。 
 第５章では、仮説間の評価値の差を損失関数とすることによって仮説推論の評価関数の機械学
習を実現する手法を提案している。本手法は、特定のタスクや評価関数に依存しない、一般性・
新規性の高い枠組みであり、幅広い応用が期待される。 
 第６章では、一連の提案手法を実装したオープンソース・ソフトウェアの概要を述べている。
本ソフトウェアは、既存の実装と比べて大幅な高速化を実現しており、またユーザがこれを土台
として新たな仮説推論モデルを構築することも想定した実装になっている。当該分野における研
究の発展への寄与が期待でき、高く評価できる。 
 第７章は結論である。  
 以上要するに、本論文は、談話解析のための仮説推論において、規模耐性の問題に有効な解決
方法を与え、評価関数の学習方法を提案するとともに、それらをオープンソース・ソフトウェア
として実装・公開したもので、システム情報科学ならびに自然言語処理学の発展に寄与するとこ
ろが少なくない。よって、本論文は、博士（情報科学）の学位論文として合格と認める。 
