The main result of the present paper consists in a quantitative estimate of unique continuation at the boundary for solutions to the wave equation. Such estimate is the sharp quantitative counterpart of the following strong unique continuation property: let u be a solution to the wave equation that satisfies an homogeneous Robin condition on a portion S of the boundary and the restriction of u |S on S is flat on a segment {0} × J with 0 ∈ S then u |S vanishes in a neighborhood of {0} × J. 
Introduction
The strong unique continuation properties at the boundary and the related quantitative estimates have been well understood in the context of second order elliptic equations, [AE] , [Ku-Ny] , and in the context of second order parabolic equations [Es-Ve] , [Es-Fe-Ve] , [Ve1] . For instance, in the framework of elliptic equations, the doubling inequality at the boundary and three sphere inequality are the typical forms in which such quantitative estimates of unique continuation occur [Al-R-Ro-Ve] . Similar forms, like three cylinder inequality or two-sphere one cylinder inequality, occur in the parabolic case [Ve1] . In the context of hyperbolic equation, strong properties of unique continuation at the interior and the related quantitative estimates are less studied [Le] , [Ba-Za] , [Ma] , [Ve3] . Also, we recall here the papers [Che-D-Y] , [Che-Y-Z] and [Ra] in which unique continuation properties are proved along and across lower dimensional manifolds for the wave equation. We refer to [B-K-L1] , [B-K-L1] , [La-L] for recent result of quantitative estimate for hyperbolic equations. Such results are the quantitative counterpart of the unique continuation properties for equation with partially analytic coefficients proved in [Hö2] , [Ro-Zu] and [Ta] , see also [Is1] .
Quantitative estimates of strong unique continuation at the boundary are one of most important tool which enables to prove sharp stability estimates for inverse problems for PDE with unknown boundaries or with unknown boundary coefficients of Robin type, [Al-B-Ro-Ve] , [Si2] (elliptic equations), [B-Dc-Si-Ve] , [C-Ro-Ve] , [Dc-R-Ve] , [Ve1] (parabolic equations), [Ve2] (hyperbolic equations). In the context of elliptic and parabolic equations, the stability estimates that were proved are optimal [Dc-R] , [Al] , [Dc-R-Ve] .
To the authors knowledge there exits no result in the literature concerning quantitative estimates of strong unique continuation at the boundary for hyperbolic equations.
In order to make clear what we mean, we illustrate our result in a particular and meaningful case. Let A(x) be a real-valued symmetric n × n, n ≥ 2, matrix whose entries are functions of Lipschitz class satisfying a uniform ellipticity condition. Let u be a solution to
where B + 1 = {x = (x ′ , x n ) ∈ R n : |x| < 1, x n > 0} and J = (−T, T ) is an interval of R. Assume that u satisfies the following Robin condition
where B ′ 1 is the R n−1 ball of radius 1 centered at 0, ν denotes the outer unit normal to B ′ 1 and γ, the Robin coefficient, is of Lipschitz class. The quantitative estimate of strong unique continuation that we provide here may be briefly described as follows. Let r ∈ (0, 1) and assume that
where ε < 1. Then
where s 0 ∈ (0, 1), C ≥ 1, α > 0 are constants independent of u and r and (1.5) θ = | log r| −1 .
For the precise statement of our result we refer to Theorem 2.1. Roughly speaking, in such a Theorem the half ball B + 1 is replaced by the region
1 }. The estimate (1.4) is a sharp estimate from two points of view: (i) The logarithmic character of the estimate cannot be improved as it is shown by a well-known counterexample of John for the wave equation, [Jo] ;
(ii) The sharp dependence of θ by r. Indeed it is easy to check that the estimate (1.4) implies that the following strong unique continuation property at the boundary holds true. Let u satisfy (1.1) and (1.2) and assume that
where U is a neighborhood of {0} × J. In order to prove the quantitative estimate (1.4), we have mainly refined the strategy developed in [Ve3] in which the author, among various results, proved that if sup
where θ = | log r| −1 , s 0 ∈ (0, 1), C ≥ 1 are constants independent of u and r and an homogeneous Neumann boundary condition applies instead of (1.2). To carry out our proof, we first adapt an argument used in [Si1] in the elliptic context which enable to reduce the Robin boundary condition into a Neumann boundary one. Subsequently we need a careful refinement of some arguments used in [Ve3] . Actually, to fulfill our proof it is not sufficient to apply the above estimate (1.6). In order to illustrate this point, a comparison with the analog elliptic context (i.e. u is time independent) could be useful. In such an elliptic context [Si1] instead of (1.3) we would have
Thus, from stability estimates for the Cauchy problem [Al-R-Ro-Ve] and regularity result we would obtain the following Holder estimate
where C and β ∈ (0, 1) are independent on u and r. By using the above estimate, the three sphere inequality at the boundary and standard regularity results we would have
where 0 < ρ < 1 and ϑ ∼ | log r| −1 as r → 0. Finally, by trace inequality we would obtain
The application of the same argument in the hyperbolic case would lead to a loglog type estimate instead of the desired single log one (1.4). In fact, opposite to the elliptic case, in the hyperbolic context the dependence of the interior values of the solution upon the Cauchy data is logarithmic. As a consequence, by combining such a log dependence with the logarithmic estimate in (1.6) we would obtain a loglog type estimate for u(
) . The plan of the paper is as follows. In Section 2 we state the main result of this paper. In Section 3 we prove our main theorem, in Section 4 we discuss some auxiliary results and in Section 5 we conclude by summarizing the main steps of our proof.
The main result

Notation and Definition
In several places within this manuscript it will be useful to single out one coordinate direction. To this purpose, the following notations for points x ∈ R n will be adopted. For n ≥ 2, a point x ∈ R n will be denoted by x = (x ′ , x n ), where x ′ ∈ R n−1 and x n ∈ R. Moreover, given r > 0, we will denote by B r , B . By H ℓ (Ω), ℓ = 0, 1, 2 we denote the usual Sobolev spaces of order ℓ, in particular we have H 0 (Ω) = L 2 (Ω). For any interval J ⊂ R and Ω as above we denote by
We shall use the letters C, C 0 , C 1 , · · · to denote constants. The value of the constants may change from line to line, but we shall specified their dependence everywhere they appear.
Statements of the main results
be a real-valued symmetric n × n matrix whose entries are measurable functions and they satisfy the following conditions for given constants ρ 0 > 0, λ ∈ (0, 1] and Λ > 0,
Let φ be a function belonging to
where
For any r ∈ (0, ρ 0 ] denote by
We assume that the Robin coefficient γ belongs to C 0,1 (S ρ0 ) and for a given γ > 0 is such that
satisfying the following Robin condition (2.5)
where ν denotes the outer unit normal to S ρ0 . Let r 0 ∈ (0, ρ 0 ] and denote by
) be a solution to (2.4) satisfying (2.6) and (2.7). Assume that u satisfies (2.5). There exist constants s 0 ∈ (0, 1) and C ≥ 1 depending on λ, Λ and E only such that for every 0 < r 0 ≤ ρ ≤ s 0 ρ 0 the following inequality holds true
From now on we shall refer to the a priori data as the following set of quantities: λ, Λ, ρ 0 , E,γ.
Proof of Theorem 2.1
In what follows we use the following Proposition 3.1. There exists a radius r 1 > 0 depending on the a priori data only, such that the problem
Moreover, there exists a constantψ > 0 depending on the a priori data only, such that
Proof. See Section 4
Let r 1 and ψ be the radius and the function introduced in Proposition 3.1. Denoting with
satisfying the following Neumann condition
where ν denotes the outer unit normal to S r1 and A ⋆ (x) = ψ 2 (x)A(x). Repeating the arguments in [Ve3, Subsection 3.2] (partly based on the techniques introduced in [AE] ), we can assume with no loss of generality that A ⋆ (0) = I with I identity matrix n × n and we infer that there exist ρ 1 , ρ 2 and a function
Let us define the matrix A(y) = {a(y)} n i,j=1 as follows (below (DΦ −1 ) tr denotes the transposed matrix of (DΦ −1 ))
and hence we get that u is a solution to
where for every y ∈ B ρ2 we denote
is the matrix whose entries are given by
From (2.1a), (2.1b), (3.7c), (3.2) and (3.3) there exist constantsΛ,λ > 0 depending on the a priori data only such that
Let us recall that, by construction, the function u in (3.9) is even w.r.t. the variable y n and moreover with no loss of generality we may assume that u (up to replacing it with its even part w.r.t the variable t as in [Ve3] ) is even w.r.t. t also. From now for the sake of simplicity we shall assume that ρ 2 = 1.
By (2.6) and by (2.7) we have that there exist C 1 , C 2 > 0 constants depending on the a priori data only such that (3.14) ǫ = sup
As in [Ve3] , let u 0 be an even extension w.r.t. y n of the function
where C is an absolute constant. Let us denote by λ j , with 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ j ≤ · · · the eigenvalues associated to the Dirichlet problem Let us stress that we may choose the eigenfunctions e j to be even w.r.t y n (see Remark 4.1 in Section 4). By (2.1a), (3.13) and Poincaré inequality we have for every j ∈ N
where c is an absolute constant. Denote by α j e j (y) cos λ j t.
By Proposition 3.3 in [Ve3] we have that
where C > 0 depends onλ andΛ only.
Moreover, as a consequence of the uniqueness for the Cauchy problem for the equation (3.10) (see (3.9) in [Ve3] for a detailed discussion) we have that (3.23)ũ(y, t) = u(y, t) for |y| +λ −1 |t| < 1 .
We define for any µ ∈ (0, 1] and for any k ∈ N the following mollified form of the Boman transformation of u(y, ·) [Bo] (3.24)
, ϕ µ,k ≥ 0, ϕ µ,k even function and such that R ϕ µ,k (t)dt = 1. From now on we fix µ := k − 1 6 for k ≥ 1 and we denote (3.25)
By Proposition 3.3 im [Ve3] , it follows that
Let us introduce now, for every k ∈ N an even function g k ∈ C 1,1 (R) such that if |z| ≤ k then we have g k (z) = cosh z, if |z| ≥ 2k then we have g k (z) = cosh 2k and such that it satisfies the condition
where c is an absolute constant.
Let us introduce the following quantities
We have that v k (·, z) belongs to H 2 (B 2 ) ∩ H 1 0 (B 2 ) for every y ∈ R, v k (y, z) is an even function with respect to z and it satisfies
Moreover we have
where C depends onλ and Λ only.
Proof. Except for the inequality (3.33) which is discussed below, the proofs of the remaining results follow along the lines of Proposition 3.4 in [Ve3] . From the arguments in Proposition 3.4 in [Ve3] we deduce that
where c > 0 is an absolute constant constant, which in turn implies that
with C > 0 constant depending onλ.
From (3.12a) we havẽ
where C > 0 is a constant depending onλ andΛ only. Combining (3.35) and (3.36) we get
which in view of standard trace estimates leads to
Let us now consider a function Φ ∈ L 2 (B ′ r0 ) and let us define for any (t, z) ∈ R = {(t, z) ∈ R 2 : |t| <λ, |z| < 1}
Note that from (3.29) we have
Proposition 3.3. We have that w k (·, ·) belongs to H 1 (R) is a weak solution to
Moreover, for any (t, z) ∈ R we have that
where C > 0 is a constant depending onλ andΛ only.
Proof. We start by proving (3.42). To this aim we consider a test function φ ∈ H 1 0 (R) and by integration by parts we get
Again by integration by parts with respect to the variable t we get (3.47) and hence (3.42) follows.
Let us now prove (3.43a) and (3.43b). We have that by (3.21)
Hence by (3.23) and (3.14) we have that
By (3.40) we also get that
Let us now prove (3.45a). By a standard trace inequality, by (3.22) and by (3.27) we have
Finally (3.45b) follows from (3.33).
Proposition 3.4. Let w k be the function introduced in (3.39), then we have that
Proof. We notice that by (3.42) and by a standard local boundedness estimate it follows that for any t 0 ∈ (−λ 2 ,λ 2 ) we have
where we denote B
(2)
r 0 8 (t 0 , 0)) be the solution to the following Dirichlet problem
r 0 8
(t 0 , 0),
We observe that being ∂ tFk (t, z) odd with respect the variable z, we have thatw k is odd with respect the variable z as well. Moreover, we have that
(1) r = (t 0 − r, t 0 + r) × {0} for any r > 0. Now denotingŵ
we have that
. By the argument in Proposition 3.5 of [Ve3] , which in turn are based on wellknown stability estimates for the Cauchy problem (see for instance [Al-R-Ro-Ve]), it follows that
Furthermore we have that by (3.43a), (3.45b) and (3.45a)
where C > 0 is a constant depending on the a priori data only. Inserting (3.59a) and (3.59b) in (3.58) we get the thesis.
Proposition 3.5. Let v k be defined in (3.29), then we have
Proof. From (3.39), (3.52) and the dual characterization of the norm, we have that
for |t| ≤λ 2 , |z| ≤ r0 8 . On the other hand by using equality (3.41), we have that
Hence from (3.61) we have
We are now in position to conclude the proof of Theorem 2.1. We observe that since the eigenfunctions e j introduced in (3.18) are even with respect y n and since by (3.11b) we havẽ (3.64) it follows that for any |y ′ | ≤ 2
where ν = (0, . . . , 0, −1). Hence by (3.30), (3.60) and (3.65) (3.66) Finally combining (3.31), (3.32) , quantitative estimates for the Cauchy problem (3.66) (see Theorems 3.5 and 3.6 in [Ve3] ), we obtain the following
where C > 0 depends onλ andΛ . Let us observe that the above inequality replace Theorem 3.6 in [Ve3] . The same arguments discussed in [Ve3] from Theorem 3.7 and on go through for the present case and lead to the desired estimate (2.8).
Auxiliary results
Proof of Proposition 3.1 Let Ψ ∈ C 1,1 (B ρ0 ) be the map defined as
) we have that
where B − r = {y ∈ R n : |y ′ | < r , y n < 0} and furthermore we get (4.3) |detDΨ| = 1 .
Denoting by
it follows that
where Σ, Λ ′ are positive constants depending on E, Λ, ρ 0 only. Dealing as in Proposition 4.3 in [Si1] we look for a solution to (3.1) of the form
where ψ ′ is a solution to
with r 2 = min{ρ 0 ,
12γ }. And in turn, as in Claim 4.4 of [Si1] , we search for a solution ψ ′ to (4.11) such that ψ ′ = ψ 0 − s, where ψ 0 is a solution to
and where s ∈ H 1 (B − r2 ) is a weak solution to the problem (4.13)
such that s(y) = O(|y| 2 ) near the origin. The proof of the latter relies on a slight adaptation of the arguments in Claim 4.4 of [Si1] .
In order to construct ψ 0 , we introduce the following linear change of variable
where R is the planar rotation in R n that rotates the unit vector v v , where v = A(0)e n to the nth standard unit vector e n , and such that
where π is the plane in R n generated by e n , v and (π) ⊥ denotes the orthogonal complement of π in R n . For this choice of L we have
which means that L −1 : x → ξ is the linear change of variables that maps I into A(0).
By definingL as the (n − 1) × (n − 1) matrix such thatL = (l) i,j=1··· ,n−1 we have that the function
Finally we observe that by setting ψ 0 (y) =ψ(Ly) (4.18) we end up with a weak solution to (4.12) such that
Hence the thesis follows by choosing
and
Proposition 4.1. There exists a complete orthonormal system of eigenfunctions e j in L 2 + (B 2 , qdy) = {f ∈ L 2 (B 2 , qdy) s.t. f (y ′ , y n ) = f (y ′ , −y n )} associated to the Dirichlet problem (3.16).
Proof. Let us start by observing that from (3.11) and since
for any smooth function u.
We set
and we observe that being q even with respect to y n then we have that if u is a solution to (3.17) then u + is a solution to (3.17) as well. Let us denote by λ j , with 0 < λ 1 ≤ λ 2 ≤ . . . λ j ≤ . . . the eigenvalues associated to the Dirichlet problem (3.17) and let {S 1 , S 2 , . . . , S j , . . . } be a complete orthonormal system of eigenfunctions in L 2 (B 2 , qdy) . Let us now fix j ∈ N and let {S j1 , S j2 , . . . , S j k j } be such that they span the eigenspace corresponding to the eigenvalue λ j . We restrict our attention to the non trivial functions S By a Gram-Schmidt orthogonalization procedure in the Hilbert space L 2 + (B 2 , qdy) we may find our desired eigenfunctions e j1 , . . . , e j h j such that (e j l , e j k ) = B2 q(y)e j l (y)e j k (y)dy = δ j l j k (4.23) and e j l are even in y n for l = 1, . . . , h j .
It turns out that the system of eigenfunctions S = {e 11 , . . . , e 1 h 1 , e 21 , . . . , e 2 h 2 , . . . , e j1 , . . . , e j h j , . . . } (4.24) is an orthonormal system by construction. Finally we wish to prove that S is complete in L 2 + (B 2 , qdy) . To this end we assume that f ∈ L 2 + (B 2 , qdy) is such that B2 f (y)e(y)q(y)dy = 0 ∀ e ∈ S (4.25) and we claim that f ≡ 0.
In order to prove the claim above, we observe that by (4.25) we have that for any j ∈ N the function f in (4.25) is orthogonal with respect the L 2 + (B 2 , qdy) scalar product to the span{e j1 , . . . , e j h j } and as a consequence to the span{S On the other hand since q and f are even w.r.t. y n we have that Finally we observe that being the system {S 1 , S 2 , . . . , S j , . . . } complete in L 2 (B 2 , qdy) then f ≡ 0 as claimed above.
Conclusions
Let us conclude by summarizing the main steps of our strategy.
• We first introduce in Proposition 3.1 a strictly positive solution ψ to the elliptic problem (3.1) such that by the change of variable u ⋆ = U ψ (5.1) we reformulate our original problem for a Robin boundary condition (2.4)-(2.5) in terms of a new one (3.5)-(3.6) where a Neumann condition arises instead.
• Second, in (3.24) we take advantage of the Boman transform [Bo] in order to perform a suitable transformation of the wave equation in a nonhomogeneous second order elliptic equation (3.30). Furthermore, we observe that the solution v k to (3.30) may be represented as
