A multiterminal lossy coding problem, which includes various problems such as the Wyner-Ziv problem and the complementary delivery problem as special cases, is considered. It is shown that any point in the achievable rate-distortion region can be attained even if the source statistics are not known.
of the complementary delivery [6] , [7] . In fact, a simple complementary delivery problem depicted in Fig. 3 is the case where J = 2, X = {X 1 , X 2 }, Y 1 = X 2 , Y 2 = X 1 , and Z j = X j (j = 1, 2). Further, our coding problem includes also the problem considered in [8] (depicted in Fig. 4 ) as a special case, where J = 2, X = {X 0 , X 1 , X 2 }, Y j = X j (j = 1, 2), and Z 1 = Z 2 = X 0 .
II. MAIN RESULT
At first, we introduce some notations. We denote by N the set of positive integers {1, 2, . . . }. For a set A and an integer n ∈ N, A n denotes the n-th Cartesian product of A. For a finite set A, |A| denotes the cardinality of A. Throughout this paper, we will take all log and exp to the base 2.
Let X = X 1 X 2 . . . be a stationary and ergodic source with finite alphabet X . For each n ∈ N, X n denotes the first n variables (X 1 , X 2 , . . . , X n ) of X and the distribution of X n is denoted by P X n .
Fix J ∈ N. We consider random variables Y j (resp. Z j ) taking values in sets Y j (resp. Z j ) where j ranges over the index set J △ = {1, 2, . . . , J}. We assume that, for each j ∈ J , Y j and Z j are finite sets. We write
Let W : X → Y J × Z J be a transition probability. In the followings, we assume that W is fixed and available as prior knowledge. For each n ∈ N, let W n be the n-th extension of W , that is,
for any sequences
for any x n ∈ X n , y n j ∈ Y n j , and z n j ∈ Z n j , where the summation is over all (y
Further, for each j ∈ J , letZ j be a finite set. Then, the formal definition of a code for our coding system is given as follows.
Definition 1: An n-length block code
is defined by mappings
φ n is called the encoder and ψ
n is called the j-th decoder.
The performance of a code C n = (φ n , ψ
n ) is evaluated by the coding rate and the distortion attained by C n . The coding rate of C n is defined by (1/n) log φ n , where φ n is the number M n of the codewords of C n . For each j ∈ J , let
be a distortion measure, where d (j) max < ∞. Then, for each n ∈ N, the distortion between the outputz n j = (z j,1 , . . . ,z j,n ) ∈Z n j of the j-th decoder and the sequence z n j = (z j,1 , . . . , z j,n ) ∈ Z n j to be estimated is evaluated by
Definition 2: A pair (R, ∆ J ) of a rate R and a J-tuple ∆ J = (∆ 1 , . . . , ∆ J ) of distortions is said to be achievable for a source X if the following condition holds: For any ǫ > 0 and sufficiently large n there exists
and, for any j ∈ J ,
where E X n Y n j Z n j denotes the expectation with respect to the distribution P X n Y n j Z n j . Now, we state our main result. The theorem clarifies that, whenever (R, ∆ J ) is achievable, (R, ∆ J ) is also achievable universally.
April 20, 2010 DRAFT Theorem 1: For given (R, ∆ J ) and δ > 0, there exists a sequence {C n } ∞ n=1 of codes which is universally optimal in the following sense: For any source X for which (R, ∆ J ) is achievable there exists n 0 = n 0 (δ, X) such that, for any n ≥ n 0 ,C n = (φ n ,ψ
The proof of the theorem will be given in the next section.
III. PROOF OF THEOREM 1
Let (R, ∆ J ) and δ > 0 be given. Fix ǫ > 0 satisfying
For each n ∈ N, let k n △ = log log n.
Let C n be the set of all n-length block codes C n = (φ n , ψ
n ) ∈ C n for some φ n .
Note that for l ∈ N,
For each j ∈ J , a sequence x n ∈ X n , and a code C n = (φ n , ψ
n , . . . , ψ
It should be noted that, by usingd
n (x n , C n ), the average distortion attained by the code C n can be written as
For l (1 ≤ l ≤ n) and s (0 ≤ s < l), let q l;s be the non-overlapping empirical distribution of x n defined as
April 20, 2010 DRAFT For each n ∈ N, let G n be the set of all sequences x n ∈ X n satisfying the following condition: There are an integer l (1 ≤ l ≤ k n ) and a code C l ∈ C l such that for some integer s (0 ≤ s < l),
Now, we describe the construction of the codeC n = (φ n ,ψ
n , . . . ,ψ (J) n ).
• Encoderφ n : The encoder encodes a given sequence x n ∈ X n as follows.
1) If x n ∈ G n , then choose integers l, s and a code C l satisfying (3) . If x n / ∈ G n then error is declared 2 .
2) Send l and s by using 2 log k n bits.
3) Send the index of decoders (ψ
• Decoderψ (j) n : The j-the decoder decodes the received codeword as follows. 1) Decode the first 2 log k n bits of the received codeword and obtain l and s.
2) Decode the first log |D l | bits of the remaining part of the received codeword and obtain the decoders 
A. Optimality of the Code
By the fact that 1 ≤ l ≤ k n and D l satisfies (1), it is easy to see that the coding rate (1/n) log φ n ofC n satisfies 1 n log φ n ≤ R + δ for sufficiently large n. Hence, to show the optimality of the codeC n , it is sufficient to bound the distortion attained byC n .
At first, suppose x n ∈ G n . By (3) and the additivity of the distortion measures, the codeC n satisfies that
for any j ∈ J .
On the other hand, if x n / ∈ G n then the error is declared (and the codeword is chosen arbitrarily). In this case, the distortion occurred at the j-th decoder is upper bounded by d
max .
Hence, for any j ∈ J , we have
where G ∁ n denotes the complement of G n . Further, as shown in Lemma 1 in the appendix, if (R, ∆ J ) is achievable for X then
holds for sufficiently large n.
Hence, for sufficiently large n,
By (2) and (6), the average distortion attained byC n = (φ n ,ψ
for any j ∈ J . This completes the proof of Theorem 1.
APPENDIX
Lemma 1: Let X be a stationary and ergodic source for which (R, ∆ J ) is achievable. Then, for sufficiently large n,
Proof: Since (R, ∆ J ) is achievable for X, there are an integer l and a code C l such that
(1/l) log φ l ≤ R + ǫ
and
For each j ∈ J , let f (j) be a function on X l such that
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