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In this paper we propose and study a class of simple, nonparametric, yet inter-
pretable measures of association between two random variables X and Y taking values
in general topological spaces. These nonparametric measures — defined using the the-
ory of reproducing kernel Hilbert spaces — capture the strength of dependence between
X and Y and have the property that they are 0 if and only if the variables are inde-
pendent and 1 if and only if one variable is a measurable function of the other. Further,
these population measures can be consistently estimated using the general framework
of geometric graphs which include k-nearest neighbor graphs and minimum spanning
trees. Moreover, a sub-class of these estimators are also shown to adapt to the intrinsic
dimensionality of the underlying distribution. Some of these empirical measures can
also be computed in near linear time. Under the hypothesis of independence between X
and Y , these empirical measures (properly normalized) have a standard normal limiting
distribution. Thus, these measures can also be readily used to test the hypothesis of
mutual independence between X and Y . In fact, as far as we are aware, these are the
only procedures that possess all the above mentioned desirable properties. Furthermore,
when restricting to Euclidean spaces, we can make these sample measures of association
finite-sample distribution-free, under the hypothesis of independence, by using multi-
variate ranks defined via the theory of optimal transport. The correlation coefficient
proposed in Dette et al. [31], Chatterjee [22] and Azadkia and Chatterjee [7] can be
seen as a special case of this general class of measures.
MSC2020 subject classifications: Primary 62G10, 62H20; secondary 60F05, 60D05.
Keywords and phrases: Characteristic kernels, distribution-free, maximum mean
discrepancy, minimum spanning trees, multivariate ranks based on optimal transport,
nearest neighbor graphs, reproducing kernel Hilbert spaces, testing for mutual inde-
pendence, uniform central limit theorem.
1. Introduction
Suppose that Z = (X,Y ) ∼ µ where µ is supported on a subset of some topological
space Z = X × Y and has nondegenerate marginal distributions µX and µY , supported
on X and Y respectively. Assume that we have i.i.d. data {Zi = (Xi, Yi)}ni=1 from µ.
In this paper, we propose and study a class of simple yet interpretable empirical measures
∗Supported by NSF grant DMS-2015376.
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Tn ≡ Tn(Z1, . . . , Zn) and their population counterparts, that yield a family of nonparametric
measures of association between X and Y . In addition, these empirical measures can be
readily used as test statistics for testing the hypothesis of mutual independence between X
and Y .
To explain our motivation, consider the case when X = Y = R and suppose that {Zi}ni=1
are i.i.d. with a bivariate normal distribution. In this setting, the empirical Pearson’s cor-
relation coefficient (see e.g., [77]) captures the strength of association between X and Y ,
i.e., it converges to a population measure which equals 0 if and only if X and Y are inde-
pendent and 1 if and only if they are perfectly dependent (i.e., one variable is a function
of the other). Moreover, any value between 0 and 1 of the correlation coefficient conveys
an idea of the strength of the relationship between X and Y . In addition, it has a simple
limit distribution theory when X and Y are independent, and can consequently be used to
test for the hypothesis of independence. Unfortunately, the Pearson’s correlation coefficient
ceases to have the aforementioned nice properties when the joint distribution of X and Y
is not normal. The Spearman’s rank correlation (see [94]) overcomes this shortcoming, but
can only capture monotone relationships between X and Y ; also see Kendall’s τ [64, 63].
The above discussion raises a natural question: “Is it possible to define a simple empirical
measure Tn which provides a nonparametric measure of association between the variables X
and Y under reasonable assumptions on X , Y and µ?” In this paper, we answer the above
question in the affirmative. Towards that direction, it is perhaps instructive to first throw
some light on the term nonparametric measure of association which we have been using
informally so far. In this context, we will adhere to the criteria presented in Chatterjee [22],
which is actually the main motivation behind our current work. Below we quote the relevant
part from the abstract of [22]:
“Is it possible to define a coefficient of correlation which is:
(I) As simple as the classical coefficients like Pearson’s correlation or Spearman’s corre-
lation, and yet
(II) Consistently estimates some simple and interpretable measure of the degree of depen-
dence between the variables, which is 0 if and only if the variables are independent
and 1 if and only if one is a measurable function of the other, and
(III) Has a simple asymptotic theory under the hypothesis of independence, like the classical
coefficients?”
Although the above three properties seem quite natural and intuitive, we do not know of
any nonparametric measure of association obeying (I)-(III), when X = Rd1 and Y = Rd2 ,
for d1, d2 > 1 (in [22, 7] the authors provide such a measure when d2 = 1), let alone for
more general topological spaces.
A plethora of nonparametric procedures have been proposed that can detect nonlinear
dependencies between the variables X and Y over the last 60 years; see e.g., [81, 15, 86,
38, 103, 102, 41, 106, 47, 76, 82, 67, 53, 88, 61, 14, 10] and the references therein, however
none of them satisfy (II). While these coefficients are indeed useful in practice, they have
one common problem: They are all designed primarily for testing independence, and not
for measuring the strength of the relationship between the variables.
We now provide one concrete example of a measure satisfying (I)-(III) when X = Rd1
and Y = Rd2 for some d1, d2 ≥ 1. Note that this is just one example from the class of
measures we will propose later. In order to motivate this measure, we begin by constructing
the k-nearest neighbor graph (k-NNG) of the data points {Xi}ni=1 ⊂ Rd1 , i.e., a graph with
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vertices X1, . . . , Xn where every vertex Xi shares an edge with its k-nearest neighbors. The
k-NNG has the following property which makes it useful for our application — the node
pairs defining the edges represent points that tend to be ‘close’ together (small distance or
dissimilarity).
For i = 1, . . . , n, let Ni denote the set of indices of the neighbors of Xi in the correspond-
ing k-NNG. Let di denote the cardinality of the set Ni. Consider the following statistic:
Tn := 1−
1
n
∑n
i=1 d
−1
i
∑
j∈Ni‖Yi − Yj‖2
1
n(n−1)
∑
i 6=j‖Yi − Yj‖2
, (1.1)
where ‖ · ‖2 denotes the usual Euclidean norm. Note that Tn has a simple form. We now
present a result (see Appendix C.10 for a proof) which shows that Tn in (1.1) estimates a
measure of the strength of dependence between X and Y .
Proposition 1.1. Suppose (X1, Y1), . . . , (Xn, Yn)
i.i.d.∼ µ, a Borel probability measure with
marginals µX and µY (both nondegenerate). Let µY |x denote the regular conditional distri-
bution of Y given X = x. Suppose ‖X1−X2‖2 has a continuous distribution, E‖Y1‖2+2 <∞
for some  > 0, and k ≤ cn1−δ for some c > 0 and δ ∈ (0, 1]. Then the following holds:
Tn
P−→ 1− E‖Y
′ − Y˜ ′‖2
E‖Y1 − Y2‖2 := T as n→∞. (1.2)
Here (X ′, Y ′, Y˜ ′) is generated as: draw X ′ ∼ µX and then Y ′|X ′ ∼ µY |X′, Y˜ ′|X ′ ∼ µY |X′
such that Y ′ and Y˜ ′ are conditionally independent given X ′. Moreover, T ∈ [0, 1] and T
equals 0 if and only if X and Y are independent, and equals 1 if and only if Y is a noiseless
measurable function of X.
In the above discussion, we have attempted to view Tn in light of properties (I) and (II).
As it turns out,
√
nTn, after suitable scaling, has a limiting standard normal law when X
and Y are independent, as warranted in property (III); see Theorem 4.1. This immediately
yields a simple, easily computable and consistent method for testing independence between
X and Y .
Among properties (I), (II) and (III), we believe that property (II) is perhaps most difficult
to parse. In Appendix A.1, we provide an intuitive explanation as to why Tn converges to 0
(1) when Y is independent of X (a noiseless function of X). The converse directions which
are a part of Proposition 1.1, are considerably harder to prove. In fact, for the converse, the
choice of the function ‖·− ·‖2 is crucial; for instance the choice ‖·− ·‖22 does not work. This
raises a rather intriguing question:
“Can we replace ‖·−·‖2 with a more general class of functions? Can we choose functions
which do not rely on the structure of Rd2?”
We answer the above question using the framework of reproducing kernel Hilbert spaces
(RKHSs); see Definition A.1. Towards this direction, let us consider the case where Zi’s take
values in a general topological space X ×Y. Suppose there exists a symmetric, nonnegative
definite kernel function K(·, ·) : Y × Y → R which is characteristic (see Definition A.4).
Then we construct our kernel measure of association (abbreviated as KMAc) in a similar
fashion as Tn (from (1.1)) as follows:
η̂n :=
1
n
∑n
i=1 d
−1
i
∑
j∈Ni K(Yi, Yj)− 1n(n−1)
∑
i 6=jK(Yi, Yj)
1
n
∑n
i=1K(Yi, Yi)− 1n(n−1)
∑
i 6=jK(Yi, Yj)
. (1.3)
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Note that the construction of k-NNGs can be carried out in rather general spaces provided
there is some metric or a notion of “similarity” between two elements in that space (see [19,
6, 70, 58]). In fact, in Section 3, we will go beyond k-NNGs and instead work with a
more general class of geometric graphs (see Section 3 for a definition), which includes the
minimum spanning tree among others; see (3.3) for the general version of our measure. On
the other hand, the existence of characteristic kernels is a subject of active research in the
machine learning community. Examples of such kernels are known for separable Hilbert
spaces, certain non-Euclidean domains featuring texts, video/image and histogram-valued
objects, etc. (see e.g., [67, 26, 28]; also see Section 3.1 for a discussion). Consequently, η̂n
(as in (1.3)) can be constructed in a very general setting. Even while working on Rd1+d2 ,
η̂n provides a lot of flexibility as there are a number of characteristic kernels known in this
case (see Remark 2.3), some of which may have better properties than others, depending
on the application at hand.
In Theorem 3.1, we show that η̂n consistently estimates a measure of dependency between
X and Y which can be conveniently expressed as
ηK(µ) :=
E[E[K(Y ′, Y˜ ′)|X ′]]−E[K(Y1, Y2)]
E[K(Y1, Y1)]−E[K(Y1, Y2)] ; (1.4)
here Y1, Y2, Y
′, Y˜ ′ are defined as in (1.2). A term by term comparison between (1.4) and (1.3)
shows that η̂n is indeed a natural estimator of ηK(µ). Note that d
−1
i
∑
j:(i,j)∈E(Gn)K(Yi, Yj)
can be informally viewed as an empirical analogue of E[K(Y ′, Y˜ ′|X ′ = Xi)]. Thus, com-
pared to [22, 7] where the authors claimed that the connection between their empirical and
population measure of association was hard to motivate without getting into the technicali-
ties of the proof, our approach makes the connection (between our empirical and population
measures) more transparent.
Below we summarize some of the key features of η̂n:
1. It can be computed in a broad variety of topological spaces X and Y (see Section 3.1).
This is particularly useful in functional regression models (see [73] for a survey), in real-
life machine learning and human behavior recognition (see [28]), measuring association
between two stochastic processes (see [27]), etc.
2. It has a simple, interpretable form as the classical correlation coefficients but is fully
nonparametric. There is no estimation of conditional densities involved.
3. It converges to a limit in [0, 1] which equals 0 if and only if X and Y are indepen-
dent; and to 1 if and only if Y is a noiseless measurable function of X (see Theo-
rems 2.1 and 3.1). Further, this limit is closely related to the notion of maximum
mean discrepancy (see Proposition 2.1) and energy distance (see Lemma D.5 in the
Appendix), which are popular and widely studied discrepancy measures between prob-
ability distributions in both the machine learning and statistics communities.
4. It satisfies a moment concentration inequality around a population limit under mild
assumptions on the kernel K (see Proposition 3.1). We further establish rates of
convergence for η̂n (constructed using k-NNG) to ηK(µ) which shows that η̂n adapts
to the intrinsic dimensionality of X (see Theorem 5.1 and Corollary 5.1).
5. When X and Y are independent, η̂n (suitably normalized) satisfies a central limit
theorem (CLT) with the standard normal limiting distribution, uniformly over a large
class of graphs (see Theorem 4.1). Thus, η̂n readily yields a consistent method for
testing independence between X and Y , without resorting to permutation techniques.
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Moreover, the uniformity in the CLT justifies the use of a data-driven choice of k in
the k-NNG while constructing η̂n.
6. In some cases, η̂n can be computed in O(n log n) time (see Section 6.1). We also
propose a related estimator η̂linn (see (6.1)) for ηK(µ), which is always computable
in O(n log n) time, whenever a k-NNG is used for its construction. In addition, η̂linn
shares all the nice statistical properties of η̂n (see points 1-5 above). For example,
in Proposition 6.3 we state a CLT, similar to Theorem 4.1, that can be used to
construct a consistent, nonparametric test of independence between X and Y having
near linear time complexity.
7. When X = Rd1 and Y = Rd2 , for d1, d2 ≥ 1, by a suitable choice of kernel, η̂n satisfies
(I)-(III) under no assumptions on the distribution of (X,Y ); see Proposition 7.2. Also
the limit of η̂n (i.e., ηK(µ)) has some additional features if the kernel K(·, ·) is chosen
suitably. In particular, it exhibits invariance, equitability and continuity (see [83, 72];
also see Proposition 7.1). In fact, in many cases, ηK(µ) can be shown to be a continuous
and monotonic function of the noise level (see Lemma 7.1 and Section 7.2). This
justifies ηK(µ) as a measure of the strength of association between X and Y (see [31]).
8. η̂n is asymmetric in X and Y . Similar to the coefficient proposed in [22, 7], we are
interested in understanding whether Y is a measurable function of X, and not just
if one variable is a function of the other. If one wants the second option, a natural
idea would be to switch the roles of X and Y in η̂n and take the maximum of the two
resulting measures. This new measure would converge to 0 if and only if X and Y are
independent, and 1 if and only if one of the variables is a function of the other. This
symmetrizability feature is not available in the measure proposed in [7] as it heavily
relies on Y being univariate.
1.1. Finite-sample distribution-freeness when µ = µX ⊗ µY
Although our proposed empirical measure η̂n (in (1.3)) extends many of the important prop-
erties of the classical correlation coefficients beyond d1 = d2 = 1, but unlike the Spearman’s
correlation coefficient and Kendall’s τ (and the recently proposed Chatterjee’s correlation
in [22]) η̂n is not finite-sample distribution-free when µ = µX ⊗ µY . This leads us to the
following question:
“Can we find a measure of association that satisfies properties (I)-(III) and moreover,
is finite-sample distribution-free when X and Y are independent?”
We answer the above question in the affirmative when X = Rd1 and Y = Rd2 , with
d1, d2 ≥ 1, building on our work in Sections 2–7. The key observation here is that the
distribution-free measures discussed above (when d1 = d2 = 1) are all based on the (uni-
variate) “ranks” of Yi’s. In Section 8 we use the recently proposed idea of multivariate ranks
based on the theory of optimal transport (see [50, 51, 25, 30, 89]) to develop measures of
association that satisfy properties (I)-(III) and are also finite-sample distribution-free when
µ = µX ⊗ µY ; see Sections 8.1 and 8.2 for details.
Having defined the multivariate ranks (via optimal transport) we construct our family
of distribution-free (when µ = µX ⊗ µY ) measures of association based on a very simple
and classical analogy between Pearson’s correlation and Spearman’s correlation. Note that
when d1 = d2 = 1, Spearman’s correlation is equivalent to the classical Pearson’s correlation
coefficient computed between the one-dimensional ranks of the Xi’s and the Yi’s, instead
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of using the observations themselves. We mimic the same approach here, i.e., instead of
computing η̂n using the Xi’s and Yi’s themselves, we instead use their empirical multivariate
ranks.
We propose the “rank” version of η̂n, namely η̂
rank
n , in (8.5). In Theorem 8.1, we show
that η̂rankn satisfies (I)-(III), is distribution-free when µ = µX ⊗ µY , and consistently es-
timates a measure of dependency between X and Y . As η̂rankn is based on multivariate
ranks, a test for independence of X and Y based on η̂rankn will generally be more pow-
erful against heavy-tailed alternatives and more robust to outliers and contaminations
(see [57, 76, 30] for related discussions). Further, the corresponding test, being distribution-
free, also avoids asymptotic approximations or permutation ideas for determining rejection
thresholds. In Proposition 8.2, we prove that the limit of η̂rankn exactly coincides with the
limit of the coefficient in [7] (denoted by Tn(Y,Z) in their paper) when d2 = 1. Note that,
unlike η̂rankn , the measure in [7] does not have the finite sample distribution-free property.
Finally, Theorem 8.2 proves a CLT for η̂rankn which is once again uniform over a large
class of graphs. We would like to point out that unlike Xi’s and Yi’s, their multivariate ranks
are no longer independent among themselves which makes the CLT harder to prove. We
circumvent this by proving a “Ha´jek representation” (see Lemma D.1 in the Appendix; also
see [91, Theorem 5.1]) which is a popular technique used for analyzing rank based statistics
in the univariate setting. This result may be of independent interest.
1.2. Related works
In [31], the authors use the term “measure of regression dependence” for the three properties
mentioned above and show that it is possible to define such a measure satisfying (I)-(III)
when X = Y = R. The same population measure was rediscovered in [22] where the author
proposes a tuning parameter-free estimator of the same measure from empirical observations
that can be computed in near linear time. Since then, the estimator in [22] has attracted a
lot of attention (see [90, 21]). Further, in [7], the authors propose a similar measure when
X = R and Y = Rd2 , d2 ≥ 1. However, all these measures crucially use the canonical
ordering of R and hence do not extend to the multivariate setting (where X = Rd1 and
Y = Rd2 with d1, d2 ≥ 2), let alone more general topological spaces. Some multivariate
measures of association satisfying (I)-(III) have been proposed in [92, 105, 16], following
similar copula-based ideas as in [31]; however, to the best of our knowledge, none of these
papers provide a consistent empirical estimate of their proposed measures of association.
1.3. Organization
The rest of our paper is organized as follows. In Section 2, we formally introduce the
population versions of our family of kernel measures of association ηK(µ) and study their
properties. The new class of empirical kernel measures of association, i.e., KMAc (η̂n),
is presented in full generality using the theory of geometric graphs in Section 3 and the
flexibility in the construction of η̂n is illustrated using examples of different geometric graphs
in Section 3.1. In Section 4, we state a CLT for η̂n when X and Y are independent, which
holds uniformly over a large class of graphs. Section 5 shows that when X and Y are
not independent, η̂n converges to ηK(µ) at a rate which adapts to the intrinsic dimension
(see Definition 5.1) of the measure µX . Further, in Section 6 we propose an estimator
η̂linn of ηK(µ) which is closely related to η̂n but has the advantage of being computable in
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O(n log n) time in broad generality. Section 7 focuses on some additional properties of η̂n and
ηK(µ) when restricted to Euclidean spaces. In Section 8, we introduce the multivariate rank
version of η̂n and describe its properties such as distribution-freeness when µ = µX ⊗ µY ,
consistency, connection with correlation coefficients from [22, 7] and asymptotic normality.
The supplement begins with Appendix A which contains some general discussions which
were deferred from the main text of the paper. All our simulation studies are featured
in Appendix B. In Appendix C, we provide the proofs of our main results. Some technical
lemmas used in our proofs are provided in Appendix D, while Appendix E gives some known
auxiliary results from analysis, concentration of measures and CLTs.
2. A kernel measure of association ηK — the population version
In this section, we formally present the population version of our kernel measure of associa-
tion, i.e., ηK (see (1.4)) and show that it satisfies the desirable properties of a nonparametric
measure of association (as in (II)) under certain assumptions. Let us first breakdown (II)
into three explicit properties that we want the population measure ηK to satisfy. Consider
two topological spaces X ,Y equipped with Borel complete probability measures and let
X × Y be the completion of the product space. Let M(X × Y) and M(Y) be the set of all
Borel probability measures on X × Y and Y respectively. We are interested in defining a
function h :M(X × Y) → R such that given a random element (X,Y ) ∼ µ ∈ M(X × Y),
with nondegenerate marginals µX and µY (an assumption we make throughout the paper),
the following properties hold:
(P1) h(µ) ∈ [0, 1].
(P2) h(µ) = 0 if and only if µ = µX ⊗ µY (i.e., X and Y are independent).
(P3) h(µ) = 1 if and only if Y = g(X), µ almost everywhere (a.e.), for some measurable
function g : X → Y.
Let µY |x be the regular conditional distribution of Y given X = x which we assume exists
for all x ∈ X . Assume that a kernel K(·, ·) — a symmetric, nonnegative definite function
on Y × Y — exists on Y × Y and let HK denote the induced RKHS (see Definition A.1).
Suppose that HK is separable (this can be ensured under mild conditions1, see e.g., [98,
Lemma 4.33]) and let 〈·, ·〉HK : HK × HK → R and ‖ · ‖HK denote the inner product and
induced norm on HK .
Generate (X ′, Y ′, Y˜ ′) as follows: X ′ ∼ µX , Y ′|X ∼ µY |X′ , Y˜ ′|X ′ ∼ µY |X′ and Y ′ ⊥
Y˜ ′|X ′. Also let Y1, Y2 be i.i.d. from µY . Note that Y ′ and Y˜ ′ are dependent (via X ′), unlike
Y1 and Y2. Let us also recall the definition of ηK from (1.4) and present it using the notation
defined above:
ηK(µ) = 1−
E‖K(·, Y ′)−K(·, Y˜ ′)‖2HK
E‖K(·, Y1)−K(·, Y2)‖2HK
. (2.1)
In order to ensure that ηK(·) is well-defined, we need certain moment assumptions. By
the reproducing property of K(·, ·),
‖K(·, Y1)−K(·, Y2)‖2HK = K(Y1, Y1) +K(Y2, Y2)− 2K(Y1, Y2). (2.2)
Suppose that µY ∈M1K(Y) where
MθK(Y) :=
{
ν ∈M(Y) :
∫
Y
Kθ(y, y) dν(y) <∞
}
, for θ > 0.
1For example, if Y is a separable space and K(·, ·) is continuous.
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Then the first two terms in (2.2) have finite moments. The third term is also finite by
an application of the Cauchy-Schwartz inequality, the reproducing property as in (A.2),
combined with the observation that M1K(Y) ⊂ M1/2K (Y). Thus, we assume that µY ∈
M1K(Y) in the sequel. The following result (see Appendix C.1 for a proof) presents an
alternate expression of ηK .
Proposition 2.1. If µY ∈M1K(Y), then the following relation holds:
ηK(µ) =
EµX [MMD
2
K(µY |X , µY )]
E‖K(·, Y )−EK(·, Y )‖2HK
, (2.3)
where for Q1, Q2 ∈ M1K(Y), MMDK(Q1, Q2) denotes the maximum mean discrepancy
(MMD) between Q1 and Q2 (see Definition A.3). Further, EµX [MMD
2
K(µY |X , µY )] =
E‖E[K(·, Y )|X]‖2HK −E‖K(·, Y )‖2HK .
Remark 2.1. One of the most popular measures of dependence in machine learning is the
Hilbert Schmidt independence criterion or HSIC (see [46, 47]). In [87, Corollary 26], the
authors proved that the HSIC of µ ∈ M(X × Y) is equivalent to the MMD between µ and
µX ⊗ µY (which is 0 if and only if µ = µX ⊗ µY ). Similarly, Proposition 2.1 shows that ηK
is also equivalent to the “averaged” squared MMD, this time between µY |X and µY (as the
denominator is only a function of the marginal of Y ). Therefore, like HSIC, ηK is intuitively
a natural measure of dependence, but unlike HSIC, ηK (as we will see later) does indeed
characterize noiseless functional relationship.
Remark 2.2. Consider the following kernel on Rd (for α ∈ (0, 2)):
K(y, y˜) := 2−1
(
‖y‖α2 + ‖y˜‖α2 − ‖y − y˜‖α2
)
, for all y, y′ ∈ Rd.
It is the covariance function of the fractional Brownian motion with exponent α ∈ (0, 2).
Simple calculations show that ηK computed using the above kernel coincides exactly with
T from (1.2) for α = 1. Moreover, the kernel corresponding to α = 1 is also the distance
covariance kernel, which is very popular in statistics (see [103, 67]).
The following result (see Appendix C.2 for a proof) shows that ηK is a valid measure of
association.
Theorem 2.1. Suppose µY ∈ M1K(Y), Y is Hausdorff 2 and K(·, ·) is a characteristic
kernel (see Definition A.4). Then ηK(µ), as defined in (2.1), satisfies (P1)-(P3).
Remark 2.3 (Examples of characteristic kernels). A number of popular characteristic ker-
nels have been studied in the literature. Some popular ones in Rd include the Gaussian
kernel K(y, y˜) := exp(−‖y − y˜‖22), the Laplace kernel K(y, y˜) := exp(−‖y − y˜‖1) where
‖·‖1 denotes the standard L1 norm, and the kernel in Remark 2.2 (α ∈ (0, 2)); see [39, 28]
for other examples of characteristic kernels on more general topological spaces. Sufficient
conditions for a kernel to be characteristic are discussed in [39, 95, 96, 100].
2A topological space where for any two distinct points there exist neighborhoods of each which are disjoint
from each other.
Deb, Ghosal and Sen/Measuring Association on Topological Spaces 9
Remark 2.4 (Why is a characteristic kernel necessary?). In order to show that ηK(·)
satisfies (P3), we only need the map y 7→ K(·, y) to be injective, which is a much weaker re-
quirement than the kernel being characteristic (see [87, Proposition 14]). The characteristic
requirement on K(·, ·) is only necessary while establishing (P2).
During the final stages of preparing this paper, we came across [62] where the authors
present the population version ηK(µ) in a slightly different form (see Proposition 2.1).
However their proposed estimator (which is very different from ours) does not consistently
estimate ηK(µ) but a “weighted” version thereof (see [62, Theorem 8]). This weighted version
does not equal 1 if and only if Y is a measurable function of X. Therefore, the proposed
measure in [62] does not satisfy (II) as stated in the Introduction, which is the main goal of
this paper. Moreover, the estimator proposed in [62] does not extend beyond Rd1+d2 as it
relies on kernel bandwidth selection techniques. In addition, the analysis of the population
version ηK(µ) in [62] ignores technical issues regarding measurability and existence of regular
conditional distributions, which are crucial if X and Y are non-Euclidean. Consequently,
we believe that our analysis provides a more technically rigorous understanding of ηK(µ).
3. KMAc — an estimate of ηK
Having defined ηK in (2.1), the next natural question is how to estimate it given
empirical observations. Towards this direction, consider the setup below. Suppose
(X1, Y1), . . . , (Xn, Yn) are i.i.d. µ. Also assume that X is endowed with a metric ρ. Note that
the denominator in (2.1) can be estimated easily using empirical averages (from standard
U-statistics theory; see [107, Chapter 12]), for instance, with the following estimator:
1
n(n− 1)
∑
i 6=j
‖K(·, Yi)−K(·, Yj)‖2HK .
The numerator in (2.1) is trickier to estimate. The main difficulty arises because of the
term:
E‖K(·, Y ′)−K(·, Y˜ ′)‖2HK = 2E‖K(·, Y )‖2HK − 2E
[
E(K(Y ′, Y˜ ′)|X ′)].
In particular, the term E
[
E(K(Y ′, Y˜ ′)|X ′)] in the above display is the hardest to estimate.
To motivate our estimator, let us consider a simple case, where Xi’s are categorical, i.e.,
take values in a finite set. A natural estimate for the aforementioned term in that case would
be the following:
1
n
n∑
i=1
1
#{j : Xj = Xi}
∑
j:Xj=Xi
K(Yi, Yj). (3.1)
However for continuously distributed Xi’s, the inner sum in the above display is vacuous. To
circumvent this difficulty, we replace the inner sum in the above display over {j : Xj = Xi}
by a sum over {j : Xj is “close” to Xi}. We formalize this idea of “closeness” using geometric
graph functionals (as in [13]), which we describe below.
G is a geometric graph functional on X if, given any finite subset S ⊂ X , G(S) defines
a graph with vertex set S and corresponding edge set, say E(G(S)). Note that the graph
G(S) can be directed/undirected. In this paper, we will restrict ourselves to simple graphs
(i.e., those without multiple edges and self loops) with no isolated vertices. Accordingly, we
will often drop the qualifier geometric and simple.
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Next we define Gn := G(X1, . . . , Xn) where G is some graph functional on X . Now consider
the following analogue of (3.1):
1
n
n∑
i=1
1
di
∑
j:(i,j)∈E(Gn)
K(Yi, Yj) (3.2)
where E(Gn) denotes the set of (directed/undirected) edges of Gn, i.e., (i, j) ∈ E(Gn) if and
only if there is an edge from i→ j or j → i in Gn, and di denotes the degree of Xi in Gn. To
be specific di :=
∑
j:(i,j)∈E(Gn) 1. Paralleling (3.1), we would like to define graph functionals
for which (i, j) ∈ E(Gn) implies Xi and Xj are “close”.
Using (3.2), we can now propose our kernel measure of association, i.e., KMAc (also
see (1.3)) in full generality:
η̂n :=
1
n
∑n
i=1 d
−1
i
∑
j:(i,j)∈E(Gn)K(Yi, Yj)− 1n(n−1)
∑
i 6=jK(Yi, Yj)
1
2n(n−1)
∑
i 6=j‖K(·, Yi)−K(·, Yj)‖2HK
. (3.3)
Remark 3.1 (Directed graphs). Although (3.3) is well-defined for both directed and undi-
rected graphs, in the specific case of directed graphs, an alternative to (3.2) would be to
only consider the “outgoing” edges in the inner sum, i.e., we replace {j : (i, j) ∈ E(Gn)}
by {j : i → j ∈ E(Gn)}. In that case, we would replace di by the “out-degree”, i.e.,
d+i :=
∑
j:i→j∈E(Gn) 1. However, all our results go through verbatim under this alternative.
So we stick to the convention {j : (i, j) ∈ E(Gn)} for the ease of exposition.
The next natural question is — “does η̂n consistently estimate ηK” as the sample size
grows to infinity? We will answer this question in the affirmative under the following as-
sumptions on the graph functional:
(A1) Given the graph Gn, let N(1), . . . , N(n) be independent random variables where N(i)
is a uniformly sampled index from among the neighbors of Xi in Gn. We will assume
that,
ρ(X1, XN(1))
P−→ 0 as n→∞.
By exchangeability of the Xi’s, the above display implicitly means that “most” neigh-
boring vertices are “close” (in terms of ρ) stochastically.
(A2) Assume that there exists a deterministic positive sequence rn ≥ 1 (may or may not
be bounded), such that
min
1≤i≤n
di ≥ rn w.p. 1.
Let Gn,i denote the graph obtained from Gn by replacing Xi with an i.i.d. random
element X ′i. Assume that there exists a deterministic positive sequence qn (may or
may not be bounded), such that
max
1≤i≤n
max{|E(Gn) \ E(Gn,i)|, |E(Gn,i) \ E(Gn)|} ≤ qn w.p. 1.
The above display means that there are at most qn edges in E(Gn) that are not in Gn,i
(and vice versa). There are trivial choices possible for rn and qn, but we will assume
that there exists one choice satisfying
lim sup
n→∞
qn
rn
≤ C, (3.4)
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for some constant C > 0. This assumption means that the graph functional is local in
the sense that if one vertex of the graph is changed, then the number of edges affected
is asymptotically of the same order as the degree of the vertex removed.
(A3) The final assumption states that asymptotically all vertices of Gn have degrees of the
same order, i.e., there exists a deterministic sequence tn (may or may not be bounded)
such that:
max
1≤i≤n
di ≤ tn w.p. 1, and lim sup
n→∞
tn
rn
≤ C,
for some constant C > 0.
Similar assumptions were also used in [13, cf. conditions N1 and N2]. We will see examples of
graph functionals satisfying (A1)-(A3) in Section 3.1. The following result (see Appendix C.3
for a proof) shows that under mild conditions, η̂n provides a consistent estimate of ηK .
Theorem 3.1. Suppose Gn satisfies (A1)-(A3), HK is separable and µY ∈ M2+K (Y) for
some fixed  > 0. Then
η̂n
P−→ ηK(µ).
Further, if µY ∈M4+K (Y) for some fixed  > 0, then η̂n
a.s.−→ ηK(µ).
In fact, a sub-Gaussian concentration bound can be proved for the term in (3.2) under
additional assumptions on the kernel K(·, ·). The following result (see Appendix C.4 for a
proof) makes this precise.
Proposition 3.1. Under the same assumptions as in Theorem 3.1 (except assumption
(A1) on Gn) and provided supy∈Y K(y, y) ≤M for some M > 0, there exists a fixed positive
constant C∗ (free of n and t), such that for any t > 0, the following holds:
P
∣∣∣∣ 1n
n∑
i=1
1
di
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)−E[K(Y1, YN(1))]
∣∣∣∣ ≥ t
 ≤ 2 exp(−C∗nt2), (3.5)
and consequently,
√
n
(
η̂n −
2E[K(Y1, YN(1))]− 2‖EK(·, Y1)‖2HK
E‖K(·, Y1)−EK(·, Y1)‖2HK
)
= OP(1), (3.6)
where N(1) is as defined in assumption (A1).
Observe that Proposition 3.1 does not use assumption (A1). Moreover, the centering
in (3.6) is not exactly equal to ηK . With some elementary simplifications, it is not hard to
show that if E[K(Y1, YN(1))] in the above display was replaced by E
[
E(K(Y ′, Y˜ ′)|X ′)], then
the centering in (3.6) would reduce to ηK . In fact, in the proof of Theorem 3.1, assumption
(A1) is only used to prove that E[K(Y1, YN(1))]→ E
[
E(K(Y ′, Y˜ ′)|X ′)] as n→∞.
3.1. Examples of graph functionals and kernels for KMAc
In this section, we will provide examples of graph functionals and kernels which can be
used to construct η̂n for estimating ηK consistently. Let us begin with two popular graph
functionals that have found widespread applications in the graph-based hypothesis testing
literature (see [38, 13, 1, 52, 14, 10]):
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1. Minimum spanning tree (MST): A MST is a subset of edges of an edge-weighted
undirected graph which connects all the vertices with the least possible sum of edge
weights and contains no cycles. For instance, in a metric (say ρ(·, ·)) space, given
a set of points X1, . . . , Xn, one can construct a MST for the complete graph with
vertices as Xi’s and edge weights ρ(Xi, Xj). An example of particular interest is the
Euclidean MST which is defined similarly on Rd with ρ(x, y) := ‖x− y‖2 for all x, y ∈
Rd. The Euclidean MST can be computed in O(n2−o(d)(log n)1−o(d)) time complexity
(see [110]).
2. Nearest neighbor graph (NNG): A k-NNG of a set of points in a metric space is a graph
where each point is joined with its k-nearest neighbors (with respect to some metric,
say ρ(·, ·)). One can choose the edges to be either directed or undirected. Accordingly,
the Euclidean k-NNG is defined on Rd with ρ(x, y) := ‖x− y‖2 for all x, y ∈ Rd; and
it can be computed in O(kn log n) time complexity (see [37] for details).
The following result (see Appendix C.5 for a proof) shows that the two popular examples
above satisfy (A1)-(A3).
Proposition 3.2. (i) If X1, . . . , Xn
i.i.d.∼ µX , an absolutely continuous distribution on Rd,
then the corresponding Euclidean MST on X1, . . . , Xn is unique and satisfies (A1)-(A3).
(ii) If X1, . . . , Xn
i.i.d.∼ µX (over Rd) such that ‖X1 − X2‖2 has a continuous distribution,
then the k-NNG (both directed and undirected) is uniquely defined and satisfies (A1)-(A3),
provided k = o(n/ log n).
Proposition 3.2 shows that, in particular, the Euclidean 1-NNG can be used to construct
η̂n which leads to a consistent estimate of ηK . This is particularly appealing because the
Euclidean 1-NNG can be computed in almost linear time. Even when the MST and/or the
k-NNG are not unique, it is still possible that they satisfy (A1)-(A3); see e.g., [7, Lemmas
10.3, 10.4, 10.9] where the authors directly show that for a (possibly non-unique) 1-NNG
assumptions like (A1)-(A3) hold. However, the non-uniqueness of the underlying graph
makes the analysis overly complicated, and hence we do not consider this scenario in this
paper (except in Proposition 7.2 where we give an assumptionless analogue of Theorem 3.1
that holds when X and Y are Euclidean).
Remark 3.2 (Other finite dimensional spaces). Instead of Rd, let us consider MSTs or
NNGs on finite (say d) dimensional inner product vector spaces (say V ) over R. By an
elementary basis to basis mapping, all such spaces are isometrically isomorphic to Rd.
This means that by an isomorphically isometric embedding, any MST/NNG on V yields
an MST/NNG on Rd, and consequently Proposition 3.2 continues to hold for such spaces.
In Appendix A.3, we have added a discussion on our assumptions and how they relate
to NNGs and MSTs constructed on general topological spaces.
With the above examples of graph functionals in mind, recall that the next step in
computing η̂n is to construct characteristic kernels on Y which is an area of active research
in the machine learning community (see [39, 28, 26, 98]). Below, we present some examples
of Y for which characteristic kernels have been constructed, with relevant references: (a) all
separable Hilbert spaces and finite dimensional Hyperbolic spaces (see [67, 68]); (b) certain
groups and semigroups, e.g., histogram valued-data/data on periodic domains which have
applications in robotics, geophysics, recognizing human activities in video sequences (see [39,
Deb, Ghosal and Sen/Measuring Association on Topological Spaces 13
28]); (c) compact subspaces of probability measures on Rd and compactly supported L2-
spaces, with applications in signal processing, text and image classifications, etc. (see [26]).
Examples of characteristic kernels on Rd were discussed in Remarks 2.3 and 2.2.
4. A CLT for η̂n when µ = µX ⊗ µY
Here we provide a CLT for our estimator when µ = µX⊗µY . This is particularly useful when
testing for independence between X and Y . While popular measures of dependence, such as
distance covariance and MMD have a complicated (infinite mixture of chi-squares) limiting
null distribution which is difficult to simulate from, crucially η̂n has a simple Gaussian limit
that can be made pivotal by a suitable rescaling.
Consider the setup of Section 3. In particular, let Gn denote the graph G(X1, . . . , Xn) for
some graph functional Gn. Also (d1, . . . dn) denotes the degree sequence associated with Gn.
Finally recall the definitions of qn, tn and rn from assumptions (A2) and (A3). Note that
√
nη̂n =
Nn
Dn
where Dn :=
1
2n(n− 1)
∑
i 6=j
‖K(·, Yi)−K(·, Yj)‖2HK
and
Nn :=
√
n
 1
n
n∑
i=1
d−1i
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)− 1
n(n− 1)
∑
i 6=j
K(Yi, Yj)
 .
Now, Dn does not involve the Xi’s and converges to E[K(Y1, Y1)]−E[K(Y1, Y2)] provided
µY ∈ M2K(Y) by standard U-statistics theory. Therefore, by Slutsky’s theorem, it suffices
to establish a pivotal limit distribution for Nn after a suitable scaling. This is the subject
of the following theorem (see Appendix C.6 for a proof).
Theorem 4.1. Assume that (A3) holds and E[K2(Y1, Y2)] <∞. Then,
Var(Nn) = O(1). (4.1)
Further, with θ := (M,D, γ, ) ∈ (0,∞)3 × [0, 1/3) consider the following subclass of graph
functionals and measures on X × Y given by:
Jθ :=
{
(G˜, µ˜) : E[K4(Y1, Y2)] ≤M, lim sup
n→∞
max
1≤i≤n
d˜i
(log n)γ
≤ D w.p. 1, r−1n (qn + tn) ≤ D,
nVar(Nn) ≥ 1 ∀ n ≥M, where (d˜1, . . . , d˜n) denotes the degree sequence of
G˜n := G˜(X1, . . . , Xn), with (X1, Y1), . . . , (Xn, Yn) i.i.d.∼ µ˜, µ˜ = µ˜X ⊗ µ˜Y
}
.
Then the following result holds for every fixed θ ∈ (0,∞)3 × [0, 1/3):
lim
n→∞ sup
(G˜,µ˜)∈Jθ
sup
z∈R
∣∣∣∣∣P
(
Nn
S˜n
≤ z
)
− Φ(z)
∣∣∣∣∣ = 0, (4.2)
where Φ(·) is the standard Gaussian cumulative distribution function and
S˜2n := a˜
(
g˜1 + g˜3 − 2
n− 1
)
+ b˜
(
g˜2 − 2g˜1 − 2g˜3 − 1 + 4
n− 1
)
+ c˜
(
g˜1 + g˜3 − g˜2 + n− 3
n− 1
)
,
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with
a˜ :=
1
n(n− 1)
∑
(i,j) distinct
K2(Yi, Yj),
b˜ :=
1
n(n− 1)(n− 2)
∑
(i,j,l) distinct
K(Yi, Yj)K(Yi, Yl),
c˜ :=
1
n(n− 1)(n− 2)(n− 3)
∑
(i,j,l,m) distinct
K(Yi, Yj)K(Yl, Ym),
and
g˜1 :=
1
n
n∑
i=1
1
d˜i
, g˜2 :=
1
n
∑
i,j
T G˜n(i, j)
d˜id˜j
, g˜3 :=
1
n
∑
(i,j)∈E(Gn)
1
d˜id˜j
.
Here T G˜n(i, j) :=
∑
k 1((i, k) ∈ E(G˜n))1((k, j) ∈ E(G˜n)) denotes the number of common
neighbors of vertices Xi and Xj.
Theorem 4.1 establishes the
√
n-consistency and CLT under µ = µX ⊗ µY for a general
class of graph functionals. Crucially, the limiting distribution of Nn/S˜n (as in Theorem 4.1)
is the pivotal standard Gaussian distribution. As a result, we can construct a test for
H0 : µ = µX ⊗ µY versus H1 : µ 6= µX ⊗ µY (4.3)
as follows: Reject H0 if
Nn/S˜n ≥ zα
where zα is the upper α quantile of the standard Gaussian distribution. This test will be
asymptotically level α, by Theorem 4.1, and also consistent (i.e., PH1(Nn/S˜n ≥ zα)→ 1 as
n→∞), by Theorem 3.1. Due to the absence of such a simple limiting distribution theory,
other testing procedures such as distance covariance [103] and HSIC [49] resort to compu-
tationally expensive permutation based methods to determine the rejection thresholds. In
the following remark, we comment on some of the assumptions required for proving Theo-
rem 4.1.
Remark 4.1 (On our assumptions). Theorem 4.1 assumes that the maximum degree is
bounded logarithmically in n. On Rd, for example, this condition is true for a broad class of
graphs which include popular choices such as the (a) MST and (b) k-NNG when k is bounded
logarithmically in n (see the proof of Proposition 3.2 for details, also see [3, 59]). The
assumption lim infn→∞ nVar(Nn) ≥ 1 for some  ∈ [0, 1/3) is perhaps the most difficult to
parse. First note that we do not need this assumption to establish
√
n-consistency (see (4.1)),
but only to establish a CLT. To the best of our knowledge, a comprehensive analysis of
CLTs for statistics involving graph functionals has been carried out in [13]. Even there, the
author effectively assumes that the limiting variance of the test statistic is strictly positive.
Loosely translated to our setting, this is equivalent to assuming lim inf
n→∞ Var(Nn) > 0 instead
of our weaker assumption lim infn→∞ nVar(Nn) ≥ 1 for some  ∈ [0, 1/3). We believe that
such assumptions are required because CLTs on graph functionals involve several implicit
quantities such as expected average degrees or 2-star counts which are difficult to obtain
explicitly under a very general setting (the kind we consider here). Therefore it becomes
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difficult to negate the possibility of certain degeneracies in the limiting variance. As we
illustrate in our simulation studies in Appendix B.2 (see in particular, Table 1), in all the
examples we consider, we have observed that lim inf
n→∞ Var(Nn) > 0.
One of the crucial features of Theorem 4.1 is that it establishes a CLT uniformly over
a class of graph functionals. As a result, the limiting distribution continues to hold even
if the graph functional is chosen suitably in a data dependent way. The following remark
formalizes this idea with an example.
Remark 4.2 (Uniform CLT). Suppose that a practitioner decides to use a d-dimensional
Euclidean k-NNG for constructing η̂n, where k is chosen from the set {1, 2, . . . , (log n)6}
using some data-dependent decision rule. Note that the choice of k is itself random here. In
this case, there exists a constant Cd such that max1≤i≤n di ≤ Cd(log n)6 and r−1n (qn + tn) ≤
Cd for all n ≥ 2, w.p. 1, provided ‖X1 −X2‖2 has a continuous distribution (see the proof
of Proposition 3.2 for details). Therefore, with Mand  as in Theorem 4.1, the associated
(G, µ) satisfies the conditions presented in Jθ with D = Cd and γ = 6, w.p. 1. As a result,
even with this random choice of k, the CLT continues to hold.
Remark 4.3 (Efficiency). In Theorem 4.1, we allow the maximum degree of the graph to
grow to ∞ at a logarithmic rate. In the context of k-NNGs for instance, this translates to
saying that the k grows to infinity logarithmically in n. The reason behind allowing growing
k is because we believe that this may yield tests which have nontrivial asymptotic Pitman
efficiency (unlike the case when k = O(1)) under some specific alternatives (see [13, Propo-
sition 4.3]). In fact, in Appendix B.3 we illustrate that choosing k large can often lead to a
gain in power when η̂n is used to test for independence (see Figure 3). Further, we think that
allowing for growing k could potentially lead to information theoretically efficient estimators
(see [11, Theorem 2]). While a detailed analysis of these phenomena are beyond the scope
of the current paper, we plan to pursue these questions in a future work.
5. Rates of convergence
This section will be devoted to establishing the rate of convergence of η̂n to ηK(µ). By Propo-
sition 3.1 (in particular, (3.6)), it is clear that this rate of convergence is chiefly governed
by the rate at which E[K(Y1, YN(1))] converges to E‖E[K(·, Y )|X]‖2HK . As it turns out this
rate of convergence is heavily dependent on the underlying graph functional G. Therefore, in
order to provide interpretable results, we will focus only on the k ≡ kn-NNG as the choice
for G in this section.
In order to establish rates of convergence, we will start with the following assumptions:
(R1) X is equipped with a metric ρ(·, ·) and the kn-NNG is constructed with respect to
ρ(·, ·). Also ρ(X1, X2) has a continuous distribution.
(R2) There exists an element x∗ ∈ X , and α,C1, C2 > 0 such that P (ρ(X1, x∗) ≥ t) ≤
C1 exp(−C2tα).
(R3) Suppose g : X → HK be defined as
g(x) := E[K(·, Y )|X = x], ∀x ∈ X . (5.1)
Then there exists β1 ≥ 0, β2 ∈ (0, 1], M > 0 such that for all x1, x2, x˜1, x˜2 ∈ X , the
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following holds:∣∣〈g(x1), g(x2)〉HK − 〈g(x˜1), g(x˜2)〉HK ∣∣ ≤M (1 + ρ(x1, x∗)β1 + ρ(x2, x∗)β1
+ ρ(x˜1, x
∗)β1 + ρ(x˜2, x∗)β1
)(
ρ(x1, x˜1)
β2 + ρ(x2, x˜2)
β2
)
.
Assumptions (R1) and (R2) are mainly for technical convenience. In particular, ρ(X1, X2)
being continuous (by (R1)) ensures that the kn-NNG is defined uniquely. This assumption
can be avoided if the kn-NNG is defined using a tie-breaking scheme (discussed in Sec-
tion 7.3). We also believe that the metric ρ(·, ·) can be replaced with some measure of “sim-
ilarity” although this is not a direction we pursue here. Assumption (R2) can be viewed
as a “tail bound” on X1. Assumption (R3) is potentially the most crucial one. It captures
the sensitivity of E[K(·, Y )|X = x] as x varies. Here β2 is like the “Lipschitz” exponent for
the function m(·, ·) := 〈g(·), g(·)〉HK . Similar assumptions were used in analyzing nearest
neighbor based estimators in [7, Theorem 4.1] and [29, Lemma 4]. We believe that without
any assumptions on this sensitivity, the rate of convergence can be arbitrarily slow (a similar
conjecture was also made in [7, Section 4]).
With these assumptions in mind, the next step in obtaining rates of convergence is to
understand the complexity of the support of µX . Here we capture this geometry using the
notion of µX-covering numbers, as defined below.
Definition 5.1 (µX -covering number). Fix δ ∈ [0, 1], r > 0 and X˜ ⊆ X . Let N ≡
N(µX , X˜ , r, δ) be the smallest number of balls B1, . . . ,BN , each of diameter3≤ r such that
the center of Bi belongs to X˜ for each i and µX(X˜ \ (∪Ni=1Bi)) ≤ δ. Then N(µX , X˜ , r, δ) and
the collection B1, . . . ,BN will be called the µX-covering number and cover respectively.
This way of defining covering numbers is motivated from [23, Definition 3.3.1]. In fact, [23,
Definition 3.3.1] can be recovered from Definition 5.1 by choosing X˜ = X . With the above
notion of complexity in mind, we are now in a position to present our rate of convergence
result (see Appendix C.8 for a proof). The theorem below is presented in a very general
and consequently, a rather abstract form. In the sequel to the theorem (see Section 5.1), we
will show how this theorem can be used to obtain more interpretable results.
Theorem 5.1. Assume that E[Kθ(Y1, Y1)] <∞ for θ > 2, kn = o(n/ log n), max1≤i≤n di ≤
tn for a deterministic sequence {tn}n≥1 and (R1)-(R3) are satisfied. For a large constant
C > 0 (free of n), define X˜n ≡ B(x∗, C(log n)1/α) := {x ∈ X : ρ(x, x∗) ≤ C(log n)1/α},
n := inf{ > 0 : (kn log n/n)N(µX , X˜n, , Ckn log n/n) ≤ 1},
ν1,n :=
kn log n
n
∫ 2C(logn)1/α
n
2β2−1N(µX , X˜n, , Ckn log n/n) d,
ν2,n := inf
γ>0
(
γ2 + n
∫ ∞
γ
tP(K(Y1, Y1) ≥ t) dt
)
.
Let η̂numn denote the numerator of η̂n as in (3.3). Then the following holds:
E
[
η̂numn −E‖g(X)‖2HK +EK(Y1, Y2)
]2
. 2β2n + ν1,n +
t2nν2,n
nk2n
+
1
n
, (5.2)
3The diameter of a set A equals supx1,x2∈A ρ(x1, x2).
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and consequently, we also have:
|η̂n − ηK(µ)| = OP
(
β2n +
√
ν1,n +
tn
kn
√
ν2,n
n
+
1√
n
)
. (5.3)
Note that (5.2) provides a finite sample moment bound for the numerator of η̂n, ap-
propriately centered. By standard U-statistics theory, a similar bound can be obtained for
the denominator as well. However, we believe that under the assumptions of Theorem 5.1,
these conclusions do not yield finite sample error bounds for η̂n as we have a ratio of these
quantities. Consequently, (5.3) provides an error bound in probability.
5.1. Adaptation to intrinsic dimensionality
Let us now use Theorem 5.1 to show that the rate of convergence of η̂n adapts to the
intrinsic dimensionality of X. For ease of exposition, consider X = Rd1 , x∗ = 0 ∈ Rd1 and
ρ(·, ·) = ‖· − ·‖2. Also suppose µX is supported on a d0-dimensional subset of Rd1 (with
d0 ≤ d1) in the sense that: for any ball B(t) := {x : ‖x‖2 ≤ t},
N(µX , B(t), , 0) ≤ C(t/)d0
for some constant C > 0; here d0 can be fractional. Note that the above concept gener-
alizes the notion of dimensionality when µX is supported on a d0-dimensional hyperplane
(manifold) in Rd1 with d0 ≤ d1. In this setting, simple computations reveal that tn/kn . 1
(by [59, Lemma 1]), n =
(
kn logn
n
)1/d0
(log n)1/α, and
ν1,n =

kn
n (log n)
1+2β2/α if d0 < 2β2,
kn
n (log n)
2+d0/α if d0 = 2β2,(
kn
n
)2β2/d0
(log n)1+2β2/α if d0 > 2β2.
Next assume that K(Y1, Y1) has sub-exponential tails, i.e., P(K(Y1, Y1) ≥ t) . exp(−C3t)
for some constant C3 > 0. Under this assumption, ν2,n . (log n)2. Combining all these
observations, the following corollary is an immediate consequence of Theorem 5.1.
Corollary 5.1. Define
νn :=

(logn)2
n +
kn
n (log n)
2β2/d0+2β2/α if d0 < 2β2,
(logn)2
n +
kn
n (log n)
2+d0/α if d0 = 2β2,
(logn)2
n +
(
kn
n
)2β2/d0
(log n)2β2/d0+2β2/α if d0 > 2β2.
Thus, under the same assumptions as in Theorem 5.1, we have:
E
[
η̂numn −E‖g(X)‖2HK +E[K(Y1, Y2)]
]2
. νn and |η̂n − ηK(µ)| = OP(√νn).
Corollary 5.1 is in spirit similar to [7, Theorem 4.1], except that Corollary 5.1 additionally
shows that the rates adapt to the intrinsic dimensionality of µX . Note that for Corollary 5.1
to hold Y need not be Euclidean.
Remark 5.1 (On the choice of kn). At first glance, Corollary 5.1 seems to suggest that
kn should always be chosen as small as possible. However a closer look reveals a different
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picture. In Corollary 5.1, the (log n)2/n term comes from the variance of η̂numn whereas the
other terms arise from its bias. Now suppose that X and Y are independent. In that case,
the bias of η̂numn is exactly 0 no matter what kn is. This in turn implies that the bound
from Corollary 5.1 reduces to O((log n)2/n) irrespective of kn. Crucially, the constants in-
volved in the O((log n)2/n) bound tend to get better as kn increases (see Remark B.1 for
some computational evidence of this phenomenon). Therefore when X and Y are inde-
pendent, increasing kn can lead to a tangible decrease in the asymptotic variance of η̂
num
n .
Additionally, in Remark 4.3, we point out as to why we believe that there is a gain to be
had by choosing kn larger when testing for independence. The choice of kn should therefore
be informed by the application at hand.
5.2. When does (R3) hold?
Now we will present some simple and easily verifiable conditions under which assumption
(R3) holds. The subsequent result is similar to [7, Proposition 4.2]. Therefore, we will leave
the details of the proof to the reader.
Proposition 5.1. Suppose X = Rd1 and Y = Rd2. Assume that the conditional density of
Y |X = x, say f(·|x) exists, is non-zero everywhere in its support, differentiable with respect
to x (for every y) and for all 1 ≤ i ≤ d1, the function |(∂/∂xi) log f(y|x)| is bounded above by
a polynomial in ‖y‖2 and ‖x‖2. Next suppose that for any compact set K ⊂ Rd1 the function
m(y) := maxx∈K f(y|x) is bounded in y and decays faster than any negative power of ‖y‖2 as
‖y‖2 →∞. Lastly assume that for any k ≥ 1, E
[
K(Y1, Y2)‖Y1‖2k2 ‖Y2‖2k2 |X1 = x1, X2 = x2
]
is bounded above by a polynomial in ‖x1‖2 and ‖x2‖2. Then assumption (R3) is satisfied
with some β1,M > 0 and β2 = 1.
The crucial message from Proposition 5.1 is that (R3) holds provided f(·|x) is a smooth
function of ‖x‖2 (the other conditions are just to ensure that µY |x is sufficiently light-tailed).
In fact, the existence of a conditional density is not required, and one can just as easily
replace the conditional density with conditional probability mass function if Y |X = x has
a discrete distribution for µX -a.e. x and the support of Y |X = x does not depend on x.
6. Near linear time estimators of ηK(µ)
The computational complexity of η̂n depends on the graph functional we consider and the
choice of the kernel K(·, ·). In Section 6.1, we discuss the computational complexity of η̂n
and show that for certain kernels (and the k-NNG with k = O(1)) η̂n can be computed in
O(n log n) time. In Section 6.2 we introduce η̂linn — an alternative to η̂n — which can indeed
be computed in O(n log n) time for any kernel K(·, ·) (and certain graph functionals).
6.1. Computation time for KMAc η̂n
The expression of η̂n (in (3.3)) reveals that computing it involves computation of the fol-
lowing three terms:
(a)
n∑
i=1
1
di
∑
j:(i,j)∈E(Gn)
K(Yi, Yj), (b)
∑
i 6=j
K(Yi, Yj), (c)
n∑
i=1
K(Yi, Yi).
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Clearly, (c) can be computed in O(n) time. For (a), we need to compute the graph Gn
(suppose the corresponding time complexity is O(gn)) first and then compute a sum over
|E(Gn)| summands. For (b), note that∑
i 6=j
K(Yi, Yj) =
∥∥∥ n∑
i=1
K(Yi, ·)
∥∥∥2
HK
−
n∑
i=1
K(Yi, Yi).
The second term in the above display can be computed in O(n) time. By denoting the time
complexity for the first term above by vn, we immediately get the following proposition.
Proposition 6.1. η̂n, as defined in (3.3), can be computed in O(n+vn+gn+ |E(Gn)|) time
complexity.
When X is “Euclidean-like” (see Remark 3.2), gn and |E(Gn)| are both O(n log n)
when k-NNGs are used with k = O(1) (see Section 3.1). For finite dimensional RKHSs
‖∑ni=1K(Yi, ·)‖2HK can be computed in time O(n). Thus, in that case, the time complexity
of η̂n is O(n log n).
However, in general, it may not be possible to compute ‖∑ni=1K(Yi, ·)‖2HK easily, and
especially in linear time, unless the underlying kernel is assumed to have special structure;
see Remark A.2 for a detailed discussion. Note that if the term (c) is computed by a naive
averaging, the computational complexity of η̂n becomes (at least) O(n2).
6.2. η̂linn — a near linear time analogue of η̂n
We alleviate the computational complexity in computing η̂n, discussed in Section 6.1, by
replacing the term (n(n − 1))−1∑i 6=jK(Yi, Yj) in (3.3) with n−1∑ni=1K(Yi, Yi+1) where
Yn+1 ≡ Y1. The new, easily computable version of η̂n is then defined as
η̂linn :=
1
n
∑n
i=1 d
−1
i
∑
j:(i,j)∈E(Gn)K(Yi, Yj)− 1n
∑n
i=1K(Yi, Yi+1)
1
n
∑n
i=1K(Yi, Yi)− 1n
∑n
i=1K(Yi, Yi+1)
. (6.1)
By Proposition 6.1, η̂linn can now be computed in O(n log n) time complexity for all kernels
and for certain graph functionals, which include the k-NNGs. Further, the next result shows
that η̂linn satisfies all the nice properties of η̂n; see Remark A.3 for another motivation of the
estimator η̂linn .
Proposition 6.2 (Consistency and rates). η̂linn satisfies Theorem 3.1, Theo-
rem 5.1 and Corollary 5.1 under the same exact assumptions as η̂n.
The proof of Proposition 6.2 is trivial and follows the proofs of Theorem 3.1, Theo-
rem 5.1 and Corollary 5.1; we leave the details to the reader.
The following proposition (see Appendix C.7 for a proof) shows that, like η̂n, η̂
lin
n too is√
n-consistent when X and Y are independent, and moreover satisfies a uniform CLT. As
in Theorem 4.1, we will only focus on establishing a CLT for the (scaled) numerator of η̂linn .
Define
N linn :=
√
n
 1
n
n∑
i=1
d−1i
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)− 1
n
n∑
i=1
K(Yi, Yi+1)
 .
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Proposition 6.3 (Uniform CLT for N linn ). Suppose that Assumption (A3) holds and
EK2(Y1, Y2) < ∞. Then, lim supn→∞Var(N linn ) < ∞. Set θ := (M,D, γ, ) ∈ (0,∞)3 ×
[0, 1/3) and consider the same subclass of graph functionals and measures on X × Y as
in Theorem 4.1, i.e., Jθ with Nn replaced by N linn . Next, define:
a˜lin :=
1
n
n∑
i=1
K2(Yi, Yi+1), b˜
lin :=
1
n
n∑
i=1
K(Yi, Yi+1)K(Yi+1, Yi+2)
c˜lin :=
1
n
n∑
i=1
K(Yi, Yi+1)K(Yi+2, Yi+3).
In the above display, all indices are taken modulo n; so Y1 ≡ Yn+1, Y2 ≡ Yn+2, Y3 ≡ Yn+3,
etc. Recall the definitions of g˜1, g˜2 and g˜3 from Theorem 4.1 and define:
S˜2n,lin := a˜
lin(g˜1 + g˜3 + 1) + b˜
lin(g˜2 − 2g˜1 − 2g˜3 − 3) + c˜lin(2 + g˜1 + g˜3 − g˜2).
Then the following result holds for every fixed θ:
lim
n→∞ sup
(G˜,µ˜)∈Jθ
sup
z∈R
∣∣∣∣∣P
(
N linn
S˜n,lin
≤ z
)
− Φ(z)
∣∣∣∣∣ = 0. (6.2)
Therefore, N linn has the same rate of convergence as Nn (from Theorem 4.1) when X and
Y are independent, despite being much faster to compute. Moreover by Proposition 6.2,
η̂linn shares the same statistical properties of ηK(µ) — consistency and rate adaptivity. This
is in sharp contrast to the computationally faster versions of the popular HSIC or distance
covariance measures that lose out on certain theoretical aspects when compared to their
original versions. For instance, the proposal in [111, Section 3.2, Equation 18] has a slower
rate of convergence when X and Y are independent, whereas in [60], the standard notion
of consistency is replaced by a.s. consistency.
Certainly there is a price to pay if η̂linn is used instead of η̂n. Firstly, unlike η̂n, η̂
lin
n is
no longer permutation invariant. Moreover the asymptotic variance (when X and Y are
independent) for N linn is in general larger than that of Nn.
A few other remarks on η̂linn are now in order.
Remark 6.1 (Comparison with other correlation coefficients). Combining Proposition 6.1
with the discussions in Section 3.1, we observe that η̂linn can be computed in O(n log n) time
using k-NNGs when k = O(1). This is the same time complexity as required for computing
classical correlations such as Spearman’s correlation and the Pearson’s correlation coefficient
(up to an additional logarithmic factor) and also the measures of association in [22, 7]. None
of these other measures satisfy (II) from the Introduction on Euclidean spaces with general
dimensions d1, d2 > 1 and cannot be computed for more general spaces. Computing η̂
lin
n with
NNGs is also faster than distance covariance (see [103]) or HSIC (see [47]), which proceed
with O(n2) time complexity, and also do not guarantee (II). In fact, computing η̂linn with
Euclidean MST is also strictly faster than O(n2). Finally, we would like to point out that
Euclidean MSTs and NNGs can be constructed readily in R using packages like emstreeR
and RANN respectively, which in turn implies that η̂linn can be computed very easily in R.
Remark 6.2 (Linear time scaling). While Theorem 4.1 gives a pivotal distribution for η̂n,
the computation of S˜n, or more specifically, the terms a˜, b˜ and c˜, takes O(n2) time (the other
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terms can be computed in near linear time if the k-NNG is used). In contrast, Proposition 6.3
yields a uniform CLT where the scaling, i.e., S˜n,lin, can also be computed in near linear time.
Remark 6.3 (A permutation test). When testing for independence between X and Y ,
one could do a permutation test based on η̂linn . In this case, if B permutations are used
for determining rejection thresholds, then the computational complexity of the procedure is
O(Bn log n). The corresponding test will be exactly level α and also consistent against fixed
alternatives.
We would like to conclude this section by noting that an alternate approach to estimating
ηK(µ) would be to use cross-covariance operators and conditional mean embeddings directly
to estimate the alternative form of ηK(µ) stated in (2.3); this is presently being pursued
in [56].
7. Measure of association on Rd1+d2
So far in the paper, we have dealt with the case where X and Y are quite general topological
spaces. In this section, we will take a more streamlined approach and focus on the case where
X ⊆ Rd1 and Y ⊆ Rd2 , which is of great practical importance. The goal of this section is to
leverage the structure of Rd and go beyond the properties (P1)-(P3) from Section 2.
7.1. Connection with Pearson’s correlation
For this subsection, we will restrict ourselves to the following class of measures:
Tα(µ) := 1− E‖Y
′ − Y˜ ′‖α2
E‖Y1 − Y2‖α2
(7.1)
where α ∈ (0, 2], µY has finite α-th moments to ensure that the right hand side of (7.1) is
well-defined and Y ′, Y˜ ′, Y1, Y2 are defined as in (1.2). Clearly, T from (1.2) is a special case
of Tα (with α = 1). Easy simplifications show that Tα is the same as ηK with K(·, ·) defined
as in Remark 2.2. The following result (see Appendix C.9 for a proof) demonstrates the
connection between Tα and Pearson’s correlation coefficient for different choices of α.
Lemma 7.1. Suppose (X,Y ) ∼ µρ where µρ, ρ ∈ [−1, 1], is the bivariate normal distri-
bution with mean vector (θ1, θ2) and covariance matrix Σ with Σ11 = σ
2
1, Σ22 = σ
2
2 and
Σ12 = Σ21 = ρσ1σ2. Then we have:
(a) Tα(µρ) is a continuous and strictly increasing function in |ρ|, where Tα(µρ) = 0 if and
only if ρ = 0 and Tα(µρ) = 1 if and only if |ρ| = 1, for all α ∈ (0, 2].
(b) For α = 1, we have the following:
1. T1(µρ) = 1−
√
1− ρ2.
2.
√
T1(µρ) ≤ |ρ|.
3. inf |ρ|6=0
√
T1(µρ)/|ρ| = lim|ρ|→0
√
T1(µρ)/|ρ| = 2−1/2 ≈ 0.71.
(c) For α = 2, T2(µρ) = ρ
2.
The above proposition shows that Tα(·) varies continuously and monotonically between
0 and 1 as ρ varies in the bivariate normal setting. This is different from our discussions
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in the previous sections, where we only focused on conditions for which Tα(·) equals 0 or
1, but not on the intermediate values between 0 and 1. It must be pointed out that unlike
Tα(·) for 0 < α < 2, T2(·) does not satisfy (P2) from Section 2 in general (more on this
in Remark C.1 in the Appendix). We would also like to highlight part (b) of Lemma 7.1
which provides a complete characterization of T1(µρ). In fact, it shows that
√
T1(µρ) is
“close” to the absolute correlation, i.e., |ρ|, in the sense that 2−1/2 ≤ √T1(µρ)/|ρ| ≤ 1 for
all ρ ∈ [−1, 1]. Part (b) of Lemma 7.1 can be compared with [103, Theorem 7] where a
similar set of properties were established for the well-known distance correlation.
7.2. Invariance, continuity and equitability
In addition to the properties already described in (P1)-(P3), two other properties have been
advocated for dependence measures in [72] — namely invariance and continuity. Informally,
invariance means that the measure should be unaffected under a “suitable” class of trans-
formations and continuity means that whenever a sequence of measures µn converges to
µ (in an “appropriate” sense), the sequence of values of the dependence measure for µn’s
should converge to that of µ. We show that ηK satisfies these properties for a class of kernels.
We will restrict to kernels having the following form: K(y, y˜) = h1(y)+h2(y˜)+h3(y− y˜),
for y, y˜ ∈ Rd2 , and hi : Rd2 → R for i = 1, 2, 3 are continuous functions (the Gaussian kernel
from Remark 2.3 and the class of kernels from Remark 2.2 are both of this form). For such
a K(·, ·), it is easy to check that:
ηK(µ) =
E[h3(Y
′ − Y˜ ′)]−E[h3(Y1 − Y2)]
h3(0)−E[h3(Y1 − Y2)] . (7.2)
The following proposition demonstrates the invariance and continuity of ηK . The proof is
simple and we leave the details to the reader.
Proposition 7.1. Consider ηK as in (7.2).
1. Invariance. Suppose h3(·) = h˜(‖·‖2) for some measurable function h˜ : [0,∞) → R.
Let A2 be a d2 × d2 orthogonal matrix, b2 a vector of size d2, and f1 : Rd1 → Rd1
an invertible function. Then ηK is invariant under the transformation (X,Y ) 7→
(f1(X), A2Y + b2).
2. Continuity. Suppose (Xn, Yn) ∼ µn and (X,Y ) ∼ µ. Generate (X ′n, Y ′n, Y˜ ′n) and
(X ′, Y ′, Y˜ ′) as in (1.2) from µn and µ respectively. Assume (X ′n, Y ′n, Y˜ ′n) converges
weakly to (X,Y ′, Y˜ ′)4, and lim sup
n→∞
E[h1+3 (Y
′
n − Y˜ ′n)] < ∞ for some  > 0. Then
ηK(µn)→ ηK(µ).
We now move on to the notion of equitability as proposed in [83, 82]. While equitability
lacks a rigorous mathematical definition, intuitively, it means that a equitable measure
should be similar for equally noisy relationships. Let us illustrate this with a simple example
based on a regression setting:
µ1 : Y1 = f1(X1) + 1; f1 : Rd1 → Rd2 , X1 ∼ µ1,X , 1 ∼ N
(
0, σ21Id2
)
, X1 |= 1,
µ2 : Y2 = f2(X2) + 2; f2 : Rd1 → Rd2 , X2 ∼ µ2,X , 2 ∼ N
(
0, σ22Id2
)
, X2 |= 2.
4The condition “(X ′n, Y
′
n, Y˜
′
n) converges weakly to (X
′, Y ′, Y˜ ′)” most often follows from the assumption
that µn
w−→ µ. However this is not true in general (see Remark A.1).
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Here µ1 and µ2 denote the joint distributions of (X1, Y1) and (X2, Y2) respectively. Let
the marginals for Y1 and Y2 be µ1,Y and µ2,Y respectively. In the above setting, provided
σ1 = σ2, an equitable measure should give the same value for µ1 and µ2 irrespective of how
different f1(·) and f2(·) are.
Let us investigate the equitability of ηK . To adjust for the denominator of ηK , we will
further assume that µ1,Y = µ2,Y . Based on (7.2), we only need to deal with the term
Eh3(Y
′ − Y˜ ′). It is easy to check that:
ηK(µ1)− 1
ηK(µ2)− 1 =
E[h3(Z1)]− h3(0)
E[h3(Z2)]− h3(0)
where Z1 ∼ N (0, 2σ21Id2) and Z2 ∼ N (0, 2σ22Id2). Therefore, from the above display, it is
clear that whenever σ1 = σ2, we have ηK(µ1) = ηK(µ2). This implies that ηK is equitable
in this very simple setting.
Next suppose that σ1 < σ2. Also assume that E[h3(Z)], where Z ∼ N (0, σ2), is a strictly
decreasing function of σ2 (this is the case when K(·, ·) is the Gaussian or the Laplacian
kernel from Remark 2.3, and the class of distance kernels from Remark 2.2). Then, the
above display implies that ηK(µ1) > ηK(µ2). In other words, ηK(·) tells us that Y1 and
X1 are more strongly associated that Y2 and X2, which agrees with our intuition as the
relationship between Y1 and X1 is less noisy.
7.3. An assumptionless analogue of Proposition 1.1
The goal of this section is to provide an analogue of Theorem 3.1 under no assumptions
on µ (supported on a subset of Rd1+d2). Under this convention, recall the definition of η̂n
from (3.3). We will first specify a particular choice of the graph functional — the 1-NNG,
i.e., for any vertex Xi, an edge is drawn between Xi and its nearest neighbor, with ties
broken at random. This is the same choice as used in [7]. Next we need to specify a kernel.
For this, we will resort to bounded kernels on Rd2 (see Remark 2.3 for examples). We are now
in a position to present an assumption-free analogue of Theorem 3.1 (see Appendix C.11
for a proof).
Proposition 7.2. Suppose (X1, Y1), . . . , (Xn, Yn)
i.i.d.∼ µ with µ, µY and µX bearing their
usual meanings. Also let Y ′, Y˜ ′ be drawn as in Proposition 1.1. Assume that K(·, ·) is a
bounded, continuous, characteristic kernel and the graph functional used in constructing η̂n
is as described in the preceding paragraph. Then the following holds:
η̂n
a.s.−→ E[K(Y1, Y2)]−E[K(Y
′, Y˜ ′)]
E[K(Y1, Y1)]−E[K(Y1, Y2)] .
The right hand side of the above display also satisfies (P1)-(P3).
8. A multivariate rank based measure of association
In the previous sections, we presented a measure of association, i.e., η̂n, which provides a
nonparametric analogue of the classical correlation coefficients. However, there is one inter-
esting property of Spearman’s correlation (or even Kendall’s τ) that we are yet to emulate
— the property of distribution-freeness when µ = µX ⊗ µY (provided the distributions are
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continuous). In this section we develop a new class of measures of association, building on
our work in Sections 2–7, which have this distribution-free property. In this section we will
restrict our attention to the case when X = Rd1 and Y = Rd2 , for d1, d2 ≥ 1.
The main tool in this development will be the theory of optimal transport (see [50, 51,
25, 40]). In particular, following the line of recent works in [30, 89], we will use a notion of
multivariate ranks defined via optimal transport, that will aid us in constructing measures
of association having the desired distribution-free property. The fact that we use “ranks” is
motivated by the fact that when d1 = d2 = 1 it is indeed the univariate ranks that lead to
the distribution-free property of Spearman’s correlation and Kendall’s τ .
8.1. A brief overview of optimal transport
Let P(Rd) denote the space of probability measures on Rd (d ≥ 1) and Pac(Rd) be the space
of absolutely continuous probability measures on Rd. For a function F : Rd → Rd, we will
use F#µ to denote the push forward measure of µ under F , i.e., the distribution of F (Z)
when Z ∼ µ.
Below we present perhaps the simplest version of the optimal transport problem (courtesy
the works of Gaspard Monge in 1781, see [71]):
inf
F
∫
‖z − F (z)‖2 dµ(z) subject to F#µ = ν. (8.1)
A minimizer of (8.1), if it exists, is referred to as an optimal transport map. An important
result in this field, known as the Brenier-McCann theorem, takes a “geometric” approach to
the problem of optimal transport (as opposed to the analytical approach presented in (8.1))
and will be very useful to us in the sequel; see e.g., [109, Theorem 2.12 and Corollary 2.30].
Proposition 8.1 (Brenier-McCann theorem [69]). Suppose that µ, ν ∈ Pac(Rd). Then
there exists functions R(·) and Q(·) (usually referred to as “optimal transport maps”), both
of which are gradients of (extended) real-valued d-variate convex functions, such that: (i)
R#µ = ν, Q#ν = µ; (ii) R and Q are unique (µ and ν-a.e. respectively); (iii) R◦Q(u) = u
(ν-a.e. u) and Q ◦ R(z) = z (µ-a.e. z). Moreover, if µ and ν have finite second moments,
R(·) is also the solution to Monge’s problem in (8.1).
In Proposition 8.1, by “gradient of a convex function” we essentially mean a function
from Rd to Rd which is µ (or ν) a.e. equal to the gradient of some convex function. It
is instructive to note that, when d = 1, the standard 1-dimensional distribution function
F associated with a distribution µ is nondecreasing and hence the gradient of a convex
function. Therefore when d = 1, F is the optimal transport map from µ to U [0, 1] (i.e., the
Uniform([0,1]) distribution) by Proposition 8.1.
8.2. Multivariate ranks defined via optimal transport
Definition 8.1 (Population multivariate ranks and quantiles). Set ν := U [0, 1]d — the
uniform distribution on [0, 1]d. Given µ ∈ Pac(Rd), the corresponding population rank
and quantile maps are defined as the optimal transport maps R(·) and Q(·) respectively
as in Proposition 8.1. These maps are unique a.e. with respect to µ and ν respectively.
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In standard statistical applications, the population rank map is not available to the
practitioner. In fact, the only accessible information about µ comes in the form of empirical
observations Z1, Z2, . . . , Zn
i.i.d.∼ µ ∈ Pac(Rd). In order to estimate the population rank map
from these observations, let us denote
Hdn := {hd1, . . . , hdn} (8.2)
to be a set of n vectors in [0, 1]d. We would like the points in Hdn to be “uniform-like”,
i.e., their empirical distribution, n−1
∑n
i=1 δhdi
should converge weakly to ν. In practice,
for d = 1, we may take Hdn to be the usual {i/n}1≤i≤n sequence and for d ≥ 2, we may
take it as a quasi-Monte Carlo sequence (such as the d-dimensional Halton sequence) of
size n (see [54, 55] for details) or a random draw of n i.i.d. random variables from ν. The
empirical distribution on Hdn will serve as a discrete approximation of ν. We are now in a
position to define the empirical multivariate rank which will proceed via a discrete analogue
of problem (8.1).
Definition 8.2 (Empirical rank map). Let Sn denote the set of all n! permutations of
{1, 2, . . . , n}. Consider the following optimization problem:
σ̂n := argmin
σ∈Sn
n∑
i=1
‖Xi − hdσ(i)‖2. (8.3)
Note that σ̂n is a.s. uniquely defined (for each n) as µ ∈ Pac(Rd). The empirical ranks are
then defined as:
R̂n(Xi) = h
d
σ̂n(i)
, for i = 1, . . . , n. (8.4)
The optimization problem in (8.3) is combinatorial in nature, but it can be solved exactly
in polynomial time (with worst case complexity O(n3)) using the Hungarian algorithm
(see [75, 12] for details). For a comprehensive list of faster (approximate) algorithms, see [89,
Section 5]. Moreover, when d = 1, if we choose H1n = {i/n}ni=1, then the empirical ranks,
i.e., R̂n(Xi)’s are exactly equal to the usual one-dimensional ranks.
A crucial reason behind defining empirical ranks as in Definition 8.2 is that due to the
exchangeability of the Xi’s, the vector of ranks, i.e., (R̂n(X1), . . . , R̂n(Xn)) is uniformly
distributed over the following set:
{(hdσ(1), . . . , hdσ(n)) : σ ∈ Sn}.
This lends a distribution-free property to the empirical ranks (see [30, Proposition 2.2] for
a formal statement and proof). In other words, the distribution of (R̂n(X1), . . . , R̂n(Xn)) is
free of µ ∈ Pac(Rd). Moreover, the empirical ranks are maximal ancillary (see e.g., [51]).
8.3. A distribution-free measure of association and its properties
We will construct a measure of association with the distribution-free property based on a
simple and classical analogy between Pearson’s and Spearman’s correlation. Note that when
d1 = d2 = 1, Spearman’s correlation is equivalent to the classical Pearson’s correlation
coefficient computed between the one-dimensional ranks of the Xi’s and the Yi’s, instead
of the actual observations. It is this usage of one-dimensional ranks that lends Spearman’s
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correlation the distribution-free property when µ = µX ⊗ µY . We will mimic the same
approach in this section, i.e., instead of computing η̂n using the Xi’s and Yi’s themselves,
we will instead use their empirical multivariate ranks.
Let us briefly recall the setting. We have (X1, Y1), . . . , (Xn, Yn)
i.i.d.∼ µ ∈ Pac(Rd1+d2)
with marginals µX and µY , such that µX ∈ Pac(Rd1) and µY ∈ Pac(Rd2). Let Hd1n and Hd2n
be two sets of n “uniform-like” points in dimension d1 and d2 respectively. We can then
use Definition 8.2 to define the empirical multivariate rank vectors (R̂Xn (X1), . . . , R̂
X
n (Xn))
and (R̂Yn (Y1), . . . , R̂
Y
n (Yn)) based on Hd1n and Hd2n respectively. Next, given a graph func-
tional G, let Grankn := G(R̂Xn (X1), . . . , R̂Xn (Xn)) and E(Grankn ) be the set of edges of Grankn .
Also, with a slight notational abuse, we will still use (d1, . . . , dn) to be the degree sequence
of the vertices in Grankn . The rank version of η̂n is then defined as follows:
η̂rankn :=
n−1
∑
i d
−1
i
∑
j:(i,j)∈E(Grankn )K(R̂
Y
n (Yi), R̂
Y
n (Yj))− Fn
(2n(n− 1))−1∑i,j,i6=j‖K(·, R̂Yn (Yi))−K(·, R̂Yn (Yj))‖2HK , (8.5)
where Fn := (n(n− 1))−1
∑
i 6=jK(R̂
Y
n (Yi), R̂
Y
n (Yj)). Note that η̂
rank
n is the same as η̂n with
the observations replaced with their empirical ranks. In the following theorem (see Ap-
pendix C.12 for a proof), we show that η̂rankn is a measure of association which additionally
has a pivotal distribution when µ = µX ⊗ µY .
Theorem 8.1. (a) When µ = µX⊗µY , η̂rankn has a pivotal distribution, i.e., the distribution
does not depend on µX and µY .
(b) Assume that K(·, ·) : Rd2 × Rd2 → R is continuous and let RX(·) and RY (·) de-
note the population rank maps for µX and µY respectively and suppose that r(x1, x2) :=
E
[
K(RY (Y1), R
Y (Y2))|RX(X1) = x1, RX(X2) = x2
]
is uniformly β-Ho¨lder continuous in
x1, x2 ∈ [0, 1]d1 for some β ∈ (0, 1], i.e., given any x1, x2, x˜1, x˜2 ∈ [0, 1]d1, there exists a
constant C (free of x1, x2, x˜1, x˜2) such that:∣∣r(x1, x2)− r(x˜1, x˜2)∣∣ ≤ C (‖x1 − x˜1‖β2 + ‖x2 − x˜2‖β2) . (8.6)
Additionally we assume that Grankn satisfies Assumption (A3) with some rn, tn and
1
nrn
∑
e∈E(Grankn ) |e|β → 0 as n → ∞ where |e| denotes the edge length of e ∈ E(Grankn )
and the empirical distributions on Hd1n and Hd2n converge weakly to U [0, 1]d1 and U [0, 1]d2
respectively. Under these assumptions,
η̂rankn
P−→ 1− E‖K(·, R
Y (Y ′))−K(·, RY (Y˜ ′))‖2HK
E‖K(·, RY (Y1))−K(·, RY (Y2))‖2HK
:= ηrankK (µ),
where (Y1, Y2, Y
′, Y˜ ′) are defined as in (1.2). Further, if K(·, ·) is characteristic, then
ηrankK (µ) satisfies (P1)-(P3) from Section 2.
Remark 8.1. Given the set Hd1n , the set of empirical multivariate ranks, i.e.,
(R̂Xn (X1), . . . , R̂
X
n (Xn)) is some permutation of Hd1n . As G is a geometric graph func-
tional, note that max1≤i≤n di and min1≤i≤n di are both deterministic quantities. So As-
sumption (A3) (a requirement for Theorem 8.1) is a deterministic condition, i.e., there
is no need to view it as a probabilistic constraint. For the same reason, the condition
1
nrn
∑
e∈E(Grankn ) |e|β → 0 is also a deterministic one instead of the probabilistic condition
imposed in Assumption (A1) in Section 3.
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Remark 8.2. There are two important differences between our assumptions in Theo-
rem 3.1 and Theorem 8.1. Firstly, the assumption 1nrn
∑
e∈E(Grankn ) |e|β → 0 is essentially a
slightly stronger reformulation of (A1) used in Theorem 3.1. Secondly, the assumption (8.6)
is an artifact of our proof technique and we expect Theorem 8.1 to hold in more generality.
Theorem 8.1 shows that η̂rankn can be used to construct a test for independence (in
addition to being a measure of association) which will be consistent and exactly distribution-
free under the null hypothesis of independence.
8.3.1. Connection with the correlation coefficient proposed in [31], [22] and [7]
Here we show that ηrankK (µ) (which arises naturally as the limit of η̂
rank
n in Theorem 8.1) is
exactly the same as the following population correlation coefficient proposed in [22, Equation
1.2] and [7, Equation 2.1] where the authors only consider the case d2 = 1 (also see [31]):
ξ(µ) :=
∫
Var(P(Y ≥ t|X)) dµY (t)∫
Var(1(Y ≥ t)) dµY (t)
for a particular choice of a characteristic kernel. The choice turns out to be the kernel
from Remark 2.2 with α = 1. Incidentally this is also the kernel used in the construction
of distance covariance (see [103]). We state the result formally in the proposition below
(see Appendix C.13 for a proof).
Proposition 8.2. When d2 = 1 and K(y1, y2) = |y1|+|y2|−|y1−y2|, then ηrankK (µ) = ξ(µ).
The above proposition shows that the family of measures of association proposed in this
paper includes that of [22] and extends it significantly to general d1, d2 ≥ 1 and also a large
class of kernel functions.
8.3.2. A rank CLT for η̂rankn
We present a CLT for η̂rankn when µ = µX ⊗ µY . Earlier in Theorem 4.1 we presented a
CLT for η̂n. While η̂
rank
n and η̂n have a similar form, there is a crucial difference in their
construction. Note that η̂n is based on the Yi’s (respectively Xi’s) which are independent
among themselves, whereas η̂rankn is a function of R̂n(Yi)’s (respectively R̂n(Xi)’s) which
are no longer independent among themselves. As a result, a different technique is required
to prove the corresponding CLT. Informally speaking, the technique used in this paper is
that of a Ha´jek representation (as in [91, Theorem 5.1]), where we show that the empirical
multivariate ranks can be replaced by their population counterparts in η̂rankn at a oP(1/
√
n)
cost. As η̂rankn does not have a standard U -statistic representation, we do not use the explicit
form of Ha´jek projections as in [91, Theorem 5.1], but opt for a more hands-on method of
moments based approach. The details of this result have been relegated to the Appendix
(see Lemma D.1) to avoid notational clutter and we only present the statement of the
resulting uniform CLT below (see Appendix C.14 for a proof). Using a similar argument as
in Section 4 and recalling the definition of Fn after (8.5), we will only study
Nrankn :=
√
n
 1
n
n∑
i=1
1
di
−1 ∑
j:(i,j)∈E(Grankn )
K
(
R̂Yn (Yi), R̂
Y
n (Yj)
)− Fn
 . (8.7)
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Theorem 8.2. If (A3) holds, K(·, ·) is continuous, µ = µX ⊗ µY , µX ∈ Pac(Rd1) and
µY ∈ Pac(Rd2), then Var(Nrankn ) = O(1). Further, with θ := (D, γ, ) ∈ (0,∞)3 consider
the following subclass of graph functionals and measures on X × Y given by:
Jθ :=
{
G˜ : lim sup
n→∞
max
1≤i≤n
d˜i
(log n)γ
≤ D, r−1n tn ≤ D, Var(Nrankn ) ≥  ∀n ≥ D, where
(d˜1, . . . , d˜n) denotes the degree sequence of G˜rankn := G˜(R̂Xn (X1), . . . , R̂Xn (Xn))
}
.
Then the following result holds for every fixed θ ∈ (0,∞)3:
lim
n→∞ supG˜∈Jθ
sup
z∈R
∣∣∣∣∣P
(
Nrankn
S˜n
≤ z
)
− Φ(z)
∣∣∣∣∣ = 0, (8.8)
where S˜n is defined as in Theorem 4.1 with a˜ := E
[
K2
(
RY (Y1), R
Y (Y2)
)]
, b˜ :=
E
[
K
(
RY (Y1), R
Y (Y2)
)
K
(
RY (Y1), R
Y (Y3)
)]
and c˜ :=
(
E
[
K
(
RY (Y1), R
Y (Y2)
)])2
, and g˜1,
g˜2, g˜3 are as in Theorem 4.1 with G˜n replaced by G˜rankn .
It is worth noting that S˜2n can be computed explicitly as R
Y (Y1), R
Y (Y2), R
Y (Y3)
i.i.d.∼
U [0, 1]d2 .
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Appendix A: Some general discussions
In this section, we will elaborate on some parts of the main text which were initially deferred
so as not to impede the flow of the paper.
A.1. Intuition behind the construction of Tn
We would like to provide some intuition as to why Tn is a natural candidate that satisfies
(II). Towards this direction, let us consider k = O(1) and focus on the term
n−1
n∑
i=1
d−1i
∑
j∈Ni
‖Yi − Yj‖2︸ ︷︷ ︸
Sn
which is the only term in Tn that involves both Xi’s and Yi’s. It can be shown (as in the
proof of Theorem 3.1) that Sn concentrates around its expectation.
If X and Y are independent, it is easy to see that for any i, j, j ∈ Ni, E‖Yi − Yj‖2 =
E‖Y1 − Y2‖2 > 0; and consequently (as min1≤i≤n di ≥ k),
ESn ≥ n
k
E‖Y1 − Y2‖2. (A.1)
Next, suppose Y = g(X) for some measurable function g : Rd1 → Rd2. To fix ideas, further
assume that g(·) is continuous (this can be justified using Lusin’s Theorem [66]; alternatively
see Proposition E.4). Now, as Xi and Xj , j ∈ Ni, are two neighboring vertices in the k-NNG,
it seems reasonable to expect that ‖Xi−Xj‖2 would be stochastically “small”. By continuity
of g(·), the same can be said for ‖Yi−Yj‖2 = ‖g(Xi)− g(Xj)‖2. Further, by [59, Lemma 1],
max1≤i≤n |Ni| ≤ Cd1 for some constant Cd1 . As a result, E
[∑
j∈Ni d
−1
i ‖Yi − Yj‖2
]
= o(1).
By summing over i from 1 to n, we get ESn = o(n). Therefore, comparing with (A.1), there
seems to be a clear distinction in the stochastic “size” of Sn depending on whether X and
Y are independent, or Y is a noiseless function of X. Through a suitable scaling, it is the
above difference in asymptotic behaviors that we intend to capture in the definition of Tn.
A.2. RKHS: Some preliminaries
In this subsection we formally define some concepts from the theory of RKHS that is be
used repeatedly in the paper. We start with the basic definition of a RKHS.
Definition A.1 (Reproducing kernel Hilbert space (RKHS)). Let H be a Hilbert space of
real-valued functions defined on a topological space Y with inner product 〈·, ·〉H : H×H → R.
A function K : Y × Y → R is called a reproducing kernel if the following two conditions
hold:
1. For all y ∈ Y, K(·, y) ∈ H.
2. For all y ∈ Y and f ∈ H, 〈f,K(·, y)〉H = f(y).
If H admits a reproducing kernel, then it is termed as a RKHS.
By the Moore-Aronszajn Theorem (see e.g. [9, Theorem 3]) a symmetric, nonnegative
definite kernel function K(·, ·) on Y ×Y can be identified uniquely with a unique RKHS of
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real-valued functions on Y for which K(·, ·) is the reproducing kernel. Let us denote this
RKHS by HK .
The map y 7→ K(·, y) from Y to HK is often called the feature map. Further, the repro-
ducing property as stated in Definition A.1 implies that
〈K(·, y),K(·, y˜)〉HK = K(y, y˜), for all y, y˜ ∈ Y. (A.2)
In the following we define three concepts that will be crucial in defining ηK satisfying
properties (P1)-(P3). Suppose that Y ∼ µY has a probability distribution on Y such that
E[
√
K(Y, Y )] < ∞. Let us also assume that HK is separable (this can be ensured under
mild conditions5, see e.g., [98, Lemma 4.33]).
Definition A.2 (Mean embedding). Define the following class of probability measures on
Y:
MθK(Y) :=
{
ν ∈M(Y) :
∫
Y
Kθ(y, y) dν(y) <∞
}
, for θ > 0.
Let µY ∈ M1/2K (Y). Then the (kernel) mean embedding of µY into HK is given by
mK(µY ) ∈ HK such that
〈f,mK(µY )〉HK =
∫
Y
f(y) dµY (y), for all f ∈ HK . (A.3)
In fact, one can write mK(µY ) =
∫
K(·, y) dµY (y) = EµY [K(·, Y )]. It is well-defined as a
consequence of the Riesz representation theorem, see [93, 2] (equivalently also by Bochner’s
theorem, see [32, 33]). The map µY 7→ mK(µY ) with domain M1/2K (Y) can be viewed as a
natural extension of the map y 7→ K(·, y) with domain Y.
In a similar vein we can also define the (kernel) mean embeddings of conditional distribu-
tions. Towards this direction, consider another topological space X and suppose (X,Y ) ∼
µ ∈M(X×Y) where µ admits a regular conditional distribution µY |x — the conditional dis-
tribution of Y given X = x; existence of regular conditional distributions can be guaranteed
under mild conditions (see [36] for a survey). For X = x, the (kernel) conditional mean em-
bedding of µY |x is defined as an element ofHK in the same way as (A.3) (also see [74, Section
4.1.1]). In other words, we can also write mK(µY |x) =
∫
K(·, y)dµY |x(y) = EµY |x [K(·, Y )].
Definition A.3 (Maximum mean discrepancy). The difference between two probability dis-
tributions Q1 and Q2 in M1K(Y) can then be conveniently measured by
MMDK(Q1, Q2) := ‖mK(Q1)−mK(Q2)‖HK
(here mK(Qi) is the mean element of Qi, for i = 1, 2) which is called the maximum mean
discrepancy (MMD) between Q1 and Q2 (see [48, Definition 10]). The following alterna-
tive representation of the squared MMD is also known (see e.g., [45, Lemma 6], or simply
use (A.2)):
MMD2K(Q1, Q2) = E[K(S, S
′)] +E[K(W,W ′)]− 2E[K(S,W )], (A.4)
where S, S′,W,W ′ are independent, S, S′ ∼ Q1 and W,W ′ ∼ Q2.
5For example, if Y is a separable space and K(·, ·) is continuous.
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Definition A.4 (Characteristic kernel). The kernel K(·, ·) is said to be characteristic if
and only if the map Q 7→ mK(Q) is one-to-one on the domain M1K(Y), i.e.,
mK(Q1) = mK(Q2) =⇒ Q1 = Q2, for all Q1, Q2 ∈M1K(Y).
Note that the last condition is equivalent to 〈mK(Q1), f〉HK = 〈mK(Q2), f〉HK for all f ∈
HK , i.e., ES∼Q1 [f(S)] = EW∼Q2 [f(W )], for all f ∈ HK . A characteristic kernel implicitly
implies that the associated RKHS is rich enough.
A.3. NNGs and MSTs beyond Euclidean spaces
The proof of Proposition 3.2 reveals that (A1) continues to hold for general metric spaces,
with metric ρ(·, ·), provided ρ(X1, X2) has a continuous distribution. In fact, it can also be
shown that (A2) continues to hold for NNGs whenever (A3) holds. Therefore, the crucial
step is to verify (A3). In a similar vein, it is known that the MST also satisfies (A1) under
some technical assumptions on the underlying metric space (for related results, see [42,
Theorem 1.1], [104, Lemma 6], [5, Proposition 12]). Once again, (A2) can be verified if
(A3) holds and consequently, establishing (A3) is of prime importance. Recall that (A3)
intuitively assumes that the maximum degree over the minimum degree of the associated
MST/NNG is bounded (in n). Some results on upper bounds on the maximum degree of
an MST, for points on normed spaces, can be found in [85, 99].
From a methodological standpoint, note that calculating η̂n is not confined to metric spaces
only. The computation of (approximate) NNGs on non-metric spaces has attracted a lot of
attention over the years, with metrics being replaced by certain semimetrics, “similarity”
functions or “divergence” measures (see [19, 6, 70, 58, 43]). The example of semimetric
spaces seems to be of particular interest in the machine learning literature, where a stan-
dard approach towards analyzing data taking values in some abstract topological space,
is by defining “interesting” kernels on the space and studying the corresponding RKHS
(see Definition A.1) instead. Under certain technical assumptions, these kernels can be used
to construct semimetrics (see [87, Corollary 16]) which can then be used to obtain NNGs.
A.4. Some general remarks
Remark A.1 (Assumptions in Proposition 7.1). Suppose Z,Z1, Z2
i.i.d.∼ N (0, 1). Let
(Xn, Yn) := (Z/n,Z). Then (Xn, Yn) converges weakly to (X,Y )
d
= (0, Z), whereas
(X ′n, Y ′n, Y˜ ′n) (as stated in Proposition 7.1-(2)) converges weakly to (0, Z, Z) which is not
the same as the distribution of (X ′, Y ′, Y˜ ′) d= (0, Z1, Z2). Therefore (Xn, Yn)
w−→ (X,Y ) is
not enough to guarantee the assumption made in Proposition 7.1-(2). Additionally, the as-
sumption lim supn→∞Eh
1+
3 (Y
′
n− Y˜ ′n) <∞ for some  > 0 is easily verifiable in a number of
cases. For example, when the underlying kernel is Gaussian or Laplacian (see Remark 2.3),
h3(·) is uniformly bounded and there is nothing to check. If the underlying kernel is the one
described in Remark 2.2, then the condition holds provided lim supn→∞E‖Yn‖α+γ2 <∞ for
some γ > 0.
Remark A.2 (More on the computation of η̂n). When we are dealing with a finite di-
mensional RKHS, e.g., K(y, y˜) := ϕ(y)>ϕ(y˜), for some ‘feature map’ ϕ(·) ∈ Rm, then it
is indeed possible to make vn = O(n) as ‖
∑n
i=1K(Yi, ·)‖2HK = ‖ϕ(·)>(
∑n
i=1 ϕ(Yi))‖2HK =
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‖∑ni=1 ϕ(Yi)‖2Rm. However, for infinite dimensional RKHSs, we do not know of such gener-
ally applicable linear time algorithms. For certain kernels, there might be special tricks that
can be used to facilitate fast computation; see e.g., [44] (and http: // www. cs. cmu. edu/
~ agray/ nbody. html ).
Alternatively, under certain conditions (i.e., Mercer’s theorem and extensions), we can
write
K(y, y˜) :=
∞∑
k=1
λkek(y)ek(y˜), ∀ y, y˜ ∈ Y (A.5)
where the series converges absolutely for each (y, y˜) ∈ Y × Y (and uniformly on compact
subsets of Y ×Y), λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues and {ek}k≥1 are the corresponding
L2τ -normalized eigenfunctions of K(·, ·) with respect to a probability measure τ on Y (i.e.,∫
Y ei(y)ej(y)dτ(y) = δi,j, where δi,j is the Kronecker delta function). Then, {
√
λkek}k≥1
forms an orthonormal basis of HK and for any f ∈ HK such that
f =
∞∑
k=1,λk>0
akek
we have
‖f‖HK =
∞∑
k=1,λk>0
a2k
λk
<∞. (A.6)
Now consider
g(·) :=
n∑
i=1
K(Yi, ·) ∈ HK .
Then, by (A.5), g(·) = ∑ni=1∑∞k=1 λkek(Yi)ek(·) = ∑∞k=1 akek(·), where
ak =
n∑
i=1
λkek(Yi), for k ≥ 1. (A.7)
Thus, using (A.6) we have∥∥∥ n∑
i=1
K(Yi, ·)
∥∥∥2
HK
=
∑
i,j
K(Yi, Yj) = ‖g‖2HK =
∞∑
k=1,λk>0
a2k
λk
. (A.8)
For example, for the Gaussian kernel on R we have K(y, y˜) := exp
(− 1
2σ2
(y − y˜)2).
Letting dτ(y) = 1√
2pi
e−y2/2dy, we can show that
λk ∝ bk (for b < 1) and ek(y) ∝ exp(−(c− a)y2)Hk(y
√
2c),
where a, b, c are functions of σ, and Hk is the k-th order Hermite polynomial (i.e.,
Hk(y) = (−1)k exp(y2) dkdyk exp(−y2)); see e.g., [80, Section 4.3]). Thus, we can compute
ak using (A.7) now, and consequently compute
∥∥∥∑ni=1K(Yi, ·)∥∥∥2HK using (A.8).
Remark A.3 (Motivation for η̂linn ). At first glance, the construction of η̂
lin
n may seem artifi-
cial. However, note that in the definition of η̂n in (3.3), the term (n(n−1))−1
∑
i 6=jK(Yi, Yj)
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was used because it is a “natural” estimator for E[K(Y1, Y2)], a quantity which features
in the numerator of the population version ηK(µ) (see Proposition 2.1). The replacement
of (n(n − 1))−1∑i 6=jK(Yi, Yj) in η̂linn also has similar “good” properties. In particular,
n−1
∑n
i=1K(Yi, Yi+1) is also unbiased for EK(Y1, Y2) and
nVar
(
1
n
n∑
i=1
K(Yi, Yi+1)
)
n→∞−→ a+ 2b− 3c (A.9)
where a := EK2(Y1, Y2), b := E[K(Y1, Y2)K(Y1, Y3)] and c := E
2[K(Y1, Y2)]. Therefore,
n−1
∑n
i=1K(Yi, Yi+1) is also a
√
n-consistent estimator for E[K(Y1, Y2)] (under appropriate
moment assumptions).
We would also like to point out that E[K(Y1, Y2)] is only a function of µY (and has no
dependence on X) which makes it much easier to estimate than E‖E[K(·, Y )|X]‖2HK — the
other term appearing in the numerator of ηK(µ) (see Proposition 2.1) — which we have
already found a near linear time estimator for, by using (3.2). This leads us to conjecture
that replacing (n(n−1))−1∑i 6=jK(Yi, Yj) with n−1∑ni=1K(Yi, Yi+1) to get η̂linn from η̂n, so
as to get faster computability, is a fair alternative.
Appendix B: Simulation studies
In this section, we will illustrate through simulations, the different properties of η̂n and η̂
lin
n
under different choices of kernels K(·, ·) and graph functionals G. Our two primary examples
of kernels are the distance kernel and the Gaussian kernel, which we recall below:
(A) KD(y1, y2) := (1/2)(‖y1‖2 + ‖y2‖2 − ‖y1 − y2‖2), and
(B) KG(y1, y2) := exp(−‖y1 − y2‖22).
For graph functionals, we will either use the Euclidean MST (EMST) or k-NNG as described
in Section 3.1. We will also use a shorthand (∗, ∗, ∗) to describe the choice of the measure of
association, the kernel and gthe raph functional respectively. So, for instance, (η̂n,KG,MST)
will imply that η̂n has been constructed using the Gaussian kernel and the EMST; similarly
(η̂linn ,KD, 1NN) will imply that η̂
lin
n has been constructed using the distance kernel and the
1-NNG.
B.1. A general measure of association
In this sub-section, we will present simulation evidence to demonstrate that η̂n and η̂
lin
n are
very general measures that capture the strength of dependence between X and Y . In other
words, they are generally capable of distinguishing between an exact functional relationship
between X and Y , as opposed to noisier relationships between the same variables; thereby
making them very powerful measures of association. No other dependence measure that we
know of has this property. Our illustration will feature the distance correlation (dCor) as
a benchmark as it is standardized between 0 and 1 and is potentially the most popular
measure of dependence in the statistics community.
Let us begin with two simple simulation settings. As a general rule for this section, n will
denote the sample size and we will stick to d1 = d2 = 2. Also the 4-dimensional vector (X,Y )
will be generated by first drawing (X(1), Y (1)), (X(2), Y (2)) from some bivariate distribution
µ and then setting X := (X(1), X(2)) and Y := (Y (1), Y (2)). Therefore we will only specify
µ, i.e., the distribution of (X(1), Y (1)) in the sequel.
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1. Sinusoidal : Let X(1) ∼ U [−1, 1] and Y (1) := cos(8piX(1)) + λ, where  ∼ N (0, 1) is
independent of X(1) and λ varies in [0, 2.5]. Set n = 2000. This setting has been taken
from [22, Setting 4].
2. Linear : Let (X(1), Y (1)) be a bivariate Gaussian random vector with correlation ρ
varying in [0, 1] and both marginals having mean 0 and variance 1. Set n = 2000.
Note that in this setting, the most intuitive measure of dependence is the correlation
parameter ρ.
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Figure 1: Each subplot depicts the value of dCor2 and η̂n, η̂
lin
n for different kernels and graph
functionals.
In Figure 1a, we observe that dCor2 is unable to distinguish between noise variance 0
(perfect functional relationship) and noise variance 6.25. In fact, if we zoom in on the
values of dCor2, they don’t seem to be monotonically decreasing with the noise level. On
the other hand, both η̂n and η̂
lin
n decrease sharply as we go from noise variance 0 to 6.25
which clearly shows a decline in the degree of dependence between the two variables. Note
that (η̂linn ,KD, 20NN) does not show as rapid a decline as our other proposed measures. This
is in accordance with Theorem 5.1 which shows that η̂n has a larger bias if we increase the
number of nearest neighbors.
For Figure 1b, the ideal measure of dependence should have been ρ2. We can clearly see that
the curve of dCor2 is closest to ρ2. In fact, distance correlation is well suited to detecting
such linear relationships as was argued in [103]. Even in this case though, all our proposed
measures are clearly able to distinguish between varying levels of correlation, and vary
smoothly and monotonically between 0 and 1.
B.2. Validity of asymptotic theory when X and Y are independent
In this sub-section, we will provide numerical evidence in support of Theorem 4.1 and Propo-
sition 6.3. We will use the following two simulation settings, where X and Y are independent.
In one setting, µX is absolutely continuous whereas in the other case, it is not. This has
been chosen to highlight the generality of our results.
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(i) X˜ = (X˜1, X˜2, X˜3, X˜4) ∼ U [0, 1]4 and X d= (X˜, X˜1 + X˜2) is a 5-dimensional vector,
Y
d
= (Y1, Y2, Y3, Y4) with Yi
i.i.d.∼ Exp(1) for i = 1, 2, 3, 4 is a 4-dimensional vector. The
sample size (n) is 2000. Clearly the marginal distribution of X in this case, does not
admit a Lebesgue density.
(ii) The same as above with X
d
= X˜. The sample size (n) is 2000. The marginal density
of X in this case does admit a Lebesgue density.
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Figure 2: In the left panel, we plot the quantiles for Nn/S˜n (see Theorem 4.1) versus those of a
standard Gaussian random variable where the underlying graph is the MST (top) and
1-NNG (bottom), with the kernel being KG(·, ·) for both plots. In the right panel, we plot
the quantiles for N linn /S˜n,lin (see Proposition 6.3) versus those of a standard Gaussian
random variable where the underlying graph is the 1-NNG (top) and 20-NNG (bottom),
with the kernel being KD(·, ·). In all the plots we take n = 2000.
In Figure 2, we present quantile-quantile plots betweenNn/S˜n and the standard Gaussian
distribution (see Theorem 4.1); also N linn /S˜n,lin and the standard Gaussian distribution
(see Proposition 6.3). All the quantile-quantile plots are in close agreement with the y = x
line, thereby providing a strong evidence in support of the claimed asymptotic normality.
We also carried out a Kolmogorov-Smirnov test for normality in all the above cases. The
p-values as we move counter-clockwise from the top left were 0.792, 0.336, 0.291 and 0.511
respectively.
Remark B.1 (Choice of kn). An interesting observation that came out of this computa-
tional study is the fact that the limiting asymptotic variance for (η̂linn ,KD, 1NN) in setting
(ii) was approximately 1.367 whereas the same for (η̂linn ,KD, 20NN) was 0.528. In fact, we
observed this reduction in variance across other simulation settings and kernel choices as
well. This supports Remark 5.1 where we claimed that when X and Y are independent,
increasing the number of nearest neighbors can lead to greater efficiency.
Another aspect of Theorem 4.1 and Proposition 6.3 which should be verified is the tacit
assumption that lim infn→∞Var(Nn) > 0 and lim infn→∞Var(N linn ) > 0. We will verify this
using the classical “log-log” plot which we describe below.
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Note Nn =
√
nη̂numn . We chose a grid of sample sizes, i.e., n varying between 2
8 and 211.
For each sample size, we approximated the standard deviation of η̂numn . Then we obtained the
slope of the least squares regression line between the logarithms of the standard deviations
versus logarithms of sample sizes. The same was repeated with the numerator of η̂linn . If
our conjecture is correct, then this slope should be close to −0.5. We present our findings
in Table 1. The table provides strong evidence in favor of our assumption.
Table 1
Slopes from log-log plots with their 95% confidence intervals
Setting Configuration Slope Confidence Interval
(i)
(η̂n,KG,MST) −0.496 (−0.513,−0.479)
(η̂n,KG, 1NN) −0.497 (−0.522,−0.473)
(ii)
(η̂linn ,KD, 1NN) −0.498 (−0.522,−0.473)
(η̂linn ,KD, 20NN) −0.503 (−0.523,−0.483)
B.3. Power comparisons
In this section, we consider the null hypothesis of independence between X and Y (see (4.3))
and compare the power functions of the statistical tests obtained using η̂n, η̂
lin
n implemented
via the k-NNG, with two popular tests namely dCor (implemented in the energy package
in R) and HSIC (implemented in the dHSIC package in R with the standard Gaussian kernel,
i.e., KG(·, ·)). All the tests have been calibrated using a permutation procedure with 1000
random permutations. A sample size of n = 300 is used and the power of each test is
estimated with 1000 independent replicates. Moreover, we work with d1 = d2 = 2 and
revert back to the general rule discussed in Appendix B.1. Recall that the 4-dimensional
vector (X,Y ) was generated by first drawing (X(1), Y (1)), (X(2), Y (2))
i.i.d.∼ µ where µ is a
bivariate distribution and then setting X := (X(1), X(2)), Y := (Y (1), Y (2)). Throughout
the sequel, X(1) ∼ U [−1, 1] (unless specified otherwise),  ∼ N (0, 1) is drawn independent
of X(1) and λ is to be interpreted as a parameter varying between 0 and 1 which controls the
noise level in the relationship between X and Y . All our simulation settings are motivated
from those in [22].
(a) Linear : Y (1) = 0.5X(1) + 3λ.
(b) Sinusoidal : Y (1) = cos (8piX(1)) + 3λ.
(c) W-shaped : Y (1) = |X(1) + 0.5|1(X(1) ≤ 0) + |X(1) − 0.5|1(X(1) > 0) + 0.75λ.
(d) Step function: Y (1) = f(X(1))+10λ where f(·) is a step function taking values −3, 2, 4
and 3 in the intervals [−1,−.05), [−0.05, 0), [0, 0.05) and [0.05, 1].
(e) Semicircular : As an exception, here we choose X(1) ∼ U(0, 1), Y (1) =
Z
√
1− (X(1))2 + 0.9λ where Z takes values ±1 with equal probability and is in-
dependent of both X(1) and .
(f) Heterogeneous: Y (1) = 3
(
σ(X(1))(1− λ) + λ)  where σ(x) := 1 if |x| ≤ 0.5 and 0
otherwise.
Figure 3 shows that tests based on both η̂n and η̂
lin
n are competitive when compared to dCor
and HSIC. The general message seems to be that in the presence of a wiggly relationship
(small changes in X leading to large changes in Y , as in the sinusoidal, W-shaped or semi-
circular setting) our methods tend to outperform dCor and dHSIC, whereas in the presence
of smoother relationships (small changes in X leading to small changes in Y , as in the
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Figure 3: A comparison of power functions of different tests of mutual independence between X
and Y . The title of each plot captures the shape of the underlying data cloud. Here λ
increases from left to right. In each plot, a sample size of 300 was used and the power
was estimated from a 1000 random replications.
linear, step function or heterogeneous setting), our methods are less powerful than dCor
and dHSIC. This is in line with the observations made in [22]. However, rather crucially,
our simulations provide a more subtle insight into the sensitivity of our tests on the number
of nearest neighbors used.
Consider the linear setting (a). While our methods get outperformed by dCor and HSIC,
note that both η̂n and η̂
lin
n with 20 nearest neighbors perform better than their 1 nearest
neighbor counterparts. We believe that whenever the underlying relationship between X and
Y is smooth, choosing k large does not introduce too much bias but significantly reduces
the variance leading to more powerful tests. On the flip side, whenever the relationship
between X and Y is wiggly as in the sinusoidal one, choosing k large introduces a lot of
bias and consequently the 20-NNG based tests have less power. In the sinusoidal setting
(b), both dCor and dHSIC are entirely powerless while our 1-NNG based tests are quite
powerful. This shows that there is an underlying trade-off while choosing the value of k, and
a universal choice of k = 1 as has been used in [7], is not necessarily recommended. In fact,
the gain incurred by choosing k large is not confined to just the linear setting. In settings
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(c)-(f), the power curves for η̂n with 20-NNG are better than their 1-NNG counterparts. In
setting (f) in particular, the (η̂n,KD, 20NN) power curve almost matches the HSIC power
curve which performs the best of the lot in this setting. For η̂linn too, the 20-NNG power
curves for the settings (a), (d)-(f) are better than the 1-NNG ones. We believe that this
observation highlights the importance of having such a flexible and general framework as
we have considered in this paper.
Remark B.2 (On the computational complexity of η̂linn ). Figure 3 shows that η̂
lin
n performs
reasonably well compared to dCor, dHSIC and η̂n. Further, it crucially has O(n log n) time
complexity compared to O(n2) for the other methods under consideration. In fact, while
implementing η̂linn , we observed that it is at least 50 times faster to compute than the other
methods for large sample sizes (in excess of 15000). We believe that this makes η̂linn a very
useful general measure of the strength of dependence between two variables X and Y .
Appendix C: Proofs of main results
C.1. Proof of Proposition 2.1
By using (A.2), we get:
ηK(µ) = 1−
E‖K(·, Y ′)‖2HK +E‖K(·, Y˜ ′)‖2HK − 2E〈K(·, Y ′),K(·, Y˜ ′)〉HK
E‖K(·, Y1)‖2HK +E‖K(·, Y2)‖2HK − 2E〈K(·, Y1),K(·, Y2)〉HK
=
E〈K(·, Y ′),K(·, Y˜ ′)〉HK −E〈K(·, Y1),K(·, Y2)〉HK
E‖K(·, Y1)‖2HK −E〈K(·, Y1),K(·, Y2)〉HK
. (C.1)
Next, note that by the tower property, we have:
E〈K(·, Y ′),K(·, Y˜ ′)〉HK = E
[
E
(
〈K(·, Y ′),K(·, Y˜ ′)〉HK |X ′
)]
= E‖E [K(·, Y )|X]‖2HK .
Similarly we have E〈K(·, Y1),K(·, Y2)〉HK = ‖EK(·, Y )‖2HK . Plugging these observations
in (C.1), we have:
ηK(µ) =
E‖E [K(·, Y )|X]‖2HK − ‖EK(·, Y )‖2HK
E‖K(·, Y )‖2HK − ‖EK(·, Y )‖2HK
=
E‖E [K(·, Y )|X]−EK(·, Y )‖2HK
E‖K(·, Y )−EK(·, Y )‖2HK
.
In order to establish the second equality, note that by Definition A.2, we have
E[K(·, Y )|X] = mK(µY |X) and E[K(·, Y )] = mK(µY ). Therefore, the numerator in the
above display equals E‖mK(µY |X) − mK(µY )‖2HK = EµX [MMD2K(µY |X , µY )]. This com-
pletes the proof.
C.2. Proof of Theorem 2.1
By (2.1), ηK(µ) is bounded above by 1. The alternate representation of ηK(µ), as in Propo-
sition 2.1, shows that it is nonnegative. This proves (P1).
Recall that as K(·, ·) is characteristic and µY , µY |x (for µX -a.e. x) are both elements of
M1K(X ). Therefore, by Proposition 2.1, E[MMD2K(µY |X , µY )] = 0 if and only if µY |x = µY
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for µX -a.e. x. Now, assume that µ = µX ⊗µY . This implies µY |x = µY for µX -a.e. x, which
in turn implies E[MMD2K(µY |X , µY )] = 0, and consequently ηK(µ) = 0. Next, assume that
ηK(µ) = 0 which implies E[MMD
2
K(µY |X , µY )] = 0. As a result, µY |x = µY for µX -a.e. x
and consequently µ = µX ⊗ µY . This proves (P2).
Next, suppose that Y = g(X) for some measurable function g : X → Y. This implies that
both Y ′ and Y˜ ′ are almost surely (a.s.) equal to h(X ′). Plugging this in (2.1) immediately
yields that ηK(µ) = 1.
For the other direction, suppose ηK(µ) = 1. This implies K(·, Y ′) = K(·, Y˜ ′) a.s., and
consequently Y ′ = Y˜ ′ a.e. with respect to the joint distribution of (X ′, Y ′, Y˜ ′) (see [87,
Proposition 14]). This implies that there exists a subset Ω′ ⊆ supp(µX) such that for all
x′ ∈ Ω′, the conditional distribution (Y ′, Y˜ ′)|X ′ = x′ is degenerate, and µX(Ω′) = 1. We will
show that for all x′ ∈ Ω′, the support of µY |x′ is a singleton. Let us proceed by contradiction.
If the support of µY |x′ contains at least two points, then by the Hausdorff nature of Y, we
can find two disjoint Borel sets Ax′1 and Ax
′
2 such that µY |x′(Ax
′
1 ) > 0 and µY |x′(Ax
′
2 ) > 0.
This would imply,
0 = µY |x′(Ax
′
1 ∩ Ax
′
2 ) = µY |x′(Ax
′
1 )× µY |x′(Ax
′
2 ) > 0
which in turn gives a contradiction. Therefore, the support of µY |x′ is a singleton for every
x′ ∈ Ω′; let us call the singleton element in the support rx′ . It remains to show that the map
g : x′ 7→ rx′ is measurable. Given any Borel set A ⊂ Y, we will first show the following:
g−1(A) = {x˜ ∈ Ω′ : µY |x˜(A) = 1}. (C.2)
Towards this direction, assume that v ∈ g−1(A). This implies g(v) = rv ∈ A. Therefore the
support of µY |v is contained in A and so µY |v(A) = 1. This shows that the left hand side
of (C.2) is contained in the right hand side. The other direction follows similarly. Finally,
by definition of regular conditional distribution, µY |v(A) is a measurable function in v for
every A. Therefore, the right hand side of (C.2) is a measurable set and so is the left. This
completes the proof.
C.3. Proof of Theorem 3.1
Firstly by the strong law of large numbers for U-statistics, we immediately have the following
consequences:
1
n(n− 1)
∑
i 6=j
K(Yi, Yj)
a.s−→ E[K(Y1, Y2)], and
1
2n(n− 1)
∑
i 6=j
‖K(·, Yi)−K(·, Yj)‖2HK
a.s−→ E[K(Y1, Y1)]−E[K(Y1, Y2)],
provided µY ∈M2K(Y). Therefore it suffices to prove the convergence in probability or a.s.
convergence of Tn defined below:
Tn ≡ Tn((X1, Y1), . . . , (Xn, Yn)) := 1
n
n∑
i=1
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)
di
. (C.3)
In particular, observe that it is sufficient to prove the following:
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(i) Tn −E[Tn] P−→ 0 (or Tn −E[Tn] a.s.−→ 0).
(ii) E[Tn]→ E‖g(X)‖2HK where g(X) := E[K(·, Y )|X].
To prove (i), let (X˜1, Y˜1), . . . , (X˜n, Y˜n) be n i.i.d. samples from µ which are also drawn
independently to (X1, Y1), . . . , (Xn, Yn). Set X
i := (X1, . . . , Xi−1, X˜i, Xi+1, . . . , Xn), Yi :=
(Y1, . . . , Yi−1, Y˜i, Yi+1, . . . , Yn) and T
i
N := Tn(X
i,Yi). We will use Gin to denote the graph
functional associated with Xi. Recall the definitions of rn, qn, tn from (A2) and in the same
spirit, define Cin := (E(Gn) ∩ E(Gin)) \ {(j, k) : j = i or k = i}. Therefore Cin denotes the
edges common to Gn and Gin which do not have Xi or X˜i as one of their vertices. Let V in
denote the set of vertices in Gn which have at least one edge outside E(Gn) ∩ Cin. Define
V˜ in similarly with E(Gn) replaced by E(Gin). In other words, V in denotes the set of vertices
which have at least one edge in (Cin)c (same holds for V˜ in). By our assumption, there are at
most qn + tn edges in Cin. Therefore, note that max1≤i≤n max{|V in|, |V˜ in|} ≤ 2sn a.s., where
sn := qn + tn. Let d˜
i
1, . . . , d˜
i
n be the degree sequence of X1, . . . , Xi−1, X˜i, Xi+1, . . . , Xn in
E(Gin). Also suppose Y ij = Yj for j 6= i and Y ij = Y˜j for i = j. Then we have:
Tn − T 1n =
1
n
∑
i∈V 1n
∑
j:(i,j)∈E(Gn)\C1n
K(Yi, Yj)
di
+
1
n
∑
i∈(V 1n )c
∑
j:(i,j)∈E(Gn)\C1n
K(Yi, Yj)
di
− 1
n
∑
i∈V˜ 1n
∑
j:(i,j)∈E(G1n)\C1n
K(Y 1i , Y
1
j )
d˜1i
− 1
n
∑
i∈(V˜ 1n )c
∑
j:(i,j)∈E(G1n)\C1n
K(Y 1i , Y
1
j )
d˜1i
Now, by construction, for all i ∈ (V 1n )c, the vertices Xi have the same neighbors in Gn and
Gin. The same holds for all i ∈ (V˜ 1n )c. As a result the summands above with i ∈ (V 1n )c and
i ∈ (V˜ 1n )c cancel out. We are thus left with:
∣∣Tn − T 1n∣∣ =
∣∣∣∣∣ 1n ∑
i∈V 1n
∑
j:(i,j)∈E(Gn)\C1n
K(Yi, Yj)
di
∣∣∣∣∣+
∣∣∣∣∣ 1n ∑
i∈V˜ 1n
∑
j:(i,j)∈E(G1n)\C1n
K(Y 1i , Y
1
j )
d˜1i
∣∣∣∣∣
≤ 2sn
nrn
(
max
1≤i≤n
‖K(·, Yi)‖2HK + max1≤i≤n‖K(·, Y
1
i )‖2HK
)
. (C.4)
By the Efron-Stein inequality (see [17]; also see Proposition E.1) with q = 2, we have:
E
(
Tn −E[Tn]
)2 ≤ n∑
i=1
E
(
Tn − T in
)2
≤ 16s
2
n
nr2n
E
(
max
1≤i≤n
‖K(·, Yi)‖4HK
)
(a)
≤ 16s
2
n
nr2n
· o
(
n
2
2+/2
)
n→∞−→ 0
where (a) follows from Proposition E.2 and Assumption (A1). By Markov’s inequality, we
immediately have:
Tn −E[Tn] P−→ 0. (C.5)
Next, we will use Proposition E.1 (see [65, Theorem 2]) with q = 4 coupled with Jensen’s
inequality to get:
∞∑
n=1
E
(
Tn −E[Tn]
)4 ≤ ∞∑
n=1
[
n∑
i=1
E
(
Tn − T in
)2]2
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≤
∞∑
n=1
256s4n
n2r4n
E
(
max
1≤i≤n
‖K(·, Yi)‖8HK
)
(b)
≤
∞∑
n=1
256s4n
n2r4n
· o
(
n
4
4+/2
)
<∞
where (b) once again follows from Proposition E.2 and assumption (A1). By combining
Markov’s inequality with the Borel-Cantelli lemma, we get:
Tn −E[Tn] a.s.−→ 0. (C.6)
It therefore remains to show (ii), i.e., E[Tn] converges to E‖E[K(·, Y )|X]‖2HK . Recall the
definition of g(X) from (ii). Observe that, by exchangeability,∣∣∣∣E[Tn]−E‖g(X1)‖2HK ∣∣∣∣
=
∣∣∣∣E[d1−1 n∑
j=1
〈K(·, Y1),K(·, Yj)〉HK1((1, j) ∈ E(Gn))
]
−E‖g(X1)‖2HK
∣∣∣∣
≤ E
[
d1
−1
n∑
j=1
∣∣〈g(X1), g(Xj)〉HK − ‖g(X1)‖2HK ∣∣1((1, j) ∈ E(Gn))]
≤ E [‖g(X1)‖HK‖g(XN(1))− g(X1)‖HK ]
≤
√
E‖g(X1)‖2HK
√
E‖g(XN(1))− g(X1)‖2HK .
Note that E‖g(X1)‖2HK <∞. By Lemma D.3, ‖g(XN(1))−g(X1)‖2HK
P−→ 0. By Lemma D.2,
E‖g(XN(1))− g(X1)‖4HK <∞. Therefore, ‖g(XN(1))− g(X1)‖2HK is a uniformly integrable
sequence of random variables and consequently E‖g(XN(1))− g(X1)‖2HK
n→∞−→ 0. This com-
pletes the proof.
C.4. Proof of Proposition 3.1
Recall the definition of Tn from (C.3). Fix an arbitrary t > 0. By combining (C.4),
the boundedness assumption on K(·, ·) with McDiarmid’s bounded differences inequality
(see [18, Theorem 6.5]), we get:
P
[∣∣Tn −ETn∣∣ ≥ t] ≤ 2 exp(−C∗nt2)
where C∗ := 16M2 (lim supn→∞ sn/rn)
2, sn = qn + tn as defined before. This estab-
lishes (3.5).
By Lyapunov’s inequality (see [20]), it suffices to establish (3.6) for k ∈ N. By standard
concentration inequalities for U-statistics, see for example, [4, Theorem 2], we have:
P
∣∣∣∣ 1n(n− 1) ∑
i 6=j
K(Yi, Yj)−EK(Y1, Y2)
∣∣∣∣ ≥ t
 ≤ C1 exp(−C2nt2)
and
P
∣∣∣∣ 12n(n− 1) ∑
i 6=j
‖K(·, Yi)−K(·, Yj)‖2HK − (EK(Y1, Y1)−EK(Y1, Y2))
∣∣∣∣ ≥ t

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≤ C1 exp(−C2nt2)
where C1 and C2 are positive constants (not depending on t). The proof can then be
completed by invoking Proposition E.3 with An := Tn− (n(n− 1))−1
∑
i 6=jK(Yi, Yj), an :=
EK(Y1, YN(1)) − ‖EK(·, Y )‖2HK , Bn := (2n(n − 1))−1
∑
i 6=j‖K(·, Yi) − K(·, Yj)‖2HK and
b := (1/2)E‖K(·, Y1)−K(·, Y2)‖2HK .
C.5. Proof of Proposition 3.2
Part (i). The proof is a consequence of combining different existing results from the theory
of stabilizing graphs and stabilizing graph functionals (see [79] for details). Let Gn denote
the minimum spanning tree of X1, . . . , Xn. As µX is absolutely continuous, Gn is stabilizing
(see [79, Lemma 2.1]). For any e ∈ E(Gn), let |e| denote the edge weight of e. Note that
#E(Gn) = n− 1. For any M > 0, by the exchangeability of Xi’s, the following holds:
P(n1/d‖X1 −XN(1)‖2 ≥M) =
1
n− 1
∑
e∈E(Gn)
E
[
1(n1/d|e| ≥M)
]
.
As 1(n1/d|e| ≥M) is uniformly bounded by 1, we can use [79, Theorem 2.3, part (i)] (also
see [78]) along with the above display to get n1/d‖X1 − XN(1)‖2 = Op(1). This implies
‖X1−XN(1)‖2 P→ 0 and establishes (A1). Further, by [3, Lemma 4], there exists a constant
B(d) such that max1≤i≤n di ≤ B(d) with probability 1. By choosing rn = 1 and tn = B(d)
establishes (A3). Finally, note that changing one point with another only alters the minimum
spanning tree in the neighborhood of the two points (see e.g., [97, Lemma 2.1]), as is the case
with many other stabilizing graphs as presented in [79]. Therefore, by choosing qn = 2B(d)
establishes (A2).
Part (ii). The proof is the same for the directed/undirected cases. When k = O(1), the
result follows once again from the theory of stabilizing graphs (see [79, Theorem 2.4]), as we
proved in part (i). Unfortunately, when k grows with n, the corresponding nearest neighbor
graph is no longer stabilizing, as has been pointed out in [13, Section 4.3]. So we provide
a different proof. Also we will write k ≡ kn in the proof, to make the dependence on n
explicit. Recall that we have assumed kn ≤ Cn1−δ for some C ≥ 1 and some δ ∈ (0, 1].
As every vertex has at least kn neighbors, we can choose rn = kn. By [59, Lemma 1],
there exists a constant C(d) such that max1≤i≤n di ≤ C(d)kn w.p. 1. Therefore, (A3) holds
with tn = C(d)kn. It is easy to check once again that altering between two points only
changes the NNG in the neighborhood of the points, which implies (A2) holds by choosing
qn = 2C(d)kn. For establishing (A1), we will use the same argument as has been used in
the proof of Theorem 5.1. Towards that direction, pick an arbitrary M > 0. By repeating
the same argument as that of (C.37), we get the following set of inequalities:
P(‖X1 −XN(1)‖2 ≥ )
. P(‖X1 −XN(1)‖2 ≥ , ‖X1‖2 ≤M, ‖XN(1)‖2 ≤M) +P(‖X1‖2 ≥M)
. n−1 + kn log n
n
· M
p
p
+P(‖X1‖2 ≥M).
In the above sequence of displays, all the hidden (by .) constants are further free of M .
Finally, by taking n→∞ followed by taking M →∞ (the order of taking limits is important
here) establishes (A1).
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C.6. Proof of Theorem 4.1
Throughout this proof, we will use the . symbol to hide constants which are uniform over
Jθ for θ fixed. Also we will use Fn to denote the σ-field generated by (X1, . . . , Xn). To
begin, note that,
E[Nn|Fn] = E[K(Y1, Y2)] ·
 1
n
n∑
i=1
1
d˜i
∑
j:(i,j)∈E(Gn)
1
− 1
 = 0. (C.7)
Set a := EK2(Y1, Y2), b := E[K(Y1, Y2)K(Y1, Y3)], c := E[K(Y1, Y2)K(Y3, Y4)] and write,
Var(Nn) = E[N
2
n] =
1
n
E
 n∑
i=1
1
d˜i
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)
2
︸ ︷︷ ︸
Γ1
+
1
n(n− 1)2E
∑
i6=j
K(Yi, Yj)
2
︸ ︷︷ ︸
Γ3
− 2 · 1
n(n− 1)E
 n∑
i=1
d˜−1i
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)
∑
i6=j
K(Yi, Yj)

︸ ︷︷ ︸
Γ2
, (C.8)
where Γ1,Γ2,Γ3 have been simplified below:
Γ1 =
1
n
E
[
a
 n∑
i=1
1
d˜i
+
∑
i,j:(i,j)∈E(Gn)
1
d˜id˜j
+ b( ∑
(i,j,t) distinct:
(i,j),(i,t)∈E(Gn)
1
d˜2i
+ 2
∑
(i,j,s) distinct:
(i,j),(i,s)∈E(Gn)
1
d˜id˜s
+
∑
(i,j,s) distinct:
(i,j),(i,s)∈E(Gn)
1
d˜j d˜s
)
+ c
 ∑
(i,j,s,t) distinct:
(i,j),(s,t)∈E(Gn)
1
d˜id˜s

]
= aE
 1
d˜1
+
1
d˜1
∑
j:(1,j)∈E(Gn)
1
d˜j
+ b
n
E
[∑
i,t
1
d˜2i
· 1((i, t) ∈ E(Gn))(d˜i − 1((i, t) ∈ E(Gn)))
+ 2
∑
i,t
1
d˜id˜t
1((i, t) ∈ E(Gn))(d˜i − 1((i, t) ∈ E(Gn))) +
∑
i,j,s
1
d˜id˜s
· 1((i, j), (j, s) ∈ E(Gn))
−
n∑
i=1
1
d˜i
]
+
c
n
E
∑
i,s
1
d˜id˜s
∑
j,t:j 6=i,s
t 6=i,s, j 6=t
1((i, j), (s, t) ∈ E(Gn))−
∑
(i,j,t) distinct:
(i,j),(i,t)∈E(Gn)
1
d˜2i

= aE
 1
d˜1
+
1
d˜1
∑
j:(1,j)∈E(Gn)
1
d˜j
+ b[3 + 1
d˜1
∑
j
T G˜n(1, j)
d˜j
− 2
d˜1
− 2
d˜1
∑
j:(1,j)∈E(Gn)
1
d˜j
]
+ cE
n− 3 + 1
d˜1
+
1
d˜1
∑
j:(1,j)∈E(Gn)
1
d˜j
− 1
d˜1
∑
j
T G˜n(1, j)
d˜j
 . (C.9)
Similar calculations show that Γ2 and Γ3 simplify as follows:
Γ2 =
2a
n− 1 + 4b ·
n− 2
n− 1 + c ·
(n− 2)(n− 3)
n− 1 , (C.10)
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Γ3 =
2a
n− 1 + 4b ·
n− 2
n− 1 + c ·
(n− 2)(n− 3)
n− 1 . (C.11)
Plugging (C.9), (C.10) and (C.11) in (C.8), we get:
Var(Nn) = E
 1
d˜1
+
1
d˜1
∑
j:(1,j)∈E(Gn)
1
d˜j
 (a− 2b+ c)
+
E
 1
d˜1
∑
j
T G˜n(1, j)
d˜j
− 1
 (b− c)− 2(a− 2b+ c)
n− 1 . (C.12)
Note that by using Assumption (A3), the following bounds follow:
1
d˜1
∑
l 6=1
T G˜n(1, l)
d˜l
≤ t
2
n
r2n
. 1 , 1
d˜1
∑
(1,l)∈E(Gn)
1
d˜l
. tn
r2n
. 1 , 1
d˜1
≤ 1
rn
≤ 1, (C.13)
which implies lim sup
n→∞
Var(Nn) <∞ and establishes (4.1).
In order to prove (4.2), we introduce some notation first. Towards this direction, define:
Vn := 1√
n(n− 1)
∑
i 6=j
K(Yi, Yj), g(Yi) := 2E[K(Y, Yi)|Yi]−E[K(Y1, Y2)]
where Y ∼ µY and is independent of Y1, . . . , Yn. By some standard U-statistics projection
theory (see for example, [107, Theorem 12.3]), the following holds:
lim sup
n→∞
sup
(G,µ)∈Jθ
nE
 1√
n(n− 1)
∑
i 6=j
K(Yi, Yj)− 1√
n
n∑
i=1
g(Yi)
2 . 1. (C.14)
In fact, the bound in [107, Theorem 12.3] is not explicitly stated in the form as above. We
have therefore added a formal proof in Lemma D.4 for completion. Next define,
Vi :=
1√
n
 1
d˜i
∑
j:(i,j)∈E(Gn)
K(Yi, Yj)− g(Yi)
 , N˜n := n∑
i=1
Vi,
and note that,
Nn = N˜n − 1√
n(n− 1)
∑
i 6=j
K(Yi, Yj) +
1√
n
n∑
i=1
g(Yi)︸ ︷︷ ︸
N˜n
. (C.15)
Observe that,
E[Vi|Fn] = E[K(Y1, Y2)]
 1
d˜i
∑
j:(i,j)∈E(Gn)
1− 1
 = 0. (C.16)
for all i = 1, 2, . . . , n. The next step in obtaining normality is to observe that although the
Vi’s are not independent, their dependence is, in a way local. This notion can be formalized
by the construction of a dependency graph (see [8, 84] for details) which we illustrate below.
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Let us construct a graph, say D(Gn) depending on Gn as follows: given i 6= j, we say
that there is an edge between Vi and Vj in D(Gn) iff there is a path of length ≤ 2 joining
Xi and Xj in Gn. Note that whenever Vi and Vj are not connected in D(Gn), there are no
common neighbors between the corresponding Xi and Xj in Gn which further implies that
Vi and Vj are independent conditioned on Fn. As a result, D(Gn) is a dependency graph with
maximum degree . (log n)2γ . We are now in a position to apply Proposition E.5 (see [24,
Theorem 2.7]), which yields:
sup
z∈R
∣∣∣∣∣P
 N˜n√
Var(N˜n|Fn)
≤ z∣∣Fn
− Φ(z)∣∣∣∣∣ . min
{
(log n)20γ
√
nE[
∑n
i=1 |Vi|3|Fn]
(n1/3Var(N˜n|Fn))3/2
, 2
}
(C.17)
almost surely. By an application of the standard power mean inequality, we get:
√
nE
[
n∑
i=1
|Vi|3|Fn
]
.
√
n
n
√
n
E|K(Y1, Y2)|3
n∑
i=1
1
d˜i
∑
j:(i,j)∈E(Gn)
1 ≤ E|K(Y1, Y2)|3. (C.18)
By combining (C.17) and (C.18) with the tower property, we get:
sup
(G,µ)∈Jθ
sup
z∈R
∣∣∣∣∣P
 N˜n√
Var(N˜n|Fn)
≤ z
− Φ(z)∣∣∣∣∣ . sup(G,µ)∈JθE
[
min
{
(log n)20γ
(n1/3Var(N˜n|Fn))3/2
, 2
}]
. (log n)20γn 3−12 + sup
(G,µ)∈Jθ
P
(
nVar(N˜n|Fn) ≤ 1
2
)
. (C.19)
In order to show that the right hand side of (C.19) converges to 0, it suffices to show (by
Markov’s inequality) the following:
sup
(G,µ)∈Jθ
nE
∣∣∣Var(N˜n|Fn)−Var(Nn)∣∣∣→ 0. (C.20)
Towards this direction, let Hn denote the σ-algebra generated by the unordered set
(Y1, . . . , Yn). It is easy to check that E[Nn|Fn] = E[N˜n|Fn] = E[Nn|Fn,Hn] = 0. As N˜n is
measurable with respect to Hn (recall (C.15)), we get:
Var(N˜n|Fn) = Var(Nn|Fn) + Var(N˜n) + 2E
[
E[NnN˜n|Fn,Hn]|Fn
]
= Var(Nn|Fn) + Var(N˜n) (C.21)
and similarly,
Var(N˜n) = Var(Nn) + Var(N˜n). (C.22)
Also, in a similar vein as (C.12), we have the following:
Var(Nn|Fn) = (g˜1 + g˜3)(a− 2b+ c) + (g˜2 − 1)(b− c)− 2(a− 2b+ c)
n− 1 . (C.23)
By using (C.14), (C.21), (C.22), (C.23) and (C.12), we get:
sup
(G,µ)∈Jθ
nE
∣∣∣Var(Nn|Fn)−Var(Nn)∣∣∣
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. o(1) +
(
sup
(G,µ)∈Jθ
n2E (Var(Nn|Fn)−Var(Nn))2
)1/2
. o(1) + 1√
n
+
[
n2 sup
(G,µ)∈Jθ
{
E
(
g˜1 −E
[
1
d˜1
])2
+E
g˜2 −E
 1
d˜1
∑
l 6=1
T G˜n(1, l)
d˜l
2
+E
g˜3 −E
 1
d˜1
∑
(1,l)∈E(Gn)
1
d˜l
2}]1/2. (C.24)
Note that each term within the braces of (C.24) is . n−1(log n)4γ uniformly in Jθ by
using Proposition E.1 coupled with a similar calculation as in (C.4). We omit the details
for brevity. However, note that this observation implies that the right hand side of (C.24)
converges to 0 uniformly in Jθ and consequently proves (C.20). By (C.19), this further
implies that:
lim sup
n→∞
sup
(G,µ)∈Jθ
sup
z∈R
∣∣∣∣∣P
 N˜n√
Var(N˜n|Fn)
≤ z
− Φ(z)∣∣∣∣∣ = 0. (C.25)
Next we show that the Var(N˜n|Fn) term in (C.25) can be replaced with S˜2n. In particular,
it suffices to show that there exists a sequence n → 0 as n→∞ such that:
sup
(G,µ)∈Jθ
P
(∣∣∣∣∣ S˜2nVar(N˜n|Fn) − 1
∣∣∣∣∣ ≥ n
)
n→∞−→ 0. (C.26)
We will prove the above with n = n
−1/6. Towards this direction, note that:
sup
(G,µ)∈Jθ
P
(∣∣∣∣∣ S˜2nVar(N˜n|Fn) − 1
∣∣∣∣∣ ≥ n−1/6
)
.
√
n2+1/3 sup
(G,µ)∈Jθ
E
[
(S˜2n −Var(Nn|Fn))2
]
+ n+
1
6Var(N˜n) (C.27)
+ sup
(G,µ)∈Jθ
P(nVar(N˜n|Fn) ≤ 1/2)
(i)
.
√
n2+
1
3 sup
(G,µ)∈Jθ
max
{
1
n
,E(a˜− a)2,E(˜b− b)2,E(c˜− c)2
}
(C.28)
+ o(1) + sup
(G,µ)∈Jθ
P(nVar(N˜n|Fn) ≤ 1/2)
. n−1/3 + o(1) + sup
(G,µ)∈Jθ
P(nVar(N˜n|Fn) ≤ 1/2) (C.29)
where the last line follows from the fact that max
{
E(a˜− a)2,E(˜b− b)2,E(c˜− c)2
}
. n−1
uniformly over Jθ, which once again, is a consequence of standard U-statistics theory
(see [107, Theorem 12.3]) on observing that a˜, b˜ and c˜ are U-statistics which are unbiased
estimates of a, b and c respectively. Here, (i) follows from (C.14). Further, the third term
on the right hand side of (C.27) is the same as the second term in (C.19). We have already
proved that this term converges to 0 using (C.20) and (C.24). Combining this observation
with (C.25), (C.15) and (C.14) completes the proof.
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C.7. Proof of Proposition 6.3
The proof is very similar to that of Theorem 4.1. We will only highlight the important
differences here. Throughout this proof (i, j) ∈ E(G˜n) will be simplified as i ∼ j, and all
indices are to be interpreted modulo n as stated in the statement of the proposition. The
first important difference is that between S˜n and S˜
2
n,lin. To understand this, we will first
calculate Var(N linn ). Note that EN
lin
n = 0 following the same calculation as in (C.7). Next
we break down E(N linn )
2 = Γlin1 − 2Γlin2 + Γlin3 in the same way as was done in (C.8) with
EN2n being expressed as Γ1 − 2Γ2 + Γ3. Note that Γ1 = Γlin1 . Also Γlin3 is only a function of
µY which makes it easier to simplify, and it turns out to be:
Γlin3 = a+ 2b+ c(n− 3). (C.30)
For Γlin2 , we will first define the following two quantities which arise naturally,
T+1 :=
1
n
n∑
i=1
1
d˜i
1(i ∼ (i+ 1)), T−1 := 1
n
n∑
i=1
1
d˜i
1(i ∼ (i− 1))
As sup
(G˜,µ˜)∈Jθ supi,j P(i ∼ j) . n−1, the following property of T+1 and T−1 follows trivially,
sup
(G˜,µ˜)∈Jθ
max{ET 2+1,ET+1,ET 2−1,ET−1} . n−1. (C.31)
Recall the definitions of a, b and c from the proof of Theorem 4.1. After some tedious
simplification, the expression for Γlin2 turns out to be:
Γlin2 = a(ET+1 +ET−1) + b(4− 2ET+1 − 2ET−1) + c(n− 4 +ET+1 +ET−1). (C.32)
By using (C.32), (C.30), (C.9), (C.31) and setting g1 := E[d˜
−1
1 ], g2 := E[d˜
−1
1
∑
j∼1 d˜
−1
j ] and
g3 := E[d˜
−1
1
∑
j T
G˜n(1, j)/d˜j ], we get:
sup
(G˜,µ˜)∈Jθ
∣∣∣Var(N linn )−a(g1+g3+1)−b(g2−2g1−2g3−3)−c(2+g1+g3−g2)∣∣∣ . n−1. (C.33)
Therefore, Var(N linn ) = O(1) as in Theorem 4.1.
The next step involves constructing the dependency graph to establish a CLT using [8,
Theorem 2.7] (also se Proposition E.5). Observe that:
N linn =
1
n
n∑
i=1
 1
d˜i
∑
j:j∼i
(K(Yi, Yj)−K(Yi, Yi+1))
 .
Let us construct a dependency graph, say D(G˜n) depending on G˜n as follows: given i 6= j,
we say that there is an edge between two vertices Vi and Vj in D(G˜n) iff there is a path of
length ≤ 2 joining Xi and Xj in Gn or if j = i−1, i, i+1. Using this dependency graph, one
can repeat the same set of calculations as in the proof of Theorem 4.1 right up to (C.21)
where a small observation needs to be made.
Recall that Fn was defined as the σ-field generated by {X1, . . . , Xn} and Hn was defined
as the σ-field generated by the unordered set {Y1, . . . , Yn}. In Theorem 4.1, we used that
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E[
∑
i 6=jK(Yi, Yj)|Hn] =
∑
i 6=jK(Yi, Yj) which follows because
∑
i 6=jK(Yi, Yj) is permuta-
tion invariant, which
∑n
i=1K(Yi, Yi+1) is unfortunately not. However, it is easy to check that
E[n−1
∑n
i=1K(Yi, Yi+1)|Hn] = (n(n− 1))−1
∑
i 6=jK(Yi, Yj) which is all we needed anyway.
Therefore, one can proceed from (C.21) to get:
Var(N linn |Fn) = a(g˜1 + g˜3 + 1− 2T−1 − 2T+1) + b(g˜2 − 2g˜1 − 2g˜3 + 4T−1 + 4T+1)
+ c(2 + g˜1 + g˜3 − g˜2 − 2T−1 − 2T+1). (C.34)
Using (C.34), the rest of the proof follows verbatim from the proof of Theorem 4.1 if we
can show that sup
(G˜,µ˜)∈Jθ max{E(a˜lin − a)2,E(˜blin − b)2,E(c˜lin − c)2} . n−1. This follows
from simple moment computations or one could use the Efron-Stein inequality, see [17] or
equivalently Proposition E.1 with q = 2. Similar moment computations have been carried
out multiple times in this paper (e.g., see Lemma D.4) and we omit the details for brevity.
C.8. Proof of Theorem 5.1
In this proof, we will use C to denote absolute constants which might change from one line
to another. Recall the definition of Tn from (C.3). Also note that when G is the kn-NNG,
then one can chose qn (from assumption (A2)) as 4tn. As a result, by (C.4), we have:
Var(Tn) .
t2n
nk2n
E
(
max
1≤i≤n
‖K(·, Yi)‖4HK
)
. t
2
n
nk2n
inf
γ>0
(
γ2 + n
∫ ∞
γ
tP(K(Y1, Y1) ≥ t) dt
)
(C.35)
where the last line follows from a simple union bound. Next we control the bias, i.e., ETn−
E‖E[K(·, Y )|X]‖2HK . Recall the definition of g(·) from assumption (R3). Observe that:
|ETn −E‖E[K(·, Y )|X]‖2HK | = |E
[〈g(X1), g(XN(1))〉HK − ‖g(X1)‖2HK ] |
. E
[(
1 + ρ(X1, x
∗)β1 + ρ(XN(1), x∗)β1
)
ρ(X1, XN(1))
β2
]
.
√
E
[
1 + ρ(X1, x∗)2β1 + ρ(XN(1), x∗)2β1
]√
Eρ(X1, XN(1))2β2 (C.36)
where the first line uses the lipschitz type assumption on g(·, ·) (see (R3)) and and the
last line follows from the Cauchy-Schwartz inequality. As ρ(X1, XN(1)) ≤ ρ(X1, x∗) +
ρ(XN(1), x
∗), both terms of the right hand side of the above display are O(1) using as-
sumption (R2) and Lemma D.2.
Next, by another application of Cauchy-Schwartz inequality and Lemma D.2, for any
C > 0, we have:
Eρ(X1, XN(1))
2β2 . E
[
ρ(X1, XN(1))
2β21
(
max{ρ(X1, x∗), ρ(XN(1), x∗)} ≤ C(log n)1/α
)]
+
√
P(ρ(X1, x∗) ≥ C(log n)1/α) +P(ρ(XN(1), x∗) ≥ C(log n)1/α).
The second term on the right hand side of the above display is bounded by. n−2 by choosing
C > 0 large enough, by using Assumption (R2). In order to bound the first term on the right
hand side above, let us define δ1,n := Ckn log n/n := δ2,n. Next, fix  ∈ (n, C(log n)1/α).
Let N ≡ N(µX , X˜n, , δ1,n) and B1, . . . ,BN denote the µX -covering number and µX -cover
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respectively. Further, let A denote the sub-collection of Bi’s such that µX(Bi) ≤ δ2,n for all
Bi ∈ A. Set B := ∪Ni=1Bi. Next, observe the following sequence of inequalities:
P(ρ(X1, XN(1)) ≥ ,max{ρ(X1, x∗), ρ(XN(1), x∗)} ≤ C(log n)1/α)
. P
(
ρ(X1, XN(1)) ≥ ,X1, XN(1) ∈ X˜n ∩ B
)
+ 2δ1,n
(a)
. P
(
ρ(X1, XN(1)) ≥ ,X1, XN(1) ∈ X˜n ∩ B, X1, XN(1) ∈ ∪Bi /∈ABi
)
+ 2δ1,n
+ 2δ2,nN(µX , X˜n, , δ1,n)
(b)
. nkn+1(1− δ2,n)n−kn + 4δ2,nN(µX , X˜n, , δ1,n) . n−2 + 4δ2,nN(µX , X˜n, , δ1,n). (C.37)
For (a), we use the fact that
P(X1 ∈ ∪Bi∈ABi) ≤
∑
Bi∈A
P(Xi ∈ Bi) ≤ δ2n|A|.
In order to establish (b), note that:
P
(
ρ(X1, XN(1)) ≥ ,X1, XN(1) ∈ X˜n ∩ B, X1, XN(1) ∈ ∪Bi /∈ABi
)
≤ P
(
∃i, j1, . . . , jn−kn−1 all distinct : Xi ∈ ∪Bi /∈ABi, min1≤l≤n−kn−1 ρ(Xi, Xjl) ≥ 
)
≤ nkn+1
(
1− inf
Bi /∈A
µX(Bi)
)n−kn
.
The last line of the above display uses standard combinatorial arguments which imply that
the number of ways of choosing n − kn points out of n points is bounded above by nkn ,
followed by the union bound. The last line of (b) also uses the fact that C is large and
kn = o(n/ log n). Now by expressing expectations as tail integrals, we get:
Eρ(X1, XN(1))
2β21(max{ρ(X1, x∗), ρ(XN(1), x∗)} ≤ C(log n)1/α)
= 2β2
∫ 2C(logn)1/α
0
2β2−1P(ρ(X1, XN(1)) ≥ ,max{ρ(X1, x∗), ρ(XN(1), x∗)} ≤ C(log n)1/α)
. 2β2n + β2δ2,n
∫ 2C(logn)1/α
n
2β2−1N(µX , X˜n, , δ1,n) d.
Combining the above display with (C.36), we get:∣∣ETn −E‖E[K(·, Y )|X]‖2HK ∣∣ . β2n +√ν1,n (C.38)
where ν1,n is as defined in Theorem 5.1. Note that the other terms (apart from Tn) in
η̂n are standard U-statistics which concentrate around their mean at a OP(n−1/2) rate
under the assumptions of Theorem 5.1 (see [108, Theorem 12.3]). Consequently, by combin-
ing (C.35), (C.38) with Proposition E.3 completes the proof.
C.9. Proof of Lemma 7.1
We will be using Lemma D.5 repeatedly in this proof.
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Proof of (a): Note that Tα(·) is location and scale invariant. Therefore, without loss
of generality, we can assume that θ1 = θ2 = 0 and σ
2
1 = σ
2
2 = 1. By plugging in the
characteristic functions of Gaussian distributions, we get:∫
R
E|f̂Y |X(t)− f̂Y (t)|2
|t|1+α dt =
∫
R
exp(−t2)[exp(ρ2t2)− 1]
|t|1+α dt.
The integrand is a strictly increasing function of ρ, which implies that the left hand side
is a strictly increasing function of ρ as well. Finally note that the denominator in (D.5) is
free of ρ. An application of Lemma D.5 then completes the proof for 0 < α < 2. The same
result for α = 2 will follow from part (c). The fact that Tα(µρ) satisfies (P1), (P2) and (P3)
follows from the observation that K(·, ·) as in Remark 2.2 is characteristic, followed by an
application of Theorem 2.1.
Proof of (b): When α = 1, we observe that the numerator of T1(µρ) simplifies as:
∫
R
E|f̂Y |X(t)− f̂Y (t)|2
t2
dt =
∫
R
exp(−t2)
t2
∑
k≥1
(ρ2t2)k
k!
 dt = ρ2G(ρ), (C.39)
where G(ρ) :=
∫
R exp(−t2)
(∑∞
k=1
(t2ρ2)k−1
k!
)
dt. Clearly G(·) is a nondecreasing function in
|ρ| and as a result,∫
R
E|f̂Y |X(t)− f̂Y (t)|2
t2
dt ≤ ρ2G(1) = ρ2
∫
R
1− exp(−t2)
t2
dt = ρ2
∫
R
1− |f̂Y (t)|2
t2
dt.
The right hand side of the above display involves the denominator of T1(µρ). This completes
the proof of part (2).
Next, let us define a function F : R → R such that F (ρ) equals the left hand side
of (C.39). Note that T1(µρ) = F (ρ)/F (1), and F (0) = F
′(0) = 0. Therefore F (ρ) =∫ ρ
0
∫ x
0 F
′′(z) dz dx. Observe that, by an application of the dominated convergence theorem,
we have:
F ′′(z) =
d2
dz2
∫
R
exp(−t2)(exp(z2t2)− 1)
t2
dt
=
∫
R
(4z2t2 + 2) exp(−t2(1− z2)) dt = 2
√
pi
(1− z2)3/2 .
Using this value of F ′′(z), we get:
F (ρ) =
∫ ρ
0
∫ x
0
2
√
pi
(1− z2)3/2 =
∫ ρ2
0
√
pi√
1− x = 2
√
pi(1−
√
1− ρ2).
Therefore F (1) = 2
√
pi and T1(µρ) = 1−
√
1− ρ2.
In the previous discussion, we showed that G(ρ) = T1(µρ)/ρ
2 is a monotonic function in
|ρ|. Therefore,
inf
|ρ|6=0
√
T1(µρ)
|ρ| = lim|ρ|→0
√
1−
√
1− ρ2
|ρ| = lim|ρ|→0
1
|ρ|
√
ρ2
2
+ o(ρ2) = 2−1/2.
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Proof of (c): First, let us obtain a more general expression for T2. Note that:
T2 =
E‖Y1 − Y2‖22 −E‖Y ′ − Y˜ ′‖22
E‖Y1 − Y2‖22
=
E〈Y ′, Y˜ ′〉 −E〈Y1, Y2〉
E‖Y1‖22 −E〈Y1, Y2〉
.
For the multivariate Gaussian case, first we can standardize so that both the marginals have
mean 0 and variance 1. In this setting, EY1Y2 = 0, EY
2
1 = 1 and EY
′Y˜ ′ = ρ2. Plugging
these in the above display completes the proof.
Remark C.1. Although T2 satisfies (P1)-(P3) from Section 2 in the bivariate normal case,
the same is not true in general for distributions on Rd1+d2. T2 will always satisfy (P1) and
(P3) (see the proof of Proposition 1.1 for details), but not necessarily (P2). To see this, note
that for bivariate random variables, T2 can be simplified as follows:
T2 =
Var(E[Y |X])
Var(Y )
.
So for instance, if X ∼ U [0, 1] and Y |X = x ∼ U([−x, x]), then the corresponding T2 is
always 0, although X and Y are clearly dependent.
C.10. Proof of Proposition 1.1
We will prove a more general result with Tα (defined as in (7.1)), for 0 < α < 2 instead of
T ≡ T1. We therefore redefine the corresponding Tn (from (1.1)) as:
Tn := 1−
n−1
∑n
i=1 d
−1
i
∑
j:(i,j)∈E(Gn)‖Yi − Yj‖α2
(n(n− 1))−1∑i 6=j‖Yi − Yj‖α2 .
Now Tn as defined above is not equal to η̂n with K(·, ·) as in Remark 2.2. It can be shown
that Tn−η̂n P−→ 0. However, we will take an alternate route and use a characteristic function
representation (as in Lemma D.5) to directly prove Tα → ηK(µ). We will work under the
assumption that E‖Y ‖2α+2 < ∞ for some  > 0 (cf. the assumption in Proposition 1.1 for
α = 1).
In the first part, we show that Tα satisfies (P1)-(P3) from Section 2. Note that a regular
conditional probability always exists on Rd for Borel probability measures (see [34, Theorem
2.1.15 and Exercise 5.1.16]).
Recall the notation from Lemma D.5. Note that |f̂Y |X(t)|2 ≤ 1 for all t ∈ Rd2 a.s. A
direct application of Lemma D.5 then proves (P1).
Next, if µ = µX ⊗ µY , then µY |X = µY for µX -a.e. X. As a result E‖Y ′ − Y˜ ′‖α2 =
E‖Y1 − Y2‖α2 and consequently, Tα(µ) = 0. Now suppose that Tα(µ) = 0. By Lemma D.5,
we have f̂Y |X(t) = f̂Y (t) for µX -a.e. X and Lebesgue almost every t ∈ Rd2 . This implies
µ = µX ⊗ µY , consequently establishing (P2).
If Y = g(X) µ-a.e., for some measurable function g : Rd1 → Rd2 , then Y ′ = Y˜ ′ = g(X ′)
a.s., which implies Tα(µ) = 1. For the other direction, assume Tα(µ) = 1. This implies
Y ′ = Y˜ ′ a.s. Define a function f : Rd2 → Rd2 such that, for y = (y1, y2, . . . , yd2) ∈ Rd2 ,
f(y) = (tanh(y1), . . . , tanh(yd2)). Note that f(·) is bounded and invertible. Therefore,
0 = E‖f(Y ′)− f(Y˜ ′)‖2 = EVar(f(Y ′)|X ′).
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The above display implies f(Y ′) = E[f(Y ′)|X ′] for µX -a.e. X ′, which further implies Y ′ =
f−1(E[f(Y ′)|X ′]) a.s. This proves (P3).
In the second part, we want to show that Tn
P−→ Tα. Following our argument in Theo-
rem 3.1, we only need to show the following:
E‖Y1 − YN(1)‖α2 n→∞−→ E‖Y ′ − Y˜ ′‖α2 .
The proofs of the other parts go through verbatim as in the proof of Theorem 3.1. In order
to establish the above, note that, by (D.6), we get:
E‖Y1 − YN(1)‖α2 =
1
C(d2, α)
E
[∫
Rd2
1−E(exp(it>Y1)|X1)E(exp(it>YN(1))|XN(1))
‖t‖d+α2
dt
]
=
1
C(d2, α)
∫
Rd2
1−EgX1(t)gXN(1)(t)
‖t‖d+α2
dt,
where gx(t) := E[exp(it
>Y |X = x)] for x ∈ Rd1 , t ∈ Rd2 . By Lemma D.3, gXN(1)(t)
P−→
gX1(t) for each t ∈ Rd2 . As |gx(t)| ≤ 1 uniformly over t ∈ Rd2 and x ∈ Rd1 , by the bounded
convergence theorem EgXN(1)(t)→ EgX1(t) as n→∞. Using this observation, the following
convergence,
1
C(d2, α)
∫
Rd2
1−EgX1(t)gXN(1)(t)
‖t‖d+α2
dt
n→∞−→ 1
C(d2, α)
∫
Rd2
1−E|gX1(t)|2
‖t‖d+α2
dt
follows by using standard arguments involving characteristic functions as in [103, Equations
2.20-2.24] or [30, Section F.1, steps 1-3]. Next note that the right side of the display above
equals E‖Y ′ − Y˜ ′‖α2 by [101, Lemma 1], thereby completing the proof.
C.11. Proof of Proposition 7.2
The proof of this result directly follows from the proof of Theorem 3.1 and [7, Theorem 2.2].
First note that a regular conditional probability always exists on Rd for Borel probability
measures (see [34, Theorem 2.1.15 and Exercise 5.1.16]). Also as K(·, ·) is bounded, all
the moment assumptions from Theorem 3.1 are satisfied by default. The only other thing
to check is whether assumptions (A1)-(A3) hold for the 1-NNG under no assumptions
on µX provided a random tie-breaking mechanism is used (as discussed in the prequel
to Proposition 7.2). All these 3 properties were established for the 1-NNG in [7, Lemmas
10.3, 10.4 and 10.9]. This gives the result.
C.12. Proof of Theorem 8.1
First we state an important result about the consistency of the empirical multivariate ranks
(as in Definition 8.2), i.e., R̂n(·) yields a consistent estimate of R(·) (see [30] for a proof).
Proposition C.1. Suppose µ ∈ Pac(Rd) and n−1
∑n
i=1 δhdi
w−→ ν. Then
n−1
∑n
i=1‖R̂n(Xi)−R(Xi)‖2 a.s.−→ 0.
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Proof of (i): By [30, Proposition 2.2 (ii)], (R̂Xn (X1), . . . , R̂
X
n (Xn)) (or
(R̂Yn (Y1), . . . , R̂
Y
n (Yn))) is distributed uniformly over all n! permutations of the set Hd1n (or
Hd2n ). When µ = µX ⊗ µY , clearly (R̂Xn (X1), . . . , R̂Xn (Xn)) and (R̂Yn (Y1), . . . , R̂Yn (Yn))
are independent and the joint distribution is pivotal. As η̂rankn is a function of
(R̂Xn (X1), . . . , R̂
X
n (Xn), R̂
Y
n (Y1), . . . , R̂
Y
n (Yn)), it also has a pivotal distribution.
Proof of (ii): First let us prove that ηrankK (µ) satisfies (P1)-(P3) from Section 2. As
RY (·) is uniformly bounded coordinate-wise by 1 and K(·, ·) is characteristic, by Theo-
rem 3.1, ηrankK (µ) ∈ [0, 1] which yields (P1). To prove (P2), suppose that X and Y are
independent, then RY (Y ) and X are independent and so ηrankK (µ) = 0 (by Theorem 3.1).
And if ηrankK (µ) = 0, then R
Y (Y ) and RX(X) are independent (by Theorem 3.1) and so
are Y and X (see the proof of [30, Lemma 3.1(b)]). For (P3), if Y is a measurable function
of X, then RY (Y ) is a measurable function of X and so ηrankK (µ) = 1 (by Theorem 3.1).
Finally, if ηrankK (µ) = 1, then R
Y (Y ) is a measurable function of X (by Theorem 3.1), i.e.,
there exists a measurable function h : Rd1 → Rd2 such that RY (Y ) = h(X). Let QY (·) be
the quantile map from Definition 8.1. By Proposition 8.1, we get Y = QY (h(X)), µ-a.e.,
and thus Y is a measurable function of X. This completes the proof.
Next we will show that η̂rankn
P−→ ηrankK (µ). As n−1
∑n
i=1 δhd2i
converges weakly to
U [0, 1]d2 , the following conclusions are easy consequences of the Portmanteau Theorem:
1
n
n∑
i=1
K(R̂Yn (Yi), R̂
Y
n (Yi))
n→∞−→ EK(RY (Y1), RY (Y1)),
1
n(n− 1)
n∑
i 6=j,1
K(R̂Yn (Yi), R̂
Y
n (Yj))
n→∞−→ EK(RY (Y1), RY (Y2)). (C.40)
In the above displays, both terms on the right hand side are deterministic because both of
them are permutation-invariant and (R̂n(Y1), . . . , R̂n(Yn)) is some permutation of the fixed
set Hd2n . Consequently the above convergence is a deterministic result. By an application
of Proposition C.1 and Assumption (A3), it further suffices to show that:
Zn := 1
n
∑
i
d−1i
∑
j:(i,j)∈E(Grankn )
K(RY (Yi), R
Y (Yj))
P−→ EK(RY (Y ′), RY (Y˜ ′)).
In order to establish the above, by an application of Chebyshev’s inequality, it suffices
to show that:
(a) EZ2n n→∞−→
[
EK(RY (Y ′), RY (Y˜ ′))
]2
.
(b) EZn n→∞−→ EK(RY (Y ′), RY (Y˜ ′)).
We first prove (a). For the sake of simplicity, we write
EZ2n = (I) + (II) + (III)
where
(I) :=
1
n2
E
∑
i
∑
j:(i,j)∈E(Grankn )
1
di
(
1
di
+
1
dj
)
E
[(
K(RY (Yi), R
Y (Yj))
)2∣∣∣RX(Xi), RX(Xj)]

(II) :=
1
n2
E
[∑
i
∑
j 6=k:(i,j),(i,k)∈E(Grankn )
(
1
di
+
1
dj
)(
1
di
+
1
dk
)
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× E
[
K(RY (Yi), R
Y (Yj))K(R
Y (Yi), R
Y (Yk))|RX(Xi), RX(Xj), RX(Xk)
]]
(III) :=
1
n2
E
[∑
i 6=j
∑
k 6=`:(k,i),(`,j)∈E(Grankn )
1
didj
E
[
K(RY (Yi), R
Y (Yk))K(R
Y (Yj), R
Y (Y`))|
RX(Xi), R
X(Xj), R
X(Xk), R
X(Xl)
]]
.
We now claim and prove that
(III)→
(
E
(
E
[
K
(
RY (Y˜1), R
Y (Y˜2)
)|X]))2 (C.41)
where Y˜1 and Y˜2 are independent samples from the conditional distribution Y |X. as n goes
to ∞. For this, we define
(I˜II) :=
1
n2
∑
i 6=j
∑
k 6=`:(k,i),(`,j)∈E(Grankn )
1
di
1
dj
E
[
E
[
K
(
RY (Yi), R
Y (Y ′i )
)|RX(Xi)]
× E
[
K
(
RY (Yj), R
Y (Y ′j )
)|RX(Xj)]]
where Y ′i (resp. Y
′
j ) is a sample from the conditional distribution Y |Xi (resp. Y |Xj) inde-
pendent of Yi and Yj . A simple application of the fact that K(·, ·) is continuous a.e., RY (·)
is bounded coordinate-wise, shows that:
|(III)− (I˜II)| . C tn
nrn
∑
i
1
di
E
[ ∑
k:(k,i)∈E(Grankn )
∣∣E[K(RY (Yi), RY (Yk))∣∣RX(Xi), RX(Xk)]
− E[K(RY (Yi), RY (Y ′i ))∣∣RX(Xi)]∣∣]. (C.42)
We show that the right hand side of the above inequality converges to 0 as n → ∞. By
our assumption, E
[
K
(
RY (Y1), R
Y (Y2)
)|RX(X1) = x1, RX(X2) = x2] is uniformly β-Ho¨lder
continuous w.r.t. x1, x2. Applying this to (C.42) shows
lim sup
n→∞
r.h.s. of (C.42) . lim sup
n→∞
tn
nrn
n∑
i=1
1
di
E
[ ∑
k:(k,i)∈E(Grankn )
∥∥RX(Xi)−RX(Xk)∥∥β]
≤ lim sup
n→∞
tn
nrn
E
[∑
i=1
1
di
∑
k:(k,i)∈E(Grankn )
∥∥R̂Xn (Xi)− R̂Xn (Xk)∥∥β].
(C.43)
where the last inequality follows once again from Proposition C.1. Notice that∑
i=1
∑
k:(k,i)∈E(Grankn )
∥∥R̂Xn (Xi)− R̂Xn (Xk)∥∥β = ∑e∈E(Grankn ) |e|β where |e| denotes the length
of the edge e. The right hand side of the above display converge to 0 by our assumption.
This shows |(III)− (I˜II)| converges to 0 as n tends to ∞. On other hand, we define
(˜I) :=
1
n2
E
[
n∑
i=1
∑
j:(j,i)∈E(Grankn )
(
1
d2i
[(
K(RY (Yi), R
Y (Y ′i ))
)2]
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+
1
didj
E
[
K(RY (Yi), R
Y (Y ′i ))K(R
Y (Yj), R
Y (Y ′j ))
])]
(I˜I) :=
1
n2
E
[
n∑
i=1
∑
(j,i),(k,i)∈E(Grankn )
[
1
djdk
K(RY (Yk), R
Y (Y ′k))K(R
Y (Yj), R
Y (Y ′j ))
+
1
d2i
K2(RY (Yi), R
Y (Y ′i )) +
2
didj
K(RY (Yi), R
Y (Y ′i ))K(R
Y (Yj), R
Y (Y ′j ))
]]
.
Note that
(˜I) + (I˜I) + (I˜II) =
1
n2
E
[( n∑
i=1
K(RY (Yi), R
Y (Y ′i ))
)2]
→
(
E
[
K(RY (Y1), R
Y (Y ′1))
])2
(C.44)
where the last convergence follows from the strong law of large numbers and the dominated
convergence theorem. Owing to the fact that Assumption (A3) holds and K(·, ·) is continu-
ous a.e., it is easy to check that (I), (II), (˜I), (I˜I) are converging to 0 as n→∞. Combining
this with (C.41) and (C.44) completes the proof of (a).
Now we move on to (b). By the towering property of the conditional expectation, we
have
EZn = E
[ 1
n
∑
i
d−1i
∑
j:(i,j)∈E(Gn)
K(RY (Yi), R
Y (Yj))
]
= E
[ 1
n
∑
i
d−1i
∑
j:(i,j)∈E(Gn)
E
[
K(RY (Yi), R
Y (Yj))|RX(Xi), RX(Xj)
]]
. (C.45)
By the β-Ho¨lder continuity of E
[
K(RY (Yi), R
Y (Yj))
∣∣RX(Xi) = x,RX(Xj) = y] as a func-
tion of x and y, there exists C > 0 such that∣∣∣E[K(RY (Yi), RY (Yj))∣∣RX(Xi), RX(Xj)]
− E[K(RY (Yi), RY (Y ′j ))∣∣RX(Xi)]∣∣∣ . ‖RX(Xi)−RX(Xj)‖β
where Yi, Y
′
i are two independent samples from the conditional distribution of Y given Xi.
Applying the above inequality, we get∣∣∣r.h.s. of (C.45)− 1
n
E
[ n∑
i=1
K(RY (Yi), R
Y (Y ′i ))
]∣∣∣
. E
[ 1
n
n∑
i=1
∑
j:(i,j)∈E(Gn)
1
di
‖RX(Xi)−RX(Xj)‖β
]
.
The proof of (b) can now be completed using the same steps as those in the proof of (a)
starting from (C.43).
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C.13. Proof of Proposition 8.2
The crucial observation in this proof is that K(y1, y2) = |y1|+ |y2| − |y1− y2| = min{y1, y2}
for y1, y2 ∈ [0,∞). Now, when d2 = 1, RY (·) is simply the cumulative distribution function
of Y ; we will call it FY to stick with conventional notation. Next note that, η
rank
K (µ) can
be simplified as:
ηrankK (µ) =
Emin{FY (Y ′), FY (Y˜ ′)} −Emin{FY (Y1), FY (Y2)}
1/2−Emin{FY (Y1), FY (Y2)} . (C.46)
As min{a, b} = ∫∞0 1(t ≤ a)1(t ≤ b) dt for a, b ∈ R, an application of the dominated
convergence theorem yields:
Emin{FY (Y ′), FY (Y˜ ′)} =
∫
E[(P(FY (Y ) ≥ t|X))2] dt =
∫
E[(P(Y ≥ t|X))2] dµY (t).
and similarly,
Emin{FY (Y1), FY (Y2)} =
∫
(P(Y ≥ t))2 dµY (t).
Plugging the above expressions into the expression of ηrankK (µ) in (C.46) gives:
ηrankK (µ) =
∫ (
E[(P(Y ≥ t|X))2]− (P(Y ≥ t))2
)
dµY (t)∫ (
P(Y ≥ t)− (P(Y ≥ t))2
)
dµY (t)
= ξ(µ).
This completes the proof.
C.14. Proof of Theorem 8.2
Define Cn := (n(n − 1))−1
∑
i 6=jK(R̂
Y
n (Yi), R̂
Y
n (Yj)) and recall that Cn is a deterministic
quantity as was explained in the comment after (C.40). Also EK(R̂Yn (Y1), R̂
Y
n (Y2)) = Cn.
Let Fn := σ(X1, . . . , Xn), i.e., the σ-field generated by (X1, . . . , Xn). Consequently, note
that:
E[Nrankn |Fn] =
√
n
 1
n
n∑
i=1
1
d˜i
∑
j:(j,i)∈E(Grankn )
E[K(R̂Yn (Yi), R̂
Y
n (Yj))]− Cn

=
√
nCn
 1
n
n∑
i=1
1
d˜i
∑
j:(j,i)∈E(Grankn )
1− 1
 = 0. (C.47)
By the same calculation as in (C.12), we get:
Var(Nrankn |Fn) =
(
g˜1 + g˜3 − 2
n− 1
)
(â− 2b̂+ ĉ) + (g˜2 − 1)(̂b− ĉ), (C.48)
where
â :=
1
n(n− 1)
∑
(i,j) distinct
K2(R̂Yn (Yi), R̂
Y
n (Yj))
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b̂ :=
1
n(n− 1)(n− 2)
∑
(i,j,l) distinct
K(R̂Yn (Yi), R̂
Y
n (Yj))K(R̂
Y
n (Yi), R̂
Y
n (Yl))
ĉ :=
1
n(n− 1)(n− 2)(n− 3)
∑
(i,j,l,m) distinct
K(R̂Yn (Yi), R̂
Y
n (Yj))K(R̂
Y
n (Yl), R̂
Y
n (Ym)).
Now â, b̂, ĉ are clearly O(1) and g˜1, g˜2, g˜3 are O(1) by using assumption (A3) (same as
in (C.13)). Next observe that the right hand side of (C.48) is a deterministic quantity.
Therefore by combining (C.47) and (C.48), we get Var(Nrankn ) = O(1).
In order to establish the CLT, define
Npopn :=
√
n
 1
n
n∑
i=1
1
d˜i
∑
j:(j,i)∈E(Grankn )
K(RY (Yi), R
Y (Yj))− 1
n(n− 1)
∑
i 6=j
K(RY (Yi), R
Y (Yj))
 .
(C.49)
By Theorem 4.1 and Lemma D.1, it suffices to show that
sup
G˜∈Jθ
∣∣∣∣∣ Var(Npopn )Var(Nrankn ) − 1
∣∣∣∣∣ n→∞−→ 0.
As in (C.12), we have:
Var(Npopn ) = E(N
pop
n )
2 =
(
g˜1 + g˜3 − 2
n− 1
)
(a˜− 2b˜+ c˜) + (g˜2 − 1)(˜b− c˜). (C.50)
Therefore,
sup
G˜∈Jθ
∣∣∣∣∣ Var(Npopn )Var(Nrankn ) − 1
∣∣∣∣∣ . supG˜∈Jθ
[(
g˜1 + g˜3 − 2
n− 1
)
(a˜− â− 2b˜+ 2b̂+ c˜− ĉ)
+ (g˜2 − 1)(˜b− b̂− c˜+ ĉ)
]
n→∞−→ 0.
This completes the proof.
Appendix D: Some Technical Lemmas
Lemma D.1 (Ha´jek representation). Suppose µ = µX ⊗ µY , µX ∈ Pac(Rd1) and µY ∈
Pac(Rd2). Recall the definition of Npopn from (C.49) and that of Nrankn from (8.7). Consider
the following subclass of graph functionals given by:
Iθ := {G˜ : r−1n tn ≤ θ and G˜rankn := G˜(R̂Xn (X1), . . . , R̂Xn (Xn))},
for θ ∈ (0,∞). Then the following convergence holds, for fixed θ:
sup
G˜∈Iθ
E[(Nrankn −Npopn )2] n→∞−→ 0.
Proof. To prove the above, let us first introduce the notion of the resampling distribution.
Note that when µ˜ = µ˜X ⊗ µ˜Y , the joint distribution of (X1, Y1), . . . , (Xn, Yn) is the same
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as the joint distribution of (X1, Yσ(1)), . . . , (Xn, Yσ(n)) where σ is a random permutation of
the set {1, 2, . . . , n} which is drawn independent of the Xi’s and Yi’s.
The expressions for E(Nrankn )
2 and E(Npopn )
2 has already been presented
in (C.48) and (C.50) respectively. Therefore, in the sequel, we will only focus on the term
E[Nrankn N
pop
n ] where we will use the resampling distribution as discussed above. Towards
this direction, let us define:
a :=
1
n(n− 1)
∑
(i,j) distinct
K(R̂Yn (Yi), R̂
Y
n (Yj))K(R
Y (Yi), R
Y (Yj))
b :=
1
n(n− 1)(n− 2)
∑
(i,j,l) distinct
K(R̂Yn (Yi), R̂
Y
n (Yj))K(R
Y (Yi), R
Y (Yl))
c :=
1
n(n− 1)(n− 2)(n− 3)
∑
(i,j,l,m) distinct
K(R̂Yn (Yi), R̂
Y
n (Yj))K(R
Y (Yl), R
Y (Ym)).
Also to simplify notation, we will use the symbol j ∼ i for (j, i) ∈ E(Grankn ) and let Ẑi :=
R̂Yn (Yi) and Zi := R
Y (Yi). With the above notation, observe that E[N
rank
n N
pop
n ] can be
simplified as follows:
E
[ 1
n
n∑
i=1
1
d˜i
∑
j∼i
K(R̂Yn (Yσ(i)), R̂
Y
n (Yσ(j)))
 1
n
n∑
i=1
1
d˜i
∑
j∼i
K(RY (Yσ(i)), R
Y (Yσ(j)))

−
 1
n
n∑
i=1
1
d˜i
∑
j∼i
K(R̂Yn (Yσ(i)), R̂
Y
n (Yσ(j)))
 1
n(n− 1)
∑
i 6=j
K(RY (Yi), R
Y (Yj))

−
 1
n
n∑
i=1
1
d˜i
∑
j∼i
K(RY (Yσ(i)), R
Y (Yσ(j)))
 1
n(n− 1)
∑
i 6=j
K(R̂Yn (Yi), R̂
Y
n (Yj))

+
 1
n(n− 1)
∑
i 6=j
K(R̂Yn (Yσ(i)), R̂
Y
n (Yσ(j)))
 1
n(n− 1)
∑
i 6=j
K(RY (Yσ(i)), R
Y (Yσ(j)))
]
(∗)
= (g˜1 + g˜3)E
[
K(Ẑσ(1), Ẑσ(2))K(Zσ(1), Zσ(2))
]
+ (3 + g˜2 − 2g˜1 − 2g˜3)E
[
K(Ẑσ(1), Ẑσ(2))
K(Zσ(1), Zσ(3))
]
+ (n− 3 + g˜1 + g˜2 + g˜3)E
[
K(Ẑσ(1), Ẑσ(2))K(Zσ(3), Zσ(4))
]
− 2
n− 1
E
[
K(Ẑσ(1), Ẑσ(2))K(Zσ(1), Zσ(2))
]
− 4(n− 2)
n− 1 ·E
[
K(Ẑσ(1), Ẑσ(2))K(Zσ(1), Zσ(3))
]
− (n− 2)(n− 3)
n− 1 ·E
[
K(Ẑσ(1), Ẑσ(2))K(Zσ(3), Zσ(4))
]
=
(
g˜1 + g˜3 − 2
n− 1
)
(a− 2b+ c) + (g˜2 − 1)(b− c).
Here (∗) follows from (C.9), (C.10) and (C.11). By Proposition 8.1, â, a converge to a˜ in
L1; same holds for b̂, b, b˜ and ĉ, c, c˜. Also â, a, a˜, b̂, b, b˜, ĉ, c, c˜ do not depend on the graph
functional G. Therefore, the following holds:
sup
G˜∈Iθ
E (Nrankn −Npopn )2 = sup
G˜∈Iθ
[(
g˜1 + g˜3 − 2
n− 1
)
{â− 2a+ a˜+ 4b− 2b˜− 2b̂
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+ ĉ− 2c+ c˜}+ (g˜2 − 1)(̂b− 2b+ b˜− ĉ+ 2c− c˜)
]
n→∞−→ 0.
This completes the proof.
Lemma D.2. Let f : X → [0,∞) be any arbitrary measurable function. Recall the con-
struction of the random variables N(i), 1 ≤ i ≤ n from assumption (A1). If Gn satisfies
(A3), then there exists a constant C > 0 (depending on f) such that the following holds:
Ef(XN(1)) ≤ CEf(X1).
Proof. The key argument in this proof is the symmetry in the construction of Gn and the
exchangeability of the Xi’s. Recall the definition of tn from assumption (A3). Observe that:
Ef(XN(1)) =
1
n
n∑
i=1
Ef(XN(i))
=
1
n
n∑
i=1
E
 1
di
n∑
j=1
f(Xj)1((i, j) ∈ E(Gn))

≤ 1
nrn
E
 n∑
j=1
f(Xj)
n∑
i=1
1((i, j) ∈ E(Gn))

≤ tn
rn
· 1
n
E
[
n∑
i=1
f(Xj)
]
≤ CEf(X1)
where the last line follows from Assumption (A3). This completes the proof.
Lemma D.3. Let f : X → H be a measurable function and assume that H is a sec-
ond countable Hilbert space. Then provided Gn satisfies (A1) and (A3), we have ‖f(X1) −
f(XN(1))‖H P−→ 0.
Proof. Fix an arbitrary  > 0. By Proposition E.4 (see [66]), there exists a compact set K
such that f restricted to K is a continuous function and µX(K
c) < . Further, note that
for any δ > 0, we have:
P
(‖f(X1)− f(XN(1))‖H > δ)
≤ P (‖f(X1)− f(XN(1))‖H > δ,X1 ∈ K,XN(1) ∈ K)+P(X1 ∈ Kc) +P(XN(1) ∈ Kc).
The first term on the right hand side of the above display converges to 0 as n→∞ by com-
bining the continuous mapping theorem with Assumption (A1). Moreover, by construction,
P(X1 ∈ Kc) ≤ . Also, Lemma D.2 implies that P(XN(1) ∈ Kc) ≤ CP(X1 ∈ Kc) ≤ C.
Therefore,
lim supP
(‖f(X1)− f(XN(1))‖H > δ) ≤ (C + 1).
This completes the proof as  > 0 is arbitrary.
Lemma D.4. Recall the notation from Theorem 4.1. Assume that EK2(Y1, Y2) < ∞. Set
θ := EK(Y1, Y2) and h(Yi) := 2E[K(Y, Yi)|Yi] for i = 1, 2, . . . , n. Then there exists a
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universal constant D > 0 such that:
nE
 1√
n(n− 1)
∑
i 6=j
K(Yi, Yj)− 1√
n
n∑
i=1
(h(Yi)− θ)
2 ≤ D (EK2(Y1, Y2) + θ2) . (D.1)
Proof. Note that the left hand side of the above display is equivalent to
nE
 1√
n(n− 1)
∑
i 6=j
(K(Yi, Yj)− θ)− 2√
n
n∑
i=1
(E[K(Y, Yi)|Yi]− θ)
2 .
In this proof, we will use . to hide universal constants. Observe that:
E
[
2√
n
n∑
i=1
(E[K(Y, Yi)|Yi]− θ)
]2
= 4E (E[K(Y, Y1)|Y1]− θ)2 . (D.2)
E
 1√
n(n− 1)
∑
i 6=j
(K(Yi, Yj)− θ)
2 = 1
n− 1E(K(Y1, Y2)−θ)
2+
4(n− 2)
n− 1 E(E[K(Y, Y1)|Y1]−θ)
2.
(D.3)
4
n(n− 1)E
∑
i 6=j
(K(Yi, Yj)− θ)
( n∑
l=1
(E[K(Y, Yl)|Yl]− θ)
) = −8E(E[K(Y, Y1)|Y1]−θ)2.
(D.4)
Using (D.2), (D.3), (D.4) and (D.1), completes the proof.
Lemma D.5. Suppose (X,Y ) ∼ µ. Further, given any t ∈ Rd2, set f̂Y |X(t) :=
E[exp(it>Y )|X] and f̂Y (t) := E[exp(it>Y )]. Then we have:
Tα(µ) =
(∫
Rd2
E|f̂Y |X(t)− f̂Y (t)|2
‖t‖d2+α2
dt
)/(∫
Rd2
1− |f̂Y (t)|2
‖t‖d2+α2
dt
)
. (D.5)
Proof. The proof of this lemma is based on [101, Lemma 1] which states that there exists
a constant C(d, α) such that for all x ∈ Rd, the following identity holds:∫
Rd
1− cos〈t, x〉
‖t‖d+α2
dt = C(d, α)‖x‖α2 (D.6)
if 0 < α < 2. The above display combined with the dominated convergence theorem implies.
C(d2, α)E‖Y ′ − Y˜ ′‖α2 =
∫
Rd2
1−E cos〈t, Y ′ − Y˜ ′〉
‖t‖d2+α2
dt =
∫
Rd2
1−E|f̂Y |X(t)|2
‖t‖d2+α2
dt.
Similar calculations as above also yield,
E‖Y1 − Y2‖α2 =
1
C(d2, α)
∫
Rd2
1− |f̂Y (t)|2
‖t‖d2+α2
dt.
By plugging the above displays in the definition of Tα in (7.1) completes the proof.
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Appendix E: Auxiliary Results
This section contains some results which we have been used earlier in the manuscript. Some
of these results are well-known and we have added references for their proofs. Some others
are elementary probability exercises and we leave their details to the reader.
Proposition E.1 (A generalized Efron-Stein inequality, see [17, Theorem 2]). Suppose
W1,W2, . . . ,Wn are independent random variables taking values in some normed linear
space W and F :Wn → R be a measurable function. Further assume W˜i’s are independent
copies of Wi’s. Let S := F (W1, . . . ,Wn) and Si := F (W1, . . . ,Wi−1, W˜i,Wi+1, . . . ,Wn).
Finally define ‖W‖q := E(|W |q)1/q. Then for all integers q ≥ 2, there exists a constant κq
(depending only on q) such that the following holds:
‖S −E[S]‖q ≤ κq
∥∥∥∥∥
√√√√E[ n∑
i=1
(S − Si)2|(W1,W2, . . . ,Wn)
]∥∥∥∥∥
q
.
The special case q = 2 yields the Efron-Stein inequality (see [35]).
Proposition E.2 (Bounding moments of the maximum of random variables). Suppose
W1,W2, . . . ,Wn are i.i.d. random variables taking values in R. Set Mn := max1≤i≤n |Wi|.
If E[|W1|p+] <∞ for some p ≥ 1 and  > 0, then E[Mpn/n] n→∞−→ 0.
Proposition E.3. Suppose there exists a sequence of real valued random variables An and
Bn, a deterministic real-valued sequence an, b ∈ R+ and two sequences vn,1 and vn,2 di-
verging to ∞, such that vn,1|An − an| = OP(1) and vn,2|Bn − b| = OP(1). Also assume
A := supn≥1 an <∞. Then the following holds:
(vn,1 ∧ vn,2)
(
An
Bn
− an
b
)
= OP(1).
Proposition E.4 (Lusin’s Theorem, [65]). Let (Ω1,A1, µ1) be a Radon measure space of
finite measure and Ω2 be a second countable topological space. Then given any Borel mea-
surable function f : Ω1 → Ω2 and  > 0, there exists a compact set K, such that f restricted
to K is continuous and µ1(Ω1 \K) < .
Proposition E.5 (CLT on dependency graphs, see [24, Theorem 2.7]). Suppose {Xi}i∈V be
random variables indexed by vertices in a dependence graph. Set W =
∑
i∈V Xi. If EXi = 0
for all i and Var(W ) = 1, then we have:
sup
z∈R
|P(W ≤ z)− Φ(z)| ≤ 75D10
∑
i∈V
E|Xi|3
where D is the maximum degree of the dependency graph and Φ(·) is the standard Gaussian
cumulative distribution function.
