Abstract-The nonintrusive polynomial chaos (NIPC) expansion method is one of the most frequently used methods for uncertainty quantification (UQ) due to its high computational efficiency and accuracy. However, the number of polynomial bases is known to substantially grow, as the number of random parameters increases, leading to excessive computational cost. Various sparse schemes such as the least angle regression method have been utilized to alleviate such a problem. Nevertheless, the computational cost associated with the NIPC method is still nonnegligible in systems that consist of a high number of random parameters. This paper proposes the first versatile UQ method, which requires the least computational cost while maintaining the UQ accuracy. We combine the hyperbolic scheme with the principal component analysis method and reduce the number of polynomial bases with the simpler procedure than currently available, keeping most information in the system. The ridge regression method is utilized to build a statistical parsimonious model to decrease the number of input samples, and the leave-one-out cross-validation method is applied to improve the UQ accuracy. 
μ(M)
Average value from the Monte Carlo method (MCM).
σ (M)
Standard deviation from the MCM. σ Standard deviation.
I. INTRODUCTION
A N ABSTRACT of a physical phenomenon can be ideally represented by a physical model consisting of a set of equations, enabling scientists to elucidate the laws of physics, such as optics and electromagnetism. The modeling technique [1] has become an essential tool over recent decades, being propelled by advances in computer simulation in the design of manufactured products and the numerical predictions of experimental observations. The finite-difference time domain (FDTD) [2] , [3] method is a powerful and robust technique to model inhomogeneous materials, making it ideally suited for bioelectromagnetic simulations. This paper deals with the numerical simulation of the propagation of electromagnetic waves in the human body. In the FDTD calculations, the one-pole Debye model [4] is utilized to describe the frequency-dependent behavior of human tissues whose frequency response varies from person to person. Such variation is termed as uncertainty.
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input Debye parameters. The methods utilized for uncertainty quantification (UQ) can be classified as either intrusive or nonintrusive. The intrusive UQ methods, such as the stochastic Galerkin scheme [5] , require the modification of existing deterministic code, which takes risks of introducing errors to the well-validated simulators. On the other hand, nonintrusive UQ methods [6] - [8] , such as the MCM [9] - [11] , the stochastic collocation-based method [12] - [14] , and the nonintrusive polynomial chaos (NIPC) expansion method [15] - [17] , treat the simulator as a black box without changing the underlying simulator code. Although the MCM is considered a gold standard technique for UQ, it requires a large number of simulations to produce satisfactory results, leading to computational inefficiency. The NIPC expansion method offers an ideal alternative to MCM. It estimates the outputs of the system using a series of orthogonal polynomials. In NIPC, the input parameters are expanded with a certain number of PC bases, and the projection method [18] or the regression method [13] , [19] can be utilized to estimate the coefficients of these PC bases. In the projection method, the coefficients in NIPC can be estimated by the quadrature rule or MCM, while the regression method is based on the least square minimization of the error between the system output and its approximation. However, both the methods are prone to the curse of dimensionality [20] , whereby the number of required simulations substantially grows, as the number of input parameters increases.
A. Related Work
Many advanced UQ techniques have been proposed over the last decade to lift the curse of dimensionality. Ideas behind these techniques include sparse strategies, the hierarchical approach, and model order reduction.
In general, higher order PC bases are usually less important than the lower order PC bases, and thus, the preservation of the latter is usually prioritized when it comes to the selection of PC bases. The work in [21] builds the sparse PC expansion using the q-quasi-norm [22] , [23] . Such norms penalize the highorder PC bases, resulting in only significant bases retained in the PC expansion. The techniques based on the analysis of variance (ANOVA) [24] - [29] have also been utilized to exploit the sparsity of the generalized PC expansion. For instance, [27] develops a hierarchical stochastic spectral simulator based on the anchored ANOVA in which an anchor point and a threshold are introduced to the ANOVA in order to obtain a truncated ANOVA decomposition. Reference [30] proposes an ANOVAbased stochastic simulator to efficiently simulate subsystems within a hierarchical system. This technique treats the outputs of the subsystem as new random inputs of the entire system, thereby considerably reducing the number of input parameters.
Reference [31] utilizes the adaptive L 0 regularization to perform the feature selection in order to ascertain a unique solution for an underdetermined equation. Reference [32] proposes a method based on a stochastic collocation to solve the high-dimensional UQ problems, whereby a tensor recovery approach is adopted to significantly reduce the cost of a tensor product. Reference [33] proposes a model reduction technique to obtain the optimum number of samples based on the quadrature point sampling method [34] . Such reduced models can preserve the important properties of the original system. Furthermore, most UQ techniques assume that the input parameters are Gaussian and correlated. The work in [35] generalizes the stochastic collocation method to quantify the uncertainty of systems, which consist of non-Gaussian and correlated input parameters.
B. Paper Contributions
This paper extends a recently developed least angle regression (LARS)-based [21] , [36] - [40] UQ method [41] aiming to further reduce the computational cost of UQ for FDTD computation. Our proposed method consists of three stages: sample selection, sparsity process, and UQ. 1) Sample Selection: An efficient sampling method is crucial for determining the accuracy of the UQ results. This paper adopts the Latin hypercube sampling (LHS) method [42] , [43] for sample selection, making use of its property of variance reduction and its capability to preserve the real variability of Debye parameters within the selected samples. 2) Sparsity Process: This stage combines the principal component analysis (PCA) [44] , [45] method with the hyperbolic scheme [23] to minimize the number of PC bases and improve the stability of the UQ results. The PCA method transforms a large set of input parameters into a smaller set while retaining a high proportion of the information from the original set of data. Such a procedure reduces the number of input parameters. The transformed input parameters are then utilized to construct the sparse PC expansion based on the hyperbolic scheme. As a consequence, only a quarter of the PC bases are required in comparison with the number utilized for NIPC expansion via general truncation [20] . 3) UQ: We adopt the ridge regression (RR) method [46] , [47] to estimate the coefficients of PC bases. Following the sparsity process, the number of input samples may fall below the number of PC bases leading to the NIPC expansion being underdetermined. In this case, the ordinary least square (OLS) method [48] is unable to provide a unique solution. However, the RR method is capable of handling such a problem. It introduces a penalty term to the regression method and makes the matrix inversion function irrespective of the number of input samples without degrading the accuracy of the UQ results. Furthermore, the RR method can deal with the problem of multicollinearity, which exists among PC bases [49] . In statistics, multicollinearity is a phenomenon in which PC bases correlate with one another, with the influence of each PC basis on the UQ results hard to isolate and distinguish [50] , [41] . The coefficient estimation for these correlated PC bases is, therefore, unreliable. Due to the ease of implementation and its nonparametric nature [51] , PCA has gained high popularity in its ability to help determine UQ over the past decade [52] - [56] . Various extensions of PCA, such as kernel PCA [57] and nonlinear PCA [58] , have been proposed to solve specific problems. This paper adopts the standard PCA for dimensionality reduction in order to reduce the complexity of the entire UQ algorithm. Although the standard PCA has some limitations [51] , the influence of these limitations on the UQ results is trivial. For example, one of the limitations of PCA is that the transformed principle components are difficult to interpret. However, such a limitation does not impact the nonintrusive UQ method.
This paper is organized as follows. Section II explains the principle of the hyperbolic scheme, the PCA method, the RR method, and the proposed method. Section III details the numerical experiments for UQ by the MCM and the proposed method. Finally, we discuss the results from these techniques with the merits of the proposed method outlined and evaluated.
II. METHODOLOGY
The principles of the hyperbolic scheme, the PCA method, the RR method, and the proposed method are presented in Section II. The hyperbolic scheme enables us to build a sparse PC expansion. The PCA method is capable of reducing the number of input parameters, thereby further reducing the number of PC bases. The RR method and the proposed method are used for UQ based on the sparse PC expansion.
A. Hyperbolic Scheme for PC Expansion
The PC basis is defined as
is the index of the PC basis and ξ 1 , ξ 2 , . . . , ξ K are the K input parameters. In this paper, each input parameter ξ k represents a certain Debye parameter of a certain tissue, and the electric field E is observed in the FDTD simulations. The highest order of the PC basis in a PC expansion is denoted as r ∈ [1, +∞). We set r to a certain finite value so that the PC expansion is truncated from the infinite PC expansion. In this case, b k satisfies
and the total number of PC bases in the PC expansion is
The combination of
for 0 < q ≤ 1, and thus, the number of PC bases in the PC expansion can be reduced from (2) based on the q-quasi-norm.
The details of the hyperbolic scheme are explained in [41] .
B. Principal Component Analysis
PCA is a dimension-reduction method used to transform a set of parameters into a number of uncorrelated parameters, namely, the principal components. The PCA starts with the standardization of the data. We define a matrix
, where the vector ξ is a combination of K Debye parameters of interest as in ξ = [ξ 1 , ξ 2 , . . . , ξ K ] and ξ (m) indicates the mth ξ . X is presented as
ξ (2) . . .
Let ξ k be a vector consisting of M samples for ξ k as in
] T , and matrix X be the standardized
, and σ k is the standard deviation of
The standardization process enables all theξ values in X to have the same measurement scale [59] , thereby improving the accuracy of PCA.
. G is then decomposed into eigenvectors and eigenvalues as in
where P is a K × K matrix, which is the combination of a set of K eigenvectors, and H is the eigenvalue matrix presented as
. . , H K } are the eigenvalues of G. The eigenvalues are also called the characteristic roots used as the explanatory importance with respect to ξ k .
The eigenvectors indicate the principal components of G. We define the vector
The vector of the cumulative variance explained C = { C 1 , C 1 , . . . , C K } is the cumulative summation of the elements of C given by
C indicates how much information the first K eigenvectors carry. In PCA, we select the first D principal components
, where ρ is a certain percentage of the information to be dropped. Let P be the K × D matrix of eigenvectors when D principal components are kept. The original sample set is then transformed into a new subset as in
where
indicates the mthξ value. The K-dimensional feature space is, therefore, transformed into a D-dimensional feature subspace.
C. Ridge Regression Method
In the NIPC method, the multicollinearity exists among the PC bases. For example, when considering three input parameters, the Hermite polynomials ψ 100 (ξ 1 , ξ 2 , ξ 3 ) = ξ 1 and , ξ 2 , ξ 3 ) . As a consequence, the NIPC method is unable to accurately distinguish the influence of ψ 100 (ξ 1 , ξ 2 , ξ 3 ) on the UQ results, and thereby, the estimated coefficient of
In the projection method, the input samples to the system are predetermined among the vast number of random samples, and the number of input parameters cannot be reduced in a computationally efficient manner [60] , leading to the high computational cost. On the other hand, the regression method can vary the number of input samples. Hence, this paper focuses on the regression method to estimate the coefficients of PC bases. The regression method performs the matrix inversion under the condition [19] that the number of input samples exceeds the number of PC bases, i.e., oversampling. Such a condition restricts the minimum number of input samples. Relatively, a high number of input samples may hinder the computational efficiency of the NIPC method. However, this does not necessarily mean that the regression method is unable to provide an optimal solution for UQ when this condition is not met.
The RR method has the potential to analyze the data that suffers from multicollinearity, and it also enables the NIPC method to function irrespective of the number of samples.
In the RR method, the NIPC expansion is expressed as a linear regression model of
where T (ξ (m) ) is the predicted value of |E| 2 for ξ (m) , the poly-
indicates the index of the lth ψ, and a is the coefficient of ψ.
We define a as a vector consisting of L coefficients as in a = [a b 1 , . . . , a b L ] T , and the PC bases matrix
a is calculated by
where v is a constant named the penalty factor
is a vector of the M |E| 2 obtained by the FDTD simulation, |E m | is |E| when ξ (m) is used for the FDTD computation, and 1 is an L × L identity matrix as in
When v = 0, the calculation of a is reduced to the one in the OLS method as in
in which the condition of M ≥ L must be met. v is determined by minimizing the penalized sum of
In ( (13) than that in the case of v = 0. Minimizing (13) is equivalent to finding an optimum value of v that enables the estimation of a to reach the stable status. We use the leave-one-out cross-validation (LOOCV) method to identify the stable status of a at which the LOO error ε l of T (ξ (m) ) becomes minimum. At each scanned v, a is calculated in (10) , and ε l is computed as in
where h m is the mth diagonal element of the square matrix
The process of process of calculating a and ε l using v is called an RR iteration. After scanning v, we choose v, whose corresponding ε l is the smallest, as the optimum value. Once v is determined, a is calculated in deviation σ of |E| 2 is calculated by by
The range setting of v depends upon the experimental design.
A large value of v will lead to a large value of the penalty term of v L l=1 a b l 2 in (13) and a small value of a [61] . Thus, the estimation of the variance will become smaller than its true value. Therefore, in general, v tends to be small [47] .
D. Proposed Method for Uncertainty Quantification
This section proposes the UQ method, aiming at the quantification of the uncertainty of the FDTD results with the minimum computational cost while ensuring the accuracy of the UQ results, based on the PCA and RR methods, herein named the PCA-RR-based method. It follows the principle of statistical parsimony [62] stating that a regression model should be built using only significant PC bases, thereby decreasing the complexity and increasing the stability of the regression model. The procedure of the PCA-RR-based method is as follows. 
where the PC bases matrix
Otherwise, the RR method is utilized to calculate a as in
where v is scanned and set to the one when
reaches its minimum.ĥ m is the mth diagonal element of the square matrix( T ) −1 T .
5) Average Value and the Standard Deviation:
We calculate the average value μ of |E| 2 as in
and calculate σ in (15). The PCA-RR-based method is summarized in Fig. 1 .
The PCA-RR method offers the following two advantages, which allow us to minimize the computational cost of UQ while maintaining the accuracy of the UQ results.
1) Before building the sparse PC expansion, the PCA method is utilized to reduce a certain number of input parameters. As a consequence, we obtain a less number of PC bases than in the PC expansion without using the PCA method. The fewer number of PC bases required for the UQ computation means the lower complexity of the regression model, thereby improving the stability and accuracy of the UQ results. 2) Although the RR method is more versatile than the OLS method, it has a higher algorithmic complexity compared with the OLS method and requires more computational resources. The condition of M ≥ L in Fig. 1 enables to improve the computational efficiency for UQ. When M ≥ L, the RR method is not the preferred method to calculate a; rather, the OLS method in (16) is then best suited. As a consequence, the unnecessary computation of using the RR method is avoided, and the computational cost of the PCA-RR-based method is reduced.
III. NUMERICAL EXPERIMENTS FOR UNCERTAINTY QUANTIFICATION
The MCM and the PCA-RR-based method are utilized to quantify the uncertainty of the FDTD results. The simulation scenario is shown in Fig. 2 where we place a point soft source excitation 17 mm away from the human body and observe E in the middle of the prostate tissue. Ten layers of the complex frequency-shifted-perfect matched layers (CFS-PML) [63] , [64] are used to terminate the 265×490×601 FDTD space. The digital human phantom (DHP) used in this paper is provided by RIKEN (Saitama, Japan) under the nondisclosure agreement between RIKEN and The University of Manchester. The usage was approved by the RIKEN Ethical Committee. We use |E| 2 as the output of the 3-D FDTD simulation calculated as in
, where (i, j, k) is the point location of the observation in the prostate and n is the FDTD time step. There are five influential tissues (fat, skin, muscle, bone, and prostate) between the excitation and observation. |E| 2 significantly observed changes when one or more of the Debye parameters of the influential tissues are changed. The Debye parameters for all human tissues are presented in [65] . In our scenario, the input parameters refer to the Debye parameters of interest of the influential tissues whose complex permittivity and conductivity are varied within ±10% in the FDTD simulations. The remaining Debye parameters of the human tissues as well as the values associated with the setting of the FDTD simulations, such as temporal and spatial sampling rate, are treated as constants.
1) MCM:
The details of utilizing the MCM for UQ are explained in [41] , where μ(M) and σ (M) 2 are calculated by
and (6) and (7), respectively. The results are presented in Fig. 3 . Fig. 3 shows that 31.89% information can be explained by the first principal component, and the contribution of each principal component to the total information is gradually reduced with the growth of k. Furthermore, the first six (D = 6) principal components possess over 95% information ( C 6 = 96.93%). Therefore, the first six principal components are kept. We obtain L = 12 by replacing K in Section II-A with D in case of D = 6 and r = 2. The condition of M ≥ L is not met. Thus, the RR method is required for the calculation of a. Fig. 4 shows the change in the first five a b l values, as v increases from 10 −6 to 2 · 10 −3 with an interval of 10 −6 . At some point, these coefficients become stable and gradually shrink to zero. Fig. 5 shows ε l calculated using a in Fig. 4 . ε l is minimum when v = 2.2 · 10 −4 . We, therefore, choose a calculated with v = 2.2 · 10 −4 . σ of |E| 2 is then estimated in (15) using the chosen a value, and μ of |E| 2 is estimated in (20) using the ten |E| 2 values obtained from the ten FDTD simulations.
IV. RESULTS AND DISCUSSION
Section IV presents μ and σ obtained from the MCM and the PCA-RR-based method. Furthermore, a discussion is carried out to emphasize the merit of the PCA-RR-based method. 
A. Results

1) Average Values: μ(M)
of the first M |E| 2 value obtained from the MCM is presented in Fig. 6 , where M varies from 2 to 10 4 . Fig. 7 shows μ obtained from the 
B. Discussion
The PCA-RR-based method focuses on the improvement in computational efficiency while preserving the accuracy of the UQ result. The performance of the PCA-RR-based method is analyzed from the viewpoint of its accuracy and computational efficiency.
1) Accuracy:
We define the result from the PCA-RR-based method less than ±5% away from the result of the MCM as a satisfactory result; 875 μ out of 1000 μ in Fig. 7 and 722 σ out of 1000 σ in Fig. 9 are satisfactory. The accuracies of using the PCA-RR-based method for UQ of the FDTD results are, therefore, 87.5% for average estimation and 72.2% for standard deviation estimation, which outperforms one of the state-of-the-art UQ techniques, namely the LARS method, whose accuracies are 86.8% for average estimation and 63.4% for standard deviation estimation [41] . The main causes of the unsatisfactory results from the PCA-RR-based method include underfitting, outlier, and unreasonable ε l . The underfitting and the outlier have been detailed in our previous work [41] . As for the unreasonable ε l , in the process of the RR method, v is determined at which ε l is minimum. We randomly choose the 100 satisfactory σ and 100 unsatisfactory σ in Fig. 9 and present their corresponding minimum ε l in Fig. 10 . It is worth noting that minimum ε l of the 100 unsatisfactory σ are about six times higher than those of the 100 satisfactory σ . We call ε l larger than 0.5 as the unreasonable ε l . In the RR method, all 2000 scanned v could yield unreasonable ε l . In such a case, the minimum ε l value is also unreasonable. An unreasonable ε l value indicates that the calculation of a in the PCA-RR-based method is not accurate, and thus, the UQ result deviates from its true value.
Furthermore, we evaluate the influence of the LHS method on the accuracy and stability of the PCA-RR-based method. The average and the standard deviation of σ in Fig. 9 , which are obtained from the PCA-RR-based method with the LHS method, are 3.395 ± 0.349, while σ (10 4 ) = 3.348. Replacing the LHS method with the random sampling (RS) method, we conduct 1000 experiments to obtain 1000 σ using the PCA-RR-based method. The average and the standard deviation for 1000 σ are presented in Table I , which demonstrates that the LHS method improves both the accuracy and stability of the PCA-RR-based method.
2) Computational Efficiency: Apart from the FDTD simulation, the computational cost of the UQ technique is negligible. Therefore, we only take the number of required FDTD simulations into account when evaluating the computational efficiency of the UQ technique. Fig. 11 shows the number of required FDTD simulations with an increase of K in the three methods of the general PC expansion, the sparse PC expansion, and the PCA-RR-based method, where the general PC expansion refers to the PC expansion with L calculated in (2) without utilizing the hyperbolic scheme. The PCA-RRbased method demands the smallest number of FDTD simulations among the three techniques, thereby greatly reducing the computational cost. For example, when K = 10, the number of required FDTD simulations in the general PC expansion and the sparse PC expansion is 66 and 20, respectively, whereas the PCA-RR-based method only requires ten FDTD simulations. In general, when q = 0.4, the computational cost with regard to the FDTD simulations in the PCA-RR-based method is half of the cost required in the sparse PC expansion. Though the minimum number of required FDTD simulations in the PCA-RR-based method is identical to the number of input parameters, the accuracy of the UQ results can be further improved from additional input samples. Fig. 12 shows μ and σ obtained from the PCA-RR-based method varying M from 10 to 100. The μ and σ from the MCM when M = 10 4 are presented as dashed lines for comparison. When M is greater than 30, the fluctuation of σ is small. Fig. 13 shows the influence of v on σ in (15) in case of M = 10, where v varies from 10 −7 to 0.5. With the increase in v, a in (17) gradually decreases, resulting in the reduction of σ in (15) .
We define the PCA-RR-based method with the minimum ε l value in (18) less than 0.1 as the high-accuracy PCA-RR (HA-PCA-RR)-based method. in [20] and [52] , where the P-PCA-RR-based method refers to the parsimonious PCA-RR-based method, which only uses the minimum number of required FDTD simulations. Reference [52] combines the PCA with sparse grid interpolation for UQ, and the relative tolerance is set to 0.2 in our scenario. Reference [20] proposes a combined uncertaintybased UQ method. It is worth noting that the accuracy of σ in the HA-PCA-RR-based method outperforms other UQ methods while it demands the second least number of FDTD simulations. Though the performance of the P-PCA-RR-based method is relatively moderate, it requires the least number of FDTD simulations.
V. CONCLUSION
Various sparse techniques can be utilized to alleviate the curse of dimensionality. However, the computational cost is still nonnegligible when a system has a considerable number of input parameters. This paper proposed a versatile UQ technique in order to overcome this problem. Contrary to the previous works on UQ, the PCA-RR-based method significantly reduces the number of required FDTD simulations by combining the PCA method and the hyperbolic scheme. It also introduces the RR method in the calculation of the NIPC coefficients to enable the matrix inversion to be successfully performed irrespective of the number of input samples. As a consequence, the PCA-RR-based method is capable of accurately quantifying the uncertainty of the FDTD computation using only ten FDTD simulations for ten input Debye parameters, whereas at least 66 FDTD simulations are required in the general NIPC expansion.
The main contribution of this paper lies in the significant reduction in the computational cost for UQ. Comparing with the existing UQ techniques, the PCA-RR-based method is one of the least-costly UQ techniques. Furthermore, it presents better stability than other regression techniques, such as the LARS method and the least absolute shrinkage and selection operator (LASSO) method [66] , since our method reduces the complexity of the regression model.
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