In this paper, we consider partially linear models in the form Y = X T β + ν(Z) + ε when the response variable Y is sometimes missing with missingness probability π depending on (X, Z), and the covariate X is measured with error, where ν(z) is an unspecified smooth function. The missingness structure is therefore missing not at random (NMAR), rather than the usual missing at random (MAR). We propose a class of semiparametric estimators for parameter of interest β, as well as for the population mean E(Y ). The resulting estimators are shown to be consistent and asymptotically normal under general assumptions. To construct a confidence region for β, we also propose an empirical likelihood based statistic, which is shown to have an asymptotic chisquared distribution. The proposed methods are applied to analyze an AIDS clinical trial data set.
INTRODUCTION
The partially linear model assumes that the response variable Y depends on variable X in a linear way but is related to another independent variable Z in an unspecified form, i.e., it is of the form
where X is a p-vector covariate, Z is a scalar covariate, the function ν(·) is unknown, and the model error ε has mean zero conditional on (X, Z).
There is a substantial literature on kernel-based methods for partially linear models and their generalizations, see for example, Engle et al. (1986) , Speckman (1988) , Robinson (1988) , Severini & Staniswalis (1994) , Zeger & Diggle (1994) , Opsomer & Ruppert (1999) and Härdle, Liang & Gao (2000) , among many others. Liang, Härdle, & Carroll (1999) considered model (1) with error-prone X. Recently, missing data issues have been considered, with Liang, Wang, Robins & Carroll (2004) considering the case that X in (1) is missing at random, while Wang, Linton & Härdle (2004) consider the case that the response Y is missing at random.
In this paper, we consider the missing response case, but in addition we allow some of the components of X to be measured with error. Our motivation is from AIDS clinical trials, where the response, variable viral load RNA, can be missing. In addition, the covariates, CD4 measurements,
are measured with error. Measurement error in predictors causes a bias in the estimated regression coefficient. While Liang, et al. considered the measurement error problem, they did not allow for missing responses.
We deal with the case that X is measured with additive errors in the following sense: we cannot observe X directly but can observe a surrogate W related to X by
If δ = 1 indicates that Y is observed and δ = 0 indicates that Y is missing, we assume that the measurement error U is independent of (Y, Z, X, δ) and with E(U) = 0, cov(U) = Σ uu , and E{U(UU T β) T } = 0 for all β. We first assume that Σ uu is known, and later extend the results to the general case.
It is important to stress that under the setting considered in this paper, see (3) below, the missingness of Y is allowed to depend on (X, Z), but not otherwise on W . Since the true X is not observable, Y is therefore not missing at random (NMAR). Since we will make no further assumptions, such as on the distribution of X or on the missing data probabilities, what we are dealing with here is conceptually quite different from most studies of missing data in which missing at random or missing completely at random is assumed.
The paper is arranged as follows. In Section 2 we define the missing data mechanism for the problem and propose our estimation methods. These are weighted estimating equations leading to computationally simple methods. Asymptotic theory and inference is also derived. In Section 3, following Wang, et al. (2004) , we give three equivalent estimators of the mean E(Y ), which are shown to be semiparametric efficient in certain circumstances. To improve confidence intervals based on the standard error estimates, in Section 4 we develop an empirical log-likelihood ratio statistic, and show that it has an asymptotic chi-square distribution. Section 5 contains the results of a small simulation study, while Section 6 presents the results of our statistical analysis of an AIDS study. Some concluding remarks are given in Section 7. All proofs are given in the Appendix.
ESTIMATION AND MAIN RESULTS

Known Measurement Error Covariance Matrix
As described previously, we assume that if X were observed, the missing data mechanism follows the missing at random mechanism in the sense that
for some unknown π(X, Z). As stated previously, we also assume that the measurement errors U are independent of (Y, Z, X, δ), so that pr
n} are independent and identically distributed.
In this paper, we use local constant smoothers with fixed bandwidths for simplicity in presenting the derivations of the theoretical results: extensions to local polynomial estimation are straightforward, with no change in the limiting distribution of the estimate of β. In what follows, we denote
, and denote Σ X|Z = cov( Xδ).
Note that δY = δX T β + δν(Z) + δε. From our assumptions, it follows that E(δY |Z) = E(δX T |Z)β + E(δ|Z)ν(Z). If X is observed, and m x (z) and m y (z) are known, one can obtain a least squares type estimator of β as
It is easily shown that this estimator is consistent, asymptotically normal, etc.; see Wang, et al. (2004) .
The formula above cannot be applied directly when X is measured with error, and m x (z) and m y (z) are unknown. However, by our assumptions, E(δW |Z) = E(δX|Z). We thus propose a correction for attenuation estimator of β:
where m w (z) and m y (z) are nonparametric regression estimators. Let K(·) be a symmetric density function, let h be a suitable bandwidth and defineK h (z) = K(z/h)/h. These estimators take the form
Remark 1 Alternative estimators are readily constructed, but generally suffer from complications.
For example, since Y − E(Y |Z) = {X − E(W |Z)} T β + ε, an obvious approach is to estimate E(W |Z) and E(Y |Z) using all the data. The former is easy: any nonparametric regression will do.
The latter though is problematic, because of the missing responses, the possibility that missingness depends on X, and the fact that X is unobserved. There does not appear to be an easy way to estimate E(Y |Z) consistently under the current conditions. Note that one of the most important features of the proposed approach is that, by using the standard measurement error model (2), it can handle the not missing at random case with ease and still provide √ n-consistent estimators, as shown in the theorems that follow.
Before presenting our first main result, we note that throughout the paper we make some general assumptions that are listed in the Appendix. 
The proof of Theorem 1 is given in the Appendix.
Remark 2
In typical nonparametric kernel regression, bandwidth selection plays a key role in the performance of nonparametric estimators in terms of their bias and variance. In partially linear models, β is of main interest, and ν(z) is a nuisance function. Based on Assumption 1 (b), only the rate of order n −1/5 is needed to lead to the same limit distribution for estimating β. In implementing our proposed estimation procedure, we adopt Ruppert, Sheather, and Wand's (1995) approach to search for the bandwidth. Our limited experience indicates that the numerical performance of the resulting estimators of β is stable around the selected bandwidth.
Checking the proof of Theorem 1, we see that Σ β can be estimated via a standard sandwich method as follows. Let
X|Z . Then it is easily shown that Σ β is a consistent estimator of Σ β .
Estimated Measurement Error Covariance Matrix
The covariance matrix Σ uu is generally unknown and needs to be estimated. The usual method of doing so (Carroll, et al., 1995, Chapter 3) is by partial replication, so that we observe
For notational simplicity, we assume that m i ≡ 2. Extension to more general settings is straightforward, see Liang, et al. (1999) for a related discussion. Let W i be the sample mean of the replicates W ij . A consistent, unbiased method of moments estimate for Σ uu is
The corresponding estimator of β is
where m w (z) is the local constant estimate of m w (z) based on the data {(W i , Z i ), i = 1, . . . , n}.
We now present the following theorem.
Theorem 2 Under the general conditions of Theorem 1, the estimator β n,2 given in (6) is consistent and asymptotically normal with covariance matrix Σ −1
X|Z , where
By a straightforward but tedious derivation, Theorem 2 can be proved in a manner similar to Theorem 1: we omit the details.
The standard error estimates can also be derived. A consistent estimate of Σ X|Z in this case is defined as
The Γ * can be estimated as follows. Let
Then a consistent estimate of Γ * is the sample covariance matrix of the R i δ i 's. See Liang, Härdle, and Carroll (1999) for a detailed discussion.
Estimation of the Mean E(Y )
It is of interest to estimate the mean E(Y ) = θ. Cheng (1994) studied this problem in the purely nonparametric regression case, while Wang, et al. (2004) studied the partially linear model with X observed. Here we construct three estimators of θ when X is not observed. The methods are analogous to those of Wang, et al. in the case that X is observed. Like them, we show that the three estimators are asymptotically equivalent.
In a manner similar to Cheng (1994) , we can construct two estimators of θ as follows:
) in a way similar to Liang, Härdle, and Carroll (1999) . This rate satisfies our assumption to establish the asymptotic normality of the estimators of θ.
We define a third estimator of θ as
Note that if we try to substitute s n (z) by an estimator of π(x, z), a problem arises because X is measured with error, so that exact X is not available for estimating π(X, Z). In the following theorem, we give asymptotic normality of the three estimators, showing that they are asymptotically equivalent.
Theorem 3 In addition to the assumptions of Theorem 1, assume that nh 4 → 0. Then n 1/2 ( θ n,• − θ) has an asymptotically normally distribution with mean 0 and variance
"ave", "est", or "wei".
INFERENCE BASED ON EMPIRICAL LIKELIHOOD PRINCIPLE
Based on our estimators of the covariance or its bootstrap version, one can give a confidence region for either β or θ = E(Y ). Although we have confirmed that the estimator Σ β given in Section 2 is consistent, its finite-sample behavior may be affected by the need to plug in several estimated terms. Furthermore, the confidence region derived by this procedure is based on a normal approximation, which may be optimistic in small samples. An alternative method is to use the empirical likelihood principle, see Owen (1988 Owen ( , 1990 Owen ( , 1991 Owen ( , 2000 , Qin (1994 Qin ( , 1999 , Qin and Lawless (1994) and Chen (1993 Chen ( , 1994 . In the remainder of this section, we assume ε i are independent and identically distributed and independent of (W i , Z i ). We propose our empirical likelihood ratio statistic, and show that the statistic is asymptotically chi-squared distributed. We need only to study the empirical likelihood based confidence interval for β since the situation for θ is similar and simpler.
Let F be the distribution function which assigns probability p i at points
The empirical likelihood ratio function for β may be defined as
if m w (z) and m y (z) are known. In our model setting, an modified empirical likelihood ratio function is defined as
Theorem 4 Under Assumption 1, −2 log{R n (β)} converges to a chi-squared distribution with p degrees of freedom.
Based on this result, a confidence region of β can be given as {β :
where c α denotes the α quantile of the chi-squared distribution. When Σ uu is unknown, we need replication data in the usual way. Assuming the special case of m i ≡ 2 as in Section 2, we can then replace W i by W i and Σ uu β by 1/2 Σ uu β. The resulting statistic still has the property given in Theorem 4. A justification of this last assertion can be easily obtained by using the fact that
where
A SIMULATION STUDY
To evaluate the performance of the proposed methods, we conducted a small scale simulation experiment. We generated n = 100 and n = 500 observations from model (1), assuming that Y |X, Z ∼ Normal{β 0 + β 1 X + ν(Z), σ 2 (X, Z)} and the probability of Y being observed equals pr(δ = 1|Y, X, Z) = Φ{α 0 + α 1 X + ν 1 (Z)}, where Φ(·) is the standard normal cumulative distribution function. We also assume that the measurement error follows W = X +U, where U ∼ Normal(0, 0.2). In our simulations, we set α 0 = β 0 = 0, β 1 = 1, α 1 = 2, X ∼ Uniform(0, 1), Z ∼ Uniform(0, 1) independent of X, and ν(z) = 4{exp(−3.25z) − 4 exp(−6.5z) + 3 exp(−9.75z)}.
We considered four cases.
Case 1: ν 1 (z) = 0.75z and σ 2 (x, z) = 0.25;
Case 2: ν 1 (z) = sin(z 2 ) and σ 2 (x, z) = 0.25;
Case 3: ν 1 (z) = 0.75z and σ 2 (x, z) = 0.1 * {sin 2 (2πx 3 ) + 0.5z + 0.3}. This case is meant to see the effect of heteroscedastic error on the estimators and confidence intervals.
Case 4: ν 1 (z) = 0.75z and the error ε follows 0.25 2 (X 2 2 − 2), where X 2 2 is a chi-squared variable with 2 degrees of freedom. This case is meant to see the effect of asymmetric error on the estimators and confidence intervals.
In our nonparametric estimation procedure, we selected bandwidths as in Remark 2. We used the quartic kernel: K(u) = 15/16(1−u 2 ) 2 I (|u|≤1) . We generated 1, 000 data sets in each of the four cases. For each case, approximately 35% of the Y 's are missing. To estimate the variance of U, we generated double samples of W . We computed the naive and correction-for-attenuation estimates of the parametric components, and their asymptotic and empirical likelihood-based confidence intervals.
The results are given in Table 1 . Column "Estimate" gives the average of 1000 estimated coefficients based on the naive and our proposed methods; Column "CI(ME)" gives the confidence intervals using the empirical likelihood and normal approximation methods when the measurement errors are accounted for. The lower and upper values are the averages of 1000 simulated corresponding lower and upper values; Column "Coverage (ME)" gives the corresponding coverage probabilities of the 1000 data sets. We summarize our findings as follows. The results are basically in accord with the theory. The impact of the measurement errors on the estimates is sub-stantial. When ignoring measurement errors, the estimates are significantly biased and attenuate to zero. For moderate sample size, the empirical likelihood-based confidence intervals appear to be superior to these based on the normal approximation. The improvement is better when the error is non-normal or its variance is not constant. The PACTG 338 study consists of 297 children, who were clinically stable and who had not had prior treatment with protease inhibitors to a 2-or 3-drug protease inhibitor containing regimen (ritonavir plus 1 or 2 nucleoside analogs) or to a dual nucleoside analog regimen, with 2287 observations, of which 17.6% viral load RNA were missing. See Nachman, et al. (2000) for a detailed explanation of PACTG 338. The management of HIV infected patients mainly includes monitoring their CD4 cell counts, which reflect body immunity, and HIV viral load, a useful virologic marker.
ANALYSIS OF
CD4 cell counts are used to follow response to HIV medications, as a measure of adherence to treatment and most importantly to guide decisions regarding opportunistic infection prophylaxis.
Some patients may fail to go to clinical trial centers for a HIV viral load measurement when they feel that their immunity is strong enough or too weak. Therefore, the assumption that the missing RNA levels depends on true CD4 cell counts and not measured counts and treatment time appears to be at least somewhat reasonable.
In our data analysis, we used the working independence assumption for the error terms, ε, in the model. The original times ranged from 0 to 84 (in weeks). To reduce the marked skewness of CD4 cell counts, the variation of viral load, and the sparsity of treatment times, we take logtransformation for all three variables. We used the same kernel function as in the simulation study (Section 5), and obtained a bandwidth of h = 0.124 in the same way there. We assume that the measurement errors U ij were independent and normally distributed with mean zero and variance σ 2 u . To estimate the measurement error variance σ 2 u , one needs to have validation or replication data. However, neither kind of data is available, so that similar to Lin and Carroll (2000) , we conducted a sensitivity analysis by taking σ 2 u to be the 1/4 and 1/2 of the variance of W . We applied the methods proposed in Section 2 and Section 4 to the data set, assuming σ 
DISCUSSION
In this paper, we have studied a class of easily computable estimators in partially linear models with missing response variables and error-prone covariates. While the missingness of Y in our setting is not at random, our proposed estimators have been shown to be √ n-consistent and asymptotically normally distributed. We have also established empirical likelihood inference for this problem, with numerical results that suggest this type of inference is preferred over asymptotic normal approximations. The estimation methods and normal limit distributions are readily extended to longitudinal and repeated measures contexts, if one uses working independence, i.e., ignores the correlation structure when computing the estimator, but uses it in computing asymptotic covariance matrices.
The proposed estimators are based on the observed data, but exclude the observed covariates 
APPENDIX: ASSUMPTIONS AND PROOFS
A.1 Assumptions
We list the following conditions which are assumed to hold throughout the paper.
Assumption 1 (a) E{π(X, Z) X X T } is a positive-definite matrix, E(ε|X, Z) = 0, and E(|ε| (f) The probability function π(x, z) is bounded away from zero on the support of (X, Z), and has bounded continuous second partial derivatives;
A.2 Proof of Theorem 1
We first point out the following fact, which can easily be shown by Assumption 1 (b)-(e),
We use these two equations in what follows. Define
Our estimator β n solves the estimating equations
where the partial derivatives are the Frechet partial derivatives. It is easy to obtain that
A direct calculation yields that E Lemma 5.1. By that lemma, it follows that β n has the same limit distribution as the solution, call β n , to the equation
A direct derivation gives that
It follows that
Therefore β n has the same limit distribution as described in the statement of Theorem 1. This completes the proof.
A.3 Proof of Theorem 3
We will prove the theorem for θ n,wei because the proofs for the other two cases are similar.
The estimator θ n,wei is the solution of the estimating equation
Using the same approach as that in the proof of Theorem 1, we can show that θ n,wei has the same distribution as the solution, θ n say, of the equation
Note that
.
Furthermore, it follows from the proof of Theorem 1 that
and n
Noting that the two summation terms are uncorrelated, the proof follows.
A.4 Proof of Theorem 4
We first present a lemma, whose proof can be found in Liang, Härdle, and Carroll (1999) .
Lemma A.1. Assume that random variables a i and b i satisfy Ea i = 0 and
where ξ i are independent variables with zero conditional mean and finite variance.
simplification as in Owen (2000, page 61) yields that
where a = (a 1 , . . . , a p ) T is the solution of the equation
Mimicking the proof Theorem 3.2 of Owen (2000), we have
On the other hand, based on the assumptions, the result of Theorem 1 and the strong law of large number, we have
The second term is o p (n −1/2 ) since |a
. It then follows from (A.5) that
A similar argument using n i=1 p i = 1 yields that
Therefore, we have
Consider R n (β). Using a Taylor expansion of log(1 + x) on x, we have
The remainder term Q n is bounded by a 2 max 1≤i≤n |a
. Using (A.9) and (A.8), we have Table 2 : Estimates of the parameter β, the 95% confidence intervals based on the empirical likelihood (EL) and normal approximation (Norm) methods for PACTG 338 dataset. 
