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1. INTRODUCTION 
The BGG reciprocity principle is a famous result in the representation 
theary of complex, semisimple Lie algebras proved by Bernstein, Gelfand, 
and Gelfand in [BGG 21. It may be viewed as an analogue for the 
category 6 of the-Brauer reciprocity principle in the modular representa- 
tion theory of finite groups and of Humphreys’ reciprocity principle in the 
representation theory of restricted Lie algebras. Indeed, the result of 
Humphreys served as motivation for the BGG result. Similar results have 
since been proved in a number of other settings, by various approaches. 
For all these results, one works in a suitable category of modules in which 
each simple module L has a projective cover P. In addition there is a family 
of intermediate modules {Mi} such that each P has a filtration with M,“s 
as quotients. Then the appropriate reciprocity principle states that M, 
occurs as a filtration quotient in P as often as L occurs as a composition 
factor in Mi. In the case of the category 0, the simple modules are the 
simple highest weight modules, the category is introduced as a setting for 
projective covers to exist, and the intermediate modules are the Verma 
modules. 
The proof of BGG reciprocity in [BGG 21 is fairly straightforward, once 
the basic facts about the category 0 are developed. The crucial point is the 
construction of enough projective modules in 0. Once these are construc- 
ted, the existence of projective covers, the existence of suitable filtrations on 
these, and the reciprocity principle are ail proved, with reference to the 
construction, However, another proof of reciprocity exists which is more 
natural in the sense that it makes no further reference to the construction 
of projective modules. This proof can be’used in some of the other settings 
as well. Although in any given setting no drastic simplifications result, 
I believe it is still worthwhile to draw attention to this more conceptual 
approach. 
The properties of the category 0 which are needed for the proof may be 
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explicitly stated in purely categorical terms. This motivates the introduc- 
tion in Section 2 of an axiomatically defined class of categories, BGG 
categories, for which BGG reciprocity may be stated and proved. (For con- 
venience, we will work with categories which are equivalent to the category 
mod A of finite length modules over a finite-dimensional algebra A.) A 
BGG category ZZZ has a family of modules {M(w)}, parametrized by a set W 
which also parametrizes the simple modules (L(w)) and their projective 
covers (P(w)}, up to isomorphism. The M(w)% are assumed to satisfy a 
property with plays the role of the universal property of Verma modules as 
highest weight modules, with respect to a partial ordering on W. (We call 
the M(w)% the Verma modules of the category.) Each P(v) has a filtration 
with Verma modules as successive factors. In addition to this, the only 
additional assumption is that a duality functor 6 exists on & which fixes 
the simple modules. From these assumptions, a proof of the reciprocity 
principle is given in Section 3. 
Cline, Parshall, and Scott have independently defined a notion of highest 
weight category which includes the BGG categories introduced here 
[CPS]. (Actually, their formulation is from a categorically dual point of 
view, but let us ignore this.) An especially attractive feature of their 
development is that they can ring-theoretically characterize the categories 
they define: highest weight categories are precisely the categories mod A for 
rings A which satisfy a specific list of conditions. They call such rings quasi- 
hereditary. From the point of view of this paper, one recovers highest 
weight categories by omitting from the definition of a BGG category the 
assumption of the duality functor. Cline, Parshall, and Scott prove a weak 
form of the reciprocity principle for highest weight categories in [CPS]; it 
is clear that this principle translates into BGG reciprocity once the duality 
functor 6 is assumed to exist. Actually, the argument for BGG reciprocity 
in Section 3 yields this reciprocity result, so it is formulated first in these 
terms. 
Some standard homological properties of the category 0 are proved for 
a BGG category d in Section 4. Following BGG, bounds are computed 
for the projective dimensions of the simple modules and Verma modules. 
Since each Verma module M(w) has finite projective dimension, the 
function J$( - 1)‘dim ExtL(M(w), ) is well-defined on objects of -01, 
inducing a function on the Grothendieck group Gr(&).The classes of 
Verma modules form a basis for Gr(d), so we may also introduce the 
function [ :M(w)] assigning to a module its M(w)-coefficient in Gr(&‘). 
The main result of Section 4 is that these two functions coincide. This is a 
well-known result for 0, and the proof given here is easy. It is included for 
three reasons: the easy proof does not seem to be in print, the proof makes 
sense in the general setting of BGG categories, and the proof shows that 
the statement is equivalent to BGG reciprocity. 
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In Section 5, three families of examples of BGG categories are 
considered. First, the category 0 is reviewed. It splits into blocks, and each 
block d is parametrized by a suitable finite set I+? There are two standard 
orderings on W, the stronger ordering of weights and the weaker Bruhat 
order. Using the weight ordering, one can easily prove that B is a BGG 
category (using BGG’s construction of projective modules). Thus BGG 
reciprocity follows. That Jaz is a BGG category under the weaker ordering 
amounts to the famous theorem of BGG characterizing composition 
factors of Verma modules via the Bruhat order. An easy proof of this is 
given, using translation functors and induction. (Jan&en has a proof in the 
same spirit in [Ja 11, but the use of BGG reciprocity allows one to shorten 
the calculation.) 
Many facts about the category 0 were extended by Rocha-Caridi in 
[Ro] to the categories 0’ defined with respect to a parabolic subalgebra, 
The blocks of OS are also BGG categories, with respect to the weight 
ordering, as discussed in the second example of Section 5. Thus the proof 
of BGG reciprocity in Section 3 works for OS as well. Mirollo and Vilonen 
have proved in [MV] that certain categories of perverse sheaves satisfy 
BGG reciprocity. (This includes the blocks of 0 and I$$ via certain category 
equivalences.) We will see in Section 5 as our third example that these are 
BGG categories. 
BGG reciprocity principles have been proved in a number of other 
settings. Many of these other settings can be treated by the approach of 
this paper, but some require the introduction of BGG categories with 
infimtely many isomorphism classes of simple modules, and in some cases 
we need to permit modules of infinite Iength. As a specific example, 
consider the category of rational, finite-dimensional modules of a semi- 
simple, simply-connected algebraic group over an algebraically closed field 
of characteristic p. As is well-known, the Weyl module,s in this category 
behave like Verma modules in 0. However, it is an essential feature of this 
category that the blocks contain infinitely many non-isomorphic simple 
modules and that one will not have finite length projective covers or 
injective envelopes. A number of BGG reciprocity principles exist in this 
setting, with various modules used as substitutes for projective modules. 
For instance, the approach of this paper can be used to obtain a result of 
Jantzen in [Ja 2, Sect. 5.93 and is used in [Ir 21 to obtain a related B 
reciprocity result for a class of modules which are projective for certain 
truncated subcategories. 
The same setting, representations of algebraic groups in characteristic y, 
motivates the work of Cline, Parshall, and Scott. Their formulation of 
highest weight categories in [CPS] provides one way of allawing for 
infinitely many simple modules or infinite length’ modules, I had initially 
formulated a somewhat different and more restricted axiomatic scheme, but 
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in light of their paper, I have decided not to pursue the matter in this 
paper. Examples of highest weight categories which are not BGG 
categories can be found in [CPS] and [PSI. 
The basic idea for the proof of BGG reciprocity presented here emerged 
several years ago, but its final form was obtained in the process of proving 
a somewhat stronger result needed in [Ir 11. Thus the proof given in 
Section 3 is implicit in [Ir 11. The axiomatic approach given here was first 
systematized as the basis of a graduate course I taught in the fall of 1986 
at the University of Washington. In the course, I further axiomatized other 
features of the category 0, including the notion of translation functors on 
a BGG category. Details of this may appear in another paper. 
Conversations with Maurice Auslander and Idun Reiten at a conference 
in the summer of 1983 first led me to consider an axiomatic approach. I 
also had valuable conversations with Christine Riedtmann many years ago 
and Robert Warlield more recently on my proof of BGG reciprocity. This 
work was done while I had partial support from the National Science 
Foundation and the Institute for Advanced Study. I am grateful to all these 
people and institutions. 
2. BGG ALGEBRAS 
Let A be a finite-dimensional algebra over an algebraically closed field K. 
Let W be a finite poset in bijective correspondence with the isomorphism 
classes of simple A-modules. For each WE W, let L(w) be a simple module 
in the isomorphism class corresponding to w and let P(w) be a projective 
cover of L(w). Thus P(w) is a projective, indecomposable module and the 
set (P(w) : w E W} exhausts all projective indecomposable modules up to 
isomorphism. Let mod A be the category of all finite length A-modules. 
Given M in mod A, we denote by (M : L(w)) the number of occurrences of 
L(w) (or an isomorphic copy) in a composition series for M. We call this 
the multiplicity of L(w) in M. Also call the cap of M the largest semisimple 
homomorphic image. In other words, cap M z M/rad M. Before defining 
the categories of interest, let us introduce some terminology. 
DEFINITION. A choice of Verma modules for mod A is a collection of 
modules {M(w) : w E W> such that each M(w) has simple cap L(w) and 
such that (M(w) : L(y)) = 0 unless y < w, with (M(w) : L(w)) = 1. 
The modules in (M(w)} are called Verma modules. Note that such a 
choice always exists, for we may take M(w) to be L(w). Let Gr(A) denote 
the Grothendieck group of mod A. Given M in mod A, let [M] denote the 
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class of M in Gr(A). Then Gr(A) may be regarded as the free abelian 
group on the set {[L(w)] : w E W> and for M in mod A we have 
LEMMA 2.1. Given a choice of Verma modules (M(w) ), their classes in 
Gr(A) form a basis. 
Proof. Choose an enumeration wl, w2, . . . . w, of W so that if wi < wj in 
the usual ordering on W, then i < j. With respect to this enumeration, let 
9 be the 1 W( x 1 WI matrix with y-w entry (M(w) : L(y)). Thus $3 maps the 
vector ( [L(wl)], . . . . CL(w,)l to (CWwAl, .-, CM(w,)l) in WA)‘. The 
definition of Verma modules insures that 9 is unipotent upper triangular. 
In particular,-9 is invertible, so the Verma module classes form a basis. 
Given a module M such that [M] =C, a(w)[M(w)], let us write 
[M : M(w)] for the integer a(w). 
DEFINITION. Assume A has a choice of Verma modules. Then a Verma 
flag for a module M is a filtration 0 = MO c M1 c . . c M, = P(y) such 
that each quotient M,/M,_ 1 is isomorphic to M(yJ for some y, in W. 
Since the Verma modules form a basis of Gr(A), the number of quotients 
in the Verma flag of M which are isomorphic to a given M(w) equals 
[A4 : M(w)]. In particular, this number is independent of the Verma flag 
chosen. 
PROPOSITION 2.2. Let A be an algebra with a choice of Verma modules 
such that each projective indecomposable module P(w) has a Verma flag. 
Then the following conditions are equivalent: 
(i) For each YE W, we have [P(y) : M(y)] = 1 and [B(y) : M(w)] 
= 0 unless y d w. 
(ii) Let M be a module with simple cap L(y) and with all other 
composition factors of the form L(z) with z Z+ y. Then M is a homomorphic 
image of M(y). 
(iii) For y and w in W, we have ExtL(M(y), M(w)) =0 unless y< w. 
Proof Assume (i) and let A4 be as in (ii). Let 0 = M, c M1 c . -. c 
M, - P(y) be a Verma flag for P(y). Since P(y) has simple cap L(y), the 
quotient 44,/M,_ 1 must be isomorphic to M(y). Also, since M has simple 
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cap L(y), there is a surjection rc of P(y) onto M. Let us prove inductively 
that Mi is in the kernel of rc for i < r - 1. This will prove (ii). If i = 0, it is 
trivially true. Assume MiP1 is in the kernel and i-c r. Then M,/M,_ 1 2 
M(w) for some w > y. Let xi be the induced map of P(y)/M,- 1 onto M. By 
hypothesis, (M: L(w)) = 0. Thus the restriction of n, to the submodule 
M,/M,- 1 of P(y)/M,- I must vanish. 
Assume (ii) and suppose we have an extension 
O-+M(w)+N+M(y)+O 
with y 4 w. In particular, every composition factor L(z) of N satisfies z > y. 
Since M(y) has simple cap L(y), there is a surjection of P(v) onto M(y), 
which must factor through N. Let M be the image of P(v) in N. Then M 
satisfies the conditions of (ii), so there is a surjection of M(y) onto M. But 
M maps onto M(y) by construction. Thus, if this composition of surjec- 
tions is a scalar multiple of the identity on M(y), then the extension splits 
and (iii) is proved. However, L(y) is the cap of M(y) and only occurs once 
as a composition factor, so End .M(y) z End J,(u) z K. 
Assume(iii)andletO=M,cM,c...cM,=P(y)beaVermaflagfor 
P(y). Suppose for some i that Mi+JMi+ I z M(x) and M,, 1/Mi z M(z), 
with x4z. Then (iii) implies that Mi+JMj must split as a direct 
sum M(x)@ M(z). Thus we may form a new Verma flag by replacing 
Mi+, with an appropriate Mi+ I’ so that Mi,JMi+ r’z M(z) and 
Mi+ l’/Mi z M(x). 
Let w be a minimal element in the set (ZE W: [P(y) : M(z)] >O>. By 
iterating the procedure just described, we may pass from the given Verma 
flag for P(y) to a new one with M,/M,_ 1 g M(w). But P(v) has simple cap 
L(y). Thus y is the unique minimal element in the set of parameters of 
Verma modules occurring in a Verma flag for P(y). This proves the second 
part of (i). Let [P(v) : M(y)] = t. Then the same argument and assump- 
tion (iii) shows that there is a Verma flag such that M,/M,-, is isomorphic 
to a direct sum of t copies of M(y). Thus t = 1. 1 
We need one more definition. 
DEFINITION. A duality on mod A is a contravariant, exact functor 6 
from mod A to itself such that 6 .6 is naturally equivalent to the identity. 
We can now define the algebras of interest. 
DEFINITIONS. Let A be an algebra with a poset W and a choice of 
Verma modules with respect to W such that each projective indecom- 
posable module has a Verma flag. 
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(1) The algebra A is a highest weight algebra if the three equivalent 
conditions of Proposition 2.2 are satisfied. 
(2) If in addition there is a duality 6 on mod A such that 
GL(w)rL( w ) f or all w E W, then A is a BGG algebra. 
These definitions makes reference only to the category mod A, not to the 
algebra A. Thus we may also define a highest weight (or BGG) category 
to be a category which is equivalent to mod A for some highest weight 
(or BGG) algebra A. In the motivating example of a BGG category, Mocks 
of the category 9, condition (ii) of Proposition 2.2 is the one most easily 
verified. However, the form given in (i) has a pleasing symmetry with the 
definition of Verma modules. In Section 5, examples will be given for which 
each of the three conditions arises as the most convenient one to verify. 
Assume from now until the end of Section 4 that A is a fixed highest 
weight algebra, with associated poset W and choice of Verma modules 
(M(w)]. The argument at the end of the proof of Proposition 2.2 on 
re-arranging Verma flag factors has another consequence which will be of 
use. In order to state it, let us introduce another notion. 
Let w E W. For any module M, define the truncation of M at w to be the 
largest homomorphic image Tr,(M) of M such that (Tr,(M) : L(y)) = 0 
unless y < w. Alternatively, Tr,(M) may be described as the homomorphic 
image of M modulo the trace in M of the collection of projective modules 
P(z) with z $ w. 
LEMMA 2.3. Let y and w in W satisfy y d w. Let K be the kernel of the 
surjection of P(y) onto Tr,P( y). 
(i) There are a Vermajlag O=MO~M1c .I. cM,=P(y) and an 
index i such that K = Mi and Tr, P( y) = P( y)/M,. Each Verma flag factor 
M(z) of K satisfies z $ w. 
(ii) [P(y) : M(w)] = [Tr,P( y) : M(w)] = (Tr,P( y) : L(w)). 
(iii) In particular, Tr,P( y) = M(y). 
ProoJ: The re-arrangement argument of 2.2 shows that there is a Verma 
flag of P(y) with a term M, such that each Verma flag factor M(z) of Mi 
satisfies z $ w and each Verma flag factor M(z) of P( y)/M, satisfies z < w. 
An induction on the indices shows that ikfj c K for each j 6 i. On the other 
hand, each composition factor L(z) of P(y)/M, must satisfy y d W. Thus 
K E Mt. This proves (i). 
The first equality of (ii) follows from (i). The second equality is trivial, 
since (M(w) : L(w)) = 1 and (M(z) : L(w)) = 0 for z <w. Part (iii) is an 
immediate consequence of (i). m 
370 RONALD S. IRVING 
For each w E W, let Z(w) be the injective envelope of L(w). Thus Z(w) has 
simple socle L(w). For each w E W, let V(w) denote the largest submodule 
of Z(w) such that all its composition factors L(y) satisfy y < w. In case A is 
a BGG algebra, these modules have simple descriptions. We have 
Z(w) = SP(w). Moreover, Z(w) has a filtration which we might call a dual 
Verma flag, with duals of Verma modules as factors and with 644(w) in 
particular as a submodule. Applying 6 to the equality of Lemma 2.3 (iii), 
we see that in fact 6M(w) = V(w). Thus we may regard V(w) in general as 
playing the role of the dual of M(w). Let us recall the following standard 
fact. 
LEMMA 2.4. Let M be in mod A and let w E W. Then 
(M : L(w)) = dim, Hom,(P(w), M) = dim, Hom,(M, Z(w)). 
ProoJ Recall that K is assumed to be algebraically closed, so that 
End,(L(w), L(w)) z K. This yields the formula in case M is simple. To 
complete the proof, proceed by induction on the length of A& using the 
exactness of Hom,(P(w), ) and Hom,( , Z(w)). 1 
We also have the following immediate consequence of duality. 
LEMMA 2.5. Assume that A is a BGG algebra. Then for any module M 
in mod A, 
[M-J = [SM]. 
In particular, for w E W, we have [M(w)] = [V(w)]. 1 
3. BGG RECIPROCITY 
Condition (i) of Proposition 2.2 shows that there is some symmetry in 
the relationship between composition series of Verma modules and Verma 
flags of projective indecomposable modules. The BGG reciprocity principle 
refines condition (i). Its proof follows trivially from the results assembled in 
Section 2. First let us formulate the weaker principle for highest weight 
algebras. 
THEOREM 3.1. Let A be a highest weight algebra and let y and w be 
elements of W. Then 
CP(Y) : Ww)l = (VW) : L(Y)). 
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Pro05 By the definitions of a highest weight algebra and of I/(w), both 
sides are 0 unless y 6 w. Assume then that y < w. Let us make two observa- 
tions. First, since V(w) has only composition factors of the form L(s) with 
z < w, any homomorphism from P(y) to V(w) must factor through 
Tr,P(y). Second, V(w) is by definition the maximal submodule of Z(w) 
with composition factors of the form L(z) for zd w. Therefore, any 
homomorphism from Tr,P(y) to Z(w) must have image in the submodule 
V(w). Combining these observations with Lemmas 2.3 and 2.4, we obtain 
the following sequence of equalities: 
(V(w) : L(y)) = dim, Hom,(P(y), V(w)) = dim, Hom,(Tr,P(y), V(w)) 
= dim, Hom,(Tr,P(y), Z(w)) = (Tr,P(y) : L(w)) 
= [P(Y) : Ww)l. I 
As an immediate consequence, by Lemma 2.5, we obtain: 
THEOREM 3.2. Let A be a BGG algebra and let y and w be elements of 
W. Then 
L-P(Y) : M(w)1 = (M(w) : L(Y)). I 
COROLLARY 3.3. Let A be a BGG algebra. Then the set ([P(w) J : w E W> 
forms a basis of Gr(A). 
Proof: Recall the enumeration of W chosen for the proof of Lemma 2.1 
and the matrix $9 defined there as having entries (M(w) : L(y)) with 
respect to the enumeration. Using the same enumeration, Theorem 3.1 
states that the transpose matrix ‘9 sends the basis of Vet-ma module classes 
in Gr(A) to the projective module classes. 1 
Recall that by definition the Cartan matrix of A is the matrix %’ of multi- 
plicities (P(z) : L(w)). Using the enumeration of Lemma 2.1 and the 
preceding Corollary, we may rephrase Theorem 3.2 as follows: 
COROLLARY 3.4. Let A be a BGG algebra. Then the Cartan matrix of A 
satisfies Ce = ‘99. In particular, 59 is symmetric. 1 
4. PROJECTIVE DIMENSION AND KLV POLYNOMIALS 
We continue to assume that A is a highest weight algebra. In order to 
state some estimates on projective dimension of simple modules and Verma 
modules, we need to introduce a distance function on W. 
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DEFINITIONS. (i) Given y and w in W with y < w, let d(y, w) be the 
maximum of the non-negative integers n such that there is a sequence 
y=yo<yl< ... <y,=w in W. 
(ii) Let Z(w) =max{d(y, w) : y<w). Call Z(w) the length of w. 
(iii) Let Z’(w) = max{d(w, 2) : w <z}. 
(iv) Let Z(W)=max{Z(w): WE W}. 
LEMMA 4.1. (i) If w is a maximal element of W, then M(w) = P(w). 
(ii) If w is a minima2 element of W, then M(w) = L(w). 
ProoJ: These are immediate consequences of Proposition 2.2 and the 
definition of Verma modules. m 
PROPOSITION 4.2. Let w be an element of W. 
(i) M(w) has finite projective dimension, bounded by Z’(w). 
(ii) L(w) has finite projective dimension, bounded by I( W) + Z(w). 
(iii) A has finite global dimension, bounded by 2Z( W). 
ProoJ: (i) We proceed by induction on Z’(w). If Z’(w) = 0, then w is 
maximal in W and M(w) is projective. Assume that Z’(w) > 0. The projec- 
tive module P(w) has a Verma flag with M(w) as uppermost quotient, 
yielding a short exact sequence 0 -+ K-+ P(w) -+ M(w) -+ 0. The module K 
also has a Verma flag, each factor being of the form M(z) with z > w. By 
induction, each such M(z) has projective dimension <Z’(w). Induction on 
the length of the Verma flag of K and a standard argument using the long 
exact sequence of Ext’s shows that K has projective dimension <Z’(w). The 
same long exact sequence argument, using the preceding short exact 
sequence, yield the desired result for M(w). 
(ii) Let w be minimal in W. Then Z’(w) < I( W). Since M(w) = L(w), 
we find that L(w) has projective dimension at most Z(W). This begins a 
proof of (ii) by induction on Z(w). To continue it, one repeats the line of 
argument used in (ii). Given a non-minimal w, we have a short exact 
sequence 0 + rad M(w) --f M(w) -+ L(w) -+ 0. The composition factors of 
rad M(w) have the form L(z) with z< w. By induction, rad M(w) has 
projective dimension < I( W) + Z(w), and by (i) the projective dimension of 
M(w) is x Z( W). This yields the desired result for L(w). 
(iii) Part (ii) shows that the largest possible projective dimension of 
a simple module L(w) is 2Z( W). This yields (iii). 1 
We can now state the main result of this section. 
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THEOREM 4.3. Assume that A is a BGG algebra. Let N be in mod A and 
let w E W. Then 
[N : M(y)] = c (- l)j dim, Ext”,(M(y), N). 
Proof. By the Euler-Poincare principle, the function xi (- l)l dim, 
ExrL(M(y), ) is additive on short exact sequences 0 -+ N’ -+ N + N” + 0. 
Thus, it induces a group homomorphism from Gr(A) to Z, which we must 
show coincides with the function [ : M(y)]. It suffices to verify equality 
on a collection of modules whose classes in Gr(A) form a basis. For this 
purpose, let us choose the indecomposable injective modules (1(w)). 
By injectivity of 1(w), the right side reduces to dim, Hom,(M(y), I(w)). 
By Lemma 2.4, this is (M(y) : L(w)). The left side is [1(w) : M(y)], which 
equals [P(w) : M(y)], since [1(w)] = [P(w)]. Thus the theorem reduces to 
the statement of BGG reciprocity, Theorem 3.2. i 
The theorem allows one to express each element [M] of Gr(A) in terms 
of the Verma basis, In order to then express [M] in terms of the simple 
basis, we must know the multiplicities (M(w) : L(y)), the entries of the 
matrix 9. Equivalently, since 9 is unipotent, upper triangular, we need to 
know the entries of 9-l, or the numbers [L(w) :M(y)]. Again t 
theorem applies, reducing us to the calculation of ExtL(N(y), L(w)). Some 
limited vanishing information can be easily obtained, 
PROPOSITION 4.4. Let y and w be elements of W. 
(i) Hom,(M(y), M(w))=0 unZessy< w andHom,(M(y), L(w))=0 
unless y = w. 
(ii) If y-?~w and i>O, then Exti(M(y),M(w))=O=ExtL(M(y), 
L(w)). 
(iii) If y < w and i > d(y, w), then Extf(M(y), M(w)) = 0 = 
Ext’,My), L(w)). 
ProajI (i) This follows from the defining axioms of a BGG algebra. 
(ii) Consider the first vanishing result of (ii). The case i= 1 is 
Proposition 2.2 (iii). Continue by induction, assuming that i > 1. The short 
exact sequence 0 + K-+ P(y) -+ M(y) -+ 0 yields Ext’,(M(y), M(w)) = 
Ext”,-l(K, M(w)). Each Verma flag factor M(z) of .K satisfies z z=- y, so 
induction on i yields ExtL-‘(M(z), M(w))=O. Thus, Extawl(K, M(w))=O, 
as desired. 
For the second vanishing result, if w is minimal, then L(w) = M(w) and 
we are reduced to the first result. We may continue by induction on I(w). 
If I(w) >O, we have the short exact sequence 0-t rad M(w) -+ 
4X1/135/2-9 
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M(w) + L(w) --) 0. Induction applied to the composition factors of 
rad M(w) yields ExtL(M(y), rad M(w)) = 0 and the first part of (ii) yields 
Ext;(M(y), M(w)) = 0. Thus Ext;(M(y), L(w)) = 0. 
(iii) The first vanishing result of (iii) is proved by induction on 
d( y, w). The induction begins with d( y, w) = 0, in which case y = w and we 
are reduced to the case of (ii). To continue, we argue along the lines of 
part (ii). The second vanishing statement follows from the first exactly as in 
(ii). 1 
We may collect the data of the various ExtL(M(y), L(w))% in polyno- 
mials. 
DEFINITION. Given y and w in W, the KLV polynomial associated to y 
and w is 
P,Jq)=~ (-l)d(y,+-i dim, Ext:(M(y), L(W)) q(d(y,W)-i)12. 
Theorem 4.3 and Proposition 4.4 translate into the following 
statement. 
COROLLARY 4.5. Let y and w be elements of W. 
(i) P,,,(q) = 0 unless y < w. 
(ii) p,,,(q) = 1. 
(iii) If y< w, then P,,,(q) lies in Z[q’/*], with degree at most 
(0, w) - 1 l/2. 
(iv) P,,,(l) = (- l)+,“)[L(w) : M(y)]. 1 
The name KLV polynomial refers to Kazhdan-Lusztig-Vogan. In the 
motivating case of blocks of the category 0, Kazhdan and Lusztig 
algorithmically defined Kazhdan-Lusztig polynomials and conjectured that 
the analogue of 4.5(iv) should hold for them. Vogan showed that this is 
equivalent to proving that the Kazhdan-Lusztig polynomials are the 
polynomials P,,,(q) as defined here. (See [KL]). Thus, the Kazhdan- 
Lusztig conjecture provides an algorithm for computing KLV polynomials 
in the case of the category 0. 
5. EXAMPLES: 0, Q, AND PERVERSE SHEAVES 
In this section, we consider three families of examples of BGG categories. 
In each case we prove that the given category 97 satisfies the axioms which 
mod A must satisfy for A to be a BGG algebra. The fact that %? is actually 
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equivalent to mod A for a suitable A will follow in all cases in the following 
way. Let P be the direct sum of one copy of each indecomposable projec- 
tive module in V and let A = End,P. Then Corollary 9.4 of [PO, Sect. 5.91 
will apply to yield that .the functor Horn&P, ) from % to mod A is an 
equivalence. 
For the first two families of examples, familiarity with the representation 
theory of complex, semisimple Lie algebras is assumed. (See [Ja l] for the 
necessary background.) Those points which bear on the issues of this paper 
will be briefly reviewed. Let g be such an algebra, with Cartan subalgebra 
h and Bore1 subalgebra b containing h. Let n be the radical of b, so that 
b = h @ n. With respect to these choices, we obtain a root system R with 
simple basis B, the Weyl group w, an ordering < on h*, and an action 
of $Y on h*. Let p be the half-sum of the positive roots in R. For @ in 
define w .p to be w(p + p) - p. Let “w; be the subgroup of ?Y such that 
w . p is comparable to p with respect to the ordering <. Thus ,U is integral 
if %$ = $K, regular if w. ,u = p only for w = e, and dominant if w. y k p for 
all w E %Q”. 
Given a g-module M, recall that a vector v E M is called a weight vector 
if it is an eigenvector for h. In this case, its collection of eigenvalues for the 
various elements of h is encoded by an element b E h*, called the weight of 
v. We call M a highest weight module, of highest weight p, if it is generated 
by a vector v of weight h such that n annihilates v. Then M has a basis of 
weight vectors, including u, and all the other weight vectors have weights 
v satisfying v <p. For each p there is a canonical construction of a largest 
highest weight module M(p) of weight p, called a Verma module. It is the 
induction to g of the one-dimensional b-module which is annihilated by 111 
and on which h acts via p. It has a simple cap L(p), and all simple highest 
weight modules have this form. Moreover, it has finite length, with all its 
composition ‘factors of the form L(v). 
The category 0 is the full subcategory of g-modules which are finitely 
generated, have a basis of weight vectors, and are n-finite, Clearly this 
includes all highest weight modules. By a theorem of Narish-Chandra, one 
obtains a direct sum decomposition of 0 into blocks O”, in one-to-one 
correspondence with the dominant weights 1. We may describe 0’ as the 
full subcategory of 8 consisting of modules whose composition factors are 
of the form L(w 1 A), for w E q.. In [BGG 21, Bernstein, Gelfand, and 
Gelfand introduced the category 0 and showed that projective covers exist 
in it. They also showed that each projective module has a filtration whose 
successive quotients are Verma modules. This is the non-trivial part of the 
following result. 
PROPOSITION 5.1. Let il be a dominant weight. The category 0” is a BGG 
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category with respect to the weight ordering on WA -A, with the Verma 
modules as the choice of axiomatic Verma modules. 
ProoJ: We must check that Verma modules have the properties of 
axiomatic Verma modules. The construction of M(p) shows that the space 
of vectors of weight p is one-dimensional. Thus L(p) only occurs once as 
a composition factor, and any other composition factor L(v) satisfies v < p. 
Given a module M with simple cap L( y. A) and with all other composition 
factors of the form L(z .A) with z. A> y . A, we must check that M(w . A) 
maps onto A4. But M has a vector o of weight y . 1, since L( y . L) does. 
Moreover, the weights of vectors in rad M cannot be > y. il. Thus u is not 
in rad M. We conclude that o generates M and is a highest weight vector. 
It follows from the construction of M( y .A) that M is a homomorphic 
image of it. This verifies that 9’ satisfies the conditions of Proposition 2.2. 
That projective modules have Verma flags, as noted, is proved in 
[BGG 21. For the duality condition, there is a well-known duality on 0 
which fixes the simple modules. First one defines a g-module structure on 
the dual vector space M* of a module M via the transpose automorphism 
on g (with respect to some Chevalley basis). Then one lets 6M be the 
subspace inside M* of b-finite vectors. It follows immediately that SM is 
in 0 if M is, and the properties of the transpose show that 6 fixes formal 
characters, so it fixes the simple modules. 4 
We may record the following consequence, which is the starting point for 
this paper. 
COROLLARY 5.2. The category Co’ satisfies BGG reciprocity. 1 
Continue to assume that 1 is a dominant weight. There is another impor- 
tant ordering t on the set YY. 1, which we may call the Bruhat order. 
Recall that associated to L is a root system R, with simple base Bn, such 
that “& is the associated Weyl group (see [Ja 1-J). The ordering t is 
generatedbytherelationsthaty.1fw.ilify-1=w.ilorify.1<w.1and 
if there is an element s E B, such that ys . il = w .1. Clearly, if y . A t w . A, 
then y .1< w .,X. A famous result of Bernstein, Gelfand, and Gelfand 
[BGG 11 is that if L( y. A) is a composition factor of M(w . A), then 
y .A t w . il. (The converse was proved earlier by Verma.) In our context, the 
BGG result is essentially equivalent to the proposition below. We offer 
another proof, which makes use of the basic properties of the translation 
functors, all of which can be found in [Ja 11. 
PROPOSITION 5.3. Let 1 be a dominant weight. The category 0’ is a BGG 
category with respect o the Bruhat order on WA. 1, with the Verma modules 
as the choice of axiomatic Verma modules. 
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Proof. We already know that 0’ is a BGG category with respect o the 
weight ordering; thus 0” has a duality functor, the projective modules have 
filtrations with Verma modules as quotients, and BGG reciprocity is 
satisfied. We must check that the Verma modules of 0’ are Verma modules 
in the axiomatic sense with respect o the Bruhat ordering. In other words, 
we must show that ye ,? 1 w. /z if (M(w . A) : L( y 1 A)) > 0. Equivalently, by 
BGG reciprocity, we must show that y . ;1 t w . ,4 if [P( y . A.) : M( w . A)] > 0. 
But this is also one of the conditions of Proposition 2.2; thus, once it is 
checked, we will have proved the proposition. 
Let Y be a dominant regular weight such that 1,--v is integral. If the 
desired statement is true for 9”, then it will follow for 0’ via the transiation 
functor Tg. Thus it suffices to prove the statement under the assumption 
that I is regular. We proceed by induction on y .1 under the weight order. 
If y . n is dominant, the statement is trivially true, since P(y . A) = kf( y . A). 
Assume y f a is not dominant and assume the statement is true for all z .1 
with z . i > y . a. Choose a simple reflection s such that y . ,% r ys . ,%. Let 6, 
be the functor of translation across the s-wall. (Thus 0, = Tj 0 T; for p a 
dominant weight such that the only simple reflection which fixes it is s.) 
Then P( y. 1) is a summand of B,P(ys .A). Thus it suffices to prove that if 
[Q, P( ys .a) : M(w . A)] > 0, then y . L r w. 1. The Verma flag factors of 
0,P( ys ’ A) are of the form M(w . A) and M(ws . A), with M(w . A) a Verma 
flag factor of P(ys . A). Thus, by induction, ys . ,4 t w. a. We must show that 
y . J. 7 NY. A. If w. ,? T ws . A, this is automatic; if ws . ,4 t w . R, this follows 
from basic properties of the Bruhat order. a 
Let S be a subset of B and let pS be the corresponding parabolic 
subalgebra of g containing b. As noted in the introduction, we may also 
treat the category OS. Let us briefly review the setting. Let us say a weight 
,U is S-integral if S s R,. Then OS is the full subcategory of 0 consisting of 
modules whose composition factors L(U) have highest weight p which is 
S-integral. Given a dominant weight 1, we may let O$ be the corresponding 
full subcategory of 0 ‘. If Iz is regular, then 0; will be a block of 0$‘s; 
otherwise, Goi may decompose further. There is an obvious functor from Isi 
to c;O,, which we will denote by Res (for residue), such that Res M is the 
largest homomorphic image of M in OS. The fun&or Res sends 0’ to 0:. 
Let M,(p) = Res M(p) and P,(p) = Res P(p). The modules of the form 
MS(p) are called generalized Verma modules. Clearly M,(h) is the largest 
highest, weight module of weight ,u in OS. It may be constructed mofe 
directly’ as the inductian to: g of the finite-dimensional p,-module of highest 
weight @ which is annihilated by the nilradical of pS (the S-integrality of p 
insures that there is such a finite-dimensional’ module). The modules P,(p) 
are the projective covers of L(U) in OS. A direct construction, along tbe 
lines of the BGG construction of projective modules in 8, is given by 
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Rocha-Caridi in [Ro]. She also proves that they have filtrations with 
generalized Verma modules as factors. This is the basis of the following 
result. 
PROPOSITION 5.4. Let 1 be a dominant weight. Then 02 is a BGG 
category, with respect o the weight ordering or the Bruhat ordering, and with 
the axiomatic Verma modules chosen to be the generalized Verma modules. 
ProoJ As with Proposition 5.1, the fact that generalized Verma 
modules are axiomatic Verma modules with respect o the weight ordering 
is immediate from the construction. That we may use the Bruhat order 
instead follows from Proposition 5.3. As noted, the needed facts on projec- 
tive modules are proved by Rocha-Caridi in [Ro], following BGG. The 
duality 6 of 0’ restricts to a duality for 0:. m 
As a consequence, we obtain: 
COROLLARY 5.5. Each block of OS satisfies BGG reciprocity. 1 
This was originally proved by Rocha-Caridi in [Ro], along the lines of 
the BGG proof for 0, but requiring a bit more care. The proof obtained 
here, of course, is identical to that for 8, requiring no additional care, 
The results of section 4 also carry over to 0 and (;?s. Consider in par- 
ticular the first vanishing statement of Proposition 4.4(ii). Recall that the 
case of i = 1 is really part of Proposition 2.2, and the cases i > 1 follow by 
induction. In the example of &$ with respect to the weight order, the 
vanishing statement for i= 1 is essentially trivial. Stated with respect o the 
Bruhat order, it is a result of J. Humphreys. Rocha-Caridi treated the cases 
of larger i; these vanishing statements were the fundamental tool in her 
analysis of the BGG resolution. (See also [SC].) The proof given here of 
these vanishing statements is perhaps simpler. 
The third family of examples arises out of work of Mirollo and Vilonen 
[MV]. Let X be a complex analytic space with an analytic stratification 9 
satisfying the Whitney conditions. Assume that xi(S) = 0 for all strata 
SE Y and that rc2(S) = 0 for all strata SE Y which are not of the maximal 
dimension. Assume further for each stratum S that S - - S is either empty 
or a Cartier divisor. Then Mirollo and Vilonen prove a BGG reciprocity 
principle for a category of perverse sheaves on X Their groundwork may 
be used to show that the category is a BGG category: 
PROPOSITION 5.6. Let X be a stratiJied analytic space satisfying the 
conditions above. Then the category P(X) of perverse sheaves on X which are 
constructible with respect o the stratification is a BGG category. 
Proo$ Almost everything that needs to be checked is shown explicitly 
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in [MV]. Let us briefly recall the set-up in which they work; for complete 
details, one should refer to [MV]. Order the strata S1, . . . . S, of X so that 
each S, is closed in the union S, v . . . v S,; denote this union by X,. Then 
P(X,) can be constructed from P(X,_,) in a precise way. Thus it suffices 
to prove unductively that each P(X,) is a BGG algebra. The induction 
begins with P(X,), which is the category mod K, this is clearly a BGG 
algebra. Assume we have shown that P(X,) is a BGG algebra, with Verma 
modules M1, . . . . M,, and let Li be the simple cap of M, for all i. There are 
functors F’ and T’ from P(X,) to P(X,+ 1). Let M,! = FM, and let L: = 
T’L, for all i between 1 and Y. Mirollo and Vilonen show that the modules 
Li are simple in P(X,+,) and that in addition there is one more simple 
module L:, 1 up to isomorphism. Moreover, the modules M;, . . . . M:, and 
LLl form a collection of Verma modules for P(X,+ 1), the projective 
modules in P(X,+ 1) have Verma flags, and there is a duality which fixes 
the simple modules. The fundamental tool in obtaining these results is that 
F’ is right exact and its first left derived functor L’F’ vanished on the 
Verma modules. (This is Lemma 3.2 of [MV].) Thus the only hypothesis 
to check which is not explicitly verified in [MV] is that P(X,, 1) satisfies 
the conditions of Proposition 2.2. The most convenient condition to verify 
is (iii). In fact (iii) is easily proved via the vanishing result of L’F’ exactly 
as Lemma 3.3 of [MV] is proved. 1 
We immediately recover as a corollary the motivating result of [NIV]: 
COROLLARY 5.7. The category P(X) satisfies BGG reciprocity. g 
The homological results of Section 4 also apply to P(X). Both BGG 
reciprocity and some of the homological results are proved in [MV] by 
easy Crguments, following the inductive scheme sketched in the preceding 
proof. The approach of this paper shows that the induction is unnecessary 
once the axioms of a BGG category are verified. 
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