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Abstract
We consider a general methodology proposed by Chen and Kao for testing polynomial identi-
ties. We prove that the test cannot be completely derandomized by any speci/ed set of rational
approximations to algebraic numbers up to a polynomial number of bits. The proof is a direct
application of Dirichlet’s box principle. We also give some number theoretic estimates for the
likelihood of a multiplicatively independent sequence of integers which can be used in their
algorithm.
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1. Introduction
Randomization has been used very successfully in the /eld of algorithm design and
complexity analysis. The /rst widely acclaimed use of randomization as a computational
resource with provable polynomial time performance bounds can be traced to Solovay
and Strassen [13] and to Rabin [11] following work by Miller [8]. These results were
for testing primes. Another early work using randomness to achieve provable bounds
in computation is the Schwartz–Zippel Theorem around 1978 [12,14]:
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Theorem 1.1 (Schwartz–Zippel). Let F(x1; : : : ; xn)∈F[x1; : : : ; xn] be a multivariate
polynomial of total degree d, where F is any 9xed 9eld. Suppose F is not iden-
tically zero. Then, for any 9xed 9nite set S⊆F,
Pr[F(r1; : : : ; rn) = 0]6
d
|S| ;
where r1; : : : ; rn are chosen independently and uniformly at random from S.
This elegant result is used to test for polynomial identities. Thus, if we wish to test
for f(x)= g(x), we simply pick a set of random inputs r and check that f(r)= g(r),
with the understanding that if f(x)= g(x), then certainly f(r)= g(r) for any r, and,
if f(x) = g(x), then f(r) = g(r) with high probability. The error probability is only
on one side, and can be reduced by either choosing a larger set S, or, as a more
general principle, by running the probabilistic test many times. There are more advanced
techniques for ampli/cation (see [9,15]).
The Schwartz–Zippel method is a general technique for testing polynomial identities.
Not only it can be used in straightforward algebraic settings, but also it can be used
to give elegant probabilistic algorithms for combinatorial problems. A well known
application is the probabilistic NC2 algorithm for the perfect matching problem by
LovLasz [7].
A perfect matching in a graph G is a set M of edges, such that every vertex of
G is incident to exactly one edge in M . The perfect matching problem is to decide
if a given graph has a perfect matching. Tutte gave a beautiful characterization of the
existence of perfect matchings in a graph G. De/ne the Tutte matrix T as follows.
Suppose G has n vertices and m edges. Let {xi; j} be a set of m indeterminants, one
for each (undirected) edge (i; j). For any edge (i; j), with i¡j, put an xi; j in the (i; j)
position and −xi; j in the (j; i) position, and 0 elsewhere.
Theorem 1.2 (Tutte). G has a perfect matching if and only if det T =0.
Then LovLasz’s RNC2 algorithm for the perfect matching problem is to apply the
probabilistic test for polynomial identity and test for zero. More speci/cally, his algo-
rithm assigns to each indeterminant a uniformly and independently chosen integer in
the range {1; : : : ; 2n}. Note that the total degree of det T is (at most) n, and thus the
algorithm achieves success probability 12 with m · 	log2(2n)
 random bits.
There are other randomized fast parallel algorithms for the perfect matching problem.
For instance, Chari et al. [3] gave an alternative algorithm that uses fewer random bits,
but the processor count is a large polynomial in n (it is estimated that the algorithm
by Chari et al. needs to compute determinant and inverse of n× n matrices of entries
of size up to n7; see [5]). We note that it has been a long standing open problem to
achieve a deterministic NC2 algorithm for the perfect matching problem.
Recently Chen and Kao [5] proposed a new general methodology for testing whether
a polynomial with integer coeMcients is identically zero. Their method is based on a
theorem on the non-vanishing of a polynomial on algebraic numbers. Their motivation
is to derandomize the RNC2 algorithm for the perfect matching problem. The general
J.-Y. Cai, E. Bach / Theoretical Computer Science 296 (2003) 15–25 17
idea of their approach is that, instead of evaluating the polynomial at random integer
inputs, it can be evaluated at various algebraic numbers.
More speci/cally, let p1 = 2; p2; : : : ; pn be the smallest n primes, and let f(x1; : : : ; xn)
be a non-zero multilinear polynomial with integer coeMcients. Then
f(±√p1;±√p2; : : : ;±√pn) = 0:
More generally, let f(x1; : : : ; xn) have degree di on xi. Let ki = 	log2(di + 1)
, and
s=
∑n
i=1 ki. Let q1;1; : : : ; q1; k1 ; : : : ; qn;1; : : : ; qn; kn be any s square-free positive integers
which are pair-wise relatively prime, and let b1;1; : : : ; b1; k1 ; : : : ; bn;1; : : : ; bn; kn be any s
bits from {0; 1}. Then f is non-zero if and only if
f

 k1∑
j=1
(−1)b1;j√q1;j ;
k2∑
j=1
(−1)b2;j√q2;j ; : : : ;
kn∑
j=1
(−1)bn;j√qn;j

 = 0:
This does give a deterministic test, albeit one which involves irrational numbers, and
thus its exact computation is computationally infeasible.
To overcome this diMculty, Chen and Kao used a certain random combination of
rational approximations to the irrational algebraic numbers. Indeed, in the above de-
terministic test there is no need for the s bits bi; j at all; these were included for
the purpose of using randomization. More speci/cally, they used a random choice
of the s bits, with a truncation of the quadratic irrational numbers to a prespeci/ed
polynomial number of bits ‘. They showed that to achieve good success probability,
‘= 	log2(c+ cd)
+d	log2 n
+2d	log2 s
+d+1 suMces, where d is the total degree
of f and c is its maximum absolute value of coeMcients. In particular, they suggest
using simply the truncations of (±√p1;±√p2; : : : ;±√pn) for multilinear polynomials,
where the signs ± are randomly chosen.
With this method, they arrived at their randomized NC2 algorithm for the per-
fect matching problem. It turns out that the number of random bits used is only∑n
i=1	log2 max{1; ni}
, where ni is the number of neighbors vj of the ith vertex vi
in G such that j¿i. This allowed them to achieve an RNC2 algorithm that uses fewer
random bits without doing more work than all previous randomized NC algorithms for
the perfect matching problem. They also used their general methodology for several
other problems.
In this paper, we show that the use of prime square roots
√
p1;
√
p2; : : : ;
√
pn is un-
necessarily restrictive. Even if we use square-free positive integers which are pair-wise
relatively prime, it is still unnecessarily restrictive. Instead we only need numbers that
are multiplicatively independent modulo squares. Note that it is computationally easy
to test for this property of multiplicative independence modulo squares [1]. Moreover,
for polynomially many random integers, it is exponentially unlikely that they are pair-
wise relatively prime. On the other hand, it is superpolynomially unlikely that they are
multiplicatively dependent modulo squares. We prove these facts in Section 2.
While their algorithm reduces the number of random bits required, the possibility
remains that perhaps one might be able to eliminate randomness altogether, by choosing
carefully a speci/c set of signs in the rational combination of irrational numbers and
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a suMciently good rational approximation to each of the irrational values, and then
evaluating. As their methodology is a general one, the general question then is whether
there are such universal choices. The authors of [5] consider this the most intriguing
problem left open from their approach [4].
In Section 3 we show that this is in general impossible.
2. Algebraic preliminaries
Let Q be the /eld of rational numbers. Let Q∗ be the multiplicative group of Q,
and Q∗2 be the subgroup of squares, i.e., Q∗2 is the image of x → x2 from Q∗. By
the unique factorization of integers, the quotient group R=Q∗=Q∗2 is a direct sum
of countably many copies of Z2 generated by p0 =−1, and by p1 = 2; : : : ; pn; : : : ;
respectively, where pn is the nth prime, each of which has order 2 in R.
Let 1; 2; : : : ; m be any m multiplicatively independent elements in R, i.e., for any
non-empty S⊆{1; : : : ; m}, ∏i∈S i =1 in R. Results of the following type are generally
referred to as Kummer theory (see Lang [6, Chap. VIII, Section 8]). However, we
present the following elementary proof.
Lemma 2.1. Let Qm =Q(
√
1;
√
2; : : : ;
√
m). Then [Qm :Q] = 2m.
Proof. Write each j as a 0-1 vector of the exponents mod 2 over primes as follows.
By unique factorization, j =
∏
i¿0 p
ei
i r
2, where r2∈Q∗2 and ei mod 2 are uniquely
de/ned. (Here p0 =−1 and pi; i¿1 are all the primes.) The uniqueness claim is just
the elementary statement that for distinct primes pi; ±
∏
pi =1 is not a square in Q∗.
Then the 0-1 vector for j is (e0; e1; : : :). It is actually a /nite vector, one entry for
every prime appearing in j; or one can think of it as an in/nite 0-1 vector, with all but
/nitely many entires 0. This establishes an isomorphism between R and a direct sum
of countably many copies of Z2. Now one can perform Gaussian elimination on the
matrix over Z2 whose rows are these 0-1 vectors for 1; 2; : : : ; m. (In matrix terms,
the elementary row=column operations are: exchange of two rows or columns, adding
mod 2 of one row to another.) Being multiplicatively independent is equivalent to the
rank of this matrix being m over Z2. We can arrive at a normal form after Gaussian
elimination [ImB], where Im is the m×m identity matrix and B is some matrix over Z2
with m rows. If !1; !2; : : : ; !m are the elements corresponding to the rows, then there are
m distinct q1; q2; : : : ; qm∈{p0; p1; : : :}, such that !j = qjrj, where every rj is a product
of pi’s other than q1; q2; : : : ; qm. In terms of /eld extension:
Qm = Q(
√
!1;
√
!2; : : : ;
√
!m):
Denote Qj =Q(
√
!1;
√
!2; : : : ;
√
!j).
Clearly, [Qm :Q]62m as [Qj :Qj−1]6[Q(
√
!j) :Q] = 2. There is an injective ho-
momorphism from the Galois group G=Gal(Qm=Q) to the permutation group which
maps
√
!j to ±√!j, for every j. The full permutation group is the dual group of Zm2
which has order 2m. We want to show that this homomorphism is surjective, and thus
G is isomorphic to the dual of Zm2 and in particular has order 2
m as well. Being the
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splitting /eld of
∏m
j=1(X
2 − !j), Qm is Galois over Q, and thus by the fundamental
Galois correspondence [Qm :Q] = |G|=2m.
To show that |G|=2m, we represent each #∈G as a 0-1 vector (#j)mj=1 by the
action on {√!j}; #(√!j)= (−1)#j√!j. Since each !j has a distinct qj, we have the
following important property of G: For any non-empty subset of indices I⊆{1; : : : ; m},
let !I =
∏
j∈I !j, then there is an automorphism $∈Gal(Q(
√
!I )=Q) which maps
√
!I
to −√!I . This $ extends to some # in G. In terms of the 0-1 vectors (#j), for every
non-empty subset I of {1; : : : ; m}, there is some (#j), such that
∑
j∈I #j =1mod 2.
We claim that the 0-1 vectors obtained from G include m unit vectors where the ith
unit vector has its ith entry 1 and 0 elsewhere. Inductively, we assume there are v(i),
16i6j, whose restriction to the /rst j coordinates are the /rst j unit vectors. The
base case is established by taking I = {1}. For j + 1, take I = {i | 16i6j; v(i)j+1 =1} ∪
{j+1}⊆{1; 2; : : : ; j + 1}. Then there is a u from G, such that ∑k∈I uk =1mod 2.
De/ne
v(j+1) = u+
∑
i:16i6j;ui=1
v(i);
then v( j+1) satis/es our requirement.
This is fairly clear. Formally, starting with k6j,
v(j+1)k = uk +
∑
i:16i6j;ui=1
v(i)k = uk +
∑
i
1[ui=1;i=k] = 0mod 2:
For coordinate j + 1,
v(j+1)j+1 =
∑
k∈I
v(j+1)k (adding zero terms)
=
∑
k:16k6j;k∈I;uk=1
(uk + v
(k)
k + v
(k)
j+1) + uj+1
=
∑
k∈I
uk
= 1mod 2:
To complete the induction, we replace v(i) by v(i) + v( j+1) for i∈I; i6j.
We actually established more, namely we computed the Galois group G=
Gal(Qm=Q). Moreover, reverting back to the multiplicatively independent set {1; : : : ;
n}, for any j, the proof gives a permutation #∈G which Pips
√
j to −
√
j but /xes
all others. These generate G as a free abelian group of exponent 2. Hence we have
Corollary 2.1. For any sequence a1; a2; : : : ; am∈Q∗, Q(
∑m
i=1 ai
√
i)=Qm. In parti-
cular this is true for any sign sequences ai =±1.
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Proof. If Q(
∑m
i=1 ai
√
i) were a proper sub/eld of Qm, there would be a non-trivial
automorphism of G which /xes
∑m
i=1 ai
√
i. But a non-trivial automorphism must
Pip some
√
i, leading to a non-trivial linear relation
∑
S 2ai
√
i =0, where S = ∅.
Knowing the structure of G, this is obviously impossible as we can apply some #
which Pips one
√
i0 where i0∈S and /xes all others, and get
√
i0 = 0.
Let f(x1; : : : ; xn)∈Q[x1; : : : ; xn] have degree di on xi. Let ki = 	log2(di + 1)
, and
s=
∑n
i=1 ki. Let q1;1; : : : ; q1; k1 ; : : : ; qn;1; : : : ; qn; kn be any s multiplicatively independent
elements of R=Q∗=Q∗2, and a1;1; : : : ; a1; k1 ; : : : ; an;1; : : : ; an; kn be any s elements of Q
∗.
Denote by qi =
∑ki
j=1 ai; j
√qi; j, then we have
Corollary 2.2. We have Q(q1; : : : ; qn)=Q(
√
q1;1; : : : ;
√
q1; k1 ; : : : ;
√
qn;1; : : : ;
√
qn; kn), and
f is non-zero if and only if f(q1; : : : ; qn) =0.
Proof. The /rst equality follows from Corollary 1.1 by noting the following sand-
wiched containment:
Q(
√
q1;1; : : : ;
√
q1;k1 ; : : : ;
√
qn;1; : : : ;
√
qn;kn)
=Q
(
n∑
i=1
qi
)
⊆ Q(q1; : : : ; qn)
⊆ Q(√q1;1; : : : ;√q1;k1 ; : : : ;
√
qn;1; : : : ;
√
qn;kn):
Hence for all j¿1
[Q(q1; : : : ; qj) : Q(q1; : : : ; qj−1)] = 2kj :
The second claim follows from this by a simple induction.
The algorithm by Chen and Kao [5] uses the special case of Corollary 1.2 on
pair-wise relatively prime integers to arrive at the test for polynomial identities. With
Corollary 1.2, we have generalized their algorithm to be used with any multiplica-
tively independent rationals or integers. In the next section, we estimate the probability
that polynomially many random integers are multiplicatively dependent modulo squares.
We show that this probability is superpolynomially small. Thus most such sequences of
integers are multiplicatively independent. On the other hand, the probability that poly-
nomially many random integers are pair-wise relatively prime is exponentially small.
3. The probability of multiplicative dependence
In this section, we consider various probabilities related to multiplicative dependence.
We will /rst show that the probability that a multiplicative dependence modulo
squares among polynomially many random integers is extremely small. For this result
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we need the function L(N ) := exp(
√
logN log logN ). Pomerance [10] showed that if
we choose random positive integers q1; : : : ; qn6N , then (from our point of view)
Pr[degQ(
√
q1; : : : ;
√
qn) ¡ 2n]→


0 if n6 L(N )
√
2−);
1 if n¿ L(N )
√
2+):
His bound for the probability in the /rst case is O(1=
√
logN ), which is not sharp
enough. We are, however, interested in much smaller n relative to N , and can simplify
his argument and still get a useful bound.
Theorem 3.1. Fix d¿0. Let q1; q2; : : : ; qn be chosen independently from the uniform
distribution on {1; : : : ; N}, with n6(logN )d. The probability that there is a nonempty
S⊆{1; : : : ; n} and an integer r such that ∏i∈S qi = r2 is at most L(N )−1=√2+o(1).
Proof. We will call a number B-smooth if all its prime factors are less than or equal to
B. If a nontrivial product from q1; : : : ; qn is a square, then at least one of the following
two events must occur. Either for some prime p¿B, we have p2|qi for some i or
p|qi; qj for some i¡j (call this C), or one of q1; : : : ; qn is B-smooth (call this S).
We have Pr[C]6
∑
p¿B (n=p
2 + ( n2 )=p
2)6( n+12 )=B. Also, Pr[S]6n (N; B)=N , where
 (N; B) counts the B-smooth numbers 6N . From [2] we know that when
u :=
logN
logB
6
logN
log logN
;
we have  (N; B)=N6e−u log u(1+o(1)), uniformly as u→∞. The choice of B involves a
tradeoQ that is familiar from the analysis of factorization algorithms: we would like B
large so as to make C unlikely, but we would also like it small so as to prevent S.
A good choice is
B = exp
(√
logN log logN
2
)
; u =
√
2 logN
log logN
;
which makes the probabilities roughly equal. Then it is straightforward to prove that
Pr[C] and Pr[S]6L(N )−1=
√
2+o(1), from which the result follows.
Note that the bound L(N )−1=
√
2+o(1) is asymptotically much less than inverse expo-
nential polylog in input size logN .
Corollary 3.1. For any c¿0, under the hypotheses of the last theorem, we have
Pr[degQ(
√
q1; : : : ;
√
qn) ¡ 2n] = o(1= exp((log logN )c))
as N →∞.
The probability that q1; : : : ; qn are pairwise relatively prime is also of interest. It
is easy to see that the probability of this is exponentially small, for example by
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considering adjacent pairs. Below we give a bound with explicit dependence on the
parameters.
Theorem 3.2. Let q1; : : : ; qn be chosen independently from the uniform distribution
on {1; : : : ; N}. The probability that these numbers are pairwise relatively prime is at
most (1 + n)2−n + n=N .
Proof. For the qi to be pairwise relatively prime, it is necessary and suMcient that
this condition hold locally for each p. To get our estimate we use only p=2. First
assume that N is even. The residues of the qi mod 2 form a random sequence of bits,
of which at most one can be 0. Using the binomial distribution, the probability of this
event is 2−n + n2−n =(1+ n)2−n. If N is odd, either all qi are 6N − 1, for which the
previous case applies, or some qi equals N . The chance of this last event is at most
n=N .
One can get better results by considering more primes.
Theorem 3.3. For n 9xed and N →∞, the probability of the last theorem has the
limit
P(n) =
∏
p
{(
1 +
n
p− 1
)(
1− 1
p
)n}
:
Proof. Let EN be the event that q1; : : : ; qn are pairwise relatively prime. Let Gp (“good
at p”) be the event that no pair has a gcd divisible by p, and Bp (“bad at p”) its
complement. Then
Pr
[⋂
p6x
Gp
]
−
∑
p¿x
Pr[Bp]6 Pr[EN ]6 Pr
[⋂
p6x
Gp
]
:
We have
∑
p¿x Pr[Bp]6(
n
2 )=x, so
Px(n)−
(
n
2
)
x
6 lim inf
N→∞
Pr[EN ]6 lim sup
N→∞
Pr[EN ]6 Px(n);
where
Px(n) =
∏
p6x
(
1 +
n
p− 1
)(
1− 1
p
)n
:
By the binomial theorem, each factor of Px is 1+O(p−2), so limx→∞ Px =P(n), which
implies the theorem.
We note in passing that the largest size of a multiplicatively independent set of
integers from {1; 2; : : : ; n} can also be determined. This is exactly .(n), the number
J.-Y. Cai, E. Bach / Theoretical Computer Science 296 (2003) 15–25 23
of primes less than or equal to n. This can be easily seen as follows: First .(n) is
achieved by the set of primes up to n, as they are clearly multiplicatively indepen-
dent modulo squares. Second, consider any sequence of numbers a1; a2; : : : ; ak that are
multiplicatively independent modulo squares. Suppose they are all less than or equal
to n. Then we can write each ai as a 0-1 vector of length .(n), where the jth bit of
ai is 1 iQ the order of the jth prime in ai is odd. Then the set {a1; a2; : : : ; ak} being
multiplicatively independent modulo squares is the same as the set of 0-1 vectors are
linearly independent over Z2. Hence k6.(n).
Even though the largest size of a multiplicatively independent set does not grow
beyond what can be achieved by primes alone, the estimates in this section indicate
that there are many more multiplicatively independent sets than those obtainable from
primes alone.
4. The lower bound
In this section, we prove that for any choice of s multiplicatively independent qi; j’s
of polynomially many bits, where 16i6n; 16j6ki = 	log2(di + 1)
; s=
∑n
i=1 ki,
and any prespeci/ed choice of signs in the sums qi =
∑ki
j=1 (−1)bi; j
√qi; j, and any
polynomial bit precision L, there are non-zero polynomials f(x1; : : : ; xn), where the
degree of xi is at most di and the coeMcients are integral and all bounded in n, such
that while f(q1; : : : ; qn) =0, for all ‘6L; f([q1]‘; : : : ; [qn]‘)= 0, where [qi]‘ denotes
the ‘-bit truncation of qi. This provides a negative answer to the open question from
Chen and Kao [5]. We can even take f multilinear and all coeMcients from {−1; 0; 1}.
In fact, a much stronger result can be shown where L, the bit precision, can be
substantially increased from polynomial in n to almost 2n, yet still some non-zero
multilinear polynomial f with coeMcients from {−1; 0; 1} can vanish on all truncations
up to L bits. Such a polynomial can even simultaneously vanish on all L-bit truncations
on a large (almost 2n) set of arbitrarily chosen initial irrational points. The proof is a
direct adaptation of Dirichlet’s method showing the existence of simultaneous rational
approximations with bounded denominators.
Theorem 4.1. Given any n and any degree sequence d1; : : : ; dn, let D=
∏n
i=1 (di + 1).
Let C; L; Q be arbitrary positive integers, such that (2C +1)D¿(2L·(
∑n
i=1 di)+1CDQ)L.
Let q1;1; : : : ; q1; k1 ; : : : ; qn;1; : : : ; qn; kn be any integers multiplicatively independent modulo
squares, where ki = 	log2(di +1)
. Let qi =
∑ki
j=1 ai; jqi; j, where ai; j are any non-zero
integers. Assume
∏
i |qi|di6Q. Then, there are non-zero polynomials f(x1; : : : ; xn)
with integral coe?cients bounded by C, and degree in xi bounded by di, such that
f([q1]‘; : : : ; [qn)]‘)= 0, for all 16‘6L, where [qi]‘ denotes the ‘-bit truncation of qi.
Corollary 4.1. If 2C =2c; Q=2q, and 2n¿L(Ln+c+q+n)=c, then there are non-zero
multilinear polynomials satisfying the above condition.
Corollary 4.2. If 2n¿tL(L + q + n + 1), then there are non-zero multilinear poly-
nomials with coe?cients from {−1; 0; 1} that vanish on all L-bit truncations on
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a set of t arbitrarily chosen initial irrational points q(1); q(2); : : : ; q(t), where each
q(i) = (q(i)1 ; q
(i)
2 ; : : : ; q
(i)
n ) has the form given in Theorem 4.1.
Proof. For any =(2j1 ;:::; jn), where 2j1 ;:::; jn is a sequence of integers, with 06ji6di;
16i6n and |2j1 ;:::; jn |6C, de/ne a polynomial f by
f2(x1; : : : ; xn) =
∑
06ji6di;16i6n
2j1 ;:::;jnx
j1
1 · · · xjnn :
The evaluations of f at all ‘-bit truncations of qi de/nes a (linear) map from [−C; C]D
to (−CDQ;CDQ)L, by  → (f([q1]‘; : : : ; [qn]‘); 16‘6L). Note that there are at most
D non-zero terms in f and each term is strictly less than CQ, de/ne since qi is
irrational.
Denote L′=L · (∑ni=1 di). Divide the range into 2L′+1CDQ equal parts along
every dimension. More precisely, for each dimension 16i6L, divide the interval range
(−CDQ;CDQ) into 2L′+1CDQ equal length subintervals, i.e., for 16ji¡2L′+1CDQ
the jith subinterval is (−CDQ + (ji − 1)=2L′ ;−CDQ + ji=2L′ ] and for the last one
ji =2L
′+1CDQ, the subinterval is (CDQ − 1=2L′ ; CDQ). In this way, we obtain (2L′+1
CDQ)L cells each congruent to (0; 1=2L
′
]L (except on each dimension the last one has
open boundaries on both sides).
Since (2C + 1)D¿(2L
′+1CDQ)L, some two images fall in the same cell, i.e., there
are two distinct tuples  = ′ such that
|f2([q1]‘; : : : ; [qn]‘)− f2′([q1]‘; : : : ; [qn]‘)| ¡ 12L′ ;
for all 16‘6L.
However, each quantity is a rational number with at most L′=L · (∑ni=1 di) bits
after the decimal point. In other words, both 2L
′
f([q1]‘; : : : ; [qn]‘) and 2L
′
f′([q1]‘; : : : ;
[qn]‘) are integers. It follows that f([q1]‘; : : : ; [qn]‘)− f′([q1]‘; : : : ; [qn]‘)= 0, for all
16‘6L. Now take zj1 ;:::; jn = 2j1 ;:::; jn − 2′j1 ;:::; jn , then the non-zero polynomial fz has
fz([q1]‘; : : : ; [qn]‘)= 0, for all 16‘6L.
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