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This research presents a new, socially adaptive robot tutor, Ms. An (Meeting 
Students’ Academic Needs). The goal of this research was to use a decision tree model to 
develop a socially adaptive robot tutor that predicted and responded to student emotion 
and performance to actively engage students in mathematics education. The novelty of 
this multi-disciplinary project is the combination of the fields of HRI, AI, and education. 
In this study we 1) implemented a decision tree model to classify student emotion and 
performance for use in adaptive robot tutoring-an approach not applied to educational 
robotics; 2) presented an intuitive interface for seamless robot operation by novice users; 
and 3) applied direct human teaching methods (guided practice and progress monitoring) 
for a robot tutor to engage students in mathematics education.   
Twenty 4th and 5th grade students in rural South Carolina participated in a between 
subjects study with two conditions: A) with a non-adaptive robot (control group); and B) 
with a socially adaptive robot (adaptive group). Students engaged in two one-on-one 
tutoring sessions to practice multiplication per the South Carolina 4th and 5th grade 
mathematics state standards.  
Although our decision tree models were not very predictive, the results gave answers 
to our current questions and clarity for future directions. Our adaptive strategies to 
engage students academically were effective. Further, all students enjoyed working with 
the robot and we did not see a difference in emotional engagement across the two groups.  
This study offered insight for developing a socially adaptive robot tutor to engage 
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students academically and emotionally while practicing multiplication. Results from this 
study will inform the human-robot interaction (HRI) and artificial intelligence (AI) 
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“The robot would be unable to understand children because it would lack reasoning 
skills that require cognitive, social, and emotional intelligences. Teaching requires that 
teachers understand what students already know and use that to help them make new 
connections. It also requires a relationship between student and teacher, one that allows 
and encourages risk-taking. A teacher's job is to balance a push for new knowledge and a 
stay for students to gain mastery. This takes a lot of intuition and personal judgment.”  
-Educator  
 The above quote was taken from a survey we conducted on educators’ opinions on 
a robot teaching assistant and mirrors the thoughts of many of the respondents [1]. To 
address this concern, it is crucial to (1) understand the state of mathematics education in 
the US, particularly for at risk youth; (2) assess the potential of Human-Robot Interaction 
(HRI) for education; and (3) consider the Artificial Intelligence (AI) needed to develop a 
socially adaptive robot tutor. This three-pronged approach (education, HRI, and AI, 
respectively) lays the foundation of this dissertation.  
1.0 EDUCATION 
Mathematics is among the core academic subjects identified by the US Department of 
Education [2]. Math competence in early education leads to career and college readiness 
as it prepares students for undergraduate courses in college [3] and plays a critical part in 
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the competency for workers in the technical workforce and the nation’s economic 
development [3].  
Although math proficiency is extremely important, many students are not excelling in 
the field [4]. The ACT Aspire test is administered in South Carolina to 3rd through 8th 
grade students. This statewide assessment tests students on grade level standards. Student 
scores are categorized into four levels based on readiness benchmarks: in need [of 
support], close, ready, and exceeding. Students who score below the cut off score are 
classified as “in need”. Those who score at or above the low cut off score and below the 
benchmark are classified as “close”. Those who score below the high cut off score and at 
or above the benchmark are classified as “ready”. The students who scored at or above 
the high cut off score are classified as “exceeding”.   
Based on 2015 ACT Aspire scores for 5th grade students in South Carolina [4], 51.8% 
(N=54,601, M=418.2, SD=5.4) were classified as either in need or close. Thus, more than 
50% of South Carolina 5th grade students were struggling with math. 4th grade test scores 
were similarly substandard.  Figure 1.1 shows the 5th grade test percentages for each 
category.   
 










Sadly, these results were worse for rural schools. 8.71% more rural students were 
classified as “in need” or “close” than urban students. In contrast, 10.85% more urban 
students were classified as “ready” or “exceeding” than rural students. Figure 1.2 shows 
the percentage of both rural and urban students in “in need” and “close” categories 
combined and “ready” and “exceeding” categories combined. 
 
Figure 1.2 Percentage of rural and urban students by grouped  
score classifications 
Tutoring. Tutoring is one approach to help students perform better in mathematics as 
it is often used to assist students who may show weaknesses in academic areas. Tutoring 
is a supplemental aid in the learning process that can further enhance a student’s 
academic ability [5]. Benjamin Bloom found that students who receive one-on-one 
tutoring outperformed students who receive traditional classroom instruction by two 
standard deviations (two-sigma problem) [6].  
A tutoring interaction is comprised of an academic component and social component 
[7], [8]. Academically, tutors provide immediate and specific feedback. Socially, tutors 
provide positive reinforcement and guidance [8]. Together, these components are critical 
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for success in tutoring [5]. Further, this academic and social interaction fosters student 
engagement [5]. 
Engagement. In education, student engagement influences student motivation and 
progress in learning. The term student engagement encompasses the student’s attention, 
curiosity, interest, optimism, and passion when learning. There are many facets of 
engagement as it relates to education including intellectual engagement and emotional 
engagement [9]. 
Intellectual engagement. Intellectual engagement focuses on a student’s cognitive 
state during learning [9]. Teaching strategies are often employed for the maximum 
benefit of intellectual engagement.  Two effective techniques that are encouraged are 
guided practice and progress monitoring [9]. 
Guided practice, also called scaffolding, is a process that allows a student to solve a 
problem with assistance from an expert [tutor] that the student would not be able to solve 
independently [10]. During instruction, the tutor provides support to the student as the 
student works to master a skill [11]. This strategy allows the student to master new skills 
in small increments (zones) by building on previous knowledge and with the help 
provided by the tutor. With this, a student is able to work within his/her zone of proximal 
development (ZPD) [12] and shift from watching the tutor model a skill to being able to 
perform the skill independently [8], [13]. 
While guided practice teaches a student a skill (or set of skills), progress monitoring 
is a complementary approach that allows the student to practice newly learned skills. 
Progress monitoring is a technique that can be used to assess student performance, predict 
future outcomes, and allow instructors to develop effective instruction [14]. As the name 
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suggests, progress monitoring is the act in which the tutor monitors a student’s progress. 
During this process, the tutor asks the students questions on the subject matter. This 
process allows students to demonstrate their of understanding [8], [15].  
Emotional engagement. Emotional engagement describes a student’s affective state 
during learning. Student emotions impact cognition and positive emotions stimulate 
attention [16]. It is important to organize emotions in a way that makes emotion 
groupings meaningful. Scherer et al. labels emotions by valence and control/power [17].  
Valence refers to how the student feels. High valence (positive) refers to a pleasant 
and enjoyable experience that is likely to have positive and desired outcomes for the 
student. Conversely, low valence (negative) suggests an unpleasant and joyless 
experience that is likely to have negative and undesired outcomes [18]. 
Control/power refers to the student’s perceived ability to influence a situation. High 
power refers to the strong belief that a student can change a situation whereas low power 
refers to the student’s belief that they cannot change a situation [18]. 
Tutoring technology. Educational technology has grown significantly in recent 
decades [20] and has been used in many mathematics learning environments. While 
technology does not fix issues in mathematics education alone, (human teachers are still 
needed) its use has made significant contributions to learning, including social and 
emotional development [20]. 
Tutoring technology is helpful because it can provide individualized support, 
immediate reinforcement, unbiased feedback, and self-paced instruction. It is a powerful 
tool that can be used for management, communication, evaluation, motivation, and 
cognition [20]. 
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Onscreen agents. Onscreen agents (also known as avatars or virtual humans) have 
become increasingly popular for tutoring activities [21], [22]. One reason for this is that 
they can employ all of the advantages of standard tutoring technology with the added 
benefit of exhibiting social behaviors [21]. An onscreen agent is a simulation of an 
animated object (usually a human) that displays many realistic traits for interaction such 
as facial expressions, emotions, personality, and communication [23], [24]. 
Robot tutors. Many educational options exist from standard tutoring technology to 
onscreen agents; however, robots differ because the physical embodiment of the robot 
adds an additional degree of sociability, which results in higher performance for students 
[25], [26]. Even in applications outside of tutoring, the robot was more favorable than an 
onscreen agent. For example, robots were perceived to be more enjoyable, more credible, 
and more informative during a moving task [27]; more attentive and more helpful during 
a drumming game [28]; and more engaging as a therapist for older adults and individuals 
suffering from dementia [29].  
Although robots are not a replacement for human teachers, robots have potential as 
pedagogical agents in education [30]. Academically, robots can conduct various learning 
tasks such as recalling lessons and reinforcing facts; and socially, they can create a 
positive learning environment through social actions such as attention guiding and 
communicativeness. To implement academic and social capabilities for a robot, HRI and 
AI are both applicable areas of interest. While HRI can address the interaction between 




1.1 HUMAN-ROBOT INTERACTION 
HRI is the field of study that involves understanding, designing, and evaluating 
robotic systems that communicate with humans [31]. HRI is applied in areas in which it 
is necessary for the robot to interact with the user [32], [33]. This is exactly the case in a 
tutoring scenario where a social interaction between the tutor (the robot) and the student 
is necessary for effective learning to occur [34]. 
Robots and education. Several research studies have investigated the use of robots for 
education. These studies have shown that social robots are useful supplemental tools for 
education. Yun and colleagues documented a study where students were instructed via a 
robot tele-operated by a teacher, which led to learning gains for students [35]. Another 
study investigated the conceptual design of an educational robot that engaged students in 
a lesson about historical ancient cultures [36]. Though the robot’s sociability has been 
shown to contribute to student achievement, little has been done to illustrate the specific 
aspects of the robot that facilitate learning and retention [37], [38].  
Social robots have also been widely used to support mathematics education. Brown 
and Howard used verbal cues to minimize idle time and decrease boredom during a 
mathematics test [39]. In another study, researchers used personalization to students 
while playing an adaptive arithmetic game with a robot [40]. Ramachandran and 
colleagues used a social robot that aided students while practicing fractions [41]. Socially 
responsive feedback (i.e., task-related feedback, motivational support), was effective in a 
robot learning companion that helped students practice mathematics problems [42].  
Robots have also demonstrated positive trends among student perception and 
engagement [43]. One study documented how a robot’s perceived sociability increased 
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from the pre- to post-questionnaires during a mathematics tutoring session [44]. Howley 
et al. documented that students were more willing to ask the robot questions over a 
human tutor in most situations due to varying perceptions of the robot’s social role during 
a tutoring session [45]. Kanda et al. concluded that the social behavior of the robot aided 
in facilitating a better relationship with the student and increased the student’s social 
acceptance of the robot during a mathematics lesson [46]. The implementation of 
adaptive robots is an important topic in HRI; however, AI can be applied to develop 
robots that adapt and respond to a student’s needs.  
1.2 ARTIFICIAL INTELLIGENCE 
AI is the field of study that involves synthesizing and analyzing computational agents 
that can act intelligently. An intelligent agent can make decisions about its actions based 
on factors such as goals/values, prior knowledge, observations, past experiences, and the 
environment [47]. Figure 1.3 illustrates an agent that uses inputs to influence its actions.  
 
Figure 1.3 Agent system [47] 
AI can be thought of in four ways: systems that think like humans; systems that act 
like humans; systems that think rationally; and systems that act rationally. Systems that 
think like humans automate processes that require human thinking such as decision-
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making and problem solving [48]. Systems that act like humans are systems that mimic 
human actions [49]. Systems that think rationally use information to perceive, reason, and 
act [50]. Lastly, systems that act rationally automate intelligent behavior and use 
information to achieve the maximum goal [51]. 
An effective human tutor adapts to the student (tutee) by gathering information about 
the student (e.g., capabilities, motivations, etc.) and tailoring real time instruction to meet 
the learning needs of the student [52].  This adaptability makes AI a probable approach to 
intelligent tutoring systems. Agents rely on an array of inputs such as student’s prior 
knowledge, common student errors, or facial expressions which can be used to conduct 
activities (i.e., assess student knowledge and provide relevant feedback). Figure 1.4 
shows a sample agent system as a tutor. 
 
Figure 1.4 Agent system (tutor) 
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Adaptive techniques have been applied using artificial intelligence in several studies 
across multiple domains for learning. Many popular AI models including Bayesian 
networks and Partially observable Markov decision processes (PomDPs) have been 
widely used, but they are not ideal to use for this application of work. Based on its 
capabilities, decision trees are potentially more effective in robot education; however, 
very little research has been conducted on using decision trees to develop a socially 
adaptive robot tutor.  
Previous work has focused on adaptive tutoring and the robot’s [or computer’s] 
response once information is inferred. In some cases, social responses are reactions to a 
student’s state to aid in academic success [53], [54], [55], [56].  
Decision trees. A decision tree is a model used for classifying data and is one of the most 
effective methods used for supervised classification learning1. A tree is built per its 
training data, which it uses to make classifications. The internal nodes in a decision tree 
represent the tree’s features and its classes are represented by the tree’s leaves [57]. 
Figure 1.4 shows a sample decision tree that uses four predictors (outlook, temperature, 
humidity, and wind) to determine a decision (yes, no) to play golf.  
1.3 SUMMARY 
 Due to the need for student enrichment in the math, and the benefits of using robots 
for education, socially adaptive robots are ideal as a teaching tool for mathematics 
education. Social robots are not only capable of delivering mathematics content, but they 
are also capable of socially interacting with students to promote an enriching educational 
experience. However, how do we develop a socially adaptive robot with reasoning skills 
and an intuition about the student’s emotional state?  
                                                          











Educators have expressed that to best serve students, a robot tutor must possess 
reasoning skills and the robot must be capable of having an intuition about the student’s 
emotional state [1]. To date, there is a lack of literature that describes implementation of 
a socially adaptive robot tutor that uses a decision tree model to predict student emotion 
and performance for practicing multiplication via effective teaching techniques (i.e., 
guided practice and progress monitoring). 
2.1 PAST STUDIES 
 We have conducted several studies that investigated the use of a social robot for 
education that will be applied to this proposed body of work. Our research introduced the 
robot tutor, Ms. An (Meeting Students’ Academic Needs) and investigated student’s 
perceptions and academic outcomes when practicing multiplication with Ms. An. 
 Study 1 was a study about attitudes.  In this early study, we investigated student’s 
attitudes and perceptions toward a social robot.  We developed social behaviors on the 
robot and students did, in fact, perceive the robot as a social entity that they enjoyed 
studying with [59], [60]. 
The next logical step was to then investigate how this social robot compared to 
commonly used educational technology.  Therefore, Study 2 was a study about viability.  
In that study, we made a direct comparison between the social robot (Ms. An) and a tablet 
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workbook.  Again, we found that the students perceived the robot as social.  Importantly, 
students indicated a preference for studying with the robot compared to the workbook. 
This study verified that the implementation of a social robot tutor is in fact a viable 
option for education. We did not find any educational gains; however, this needs to be 
further investigated [61]. 
The final preliminary study shifted toward understanding educator’s (i.e., teachers, 
principals, interventionists) perceptions toward the robot.  Even if students enjoy the 
tutor, educators will directly impact whether the robot is adopted into schools and used as 
a classroom aid.  Therefore, study 3 was a study about acceptance.  Educators indicated 
several uses for a robot-teaching assistant, including motivation for students, assistance 
with classroom activities, and encouragement/emotional support to students. While 
educators saw many benefits of a robot tutor, they were not without any concerns. 
Educators indicated that a robot tutor lacked reasoning skills and intuition. They also felt 
that a robot tutor would decrease personalization. Lastly, educators had doubts about 
being able to operate the robot [1]. 
2.2 RESEARCH GOAL 
The goal of this research was to use a decision tree model to develop a socially 
adaptive robot tutor that predicted and responded to student emotion and performance to 
actively engage students in mathematics education.   
Research questions. To assess the research goal (i.e., effectiveness of a robot’s ability 
to educate and engage students), this study addressed the following research questions: 
[Q1] How well can a decision tree model classify a student’s emotion and 
performance? 
 




a) How do students perform academically by studying with a socially 
adaptive robot tutor? 
b) How do students respond emotionally by studying with a socially 
adaptive robot tutor? 
 
[Q3] What social perceptions do students have of a socially adaptive robot tutor 
while practicing multiplication? 
 To address these research questions, we conducted a study in which students 
interacted with a robot during multiple tutoring sessions. We recorded information (such 
as delay in answer) that was needed to help the robot make predictions about the student. 
We collected information about each student’s mathematics performance before, during, 
and after the tutoring sessions as well as information about each student’s emotional 
states throughout the study. We also gathered information about the student’s perceptions 







We used the NAO humanoid robot (see Figure 3.1) as the robot tutor named Ms. An 
(Meeting Students’ Academic Needs). The NAO humanoid robot is an ideal platform for 
delivering education because of its multimodal capabilities such as speech and gesture.  
The NAO stands 58 cm tall. It has 25 degrees of freedom, 2 cameras, various touch 
sensors, and 4 microphones. The robot is also capable of voice and vision recognition.   
 





State Standards. The multiplication tutoring session covered problems that addressed 
the South Carolina state standards:  
▪ (4th grade) 4.NSBT.5 Multiply up to a four-digit number by a one-digit number 
and multiply a two-digit number by a two-digit number using strategies based 
on place value and the properties of operations.  
▪ (5th grade) 5.NSBT.5 Fluently multiply multi-digit whole numbers using 
strategies to include a standard algorithm [63]. 
Content. The content of the lessons spanned across the different ways in which 
multiplication can be described through equal groups, area arrays, and comparison [64]. 
Table 3.1 shows an example of the representation of each problem type with 
corresponding context, computation, and pictorial interpretations. 
Table 3.1 Multiplication problem types 
 
 Context Computation Pictorial 
Equal 
groups 
There are 4 bags 
of apples with 6 
apples in each 
bag. How many 






There are 3 rows 
of desks with 4 
desks in each 
row. How many 





What is the area 





A string of yarn 
is unrolled to 2 
cm long. How 
long will the 
string be if 
unrolled to 3 
times as long? 
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Students practiced multiplication with problems that included multiplying whole 
numbers by up to four digits and one digit and multiplying two-digit numbers by two-
digit numbers. To ensure record of a wholistic multiplication experience, students solved 
problems with different combinations of multiplication question and answer types. For 
example, Figure 3.2 shows a session question that was given as a context question type 







































Figure 3.2 Example session question 
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Common misconceptions. Common misconceptions or error patterns are mistakes 
students could make while solving multiplication problems [20]. We embedded common 
misconception or error patterns in each multiple choice incorrect response. Figure 3.3 
shows a problem and details the correct solution using the standard multiplication 
algorithm and misconception for each answer choice [65].  
 
Figure 3.3 Sample problem with common misconceptions 
Progress monitoring. During progress monitoring, Ms. An prompted students to 
answer multiple choice questions. They used a dedicated screen space on the tablet for 





Figure 3.4 Progress monitoring interface 
Guided practice. Guided practice contained two parts. In part 1, Ms. An demonstrated 
a problem to the student while he/she followed along. In part 2, Ms. An and the student 
worked on a problem together. During this time, Ms. An guided the student through each 
intermediate step to solve the problem. Once complete, instruction returned to progress 
monitoring so that the student could solve a similar problem independently. Figure 3.5 





Figure 3.5 Guided practice example 
3.2 DEVELOPMENT 
Robot. Ms. An was programmed using python and the Aldebaran Python software 
development kit (SDK). 
Robot sociability. Robot sociability was implemented to mimic the behaviors and 
intuitions of a human tutor. For robot sociability, Ms. An predicted each student’s 
affective state and performance and responded accordingly.  See Table 3.2.  
Table 3.2 Example robot responses 
 
Emotion Example response 
Happy “I am really enjoying working on these math problems 
with you.” 
“Practicing math makes me happy.” 
“I’m glad we are doing this.” 
 
Angry “Right now, this math is frustrating me.” 
“This work is making me feel a little angry.” 




Sad “This work is making me feel a little down.” 
“Right now, this math is making me sad.” 
“I’m a little sad working on these problems right now.” 
 
Surprised “Wow, this is great!” 
“Practicing math with you is so much fun!” 
“This is exciting!” 
 
Neutral No response 
For affect, each emotion (i.e., happy, angry, sad, surprised, neutral) was classified by 
valence (i.e., high, low) and control/power (i.e., negative, positive), which corresponded 
to five possible robot states: {high, low} X {negative, positive} + {neutral}. Each 
emotion (apart from neutral) fell into one of four categories as described by the Geneva 
Emotion Wheel (GEW) [18]. See Figure 3.6.  
 
 
Figure 3.6 GEW emotion classifications 





Figure 3.7 Emotion state diagram 
Via a performance decision tree (see Section 3.2 Development: Decision Trees), if 
Ms. An predicted that the student would likely answer the upcoming question incorrectly, 
she provided guided practice before presenting a problem; however, if Ms. An predicted 
the student would answer correctly, she presented the problem without any intervention. 
Figure 3.8 shows the state diagram of the Ms. An’s response per the student’s predicted 
performance. 
Decision trees. The decision trees were built using Weka, a machine learning 
software package [66] that used the C4.5 algorithm [67]. The C4.5 algorithm uses a 
training set to build decision trees by recursively calculating the entropy to determine 
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which features are most useful for splitting the data [67]. To prune the tree, Weka uses a 
post-pruning technique that removes nodes that are not statistically significant [68].  
 
Figure 3.8 Performance state diagram 
The emotion decision tree predicted the students’ emotion and the performance 
decision tree predicted the students’ performance. We used data from a previous study 
[61] for the training set to build both trees for this study. The training set for both trees 
contained 120 instances. 
The features of the training set (see Tables 3.3 and 3.4) for the decision trees were the 
students’ gender, coded emotion (excluded in emotion decision tree), previous session 
score, answer delay, and percent correct (current session score). Researchers analyzed 
videos of the study sessions to code students’ emotions. The pre-test score was used for 
the previous session score for the first session. For pre-test score and percent correct, 
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scores greater than 0.80 were categorized as high; scores between 0.80 and 0.50 were 
categorized as medium; and scores below 0.50 were categorized as low. For delay in 
answer, we categorized times greater than 80 seconds as high; times between 80 seconds 
and 50 seconds were categorized as medium; and times below 50 seconds were 
categorized as low. The classification for the emotion decision tree was the students’ 
emotion and the classification for the performance decision tree was the students’ 
performance.  




















































Figures 3.9 and 3.10 show the emotion decision tree classified by individual emotions 
and rules, respectively.  Figures 3.11 and 3.12 show the performance decision tree and 
rules, respectively. The pruned tree for emotion only included percent correct and gender 
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features. The pruned tree for performance only included the percent correct feature.  
 
Figure 3.9 Emotion decision tree classified by individual emotions 
 
 
Figure 3.10 Emotion rules classified by individual emotions 
 
 
Figure 3.11 Performance decision tree 
 
 
Figure 3.12 Performance rules 
The rate of correctly classified instances for the performance tree was 87.5%. The 
rate of correctly classified instances for the emotion tree classified by individual emotions 
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was low (50%), meaning the tree only guessed correctly half the time. Thus, we decided 
to also consider an emotion decision tree that classified emotion by valence (non-
negative, negative). Figure 3.13 shows an emotion decision tree classified by valence 
(non-negative, negative). Figure 3.14 shows the rules for the emotion decision tree 
classified by valence. 
Figure 3.13 Emotion decision tree classified by valence 
 
  Figure 3.14 Emotion rules classified by valence 
The emotion decision tree classified by valence had a better rate of predictability 
(76.77%) than the emotion tree that classified each individual emotion (50%).  
Interface. The interface (see Figure 3.15) was developed using Python and its PyQt 
package. The interface was designed to allow educators (who will most likely be novice 
robot users) to quickly and easily use Ms. An in a tutoring session, where an expert user 
(e.g., developer) will likely not be present for setup. Further, the interface adheres to 
human-computer interaction (HCI) design principles (visibility, feedback, affordance, 
mapping, and consistency). 
 
27 
Current tools that are available to operate the robot are best used by experts and not 
ideal for the target population (i.e., educators): 1) Choregraphe software suite (see Figure 
3.16) and 2) Python (see Figure 3.17).   
 
Figure 3.15 Interface, start page 
 





Figure 3.17 Python programming 
3.3 HRI STUDY DESIGN 
To analyze the effectiveness of the adaptive robot, we conducted a between-subjects 
study2 with two conditions: A) with a non-adaptive robot (control group); and B) with a 
socially adaptive robot (adaptive group). Table 3.5 shows a comparison of robot traits 
and behaviors for each condition. 




▪ Static emotional state 
(neutral)  
 
▪ Dynamic emotional state to 
match student’s emotional 
state (happy, angry, sad, 
surprised, neutral) 




▪ Asked multiplication 
questions [progress 
monitoring] with 
instructional support [guided 
practice] 
In the adaptive robot condition, Ms. An predicted the student’s emotion and 
                                                          
2 Between subjects study is one in which two or more groups are tested under different conditions. 
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performance and proactively determined next actions before presenting a question to be 
solved. For emotion classification, Ms. An used social responses that corresponded to 
each student’s emotional state (happy, angry, sad, surprised, neutral) before asking a 
question. For performance, if Ms. An predicted that the student would answer the 
upcoming question correctly, it proceeded with progress monitoring; however, if Ms. An 
predicted that the student would answer the upcoming question incorrectly, the robot 
proceeded with guided practice. In the non-adaptive condition, Ms. An behaved in a 
neutral emotional state and completed only progress monitoring activities (i.e., asked 
mathematics questions to be solved without any intervention) despite the student’s 
affective state or competency. Figures 3.18-3.21 illustrate example scenarios of both 
conditions.  
  
Figure 3.18 Ms. An predicts that the student is sad and that the student answer the 
upcoming question incorrectly (adaptive) 
 
Figure 3.19 Ms. An predicts that the student is happy and that the 




Figure 3.20 The student is surprised and answers the 
upcoming question incorrectly (non-adaptive) 
 
Figure 3.21 The student is happy and answers the 
upcoming question correctly (non-adaptive) 
 
Student-Robot Interaction. In addition to gestures and movements, Ms. An 
communicated with the students verbally using speech and visually through the tablet. 
Ms. An performed actions such as reading each multiplication question, prompting the 
students at various points during the lesson, and giving feedback on answer choices 
(verbal communication). These actions corresponded with the question and activity 
display on the tablet (visual communication). Students could press buttons on the touch 
screen interface to select answer choices and enter values using a keypad. Ms. An 
received that data from the tablet and responded accordingly.  Figure 3.22 shows the 




Figure 3.22 Student-robot communication diagram 
Participants. Twenty 4th and 5th grade students were included in the study (10 males, 
10 females), ranging from 9-12 years old (M=9.95, SD=0.84). Participants were recruited 
from Blenheim/Elementary Middle School in rural Blenheim, SC.  Of those participants, 
50% identified themselves as Black/African American; 30%, White/Caucasian, 5%, 
other; and 5% opted not to report race/ethnicity. 
Participants completed a Technology Experience Profile that measured their 
familiarity with and use of different technologies. While the students rated an overall 
familiarity (M=3.59, SD=1.12) with technology, their experience with robots, 
specifically, was low (M=2.95, SD=1.28). The top technologies which the student 
reported using on at least a weekly basis (e.g., M=4.0 or higher) were video games, tablet, 
smart board, smart phone, music player, and social media. The least used technologies 
(M=3.0 or below) were webcam, electronic book reader, LCD projector, student response 




*Rating scale: 1=I don’t know what it is;2=Not at all; 3=Once a month; 4=Once a week; 5=Every day 
Figure 3.23 Technology experience profile 
 
Eleven students were assigned to the control group and nine students were assigned to 
adaptive group. To ensure the groups were equally split by student performance, we used 
the pre-test 3 scores to assign students to each condition. Students in the control group 
had a 32% (SD=14) average score and students in the adaptive group had a 28% (SD=9) 
average score.  
3.4 MATERIALS AND MEASURES 
Workbook. Students used the Dell Inspiron 13 7000 series 2-in-1 laptop/tablet during 
each session for both conditions. They interacted with Ms. An using the tablet by 
completing activities such as reviewing content and answering questions. This form of 
input increased the integrity of the data as it eliminated errors that could have occurred 
from other methods of input such as voice recognition and vision recognition.  
Student demographic form. Students completed a demographic form (Appendix A). 
We used data from this form for descriptive statistics. 
Pre-/post-test. Students completed two pre-/post-tests for the study. They completed 
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the pre-tests at the beginning of the study. In test 1 (Appendix B), students were asked to 
select the different ways to represent a multiplication problem. This was a test to see if 
students would recognize the equivalence of mathematics problems as computation, 
context, and pictorial. In test 2 (Appendix C), students solved multiplication problems. 
This test was used to establish a baseline for the student’s multiplication performance as 
well as ensure equivalent groups for performance. 
At the end of the study, after all sessions were finished, students completed post-tests 
that were analogous to the pre-tests. The tests were multiple choice and developed and 
administered through SurveyMonkey (https://www.surveymonkey.com/). 
Emotions questionnaire. Students were asked to best describe their emotions (i.e., 
happy, angry, sad, surprised, neutral) at the beginning, in the middle, and at the end of 
each session (Appendix D).  Students rated their emotions using emojis to ensure student 
understanding of the meaning of each emotion which has been shown to increase 
accuracy in student responses [69]. The students completed the emotion questionnaire 
directly on the tablet when prompted by the robot that said, “Tell me how you’re feeling. 
Choose the emoji that best describes how you’re feeling.” 
Robot persona inventory. We adapted the Agent Persona Inventory (API) [70] to 
create the Robot Persona Inventory (RPI) to measure the participant’s attitudes toward 
the robot tutor (Appendix E). API is a reliable, validated instrument that measures four 
pedagogical agent persona factors (credibility, facilitated learning, engagement, and 
human-likeness) and two latent variables (informational usefulness and affective 
interaction) [70].  
Facilitated learning consists of how the agent enables learning and reflection; credible 
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focuses on the value of the instruction from the agent; human-like addresses how natural 
the agent’s communication enhances the its personality and emotional expression; and 
engaging relates to how well the agent motivates the student [70].  
Information usefulness corresponds to the agent’s ability and influences the agent 
factors facilitated learning and credible. Affective interaction corresponds to the agent’s 
personality and influences the agent factors human-like and engaging. Figure 3.24 shows 
the relationship among the agent persona factors and latent variables [70].  
 
Figure 3.24 Agent characteristics and relationship  
to agent factors  
RPI captured data related to student’s perceptions of the robot’s social presence, 
personality, and method of instruction [70]. We worked with elementary school educators 
to ensure that the content was on a 5th grade reading level. The RPI was developed and 
administered through SurveyMonkey.  
Interview. We developed a three-part interview script to collect qualitative data 
regarding the participants’ opinions about studying with Ms. An (Appendix F). The first 
part asked questions that focused on HRI; the second part, Education; and the third part, 
AI. The interviews were conducted one-on-one in a closed office. Students engaged in 
generative questioning that allowed each student to ask themselves further questions to 
develop meaning and deepen their comprehension of their session with Ms. An. This 
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allowed the students to better communicate their thoughts and feelings about their 
interaction with Ms. An. 
3.5 PROCEDURE 
Students engaged in one-on-one tutoring sessions to practice multiplication per the 
South Carolina 4th and 5th grade mathematics state standards. Mainly due to time and 
resource constraints, most education interventions using robotics are short-term 
interventions (some being as short as one interaction) [71]. To have a longer intervention 
and multiple interactions, students worked with Ms. An for two sessions, having one 
session a week for two weeks. Sessions lasted approximately 30-45 minutes.   
Prior to the study session, students completed a student demographic form, 
technology experience profile, and multiplication pre-test. Then, each student was asked 
to sit in a small room and the students worked at a desk with the robot. The student began 
each session by answering the emotions questionnaire.  Next, they interacted with the 
robot. For both the adaptive and non-adaptive groups, the robot acted as a tutor and 
completed progress monitoring activities. The robot asked students multiplication 
questions. Each question was displayed on the tablet and students answered questions via 
the tablet interface. Contrary to the non-adaptive robot, the adaptive robot employed 
proactive behaviors and executed those behaviors when needed (see sections 3.2 and 3.3). 
Students completed the emotions questionnaire again, halfway through the study session. 
Once the tutoring session was complete, students completed the emotions questionnaire a 
final time.  
After all sessions were completed, students completed a final session on solving 
multiplication using the partial products technique. In this session, students began with 
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guided practice then concluded with progress monitoring.  
At the end of all three sessions, students completed a post-test, RPI questionnaire, and 
interview. Students were given a retention test after all students completed the study. 
Figure 3.25 details the study procedure for each student.  
 





4.0 DATA ANALYSIS 
Unless otherwise noted, alpha was set at .05 for all statistical tests.  Due to the small 
sample size in each group, we report this data with guarded generalizations. We indicate 
all data that are statistically significant with an asterisk (*).  
4.1 DECISION TREE MODEL 
 Research question 1 (How well can a decision tree model classify a student’s emotion 
and performance?) addressed the accuracy of a decision tree model. To evaluate the 
robot’s ability to make classifications for emotion and performance and to better 
understand where misclassifications could occur: 1) for emotion, we compared the 
robot’s prediction for each student’s emotion to the student’s self-reported emotions 
throughout the session and 2) for performance, we compared the robot’s prediction for 
each student’s performance to the student’s actual performance. We also considered 
emotion classifications that were grouped by valence: negative (sad, angry) and non-
negative (happy, surprised, neutral).   
Although closely related, there were differences in the study from which we used the 
training data [60] and the current study. The previous study consisted of one session 
where students interacted with the robot and the pre-test score was the score used for pre-
test feature. In the previous study, the emotion feature was derived from researchers 
coding the students’ emotions by reviewing videos of the sessions. Lastly, the previous 
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study only contained computation multiplication problems. In contrast, this current study 
consisted of two sessions where students interacted with the robot. The pre-test score was 
used for the pre-test feature in session 1 and the session 1 score was used as the pre-test 
feature in session 2. In this current study, the emotion feature was self-reported by the 
students.  
Our use of data from a different, but similar study to build a tree for the current study 
is a popular technique known as transfer learning. Transfer learning in artificial 
intelligence is a technique in which the data used for a training set to solve one problem 
is applied as a training set to solve a similar problem [72].  While using this technique is 
common, it may have contributed to the low prediction accuracy for both training models 
to the new models. 
 These comparisons for emotion classifications are shown in the confusion matrices in 
Tables 4.1 and 4.2. The values along the diagonal of the matrices are the success rates for 
predictions. 
Table 4.1 Confusion matrix for each emotion 
  






The results show that the model is not accurate for each individual emotion (as expected 
from results of the training set described in Section 3.2). Despite the students exhibiting 
other emotions, the robot only predicted neutral and sad emotions. Happy was most 
commonly classified as neutral (51%). Happy was also misclassified as sad 40% out of 
all sad classifications. Surprise was also misclassified as neutral (21%) and sad (40%).   
The classifications for non-negative emotions improved (91%) when they were 
grouped by valence. The groupings are helpful because they compensate for the subtlety 
of the students’ emotions.  Further, since we would like to apply this model to tutoring 
interactions to improve emotional engagement, grouping by valence is adequate as 
emotional engagement is measured by the ratio of positive and negative emotions.  
 These comparisons for performance classification are shown in the confusion matrix 
in Table 4.3. The values along the diagonal of the matrix are the success rates for 
predictions. 
Table 4.3 Confusion Matrix for 
performance 
 
Incorrect performance was classified correctly at a higher rate than correct performance. 
However, the classifications were correct a little over half the time, which is only slightly 
better than choosing randomly. 
 To eliminate any losses from transfer learning, we built a new tree for performance 




Table 4.4 Confusion Matrix for 
performance – data from current 
study 
 
This tree performed better than the tree used in the study. The classifier predicted correct 
performance at a rate of 0.64 and incorrect performance at a rate of 0.69. 
4.2 ENGAGEMENT  
Research question 2 (How well can a socially adaptive robot tutor engage 5th grade 
students to practice multiplication?) emphasized student engagement. To consider two 
aspects of engagement, research question 2 was comprised of two sub-questions. To 
address question 2a, how do students perform academically by studying with a socially 
adaptive robot tutor, we report average learning gains and percent correct by answer 
type. To address question 2b, how do students respond emotionally by studying with a 
socially adaptive robot tutor, we report the frequency of emotions exhibited throughout 
the study sessions.  
 Learning gains. The difference in pre-test and post-test scores is a measure of each 
participant’s learning gain during the study. We also calculated the difference in session 1 
and session 2 scores to measure each participant’s learning gains. To allow for a reliable 
analysis for our between-subjects design, we calculated the normalized learning gain in 






Figure 4.1 Formula for normalized 
gain (pre-/post-test) 
 Pre-/post-test 1. Pre-/post-test 1 was a test on students’ ability to identify the different 
ways to represent multiplication problems. Figure 4.2 shows the normalized average 
learning gains for pre-/post-test 1 for each condition. We conducted Wilcoxon Signed 
Rank tests to compare pre- to post-test scores in each condition.  The adaptive conditions 
did show a statistically significant (z=-2.06, p<.05) improvement from pre- (M=3.67, 
SD=1.32) to post-test (M=5.44, SD=2.83) scores.  Therefore, the adaptive robot did, in 
fact, promote learning gains in the students’ ability to identify the different ways to 
represent multiplication problems.  The control condition did not have a significant 
change (z=-0.239, p=.81) from pre- (M= 4.63, SD=2.01) to post-test (M=4.63, SD=2.06) 
scores.  Therefore, the control condition did not yield learning gains in this skill. 
 Mann-Whitney U test was used to compare the learning gains between conditions.  
While the adaptive group had higher learning gains from pre- to post-test1 (M=0.44, 
SD=0.22) than the control group (M=-0.15, SD=0.67), this difference between groups 
was not statistically significant (z=-1.62, p=.10). It is important to note that although this 
is a promising trend, the there is no significant difference likely due to the variance in the 




Figure 4.2 Pre-/post-test 1 average learning gains 
Figure 4.3 shows pre-/post-test 1 scores for each participant, separated by condition. 
Pre-/post-test 1 scores were calculated by the number of items correctly selected divided 
by twelve total correct options. Thicker lines represent more than one participant with the 
same score.  
 More students in the adaptive group (5 students) showed an increase in scores from 
pre- to post- than in the control group (4 students). The adaptive group did not contain 
any student’s scores to decrease from pre- to post- but the control group (5 students) had 
some students to show a decrease. Two students showed no change in the control group 





Figure 4.3 Pre-/post-test 1 scores 
 Pre-/post-test 2. Pre-/post-test 2 was a test on students’ ability to correctly solve 
multiplication problems. Figure 4.4 shows the normalized average learning gains for pre-
/post-test 2 for each condition. We conducted Wilcoxon Signed Rank tests to compare 
pre- to post-test scores in each condition.  The adaptive conditions did not show a 
statistically significant (z=-1.13, p=.26) improvement from pre- (M=0.28, SD=0.09) to 
post-test (M=0.39, SD=0.29) scores. The control condition also did not have a significant 
change (z=-1.66, p=.10) from pre- (M= 0.32, SD=0.15) to post-test (M=0.46, SD=0.21) 
scores.  Therefore, the control condition also did not yield learning gains in this skill. 
 Mann-Whitney U test was used to compare the learning gains between conditions.  
Figure 4.4 shows the normalized average learning gains for pre-/post-test 2 for each 
condition. There was not a decrease in learning gains for either group in test 2; thus, the 
adaptive session did not negatively impact the students. There was not a statistically 
significant (via Mann-Whitney U test) difference in learning gains between the two 




Figure 4.4 Pre-/post-test 2 average learning gains 
 Figure 4.5 shows pre-/post-test 2 scores for each participant, separated by condition. 
Pre-/post-test 2 scores were calculated by the number of items answered correctly divided 
by 18 total questions. Thicker lines represent more than one participant with the same 
score.  
 
Figure 4.5 Pre-/post-test 2 scores 
 Session scores. Figure 4.6 shows the normalized average learning gains for session 1 
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and session 2 for each condition. Session scores were calculated were by the number of 
items answered correctly divided by 10 total questions for each session. More students in 
the adaptive group showed an increase from session 1 to session 2 than in the control 
group. The adaptive group also had less students to show a decrease from session 1 to 
session 2 than the control group. For the control group, 4 participants had an increase 
from session 1 to session 2; 3 participants showed no change; and 4 participants had a 
decrease from session 1 to session 2. For the adaptive group, 6 participants had an 
increase from session 1 to session 2; 1 participant showed no change; and 2 participants 
had a decrease from session 1 to session 2. The adaptive group had higher learning gains 
from session 1 to session 2 (M=0.13, SD=0.29) than the control group (M=-0.49, 
SD=1.23), although this difference was not statistically significant (Mann-Whitney U 
test, z=-1.34, p=.18) probably due to sample size. 
 
Figure 4.6 Session 1 to session 2 average learning gains 
 Percent correct by answer type. We categorized each item by answer type 
(computation, context, pictorial (area array), and pictorial (equal groups)) in pre-/post-test 
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2. Figure 4.7 shows the percent correct by answer type for pre-/post-test 2 for each 
condition. Percent correct for each answer type was calculated by the number of students 
who answered correctly divided by the number of occurrences for the answer type. Seven 
questions had a Computation answer; nine, Context; three Pictorial (area array); and one 
Pictorial (equal groups). 
 
Figure 4.7 Pre-/post-test 2 percent correct by answer type 
 Participants in the adaptive group increased performance from pre- to post- for all 
answer types. However, participants in the control group increased performance from 
pre- to post- for all answer types except Context. The major improvements occurred in 
Pictorial (equal groups) (adaptive = 0.46, control = 0.32) and Computation 
(adaptive = 0.14, control = 0.27) for both groups. Participants in the adaptive group 
had a higher rate of increase for Pictorial (area array) and Pictorial (equal groups) than 
participants in the control group. This could be a result of the adaptive’ s robot 
effectiveness in addressing the highest ranked common misconception in this category, 
reversed group and count. 
 Delay in answer. The delay in answer was the time (in seconds) from when the robot 
read the mathematics question to the time that the student provided an answer. Table 4.5 
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details the delay in answer for each session per group. Students in the adaptive group had 
a higher delay in answer (session 1: M=51.47, SD=35.83; session 2: M=91.84; SD=97.78) 
than in the control group answer (session 1: M=43.84, SD=23.89; session 2: M=74.62; 
SD=33.11) for both sessions. The delay in answer also increased in session 2 for both 
groups. The delay in answer data were not statistically significant but the data show an 
encouraging trend. 
Table 4.5 Average delay in answer (seconds) 
 
 Session 1 Session 2 
Control 43.84 74.62 
Adaptive 51.47 91.84 
 Frequency of emotions. We assumed that students were equally likely to select any of 
the 5 emotions (happy, angry, sad, surprised, neutral), and calculated a Pearson’s 
Goodness of Fit Chi Square. The chi square for both the control (X2=37.77) and the 
adaptive (X2=42.62) were significant (p<.001), suggesting that the distribution of reported 
emotions were not evenly reported.  Students significantly reported happiness more often 
than other emotions. Students were more likely to feel surprised in the control condition. 
This could be because they had less feedback/coaching on how they were doing. The 
emotions sadness and anger were not commonly reported.   
4.3 ROBOT SOCIABILITY  
 Research question 3 (What social perceptions do students have of a socially adaptive 
robot tutor while practicing multiplication?) focuses on students’ perceptions of a robot 
tutor. To address research question 3, we used the results of the RPI questionnaire. We 
analyzed the RPI by overall mean for each group, agent factors, agent characteristics, and 
by each individual item. 
 We conducted Wilcoxon Signed Rank tests to compare how the mean value for each 
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RPI category (rating scale: 1=strongly disagree; 3 = neither agree nor disagree; 5= 
strongly agree) differed from neutral (neither agree nor disagree).   
 
Figure 4.8 Overall RPI rating 
 Figure 4.8 shows the overall RPI rating for both groups. There was not a noticeable 
difference for the overall RPI in the control group (M=3.72, SD=0.55) and adaptive group 
(M=3.86, SD=1.03). Both groups had favorable perceptions about neutral.   
 RPI by agent factor was categorized by the following categories: facilitated learning, 
credible, human-like, and engaging. As shown in Figure 4.9, participants viewed the 
adaptive condition as facilitating learning (z=-2.20, p<.05) and more credible (z=-2.14, 
p<.05) than neutral.  The adaptive condition for engaging was not significantly different 
than neutral, but the result was marginally significant (z=-1.80, p=.07).  Similarly, for the 
control condition, participants viewed the robot as facilitating learning (z=-2.81, p<.05), 
credible (z=-2.71, p<.05), and engaging (z=-2.95, p<.05) compared to neutral.  Neither 




Figure 4.9 RPI by agent factor 
 RPI by agent characteristics is categorized by informational usefulness (ability) and 
affective interaction (personality). Figure 4.10 shows the results of RPI by agent 
characteristics. Students in the adaptive group rated Ms. An similarly for informational 
usefulness (M=4.10, SD=0.39) as those in the control group (M=3.92, SD=0.20). Students 
in the adaptive group rated Ms. An similarly for affective interaction (M=3.52, SD=0.43) 
as those in the control group (M=3.50, SD=0.20). 
 
Figure 4.10 RPI by agent characteristics 
 Last, we wanted to compare each RPI item.  We conducted Mann-Whitney U tests to 
compare the control vs. adaptive condition for each questionnaire item.  None of these 
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comparisons were significant, most likely due to too small of a sample size for between-
groups comparisons.   
 We then conducted Wilcoxon Signed Rank tests to conduct a within-group 
comparison for each individual questionnaire item – comparing the mean to 3.00 
(neutral).  These findings are shown in Tables 4.6 and 4.7. 
Table 4.6 RPI by item for control
 
 Those items in Tables 4.5 and 4.6 with p-values less than .05 are considered 
statistically significant.  For ease, the significant questionnaire items are listed in Table 
4.8.  As depicted in this table, more items from the facilitated learning construct were 
statistically significant in the adaptive condition.  The robot was interesting was 
statistically significant for both groups. More items from the credible construct were 
statistically significant in the control condition. The robot seemed knowledgeable and the 
robot seemed like a teacher were statistically significant for both groups. No items in the 
human-like construct were statistically significant. Lastly, more items from the 
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engagement construct were statistically significant in the control condition. The robot 
was motivating was statistically significant for the adaptive group, which directly 
addressed the engaging persona factor (how well the agent motivated the student). 
Table 4.7 RPI by item for adaptive
 
Table 4.8 Statistically significant RPI items by condition and agent factors 
Control Adaptive 
Facilitated Learning 
• Made multiplication interesting 
• Kept student’s attention 




• Made student think about 
multiplication more deeply 
• Encouraged students to think about 
what they were doing 
• Kept student’s attention 
• Showed information effectively 
(p=.05) 








• Seemed like a teacher 
Credible 
• Knowledgeable (p=.05) 
• Useful 













4.4 INTERVIEW FINDINGS  
 The results of the student interview were helpful in further understanding students’ 
perceptions and attitudes about Ms. An.     
 HRI. The HRI questions addressed how students felt about their interactions with Ms. 
An.   All students in both groups responded that they liked Ms. An because she helped 
with math, and students mostly described her as nice.  Other adjectives that were used 
were cool, fun, and kind.  All words used to describe Ms. An were positive. The top 
responses for students in the control group about their feelings about themselves during 
the interaction were joyful and grateful. The top response in the adaptive group was 
smart. When asked “How did Ms. An help you? How would you describe what Ms. An 
did in the session?”, both groups indicated that Ms. An did everything. Students in the 
control group also responded that Ms. An gave feedback as to if they answered a question 
correctly or incorrectly. Student in the adaptive group responded that in addition to 
feedback, Ms. An showed students the steps to solve the mathematics problems. The top 
subjects proposed in the adaptive group were English and language arts (ELA) and 
science. The top subject proposed in the control group was social studies. Students in 
both groups wanted to work with Ms. An frequently, both once a week and every day. 





Table 4.9 Key findings from interview (HRI) 
HRI Control Adaptive 




“-wanted to help me get 
better at what I was doing” 
 
“She helped me understand 
and also was very nice. She 
was helpful and felt like a 
great teacher.” 
 
“She is awesome.” 
Helpful 
 
“She made me a better math 
student and always helped me 
if I don't get the questions.” 
 
“-went step by step with the 
math and helped me with what 
I did wrong and helped me to 
get it right” 
 
“She helped me with my work. 
I know Ms. An can help more 
kids.” 





Type of help 
provided 
She did everything 
Gave feedback 
 
“She asked how I was feeling 
and told me if I answer right 
or wrong. She did 
everything” 
 
“Ms. An told me if I got a 
question right or wrong. She 
did everything.” 




“Ms. An helped with 
everything that my math 
teacher is helping me with, she 
did everything I needed.” 
 
“She took her time and helped 
me with every question and 
explained everything I did 
wrong. She did everything I 
needed.” 
Other subjects to 
study with Ms. An 
Social Studies 
 
“I think it would be awesome 
if she could help me with 
other subjects. I think it 
would help me a lot – She 





“I need help on hard words 
and Ms. An can help me spell 
some words I don't know how 
to spell.  If she knows how to 
do math, she might can help 
me with ELA because I think 
Ms. An is very intelligent.” 
 
 
Frequency to work Once a week Once a week 
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with Ms. An Every day 
 
“I would like to study with 
Ms. An every day.” 
Every day 
 
“I would like for Ms. An to 
help me at home every day 
because she can help me get 
my grades up.” 
 Education. The education questions addressed how well the students felt they learned 
something from Ms. An. Students in both groups agreed that Ms. An helped them learn 
math. In both groups, students studied most with their teachers and parents. In the 
adaptive group, students preferred to study with Ms. An over other types of study 
support. In the control group, students equally preferred to study with Ms. An and their 
parents over other types of  study support. Table 4.10 highlights the keywords and 
phrases mentioned during the interview and example quotes. 
Table 4.10 Key findings from interview (Education) 
Education Control Adaptive 
Academic support Yes Yes 
 
“Usually I’d get math 
problems wrong, but I got 







“I don’t like to study with my 





“When I study with my 
teacher, she helps me a lot.” 
 
“I prefer to study with my 






“I would like for Ms. An to 
help me in school because 
that is where I do most of my 






 AI. The artificial intelligence questions addressed how well the students felt that Ms. 
An. acted intelligently and offered personalized support. Student mostly used the word 
smart to describe intelligence. Most students also indicated that their parents were 
intelligent and that Ms. An was too. Students in the control group expressed that Ms. An 
was caring and asked how they were feeling. Students in the adaptive group felt that Ms. 
An respected their feelings and that Ms. An was concerned with them answering 
problems correctly. Table 4.11 highlights the keywords and phrases mentioned during the 
interview and example quotes. 
Table 4.11 Key findings from interview (Artificial Intelligence) 







“I do think Ms. An in 
intelligent because she helps 
kids with math.” 
 
“Ms. An is intelligent 
because she helps me. She is 






“She cared about me. She 
made me feel good by saying 
that I did good.” 
 
“I think Ms. An cared about 
how I felt because she asked 
me how I felt. I was very shy 
at first because I never saw a 
robot before. Then, I became 




“Ms. An respected me and my 
feelings. She gave me one-on-
one time in math.” 
 
“She respected my feelings.” 
 
“She cared about me because 
every time I got problem 







This study investigated the educational impact of a social robot tutor by investigating 
adaptive strategies to measure and maintain/increase student engagement while practicing 
multiplication. The novelty of this multi-disciplinary project is the combination of the 
fields of HRI, AI, and education.  
Based on the research questions, we developed and tested the following hypotheses: 
1) a socially adaptive robot tutor will be able to predict a student’s emotion and 
performance; 2) a socially adaptive robot tutor will engage students academically and 
emotionally as they practice multiplication; and 3) students will have positive perceptions 
of the socially adaptive robot tutor. From the results of the research study, we found that 
1) the decision tree model did not accurately classify student emotion and performance; 
2) the socially adaptive robot tutor successfully engaged students emotionally and 
academically as they practiced multiplication; and 3) students had positive perceptions of 
the socially adaptive robot tutor. 
5.0 DECISION TREE MODEL 
 [Q1] How well can a decision tree model classify a student’s emotion and 
performance? Our decision tree models for emotion and performance did not perform as 
expected and were not as predictive as we had hoped. The emotion classifier did not do 
well for individual emotions or valence. Percent correct and gender were the two factors 
used to predict emotion. On several occasions throughout their interactions with Ms. An, 
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students expressed being happy; however, they were classified as neutral. Upon review of 
the video data, the students did in fact appear neutral in facial affect, as shown in Figure 
5.1. Human emotions are often subtle, especially during an education task [74] which 
would understandably render a neutral classification although students indicated happy. 
In fact, our previous studies have shown that students are mostly positive when 
interacting with the robot [59], [60], [61]. Thus, the model to predict emotion may not be 
necessary for mathematics learning tasks.  
 
Figure 5.1 Images of students who self-reported happy emotion 
 Similarly, the performance classifier was inexact. Correct performance was only 
correctly classified a little over half the time, and incorrect performance was correctly 
classified slightly better than correct performance. Percent correct was the factor used to 
predict performance. Although, previous studies produced better outcomes for 
personalization [56], [75], these models were not applied in a mathematics education 
context. Thus, our model was the first of its kind and has provided important future 
insights as we move forward in this exploratory area of research.  
 As we consider this huge design implication for future work, it is also important to 
explore the features that we used to develop the decision trees. The training data 
contained a low variability of features as it mostly consisted of non-negative emotions. 
This is not surprising as we used data from similar studies with students practicing 
multiplication with Ms. An [59], [60], [61] where most students had positive interactions 
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with the robot. Further, the features may not be very predictive of the results. Conducting 
a user study with educators to better understand what factors they consider when 
evaluating a student’s state will help us uncover better suited features that could be used 
in the model. 
5.1 ENGAGEMENT  
 [Q2] How well can a socially adaptive robot tutor engage 5th grade students to 
practice multiplication? a) How do students perform academically by studying with 
a socially adaptive robot tutor? Per the results, the adaptive strategies employed to 
increase academic engagement were effective. Due to the faulty decision tree model, the 
adaptive behavior occurred randomly; however, it occurred most of the time and made an 
educational difference for the students. Students in the adaptive group had higher 
significantly different learning gains in post-test 1. Furthermore, their scores tended to be 
higher in session 2 than the control group. Previous research has also shown that adaptive 
robots are capable of helping students achieve cognitive gains [39], [53]. 
 Multiplication problem types. Students in the adaptive group showed higher gains for 
identifying the different ways to represent multiplication problems in pre-/post-test 1. 
Before the intervention, students in both groups did not do well understanding 
representation of multiplication problems, as indicated by pre-test 1. Based on student 
work during study session, students in the control group tried to solve various problem 
types as computation problems despite them being context or pictorial. Figure 5.2 shows 
examples of this. Students in the adaptive group received additional instruction and 
practiced examples on solving all multiplication problem types; therefore, students in the 










 Solving multiplication problems. Pre-/post-test 2 and the study sessions addressed 
students’ ability to correctly solve multiplication problems. We expected that students in 
the adaptive group would show a higher increase than students in the control group for 
test 2, but students in both groups had similar gains. However, students in the adaptive 
group showed slightly higher gains for correctly solving multiplication problems during 
the study sessions (although not statistically significant). Per the session results, we saw 
that the adaptive strategies helped students solve multiplication problems; however, 
learning gains for the adaptive group were not reflected in test 2. This may be a 
consequence of social facilitation. Social facilitation describes the concept in which 
individuals perform familiar tasks better in the presence of others than if they were alone 
[75]. In this case, students performed better in the presence of the robot (during sessions) 
than without the robot (during pre-/post-test 2). 
 b) How do students respond emotionally by studying with a socially adaptive  
robot tutor? Per the results, the adaptive strategies employed to increase emotional 
engagement may have been effective. This is consistent with previous research that has 
shown that adaptive robot tutors that respond to student emotion, contribute to positive 
outcomes in education [54]. Students showed a slight trend to report happiness in the 
adaptive condition (.56) more than the control condition (.47).  While this difference was 
not statistically significant, this slight trend suggests promising results in future studies. 
Overall, students in both groups mostly exhibited positive emotions. It is likely that we 
did not see any differences between the two groups because of the novelty of the robot 
for students. Students in both groups indicated low experience with robots (M=2.95, 




excited to interact with the new technology. More, longer-term interactions will reduce 
novelty and might allow us to see a greater change in emotions between the two groups. 
5.2 ROBOT SOCIABILITY 
 [Q3] What social perceptions do students have of a socially adaptive robot tutor 
while practicing multiplication? Consistent with our previous work [59], [60], [61] and 
other research [55], our findings show that robot sociability elicits positive social 
perceptions. Students in both conditions considered the robot social.  However, the nature 
of how they were perceived sociability differed between conditions.  For example, the 
adaptive conditions yielded a higher number of RPI items for facilitated learning that 
were statistically different than neutral (compared to the control condition).  Thus, while 
both robots were social, this data suggests that the adaptive condition may be perceived 
as a better teacher, by making students think about multiplication more deeply, keeping 
their interest, show information effectively, helping students pay attention, and 
concentrate on the material.  
 Students in the adaptive group spent more time before answering problems than 
students in the control group. This might suggest that students were indeed thinking more 
about the mathematics problems they were trying to solve, as indicated by the RPI 
results. 
5.3 DESIGN RECOMMENDATIONS 
 The results of this study provided insight in students’ interaction with Ms. An and 
their social perceptions of the robot. By identifying the factors that contributed to student 
engagement and positive perceptions, we can develop preliminary recommendations for 
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the design of a socially adaptive robot tutor for mathematics education. Table 5.1 
provides a detailed overview of key findings and design recommendations.  
Table 5.1 Key findings and design recommendations 
 
Key finding Design recommendation 
Decision tree model 
The data from the current study that was 
used to build the performance tree 
produced a tree with higher predictability 
than the training data used from the 
previous study [61].  
Use data from current study as training 
set to build new performance tree for 
improved predictability.  
Students are not particularly expressive 
when practicing math and emotions will 
likely always be predicted as neutral. 
Thus, emotion prediction was not 
necessary for this application. 
Consider emotion prediction for other 
educational tasks. 
Engagement 
The supplemental instruction was 
effective and made students think more 
deeply about their work; however, this 
altered the nature of the students’ 
interaction with the robot and also 
changed their perception.  
Since using adaptive strategies to 
enhance help seeking behavior is 
effective [44], employ adaptive strategies 
in three tiers: 1) Offer help only when 
requested by the student; 2) Prompt to 
help if incorrect performance is 
predicted; and 3) Force help if prompts 
are ignored and performance continues to 
decline. 
The subtle display of emotions was often 
classified as neutral; however, students 
will likely be happy when studying with 
the robot. 
 
Mimicking emotions for math is not the 
best approach. Instead, the robot should 
always be expressive and upbeat to 
ensure students have a positive learning 
experience, which will result in higher 
emotional and academic engagement as 
well as higher social perceptions. 
Sociability 
Personalized instruction promoted higher 
level thinking among students; however, 
it also changed students’ perceptions of 
the interaction from fun to serious. 
Enhance personalized instruction to 
maintain higher level thinking but 
include social factors to ensure that the 
experience remains enjoyable.  
 Future directions. This study introduced many exciting new questions in this research 
area. This work was somewhat exploratory as we investigated an approach that has never 
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been used. While the data revealed promising trends, future work should include a larger 
sample size and longer-term interactions for better statistically significant outcomes.  
 As previously mentioned, educators use their intuition to best decide what a student 
needs. Educators are able to make predictions about a student’s state and decision tree 
models will allow a robot tutor to make predictions about a student’s state as well. Future 
work should address the use of more features that may be more predictive for emotion 
and performance. This work should include an extensive user study with educators’ 
feedback to uncover features that they use to predict student emotion and performance.  
This study focused on rural students and their engagement with a socially adaptive 
robot tutor in mathematics education when practicing multiplication. Future work that 
includes urban students will expand the student demographic of the study and offer 
deeper analysis across different groups of students. Future studies should address 
additional mathematics topics and other academic subjects outside of math, which will 
allow for correlations between student engagement and different topics/subjects.  
 Future studies should use more direct strategies for error analysis to guide instruction 
by focusing on specific answer types that students are struggling with. Instruction will 
contain information that solely relates to the answer type and the specific errors that the 
student makes. 
In this recent study, the robot tutor checked student answers for correctness and 
provided instruction when needed; however, future studies should include error analysis 
techniques so that the robot can provide more direct, personalized instruction, and 
feedback for student’s responses. We captured student work in this study as a preliminary 
step to use this raw input in a meaningful way. Next steps should allow for open ended 
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answers and conduct error analysis on student response. We will develop a system that 
analyzes the written values and determines if the input is correct or incorrect. If incorrect, 
the system will determine the common misconception that the student made. Figures 5.3-
5.5 show examples of students’ scratch work while solving problems and the error they 
made. 
 
Figure 5.3 Student work and errors made (No error) 
 
 




Figure 5.5 Student work and errors made (Procedure error: Multiplying columns) 
Conclusion. This study investigated the use of a socially adaptive robot tutor to 
engage students in mathematics education. Often, it is difficult to get students to engage 
in mathematics education [76]. While technology is not a full solution, it can make 
significant contributions to better engage students in mathematics education [77]. This 
study was important because it offered strategies to better engage students (emotionally 
and academically) in mathematics education.  
Although our decision tree models were not very predictive, the results gave answers 
to our current questions and clarity for future directions. Our adaptive strategies to 
engage students academically were effective. All students enjoyed working with the robot 
and we did not see a difference in emotional engagement across the two groups. Our 
adaptive strategies made students think more deeply about their work and focus more. 
This higher order thinking is preferred in education as it a cognitive process that 
demonstrates deeper understanding of the academic material [78]. 
Not only does this study tell us more about education and AI, but it also tells us how 
 
66 
to improve the methodology for educational HRI in rural areas. Novelty likely played an 
important role in this study on a rural population due to lack of exposure for students. 
Future studies that include urban students may yield different results. 
  This study offered insight for developing a socially adaptive robot tutor to engage 
students academically and emotionally while practicing multiplication. Results from this 
study will inform the human-robot interaction (HRI) and artificial intelligence (AI) 
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APPENDIX B – PRE-/POST-TEST 1
Directions: Answer the following questions. Be sure that your answers correspond 
to the appropriate letters in each question. 
























APPENDIX C – PRE-/POST-TEST 2
Directions: Answer the following questions. Be sure that your answers correspond 
to the appropriate letters in each question. 



























































APPENDIX D – EMOTIONS QUESTIONNAIRE














APPENDIX F – INTERVIEW SCRIPT
Introduction 
This interview is for <<say student’s participant id>> This is the final step in the research study. 
Our goal is to better understand what students think about Ms. an. I’m going to ask you a few 
questions. This short interview will take about 15 minutes. 
 
Icebreaker/Warm up 
• What are some things you enjoy doing? 
• What is your favorite subject? 
 
Discussion 
Now that you have worked with Ms. An, I would like to talk to you about your experience. 
HRI 
1. Did you like or dislike Ms. An?  
2. Using one word describe how Ms. An made you feel as a student? As a math student? 
3. How did Ms. An help you? How would you describe what Ms. An did in the session? 
4. What are some other subjects that Ms. An can help you with in school? 
5. If you could work with Ms. An would you like to work with her every day, once a week, once 
a month, once a year, or never? 
Education 
1. Did Ms. An help you learn math? 
a. If yes, how did she help? 
b. If not, why not? 
2. How do you usually study math? 
3. Have you studied math in the following ways? 
a. With your parents? 
b. With your classmates? 
c. With your teacher? 
d. Alone? 
e. With a book? 
f. With a computer program? 
4. Do you prefer to study math with your parents, with your classmates, with your teacher, 
alone, with a book, with a computer program, or with Ms. An the most? 
AI 
1. Was Ms. An intelligent? 
2. Did Ms. An adapt to meet your needs? 
3. Did Ms. An understand your feelings? 





• Is there anything else that you would like to tell me about Ms. An? 
 
Debriefing 
Thank you for your time during this study. Your input will help us develop a robot tutor that is 
helpful and easy to use. It is very important that you do not discuss this study with anyone else 
until the study is complete. Thank you again for your participation! 
 
 
