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Introduction
Les structures lamifiés élastomère-métal sont
Figure 1 – Exemples de lamifié élastomère-
métal
employées principalement dans deux secteurs
industriels bien distincts : la construction (bâ-
timents, ponts, . . . ) et les transports (aéronau-
tique, ferroviaire, . . . ). A titre d’illustration de
ces applications, on présente sur la photo du
haut de la figure 1, un lamifié en service au sein
d’un ouvrage de génie civil (il s’agit du pont de
la ville de Charleston, USA). Sur la photo du
bas, on peut voir quelques ensembles lamifiés
utilisés dans le secteur aéronautique. Les pro-
priétés particulières des élastomères sont ex-
ploitées dans ce type de pièces afinde conférer
aux lamifiés une capacité à bloquer ou guider
des mouvements dans certaines directions et
à supporter un chargement dans les autres di-
rections.
Ce travail de thèse, a été à l’origine motivé par
une problématique expriméepar la société EU-
ROCOPTER ; en effet la conception des ensem-
bles lamifiés utilisés dans les nouveauxmoyeux
rotors, induit de nouvelles questions en terme
de dimensionnement (par rapport aux précédentes conceptions). En particulier, l’élance-
ment proposé par les nouvelles conceptions, impose la prise en compte de la stabilité du
lamifié en liaison directe avec son environnement mécanique (le système d’articulation et
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de contrôle de la pâle). Face aux caractéristiques géométriques de ce type de pièce, les ou-
tils classiques de modélisation (les éléments-finis,. . . ), sont bien souvent inadaptés, car ils
conduisent à des tailles de modèles très importantes.
A travers une collaboration entre le Laboratoire de Mécanique et d’Acoustique de Marseille
et la société EUROCOPTER, nous avons développé une technique de réduction de modèles
adaptée à ce type de structure. Nous proposons ainsi, des éléments finis hyperélastiques
quasi-incompressibles basés sur un enrichissement de la cinématique, et de la pression, sui-
vant une ou plusieurs directions afin de réduire la dimension (et donc la taille) du problème
à résoudre.
Ce manuscrit est décomposé en quatre parties qui sont chacune l’occasion d’aborder ou
d’approfondir une thématique ayant trait aux développements réalisés.
Le premier chapitre a pour objectif d’offrir une large vue des concepts en lien avec la mo-
délisation des comportements hyperélastiques. L’isotropie, l’anisotropie, l’incompressibilité,
. . . , sont ainsi passées en revue à travers différents modèles de comportements. Les ques-
tions de stabilitématérielle sont également abordées, et notamment le couplage de ces der-
nières avec l’identification de comportements hyperélastiques incompressibles. Des nou-
velles stratégies d’identifications sont proposées et misent en oeuvre afin de tenir compte de
certains critères de stabilitématérielle.
Le deuxième chapitre concerne l’écriture de formulations variationnelles de problèmes d’équi-
libre hyperélastique. En partant des principes établis dans le cadre de l’élasticité linéaire, une
revue bibliographique des formes variationnelles, adaptées aux comportements hyperélas-
tiques incompressibles ou faiblement compressibles, est réalisée. La technique du lagran-
gien perturbé étant retenue comme base de développement. L’implémentation de cette der-
nière dans le code de calcul ZéBuLoN est ensuite détaillée. A travers quelques cas tests, les
éléments finis, « classiques », qui vont servir de référence à nosmodèles réduits, sont validés.
Dans le troisième chapitre, on détaille les bases ainsi que l’implémentation de la méthode
de réduction de modèle qui est proposée. Cette dernière consiste à formuler des éléments-
finis réduits, tirant partie d’une projection des inconnues (cinématique et pression) sur une
base de fonctions, suivant une (ou plusieurs) direction(s) d’élancement. La validation de ces
éléments est réalisée à l’aide de comparaisons avec desmodèles éléments-finis de référence.
Enfin, dans le quatrième chapitre, on expose quelques exemples d’applications directes de la
méthode de réduction de modèles sur des cas significatifs, à savoir : l’analyse d’une poutre
à section composite (élastomère, fibres de verre ou carbonne), l’étude de stabilité de lami-
fié élastomère-métal, la détermination de la réponse sous chargement cyclique de lamifié à
comportement visco-hyperélastique.
CHAPITRE
1 Modélisation des comportements
hyperélastiques
L
’hyperélasticité est, de nos jours, un modèle de
comportement très répandu, preuve en est sa
présence dans quasiment tous les codes de cal-
culs éléments finis (commerciaux ou de recherche). Pour
autant, la modélisation des comportements hyperélas-
tiques reste un sujet de recherche encore actif. Le travail
initié par R.S. RIVLIN à la fin de la seconde guerre mon-
diale sur les caoutchoucs naturels, s’est étendu depuis,
à de nombreux matériaux allant du pain aux tissus hu-
mains.
Ce chapitre a pour objectif de balayer un certain nombre
de concepts et de modèles ayant trait à la modélisa-
tion des comportements hyperélastiques. Une présen-
tation de la stabilité matérielle est également proposée,
elle permet de motiver deux méthodes d’identification
de modèles hyperélastiques incompressibles prenant en
compte des critères de stabilités matérielles. Les mé-
thodes développées sont comparées avec des méthodes
existantes sur des essais de traction et de glissement.
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1.1 Introduction
La classe des matériaux hyperélastiques est d’abord et avant tout définie comme étant une
sous classe des matériaux élastiques. En ce sens un matériau hyperélastique possède deux
propriétésmajeures : il ne dissipe pas d’énergie et toutes les déformations auxquelles il peut
être soumis sont réversibles. Néanmoins, l’hyperélasticité se distingue de l’élasticité de part
l’approche thermodynamique qui la motive. En postulant l’existence d’un potentiel d’éner-
gie libre de HELMHOLTZ (noté ψ(F)), fonction du gradient de la déformation et défini par
unité de masse, on peut établir une loi de comportement à partir du second principe ther-
modynamique. Ainsi, si l’on omet les effets thermiques et en l’absence de dissipation, on
arrive a :
φ=Π : F˙−ρ0ψ˙=
(
Π−ρ0
∂ψ(F)
∂F
)
: F˙= 0 ∀F˙ (1.1)
Le premier tenseur des contraintes de PIOLA-KIRCHHOFF, Π est donc relié au gradient de la
déformation F par la relation de comportement suivante :
Π= ρ0
∂ψ(F)
∂F
(1.2)
En l’absence d’effets thermiques, la distinction entre énergie libre et énergie interne dispa-
rait si bien que ψ(F) est aussi appelée densité d’énergie de déformation. Construire un mo-
dèle de comportement hyperélastique revient donc à postuler une forme deψ.
Historiquement, les caoutchoucs naturels sont à l’origine du développement des premiers
modèles de comportements hyperélastiques. Leurs propriétés de grande déformabilité et
l’allure caractéristique en « S » inversé de la courbe de traction uniaxiale ont bien longtemps
représenté un challenge en terme de modélisation. Il a fallut attendre les années 40 pour
voir se développer les premiers modèles de comportement hyperélastique avec ce qui sera
dénomméplus tard la théorie statistiquede l’élasticité caoutchoutique, et les années 50 pour
voir une seconde branche apparaître avec les modèles phénoménologiques. Si ces derniers
ont longtemps focalisé l’attention, ils sont de nos jours largement concurrencés par les mo-
dèles statistiques.
Ce chapitre propose principalement une vue synthétique de la modélisation des compor-
tements hyperélastiques. Il s’agit en grande partie d’un travail bibliographique qui s’appuie
tout particulièrement sur les ouvrages de HOLZAPFEL [2004], FU & OGDEN [2001] et BAREN-
BLATT & JOSEPH [1997]. Cependant, dans l’objectif de ne pas surcharger la présentation, la
description des grandeurs cinématiques et sténiques dans le cadre des grandes déforma-
tions n’est pas abordée dans ce manuscrit, si bien que nous renvoyons le lecteur aux travaux
de SIDOROFF [1982]; HOLZAPFEL [2004]. Enfin, quelques notions de stabilité matérielle sont
décrites, dans l’objectif de présenter deuxméthodes d’identification avec contraintes de sta-
bilité pour des comportements isotropes incompressibles.
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1.2 Principes généraux
La définition d’une loi de comportement à partir d’une densité d’énergie libre, est évidem-
ment fortement conditionnée par le type de matériau que l’on souhaite modéliser. Le re-
cours à l’expérience pour caractériser les phénomènes physiques en jeu est primordial, afin
de postuler une forme de la densité d’énergie. Néanmoins, il existe un certain nombre de
principes généraux que doit respecter la densité d’énergie, indépendamment du matériau
étudié.
1.2.1 Objectivité
L’objectivité est un principe fondamental que doit respecter toute loi de comportement. Il
s’agit de s’assurer que la loi de comportement dumilieu étudié est indépendante de la posi-
tion et de l’orientation du référentiel d’observation. Autrement dit, si l’on change la position
ou l’orientation d’un milieu après l’avoir déformé, l’énergie interne doit demeurer inchan-
gée. Dans le cadre de l’hyperélasticité, l’objectivité consiste donc à s’assurer que tout mou-
vement de corps rigide superposé à une déformation donnée ne change pas la valeur deψ.
Pour caractériser cette propriété, on définit tout d’abord le groupe des tenseurs orthogonaux
noté Orth :
Q ∈Orth : Q=Q−T (1.3)
Pour pouvoir respecter le principe d’objectivité, l’énergie ψ ne doit pas être une fonction
arbitraire de F, elle doit vérifier l’égalité suivante (1) :
ψ(F)=ψ(QF) ∀F ∈M+3 ,∀Q ∈Orth (1.4)
En utilisant la décomposition polaire de F, tel que F=RU et avecQ=RT , on obtient :
ψ(F)=ψ(RTF)=ψ(RTRU)=ψ(U) (1.5)
Une énergie de déformation fonction du tenseur droit de déformation pure est donc néces-
sairement objective. On peut également remarquer que le tenseur de CAUCHY-GREEN droit
s’écrit, C=U2 et que le tenseur des déformations de Green-Lagrange est définit à partir de :
E= 12 (C− I), les trois formes suivantes sont donc nécessairement objectives (2) :
ψ(U)=ψ(C)=ψ(E) (1.6)
En utilisant le second principe thermodynamique dans différentes configurations , on peut
obtenir les relations de comportement d’unmilieu hyperélastique suivant que l’on ait choisi
une description Eulérienne, Lagrangienne oumixte :(
σ−2ρ∂ψ
∂B
B
)
:D= 0 ∀D configuration Eulérienne (1.7)(
Π−ρ0
∂ψ
∂F
)
: F˙= 0 ∀F˙ configurationmixte (1.8)(
S−ρ0
∂ψ
∂E
)
: E˙= 0 ∀E˙ configuration Lagrangienne (1.9)
(1).M+3 est l’ensemble des tenseurs d’ordre 3 à déterminant positif.
(2). Par abus de notation la même variableψ désigne des fonctions d’énergie différentes.
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1.2.2 Conditions aux limites
Conventionnellement, on postule l’existence d’un minimum global pour l’énergie, lorsque
lemilieu n’est soumis à aucune déformation. On appelle ce postulat la condition de norma-
lisation :
ψ(F= I)= 0 (1.10)
On peut également choisir de définir une énergie n’induisant pas un état de contrainte par-
ticulier à l’état naturel (non déformé). On doit donc avoir :
∂ψ
∂F
|F=I = 0
∂ψ
∂C
|C=I = 0
∂ψ
∂E
|E=0 = 0 (1.11)
De plus, il faut fournir une énergie infinie pour réduire à zéro ou étirer à l’infini un volumede
matière (ou dumoins largement plus grande que pour tout autre processus). Ces conditions
reviennent à imposer la coercivité de la densité d’énergie libre :
ψ(F)→+∞ si λi →+∞
ψ(F)→+∞ si detF→+∞
ψ(F)→+∞ si detF→ 0+
(1.12)
où λi sont les dilatations principales (les valeurs propres deU).
1.2.3 Symétries Matérielles
1.2.3.a Isotropie
L’isotropie est une caractéristique que possèdent certainsmatériaux et qui est bien distincte
du principe d’objectivité. Un matériau est dit isotrope si sa réponse est indépendante (ou
faiblement dépendante) de la direction de sollicitation. Cette propriété se traduit par :
ψ(F)=ψ(FQT ) ∀F ∈M+3 ,∀Q ∈Orth (1.13)
En utilisant la relation (1.6) et l’hypothèse d’isotropie, on peut remarquer que :
ψ(C)=ψ(QFT FQT )=ψ(QCQT ) (1.14)
La fonction ψ(C) est donc invariante par rotation. De plus, si l’on fait le choix particulier
Q=R, l’équation (1.13) nous donne :
ψ(F)=ψ(VRRT )=ψ(V)=ψ(B) (1.15)
On a ici utilisé le fait que le tenseur de CAUCHY-GREEN Gauche est relié au tenseur gauche
de dilatationpar la relation :B=V2,ψ(V) etψ(B) sont donc des formes isotropes de l’énergie
libre.
L’hypothèse d’isotropie, pour un milieu hyperélastique, induit la question de la représen-
tativité de la fonction d’énergie libre, c’est à dire la nécessité de conserver des variables ten-
sorielles ou vectorielles pour définir cette fonction. Les théorèmes de représentation per-
mettent de répondre à cette attente.
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En considérant un tenseur X (qui dans ce cas peut être F, B où C), la fonction scalaire iso-
tropeφ(X) peut s’exprimer en fonction des trois premiers invariants fondamentaux deX. Ces
derniers sont déterminés à partir du polynôme caractéristique de X (voir SIDOROFF [1982])
I1(X)= tr(X) (1.16)
I2(X)=
1
2
(
tr2(X)− tr(X2)
)
=
si X sym
tr(CofX) (1.17)
I3(X)= det(X) (1.18)
En appliquant le principe de représentation, on peut écrire la densité d’énergie comme une
fonction des invariants de C, B ou de F.
ψ=ψ(I1(C),I2(C),I3(C))=ψ(I1(B),I2(B),I3(B))=ψ(I1(F),I2(F),I3(F)) (1.19)
L’hypothèse d’isotropie et le principe de réprésentation permettent donc d’exprimer la loi
de comportement à partir des relations constitutives suivantes :
σ= 2ρ0J−1B
∂ψ(I1(B),I2(B),I3(B))
∂B
(1.20)
Π= ρ0
∂ψ(I1(F),I2(F),I3(F))
∂F
(1.21)
S= 2ρ0
∂ψ(I1(C),I2(C),I3(C))
∂C
(1.22)
De manière générale si l’on définit une énergie, isotrope, en fonction des invariants d’un
tenseur X, la variation deψ(X) par rapport à X s’écrit, :
∂ψ(X)
∂X
= ∂ψ
∂I1
∂I1
∂X
+ ∂ψ
∂I2
∂I2
∂X
+ ∂ψ
∂I3
∂I3
∂X
(1.23)
avec, dans le cas où X=B ou X=C :
∂I1
∂X
= I ∂I2
∂X
= I1I−X
∂I3
∂X
= I3X−1 (1.24)
et dans le cas X= F :
∂I1
∂F
= 2F ∂I2
∂F
= 2F(I1I−C)
∂I3
∂F
= I3F−T (1.25)
On a donc, en notantψi = ∂ψ/∂Ii :
σ= 2ρ0 J−1
(
(ψ1+ψ2I1)B−ψ2B2+ψ3I3I
)
(1.26)
Π= 2ρ0
(
(ψ1+ψ2I1)F−ψ2FC+ψ3I3F−T
)
(1.27)
S= 2ρ0
(
(ψ1+ψ2I1)I−ψ2C+ψ3I3C−1
)
(1.28)
La représentation des milieux isotropes à l’aide des invariants fondamentaux présente un
avantage mathématique certain, mais n’est pas exempte de critiques. La première d’entre
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elles étant le sens physique de ces invariants (hormis pour I3). Ainsi, certains auteurs ont
proposé d’utiliser des invariants définis à partir d’une autremesure de la déformation. CRIS-
CIONE ET AL. [2000] utilisent le tenseur deHENCKY (Γ = lnV) et les invariants associésK1,K2,K3
définis de la manière suivante :
K1 = tr(Γ)= ln(J ) (1.29)
K2 = |ΓD | =
√
Γ
D :ΓD (1.30)
K3 = 3
p
6det
(
Γ
D
K2
)
(1.31)
L’énergie libre est doncdéfinie commeune fonction deK1,K2,K3, ces invariants représentent
respectivement : le logarithme de la dilatation, l’amplitude de distorsion et le mode de dis-
torsion. Pour certains tests de déformations homogènes, ils présentent l’avantage de con-
duire à des invariants constants, ce qui peut faciliter l’identification. Une dilatation pure
conduit à K2 = 0, un cisaillement pure à K3 = 0, une extension uniaxiale à K3 = 1. Pour tenir
compte de la singularité du troisième invariant lorsque K2 = 0, l’énergie s’écrit :
ψ=
{
ψ(K1,K2,K3) K2 6= 0
ψ(K1) K2 = 0 (1.32)
Une autre approche fréquemment utilisée pour desmilieux isotropes et populariséepar OG-
DEN, consiste à considérer les élongations principales (c’est à dire les valeurs propres de V
ou deU), tel que :
ψ=ψ(λ1,λ2,λ3) (1.33)
Cette écriture est objective quelle que soit la forme de ψ. En notant Na et na les vecteurs
propres de U et V qui sont liés par : na = RNa (a = 1,2,3), on obtient les équations constitu-
tives suivantes :
σ=
3∑
a=1
ρ0 J
−1λa
∂ψ
∂λa
(na ⊗na) (1.34)
Π=
3∑
a=1
ρ0
∂ψ
∂λa
(na ⊗Na) (1.35)
S=
3∑
a=1
ρ0
1
λa
∂ψ
∂λa
(Na ⊗Na) (1.36)
1.2.3.b Anisotropie
Pour définir une loi de comportement anisotropique, on ne peut plus utiliser directement le
principede représentation (les trois premiers invariants d’un tenseur de déformationne suf-
fisent plus). Il faut donc ajouter un certain nombre de variables pertinentes pour construire
un modèle d’énergie libre. Nous présentons ici quelques approches tirées de la littérature
pour des matériaux orthotropes ou isotropes transverses (voir figure 1.1).
Une approche élégante qui date de la fin des années 70 et qui a été formalisée par BOEHLER
(voir SPENCER & ZHENG [2001]), consiste à trouver une forme de l’énergie qui soit isotrope
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a1
x
y
z
(a) isotrope transverse
a1
a2
a3
x
y
z
(b) orthotrope
Figure 1.1 – Exemples d’anisotropies
de ses arguments afin d’utiliser le principe de représentation et de se ramener à une fonction
d’énergie dépendante d’invariants. Pour cela, on définit tout d’abord les tenseurs d’anisotro-
pie notésMi , construits à l’aide des vecteurs de base unitaires ai définis dans la configuration
de référence, tels que l’on ait :
Mi = ai ⊗ai i = 1,2,3. dans le cas orthotrope (1.37)
M1 = a1⊗a1 M2 =M3 =
1
2
(I−a1⊗a1) dans le cas isotrope transverse (1.38)
Les vecteurs ai sont liés à lamatière et correspondent à une direction privilégiée dumatériau
(une direction de fibre, ...). Les tenseurs d’anisotropie sont caractérisés par les propriétés
suivantes :
3∑
i=1
Mi = I, MiM j = 0, tr(Mi )= 1, i 6= j ; i , j = 1,2,3 (1.39)
À partir des Mi on peut définir le groupe de symétrie g, (qui est un sous-groupe de Orth)
caractérisant les symétries matérielles :
g= {Q ∈ Orth : QMiQT =Mi , i = 1,2,3} (1.40)
La densité d’énergie doit vérifier une condition d’invariance par rapport au groupe de symé-
trie g, qui s’exprime par :
ψ(QCQT )=ψ(C), ∀Q ∈ g (1.41)
Le théorème de RYCHLEWSKI montre que cette condition est satisfaite si et seulement si la
densité d’énergie peut-être représentée par une fonction tensorielle qui inclut les tenseurs
d’anisotropie dans ses arguments (voir ITSKOV & AKSEL [2004]). On a donc :
ψ=ψm(C,Mi )=ψm(QCQT ,QMiQT ), i = 1,2,3 ∀Q ∈Orth (1.42)
L’énergieψm est donc une fonction isotrope de ses arguments, elle peut donc être construite
à partir d’un jeu d’invariants formant une base pour les tenseurs considérés. Les modèles
isotropes transverses ou orthotropes utilisent alors les invariants I1,I2,I3 de C et des inva-
riants mixtes de C etM (ce jeu d’invariant a été proposé par SPENCER) :
J i4 = tr(CMi ) (1.43)
J i5 = tr(C2Mi ) (1.44)
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on a donc ψ = ψ(I1,I2,I3,J i4,J i5). En utilisant les dérivées des invariants de C (eq 1.25) et des
invariantsmixtes définis par :
∂J i4
∂C
=Mi
∂J i5
∂C
=CMi +MiC (1.45)
on obtient la forme suivante des équations constitutives :
σ=σi sotr ope +
3∑
i=1
2J−1F
(
∂ψ
∂J i4
Mi +
∂ψ
∂J i5
(CMi +MiC)
)
FT (1.46)
Π=Πi sotr ope +
3∑
i=1
2F
(
∂ψ
∂J i4
Mi +
∂ψ
∂J i5
(CMi +MiC)
)
(1.47)
S= Si sotr ope +
3∑
i=1
(
∂ψ
∂J i4
Mi +
∂ψ
∂J i5
(CMi +MiC)
)
(1.48)
Si sotr ope , Πi sotr ope , σi sotr ope sont les parties des contraintes qui sont analogues à la forme
isotrope en remplaçantψ(I1,I2,I3) par la fonctionψ(I1,I2,I3,J i4,J
i
5) dans les expressions (1.26),
(1.27) et (1.28). Le tenseur de CAUCHY-GREEN droit peut-être remplacé par E ouU.
Une autre approche consiste à approximer l’énergie de déformation par une somme d’éner-
gies associées à une direction privilégiée du matériau (les ai ). Ainsi DIANI ET AL. [2004] uti-
lisent la forme suivante de l’énergie :
ψ(F)=
n∑
i=1
ωi
[
ψ1d
(
vi
||ai ||2
)
+ψ2d
(
zi
||ai ||2
)]
(1.49)
Lesωi représentent le poids associé à la direction ai ,ψ1d est une énergie élémentaire fonction
d’un scalaire vi qui représente l’extension dans la direction ai :
vi = (Fai)T (Fai)=C : (ai⊗ai) (1.50)
ψ2
d
est une énergie élémentaire fonction d’un scalaire zi :
zi = (F−1ai)T (F−1ai)=C−1 : (ai⊗ai) (1.51)
D’autres formes adaptées aux matériaux isotropes transverses ou orthotropes ont été pré-
sentées dans la littérature, nous renvoyons le lecteur aux articles de SMITH & RIVLIN [1958];
MENZEL & STEINMANN [2001]; CRISCIONE ET AL. [2002, 2001].
1.2.4 Matériaux à contraintes internes
Mises à part les considérations de symétries matérielles, un matériau peut exhiber un com-
portementparticulier comme l’incompressibilité ou l’inextensibilitédans une direction (no-
tée a). On traduit ce comportement sous la forme d’une (ou plusieurs) contrainte(s) in-
terne(s) aumatériau, que l’on exprime la plupart du temps commeune fonction scalaire (no-
tée c) du tenseur gradient de la déformation.Onpeut, par exemple, rencontrer les contraintes
suivantes :
c(F)= detF−1= 0 c(F)= a(FTF)a−1= 0 c(F)= tr(V)−3= 0 (1.52)
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Elles représentent respectivement la contrainte d’incompressibilité, d’inextensibilité dans
une direction et de BELL. Cette dernière a été établie par J.F. BELL dans les années 80 à partir
d’expérimentations réalisées sur des matériaux métalliques soumis à de grandes déforma-
tions (voir BEATTY [2001]).
Ces contraintes doivent respecter le principe d’objectivité si bien que l’on doit avoir :
c(QF)= c(F) ∀Q ∈Orth (1.53)
La loi de comportement doit prendre en compte ces contraintes qui sont introduites à l’aide
d’un multiplicateur de Lagrange :
Π= ∂ψ
∂F
+q ∂c
∂F
(1.54)
La classe des matériaux exhibant un caractère incompressible ou faiblement compressible
est particulièrement importantepour lesmodèles de comportement hyperélastique. La plu-
part des élastomères rentrent dans cette catégorie si bien que la grandemajorité desmodèles
hyperélastiques que l’on peut rencontrer dans la littérature ou dans les codes éléments-finis
sont incompressibles ou quasi-incompressibles.
Le comportement d’un milieu incompressible s’écrit généralement en choisissant un mul-
tiplicateur de Lagrange (noté p) assimilable à une pression telle que cette dernière soit po-
sitive dans le cas d’une compression. En utilisant les formes suivantes de la dérivée de la
contrainte d’incompressibilité :
∂J
∂F
= cofF= JF−T ∂J
∂B
= J
2
B−1
∂J
∂C
= J
2
C−1 (1.55)
on obtient la loi de comportement d’un matériau incompressible dans les différentes confi-
gurations :
σ= ρ02B
∂ψ(B)
∂B
−pI (1.56)
Π= ρ0
∂ψ(F)
∂F
−pcofF (1.57)
S= ρ02
∂ψ(C)
∂C
−pJC−1 (1.58)
1.3 QuelquesModèles
De nombreuses formes d’énergie hyperélastique ont été proposées dans la littérature depuis
la fin des années 40. Ces travaux initialement focalisés sur les caoutchoucs naturels puis sur
les élastomères (chargés, synthétiques, etc) se sont depuis étendus à de nombreux maté-
riaux. Lister l’ensemble des approchesmenées n’est pas l’objet de ce chapitre, on se conten-
tera de présenter quelques modèles isotropes et anisotropes, incompressibles et compres-
sibles, ou encore micro-physiques.
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On oppose généralement cette dernière catégorie de modèles, micro-physiquement moti-
vés, aux approches dites phénoménologiques. En règle générale, les modèles phénoménolo-
giques ne prennent pas directement en considération une micro-structure particulière du
matériau, mais se base sur des considérations mathématiques. L’approche phénoménolo-
gique ne se résume cependant pas en un simple « lissage de courbe », mais requiert une
bonne compréhension des phénomènes physiques en jeu, afin de ne pas trop s’éloigner du
comportement réel.
1.3.1 Modèles isotropes incompressibles
• Lemodèle de MOONEY [1940] est un des premiers modèles d’énergie libre phénoménolo-
giques. L’approche menée par MOONEY est en effet purement mathématique, il considère
un volume dematière qu’il soumet à une élongation puis à un cisaillement (figure 1.2).
λ1λ1
1p
λ1 λ2
λ3
W = 0 W = f (λ1) W = f (λ1)+λ1(λ2−λ3)2g (λ1)
Figure 1.2 – Déformation d’un volume élémentaire
Ses hypothèses de départ consistent à utiliser un matériau isotrope, incompressible et pour
lequel l’effort de cisaillement est proportionnel à la déformation de cisaillement (dans le cas
d’un cisaillement simple). L’auteur remarque que le travail obtenu pour une déformation
combinée (élongation puis cisaillement), est de la forme :
W = f (λ1)+ (λ22+λ23)g (λ1) (1.59)
En utilisant les hypothèses d’isotropie, et la condition de normalisation de l’énergie (eq.
(1.10)), il obtient la forme générale suivante :
ψ(λ1,λ2,λ3)=C1
(
λ21+λ22+λ23−3
)
+C2
(
1
λ21
+ 1
λ22
+ 1
λ23
−3
)
(1.60)
avecC1 etC2 deux constantes matérielles à identifier.
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• Lemodèle de RIVLIN & SAUNDERS [1951] est une généralisation du modèle précèdent. Il
s’agit de considérer l’énergie comme une série polynomiale de (I1−3) et (I2−3) :
ψ(I1,I2)=
∞∑
i , j=0
Ci j (I1−3)i (I2−3) j avec C00 = 0 (1.61)
Pour déterminer les ordres i et j de la série polynomiale, caractérisant au mieux le compor-
tement d’un caoutchouc vulcanisé, les auteurs réalisent des tests d’extension biaxiale sur
une fine plaque en élastomère. Au cours de l’essai, les élongations λ1 et λ2 sont contrôlées
de manière à faire évoluer un des invariants (I1 où I2) tout en fixant l’autre. A partir de la
mesure des efforts dans les deux directions, on peut remonter à la variation de ∂ψ∂I1 et de
∂ψ
∂I2
en fonction de I1 et I2 (figure 1.3).
Néanmoins, cette procédure présente l’inconvénient de maximiser l’erreur due à la mesure,
en particulier pour des valeurs faibles de la déformation de 2 à 25% (voir CRISCIONE [2003]).
En se basant sur les résultats de tests de cisaillement pure, traction simple, compression,
torsion et torsion-traction, les auteurs font l’hypothèse que ∂ψ∂I1 est constant et que
∂ψ
∂I2 est
une fonction de I2. Ils proposent donc la forme suivante de l’énergie :
ψ(I1,I2)=C10(I1−3)+ f (I2−3) avec ∂ f /∂I2 une fonction décroissante de I2 (1.62)
Le tableau 1.1 présente quelques formes polynomiales rencontrées dans la littérature. L’ap-
proche expérimentale de RIVLIN & SAUNDERS a été reprise par de nombreux auteurs (KAWA-
BATA & KAWAI [1977]; LAMBERT-DIANI & REY [1999]; CRISCIONE [2003]) pour différents types
d’élastomères.
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Figure 1.3 – Évolution de ∂ψ∂I1 , ∂ψ∂I2 en fonction de I1 et I2 ( RIVLIN & SAUNDERS)
1.3. QUELQUES MODÈLES 15
Référence Coefficients
MOONEY [1940] C10 C01
JAMES & AL.(1975) C10 C01 C11 C20 C02
JAMES & AL.(1975) C10 C01 C11 C20 C02 C21 C12 C30 C03
ISIHARA & AL.(1951) C10 C01 C20
JAMES & AL.(1975) C10 C01 C11 C20 C30
RIVLIN & SAWYERS [1976] C10 C01 C02
BIDERMAN (1958) C10 C01 C20 C30
TSCHOEGL (1971) C10 C01 C11
TSCHOEGL (1975) C10 C01 C22
YEOH (1990) C10 C20 C30
LION (1997) C10 C01 C50
HAUPT & SEDLAN (2001) C10 C01 C11 C02 C30
Tableau 1.1 – Modèles polynomiaux d’énergie libre
• Lemodèle de GENT-THOMAS (1958) est basé sur les mêmes constats que l’approche pré-
cédente, une fonction logarithmique du deuxième invariant est choisie à la place de f (I2) :
ψ(I1,I2)=C1(I1−3)+C2 ln
(
I2
3
)
(1.63)
• Lemodèle de OGDEN (1972) est avec les trois modèles précédents, un des plus couram-
ment utilisé.
ψ(λ1,λ2,λ3)=
N∑
p=1
µp
αp
(
λ
αp
1 +λ
αp
2 +λ
αp
3 −3
)
(1.64)
avec :
N∑
p=1
µpαp = 2µ λ1λ2λ3 = 1 et µpαp > 0 (1.65)
où µ est le module de cisaillement.
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De nombreuses autres formes de l’énergie ont été développées, chacune étant adaptée à
un type de matériau ou un type de réponse spécifique (voir tableau 1.2). Néanmoins, les
modèles phénoménologiques présentés plus haut sont les plus représentatifs en terme de
modélisation de comportements hyperélastiques incompressibles isotropes.
Référence Densité d’énergie Caractéristiques
HART-SMITH (1966)
ψ=C1
∫
exp(C2(I1−3)2)d I1
+C3 ln
(
I2
3
) modèle adapté à un niveau
important de déformation (>
500%)
ALEXANDER (1968) ψ=C1(I1−3)+C2(I2−3)
+C3 ln(
I2−3−C4
C4
)
modèle adapté à un niveau im-
portant de déformation
GENT (1996) ψ=−
µ
2
ln
(
1− I1−3
Jm
)
avec I1 < Jm +3
modèle tenant compte de l’ex-
tensibilité finie des chaînes (µ
est le module de cisaillement,
Jm la limite d’extension des
chaines)
DELFINO ET AL. [1997] ψ= a
b
{
exp
[
b
2 (I1−3)
]
−1
}
modèle pour les artères caro-
tides, traduisant le phénomène
de rigidification sous forte pres-
sion
LAMBERT-DIANI & REY [1999]
ψ=
∫
exp
{
n∑
i=0
ai (I1−3)id I1
}
+
∫
exp
{
m∑
i=0
bi ln(I2)
id I2
} modèle générique, valable pour
une large classe d’élastomères
et pour des élongations impor-
tantes
LAHELLEC [2001]
ψ= a1(I1−3)+2a2
√
I1−3
− a2
p
piErfi(
p
a3
p
I1−3)p
a3
+a4(I2−3)+2a5
√
I2−3
− a5
p
piErfi(
p
a6
p
I2−3)p
a6
modèle adapté aux comporte-
ments fortement non-linéaires
aux faibles déformations
Tableau 1.2 – Quelques potentiels, phénoménologiques, d’énergie isotropes incompressibles
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1.3.2 Modèles isotropes compressibles
Pour la plupart des élastomères qui exhibent un comportement compressible, les niveaux
d’énergie en jeu pour un test de dilatationou de glissement sont très différents. FLORY est un
des premiers à proposer un découplage de l’énergie en une partie purement isochorique et
une partie volumique afin de distinguer les niveaux d’énergies misent en jeu pour ces deux
types de déformations. Il propose pour cela une décomposition du gradient de la déforma-
tion ou du tenseur de CAUCHY-GREEN droit en deux parties, telles que l’on ait :
F= (J1/3I)F¯ C= (J2/3I)C¯ (1.66)
l’énergie est donc découplée de la manière suivante :
ψ(C)=ψi so(C¯)+ψvol (J ) (1.67)
La partie isochorique de l’énergie ψi so , peut-être choisie avec l’une des formes présentées
plus haut en utilisant les invariants réduits (où invariant de FLORY) ou les déformationsprin-
cipales modifiées :
I¯1 = J−2/3I1 I¯2 = J−4/3I2 (1.68)
λ¯a = J−1/3λa a = 1,2,3 (1.69)
La fonction ψvol (J ) doit être convexe et doit vérifier la condition de normalité : ψvol (1)= 0,
la condition de contraintes nulles dans l’état naturel (3) ψ′
vol
(1)= 0 et les conditions de coer-
civité.
La partie volumique de l’énergie est en général écrite sous la forme :
ρ0ψvol (J )= kG(J ) (1.70)
k étant une constante matérielle assimilable au module de compressibilité si G ′′(J ) = 1. On
trouve de nombreuses formes de la fonctionG(J ) dans la littérature, le tableau (1.3) en pré-
sente quelques unes.
(3). ψ′
vol
désigne la différentiation deψvol (J ) par rapport à J
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modèle G(J ) G ′(J ) G ′′(J ) Référence
1
1
2
(J −1)2 J −1 1
2
1
4
(
(J −1)2 + (ln J )2)
) 1
2
(J −1+ 1
J
ln J )
1
2J2
(1+ J2 − ln J ) SIMO & TAYLOR (1982)
3
1
2
(ln J )2
1
J
ln J
1
J2
(1− ln J ) SIMO & AL. (1985)
4
1
β2
(
1
Jβ
−1+β ln J ) 1
β
(
1
J
− 1
J1+β
)
1
β
1
J2+β
(1+β− Jβ) OGDEN (1972)
5
1
4
(J2−1−2ln J ) 1
2
(J − 1
J
)
1
2
(1+ 1
J2
) SIMO & TAYLOR (1991)
6 J − ln J −1 1− 1
J
1
J2
MIEHE [1994]
7 Jβ(β ln J −1)+1 β2 1
J1−β
ln J β2 Jβ−2(1+ (β−1)ln J ) HARTMANN (2002)
8 J ln J − J +1 ln J 1
J
LIU & AL. (1994)
9
1
32
(J2− 1
J2
)2
1
8
(J3− 1
J5
)
1
8
(5
1
J6
+3J2) ANSYS (2000)
10
J
β
(
1− J
−β
1−β
)
+ 1
β−1
1
β
(
1− J−β
)
J−(1+β) MURNAGHAN (1951)
11
1
50
(J5+ J−5−2) 1
10
(J4− J−6) 1
10
(4J3 +6J−7) HARTMANN & NEFF [2003]
12
9
2
(J1/3−1)2 3(J−1/3 − J−2/3) 2J−5/3− J−4/3 MARC (2003)
Tableau 1.3 – Quelques fonctions d’incompressibilité
Les figures 1.4, montrent quelques modèles de potentiel de compressibilité ainsi que la par-
tie sphérique des contraintes associées. Tous ces modèles ne respectent pas de manière tri-
viale les conditions d’admissibilités.
Par exemple, la forme 1 présente l’inconvénient d’avoir une limite finie : limJ→0G(J ) = 1/2.
Le modèle 3 n’est pas convexe pour J > 2.718 et le modèle 7 est convexe pour certaines va-
leurs de β. Néanmoins, lorsque J est proche de 1 tous ces modèles sont équivalents.
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Figure 1.4 – Représentation des fonctions d’incompressibilité
L’écriture de la loi de comportement dans le cas d’une formulation compressible avec dé-
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couplage de l’énergie nécessite un peu plus de calcul que le cas incompressible. On obtient
par exemple :
σ= 2ρ0 J−1B
∂ψ(B)
∂B
=
(
σ¯ :PB¯
)
+kG ′(J )I (1.71)
Π= ρ0
∂ψ(F)
∂F
= (Π¯ :PF¯ )+kG ′(J )CofF (1.72)
S= 2ρ0
∂ψ(C)
∂C
= (S¯ :PC¯ )+kG ′(J )JC−1 (1.73)
PB¯ , PC¯ , PF¯ sont des tenseurs d’ordre 4, tels que :
σ¯= 2ρ0J−1B¯
∂ψi so(B¯)
∂B¯
PB¯ = J2/3B−1
∂B¯
∂B
B=
[
I− 1
3
I⊗ I
]
(1.74)
Π¯= ρ0
∂ψi so(F¯)
∂F¯
PF¯ =
∂F¯
∂F
= J−1/3
[
I− 1
3
F⊗F−T
]
(1.75)
S¯= 2ρ0
∂ψi so(C¯)
∂C¯
PC¯ =
∂C¯
∂C
= J−2/3
[
I− 1
3
C⊗C−1
]
(1.76)
I est le tenseur identité d’ordre 4. Les opérateursPB¯ ,PC¯ ,PF¯ sont les opérateurs déviatoriques
associés à chaque configuration (eulérienne, mixte et lagrangienne).
La démonstration de ces relations peut être faite de différentes manières. Par exemple, on
a dans la configuration eulérienne :
ψ˙(B)= ψ˙i so(B¯)+ ψ˙vol (J )
= ∂ψi so
∂B¯
: ˙¯B+ ∂ψvol
∂J
J˙
= ∂ψi so
∂B¯
: (J−2/3B˙− 2
3
J−5/3B J˙ )+ k
ρ0
G ′(J ) J˙
(1.77)
avec B˙ et J˙ tels que (en utilisant le tenseur gradient des vitesses L= F˙F−1) :
B˙= ˙FFT = F˙FT +FF˙T = LB+BLT (1.78)
J˙ = ∂J
∂B
: B˙= J
2
B−1 : B˙ (1.79)
En remplaçant dans (1.77) on a :
ψ˙(B)= ∂ψi so
∂B¯
:
(
J−2/3(LB+BLT )
)
− ∂ψi so
∂B¯
:
(
2
3
J−5/3B(
J
2
B−1 : B˙)
)
+ k
ρ0
G ′(J )
J
2
B−1 : B˙
= 2J−2/3∂ψi so
∂B¯
: LB−2∂ψi so
∂B¯
:
(
1
3
J−2/3B
(
B−1 : (LB)
))
+ k
ρ0
G ′(J )JB−1 : (LB)
= 2J−2/3B∂ψi so
∂B¯
:D− 1
3
(2J−2/3B
∂ψi so
∂B¯
: I)(I :D)+ k
ρ0
G ′(J )JI :D
=
(
2B¯
∂ψi so
∂B¯
− 1
3
(2B¯
∂ψi so
∂B¯
: I)I+ k
ρ0
G ′(J )JI
)
:D
= J
ρ0
σ :D
(1.80)
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Pour la partie isochorique de l’énergie, de nombreux auteurs utilisent desmodèles isotropes
incompressibles, étendus au cas compressible. Onpeut néanmoins rencontrer quelquesmo-
dèles plus spécialisés. Par exemple, MOREAU [2000] dans sa thèse propose d’étendre les mo-
dèles de néo-HOOKE et de MOONEY par l’ajout d’un terme raidissant aux fortes déforma-
tions.
1.3.3 Modèles anisotropes
La littérature offrait jusqu’à présent un choix beaucoup plus restreint pour les modèles ani-
sotropes. Cependant la récente extension du domaine d’application des comportements
élastiques non linéaires à de nouveaux types de matériaux, en particulier les biomatériaux,
amènede plus en plus d’auteurs à se pencher sur le problèmede l’hyperélasticité anisotrope.
• Lemodèle de WEISS ET AL. [1996] a été développé pour la modélisation des ligaments du
genoux humain qui ont un comportement isotrope transverse. Les auteurs considèrent l’in-
compressibilité du matériau et négligent la dépendance en J5, si bien que l’énergie prend la
forme suivante :
ψ(I1,I2,J
1
4)=C1(I1−3)+C2(I2−3)+C3
(
exp(J14 −1)− J14
)
(1.81)
• Lemodèle de SCHRÖDER ET AL. [2005] est formulé de manière générale afin de s’adapter
au cas isotrope transverse ou orthotrope. Les auteurs utilisent une formulationcompressible
et s’intéressent tout particulièrement au développement d’une énergie respectant certains
critères de stabilitématérielle :
ψ(I1,I2,I3,J
(i )
4 ,J
(i )
5 )=α1
I1
I 1/33
+α1
I2
I 1/33
−α3 ln I3+α4
(
I
α5
3 + I
−α5
3 −2
)
+α6(J (i )5 − I1 J (i )4 + I2)+α7
J
(i )α8
4
I 1/33
+α9(I1J (i )4 − J (i )5 )+α10 J
(i )α11
4
(1.82)
avec (i ) = (1) dans le cas isotrope transverse et (i ) = (1,2) dans le cas orthotrope. Pour des
considérations de stabilité matérielle, on doit avoir, α5 ≥ 1, α8 ≥ 1, α11 ≥ 1 les autres para-
mètres devant être positifs. De plus, pour respecter la condition de contrainte nulle à l’état
naturel, on doit également avoir :
α7 =
α3−α2−2nα9−nα10α11
n(α8−1/3)
α6 =
α3−α2−2nα9−nα10α11
n(α8−1/3)
α8+α9+α10α11
pour n = 1 ou n = 2 (1.83)
D’autres modèles ont été proposés, par exemple HOLZAPFEL ET AL. [2000] considère un dé-
couplage des parties anisotropiques et isotropiques de l’énergie libre.
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1.3.4 Modèlesmicro-physiques
On regroupe sous l’appellation « micro-physique » les modèles prenant en compte lamicro-
structure dumatériau. Il existe un certain nombre d’outils permettant d’intégrer cettemicro-
structure. Les premiers utilisés proviennent de la physique statistique. On considère que le
matériau est formé par un assemblage amorphe (4) de chaînes de polymères qui compose la
gomme, si bien que la plupart des modèles dérivés de cette approche sont regroupés sous
l’appellation « modèles statistiques ».
Un des premiers constats expérimentaux qui a conduit au développement de ces modèles
n’a paradoxalement rien à voir avec l’observation micro-physique du matériau. JOULE en
1859 reprend des observations qualitatives de GOUGH datant de 1805, et observe qu’un élas-
tomère vulcanisé soumis à un étirement se refroidit pour de faibles niveaux de déformation,
puis s’échauffe pour des déformations plus importantes. Il constate également qu’un élas-
tomère se rétracte lorsqu’il est soumis à une augmentation de température. Ces effets sont
en opposition avec ceux observés sur les matériauxmétalliques, les cristaux, les céramiques
ou le verre. Un ressort métallique soumis à une élongation se refroidit (tant que le matériau
est dans sa phase élastique). S’il est chauffé, ce même ressort s’allonge.
L’élasticité dans ce type de matériau est due à une variation d’énergie interne. Un maté-
riau métallique ne voit pas son entropie évoluer lorsqu’il est soumis à une déformation, les
mécanismes microscopiques sont reliés à de petites variations d’équilibre des atomes com-
posant le réseau cristallin. Pour les élastomères, les expériences de JOULE et GOUGH ainsi
que celles de MEYER et FERRY (1935) montrent que l’élasticité est due à une variation d’en-
tropie du réseau. L’énergie provient de mouvements browniens des chaînes du réseau ; c’est
le concept de l’élasticité entropique (pour une plus ample discussion voir WARD & SWEENEY
[2004]).
•Lemodèle de néo-HOOKE est le premiermodèle statistique hyperélastique (TREOLAR 1943).
La construction dumodèle s’effectue en deux étapes. Il faut tout d’abord approcher l’entro-
pie d’une chaîne de polymère puis construire l’entropie du réseau d’un volume élémentaire
représentatif de l’élastomère. On considère donc une chaîne composée de n segments de
monomères de longueur l . Si l’on place l’origine d’un repère sphérique en une extrémité de
la chaîne, la probabilité de trouver l’autre extrémité dans une coque de rayon r et d’épaisseur
dr (voir figure 1.5) peut s’exprimer à travers différentes fonctions de probabilité. On peut
choisir une forme gaussienne (initialement proposée dans les travaux de KUHN et GRÜN) :
p(r )=
(
1
l
√
3
2npi
)3
exp
[
− 3r
2
2nl2
]
(1.84)
La loi de BOLTZMANN relie l’entropie d’une chaîne avec la distribution de probabilité p(r )
qui représente l’ensemble des configurations possibles de la chaîne (autrement appelée
conformation de la chaîne) :
ηchaîne = k ln(p(r ))=C −
3k
2nl2
r 2 (1.85)
(4). à l’état naturel seulement
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Figure 1.5 – Chaine de polymère
k est la constante de BOLTZMANN, C est une constante. Si l’on néglige la participation de
l’énergie interne dans l’énergie libre de HELMHOLTZ, on obtient (avec Θ la température ab-
solue) :
ψchaîne =−ηchaîneΘ=
3k
2nl2
r 2Θ−CΘ (1.86)
REESE [2003] fait remarquer que la forme du potentiel d’énergie libre induit dans la chaîne
un effort toujours positif. Si l’on assume que l’état de contraintemacroscopique d’un réseau
de chaînes s’obtient en sommant les efforts dans une même direction et en la divisant par
la section du volume macroscopique représentatif, on obtient une somme de termes posi-
tifs. Or la configuration au repos d’un réseau de chaînes est supposée sans contrainte, ce qui
induirait la nullité de chaque effort et donc une distance initiale entre les extrémités de la
chaîne nulle (r0 = 0). Il doit donc exister dans le réseau un effort de compression qui n’est
pas pris en compte par le modèle, par exemple les efforts de répulsion interatomique.
L’énergie libre du réseau peut être calculée de la manière suivante (N désigne le nombre
de chaînes par élément de volume) :
ψ=
∫
ψchaîne (r )dN (1.87)
Si l’on a dans la configuration initiale une distance entre les extrémités de r0 =
√
x20 + y20 + z20
et dans la configuration déformée de r =
√
x2+ y2+ z2, en effectuant l’hypothèse d’affi-
nité du volume macroscopique et en utilisant les déformations principales du tenseur de
CAUCHY-GREEN droit, on a (figure 1.6) :
x =λ1x0 y =λ2y0 z =λ3z0 (1.88)
si r0,θ0,ϕ0 représentent la position dans le repère sphérique, alors :
r 2 = r 20 (λ21 sin2θ0cos2ϕ0+λ22 sin2θ0 sin2ϕ0+λ23 cos2θ0) (1.89)
En utilisant la relation ( TREOLAR) :
dN = N
4pi
sinθ0dθ0dϕ0 (1.90)
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Figure 1.6 – Configuration non-déformée et déformée d’un réseau macroscopique de chaînes
de polymères
ainsi que les équations (1.86), (1.87), (1.89) et r 20 = nl2, on obtient la forme générique du
modèle de néo-HOOKE :
ψ= 1
2
NkΘ(λ21+λ22+λ23−3) (1.91)
Le modèle de néo-HOOKE est valable pour des extensions de chaînes modérées (r ≪ nl ).
Il ne traduit pas le phénomène de rigidification, caractéristique d’un élastomère pour des
déformations importantes.
• Lesmodèles non Gaussien tiennent compte du fait qu’une chaîne de polymère ne peut
être étirée à l’infini. Ils sont la plupart du temps basés sur une densité de probabilité utilisant
la fonction de LANGEVIN (ce type de fonction de probabilité a été introduit par KHUN & GRÜN
et JAMES & GUTH au début de la seconde guerre mondiale), de la forme :
p(r )= p0exp
[
−n
(
r
L
β+ ln β
sinhβ
)]
avec β=L −1(r /L) (1.92)
r /L =L (β) = costhβ−1/β est la fonction de Langevin, la limite d’extensibilité de la chaîne
est paramétrée par sa longueur L = nl . Le ratioλr = r /L représente l’élongation de la chaîne,
il est compris entre n−1/2 et 1 (puisque r0 =
p
nl ). L’énergie libre de la chaîne s’écrit donc :
ψchaîne = nkΘ
(
r
L
L
−1(r /L)+ ln L
−1(r /L)
sinhL −1(r /L)
)
+ψ0 (1.93)
ψ0 est une constante telle que l’énergie vérifie la condition de normalisation (1.10). La fonc-
tion de Langevin inverse peut être approchée par un approximant de PADÉ (d’autres auteurs
utilisent une approximation en série polynomiale des invariants) :
L
−1(λr )=λr
3−λ2r
1−λ2r
+o(λ6r ) (1.94)
Le passage de l’échelle micro à l’échelle macroscopique peut s’effectuer en supposant que
la matière du volume élémentaire représentatif est amorphe (la répartition dans l’espace
24 CHAPITRE 1. MODÉLISATION DES COMPORTEMENTS HYPERÉLASTIQUES
  
  
  



  
  
  



  
  
  



  
  
  



  
  
  



  
  
  



  
  
  



  
  
  



  
  


(a) 8 chaînes, ARRUDA &
BOYCE (1993)
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REHNER (1943)
Figure 1.7 – Type de réseau polymériques complexes
est donc aléatoire), l’énergie libre du réseau est donc égale à la moyenne de l’énergie d’une
chaîne sur une sphère de rayon r0 (cf. les travaux deWU & VAN DER GIESSEN, BEATTY [2003]).
Avec l’hypothèse d’affinité, on retrouve l’approche menée pour le modèle néo-Hookéen.
MIEHE ET AL. [2004] proposent un modèle statistique non-Gaussien qui n’utilise pas l’hy-
pothèse d’affinité et qui est basé sur l’homogénéisation de comportement non-linéaire.
On peut également supposer que le réseau est structuré et que l’énergie libre est la somme
des énergies dans chaque direction de la structure. JAMES & GUTH ont ainsi proposé unmo-
dèle macroscopique formé de trois chaînes de polymères orientées dans les trois directions
principales de la déformation. Si ro =
p
n3l est la longueur initiale du vecteur chaîne (n3 dé-
note le nombre de monomères formant le réseau de trois chaînes) l’élongation de la chaîne
j s’écrit :
λ j r =
λ jp
n3
avec j = 1,2,3 (1.95)
λ j est la déformationmacroscopique principale. L’énergie de déformation du réseau prend
la forme :
ψ= NkΘ
3
n3
3∑
j=1
(
L
−1(λ j r )λ j r + ln
(
L
−1(λ j r )
sinhL −1(λ j r )
))
+ψ0 (1.96)
D’autres auteurs ont proposé des organisations de réseaux différentes. ARRUDA & BOYCE
(1993) considèrent un réseau formé de huit chaînes orientées suivant les diagonales d’un
cube unité. Cette organisation particulière permet de relier l’élongation de chaque chaîne
avec le premier invariant de la déformation (en utilisant l’hypothèse d’affinité) ce qui en fait
unmodèle particulièrement simple à implémenter. La densité d’énergie s’écrit dans ce cas :
ψ=NkΘn8
(
L
−1(λr )λr + ln
(
L
−1(λr )
sinhL −1(λr )
))
+ψ0 (1.97)
avec :
λr =
√
I1
3n8
(1.98)
Le même type d’approche est réalisé par FLORY & REHNER (1943) qui étudient le cas d’un
réseau de quatre chaînes, en considérant un tétraèdre bâti sur quatre sommets d’un cube
unitaire (voir figure 1.7).
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Lesmodèlesmicro-physiques présentés dans cette section idéalisent lamicro-structure d’un
élastomère, ils ne tiennent pas compte, par exemple, de l’enchevêtrement. Il existe cepen-
dant des concepts récents permettant d’intégrer une partie des ces effets dans le modèle,
traduisant des phénomènes anélastiques qui dépassent le cadre de ce chapitre (voir par
exemple les articles de KLÜPPEL & SHRAMM [2000]; MIEHE & GÖKTEPE [2005]). Dans ce do-
maine, les techniques d’homogénéisation non linéaires semblent être des outils prometteurs
(voir PONTE CASTAÑEDA & TIBERIO [1999]; LAHELLEC [2001]).
1.4 Solutions analytiques de problèmes d’équilibre
En 1979, MUNCASTER met en évidence l’impossibilité de mesurer en même temps la défor-
mation et la contrainte en un point interne au solide. Ce simple constat, impose à l’expéri-
mentateur la réalisation de tests pour lesquels au moins une des mesures s’effectue sur le
bord du domaine. On a donc besoin de connaître le type de déformations pour lequel les ca-
ractéristiques que l’on cherche à mesurer, sont fonctions de quantités mesurées aux bords
du domaine. Ce type de déformations est généralement dénommé solution contrôlable, il
satisfait les équations d’équilibres sans l’ajout de forces de volume et est ainsi entièrement
paramétré par des forces surfaciques. Si de plus, cette solution est vraie indépendamment
dumatériau choisi, elle est appelée solution universelle.
RIVLIN est un des premiers à s’être intéressé à ce type de problème. A la fin des années
40, il a cherché à construire et classifier un ensemble de solutions contrôlables en partant
d’exemples isotropes et incompressibles (voir BARENBLATT & JOSEPH [1997]). En 1955, ERICK-
SEN qui généralise le travail initié par RIVLIN, montre que les seules relations universelles
que l’on peut établir pour des matériaux hyperélastiques, isotropes et sans contraintes, sont
le cas des déformations homogènes.
1.4.1 Cas des déformations homogènes
Ce type de déformations est de loin le plus privilégié par l’expérimentateur. Les cas les plus
fréquents sont l’extension uni, bi ou tri-axiale, le cisaillement simple ou pure.
• L’extension biaxiale est définie par le gradient de déformation suivant :
F =
 λ 0 00 λ 0
0 0 1
λ2
 (1.99)
Les deux premiers invariants du tenseur de CAUCHY-GREEN droit s’écrivent dans ce cas :
I1(λ)= 2λ2+
1
λ4
I2(λ)=
2
λ2
+λ4 (1.100)
L’hypothèse de contraintes planes nous permet d’éliminer l’inconnue pression et l’on ob-
tient les formes suivantes des contraintes :
Π11 =Π22 = 2
∂ψ
∂I1
(
λ− 1
λ5
)
+2∂ψ
∂I2
(
λ3− 1
λ3
)
(1.101)
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• L’extension uniaxiale est définie par le gradient de déformation suivant :
F =
 λ 0 00 1pλ 0
0 0 1p
λ
 (1.102)
Les deux premiers invariants du tenseur de CAUCHY-GREEN gauche sont dans ce cas :
I1(λ)=λ2+
2
λ
I2(λ)=
1
λ2
+2λ (1.103)
L’état de contraintes associés est tel que Π22 = Π33 = 0 ce qui nous permet d’éliminer l’in-
connue pression, on obtient :
Π11 = 2
∂ψ
∂I1
(
λ− 1
λ2
)
+2∂ψ
∂I2
(
1− 1
λ3
)
(1.104)
Des exemples schématisés d’éprouvettes correspondant à un essai d’extension equi-biaxiale
et un essai d’extension uni-axiale sont présentés sur les figures 1.8 et 1.9.
• Le glissement simple est défini par le gradient de déformation suivant :
F =
 1 γ 00 1 0
0 0 1
 (1.105)
Les deux invariants du tenseur de CAUCHY-GREEN gauche sont dans ce cas égaux :
I1(γ)= 3+γ2 I2(γ)= 3+γ2 (1.106)
Si l’on s’intéresse aux matériaux incompressibles et isotropes, le tenseur des contraintes
s’écrit :
Π=

2 ∂ψ
∂I1
+4 ∂ψ
∂I2
+p 2γ( ∂ψ
∂I1
+ ∂ψ
∂I2
) 0
−γ(2 ∂ψ∂I2 +p) 2
∂ψ
∂I1
+4 ∂ψ∂I2 +p 0
0 0 2 ∂ψ
∂I1
+2 ∂ψ
∂I2
(2+γ2)+p
 (1.107)
La pression p est indéterminée dans le cas du cisaillement simple.
• Le cisaillement pur correspond à un essai d’extension uniaxiale en déformations planes, il
est défini par le gradient de déformation suivant :
F =
 λ 0 00 1 0
0 0 1
λ
 (1.108)
Les deux invariants sont comme dans le cas précédent égaux :
I1(λ)= 1+λ2+
1
λ2
I2(λ)= 1+λ2+
1
λ2
(1.109)
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L’hypothèse de contraintes planes nous permet d’éliminer l’inconnue pression et l’on ob-
tient les formes suivantes des contraintes :
Π11 = 2
∂ψ
∂I1
(
λ− 1
λ3
)
+2∂ψ
∂I2
(
λ− 1
λ3
)
Π22 = 2
∂ψ
∂I1
(
1− 1
λ2
)
+2∂ψ
∂I2
(
λ2−1
)
(1.110)
Des exemples schématisés d’éprouvettes correspondant à des essais de glissement simple et
de cisaillement pur sont présentés sur les figures 1.10 et 1.11.
1.4.2 Cas des déformations non-homogènes
Si pour des matériaux hyperélastiques isotropes et sans contrainte (de type incompressi-
bilité) on connaît l’ensemble des solutions universelles possibles, il n’en va pas de même
pour des matériaux avec contraintes. Dans un soucis de généralisation, RIVLIN a montré
qu’il existe cinq familles de déformations contrôlables qui sont des solutions universelles
pour la classe desmatériaux incompressibles. ERICKSEN, en élargissant le travail de RIVLIN a
prouvé qu’il était possible d’étendre ces cinq familles, mais il n’a pu déterminer l’ensemble
des solutions universelles.
Les cinq familles de RIVLIN et ERICKSEN sont les suivantes :
– famille 1 : cas des déformations homogènes.
– famille 2 : inflation, flexion, torsion, extension d’un cylindre creux. Cette déformation
décrit la transformation d’un cylindre creux en un autre cylindre. Le système de coor-
données est pris cylindrique dans les deux configurations
r =
√
AR2+B , θ =CΘ+DZ , z = EΘ+FZ (1.111)
– famille 3 : inflation, compression d’un secteur d’une coque sphérique. Le système de
coordonnées est pris sphérique dans les deux configurations
r = (±R3+ A)1/3, θ =±Θ, φ=Φ (1.112)
– famille 4 : flexion, extension cisaillement d’un bloc rectangulaire. Cette déformation
décrit la transformation d’un parallélépipède rectangle en un cylindre. Dans la confi-
guration de référence le système de coordonnées est pris cartésien, dans la configura-
tion actuelle il est choisi cylindrique.
r =
p
2AX , θ =BY , z = Z
AB
−BCY (1.113)
– famille 5 : flexion, extension cisaillement d’un cylindre creux. Cette déformation décrit
la transformation d’un cylindre creux en un parallélépipède rectangle. Dans la confi-
guration de référence le système de coordonnées est pris cylindrique, dans la configu-
ration actuelle il est choisi cartésien.
x = 1
2
AB2R2, y = Θ
AB
, z = Z
B
+ CΘ
AB
(1.114)
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Remarque 1.1
Les deux dernières familles restent très conceptuelles et ne correspondent à notre connais-
sance à aucun essai « physiquement » réalisable o
En 1965 SINGH & PIPKIN découvrent une sixième famille de déformations qui conduit à des
invariants constants pour un état de déformation non-homogène. Elle est définit par :
r =
√
AR2, θ =D ln(BR)+CΘ, z = FZ avec ACF=1 (1.115)
A titre d’illustration on présente dans la suite un exemple de déformation non-homogène
appartenant à la famille 2. Cette exemple est souvent utilisé afin d’identifier un comporte-
ment hyperélastique (JAZZAR [1993]; HOLZAPFEL ET AL. [2000]).
• L’extension-inflation d’un tube conduit à un gradient de déformation dans le repère cy-
lindrique (R ,Θ,Z ) qui prend la forme suivante :
F =

1
λθ(R)λz
0 0
0 λθ(R) 0
0 0 λz
 (1.116)
avec λz qui représente l’extension du tube, λθ(R)= r /R caractérise l’inflation du tube. Avec
ces notations, la position d’un point dans la configuration déformée s’écrit :
r =
√
R2− A2
λz
+a2 θ =Θ z =λzZ (1.117)
A et a sont respectivement les rayons internes dans les configurations non déformées et
déformées, L et l les hauteurs du tube dans les deux configurations,B et b les rayons externes
dans les deux configurations. En utilisant l’équation (1.117) et en posant λa = a/A et λb =
b/B on peut obtenir les relations :
λ2aλz −1=
R2
A2
(λ2θλz −1)=
B2
A2
(λ2bλz −1) (1.118)
L’équilibre local en l’absence de forces de volume, se réduit à l’équation différentielle sui-
vante :
dσr r
dr
+ σr r −σθθ
r
= 0 (1.119)
Avec les conditions aux limites : {
σr r (b)= 0
σr r (a)=−pi (1.120)
L’intégration de (1.119) nous donne :
σr r (ξ)=
∫b
ξ
(σr r −σθθ)
dr
r
et pi =
∫b
a
(σθθ−σr r )
dr
r
(1.121)
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en différenciant λθ = r /R et r 2 = (R2− A2)/λz +a2, on obtient les deux relations suivantes :{
dr =Rdλθ+λθdR
dR =λθλzdr (1.122)
ce qui nous donne :
dr
r
= (1−λθλz )2λ−1θ dλθ (1.123)
En prenant un modèle d’énergie fonction des dilatations principales et puisque l’état de
contraintes associé à la déformation d’extension-inflation est sphérique, avec (1.34) on a :
σθθ−σr r =λθ
∂ψ
∂λθ
et σzz −σr r =λz
∂ψ
∂λz
(1.124)
Onpeut garder commevariable indépendanteλθ. En utilisant conjointement (1.121), (1.124)
et (1.123), la valeur de la pression à l’intérieur du cylindre est donnée par :
pi =
∫λa
λb
(λ2θλz −1)−1
∂ψ
∂λθ
dλθ (1.125)
Pour une extension donnée (λz fixé), la pression interne devient une fonction de λa car, λa
et λb sont liés par l’équation (1.118). L’effort axial est donné par :
N = 2pi
∫b
a
σzzrdr (1.126)
en utilisant la notationσi i =σi i −p , l’effort axial peut être exprimé en éliminant la pression
hydrostatique (p) tel que :
N = 2pi
∫b
a
[∫ξ
b
(σθθ−σr r )
dr
r
−σr r +σzz
]
ξdξ (1.127)
à l’aide d’une intégration par partie on arrive à :
N =pi
∫b
a
(2σzz −σθθ−σr r )rdr +a2pipi (1.128)
Commepour la pression interne, on peut exprimer l’effort axial uniquement en fonction des
dilatations principales :
N
piA2
= (λ2aλz −1)
∫λa
λb
(λ2θλz −1)−2
(
2λz
∂ψ
∂λz
−λθ
∂ψ
∂λθ
)
λθdλθ+piλ2a (1.129)
La détermination de solutions universelles est un sujet toujours actif en terme de recherche.
L’ensemble des solutions universelles conduisant à des invariants constants, le cas des ma-
tériaux anisotropes ou avec contraintes anisotropes en sont des exemples. Sur ces sujets,
les articles de BOSI & SALVATORI [1996]; WARNE & WARNE [1998, 1999]; PODIO-GUIDUGLI &
TOMASSETTI [1999]; SACCOMANDI [2001] peuvent apporter un éclairage précieux.
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1.5 Stabilitématérielle
La stabilitématérielle est abordée, dans cette partie, comme un outil pouvant permettre soit
la validation, a posteriori, d’un jeu de coefficients identifié ou l’introduction de nouvelles
méthodes d’identification, prenant en compte, a priori, ces conditions. Elle englobe un cer-
tain nombre de considérations, qui proviennent d’approches purement mathématiques ou
thermodynamiques.
1.5.1 Conditions physiquementmotivées
Un certain nombre de restrictions à apporter à la densité d’énergie ont été proposées dans
la littérature, nous présentons ici les plus rencontrées.
• L’inégalité de BAKER-ERICKSEN (1954) s’écrit :
(σi −σ j )(λi −λ j )> 0, λi 6=λ j (1.130)
les σk , k = 1,2,3 sont les contraintes principales. Cette condition a été développée pour les
matériaux isotropes et ne s’applique pas dans le cas desmatériaux anisotropes. Elle consiste
donc à postuler que la direction de la plus grande contrainte principale correspond à la plus
grande dilatation principale.
• L’inégalité de COLEMAN-NOLL (1959) consiste à considérer deux états de déformation F et
F∗ reliés par une déformation pureG telle que F∗ =GF, avec G définie positive, différente de
l’identité. Cette condition s’écrit :[
Π(F∗)−Π(F)
]
:
[
F∗T −FT
]
> 0 (1.131)
Une écriture plus forte de cette condition revient à :
(FT.D) :
∂2ψ
∂F∂F
: (FT.D)> 0 (1.132)
avec D le taux de déformation eulérien. L’inégalité (1.131) a été critiquée par de nombreux
auteurs, RIVLIN [1974] remarque que cette inégalité impose l’unicité de la solution ce qui est
en contradiction avec le cas du flambement de structures hyperélastiques.
• La condition d’élipticité de LEGENDRE-HADAMARD (1901) s’écrit :
(u⊗v) : ∂
2ψ
∂F∂F
: (u⊗v)> 0, ∀u,v ∈R+3 (1.133)
En définissant le tenseur acoustique notéQ(F,b) par :
Q(F,b)ik =
(
∂2ψ
∂F∂F
)
i jkl
b jbl (1.134)
la condition (1.133) s’interprète comme étant une condition de définie positivité du tenseur
acoustique. Ce qui revient à assurer que la vitesse de propagation d’ondes dispersives dans
le matériau est réelle et positive.
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ABEYARATNE & KNOWLES [1999] ont établi des conditions de stabilité matérielle avec une
démarche proche de celle d’HADAMARD dans un cadre général de thermoélasticité non-
linéaire. Ils ont notamment distingué le cas adiabatique de celui avec conduction thermique.
Dans le cas adiabatique, Ils retrouvent une inégalité de défini positivité d’un tenseur acous-
tique définit comme suit :
H(F,b,Θ)ik =Q(F,b)ik −
(
∂2ψ(F,Θ)
∂Θ∂Θ
)−1
bibk (1.135)
Pour le cas général, les auteurs proposent deux conditions nécessaires et suffisantes pour
garantir la stabilité thermoélastique d’unmatériau.
• L’inégalité de HILL (1968) consiste à vérifier la positivité du produit doublement contracté
d’un tenseur taux de contrainte objectif par un taux de déformation objectif. SiD est le taux
de déformation eulérien, m un réel, τ = Jσ, ∨τ la dérivée de Jaumann de τ (voir SIDOROFF
[1982]) et Dmτ/Dm t le taux objectif de contrainte défini par :
Dmτ
Dm t
= ∨τ−m(τ.D+D.τ) (1.136)
l’inégalité Hm de HILL s’écrit :
Dmτ
Dm t
:D> 0 ∀D 6= 0 (1.137)
HILL a également introduit une famille de mesures de la déformation Em qui possède les
mêmes directions propres que C, tel que :
Em
{
U2m−1
2m sim 6= 0
ln(U) sim = 0 (1.138)
Il a également montré que l’inégalité Hm était équivalente à la définie positivité du Hessien
de ψ par rapport à Em . HILL recommande d’utiliser la valeur m = 0 car pour les matériaux
incompressibles, c’est la seule valeur dem qui n’impose pas de restrictions particulières sur
la valeur du multiplicateur de Lagrange p. WANG & TRUESDELL ont critiqué ce choix et ont
proposé la valeurm = 3/2 sur la base de considérations liées à un milieu fluide parfait, non-
visqueux.
LEBLOND [1992] a proposé d’utiliser l’inégalité suivante :
∨
σ :D> 0 ∀D 6= 0 (1.139)
Sur des exemples simples il montre que cette inégalité semble raisonnable, contrairement
aux inégalités H0 et H3/2 qui autorisent dans certains cas un module de compressibilité né-
gatif où unmodule de cisaillement négatif.
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1.5.2 Considérationsmathématiques
La résolution d’un problème d’équilibre hyperélastique conduit généralement à la minimi-
sation d’une fonctionnelle du type :
L(v)=
∫
Ω0
ψ(F(v))dΩ−Pext (v) (1.140)
avecΩ0 le domaine non déformé occupé par le solide, v le champ de déplacement inconnu,
Pext la puissance des efforts extérieurs. Les outils mathématiques qui sont exposés dans
cette partie ont été développés, en premier lieu, pour répondre à la question de l’existence
de solutions au problèmed’équilibre (donc à l’existence deminimapour L(v)). Ils sont néan-
moins présentés dans ce chapitre car ces outils se basent sur des propriétés particulières du
potentiel d’énergie. De plus, le lien avec les conditions de stabilité thermodynamiqueest très
fort puisque ces propriétés induisent la condition d’élipticité de LEGENDRE-HADAMARD (par
exemple DESIMONE & DOLZMANN [2000] utilise le concept de la quasi-convexité en liason
directe avec des problèmes de stabilité matérielle).
La quasi-convexité est un des premiers résultat qui puisse s’appliquer au cas de l’hyperélasti-
cité. Cette condition due à MORREY [1952], garantie la semi-continuité inférieure de la fonc-
tionque l’on cherche àminimiser, ce qui constitue une conditionnécessaire pour l’existence
de solution au problème de minimisation. Cependant, cette propriété est en générale assez
dure à vérifier (voir BALL [2002]).
Pour palier à cette difficulté, J.M. BALL a introduit en 1977 la notion de polyconvexité, un
concept mathématique très puissant qui exprime la condition d’existence sous une forme
locale. Ce résultat est à ce jour le seul qui permette de construire des potentiels d’énergie
conduisant à un problème de minimisation bien posé. Il s’agit néanmoins d’une condition
suffisantemais pas toujours nécessaire.
• La polyconvexité est basée sur le fait que la densité d’énergie ψ(F) ne peut être convexe
sur l’ensemble non convexeM+3 pour des raisons de respect de l’indifférencematérielle (voir
CIARLET [1986]) . Par contre, si l’on peut écrireψ(F) sous la forme :
ψ(F)= ⋆ψ(F,CofF,detF) (1.141)
on dira donc que la fonctionψ(F) est polyconvexe si la fonction
⋆
ψ est convexe.
Théorème 1.1 (BALL (1977))
Si la densité d’énergieψ(F) vérifie :
(1) la condition de polyconvexité : il existe une énergie
⋆
ψ(F,CofF,detF) convexe telle que
l’on vérifie eq. (1.141)
(2) la conditionψ(F)→+∞ si detF→ 0
(3) la coercivité, il existeα> 0 et β réel p ≥ 2, q ≥ p/(p−1), r > 1 tel que :
ψ(F)≥α
(
‖F‖p +‖CofF‖q + (detF)r
)
+β pour tout F ∈M+3
ou ‖.‖ représente la norme euclidienne surM3
(1.142)
alors le problème de minimisation admet au moins une solution.
o
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Le théorème 1.1 est le seul résultat d’existence en mécanique non linéaire qui soit suffisam-
ment large pour rester vrai quel que soit le type de conditions traitées et le niveau de défor-
mation imposé. BALL remarque que la condition de polyconvexité implique l’existence d’au
moins une solution, indépendamment du type de sollicitationou des conditions aux limites,
ce qui n’est pas forcement réaliste. Il s’agit donc d’une condition forte, qui n’est pas force-
ment respectée par tous les modèles (5). Unmatériau de ST-VENANT-KIRCHOHFF eq. (1.143),
n’est pas polyconvexemais permet d’obtenir, par exemple, la réponse au flambement d’une
structure.
ψ¯(E)= λ
2
(trE)2+µ(trE2) (1.143)
La polyconvexité peut être reliée avec la quasi-convexité et à la condition d’ellipticité
d’HADAMARD :
polyconvexité⇒ quasi-convexité⇒ ellipticité (1.144)
Une énergie polyconvexe est doncmatériellement stable au sens de LEGENDRE-HADAMARD.
De plus si l’on rajoute les conditions de coercivité, on peut garantir l’existence de solution au
problème d’équilibre. Ces conditions sont donc particulièrement intéressantes et induisent
uniquement des contraintes sur la forme de l’énergie et sur les valeurs de ces paramètres.
Une propriété fréquemment utilisée dans la littérature pour construire des modèles phé-
noménologiques polyconvexes consiste à décomposer l’énergie sous la forme suivante :
ψ(F)=ψ1(F)+ψ2(CofF)+ψ3(detF) (1.145)
si les fonctions ψ1, ψ2 et ψ3 sont convexes par rapport à leurs arguments alors l’énergie ψ
est polyconvexe. Une condition suffisante pour construire une fonction polyconvexe a été
proposée par BALL. Si l’on écrit ψ sous la forme ψ(F) = ψ̂(λ1,λ2,λ3), et si ψ̂ est symétrique,
convexe et respectivement monotone (croissante) de ses trois arguments alors ψ(F) est po-
lyconvexe.
Dans le cas de fonctions d’énergie isotrope, MIELKE [2005] propose un certain nombre de
conditions nécessaires et suffisantes sur la fonction ψ̂(λ1,λ2,λ3), permettant de construire
des fonctions polyconvexes. Ces développements assez théoriques restent peu applicables
dans la pratique. Néanmoins, il montre que dans le cas de l’élasticité isotrope incompres-
sible si ψ̂(µ) est convexe (6) et non décroissante alors ψ est polyconvexe (7) . A l’aide d’un
exemple simple, l’auteur souligne que cette condition est suffisante mais pas toujours né-
cessaire.
STEIGMANN [2003] a récemment proposé une autre propriété permettant de caractériser des
fonctions polyconvexes dans le cas de modèles de comportement isotrope. Il utilise les in-
variants du tenseur de déformation pure droit i1,i2,i3 et la représentationψ(F) =
∽
ψ(i1,i2,i3),
(5). On ne doit pas pour autant bannir les modèles ne respectant pas la polyconvexité
(6). avec le paramétrage µ = (µ1,µ2/µ1,1/µ2) tel que {µ ∈ [1,∞[2|
p
(µ1) ≤ µ2 ≤ µ21}, µ1 correspond à la plus
grande dilatation propre λi
(7). sous réserve que si l’on écritψ(F)= ψ̂(µ)+ r (det F) la fonction r soit aussi convexe et non décroisante
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avec :
i1(U)= trU i2(U)= tr(CofU) i3(U)= detU (1.146)
Cette représentation du comportement isotrope l’amène au résultat suivant :
Théorème 1.2 (STEIGMANN [2003])
Une densité d’énergie de la forme
∽
ψ(i1,i2,i3) est polyconvexe si :
–
∽
ψ est une fonction strictement convexe par rapport à chacun de ses trois arguments
–
∽
ψ est une fonction strictement croissante de i1 et i2 o
Il particularise également ce résultat dans le cas incompressible, puisque i3 = 1, les deux
conditions deviennent :
–
∽
ψ est une fonction strictement convexe par rapport à i1 et i2
–
∽
ψ est une fonction strictement croissante de i1
Il existe dans la littérature d’autres résultats permettant de construire des potentiels d’éner-
gie polyconvexes. CIARLET [1986] montre qu’une densité d’énergie du type modèle de OG-
DEN est polyconvexe, sous certaines conditions que doivent resperter les paramètres maté-
riaux.
HARTMANN & NEFF [2003] se sont intéressés à la polyconvexité de fonctions d’énergie libre,
isotropes et incompressibles étendues aux cas compressibles. Ils démontrent ainsi que les
fonctions polynomiales généralisées dues à RIVLIN & SAUNDERS [1951] ne sont en général
pas polyconvexes puisque les termes (I2(C)−3)i avec i > 1 ne sont pas polyconvexes. Ils pro-
posent un certain nombre de fonctions de I1 et I2, permettant le développement demodèles
phénoménologiques polyconvexes. Ces derniers sont présentés dans le tableau 1.4.
ψ1(I1)= (I k1 −3k)i i ≥ 1,k ≥ 1
ψ2(I2)=
(
I 3k/22 − (3
p
3)k
) j
j ≥ 1,k ≥ 1
ψ3(I1)= exp(ψ1(I1))−1 j ≥ 1,k ≥ 1
ψ4(I2)= exp(ψ2(I2))−1 j ≥ 1,k ≥ 1
Tableau 1.4 – Fonctions polyconvexes de I1(C) et I2(C)
36 CHAPITRE 1. MODÉLISATION DES COMPORTEMENTS HYPERÉLASTIQUES
1.6 Identification
L’identification de lois de comportement hyperélastique se ramène dans la plupart des cas
à l’écriture d’un problème de minimisation de l’écart entre les valeurs expérimentales et le
modèle analytique ou numérique correspondant à l’essai. En général la mesure d’erreur est
choisie au sens desmoindres carrés. Certainsmodèles exhibant une dépendance linéaire de
leurs paramètres matériaux, conduisent à une méthode des moindres carrés classique. Les
autres, nécessitent la misent en oeuvre de méthodes non-linéaires.
Il est de notoriété scientifique que la stratégie d’identification ne conduit pas forcement, et
ce pour diverses raisons, à un jeu unique de paramètres. Pour limiter ce problème, nombre
d’auteurs ont montré l’intérêt de combiner les essais (en sommant les écarts obtenus sur
chaque essai, cf par exemple JAZZAR [1993]; OGDEN ET AL. [2004]), ou d’appliquer une stra-
tégie d’identification spécifique (voir LAMBERT-DIANI & REY [1999]).
La prise en compte des conditions de stabilités matérielles, est réalisée dans la plupart des
cas à posteriori, ce qui peut permettre de faire un tri parmi les jeux de paramètres identifiés.
Le logiciel éléments-finis ABAQUS propose ainsi unmodule de validation permettant de vé-
rifier si la fonction d’énergie identifiée respecte le critère de HILL (1.137). HARTMANN [2001]
propose d’inclure directement ces contraintes dans la phase d’identification. Il s’intéresse
plus particulièrement à la polyconvexité du modèle isotrope incompressible de RIVLIN &
SAUNDERS [1951]. Il remarque qu’une condition suffisante revient à imposer la positivité des
paramètres et couple l’identification des moindres carrés avec ces conditions en inégalités.
1.6.1 Identification avec contraintes pour les modèles isotropes incom-
pressibles
En reprenant l’idée développée par HARTMANN [2001] pour les modèles polynomiaux, à sa-
voir l’introduction de contraintes de stabilité matérielle dans la procédure d’identification,
on peut essayer de développer une procédure suffisamment générale pour s’appliquer à
d’autresmodèles d’énergie libre. Reste à se poser la question du choix et de la pertinence des
conditions à imposer. La polyconvexité semble être une des propriétés les plus intéressantes
puisqu’elle garantit l’existence de solutions au problème d’équilibre et qu’elle implique la
condition d’ellipticité de LEGENDRE-HADAMARD.
Pour obtenir des contraintes intégrables dans une procédure d’identification, on peut par
exemple utiliser le résultat de STEIGMANN [2003]. Celui-ci permet de ramener la condition
de polyconvexité en des conditions de convexité et de croissance d’une énergie libre fonction
des invariants i1 et i2 (en incompressible i3 = 1). Ou encore le résultat de BALL qui revient au
même type de conditionsmais avec une écriture fonction de λ1 et λ2.
Dans le premier cas, on doit vérifier la convexité de l’énergie a priori pour tout i1 ≥ 3 et
i2 ≥ 3. Cependant, CURRIE [2004] a montré que les invariants sont définis sur un espace de
définition plus restreint.
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Figure 1.12 – Région du plan i1,i2 conduisant à une déformation réelle
En effet les élongations principales doivent respecter l’équation caractéristique suivante :
λ3− i1λ2+ i2λ−1= 0 (1.147)
En notant :
H = (i21 −3i2)/9, G = i1i2/3−2(i1/3)3−1 (1.148)
on peut montrer que les élongations principales sont réelles si les invariants vérifient la
contrainte :
G2+4H3 ≤ 0 (1.149)
Ceci conduit à un espace de définition de i1 et i2 borné par les racines de l’équation G2+
4H3 = 0, c’est à dire l’extension uniaxiale et l’extension équibiaxiale (voir figure 1.12).
On peut donc réaliser une identification avec contraintes de stabilité matérielle en prenant
quelques points de la région du plan i1,i2 définie par CURRIE et en imposant la convexité et
la croissance par rapport à i1 de la fonction ψ(i1,i2). De plus, on peut encore limiter cette
région du plan i1,i2 en considérant que la plupart des applications que l’on souhaite traiter
se situe à un niveau de déformation différent de l’infini. On peut donc se fixer des bornes su-
périeures de déformation pour lesquelles on souhaite garantir localement la polyconvexité
de la fonction d’énergie libre, ce qui conduit au problème de minimisation suivant :
Si a ∈ Rn représente le jeu des n paramètres matériaux à identifier, f (a) la fonction objec-
tif que l’on cherche à minimiser tel que :
f (a)= g (Π(a)−Πexp ) (1.150)
avec Πexp les valeurs expérimentales,Π(a) les valeurs du modèles et g une fonction mesu-
rant l’écart (au sens desmoindres carrés). En écrivantψ(F)= ∽ψ(i1,i2)+r (detF), on doit donc
trouver un jeu de paramètres u tel que
fs(u)= inf
a∈Rn
{
f (a)|∂
2∽ψ(i1,i2,a)
∂i21
≥ 0,∂
2∽ψ(i1,i2,a)
∂i22
≥ 0,∂
∽
ψ(i1,i2,a)
∂i1
≥ 0
}
(1.151)
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Les conditions ∂2
∽
ψ(i1,i2,a)/∂i21 ≥ 0, ∂2
∽
ψ(i1,i2,a)/∂i22 ≥ 0 et ∂
∽
ψ(i1,i2,a)/∂i1 ≥ 0 sont écrites ex-
plicitement en un nombre fini nc de points de la région du plan i1,i2 défini par CURRIE.
En utilisant la condition de BALL, on peut faire le même type d’approche mais en discréti-
sant le plan λ1,λ2 et en écrivant la convexité et la croissance deψ(λ1,λ2). En notant :ψ(F)=
ψ̂(µ1,µ2/µ1,1/µ2)+ r (detF), on doit donc résoudre le problème suivant :
fb(u)= inf
a∈Rn
{
f (a)|det(∇2ψ̂(µ1,
µ2
µ1
,
1
µ2
,a))≥ 0,
∂ψ̂(µ1,
µ2
µ1
, 1µ2 ,a)
∂µ1
≥ 0,
∂ψ̂(µ1,
µ2
µ1
, 1µ2 ,a)
∂µ2
≥ 0
}
(1.152)
Comme dans le cas précédent, on écrit les conditions de contraintes en inégalités sur un
nombre fini de points du plan défini par [1,µmax1 ]× [1,µmax2 ]
Ces deux approches reviennent à un problème de minimisation sous contraintes en inéga-
lités. La plupart des logiciels de calcul scientifique proposent de nos jours des outils perfor-
mants pour résoudre ce type de problèmes. Ainsi, Matlab propose une fonction, (fmion)
pour résoudre des problèmes de minimisation non-linéaires sous contraintes en inégalités.
Cette fonction utilise uneméthode d’optimisationqui formule le problème à l’aide demulti-
plicateurs de Lagrange. Le système linéaire ou non-linéaire qui en découle est résolu par une
méthode de descente avec approximation du gradient et du hessien de la fonction objectif
(et des contraintes).
1.6.2 Quelques applications (modèles isotropes incompressibles)
Afin d’illustrer et de comparer les différentes méthodes, on a réalisé des identifications avec
et sans contraintes sur deux essais de montée en charge quasi-statique : un essai de traction
uniaxiale et un essai de double cisaillement. Le matériau qui nous intéresse est un caou-
tchouc chargé de noir de carbonne, de dureté shore 46.
La fonction objectif que l’on cherche à minimiser est une somme de deux erreurs relatives
au sens des moindres carrés :
f (a)=
∑ntr ac
i=1 (Πtr ac (a,λi )−Πexp−tr ac (λi ))2∑ntr ac
i=1 (Πexp−tr ac (λi ))
2
+
∑nci s
i=1 (Πci s(a,γi )−Πexp−ci s (γi ))2∑nci s
i=1 (Πexp−ci s (γi ))
2
(1.153)
avec ntr ac et nci s le nombre de points de l’essai de traction et de l’essai de cisaillement,
Πtr ac (a,λi ) est donné par l’équation (1.104), Πci s(a,γi ) est la composante (1,2) du tenseur
donné par l’équation (1.107). Nous avons utilisé pour ces identifications 3 modèles phéno-
ménologiques :
– unmodèle polynomial de JAMES & AL
ψ(I1,I2)=C10(I1−3)+C01(I2−3)+C11(I1−3)(I2−3)+C20(I1−3)2+C02(I2−3)2 (1.154)
– unmodèle polynomial de HAUPT & SEDLAN
ψ(I1,I2)=C10(I1−3)+C01(I2−3)+C11(I1−3)(I2−3)+C02(I2−3)2+C30(I1−3)3 (1.155)
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– le modèle de GENT & THOMAS
ψ(I1,I2)=C1(I1−3)+C2 ln
I2
3
(1.156)
Pour ces trois modèles, on peut appliquer quatre méthodes d’identification différentes, une
ne prenant en compte aucune considérationde stabilité oud’existence, laméthode deHART-
MANN (8) , une méthode avec contraintes de STEIGMANN et uneméthode avec contraintes de
MIELKE. Ces stratégies d’identification ont toutes été implémentées sur Matlab avec la fonc-
tion fmion.
• L’identification sans contraintes donne des résultats très satisfaisants en terme d’erreur
pour les deuxmodèles polynomiaux et légèrement en retrait pour lemodèle de GENT & THO-
MAS (voir tableau 1.5 et figures 1.13). L’observation de la fonction d’énergie libre en fonction
des dilatations principales (λ1,λ2), nous alerte cependant sur la possibilité de non respect
de certaines conditions de stabilité matérielle. Sur les figures 1.17, on peut voir coloriées en
blanc les zones ou le hessien de l’énergie ψ̂(λ1,λ2) est négatif ce qui est en contradiction avec
l’inégalitéH1/2 de HILL puisque cette dernière implique :
A :
∂2ψ̂
∂V∂V
:A> 0 ∀A 6= 0 (1.157)
•L’identification avec contraintes de positivité des paramètres (HARTMANN) donnedes ré-
sultats largementmoins bons en termed’erreur (voir tableau 1.5 et figures 1.14). Mais l’éner-
gie ne présente plus de zone de négativité du hessien (figures 1.18). On peut également ob-
server que ce type d’identification conduit à des modèles polynomiaux fonctions seulement
de I1 comme proposé par YEOH (1990) pour les caoutchoucs renforcés par du noir de car-
bonne. Le modèle de GENT & THOMAS est restreint à unmodèle de néo-HOOKE.
• L’identification avec contraintes de STEIGMANN est réalisée en limitant la zone d’applica-
tion des contraintes avec imax1 = imax2 = 7 et en utilisant 625 points. Ce qui correspond à 1825
contraintes en inégalités. Le modèle de HAUPT & SEDLAN présente les meilleurs résultats
en terme d’erreur (voir tableau 1.5 et figures 1.15). Cependant l’observation de la fonction
d’énergie conduit au même constat que pour l’identification sans contraintes. Il existe des
zones où le hessien n’est pas défini positif, c’est à dire l’inégalité H1/2 de HILL n’est pas res-
pectée. De plus l’énergie atteint des valeurs négatives pour certaines valeurs des dilatations
principales (figures 1.19).
•Pour l’identification avec contraintes de MIELKE , le plan (λ1,λ2) est limité parλmin1 =λmin2
= 0.5 et λmax1 =λmax2 = 4. On utilise 400 points pour discrétiser ce plan, ce qui conduit à 1200
contraintes en inégalités. En comparant les résultats obtenus par la méthode de HARTMANN
dans le tableau 1.5. On peut voir un gain significatif en terme d’erreur pour les troismodèles.
Quelques zones présentent encore des valeurs négatives pour le hessien de l’énergie (figures
1.20), elles restent cependant très localisées
(8). qui s’applique aumodèle de GENT & THOMAS pour les mêmes raisons que les modèles polynomiaux (voir
HARTMANN [2001])
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modèle identification erreur (%) coefficients (MPa)
JAMES & AL C10 C01 C11 C02 C20
sans contraintes 0.2298 0.7867 -0.5449 -0.6032 0.4385 0.1646
Hartmann 8.6160 0.1955 0 0 0 0.0151
Steigman 0.7615 0.4959 -0.2619 -0.0045 0.0020 0.0040
Mielke 6.2418 0.2535 -0.0605 0.0019 0.0001 0.0126
HAUPT & SEDLAN C10 C01 C11 C02 C30
sans contraintes 0.2243 0.6262 -0.3541 -0.0922 0.0754 0.0024
Hartmann 6.4472 0.2260 0 0 0 0.0018
Steigman 0.6919 0.5117 -0.2752 -0.0029 0.0027 0.0003
Mielke 4.0598 0.2679 -0.0332 -0.0032 0 0.0018
GENT & THOMAS C1 C2
sans contraintes 6.1652 0.4324 -0.9095
Hartmann 13.3535 0.2837 0
Steigman 6.1652 0.4324 -0.9095
Mielke 11.2500 0.3088 -0.1449
Tableau 1.5 – Résultats des différentes identifications
L’identification avec contraintes de MIELKE semble être le meilleur compromis en terme de
respect des contraintes de stabilités matérielles et d’erreur d’identification. On peut égale-
ment constater que la réponse énergétique des différents modèles pour une déformation
ne faisant pas partie du jeu d’essai semble plus réaliste en utilisant l’identification avec
contraintes de MIELKE. Par exemple, l’énergie libre pour une déformation biaxiale telle que
λ1 = λ2 = 4 et d’environ 20 Mpa pour les modèles polynomiaux et 8 Mpa pour le modèle de
GENT & THOMAS. Dans le cas d’une identification sans contraintes on a 30 000 Mpa pour
le modèle de JAMES & AL, 4000 Mpa pour le modèle de HAUPT & SEDLAN et 8 Mpa pour le
modèle GENT & THOMAS.
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Figure 1.13 – Identification sans contraintes
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Figure 1.14 – Identification avec contraintes de positivité des paramètres
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Figure 1.15 – Identification avec contraintes de STEIGMANN
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Figure 1.17 – Energie pour l’identification sans contraintes
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Figure 1.18 – Energie pour l’identification avec contraintes de positivité des paramètres
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Figure 1.19 – Energie pour l’identification avec contraintes de STEIGMANN
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1.7 Conclusion
Ce chapitre propose un aperçu bibliographique de la modélisation des comportements hy-
perélastiques. Il permet de poser les principes généraux nécessaires à ce type de modéli-
sation tel que l’objectivité, l’isotropie et l’anisotropie, les matériaux à contraintes internes.
Différentes approches rencontrées dans la littérature sont présentées. Quelques modèles
phénoménologiques etmicro-physiques sont détaillés pour des comportements incompres-
sibles et compressibles. Enfin, certainsmodèles de comportements anisotropes récents sont
brièvement exposés.
L’apport plus personnel de ce chapitre réside dans l’identification des comportement hy-
perélastiques incompressibles. C’est dans cet objectif que l’on s’attache aux solutions analy-
tiques de problèmes d’équilibres et que l’on recense les conditions de stabilité matérielle.
Le terme stabilité matérielle étant utilisé par abus de langage pour désigner à la fois des
conditions provenant de considérations thermodynamiquementmotivées et des conditions
d’existences faisant appel à des outils mathématiques particuliers tels que la polyconvexité.
Deux nouvelles stratégies d’identifications intégrant directement des considérations de sta-
bilité matérielle sont présentées. On utilise pour ce faire des résultats dus à STEIGMANN et à
MIELKE. Le premier, à partir de la représentation
∽
ψ(i1,i2), exhibe des conditions suffisantes
pour assurer la polyconvexité deψ(F). Le second, généralise un résultat de BALL et développe
des conditions suffisantes en utilisant la représentation ψ̂(µ1,µ2/µ1,1/µ2). On effectue une
comparaisondes résultats d’identifications obtenus avec ces deux nouvelles stratégies et des
identifications sans contraintes ou avec contraintes de positivités des paramètresmatériaux
(initialement proposé par HARTMANN). Ceci en couplant un essai de traction uniaxiale avec
un essai de double cisaillement. La stratégie intégrant les contraintes dues à MIELKE pré-
sente lemeilleur compromis entre résultats d’identification et respect des conditions de sta-
bilité matérielle.
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CHAPITRE
2 Formulations variationnelles des
problèmes hyperélastiques
D
epuis la démocratisation des moyens informa-
tiques, la plupart des problèmes mécaniques
sont résolus à l’aide d’une méthode numé-
rique. Dans la majorité des cas, la méthode des éléments-
finis est choisie, principalement pour ses qualités de ro-
bustesse par rapport au type d’équations aux dérivés par-
tielles que l’on doit résoudre. Même si pour des pro-
blèmes particuliers, comme par exemple, le cas des com-
portements incompressibles, on peut également rencon-
trer d’autres types deméthodes (volumes-finis,méthodes
sans maillages, . . . ), ces dernières ont pour base com-
mune la formulation variationnelle du problème.
Ce chapitre s’articule autour des points suivants : après
un bref rappel des principes variationnels en élasticité li-
néaire, on présente les différentes formes, adaptées aux
comportements incompressibles ou faiblement compres-
sibles. On détaille ensuite l’implémentation numérique
de certaines de ces formulations et les difficultés liées à
la contrainte d’incompressibilité. Des techniques de vali-
dation à l’aide de patch-tests sont également présentées
ainsi que quelques applications.
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2.1 Introduction
Lamise enœuvre numérique de problèmes hyperélastiques, dans uneméthode d’éléments-
finis, n’est pas exempte de difficultés. Elles sont liées aux non-linéarités matérielles et géo-
métriques, mais également quand la loi de comportement la vérifie, à la contrainte d’in-
compressibilité. Des années 70 jusqu’à nos jours, un certain nombre de méthodes ont été
proposées dans la littérature afin de répondre à ces problèmes, qui ne sont pas toujours par-
faitement maîtrisés.
Ce chapitre propose un aperçu des principes variationnels rencontrés, pour la modélisation
de structures hyperélastiques incompressibles. On s’attache, après avoir choisi une forme
variationnelle, à décrire la mise en œuvre de cette dernière dans le cadre de la méthode des
éléments-finis ainsi que son implémentation dans le logiciel ZéBuLoN. Quelques résultats
théoriques sur la stabilité sont ensuite présentés, afin d’aider au choix des espaces d’interpo-
lations des éléments-finis développés. Enfin, on présente quelques exemples de validation à
partir de cas tests simples.
2.2 État de l’art
2.2.1 Principes variationnels en élasticité linéaire
L’obtention d’une forme variationnelle adaptée aux comportements hyperélastiques dé-
coule, la plupart du temps, de principes élaborés dans le cadre de l’élasticité linéaire. Il en
existe un certainnombre,mais les plus courament utilisés sont : le principedeHU-WASHIZU
(équation 2.1), le principe de HELLINGER-REISSNER (équation 2.2) et le théorème du mini-
mum de l’énergie potentielle (équation 2.3). Ils consistent en l’écriture des conditions de
stationnarité des fonctionnelles suivantes (1) :
LHW (u,σ,ǫ)=
1
2
∫
Ω
ǫ :D : ǫdΩ+
∫
Ω
σ : (∇su−ǫ)dΩ−
∫
Ω
u fextdΩ−
∫
∂Ω f
u TextdS (2.1)
LHR (u,σ)=−
1
2
∫
Ω
σ :D−1 :σdΩ+
∫
Ω
σ :∇sudΩ−
∫
Ω
u fextdΩ−
∫
∂Ω f
u TextdS (2.2)
LEP (u)=
1
2
∫
Ω
(∇su) :D : (∇su)dΩ−
∫
Ω
u fextdΩ−
∫
∂Ω f
u TextdS (2.3)
avec les conditions aux limites :
u=uext sur ∂Ωu (2.4)
où Text sont les efforts surfaciques imposés sur le contour ∂Ω f ;uext les déplacements impo-
sés sur le contour ∂Ωu (tel que ∂Ωu∩∂Ω f = 0 et ∂Ωu∪∂Ω f = ∂Ω) ; fext les efforts volumiques
imposés sur le domaineΩ ;D le tenseur d’élasticité d’ordre 4.
(1). Une présentation plus détaillée de ces principes variationnels peut être trouvée dans TAYLOR [2003]; AU-
RICHIO ET AL. [2004]
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Partant de ces principes, un certain nombre d’auteurs ont proposés des formulations spéci-
fiques aux comportements incompressibles. Ainsi HERRMANN est un des premiers à propo-
ser une méthodemulti-champs adaptée aux comportements élastiques incompressibles en
partant du principe de HELLINGER-REISSNER (voir HERRMANN [1964]). Le principe de HERR-
MANN a ensuite été étendu aux comportements linéaires orthotropiques par TAYLOR et KEY.
Dans le cadre de l’élasticité linéaire, AURICHIO ET AL. [2004] présentent une synthèse assez
complète des méthodes multi-champs adaptées au comportement incompressible, que se
soit en terme de formulation variationnelle ou de conditions de stabilité.
2.2.2 Écriture de la stationnarité
L’écriture des conditions de stationnarité d’une forme variationnelle revient à calculer les
variations premières de cette forme par rapport à chacun de ses arguments. Ce calcul de
variation s’effectue à l’aide d’un opérateur de dérivation directionnelle : la dérivée de GÂ-
TEAUX, notéeD(•). Elle est définie à partir de l’existence de la limite suivante :
f :X →Y et U ⊂X
Db f (a)= lim
ε→0+
f (a+εb)− f (a)
ε
= ∂
∂ε
f (a+εb)|ε=0+ ∀b ∈U , 0≤ ε≤ 1
(2.5)
où a et b peuvent être des arguments scalaires, vectoriels ou tensoriels. Les équations qui
découlent des conditions de stationnarité sont appelées équations d’Euler. Par exemple, la
stationnarité de la forme (2.1) de HU-WASHIZU nous amène au problème variationnel sui-
vant :
Trouver (u,σ,ǫ),∀ (δu,δσ,δǫ) tels que

DδuLHW (u,σ,ǫ)= 0
DδσLHW (u,σ,ǫ)= 0
DδǫLHW (u,σ,ǫ)= 0
(2.6)
Après quelques calculs, on obtient :
DδuLHW (u,σ,ǫ)=−
∫
Ω
δu (divσ+ fext )dΩ−
∫
∂Ω f
δu(Text )dS (2.7)
DδσLHW (u,σ,ǫ)=
∫
Ω
δσ : (∇su−ǫ)dΩ (2.8)
DδǫLHW (u,σ,ǫ)=
∫
Ω
δǫ : (D : ǫ−σ)dΩ (2.9)
On retrouve dans la stationnarité de la formedeHU-WASHIZU, l’équation d’équilibre, l’équa-
tion de compatibilité, la loi de comportement et les conditions aux limites en efforts impo-
sés.
2.2.3 Linéarisation des problèmes non-linéaires
L’écriture de la stationnarité d’une forme variationnelle nous conduit généralement à un
système d’équations non-linéaires de la forme : r(a) = 0, ou a contient l’ensemble des va-
riables de cette forme variationnelle (dans le cas précédent : a= {u,σ,ǫ}) et r correspond aux
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équations d’Euler. Pour résoudre le système d’équations (2.7), (2.8) et (2.9), on utilise géné-
ralement une méthode itérative qui tire partie du développement de Taylor de ce système
(dans la plupart des cas il s’agit d’une méthode de NEWTON-RAPHSON). A l’étape k+1 de ce
processus, on peut linéariser le problème autour d’un état connu ak , tel que :
r(ak +∆a)= r(ak)+
(
D∆ar(a)|a=ak
)
∆a+o(∆a) (2.10)
Le développement de Taylor peut être poursuivi à un ordre supérieur mais dans la plupart
des codes éléments finis, il se limite à l’ordre 1, pour des raisons de coût de calcul des dé-
rivées d’ordres supérieurs. Après discrétisation du champ de déplacement, on arrive donc
typiquement à la résolution d’un système tangent du type :
K(a)∆a=−r(a) (2.11)
avecK(a)=D∆ar(a) l’opérateur tangent et r(a) le résidu d’équilibre, ces deux quantités étant
évaluées à a= ak .
2.2.4 Généralités sur les problèmes non-linéaires incompressibles
Les principes variationnels établis dans le cadre de l’élasticité linéaire ont été étendus aux
comportements non-linéaires par de nombreux auteurs (voir par exemple SHARIFF [1997];
SHARIFF & PARKER [2000]). Dans le cadre de l’hyperélasticité, ces principes conduisent aux
méthodes du lagrangien perturbé, du lagrangien augmenté ou encore à la formulation tri-
champs de SIMO & TAYLOR, qui sont exposées dans ce chapitre.
Dans la plupart des cas ces principes sont utilisés dans une méthode d’éléments-finis, mais
d’autres stratégies ont récemment été adaptées aux comportements incompressibles ouquasi-
incompressibles, comme des techniques de type volumes-finis (BIJELONJA ET AL. [2005]), ou
sans maillage (de type RKPM dans CHEN, PAN, & WU [1997], de type sphères finis dans DE
& BATHE [2001]).
La difficulté principale de la modélisation numérique, à l’aide d’éléments finis, des com-
portements hyperélastiques incompressibles ou quasi-incompressibles est de construire des
éléments stables c’est à dire d’éviter les phénomènes de blocages volumiques ou des modes
de déformation de type « sablier ». Il n’est en général pas suffisant de choisir une formula-
tion variationnelle qui semble mathématiquement bien posée pour construire un élément
fini fiable, en particulier dans le cas d’élémentsC0 (linéaires en déplacement). Desméthodes
de stabilisation ont ainsi été proposées (par exemple dans REESE ET AL. [1999]), permettant
d’utiliser des éléments linéaires qui sont particulièrement adaptés à certains types d’ana-
lyses comme dans le cas du contact.
En grandes déformations, la forme variationnelle ou forme faible des équations d’équilibres
peut s’écrire de différentes manières suivant le type de configuration que l’on considère (la-
grangienne, eulérienne oumixte). Dans ce chapitre, on ne considérera que les formesmixtes,
ou éventuellement lagrangiennes. Il ne s’agit, bien sûr, que d’un jeu d’écriture, qui traduit la
même solution d’équilibre. Le choix d’une description particulière, ne doit cependant pas
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être anodin si l’on souhaite utiliser uneméthode numérique tirant partie d’une certaine dé-
composition des non-linéarités (par exemple dans le cadre du flambement linéarisé).
2.3 Position du problème
Le problèmemécanique que l’on cherche à résoudre se pose en ces termes ; si Ω0 est le do-
maine occupé par le solide dans la configuration initiale, ∂Ω f et ∂Ωu les parties du contour
deΩ0 où sont appliqués des efforts imposés (tel que ∂Ωu∩∂Ω f = 0 et ∂Ωu∪∂Ω f = ∂Ω0), u le
champ de déplacement inconnu, divX, l’opérateur divergence dans la configuration initiale,
N la normale au solide prise dans la configuration initiale (sur le contour ∂Ω f ) alors on doit
résoudre le système d’équations suivant :
– gradient de la déformation
F= ∂u(X)
∂X
+ I (2.12)
– loi de comportement d’unmatériau incompressible
Π= ∂ψ(F)
∂F
−pCofF (2.13)
detF= 1 (2.14)
– équation d’équilibre
divXΠ− fext = 0 dans Ω0 (2.15)
– conditions aux limites
ΠN= text sur ∂Ω f (2.16)
u=uext sur ∂Ωu (2.17)
Ces équations, écrites dans une description mixte, représentent la forme forte d’un pro-
blème mécanique associé à un comportement hyperélastique incompressible. Les formes
variationnelles qui sont présentées dans ce chapitre ont pour objet de récrire ce problème
mécanique sous une forme intégrale (non-locale) de manière à mettre en œuvre une mé-
thode de discrétisation.
Dans le cas d’un comportement faiblement compressible, les équations (2.14) et (2.13) sont
remplacées par (voir 1.3.2) :
Π= (Π :PF )+kG ′(J )CofF (2.18)
2.4 Approches en déplacement
Dans le cadre de la méthode des éléments-finis, l’approche en déplacements, c’est à dire en
utilisant le principe variationnel duminimumde l’énergie potentielle, est de loin la plus pri-
sée. En considérant la fonctionnelle (2.3), et enutilisant la densité d’énergie libre deHelmoltz
ψ, le principe duminimumde l’énergie potentielle revient à trouver le point stationnaire de :
LEP (v)=
∫
Ω0
ψ(F(v))dΩ−
∫
Ω0
v fextdΩ−
∫
∂Ω f
v TextdS (2.19)
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Ce problème peut encore s’écrire (2) :
trouver u ∈ V b , ∀δv ∈ V 0 tel que : DδvLEP (u)= 0 (2.20)
Le problème (2.20) nous donne explicitement, en considérant le cas des efforts conserva-
tifs (3) :
trouver u ∈ V b ,∀δv ∈ V 0∫
Ω0
Π(u) :∇δv−
∫
Ω0
δv fextdΩ−
∫
∂ΩF
δv TextdS = 0
(2.21)
Sin est la dimensiondu problème, les espaces des solutions V b et des fonctions tests V 0 sont
définis par :
V
b = {u ∈ (H1(Ω0))n ,u=uext sur ∂Ωu} (2.22)
V
0 = {u ∈ (H1(Ω0))n ,u= 0 sur ∂Ωu} (2.23)
ou H1(Ω0) est un espace de HILBERT d’ordre 1.
L’équation (2.21) est une forme mixte du problème variationnel, on peut également obte-
nir une forme lagrangienne dumême problème :
trouver u ∈ V b ,∀v ∈ V 0∫
Ω0
S(u) : δE−
∫
Ω0
δv fextdΩ−
∫
∂ΩF
δv TextdS = 0
(2.24)
ou la variation de E correspond à :
δE= 1
2
(∇δvTF+FT∇δv)= (∇δvTF)s =
(
∇δvT (∇u+ I)
)
s (2.25)
Remarque 2.1
Les formes (2.21) et (2.24) auraient également pu être obtenues avec le principe des puis-
sances virtuelles, et ce sans forcément se restreindre au cas des efforts conservatifs. o
Lorsque lematériau est incompressible, il peut sembler physiquement raisonnable de le trai-
ter comme un matériau compressible avec un module de compressibilité tendant vers l’in-
fini. Cette idée simple conduit à une formulation où la seule inconnue est le champ u, elle
est appeléeméthode de pénalité.
2.4.1 Méthode de Pénalité
On peut trouver dans la littérature différentes formulations pénalisées suivant que l’on
adopte une vision mathématique ou phénoménologique (4) de la méthode de pénalité. La
(2). La stationnarité d’une forme variationnelle devant être vérifiée indépendamment de la direction de déri-
vation, on appelle souvent ces variables de dérivation des fonctions « tests » ou encore variables « virtuelles »
(3). Les efforts conservatifs sont définis comme étant les dérivées d’un potentiel, si bien qu’il existe une éner-
gie potentielle.
(4). Le mot phénoménologique se distingue ici d’une approche mathématique par sa phase de modélisation
des phénomènes physiques.
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première de ces approches revient à considérer la stationnarité de la fonctionnelle suivante
(voir par exemple MALKUS & HUGHES [1978]) :
LEPP (v)=
∫
Ω0
ψ(F(v))dΩ+
∫
Ω0
1
2α
(
U (J (v))
)2
dΩ−
∫
Ω0
v fextdΩ−
∫
∂Ω f
v TextdS (2.26)
où α est un coefficient de pénalité (la contrainte d’incompressiblité correspond ainsi à α→
0).
La fonction de pénalisationU (J ) est une fonction positive, coercive, et doit s’annuler uni-
quement en J = 1 (voir tableau 2.1).
U (J ) U ′(J ) Référence
J −1 1
ln(J )
1
J
HÄGGBLAD & SUNDBERG (1983)
Tableau 2.1 – Formes courantes de la fonction de pénalisation
La stationnarité nous amène au problème suivant :
Trouver u ∈ V b , ∀δv ∈ V b∫
Ω0
(
Π(u)+ 1
α
U (J (u))U ′(J (u))cofF(u)
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0
(2.27)
On peut également obtenir une formulation pénalisée en considérant le découplage vo-
lumique et isochorique de l’énergie libre, cela revient alors à adopter une hypothèse de
compressibilité et à faire tendre ce denier vers un comportement quasi-incompressible, en
jouant sur le module de compressibilité. On peut ainsi considérer la stationnarité de (voir
HOLZAPFEL [2004]) :
LEPP (v)=
∫
Ω0
(
ψi so(F)+ψvol (J (v))
)
dΩ−
∫
Ω0
v fextdΩ−
∫
∂Ω f
v TextdS (2.28)
en prenant une partie volumique telle queψvol = kG(J ) (des exemples de fonctions de com-
pressibilité sont données dans le tableau 1.3), on obtient lemême type de fonctionnelles que
précédemment avec k = 12α .
La stationnarité s’écrit dans ce cas :
Trouver u ∈ V b , ∀δv ∈ V b∫
Ω0
(
Π(u) :PF¯ (u)+kG ′(J (u))cofF(u)
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0
(2.29)
La linéarisation des formes variationnelles (2.21) ou (2.24) permet d’illustrer les différences
obtenues en terme de structure de l’opérateur tangent suivant que l’on adopte un forma-
lisme Lagrangien oumixte.
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• Cas Lagrangien
Si l’on considère le cas de la méthode de pénalité dans un formalisme Lagrangien avec un
découplage volumique-isochorique de l’énergie libre, on peut calculer l’opérateur tangent
de la manière suivante :
D∆vr(u)=D∆v
∫
Ω0
S(E) : δEdΩ
=
∫
Ω0
[D∆vS(E) : δE+S(E) :D∆vδE]dΩ
=
∫
Ω0
[
δE :
∂S(E)
∂E
:D∆vE+S(E) :D∆vδE
]
dΩ
=
∫
Ω0
[δE :Cl (u) :D∆vE+S(E) :D∆vδE]dΩ
(2.30)
Les détails de calcul du tenseur d’élasticité d’ordre 4,Cl (u) sont donnés dans l’annexe A pour
les comportements incompressibles et compressibles.
En utilisant :
D∆vE= (∇∆vTF(u))s (2.31)
D∆vδE=D∆v(∇δvTF)s = (∇δvT∇∆v)s (2.32)
et la symétrie du second tenseur des contraintes de PIOLA KIRCHHOFF :
S : (∇δvT∇∆v)s =
1
2
Smn(∇δvTmo∇∆von +∇∆vTmo∇δvon)
= 1
2
(∇∆vonSnm∇δvom +∇∆vomSmn∇δvon)= (∇∆vS) : (∇δv)
(2.33)
on obtient l’expression de l’opérateur tangent suivante :
K=
∫
Ω0
[
(∇δvTF(u))s :Cl (u) : (∇∆vTF(u))s
]
dΩ︸ ︷︷ ︸
Km
+
∫
Ω0
[(∇∆vS) : (∇δv)]dΩ︸ ︷︷ ︸
Kg
(2.34)
On peut distinguer deux parties dans l’opérateur tangent associé à un formalisme Lagran-
gien, la première contient une information de non-linéarité matérielle liée au modèle de
comportement choisi (elle est notéeKm), la deuxième partie contient les non-linéarités géo-
métriques (notéeKg ), puisque en petites déformations on a Kg = 0. Certainesméthodes nu-
mériques exploitent cette décompositionparticulièrede lamatrice tangente, notament dans
le cas du flambement linéarisé (voir par exemple FELIPPA [2001]).
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• Casmixte
Dans le cas d’un formalismemixte, on obtient :
D∆vr (u)=D∆v
∫
Ω0
Π(F) :∇δvdΩ
=
∫
Ω0
[D∆vΠ(F) :∇δv]dΩ
=
∫
Ω0
[
∇δv : ∂Π(F)
∂F
:∇∆v
]
dΩ
=
∫
Ω0
[∇δv :Cm(u) :∇∆v]dΩ
(2.35)
Le calcul de Cm est présenté dans l’annexe A. L’opérateur tangent s’écrit :
K=
∫
Ω0
[∇δv :Cm(u) :∇∆v]dΩ (2.36)
Remarque 2.2
Onpeut remarquer que contrairement au cas Lagrangien, il n’y a qu’une partie dans l’opéra-
teur tangent qui contient toutes les non-linéarités (matérielles et géométriques). Ce forma-
lisme ne permet donc pas d’utiliser uneméthode particulière du type flambement linéarisé.
o
2.4.2 Autresméthodes
Il existe d’autre méthodes permettant de relaxer la contrainte d’incompressibilité pour une
formulation en déplacement. CESCOTTO & FONDER ont ainsi proposé en 1979 uneméthode
de pénalité qui tient compte d’une valeur moyenne de la variation de volume (voir GADALA
[1997]) :
LEPM (v)=
∫
Ω0
ψ(I1(v),I2(v))dΩ+
1
2α
[∫
Ω0
(
1
Ω
)
∫
Ω0
U (J (v))
]2
dΩ−
∫
Ω0
v fextdΩ−
∫
∂Ω f
v TextdS
(2.37)
BONNET & BURTON [1998] proposent une méthode permettant de prendre en compte une
moyenne de la variation de volume en un noeud i en effectuant unemoyenne des variations
de volumes de tous les noeuds situés dans l’entourage de celui-ci, cette approche est reprise
dans ANDRADE PIRES ET AL. [2004].
2.5 Principes variationnelsmulti-champs
Parallèlement aux approches en déplacements où l’on introduit la condition locale d’incom-
pressibilité sous la forme d’une pénalité qui s’ajoute au potentiel d’énergie interne, on peut
utiliser une approche multi-champs pour laquelle cette condition est directement prise en
compte dans la forme variationnelle à l’aide d’un (ou plusieurs)multiplicateur de Lagrange.
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2.5.1 Méthode en Lagrangien
Cette méthode est basée sur une forme variationnelle mixte déplacement-pression qui est
une particularisation du principe variationnel de HELLINGER-REISSNER. On considère donc
la forme suivante :
LHR (v,q)=
∫
Ω0
[
ψ(I1(v),I2(v))−q(J (v)−1)
]
dΩ−
∫
Ω0
v fextdΩ−
∫
∂Ω f
v TextdS (2.38)
q étant un multiplicateur de Lagrange assimilable à une pression. Le problème de minimi-
sation se ramène donc à la recherche du point selle, c’est à dire à trouver le couple (v,p) tel
que :
(u,p)=max
q∈Q
min
v∈V b
LHR (v,q) (2.39)
où l’espace des pressions correspond à l’espace des fonctions de carrés intégrables ;Q = {q ∈
L2(Ω0)}
La stationnarité de (2.38) nous conduit au problème suivant (dans une configurationmixte) :
Trouver (u,p) ∈ V b ×Q, ∀(δv,δq) ∈ V 0×Q,
∫
Ω0
(
∂ψ(I1(u),I2(u))
∂F
−pcofF(u)
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0∫
Ω0
(J (u)−1)δqdΩ= 0
(2.40)
On retrouve dans la première équation d’Euler, le premier tenseur des contraintes de PIOLA-
KIRCHHOFF associé à unmodèle de comportement isotrope incompressible (voir eq. (1.57)).
Pourmettre cette équationd’Euler sous une forme lagrangienne, il suffit de remplacer le ten-
seur des contraintes par l’expression (1.58). La deuxième équation correspond exactement à
la condition locale d’incompressibilité (J = 1).
La linéarisation de cette forme variationnelle nous conduit à l’opérateur tangent suivant :
K=
[
Kt G
GT 0
]
(2.41)
avec dans le cas :
•mixte
Kt =D∆vDδvLHR (u,p)=D∆v
∫
Ω0
(
∂ψ(F)
∂F
−pcofF
)
:∇δvdΩ
=
∫
Ω0
∇∆v :
(
∂2ψ(F)
∂F∂F
−pJ (F−T ⊗F−T −F−T F−T )
)
:∇δvdΩ
G=D∆qDδvLHR (u,p)=D∆q
∫
Ω0
(
∂ψ(F)
∂F
−pcofF
)
:∇δvdΩ
=−
∫
Ω0
∆qcofF :∇δvdΩ
(2.42)
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• Lagrangien
Kt =D∆vDδvLHR (u,p)=D∆v
∫
Ω0
(
2
∂ψ(C)
∂C
−pcofC
)
: δEdΩ
=
∫
Ω0
(∇∆vTF)s :
(
4
∂2ψ(C)
∂C∂C
−pJ (C−1⊗C−1−2C−1ȅC−1)
)
: (∇δvTF)sdΩ
+
∫
Ω0
∇∆v : (S∇δvT )dΩ
G=D∆qDδvLHR (u,p)=D∆q
∫
Ω0
(
2
∂ψ(C)
∂C
−pcofC
)
: δEdΩ
=−
∫
Ω0
∆qcofC : (∇δvTF)sdΩ
(2.43)
L’inconvénient majeur de cette formulation réside dans la non définie positivité de la ma-
trice tangente. Le système linéaire tangent qui découle de la linéarisation et de la discréti-
sation éléments finis est généralement résolu par une méthode d’élimination de gauss ou à
l’aide d’une méthode itérative de système linéaire. Or ce type de méthode ne peut pas être
utilisé dans ce cas particulier, puisque la matrice tangente n’est pas définie positive.
Il existe cependant des alternatives comme, par exemple, la méthode itérative d’UZAWA qui
est particulièrement utilisée en mécanique des fluides pour les écoulements incompres-
sibles (voir à titre d’application BENZI ET AL. [2005]).
2.5.2 Méthode en Lagrangien perturbé
■ Formulation quasi-incompressible
Afin de régulariser le système tangent (du type 2.41), on peut introduire un terme de pertur-
bation dans la forme variationnelle. On considère donc la fonctionnelle perturbée suivante :
LHRP (v,q)=
∫
Ω0
[
ψ(I1(v),I2(v))−qU (J (v))−
α
2
q2
]
dΩ−
∫
Ω0
v fextdΩ−
∫
∂Ω f
v TextdS (2.44)
où α est un coefficient de perturbation, la valeur α= 0 nous ramène au problème purement
incompressible précédent. La fonctionU (J ) peut être choisie parmi celle présentée dans le
tableau 2.1. La stationnarité de (2.44) nous conduit au problème suivant (dans une configu-
ration mixte) :
Trouver (u,p) ∈ V b ×Q, ∀(δv,δq) ∈ V 0×Q,
∫
Ω0
(
∂ψ(I1(u),I2(u))
∂F
−pU ′(J )cofF(u)
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0∫
Ω0
(
−αp−U (J (u))
)
δqdΩ= 0
(2.45)
La première équation d’Euler est identique à la forme obtenue précédemment. La deuxième
équation correspond à une loi de compressibilité, où le termeα représente l’inverse dumo-
dule de compressibilité.
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La linéarisation de cette forme variationnelle conduit à l’opérateur tangent suivant :
K=
[
Kt G
GT αM
]
(2.46)
avec dans le cas :
•mixte
Kt =D∆vDδvLHRP (u,p)=D∆u
∫
Ω0
(
∂ψ(F)
∂F
−pU ′(J )cofF
)
:∇δvdΩ
=
∫
Ω0
∇∆v :
(
∂2ψ(F)
∂F∂F
−pJ
(
(JU ′′(J )+U ′(J ))(F−T ⊗F−T )−U ′(J )(F−T F−T )
))
:∇δvdΩ
G=D∆qDδvLHPR (u,p)=D∆q
∫
Ω0
(
∂ψ(F)
∂F
−pU ′(J )cofF
)
:∇δvdΩ
=−
∫
Ω0
∆qU ′(J )cofF :∇δvdΩ
αM=D∆qDδqLHRP (u,p)=D∆q
∫
Ω0
(
−δqU (J )−αpδq
)
dΩ
=−α
∫
Ω0
δq ∆qdΩ
(2.47)
• Lagrangien
Kt =D∆vDδvLHRP (u,p)=D∆v
∫
Ω0
(
2
∂ψ(C)
∂C
−pG ′(J )cofC
)
: δEdΩ
=
∫
Ω0
(∇∆vTF)s :
(
4
∂2ψ(C)
∂C∂C
−pJ ((JU ′′(J )+U ′(J ))(C−1⊗C−1)
−2U ′(J )(C−1ȅC−1)
)
: (∇δvTF)sdΩ+
∫
Ω0
∇∆v : (S∇δvT )dΩ
G=D∆qDδvLHRP (u,p)=D∆q
∫
Ω0
(
2
∂ψ(C)
∂C
−pU ′(J )cofC
)
: δEdΩ
=−
∫
Ω0
∆qU ′(J )cofC : (∇δvTF)sdΩ
αM=D∆qDδqLHRP (u,p)=D∆q
∫
Ω0
(
−δqU (J )−αpδq
)
dΩ
=−α
∫
Ω0
δq ∆qdΩ
(2.48)
■ Formulation compressible
On peut également considérer une formulation en Lagrangien perturbé adaptée aux mo-
dèles de comportement compressible pour laquelle on ferait varier le module de compres-
sibilité afin de pouvoir représenter un panel de matériaux allant jusqu’à l’incompressibilité
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lorsque k →∞. En utilisant le découplage volumique-isochorique de l’énergie et en consi-
dérant J comme une variable indépendante on arrive à la fonctionnelle suivante (RÜTER &
STEIN [2000]) :
LHRC (v,J )=
∫
Ω0
(
ψi so(F(v))+ψvol (J (v))
)
dΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS (2.49)
le potentiel de compressibilité peut être défini parψvol (J )= 12k(U (J ))2.
En considérant la pression hydrostatiquedéfinie par p = kU (J ), on peut, à l’aide d’une trans-
formation de Legendre, définir un potentiel dual ψ∗
vol
(p) tel que (voir CHEN, HAN, ET AL.
[1997]) :
ψ∗vol (p)= sup
J≥0
{
pU (J )−ψvol (J )
}
(2.50)
Si la fonction ψvol (J ) est convexe, un résultat standard de l’analyse convexe montre que la
fonctionψ∗
vol
(p) est convexe, on a de plus la relation suivante :
ψvol (J )= sup
p
{
pU (J )−ψ∗vol (p)
}
(2.51)
Si l’on peut calculer la fonction inverse deU (J ) tel que J =U−1(p), on peut écrire directement
la transformée de Legendre, le potentiel dual s’écrit explicitement :
ψ∗vol (p)= pU (U−1(p))−ψvol (U−1(p)) (2.52)
Ainsi si l’on aU (J )= J −1 et p = kU (J ), la fonction réciproque s’écritU−1(p)= k−1p +1. En
remplaçant dans (2.52) on obtient :
ψ∗vol (p)=
1
2k
p2 (2.53)
On retrouve le terme de perturbationde la forme précédente où k est l’inverse du coefficient
de perturbation.
En utilisant cette transformation de Legendre, le problème dual associé à la fonctionnelle
(2.49) s’écrit :
LHRC (v,q)=
∫
Ω0
(
ψi so(F(u))−qU (J (u))+ψ∗vol (q)
)
dΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS
(2.54)
La stationnarité de (2.54), avecU (J )= J −1 nous conduit a :
Trouver (u,p) ∈ V b ×Q, ∀(δv,δq) ∈ V 0×Q,
∫
Ω0
(
∂ψi so(F)
∂F
:PF −pcofF(u)
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0∫
Ω0
(
−(J (u)−1)− 1
k
p
)
δqdΩ= 0
(2.55)
2.5. PRINCIPES VARIATIONNELS MULTI-CHAMPS 61
L’opérateur tangent garde la même forme que précédemment avec les blocs suivants :
• dans le casmixte
Kt =D∆vDδvLHRC (u,p)=D∆v
∫
Ω0
(
∂ψi so (F)
∂F
:PF −pcofF
)
:∇δvdΩ
=
∫
Ω0
∇∆v :
(
C
i so
m −pJ
[
F−T ⊗F−T −F−T F−T
])
:∇δvdΩ
G=D∆qDδvLHPC (u,p)=D∆q
∫
Ω0
(
∂ψi so(F)
∂F
:PF −pcofF
)
:∇δvdΩ
=−
∫
Ω0
∆qcofF :∇δvdΩ
αM=D∆qDδqLHRC (u,p)=D∆q
∫
Ω0
(
−δq(J −1)− 1
k
pδq
)
dΩ
=−1
k
∫
Ω0
δq ∆qdΩ
(2.56)
Le tenseur d’ordre 4, Ci som est donné par l’équation (A.18)
• dans le cas Lagrangien
Kt =D∆vDδvLHRC (u,p)=D∆v
∫
Ω0
(
2
∂ψi so(C)
∂C
:PC −pcofC
)
: δEdΩ
=
∫
Ω0
(∇∆vTF)s :
(
4Ci som −pJ
[
C−1⊗C−1−2C−1ȅC−1
])
: (∇δvTF)dΩ
+
∫
Ω0
∇∆v : (S∇δv)dΩ
G=D∆qDδvLHPC (u,p)=D∆q
∫
Ω0
(
∂ψi so(C)
∂C
:PC −pcofC
)
: δEdΩ
=−
∫
Ω0
∆pcofC : (∇δvF)sdΩ
αM=D∆qDδqLHRC (u,p)=D∆q
∫
Ω0
(
−δq(J −1)− 1
k
pδq
)
dΩ
=−1
k
∫
Ω0
δq ∆qdΩ
(2.57)
où Ci so donné par l’équation (A.12).
Remarque 2.3
Utiliser un comportement compressible dans une formulationmixte présente l’avantage de
pouvoir identifier le multiplicateur de Lagrange p à la pression hydrostatique, ce qui n’est
pas le cas en général. De plus, CHEN, HAN, ET AL. [1997] ont étudié la convergence de solu-
tions discrètes ou continues, quasi-incompressibles vers des solutions incompressibles pour
ce type de formulation variationnelle. À l’aide de tests numériques, ils montrent que la vi-
tesse de convergence par rapport au terme de perturbation (1/k) est de 1.
o
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2.5.3 Méthode en Lagrangien augmenté
La méthode du Lagrangien augmenté proposée par GLOWINSKI & LE TALLEC [1980, 1982,
1984] consiste à chercher les solutions u telles que F (u) soit incompressible dans un espace
plus grand que celui du problème initial afin d’éviter les phénomènes de blocages. Ils consi-
dèrent donc une fonctionnelle « augmentée » permettant de relaxer la relationF= ∂u/∂X+I.
Il s’agit de trouver (u,F,λ) ∈ V b×F i × (L2(Ω))d×d points stationnaires de :
LHWA(v,G,µ)=
∫
Ω0
(
ψ(F(v))−µ : (F(v)−G)
)
dΩ+γ
2
‖F(v)−G‖2
L2
−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS
(2.58)
L’espace F i étant défini par :
F
i =
{
G ∈ (L2(Ω))d×d , G−T ∈ (L2(Ω))d×d , detG= 1 dansΩ
}
(2.59)
Le terme γ est un coefficient de pénalité.
La stationnarité de cette fonctionnelle nous amène au problème suivant :
Trouver (u,F˜,λ) ∈ V b ×F i × (L2(Ω))d×d , ∀(δv,δG,δµ) ∈ V 0×F c × (L2(Ω))d×d
∫
Ω0
(
∂ψ(F(u))
∂F
−λ+γ(F(u)− F˜)
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0∫
Ω0
(
γ(F˜−F(u))+λ
)
: δGdΩ= 0∫
Ω0
(
F˜−F(u)
)
: δµdΩ= 0
(2.60)
L’espace F c correspond à l’espace tangent àF i au point F˜ :
F
c =
{
G ∈ (L2(Ω))d×d , (cofF˜)G= 0 dansΩ
}
(2.61)
Remarque 2.4
Le multiplicateur (tensoriel) de Lagrange λ peut s’interpréter comme étant la partie des
contraintes liée à la variable pression. Aux points stationnaires, on a : λ=−pcofF˜
o
Pour des valeurs deγ « suffisamment » importantes on peut résoudre le systèmed’équations
(2.60) à l’aide d’uneméthode itérative d’UZAWA. En supposantλn connu à l’incrément n, on
obtient (un ,F˜n) en résolvant :{
DδvLHWA(u
n ,F˜n ,λn)= 0 ∀δv ∈ V 0
DδGLHWA(un ,F˜n ,λn)= 0 ∀δG ∈F c
(2.62)
puis on calcule λn+1 avec :
λn+1 =λn−ρ
(
F(un)− F˜n
)
(2.63)
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ρ étant un paramètre de la méthode d’UZAWA (ρ > 0). La difficulté de ce problème consiste
à trouver la solution du système non-linéaire (2.62). GLOWINSKI & LE TALLEC [1982] ont tout
d’abord résolu les cas particuliers des problèmes axisymétriques ou bidimensionnels. Dans
le cas général, ils proposent d’utiliser une méthode de relaxation par bloc, consistant à ré-
soudre (2.62) de la manière suivante :
Connaissant un0 , on cherche (u
n
k+1,F˜
n
k+1) en résolvant successivement :
DδGLHWA(u
n
k ,F˜
n
k+1,λ
n)= 0 ∀δG ∈F c (2.64)
DδvLHWA(u
n
k+1,F˜
n
k+1,λ
n)= 0 ∀δv ∈ V 0 (2.65)
La recherche de F˜n
k+1 à partir de l’équation (2.64), dans l’espace particulierF
c , n’est pas tri-
viale. Dans GLOWINSKI & LE TALLEC [1984], les auteurs proposent une stratégie particulière
pour résoudre ce type de problème.
2.5.4 Méthode de SIMO & TAYLOR
SIMO puis TAYLOR ont successivement proposé une forme variationnelle à trois champs dé-
rivée du principe de HU-WASHIZU. L’objectif étant de relâcher l’application de la contrainte
d’incompressibilité en utilisant un champ de variation de volume
∽
J comme variable indé-
pendante, ils utilisent le découplage volumetrique-isochorique de l’énergie, tel que :
LHWS(v,q,
∽
J )=
∫
Ω0
[
ψi so(F(v))+ψvol (
∽
J )+q(
∽
J − J (v))
]
dΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0
(2.66)
L’écriture de la stationnarité de cette fonctionnelle par rapport à ces trois variables donne :
Trouver (u,p, J˜ ) ∈ V b×Q×L2(Ω), ∀(δv,δq,δθ) ∈ V 0×Q×L2(Ω)
∫
Ω0
(
∂ψi so (F)
∂F
:PF −pcofF
)
:∇δvdΩ−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0∫
Ω0
(
J˜ − J (u)
)
δqdΩ= 0∫
Ω0
∂ψvol (∽J )
∂
∽
J
+p
δθdΩ= 0
(2.67)
L’opérateur tangent associé à cette forme variationnelle est de la forme :
K=
 Kt G 0GT 0 M
0 MT H
 (2.68)
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avec dans le cas :
•mixte
Kt =D∆vDδvLHWS(u,p, J˜ )=D∆v
∫
Ω0
(
∂ψi so(F)
∂F
:PF−pcofF
)
:∇δvdΩ
=
∫
Ω0
∆F :
(
C
i so
m −pJ
(
F−T ⊗F−T −F−T F−T
))
:∇δvdΩ
G=D∆qDδvLHWS(u,p, J˜ )=D∆q
∫
Ω0
(
∂ψi so (F)
∂F
:PF−pcofF
)
:∇δvdΩ
=−
∫
Ω0
∆qcofF :∇δvdΩ
M=D∆θDδqLHWS(u,p, J˜ )=D∆θ
∫
Ω0
(
J˜ − J (u)
)
δqdΩ
=
∫
Ω0
δq ∆θdΩ
H=D∆θDδθLHWS(u,p, J˜ )=D∆θ
∫
Ω0
∂ψvol (∽J )
∂
∽
J
+p
δθdΩ
=
∫
Ω0
δθ
∂2ψvol (
∽
J )
∂
∽
J
2 ∆θdΩ
(2.69)
• Lagrangien
Kt =D∆vDδvLHWS(u,p, J˜ )=D∆v
∫
Ω0
(
2
∂ψi so(C)
∂C
−pcofC
)
: δEdΩ
=
∫
Ω0
(∇∆vTF)s :
(
4Ci sol −pJ (C−1⊗C−1−2(C−1ȅC−1)
)
: (∇δvTF)sdΩ
+
∫
Ω0
∇∆v : (S∇δvT )dΩ
G=D∆qDδvLHWS(u,p, J˜ )=D∆q
∫
Ω0
(
2
∂ψi so(C)
∂C
−pcofC
)
: δEdΩ
=−
∫
Ω0
∆qcofC : (∇δvTF)sdΩ
M=D∆θDδqLHWS(u,p, J˜ )=D∆θ
∫
Ω0
(
J˜ − J (u)
)
δqdΩ
=
∫
Ω0
δq ∆θdΩ
H=D∆θDδθLHWS(u,p, J˜ )=D∆θ
∫
Ω0
∂ψvol (∽J )
∂
∽
J
+p
δθdΩ
=
∫
Ω0
δθ
∂2ψvol (
∽
J )
∂
∽
J
2 ∆θdΩ
(2.70)
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Remarque 2.5
Les trois équations d’Euler (2.67) correspondent respectivement à l’équilibre des puissances
intérieures et extérieures, à la contrainte d’égalité du champ de dilatation J˜ avec la variation
de volume J (u) calculée à partir du champ de déplacement u et enfin à l’égalité de la pres-
sion hydrostatique avec la partie déviatorique de la contrainte. On peut remarquer que ces
équations ne prennent pas en compte la contrainte d’incompressibilité. On obtient donc
un opérateur tangent qui ne présente pas l’inconvénient du mauvais conditionnement au
voisinage de l’incompressibilité. o
Pour imposer la condition d’incompressibilité, SIMO & TAYLOR ont proposé d’utiliser une
formulation en Lagrangien augmenté, il suffit de modifier la fonctionnelle LHWS de la ma-
nière suivante :
LHWSA(v,q,
∽
J )=
∫
Ω0
[
ψi so(F(v))+ψvol (
∽
J ,λ)−q(
∽
J − J (v))
]
dΩ−
∫
Ω0
δv fextdΩ
−
∫
∂Ω f
δv TextdS = 0
(2.71)
où la partie volumique de l’énergie peut être choisie telle que :
ψvol (
∽
J ,λ)= kU (
∽
J )+λ(
∽
J −1) (2.72)
U (
∽
J ) étant une fonction de pénalité telle que U (1) = 0, k est un coefficient de pénalité, λ
un multiplicateur de Lagrange associé à la condition d’incompressibilité. Comme pour la
méthode en Lagrangien augmenté de GLOWINSKI & LE TALLEC [1980], on peut utiliser une
méthode de résolution itérative de type UZAWA en résolvant le système (2.68) pour unλk fixé
puis en itérant sur la valeur dumultiplicateur de Lagrange de la manière suivante :
λk+1 =λk +k(
∽
J −1) (2.73)
jusqu’à ce que la précision désirée |
∽
J −1| < tol soit atteinte.
Cette approche est reprise par WEISS ET AL. [1996] pour modéliser le comportement ani-
sotropique et quasi-incompressible des ligaments du genou humain. Les auteurs utilisent
des éléments tridimensionnels d’ordre faible (constants pour la pression et la dilatation, li-
néaires pour les déplacements). Ils observent globalement un bon comportement des élé-
ments et des déformations de modes sablier uniquement dans le cas de maillages grossiers
et réguliers.MIEHE [1994] propose une comparaison de cetteméthode avec une formulation
de type déplacement avec un enrichissement de l’approximation du gradient de la déforma-
tion par desmodes incompatibles, il constate des résultats assez prochesmême si la dernière
méthode semble être la plus performante.
2.5.5 Bilan des différentes formes variationnelles
Les différentes formes variationnelles décrites plus haut ne sont pas toutes équivalentes,
ainsi on peut faire un bref bilan de chacune d’entre-elles afin demotiver notre choix :
– La méthode de pénalité semble très attractive de par sa facilité d’implémentation, ce-
pendant elle conduit lorsque α→ 0 ou k→∞ à un système tangent mal conditionné
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et exhibe des comportements de blocages (5) des éléments. Pour contourner le pro-
blème du conditionnement, des méthodes à intégration réduite ont été proposées.
L’intégration réduite sélective consiste ainsi à sous intégrer les termes du résidu d’équi-
libre (c’est à dire provenant de la discrétisation de la forme (2.27) ou (2.29)) et de l’opé-
rateur tangent qui dépendent de la variation de volume.
– La méthode en Lagrangien conduit à un opérateur tangent qui n’est pas défini positif,
et qui nécessite donc la mise en oeuvre d’un méthode de résolution adaptée.
– La méthode en Lagrangien perturbé ne présente pas les désavantages des deux mé-
thodes précédentes, elle permet ainsi de relaxer la contrainte d’incompressibilité. De
plus, MALKUS & HUGHES [1978] ont montré une équivalence entre la méthode de pé-
nalité avec intégration réduite sélective et la méthode en lagrangien perturbé en un
point stationnaire. Ils démontrent l’égalité des deux opérateurs tangents pour peu que
le nombre de points d’intégration soit égal au nombre de noeuds de pression de la
formulationmixte. Lorsque l’on est au voisinage du point stationnaire, les deux opéra-
teurs diffèrent, ce qui peu induire une vitesse de convergence différente pour les deux
méthodes. PAPOULIA [1999] en propose une illustration en comparant la méthode de
pénalité avec uneméthodemixte à trois champs.
– La méthode en Lagrangien augmenté semble également ne pas être sujette aux pro-
blèmes de blocages, elle reste cependant plus délicate àmettre enœuvre que les autres
méthodes.
– La méthode de SIMO & TAYLOR, est adaptée pour la modélisation des comportements
faiblement compressibles à de forts niveaux de déformations. Cependant la prise en
compte de la condition d’incompressibilité n’est pas intrinsèque et il faut mettre en
place un algorithme itératif pour respecter cette condition.
Dans ce travail, nous avons choisi d’utiliser une forme variationnelle en Lagrangien per-
turbé. Cette dernière possède les avantages d’une méthode multi-champs (en particulier
unmeilleur conditionnement de l’opérateur tangent par rapport à uneméthode pénalisée),
tout en étant une des plus simples à implémenter dans un code de calcul standard, compa-
rativement aux formes variationnelles proposées par GLOWINSKI ou SIMO.
2.6 Discrétisation par éléments-finis de la forme en Lagran-
gien perturbé
Lamise en oeuvre d’uneméthode d’éléments-finis nécessite un certain nombre d’étapes gé-
nériques qui sont communes à de nombreux problèmes. Il existe de nombreux ouvrages qui
détaillent cette méthode (voir par exemple ZIENKIEWICZ & TAYLOR [2000]; BATOZ & DHATT
[1990]; CRISFIELD [1991]), on se contentera donc d’en rappeler quelques grandes lignes afin
de poser les notations.
(5). Le blocage se caractérise par unmauvais conditionnement de l’opérateur tangent et une solution nulle en
terme de cinématique
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– La première étape, consiste à discrétiser le domaine Ω0 en éléments géométriques
« finis »Ωe
i
de telle sorte qu’on ait
nel∪
i=1
Ω
e
i =Ω et Ωei ∩Ωej soit une arréte ou une face si i 6= j (2.74)
– On construit à l’aide de fonctions interpolatrices des approximations de la position et
des champs inconnus de chaque élément. Par exemple, si notre seule inconnue est le
déplacement, on obtient les formes discrétisées de la position et du déplacement (6) :
xeh(ξ,η,ζ)=
n∑
i=1
N ei (ξ,η,ζ) X
e
i u
e
h(ξ,η,ζ)=
n∑
i=1
N ei (ξ,η,ζ)U
e
i (2.75)
(ξ,η,ζ) ∈ [−1,1]3 représentant une paramétrisation de l’élément de référence corres-
pondant à une entité géométrique simple (carré, triangle, cube, prisme, . . . ), Ni sont
les fonctions interpolatrices (généralement des polynômes de Lagrange). n représente
le nombre de noeuds (de points d’interpolations) de l’élément de référence, générale-
ment pris sur le bord de l’élément. LesU e
i
sont les degrés de libertés (les coefficients
interpolateur) d’un élément (les X e
i
sont les positions des noeuds).
– On construit ensuite les vecteurs et les matrices tangentes associés à la formulation
variationnelle adoptée, en utilisant l’interpolation des inconnues. On peut ainsi inter-
poler le gradient de déformationF à l’aide de l’opérateur de déformation [B] tel que (7) :{
F e
}
=
[
Be
]{
U e
}
+ {I } (2.76)
typiquement dans le cas bidimensionnel [Be ] prend la forme suivante :
Fxx
Fy y
Fxy
Fyx
=

∂N1
∂x 0 · · ·
∂Nn
∂x 0
0 ∂N1∂y · · · 0
∂Nn
∂y
∂N1
∂y 0 · · ·
∂Nn
∂y 0
0 ∂N1
∂x
· · · 0 ∂Nn
∂x


U e1
...
U en
+

1
1
0
0
 (2.77)
– On assemble le système global que l’on résout, puis on réalise toutes les opérations de
post-traitements.
Dans le cas de comportements non-linéaires incompressibles ou quasi-incompressibles la
plupart de ces étapes ne posent pas de difficultés particulières hormis le choix des fonctions
d’interpolations, en particulier dans le cas d’une formulation variationnellemixte.
La forme discrète du problème variationnel linéarisé nous amène à la résolution d’un sys-
tème du type :
A
nel
e=1 < δU e ,δQe >
([
K et (uh,ph) G
e(uh,ph)
(Ge)T (uh ,ph) αI
e(uh ,ph)
]{
∆U e
∆Qe
}
+
{
r eu(uh,ph)
r ep(uh ,ph)
})
= 0 (2.78)
(6). Pour une simplicité de notation, nous considérons ici le cas des éléments isoparamétriques
(7). Dans ce qui suit, un vecteur élémentaire est noté entre accolades {•}, son transposé est noté < • >, une
matrice élémentaire s’écrit [•]
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A étant l’opérateur d’assemblage.
Deux versions de ce principe variationnel ont été mises en oeuvre, l’une pour des compor-
tements incompressibles, l’autre pour des comportements compressibles.
• dans le cas d’un potentiel hyperélastique incompressible (8)
[K et ]=
∫
Ωe
[Be ]T
[
Cmi (uh)−ph J
(
F−T ⊗F−T −F−T F−T
)]
[Be ]dΩ
[Ge]=−
∫
Ωe
{N ep }< cofF> [Be ]dΩ
[αI e]=−α
∫
Ωe
{N ep }<N ep > dΩ
[r eu]=
∫
Ωe
[Be ]T
[
Π(uh)−phcofF
]
dΩ−
∫
Ωe
{N eu}< fext > dΩ−
∫
Ω f ∩Ωe
{N eu}< Text > dS
[r ep ]=
∫
Ωe
N ep (−(J −1)−α(ph −p0))dΩ
(2.79)
• dans le cas d’un potentiel hyperélastique compressible
[K et ]=
∫
Ωe
[Be ]T
[
C
i so
m (uh)−ph J
(
F−T ⊗F−T −F−1F−T
)]
[Be ]dΩ
[Ge]=−
∫
Ωe
{N ep }< cofF> [Be ]dΩ
[αI e]=−1
k
∫
Ωe
{N ep }<N ep > dΩ
[r eu]=
∫
Ωe
[Be ]T
[
Π :P−phcofF
]
dΩ−
∫
Ωe
{N eu}< fext > dΩ−
∫
Ω f ∩Ωe
{N eu}< Text > dS
[r ep ]=
∫
Ωe
N ep (−(J −1)−
1
k
ph)dΩ
(2.80)
La constante p0 introduite dans la forme incompressible permet de tenir compte du déca-
lage d’origine du champ pression. Dans cette formulation, la variable ph est initialisée à p0
au départ du calcul afin de garantir un état de contraintes nulles en l’absence de déforma-
tions. La valeur de p0 est fonction des paramètres dumodèle de comportement choisi.
Remarque 2.6
Le décalage de la pression peut être illustré par le cas du modèle incompressible de Neo-
Hooke, la contrainte s’écrit :Π= 2a10F−pcofF, ainsi à l’état naturel (initial), lemultiplicateur
de Lagrange doit valoir p = 2a10 afin d’avoirΠ(F= I)= 0. o
(8). La forme incompressible a été implémentée avec la fonctionG(J )= J−1, par rapport à la forme variation-
nelle générale (2.45)
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Remarque 2.7
Contrairement au cas précèdent, pour une formulation incompressible, le multiplicateur de
Lagrange p correspond exactement à la pression hydrostatique et est donc initialisé à 0 au
départ du calcul. o
Le multiplicateur de Lagrange ph ne devant pas être continu entre deux éléments, on peut
effectuer une opération de condensation statique afin d’éliminer les degrés de libertés de
pression du système global, en utilisant (9) :
[Ge]T {∆V e}+ [αI e]{∆Qe }=−{r ep } (2.81)
en remplaçant∆Qe dans le système global, on obtient donc unematrice tangente et un vec-
teur résidu élémentaire tels que :
[K e ]= [K et ]− [Ge][αI e]−1[Ge]T
{r e }= {ru}− [Ge ][αI e]−1{r ep }
(2.82)
La figure 2.1 présente une synthèse des opérations nécessaires lors d’une boucle de cor-
rection de Newton-Raphson pour un élément fini mixte avec condensation statique de la
pression.
(9). L’interpolationde la pression étant interne à chaque élément, l’équation (2.81) doit être indépendamment
vérifiée pour chaque élément, on peut donc la sortir de l’opérateur d’assemblage dans le système (2.78)
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Boucle sur les éléments
Boucle sur les points d’intégration
Fin de boucle sur les éléments
Fin de boucle sur les points d’intégration
Initialisation (si k=0)
ue
h
= 0,pe
h
= p0
Mise à jour de la pression
{∆Qe }= {B e }− [Ae ]{∆U e }
{P e
k
}= {P e
k−1}+ {∆Q
e }
Interpolation
ue
h
=<N eu > {U ek }
pe
h
=<N ep > {P ek }
{F e }= [B ]{U e
k
}
Calcul deΠ(ue
h
,pe
h
)
Cmi (u
e
h
,pe
h
)
Calcul et cumul de[
ket
] [
g e
] [
αIe
]
{r eu } {r
e
p }
Condensation statique[
K e
]
= [K et ]− [Ge ][αIe ]−1[Ge ]T
{r e }= {ru }− [Ge ][αIe ]−1{r ep }
{B e }=−[αIe ]−1{r ep } [Ae ]= [Ge ][αIe ]−1
Assemblage
[K ]=A
[
K e
]
{r }=A {r e }
Résolution
[K ] {∆U }= {r }
{Uk }= {∆U }+ {Uk−1}
Figure 2.1 – Organigramme synthétique d’une étape k de correction de Newton-Raphson
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2.7 Choix des espaces d’interpolation
Pour une formulation mixte déplacement/pression avec approximation discontinue de la
pression, le choix des fonctions d’interpolation et de l’ordre d’interpolation est crucial. Il
existe un certain nombre de critères théoriques ou pratiques (numériques) permettant de
faire un tri parmi l’ensemble des possibilités.
2.7.1 Consistance et patch-test
Le patch-test est un test numérique simple permettant de vérifier la consistance et de tester
la stabilité d’un élément-fini mixte (voir ZIENKIEWICZ & TAYLOR [1997]). Développé, au dé-
part, pour l’élasticité linéaire, il est courament utilisé dans les cas non-linéaires. Dans le cas
de comportements incompressibles, ce test consiste à considérer différents maillages d’élé-
ments dumême type (des patchs) et à vérifier les deux critères suivants :
– On doit tout d’abord s’assurer que le nombre de contraintes nc (degrés de liberté de
pression) reste inférieur au nombre d’inconnues cinématiques ni , lorsque l’on bloque
tous les noeuds situés sur le bord du patch (voir figure 2.2).
Noeud de pression
Noeud de déplacement libre
Noeud de déplacement bloqué
Figure 2.2 – Exemple de décompte des contraintes sur un patch de T3-P1 (nc = 6,ni = 2)
– On doit également s’assurer que le patch ne contient pas demodes de pression autres
que le seul et unique mode physique. On calcule pour cela les valeurs propres de la
matrice tangente en bloquant tous les degrés de libertés cinématiques, si le nombre
de valeurs propres nulles est égal à 1, le test est réussi.
Le tableau 2.2 présente quelques résultats de patch-tests réalisés sur des éléments bidimen-
sionnels avec interpolation discontinue de la pression. La première lettre et le premier chiffre
qualifie le type géométrique de l’élément (Q pour quadrangle, T pour triangle) et le nombre
de noeuds d’interpolation de la cinématique, le dernier chiffre se rapporte au nombre de
noeuds d’interpolation de la pression.
Élément Q4-P1 Q8-P3 Q9-P3 T3-P1 T6-P1 T6-P3 T7-P3
Patch-test non non oui non oui non oui
Tableau 2.2 – Résultats du patch test pour des éléments mixtes pression-déplacement (avec
discontinuité entre éléments de la pression)
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2.7.2 Stabilité et condition inf-sup du problème discret de point selle
La discrétisation d’une formulation variationnelle avec des méthodes mixtes en petites dé-
formations, conduit à la résolution de systèmes du type (pour une méthode de pénalité),
trouver (uh,vh) ∈ Vh ×Qh tel que :[
A B
BT 0
]{
uh
ph
}
=
{
f
g
}
(2.83)
où encore (pour uneméthode de perturbation) :[
A B
BT −C
]{
uh
ph
}
=
{
f
g
}
(2.84)
avec A étant unematrice associée à une forme bilinéaire définie positive.
La condition inf-sup où encore appelée LBB (pour LADYZHENSKAYA-BABUŠKA-BREZZI) est
une condition nécessaire pour garantir la stabilité du schéma de dicrétisation qui conduit
au système (2.83) ou au système (2.84). Elle consiste en l’existence d’une constante γ indé-
pendante de la taille du maillage, telle que (voir par exemple AURICHIO ET AL. [2004]) :
inf
ph∈Qh
sup
uh∈Vh
uT
h
B ph
‖uh‖Vh‖ph‖Qh
≥ γ (2.85)
Cette condition est suffisante si elle est combinée avec la condition d’ellipticité de lamatrice
[A], sur le noyau de [B] qui s’écrit :
il existe une constante positiveα, indépendante de la taille du maillage, tel que :
α‖uh‖Vh ≤ uTh Auh ∀uh ∈ Vker
(2.86)
avec Vker l’espace défini par :
Vker = {uh ∈ Vh tel que Buh = 0} (2.87)
Remarque 2.8
La condition inf-sup et l’éllipticité sur le noyau sont des outils mathématiques intéressants,
mais le plus souvent difficiles à mettre en oeuvre, la recherche de constantes γ et α, indé-
pendantes de la taille dumaillage n’étant pas triviale. Elles dépendent fortement de l’espace
d’approximation choisi, si bien que peu d’éléments vérifient ces conditions sauf s’ils ont été
conçus pour cela. o
Remarque 2.9
La vérification de la condition LBB avec un élément-fini basé sur une formulation en petites
déformations, ne permet pas de conclure sur la stabilité dumême élément étendu au cas des
grandes déformations (voir par exemple les résultats deWRIGGERS & REESE [1996]; PANTUSO
& BATHE [1997]). o
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BABUŠKA & NARASIMHAN [1997] présentent l’étude de stabilité, sur un cas unidimensionnel
simple, de deux approximations éléments-finis qui satisfont le patch-test mais pas force-
ment la condition LBB. Les auteurs illustrent le fait que la vérification du patch-test ne per-
met pas de conclure sur la vérification de la condition LBB. De plus, uneméthode éléments-
finis ne respectant pas la condition LBB peut conduire à une convergence locale optimale,
fonction des paramètres d’entrée de la méthode (comme le chargement,. . . ).
CRISFIELD & NORRIS [2000]; BATHE [2001] utilisent une procédure numérique permettant
de tester l’évolution de la condition inf-sup (pour un problème donné) sur différentes tailles
de maillages. Il s’agit de résoudre le problème aux valeurs propres suivant :
[Kc]{φ}=λ[S]{φ} (2.88)
avec, pour une formulation en Lagrangien perturbé :
[Kc ]=−α[B][C ]−1[B]T (2.89)
[S]=
∫
Ω0
[G]T [G]dV (2.90)
où la matrice G correspond exactement dans cette notation à la matrice Be de l’équation
(2.76). Le test consiste alors à regarder le nombre de modes de pression en calculant :
ppm = pzer o +1− (nu−np +1) (2.91)
pzer o étant le nombre de valeurs propres nulles. Si le nombre de mode de pression est nul
alors
p
λ est égale à la constante inf-sup γ. Si ppm est positif, la discrétisation éléments-finis
peut contenir le mode de pression physique ou des modes non physiques. En éliminant le
mode de pression physique (en changeant les conditions aux limites) si ppm 6= 0, on peut
conclure que le test inf-sup n’est pas passé. Cette méthode, simple à mettre en oeuvre ne
s’applique cependant, comme la condition LBB, qu’en petites perturbations.
2.7.3 Méthode d’enrichissement de la déformation et modes incompa-
tibles
De manière générale, pour la modélisation de milieu incompressible, les éléments linéaires
en terme de cinématique, quelle que soit l’interpolation de la pression, sont reconnus pour
ne pas être fiables. Ce type d’élément est pourtant préféré dans un certain nombre de situa-
tions comme par exemple dans le cas du contact. Partant de ce constat, nombre d’auteurs
ont essayé de stabiliser ce type d’élément.
SIMO & RIFAI (puis IBRAHIMBEGOVIC & WILSON) ont notamment proposé une méthode
d’enrichissement de la déformation qui peut se déduire du principe variationnel de HU-
WASHIZU. Si l’on considère la fonctionnelle :
LHW (u,H,Π)=
∫
Ω0
(
ψ(H)+Π (∇u−H)
)
dΩ−
∫
Ω
u fextdS−
∫
∂Ω f
u TextdS (2.92)
74 CHAPITRE 2. FORMULATIONS VARIATIONNELLES DES PROBLÈMES HYPERÉLASTIQUES
l’idée de SIMO & RIFAI consiste à décomposer le gradientH en deux parties ; une partie com-
patible∇u et une partie incompatibleH tel que :
H=∇u+H et F˜=∇u+H+ I (2.93)
et avecψ(F˜) un potentiel hyperélastique compressible tel que :
ψ(F˜)=ψi so(F˜)+kG(det F˜) (2.94)
Ce qui nous amène au problème variationnel suivant :
Trouver (u,H,Π) ∈ V b ×P ×P ∀(δv,δG,δπ) ∈ V 0×P ×P∫
Ω0
∂ψ
∂F˜
:∇δv−
∫
Ω0
δv fextdΩ−
∫
∂Ω f
δv TextdS = 0∫
Ω0
(
−Π+ ∂ψ
∂F˜
)
: δGdV = 0∫
Ω0
H : δπ= 0
(2.95)
où l’espace P est défini par :
P = {H ∈ (H1(Ω0))d×d } (2.96)
Si l’on choisit des fonctions d’interpolation telles que
∫
Ω0
Hh : δπ= 0 et que
∫
Ω0
δGh :Π= 0,
le problème discrétisé revient à :
Trouver (uh,Hh) ∈ V bh ×Ph ∀(δvh ,δGh) ∈ V 0h ×Ph∫
Ω0
∂ψ
∂F˜
:∇δvh−
∫
Ω0
δvh fextdΩ−
∫
∂Ω f
δvh TextdS = 0∫
Ω0
(
∂ψ
∂F˜
)
: δGhdV = 0
(2.97)
Les fonctions d’interpolations du gradient incompatible sont, la plupart du temps, disconti-
nues entre éléments (généralement il s’agit de fonctions bulles), ce qui permet de condenser
les degrés de liberté liés à ces modes incompatibles (voir par exemple dans GHARZEDDINE &
IBRAHIMBEGOVIC [2000]).
Ce type de formulation montre de très bons résultats lorsque l’on fait tendre le module de
compressibilité vers l’infini (ou en linéaire le coefficient de poisson vers 0.5) pour des élé-
ments linéaires. Elle a été comparée aux méthodes mixtes ou à la formulation en déplace-
ment par de nombreux auteurs (en linéaire et non linéaire) : AURICCHIO ET AL. [2005]; CHIU-
MENTI ET AL. [2002]; ZIENKIEWICZ & TAYLOR [2000]; MIEHE [1994].
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2.7.4 Éléments retenus et implémentation logiciel
L’implémentation numérique des formes discrétisées compressibles et quasi-incompressibles
a été réalisée dans le code de calcul ZéBuLoN. Ce code, initialement développé par l’école
des Mines de Paris, l’ONERA et l’INSA de Rouen, est basé sur une architecture objet (il est
écrit en C++) permettant ainsi un découplage complet du formalisme mécanique des élé-
ments, de la loi de comportement et de l’interpolation des éléments (voir FOERCH ET AL.
[1996]).
La programmation des deux formes variationnelles retenues a ainsi nécessité la construc-
tion de trois objets fondamentaux :
– une classe pour les modèles de comportements hyperélastiques incompressibles, qui
effectue le calcul desmatrices et vecteurs des équations (2.79) pour des lois hyperélas-
tiques du type RIVLIN & SAUNDERS [1951], GENT-THOMAS (1958), HART-SMITH (1966),
. . .
– une classe pour les modèles de comportements hyperélastiques compressibles, qui
effectue le calcul des matrices et vecteurs des équations (2.80) pour des lois hyper-
élastiques du type RIVLIN & SAUNDERS [1951] généralisées, HARTMANN & NEFF [2003],
GENT-THOMAS (1958), HART-SMITH (1966), . . .
– une classe élémentaire qui effectue les opérations détaillées dans le schéma 2.1, en
utilisant une des deux classes précédentes.
Les éléments retenus sont présentés dans le tableau 2.3, leur géométrie sur la figure 2.7.4.
Type d’élément T6P1 Q9P3 Pr15P4 H20P4
Dimension 2D/Axi 2D/Axi 3D 3D
Type Géométrique Triangle Quadrangle Prisme Hexaèdre
Interpolation des déplacements Quadratique Quadratique Quadratique Quadratique
Interpolation de la pression < 1> < 1,ξ,η> < 1,ξ,η,ζ> < 1,ξ,η,ζ>
Tableau 2.3 – Éléments à interpolation discontinue de la pression
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(d) H20P4
L’implémentation numérique de ces éléments ne présente pas de difficultés particulières.
L’intégration numérique des vecteurs etmatrices élémentaires est réalisée demanière exacte
avec un schéma de Gauss approprié.
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Remarque 2.10
L’élément H20P4 est reconnu pour ne pas vérifier tous les critères de stabilité. L’idéal aurait
été d’implémenter un élément H27P4 à interpolation complète de Lagrange. Cependant par
manque de temps cet investissement n’a pas été réalisé. Les résultats obtenus avec l’élément
H20P4 sont donc à prendre avec la plus grande prudence. o
2.8 Validation
On présente dans cette section différentes applications permettant d’illustrer et de tester le
comportement des éléments-finis retenus, ceci en terme de convergence, de conditionne-
ment ou de stabilité. On utilise dans ce chapitre, lemodèle de comportement de JAMES & AL,
identifié avec les contraintes de MIELKE au chapitre 1.
2.8.1 Comparaisons par rapport à une solution analytique
On considère le cas de l’inflation-extension d’un tube hyperélastique incompressible. La so-
lution analytique incompressible, qui est non-homogène, est discutée dans le paragraphe
1.4.2. Le tube considéré a pour hauteur 3mm, 1mm de rayon interne, 1,5mm de rayon ex-
terne. Les conditions aux limites, imposées en déplacement, sont représentées sur la figure
2.3(e), avec un déplacement d’extension deUext = 15mm et une inflation deUin f l = 1mm.
On utilise un modèle axisymétrique et un modèle tridimensionnel pour traiter ce cas, les
maillages sont présentés sur la figure 2.3.
Uext
Uin f l
Ar
z
(e) Conditions aux li-
mites
(f) modèle Axi (g) modèle 3D
Figure 2.3 – Modèles du test d’inflations extension
On compare le résultat des formulations quasi-incompressibles et compressibles afin de ca-
ractériser l’influence dumodule de compressibilité sur la convergence dumodèle compres-
sible vers la solution incompressible. Les figures 2.4 et 2.6, présentent l’évolution de la ré-
action d’extension sur la partie supérieure en fonction du paramètre de chargement, pour
deux maillages constitués d’éléments Q9P3 ou H20P1.
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Figure 2.4 – Effort d’extension en fonction du paramètre de charge (Q9P3)
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Figure 2.5 – Déplacement du bord externe en fonction du paramètre de charge (Q9P3)
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Figure 2.6 – Effort d’extension en fonction du paramètre de charge (H20P4)
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On peut remarquer une faible influence du module de compressibilité en terme de réaction
d’extension pour la formulation quasi-incompressible. Par contre le déplacement du noeud,
noté A, sur la figure 2.3(e), dévie de la solution analytique lorsque le module de compressi-
bilité est dumême ordre de grandeur que le module de cisaillement dumatériau (voir figure
2.5). Pour la formulation compressible, on obtient la convergence vers la solution incom-
pressible pour des valeurs du module de compressibilité supérieures à 1000Mpa.
Le tableau 2.4 donne les valeurs du conditionnement de la matrice tangente pour le der-
nier incrément de calcul en fonction du module de compressibilité. On n’observe pas de
différences significatives entre les deux formulations.
Kv 10 100 1000 10000
Quasi-incompressible 1.7e2 1.4e3 1.2e4 9.5e4
Compressible 5.0e3 1.4e4 2.6e4 9.8e4
Tableau 2.4 – Comparaison du conditionnement de la matrice tangente pour des éléments
Q9P3
2.8.2 Test de convergence
Afin de comparer la vitesse de convergence des différents éléments programmés, on réa-
lise un test de cisaillement sur un cube de 2mm de coté (ou un carré en déformation plane
dans le cas bidimensionnel) dont les conditions aux limites sont définies sur la figure 2.7. Le
cisaillement est imposé sur la moitié de la partie supérieure avecUci s = 1mm. On mesure
l’erreur de discrétisation en observant le déplacement du point A pour différentes tailles de
maillages (raffinés uniformément), avec la mesure suivante :
er ru = 100
‖UA
h
−UA
f in
‖2
‖UA
f in
‖2
(2.98)
UA
f in
est le déplacement du noeud A obtenu avec lemaillage le plus fin, la norme notée ‖•‖2
correspond à la norme 2 euclidienne. Pour ces calculs, le module de compressibilité est fixé
à k = 10000Mpa.
Uci s
A
Figure 2.7 – Condition aux limites du test de cisaillement
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Les courbes de convergences obtenues avec les éléments 2D, sont présentées sur la figure 2.8
pour les deux formulations (compressible et quasi-incompressible). Elles montrent l’évolu-
tion de l’erreur en fonction du nombre d’éléments du maillage avec une échelle logarith-
mique, la pente caractérisant alors la vitesse de convergence. On peut remarquer que la vi-
tesse de convergence est légèrement plus importante avec la formulation compressible pour
les deux types d’éléments bidimensionnels (par rapport à la formulation quasi incompres-
sible).
 0.001
 0.01
 0.1
 1
 10
 10  100  1000  10000
Q9P3
T6P1
Q9P3 comp
T6P1 comp
e
r
r u
nbelements
Figure 2.8 – Erreur de discrétisation pour les éléments 2D
Pour les éléments 3D (voir figure 2.9), on observe très peu d’écart entre les deux formula-
tions (10). Les différences de convergences entre les éléments triangles et quadrangles sont
quasiment négligeables (de même pour les éléments prisme et hexaèdre).
Les déformées et le champ de pression de la formulation quasi-incompressible sont présen-
tés sur la figure 2.11. On peut observer une bonne régularité de la déformée dans les zones
les plus sollicitées, ainsi qu’une localisation du champ de pression de mieux en mieux per-
çue au fur et à mesure du raffinement dumaillage.
(10). Un nombre de points plus important pourrait peut-être permettre d’observer les mêmes différences que
dans le cas 2D, mais le temps de calcul des modèles 3D est particulièrement prohibitif
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Figure 2.9 – Erreur de discrétisation pour les éléments 3D
(a) 4×4 (b) 10×10 (c) 30×30
(d) 4×4 (e) 10×10 (f) 30×30
Figure 2.10 – Déformées et champs de pression pour la formulation quasi-incompressible, cas
2D
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(a) 4×4×4 (b) 8×8×8 (c) 10×10×10
(d) 4×4×4 (e) 8×8×8 (f) 10×10×10
Figure 2.11 – Déformées et champs de pression pour la formulation quasi-incompressible, cas
3D
2.8.3 Exemples d’instabilités numériques dues à l’interpolation
A titre d’illustration, on propose une comparaison entre éléments stables et instables sur
deux cas simples. On considère un cube de 2 mm de coté, soumis à un test de traction de
100% en déformations planes et un test de compression de 10% en 3D. On utilise, dans le
cas bidimensionnel, des éléments Q9P3 qui vérifient la stabilité au sens inf-sup et le patch-
test, ainsi que des éléments Q8P1, qui vérifient le patch test. Pour les maillages en Q8P1, on
observe l’apparition d’une valeur propre négative dans la matrice tangente, qui est caracté-
ristique d’une instabilité. Onpeut également remarquer, sur les figures 2.12 une déformation
de type sablier pour les éléments situés prés de la partie inférieure qui est bloquée.
Dans le cas 3D, on observe également l’apparition d’une valeur propre négative dans la ma-
trice tangente. Sur les figures 2.13, on peut voir une déformation caractéristique d’un phé-
nomène de blocage.
Ces deux exemples permettent de mettre en avant l’importance du choix des ordres et des
types d’interpolations pour une formulation mixte avec discontinuité de la pression entre
éléments. Cet aspect est d’autant plus important lorsque l’on cherche à développer des éléments-
finis réduits à base enrichie en grandes déformations.
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(a) 10×10 Q8P1 (b) 20×20 Q8P1
(c) 10×10 Q9P3 (d) 20×20 Q9P3
Figure 2.12 – Déformées d’un test de traction pour la formulation quasi-incompressible
(a) 6×6 H20P1 (b) 6×6 H20P4
Figure 2.13 – Déformées d’un test de compression pour la formulation quasi-incompressible
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2.9 Conclusion
Une revue bibliographique de quelques formulations variationnelles, adaptées aux compor-
tements hyperélastiques incompressibles, est donnée dans ce chapitre. Les approches en
déplacement du type méthode de pénalité ainsi que les méthodes multi-champs dérivées
du principe variationnel de HELLINGER-REISNER ou encore HU-WASHIZU sont détaillées.
Pour des raisons de régularisation du problème de point selle et de simplicité de program-
mation, notre attention se porte plus particulièrement sur la méthode en lagrangien per-
turbé.Deux versions de cetteméthode sont développées ; la première se rapporte au concept
desmodèles quasi-incompressibles ; pour la seconde, on considère un comportement com-
pressible ou l’inverse du module de compressibilité joue le rôle du coefficient de perturba-
tion. On détaille ensuite l’implémentation de ces dernières dans le logiciel ZeBuLoN.
Pour obtenir un élément-fini consistant et stable, un certain nombre de critères doivent être
vérifiés lors du choix des fonctions d’interpolations.On présente ainsi quelques éléments is-
sus de la bibliographie permettant de vérifier la stabilité ou la consistance, comme le critère
LBB ou le patch-test de ZIENKIEWICZ.
Les deux formes développées, sont validées par rapport à une solution analytique incom-
pressible non homogène, à partir d’un essai d’inflation-extensiond’un cylindre creux. Sur ce
test, on observe une convergence de la formulation compressible vers la solution incompres-
sible lorsque l’on augmente lemodule de compressibilité ; le conditionnement de la matrice
tangente étant du même ordre pour les deux formes. Des tests de cisaillement, réalisés sur
différents maillages 2D et 3D, semblent exhiber une vitesse de convergence légèrement su-
périeure pour la forme compressible. Cette dernière semble donc très attractive, puisqu’elle
permet de représenter un plus large panel de comportements que la forme incompressible.
De plus, elle permet de donner un sens physique aumultiplicateurde Lagrange p, puisque la
contrainte est projetée avec l’opérateur déviatorique, la variable p correspond exactement à
la pression hydrostatique. Enfin, quelques exemples permettant d’illustrer les phénomènes
de blocages ou de déformations enmode sablier sont présentés.
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CHAPITRE
3 Technique de réduction de
modèles
L
a modélisation par éléments-finis de structures
industrielles peut rapidement conduire à des
tailles de modèles très importantes obligeant
l’ingénieur à adopter une stratégie simplificatrice ou à
utiliser des ressources informatiques spécifiques. La tech-
nique de réductiondemodèle présentée dans ce chapitre,
a pour objectif de proposer une alternative à cette problé-
matique, en mettant à profit les symétries de la géomé-
trie et du chargement, comme par exemple les lamifiés
élastomère-métal ou les structures poutres à base d’élas-
tomère. La méthode proposée est basée sur une approxi-
mation des inconnues en série de fonctions continues,
réalisée dans une ou plusieurs directions. La difficulté
principale, réside dans la prise en compte du comporte-
ment non-linéaire quasi-incompressible de l’élastomère,
en utilisant les formulations variationnelles du chapitre
précédent. Quatre types d’éléments finis réduits sont
ainsi développés et validés, chacun étant adapté à une
structure particulière, on a ainsi : une réduction 2D-1D
pour les lamifiés en déformations planes, une réduction
3D-1D pour les lamifiés tridimensionnels hexaèdriques,
une réduction 3D-1D avec série de FOURIER pour les la-
mifiés à géométrie de révolution et enfin une réduction
3D-2D pour des structures poutre à section composite.
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3.1 Introduction
Pour illustrer l’intérêt d’une méthode de réduction de modèles pour des structures du type
lamifiés élastomère-métal, on peut observer le cas d’une lamelle d’élastomère en compres-
sion et jouer sur son facteur de forme. Considérons une lamelle en déformations planes,
encastrée sur sa face inférieure et soumise à un déplacement de compression sur sa face su-
périeure. Le facteur de forme de la lamelle est défini en fonction de sa largeur L et de son
épaisseur e par la relation :
S2D =
L
2e
(3.1)
Il caractérise l’aire de la surface chargée par rapport à l’aire de la surface libre. En choisissant
un indicateur d’erreur, comme par exemple l’erreur relative commise sur l’énergie de dé-
formation totale (mesurée par rapport à un modèle très finement maillé), on peut observer
l’influence du raffinement du maillage sur la réponse du modèle et ceci pour différent fac-
teurs de forme. La figure 3.1montre l’évolution de cette erreur pour des facteurs de forme de
10, 25 et 40 lorsque le maillage est raffiné uniformément. On utilise pour cette comparaison
les éléments Q9P3 et la formulation incompressible développée au chapitre précédent.
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Figure 3.1 – Évolution de l’erreur en terme d’énergie de déformation pour un test de compres-
sion sur une lamelle
Comme on peut s’y attendre le coût numérique augmente rapidement avec le facteur de
forme. Ainsi, si l’on considère un lamifié comparable à ceux utilisés dans les rotors d’héli-
coptère (qui ont des facteurs de forme supérieurs à 40 et qui sont composés d’une cinquan-
taine de lamelles) il faut idéalement plus de 30 000 degrés de liberté par lamelles c’est à dire
plus de 1,5 millions de degrés de liberté uniquement pour les lamelles d’élastomère (sans
tenir compte des lamelles d’acier). Il semble alors évident que dans le cas d’un problème
industriel réel, souvent tridimensionnel, la taille du modèle éléments-finis standard devient
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rapidement prohibitive pour obtenir une précision raisonnable. A titre d’illustration, la fi-
gure 3.2 présente le maillage d’une butée utilisée dans les rotors d’hélicoptères, en maillant
grossièrement on obtient plus de 600 000 degrés de liberté pour la demi-lamelle.
Figure 3.2 – Maillage d’une demie butée lamifié de force centrifuge, situé dans la tête rotor
(plus de 195 000 nœuds)
Parallèlement auxmodèles éléments-finis standards, il existe dans la littérature des approches
pouvant servir d’outils de prédimensionnementou de validation conduisant, pour les struc-
tures qui nous intéressent, à des temps de calculs raisonnables ; à savoir :
■ Les modèles analytiques ou semi-analytiques sont le plus souvent basés sur des hypo-
thèses cinématiques de poutres, avec cisaillement transverse du type modèle de HARINGX
(cf. par exemple BAŽANT & BEGHINI [2005] pour une comparaison avec d’autres modèles
de poutres). On peut ainsi trouver des modèles qui assimilent le lamifié élastomère-métal,
dans son ensemble, à une structure poutre. Ces modèles permettent d’approximer la ré-
ponse globale d’un lamifié pour quelques cas de sollicitations simples ou d’estimer sa charge
critique de flambement (voir TSAI & KELLY [2004]; KELLY [2003]; HWANG & CHIOU [1996];
TSAI & HSUEH [2001]; LANZO [2004]). D’autres se restreignent à un mode de sollicitation
(compression) pour trouver une solution analytique approchée couche par couche (comme
dans [TSAI, 2004] pour des structures lamifiées élastomère-fibres). En parallèle de ces mo-
dèles analytiques, on peut trouver des macro-modèles constitués par un assemblage d’élé-
ments mécaniques simples (deux exemples sont présentés sur la figure 3.3), permettant de
mieux tenir compte des couplages comportementaux (compression, cisaillement, flexion,
. . . ), certains considérant le lamifié comme structure de base [KOO ET AL., 1999; IIZUKA,
2000], d’autres décomposant le comportement de chaque lamelle [CHANG, 2002; LEJEUNES
ET AL., 2003]. Néanmoins, quelle que soit la richesse de ces modèles, ils présentent cepen-
dant l’inconvénient majeur de ne fournir aucune information sur l’état de contraintes ou de
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(a) modèle du lamifié, IIZUKA (2000)
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(b) modèle d’une lamelle
Figure 3.3 – Exemple de modèles semi-analytiques
déformations local.
■ Les modèles de comportements équivalents, obtenu par homogénéisation, peuvent per-
mettre de diminuer la taille du problème initial tout en autorisant l’accès à une information
locale. DEVRIES [1998] utilise uneméthode d’homogénéisation périodique non-linéaire per-
mettant d’obtenir le comportement global ainsi qu’une estimation de l’état de contrainte
d’un lamifié en compression. Cette stratégie ne permet cependant pas de traduire les sin-
gularités dues aux effets de bords, là même où l’état de contrainte est maximal. Par ailleurs,
DUMONTET [1990], propose une application du problème de couche limite combiné à une
méthode d’homogénéisation périodique linéaire. On peut ainsi superposer une solution ex-
ponentiellement décroisante, à partir du bord libre, à la solution du problème homogénéisé
afin de mieux prendre en compte ces effets locaux. Cette approche n’a cependant pas été
menée dans un cadre non-linéaire avec prise en compte de l’incompressibilité, où les effets
de bords sont plus diffus.
■ Les méthodes de parallélisation, permettent de pallier au problème du temps de calcul.
MÉO [2000], propose une méthode de sous-structurationmulti-niveaux pour traiter le pro-
blème de structures invariantes dans une direction, cette dernière est appliquée au cas du
bras rotor élastomèrique qui s’apparente à une poutre élastomèrique renforcée de tige de
verre où de carbone (voir MÉO ET AL. [2002]). On peut également trouver d’autres stratégies
de sous-structuration, par décomposition de domaines (approche primale où duale de type
FETI), qui ont été appliquées au cas des lamifiés élastomère-métal par LÉNÉ & REY [2001];
GOSSELET [2003]. Ces méthodes ne présentent pas de limitations particulières si ce n’est
l’investissement à réaliser en terme demoyens informatiques pour profiter pleinement de la
parallélisation.
■ Enfin on peut trouver des éléments-finis spécifiques, qui permettent dans certains cas de
diminuer la taille du problème à résoudre. Par exemple, les éléments-finis hiérarchiques
et notamment la p-méthode (1), qui combinée avec une stratégie de maillage particulière
(1). La p-méthode consiste à utiliser des fonctions de formes d’ordre élevée afin d’augmenter la performance
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(du typemaillage adaptatif), peut conduire à une diminution du nombre d’éléments néces-
saires. Cette technique à été récemment mise en œuvre pour le cas matériaux hyperélas-
tiques incompressibles, et notamment pour des lamelles planes, par DUSTER ET AL. [2003].
Les éléments pseudo-axisymétriques permettent de traiter le cas des structures à géomé-
trie de révolution sous chargement non symétrique. A l’aide d’une projection des incon-
nues en série de FOURIER, on peut réduire un problème initialement tridimensionnel en un
problème bidimensionnel. BOUKAMEL [1988] a développé dans sa thèse ce type d’éléments
dans le cadre d’une formulation variationnelle en Lagrangien perturbé, pour des matériaux
hyperélastiques incompressibles (voir également BOUKAMEL ET AL. [1990]). Ce travail a en-
suite été repris par MARUSAK & BECKER [1993].
Préalablement au développement de laméthode de réduction demodèles, qui est présentée
dans ce chapitre, nous avons réalisé un modèle semi-analytique à l’aide d’une combinai-
son d’éléments-finis standards (élément de poutre et ressort non-linéaire) pour les lamifiés
élastomère-métal (voir LEJEUNES [2002]). Ce type d’approche est rapidement limitatif prin-
cipalement à cause de la non prise en compte de tous les couplages de comportements et de
l’absence d’informations locales sur l’état de contraintes ou de déformation.
Laméthode de réduction demodèle qui est proposée, s’inscrit dans la catégorie des éléments-
finis spécifiques. Elle permet de réduire la taille du modèle à discrétiser tout en conservant
une information locale de bonne qualité. Elle offre, contrairement à la plupart desméthodes
décrites plus haut, la possibilité d’enrichir l’approximation de la solution, indépendamment
des développements réalisés. De plus, elle peut s’appliquer à différents types de comporte-
ments non-linéaires comme par exemple à des lois visco-hyperélastiques (2). Mais cette der-
nière reste liée aux types de structures traitées, elle fait en ce sens partie des éléments-finis
spécifiques.
Pour la mise en oeuvre de cette technique de réduction de modèles, on utilise le forma-
lisme variationnel en Lagrangien perturbé décrit au chapitre précédent. On prendra ainsi en
compte les deux versions développées, à savoir le cas incompressible ou faiblement com-
pressible, demanière à comparer les performances des deux formes. Enfin on propose quel-
ques exemples de validation à partir de solutions analytiques ou numériques.
3.2 Concept de base (« finite-strip »)
La méthode de réduction de modèles développée, hérite directement des méthodes élé-
ments finis semi-analytiques développées par Y.K. CHEUNG, au milieu des années 70, pour
la modélisation de structure plaques élastiques. Ces dernières consistent à discrétiser seule-
d’un élément à traduire les concentrations de contraintes ou de déformations (on combine pour ce faire, des
fonctions de formes classiques qui assurent la continuité des déplacements entre éléments avec des fonctions
de type bulles, nulles aux bords du domaine)
(2). Il s’agit en particulier du modèle de KELVIN-VOIGT qui présente l’avantage de ne pas s’écrire en fonction
de variables internes
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ment la section transverse d’un solide prismatique et à choisir des fonctions de formes conti-
nues et régulières pour la direction longitudinale, notée fi (Z ) (voir figure 3.4).
p(Z )
X
ZY
Figure 3.4 – Réduction 3D-2D ( CHEUNG)
Si u(X ,Y ,Z ) ∈ V b3 est le champ de déplacement inconnu du problème initial, le concept des
« finite-strip » de CHEUNG revient à approximer cette inconnue par une projection polyno-
miale sur la base formée par les fi (Z ) :
u(X ,Y ,Z )≈
nu∑
i=0
ui (X ,Y ) fi (Z ) fi (Z ) ∈P i ,ui (X ,Y ) ∈ V b2 (3.2)
où nu est l’ordre de troncature de la projection polynomiale, P i est l’espace des polynômes
d’ordre i définit sur [−L,+L] (si 2L est la longueur de la structure dans la direction Z ). L’es-
pace des inconnues V b2 a été réduit d’une dimension par rapport au problème initial, il est
défini par :
V
b
2 =
{
ui (X ,Y ) ∈ (H1(Ω0))2,
nu∑
i=0
ui (X ,Y ) fi (Z )=uext (X ,Y ,Z ) sur ∂Ωu
}
(3.3)
Cette approximation permet de réaliser une réduction 3D-2D, en contre partie on émet une
hypothèse forte de régularité du champ de déplacement et de ses dérivées dans la direction
Z . On peut voir cette réduction comme étant l’inverse d’un modèle de poutre, on discrétise
uniquement une section, l’évolution du déplacement dans la direction longitudinale étant
régie par la projection polynomiale.
Ces méthodes ont depuis trouvé de nombreux domaines d’applications (voir par exemple
CHEUNG & JIANG [2001]; CHEUNG & KONG [1995]; CHEUNG & AU [1995]; ZHONG ET AL.
[1998]) avec différents types d’approximations (fonctions polynomiales, fonctions splines,
. . . ). A notre connaissance, elles n’ont cependant pas été utilisées dans le cas de comporte-
ments non-linéaires incompressibles en grandes déformations.
3.2.1 Réductions pour les lamifiés élastomère-métal
L’idée de base de cetteméthode semble appropriée pour les lamifiés élastomère-métal puis-
que les champs de déformations sont globalement réguliers (hormis près des bords libres)
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pour des cas de sollicitations simples (traction, compression, cisaillement et flexion). On
peut donc utiliser des projections polynomiales dans la ou les direction(s) d’élancement de
la lamelle et discrétiser uniquement l’axe de symétrie du lamifié. Pour les problèmes va-
riationnels multi-champs (formulation u-p), on applique la projection polynomiale sur les
deux inconnues : la pression et le déplacement.
Nous proposons ainsi trois types de réductions pour les lamifiés élastomère-métal :
– Une réduction adaptée aux lamifiés plans en déformations planes (2D-1D), voir figure
3.5(a). En introduisant le paramétrage ξ= 2X /L, on peut effectuer une approximation
des champs cinématique et de pression dans la direction transverse de la lamelle, telle
que :
u(X ,Z )≈
nu∑
i=0
ui (Z )Ti (ξ) (3.4)
p(X ,Z )≈
np∑
i=0
pi (Z )Ti (ξ) (3.5)
– Une réduction adaptée aux lamifiés plans tridimensionnels hexaèdriques (3D-1D), voir
figure 3.5(b). Si A et B sont respectivement la longueur et la largeur d’une lamelle, on
peut définir le paramétrage ξ= 2X /A et η= 2Y /B . A l’aide de ce paramétrage on peut
combiner deux approximations dans les deux directions transverses de la lamelle, de
façon à obtenir :
u(X ,Y ,Z )≈
nu∑
i=0
nu∑
j=0
ui j (Z )Ti (ξ)T j (η) (3.6)
p(X ,Y ,Z )≈
np∑
i=0
np∑
j=0
pi j (Z )Ti (ξ)T j (η) (3.7)
Pour cette réduction, on fait le choix d’utiliser le même ordre de troncature et la même
base de projection dans les deux directions transverses, afin de ne pas multiplier le
nombre de paramètres du modèle. On peut néanmoins imaginer des situations ou ce
choix n’est pas forcément optimal, le cas où une des dimensions est beaucoup plus
grande que l’autre en est un exemple.
– Une réduction adaptée aux lamifiés de révolution (3D-1D), voir figure 3.5(c). Si R est
le rayon d’une lamelle, on peut définir le paramétrage ξ= (2r /R)−1. En utilisant une
décomposition en série de FOURIER du déplacement et de la pression et en combinant
cette décomposition avec une approximation polynomiale dans le plan de la lamelle,
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Figure 3.5 – Types de réduction proposées
on a alors dans le cas général en coordonnées cylindriques :
ur (r,θ,Z )≈
nu∑
i=0
nθu∑
j=0
(
usri j (Z )Ti (ξ)cos( jθ)+u
a
ri j
(Z )Ti (ξ)sin( jθ)
)
(3.8)
uθ(r,θ,Z )≈
nu∑
i=0
nθu∑
j=0
(
usθi j (Z )Ti (ξ)sin( jθ)+u
a
θi j
(Z )Ti (ξ)cos( jθ)
)
(3.9)
uZ (r,θ,Z )≈
nu∑
i=0
nθu∑
j=0
(
usZi j (Z )Ti (ξ)cos( jθ)+u
a
Zi j
(Z )Ti (ξ)sin( jθ)
)
(3.10)
p(r,θ,Z )≈
np∑
i=0
nθp∑
j=0
(
psi j (Z )Ti (ξ)cos( jθ)+pai j (Z )Ti (ξ)sin( jθ)
)
(3.11)
où nθu et nθp sont le nombre d’harmoniques de la série de FOURIER respectivement pour la
cinématique et la pression. Les exposants s et a servant à désigner les parties symétriques et
antisymétriques. Si l’on considère uniquement les modes de déformations symétriques par
rapport au plan θ = 0 et en omettant le premier terme nul de la partie en sinus, on conserve
alors uniquement les termes symétriques (en contre partie on ne peut traiter le cas de la tor-
sion) :
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ur (r,θ,Z )≈
nu∑
i=0
nθu∑
j=0
(
usri j (Z )Ti (ξ)cos( jθ)
)
(3.12)
uθ(r,θ,Z )≈
nu∑
i=0
nθu∑
j=1
(
usθi j (Z )Ti (ξ)sin( jθ)
)
(3.13)
uZ (r,θ,Z )≈
nu∑
i=0
nθu∑
j=0
(
usZi j (Z )Ti (ξ)cos( jθ)
)
(3.14)
p(r,θ,Z )≈
np∑
i=0
nθp∑
j=0
(
psi j (Z )Ti (ξ)cos( jθ)
)
(3.15)
3.2.2 Réduction pour la poutre composite E.F.B.
La structure « Elastomeric Flex Beam » traitée par DELORME [1997] etMÉO [2000] est l’exemple
type de structure nécessitant une stratégie de modélisation adaptée pour réduire la taille ou
le temps de calcul du modèle. Il s’agit d’une poutre en élastomère renforcée par des tiges en
composites unidirectionnels de carbone où de verre (voir figure 3.6). Ses propriétés d’inva-
riance dans la direction Z et sa géométrie de section composite, en font une structure qui
peut être traitée par la méthode de réduction proposée par CHEUNG (3D2D).
z
x
y
U.D. de verreU.D. de carbonne
Figure 3.6 – Poutre composite EFB
Si l’on définit le paramétrage ξ= 2Z/L (L étant la longueur de la poutre), on peut approximer
les inconnues dans la direction d’élongation par :
u(X ,Y ,Z )≈
nu∑
i=0
ui (X ,Y )Ti (ξ) (3.16)
p(X ,Y ,Z )≈
np∑
i=0
pi (X ,Y )Ti (ξ) (3.17)
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3.3 Mise enœuvre de la technique de réduction demodèles
Une fois posées les approximations en série de fonctions de la cinématique et de la pression,
il faut choisir une base de projection adaptée au problème à traiter.
3.3.1 Formes de la base de projection
Le choix de la base de projection doit être guidé par un certain nombre de critères, les plus
importants étant les suivants :
– Le type de sollicitations mécaniques à prendre en compte : chargement et/ou condi-
tions cinématiques aux bords.
– La capacité de l’approximation à décrire l’évolution des grandeursmécaniques suivant
la où les direction(s) de projection lorsque la structure est soumise à des sollicitations
régulières, de type traction, cisaillement ou flexion.
– La capacité de l’approximation à traduire les effets de bords au voisinage des sections
extrêmes.
L’objectif étant de trouver une approximation capable de reproduire assez finement les ca-
ractéristiques globales (raideurs, . . . ) et des grandeurs locales (déformations, contraintes,
. . . ) pour des cas de sollicitations simples. Pour ce faire on peut jouer essentiellement sur
deux aspects ; les ordres de troncatures de la projection en série et le type de base choisi.
Remarque 3.1
Certaines propriétés comme l’orthogonalité sont intéressantes car, dans le cas linéaire, elles
induisent un découplage du problème initial en une suite de problèmes condensés. Dans
le cas non-linéaire, de telles propriétés peuvent a priori influer sur le conditionnement du
système d’équations à résoudre (voir [ZIENKIEWICZ & TAYLOR, 2000]). o
Pour ce travail, trois types de base de projection ont été retenus :
■ Base de LEGENDRE, elle est formée des polynômes construits à partir de la formule de
récurrence suivante :  L0(ξ)= 1 L1(ξ)= ξLi+1(ξ)= (2i +1)ξLi (ξ)− iLi−1(ξ)
i +1
(3.18)
La figure 3.7(a) présente les 5 premiers termes de cette série polynomiale.
Cette base possède les propriétés suivantes :
– Orthogonalité : ∫+1
−1
Li (ξ)L j (ξ)dξ=
{
0 si i 6= j
2
2i+1 si i = j
(3.19)
– Symétrie :
Li (−ξ)= (−1)iLi (ξ) (3.20)
■ Base polynomiale de fonctions bulles, associées à des polynômes Lagrange d’ordre 1, per-
mettant d’imposer directement les conditions cinématiques de type translations et/ou ro-
tations. Les fonction bulles constituent ainsi, une correction de l’évolution des grandeurs
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Figure 3.7 – Bases polynomiales
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Figure 3.8 – Base de FOURIER
mécaniques dans la direction condensée. Soit de façon formelle :
T0(ξ)=
1−ξ
2
, T1(ξ)=
1+ξ
2
Tn(ξ)=
Ln(ξ)−Ln−2(ξ)p
2(2i −1)
(3.21)
Ln(ξ) étant le polynôme de LEGENDRE d’ordre n. La figure 3.7(b) présente les 5 premiers
termes de la base. Elle présente également les propriétés suivantes (voir CUGNON [2000]) :
– Orthonormalité des dérivées premières :∫+1
−1
dTi (ξ)
dξ
dT j (ξ)
dξ
dξ=
{
0 si i 6= j
1 si i = j (3.22)
– Symétrie :
Ti (−ξ)= (−1)iTi (ξ) (3.23)
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– Quasi-orthogonalité (pour n ≥ 2) :
∫+1
−1
Ti (ξ)T j (ξ)dξ=

2
(2i +1)(2i −3) si i = j
−1
(2i −3)p((2i −1)(2i −5))
si j = i −2
−1
(2i +1)p((2i −1)(2i +3))
si j = i +2
0 sinon
(3.24)
■ Base de FOURIER, elle est constituée des fonctions suivantes :{
F sn(θ)= cos(nθ)
F an (θ)= sin(nθ)
θ ∈ [0,2pi] (3.25)
La figure 3.8 présente les trois premières harmoniques de la base de FOURIER. Elle présente
également les propriétés suivantes :
– Orthogonalité : ∫2pi
0
F si (θ)F
s
j (θ)dθ =

0 si i 6= j
2pi si i = j = 0
pi sinon
(3.26)
∫2pi
0
F ai (θ)F
a
j (θ)dθ =

0 si i 6= j
0 si i = j = 0
pi sinon
(3.27)
– Nullité des termes croisés : ∫2pi
0
F ai (θ)F
s
j (θ)dθ = 0 (3.28)
– Symétrie :
F si (−θ)= F si (θ)
F ai (−θ)=−F ai (θ)
(3.29)
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3.3.2 Discrétisation
A partir de l’approximation polynomiale des champs cinématiques et de pression, on peut
réaliser une discrétisation de type éléments-finis en utilisant des fonctions de formes clas-
siques, basées sur des polynômes de Lagrange.
■ Pour une réduction 2D-1D, on réalise une approximation éléments-finis unidimension-
nelle dans l’épaisseur de la lamelle (cf. figure 3.5(a)) :
ueh(X ,Z )=
nu∑
i=0
Ti (ξ)
lu∑
j=1
N eu j (Z )u
j
i
=
nu∑
i=0
Ti (ξ)<N eu(Z )> {uei } (3.30)
peh(X ,Z )=
np∑
i=0
Ti (ξ)
lp∑
j=1
N ep j (Z )p
i
j =
np∑
i=0
Ti (ξ)<N ep (Z )> {pei } (3.31)
Les N ju(Z ) et N
j
p(Z ) sont les polynômes de Lagrange. Pour cette réduction on utilise une in-
terpolation quadratique des déplacements et linéaire de la pression (3) (éléments L3P2).
En effectuant ensuite un choix sur le classement des degrés de liberté, on peut écrire l’opé-
rateur gradient de la manière suivante (ui et v i étant les composantes de {ui } dans le repère
cartésien) :
[B e ]{U e }=

JxT
′
0N
e
u1 JxT
′
1N
e
u1 . . . JxT
′
nu
N eu1 0 0 . . . 0
0 0 . . . 0 T0N ′
e
u1 T1N
′e
u1 . . . TnuN
′e
u1
0 0 . . . 0 JxT ′0N
e
u1 JxT
′
1N
e
u1 . . . JxT
′
nu
N eu1
T0N
′e
u1 T1N
′e
u1 . . . TnuN
′e
u1 0 0 . . . 0︸ ︷︷ ︸
au noeud 1
. . .
. . .
. . .
. . .


u10
u11
...
u1nu
v10
v11
...
v1nu
...

avec les notations : T ′i =
dTi (ξ)
dξ
Jx =
dξ
dX
= 2
L
N ′eui =
dN e
ui
dZ
■ Pour une réduction 3D-1D dans le cas de structures planes, on utilise le même type de
fonction de formes que dans le cas précédent :
ueh(X ,Y ,Z )=
nu∑
i=0
nu∑
j=0
Ti (ξ)T j (η)
lu∑
k=1
N euk (Z )u
k
i j =
nu∑
i=0
nu∑
j=0
Ti (ξ)T j (η)<N eu(Z )> {uei j } (3.32)
peh(X ,Y ,Z )=
np∑
i=0
np∑
j=0
Ti (ξ)T j (η)
lp∑
k=1
N epk(Z )p
k
i j =
np∑
i=0
np∑
j=0
Ti (ξ)T j (η)<N ep (Z )> {pei j } (3.33)
L’élément fini qui résulte de cette réduction est du même type que dans le cas précédent
(L3P2), les fonctions < N eu > et < N ep > réalisant respectivement une interpolation quadra-
tique des déplacements et linéaire de la pression.
(3). l’interpolation de la pression est discontinue entre éléments
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L’opérateur gradient peut s’écrire de la manière suivante (ui , v i etw i étant les composantes
de {ui } dans le repère cartésien) :

JxT
′
0T0N
e
u1 . . . JxT
′
nuT0N
e
u1 0 .. . 0 0 .. . 0
0 . . . 0 JyT0T
′
0N
e
u1 . . . JyTnuT
′
0N
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 T0T0N
′e
u1 . . . TnuT0N
′e
u1
JyT0T
′
0N
e
u1 . . . JyTnu T
′
0N
e
u1 0 .. . 0 0 .. . 0
0 . . . 0 T0T0N
′e
u1 . . . TnuT0N
′e
u1 0 .. . 0
0 .. . 0 0 . . . 0 JxT ′0T0N
e
u1 . . . JxT
′
nu T0N
e
u1
0 .. . 0 JxT ′0T0N
e
u1 . . . JxT
′
nuT0N
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 JabT0T
′
0N
e
u1 . . . JabTnu T
′
0N
e
u1
T0T0N
′e
u1 . . . Tnu T0N
′e
u1 0 .. . 0 0 .. . 0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .


u100
...
u1nu0
v100
...
v1nu0
w100
...
w1nu0
...

avec : T ′i =
dTi (ξ)
dξ
où T ′i =
dTi (η)
dη
Jx =
dξ
dX
= 2
A
Jy =
dη
dY
= 2
B
N ′eui =
dN e
ui
dZ
■ Pour une réduction 3D-1D dans le cas de structures à géométrie de révolution, on obtient
globalement le même type d’approximation (4) :
uerh (r,θ,Z )=
nu∑
i=0
nθu∑
j=0
Ti (ξ)cos( jθ)
lu∑
k=1
N euk (Z )u
k
ri j
=
nu∑
i=0
nθu∑
j=0
Ti (ξ)cos( jθ)<N eu(Z )> {ueri j } (3.34)
ueθh (r,θ,Z )=
nu∑
i=0
nθu∑
j=1
Ti (ξ)sin( jθ)
lu∑
k=1
N euk (Z )u
k
θi j
=
nu∑
i=0
nθu∑
j=1
Ti (ξ)sin( jθ)<N eu(Z )> {ueθi j } (3.35)
ueZh (r,θ,Z )=
nu∑
i=0
nθu∑
j=0
Ti (ξ)cos( jθ)
lu∑
k=1
N euk (Z )u
k
Zi j
=
nu∑
i=0
nθu∑
j=0
Ti (ξ)cos( jθ)<N eu(Z )> {ueZi j } (3.36)
peh(r,θ,Z )=
np∑
i=0
nθp∑
j=0
Ti (ξ)cos( jθ)
lp∑
k=1
N epk (Z )p
k
i j =
np∑
i=0
nθp∑
j=0
Ti (ξ)cos( jθ)<N ep (Z )> {pei j } (3.37)
L’élément fini associé à cette réduction est exactement du même type que dans le cas pré-
cédent (L3P2).
L’opérateur gradient peut s’écrire de la manière suivante (ui , v i etw i étant les composantes
de {ui } dans le repère cylindrique) :

Jr T
′
0N
e
u1 . . . Jr T
′
nuN
e
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T0
r N
e
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Tnu
r N
e
u1
T0
r cos(θ)N
e
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Tnu
r cos(θ)N
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 T0N
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T0
r N
e
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Tnu
r N
e
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T0
r sin(θ)N
e
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Tnu
r sin(θ)N
e
u1 0 .. . 0
0 .. . 0 T0 sin(θ)N
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u1 . . . Tnu sin(θ)N
′e
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′
nuN
e
u1
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e
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nu sin(θ)N
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 − T0r sin(0×θ)N eu1 . . . −
Tnu
r sin(0×θ)N eu1
T0N
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. . .
. . .
. . .
. . .
. . .
. . .
. . .
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u100
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v1nu0
w100
...
w1nu0
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avec : T ′i =
dTi (ξ)
dξ
Jr =
dξ
dr
= 2
R
N ′eui =
dN e
ui
dZ
(4). Dans le cas où on ne tient compte que des termes symétriques de la décomposition en série de FOURIER
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■ Pour une réduction 3D-2D, on utilise une approximationéléments-finis bidimensionnelle,
identique à celle présentée dans le chapitre précédent. On obtient :
ueh(X ,Y ,Z )=
nu∑
i=0
Ti (ξ)
lu∑
j=1
N eu j (X ,Y )u
j
i
=
nu∑
i=0
Ti (ξ)<N eu(X ,Y )> {uei } (3.38)
peh(r,θ,Z )=
np∑
i=0
Ti (ξ)
lp∑
j=1
N ep j (X ,Y )p
j
i
=
np∑
i=0
Ti (ξ)<N ep(X ,Y )> {pei } (3.39)
Les éléments finis bidimensionnels obtenus sont choisi du type Q9P3 où T6P1. L’expres-
sion des fonctions d’interpolation de la cinématique et de la pression peut être trouvée par
exemple dans DHATT & TOUZOT [1984].
Pour cette réduction, l’opérateur gradient peut s’écrire de la manière suivante (ui et v i et
w i étant les composantes de {ui } dans le repère cartésien) :

T0Nx
e
u1 . . . TnuNx
e
u1 0 .. . 0 0 .. . 0
0 . . . 0 T0Ny
e
u1 . . . TnuNy
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 T ′0N
e
u1 . . . T
′
nuN
e
u1
T0Ny
e
u1 . . . TnuNy
e
u1 0 .. . 0 0 .. . 0
0 . . . 0 JcT
′
0N
e
u1 . . . JcT
′
nuN
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 T0Nx
e
u1 . . . TnuNx
e
u1
0 .. . 0 T0Nx
e
u1 . . . TnuNx
e
u1 0 .. . 0
0 .. . 0 0 . . . 0 T0Ny
e
u1 . . . TnuNy
e
u1
JcT
′
0N
e
u1 . . . JcT
′
nuN
e
u1 0 .. . 0 0 .. . 0︸ ︷︷ ︸
au noeud 1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .


u10
...
u1nu
v10
...
v1nu
w10
...
w1nu
...

avec : T ′i =
dTi (ξ)
dξ
Jc =
dξ
Z
= 2
L
Nx
e
ui =
∂N e
ui
(X ,Y )
∂X
Ny
e
ui =
∂N e
ui
(X ,Y )
∂Y
Avec ces notations, la méthode de réduction de modèle induit peu de changement dans
la formulation variationnelle. Par exemple si l’on reprend la forme en lagrangien perturbé
présentée au chapitre précédent (voir paragraphe 2.6), les vecteurs et matrices élémentaires
sont faiblement modifiés, par exemple dans le cas d’une réduction 2D-1D on a, avec les no-
tations :
F= [Be ]U e + I (3.40)
ph =
np∑
i=0
Ti (ξ)<N ep > {Qei } (3.41)
ainsi que les formes suivantes des contraintes :
Π= ∂ψ(F)
∂F
(3.42)
Π= ∂ψi so(F)
∂F
(3.43)
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• cas de la formulation incompressible (équations 2.79)
[K et ]=
∫
Ωe
[Be ]T
[
Cmi (uh)−ph J
(
F−T ⊗F−T −F−T F−T
)]
[Be ]dΩ
[Ge]=−
∫
Ωe
np∑
i=0
Ti (ξ){N
e
p }< cofF> [Be ]dΩ
[αI e]=−α
∫
Ωe
np∑
i=0
np∑
j=0
Ti (ξ)T j (ξ){N
e
p }<N ep > dΩ
[r eu]=
∫
Ωe
[Be ]T
[
Π(uh)−phcofF
]
dΩ−
∫
Ωe
nu∑
i=0
nu∑
j=0
Ti (ξ)T j (ξ){N
e
u}< f extj > dΩ
−
∫
Ω f ∩Ωe
nu∑
i=0
nu∑
j=0
Ti (ξ)T j (ξ){N
e
u}< T extj > dS
[r ep ]=
∫
Ωe
np∑
i=0
Ti (ξ)N
e
p (−(J −1)−α(ph −p0))dΩ
(3.44)
• cas de la formulation compressible (équations 2.80)
[K et ]=
∫
Ωe
[Be ]T
[
C
i so
m (uh)−ph J
(
F−T ⊗F−T −F−1F−T
)]
[Be ]dΩ
[Ge ]=−
∫
Ωe
np∑
i=0
Ti (ξ){N
e
p }< cofF> [Be ]dΩ
[αI e]=−1
k
∫
Ωe
np∑
i=0
np∑
j=0
Ti (ξ)T j (ξ){N
e
p }<N ep > dΩ
[r eu]=
∫
Ωe
[Be ]T
[
Π :P−phcofF
]
dΩ−
∫
Ωe
nu∑
i=0
nu∑
j=0
Ti (ξ)T j (ξ){N
e
u}< f extj > dΩ
−
∫
Ω f ∩Ωe
nu∑
i=0
nu∑
j=0
Ti (ξ)T j (ξ){N
e
u}< T extj > dS
[r ep ]=
∫
Ωe
np∑
i=0
Ti (ξ)N
e
p (−(J −1)−
1
k
ph)dΩ
(3.45)
En tenant compte de la condensation statique des degrés de liberté de pression, on obtient
un nombre de degrés de liberté par noeud de :
nddl =

2(nu+1) dans le cas 2D1D
3(nu+1)2 dans le cas 3D1D
(nu +1)(3nθu+2) dans le cas 3D1D de révolution
3(nu+1) dans le cas 3D2D
Remarque 3.2
Laméthode de réduction de modèles a également été implémentée avec un formalisme pe-
tites perturbations en élasticité linéaire, afin de pouvoir modéliser, par exemple, les lamelles
métalliques d’un lamifié élastomère-métal. o
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3.3.3 Implémentation numérique
L’implémentation numérique de cette méthode de réduction de modèles a été réalisée de
manière à découpler le choix de la base polynomiale, le type de modèle réduit et la formu-
lationmécanique. La programmation orientée objet du C++ a permis demettre en place des
objets spécialisés nécessitant peu de modifications du code original. L’environnement C++
combiné à l’organisationde la plateformede développements ZéBuLoN, conduisent au final
à un logiciel très flexible. Cependant, l’investisement à réaliser en terme de compréhension
de l’architecture existante représente la plus grande partie du temps d’implémentation.
Cette dernière a principalement consisté en la programmation des deux objets présentés
sur les schémas 3.10 et 3.9. Ces objets permettent de construire les fonctions d’approxima-
tions, les opérateurs de dérivations, les schémas d’intégrations, etc. Ainsi, pour utiliser une
réduction de modèle dans un formalisme mécanique, on a juste besoin d’ajouter la, ou les
boucles sur les points de gauss qui concernent l’intégration des fonctions d’approximations
de la base de projection, ainsi que l’appel des fonctions d’interpolations de manière à tenir
compte de la décomposition en série (ceci est réalisé à l’aide de l’objetDECOMP).
BASE FOURIER
BASE LEGENDRE
BASE POLY
BASE PROJ
– Construction
du schéma de
Gauss en fonction
de nu : < ξi g >,
<wi g >
– Calcul des Ti (ξi g )
– Calcul des T ′
i
(ξi )
Figure 3.9 – Objet BASE PROJ
Pour l’utilisateur cette implémentation permet de laisser libre le choix de la base de projec-
tion et l’ordre de troncature. Le fichier d’entrée est structuré demanière à définir facilement
ces données indépendamment de la loi de comportement choisie.
Par exemple, pour définir une réduction 3D1D avec trois harmoniques de FOURIER et une
base de LEGENDRE tel que nu = 6,np = 3 (et un rayon R = 5), il suffit de rajouter les lignes
suivantes dans le fichier d’entrée ;
***base_deomp 3D1D_yl
**legendreU 6 5.
**fourierU 3
**legendreP 2
**fourierP 3
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2D-1D
3D-1D CART
3D-1D CYL
3D-2D
DECOMP
– Lecture du type de réduction et
des ordres de troncature
– Construction d’objets BASE
PROJ
– Calcul des variables d’intégration
(∂ξ/∂Z )
– Construction de B e en utilisant
BASE PROJ
– Construction de Np(ξ) en utili-
sant BASE PROJ
– Calcul de u=∑nu
i=0Ti <N eu > {ui }
– Calcul de R=∑nu
i=0Ti <N eu > {fi }
Figure 3.10 – Objet DECOMP
Le calcul des intégrales de volume peut être effectué de la manière suivante :
– dans le cas 2D-1D on peut écrire :∫
Ωe
dV =
∫1
ξ=−1
∫
Z
dX
dξ
dξdZ (3.46)
– dans le cas 3D-1D cartésien (pour les structures planes parallélépipédiques) on a :∫
Ωe
dV =
∫1
ξ=−1
∫1
η=−1
∫
Z
dX
dξ
dY
dη
dξdηdZ (3.47)
– dans le cas 3D-1D cylindrique (pour les structures à géométrie de révolution) on a :∫
Ωe
dV =
∫1
ξ=−1
∫2pi
θ=0
∫
Z
r
dr
dξ
dξdθdZ (3.48)
– dans le cas 3D-2D on peut écrire :∫
Ωe
dV =
∫1
ξ=−1
∫
Ωre
dZ
dξ
dξdVr (3.49)
Ωre et dVr étant respectivement le domaine d’intégration réduit et le volume élémen-
taire réduit qui dépendent de (X ,Y ).
Pour les cas 2D-1D, 3D-1D cartésien et 3D-2D, l’intégration numérique suivant les variables
ξ et η des matrices et vecteurs élémentaires est réalisée de manière exacte par une méthode
de Gauss. L’implémentation de cette méthode a été réalisée demanière à adapter le nombre
de points d’intégration à l’ordre de la projection polynomiale (ceci est implémenté dans l’ob-
jet BASE PROJ). Ainsi pour un ordre nu de la cinématique dans la direction de projection,
on utilise un schéma à nu +1 point (l’ordre de la matrice tangente en ξ étant de 2nu).
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Pour le cas 3D-1D cylindrique, on utilise un schéma d’intégration de Gauss dans la direction
ξ et une formule de quadrature de Gauss-Chebyshev dans la direction θ, ainsi l’intégration
d’une fonction f (r,θ,z) peut s’écrire :∫
r
∫2pi
θ=0
∫
Z
r f (r,θ,z)drdθdZ =
J∑
j=1
2pi
J
∫
r
∫
Z
r f (r,θ j ,z)drdZ avec θ j =
2 j −1
J
pi (3.50)
Lorsque l’ordre de troncature de l’approximation en série augmente, le calcul d’intégration
des vecteurs et matrices élémentaires prend une part prédominante voir pénalisante sur le
temps de calcul total.
Des objets de post-traitements ont également été mis en oeuvre pour permettent une re-
construction de la solution du modèle réduit sur le maillage d’un modèle complet. Les
champs de déformations où de contraintes peuvent être ainsi visualisés à partir de cemaillage
sans aucune influence sur le temps de calculs total (traitement et post-traitement).
L’annexe B présente l’application de conditions aux limites et le calcul des réactions pour
chaque type de modèle réduit. Ces opérations ont été implémentées dans des objets de pré
et post-traitements.
3.4 Validation à partir d’une solution analytique
La première étape de validation des éléments-finis réduits, est réalisée à partir de tests de
traction homogène sur différentes géométries : un carré unitaire en déformation plane (pour
le 2D-1D), un cube unitaire (pour le 3D-1D plan et le 3D-2D) et un cylindre de rayon et de
hauteur 1 (pour le 3D-1D cylindrique).
3.4.1 Comparaison en terme de réponse
Les figures 3.11 présentent une comparaison de la contrainte de traction analytique avec
celle obtenue par un élément réduit pour une élongation de 300%. Pour ces tests, on utilise
la formulation quasi-incompressible avec un module de compressibilité fixé à 10 000 Mpa.
Les résultats obtenus pour ces tests sont les mêmes quels que soient la base et le degré d’ap-
proximation choisis.
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(b) 3D-1D plan
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(c) 3D-1D cylindrique
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Figure 3.11 – Résultats des Tests de traction homogène
3.4.2 Comparaison en terme de conditionnement
Ce test de validation permet également de comparer le type de base polynomiale choisi en
terme de conditionnement de la matrice tangente. Ce dernier est défini comme étant le rap-
port de la plus grande, sur la plus petite, valeur propre de la matrice tangente, prise à l’équi-
libre du dernier incrément convergé.
Les figures 3.12 présentent l’évolution du conditionnement pour le modèle réduit 2D-1D
avec la formulation quasi-incompressible. On peut tout d’abord constater que lorsque l’on
enrichi l’ordre d’approximation de la cinématique, pour un ordre fixé en pression, on a une
croissance monotone du conditionnement, quel que soit le type de base choisi (cf. figure
3.12(a)). De plus la base polynomiale de LEGENDRE conduit à un meilleur conditionnement
que la base des fonctions bulles (de l’ordre de 30%), ce qui permet d’illustrer l’influence des
propriétés d’orthogonalités de cette base, même dans un cas non-linéaire.
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Figure 3.12 – Conditionnement de la matrice tangente pour le test de traction avec la formula-
tion quasi-incompressible (modèle 2D-1D)
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Figure 3.13 – Comparaison du conditionnement pour les formulations compressible et quasi-
incompressible (modèle 2D-1D)
Enfin, la figure 3.12(b) nous montre que la valeur np = nu − 2 semble être un point remar-
quable en terme de conditionnement, et ce pour les deux bases.
Si l’on compare les résultats obtenus par les formulations compressibles et quasi-incom-
pressibles (figures 3.13(a) et 3.13(b)), on remarque que la formulation compressible conduit
à un meilleur conditionnement avec une évolution plus régulière lorsque l’on fait varier
l’ordre d’approximation de la cinématique.
En résumé la base polynomiale de LEGENDRE avec ces propriétés d’orthogonalités dans un
formalisme compressible semble donner les meilleurs résultats en terme de conditionne-
ment pour lemodèle 2D-1D. On retiendra donc, pour la suite, cette formulation et cette base
d’approximation (5).
(5). hormis pour le cas 3D-2D, pour lequel la base de fonctions bulles permet une application directe des
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3.5 Validation à partir de réponses numériques
Pour caractériser la qualité des solutions obtenues avec les éléments finis réduits, dans des
cas de sollicitations où l’on ne dispose pas de solution analytique, nous effectuons des com-
paraisons avec des modèles de référence qui sont préalablement définis.
3.5.1 Choix d’unmodèle de référence
Afin de définir unmodèle de référence pour chacun des éléments finis réduit développés, on
réalise les tests suivants (6) (voir figure 3.14) :
• Pour les éléments 2D-1D, on effectue un essai de compression sur une lamelle en défor-
mations planes de 50mmde longueur pour 1mmd’épaisseur. La face inférieure de la lamelle
est bloquée, la face supérieure est soumise à un déplacement vertical de 0.015mm (1.5% de
compression). Compte tenu des symétries on nemodélise que la moitié de la lamelle.
La figure 3.15 présente l’évolution de l’énergie de déformation totale, lorsque l’on fait va-
rier uniformément la finesse du maillage. Le modèle avec 30 050 degrés de liberté (pour la
demi-lamelle) est retenu comme étant le modèle de référence. Ce choix est confirmé par la
figure 3.16, puisque le champde pression, sur cemodèle, semble bien régulier et ne présente
pas d’oscillations.
compression
(2D-1D)
compression
(3D-1D plan)
cisaillement
(3D-1D axi)
traction
(3D-2D)
Figure 3.14 – Tests réalisés pour le choix d’un modèle de référence
conditions aux limites sur les deux sections extrêmes
(6). On utilise la même formulation et les même caractéristiques matériaux pour tous les modèles présentés.
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∫ ψ(
F
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3618 ddl 13 634 ddl 30 050 ddl
Figure 3.15 – Évolution de l’énergie de déformation en fonction du nombre de d.d.l. (compres-
sion)
Figure 3.16 – Champ de pression pour le modèle à 30050ddl
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• Pour les éléments 3D-1D plans, on réalise également un essai de compression sur une la-
melle carrée de 20mm de côté pour 1mm d’épaisseur. La face inférieure de la lamelle est
bloquée, les deux faces latérales (en y=0, et x=0) respectent des conditions de symétrie, et la
face supérieure est soumise à un déplacement vertical de 0.025mm (mais ne peut se dépla-
cer latéralement). Le quart de la lamelle est modélisé en raffinant uniformément le maillage.
Les résultats de ce test sont présentés sur la figure 3.17. Le modèle avec 42 501 degrés de
liberté est retenu pour être lemodèle de référence. Onpeut noter que l’asymptote de conver-
gence ne semble pas complètement atteinte pour ce cas test, le coût de calcul d’un modèle
plus fin et nos ressources disponibles, nous ont contraint à ne pas poursuivre plus avant le
raffinement dumaillage.
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∫ ψ(
F
)
d.d.l.
14 175 ddl
42 501 ddl
Figure 3.17 – Évolution de l’énergie de déformation en fonction du nombre de d.d.l. (compres-
sion)
La figure 3.18, présente une iso-couleur du champ de pression, obtenu avec le modèle à
42 501 ddl. Comme pour le cas précédent, on ne constate pas d’oscillation de la pression sur
ce test.
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Figure 3.18 – Champ de pression pour le modèle à 42501ddl
• Dans le cas des éléments 3D-1D pseudo-axisymétriques, on utilise un essai de cisaille-
ment sur une lamelle de 5mmde rayon pour 1mmd’épaisseur. Seule la moitié de la lamelle
est modélisée. La face inférieure est encastrée, le plan θ =±pi est soumis à des conditions de
symétrie, la face supérieure subit un déplacement imposé horizontal de 0.7mm (le mouve-
ment vertical est bloqué).
La figure 3.19 présente les résultats obtenus, le modèle avec 53124 degrés de liberté est re-
tenu pour être le modèle de référence. Sur la figure 3.20, on constate une oscillation de la
pression autour de zéro, sur les faces inférieures et supérieures. Cette instabilité numérique
nous indique que l’élément H20P4 ne peut pas être utilisé comme élément de référence,
pour des comparaisons en terme de champ de pression ou de contrainte. Dans la suite de ce
chapitre, on ne présentera donc pas de comparaison de ce type (7).
(7). Une piste, pour éviter ces phénomènes d’oscillation, serait d’implémenter l’élément H27P4 avec interpo-
lation complète Lagrange.
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Figure 3.19 – Évolution de l’énergie de déformation en fonction du nombre de d.d.l. (cisaille-
ment)
Figure 3.20 – Champ de pression pour le modèle à 42501ddl
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• Pour les éléments 3D-2D, un essai traction est réalisé sur un bareau mesurant 2mm de
côté pour 5mm de long. Une extrémité est encastrée, l’autre est soumise à un déplacement
perpendiculaire à la section de 1mm. Seul le quart de la géométrie est modélisée.
Au vu des résultats présentés sur la figure 3.21, le modèle avec 39 231 degrés de liberté est
choisi pour servir de modèle de référence. L’oscillation numérique de la pression, observée
sur le cas du cisaillement, n’est pas retrouvée pas sur ce cas test (voir la figure 3.22).
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Figure 3.21 – Évolution de l’énergie de déformation en fonction du nombre de d.d.l. (traction)
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Figure 3.22 – Champ de pression pour le modèle à 39231ddl
3.5.2 Évaluationde l’écart relatif desmodèles réduits par rapport auxmo-
dèles de référence
A partir des modèles de référence préalablement définis, on peut caractériser l’influence de
l’ordre de troncature des approximations en séries, sur la qualité de la solution obtenue par
les modèles réduits. On utilise, pour ce faire, les mesures d’écarts relatifs suivantes :
eru = 100
‖uh− u˜h‖
‖uh‖
= 100
∑
noeuds
[
(ui
h
− u˜i
h
)T (ui
h
− u˜i
h
)
]1/2
∑
noeuds
[
(ui
h
)T (ui
h
)
]1/2 (3.51)
erp = 100
‖ph− p˜h‖
‖ph‖
= 100
∑
e
[∫
Ω
(pe
h
− p˜e
h
)2dΩe
]1/2∑
e
[∫
Ω
(pe
h
)2dΩe
]1/2 (3.52)
où uh et ph proviennent de la réponse dumodèle de référence, et u˜h et p˜h sont issus dumo-
dèle réduit.
Les champs u˜h et p˜h sont calculés, par une simple opération de post-traitements, à partir
de la réponse dumodèle réduit aux points de Gauss ou aux noeuds dumodèle de référence.
Les modèles réduits utilisés pour calculer les erreurs (3.52) et (3.51) constituent la projec-
tion géométrique exacte dumaillage dumodèle de référence, dans l’espace condensé. Ainsi
le modèle réduit 2D-1D contient 10 éléments, les modèles 3D-1D cartésien et cylindrique
contiennent 4 éléments, le modèle 3D-2D en comprend 49.
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Remarque 3.3
Les mesures d’écarts utilisées dans ce paragraphe relèvent d’une démarche ingénieur, elles
permettent de qualifier la qualité d’une solution par rapport à un modèle de référence. Ce-
pendant, afin de quantifier l’erreur d’un modèle réduit, il faudrait développer un estima-
teur d’erreur appropriée à la méthode de réduction de modèle (pour des comportements
non-linéaires différents estimateurs ont été proposées, voir par exemple LADEVÈZE & MOËS
[1997]; BRINK & STEIN [1997]). o
■ Cas dumodèle 2D1D
La figure 3.23(a) montre l’évolution de la somme des écarts relatifs eru et erp en fonction
de nu pour différentes valeurs de np , on peut remarquer que l’on a une convergence mono-
tone en nu du modèle réduit vers le modèle de référence (au sens des écarts définies plus
haut). Sur la figure 3.23(b) on observe la présence d’un minimum relatif de l’erreur lorsque
l’on fixenu et que l’on fait varier np . On peut donc supposer que pour un ordre de troncature
donné de la cinématique, on a existence d’un ordre de troncature optimumpour la pression.
Les évolutions globales de eru et erp sont présentées en annexe sur les figures C.1(a) et
C.1(b). On peut remarquer que la solution du modèle réduit est très proche (au sens des
écarts définis) de celle du modèle de référence ; inférieure à 4% pour eru et 1% pour erp .
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(a) Évolution de l’écart pour np fixé
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(b) Évolution de l’écart pour nu fixé
Figure 3.23 – Test de compression, modèle 2D-1D
Remarque 3.4
Sur la figure 3.23(b), on observe une évolution par palier, de deux ordres, de l’écart. On peut
supposer que cet effet est dû à la parité ou non de la solution par rapport à l’axe ξ= 0. Ainsi,
pour le cas de la compression sur la lamelle, le champ de pression doit être symétrique par
rapport à l’axe ξ = 0. Si le degré maximum de la base est pair, enrichir cette dernière d’un
ordre n’apportera rien de plus puisque les termes impairs doivent être nuls.
o
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(a) Visualisation de er locu aux noeuds du maillage de
référence
(b) Visualisation de er locp aux points de Gauss du
maillage de référence
Figure 3.24 – Écart local pour le modèle réduit 2D1D (nu = 20, np = 14)
Pour identifier la zone où l’écart est le plus important, on utilise les deux mesures d’écarts
locaux suivantes :
er locu =
‖uh − u˜h‖
‖uh‖
=
[
(ui
h
− u˜i
h
)T (ui
h
− u˜i
h
)
]1/2[
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)T (ui
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]1/2 au noeud i (3.53)
er locp =
‖ph − p˜h‖
‖ph‖
=
[
(p i
h
− p˜ i
h
)2
]1/2[
(p i
h
)2
]1/2 au point de Gauss i (3.54)
on peut caractériser les lieux géométriques où l’approximation en série a le plus de mal à
traduire la réponse d’unmodèle de référence. Ainsi, comme attendu, le modèle réduit 2D1D
présente le plus d’écart vis à vis du modèle de référence près des bords libres, comme le
montrent les figures 3.24(a) et 3.24(b). L’écart relatif maximum en terme de cinématique est
localement de l’ordre de 2%, alors que pour la pression on arrive localement à 21% (pour
nu = 20, np = 14).
■ Cas dumodèle 3D1D
Pour ce cas test, en raisons des oscillations numériques observées sur la pression avec les
éléments H20P4, on ne présente pas de résultatsmesurant l’écart erp .
On retrouve les mêmes tendances que dans le cas précédent à savoir une décroissance de
l’ecart lorsque l’on enrichit l’ordre d’approximation de la cinématique pour un ordre fixé en
pression (figure 3.25(a)) et l’existence d’un minimum relatif en pression pour un ordre fixé
de la cinématique (figure 3.25(b)).
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Figure 3.25 – Test de compression, modèle 3D-1D
Les évolutions globales de eru et erp sont présentées en annexe sur les figures C.2(a) et
C.2(b), on peut remarquer que l’erreur globale reste faible : moins de 5% pour eru, moins
de 2% pour erp .
La figure 3.5.2 montre que, comme dans le cas du modèle 2D1D, l’erreur est localisée dans
les zones où les effets de bords sont les plus importants (près des bords libres). Les valeurs
d’écart relatif local maximum sont très proches du cas précédent, on obtient 2.8% pour la
cinématique .
Figure 3.26 – Écart local er locu , pour le modèle réduit 3D1D (nu = 10, np = 5)
■ Cas dumodèle 3D1D de révolution
Sur ce modèle, on peut faire les mêmes remarques que sur les cas précédents. La figure
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3.27(a) montre que l’écart diminue lorsque l’on augmente l’ordre de la cinématique pour
un ordre fixé de la pression. Sur la figure 3.27(b), on retrouve l’existence d’un optimum en
pression.
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(a) Évolution de l’erreur pour np fixé
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Figure 3.27 – Test de compression, modèle 3D-1D
Figure 3.28 – Écart local er locu , pour le modèle réduit 3D1D (nu = 9, np = 3, nθu = 3, nθp = 3)
La figure 3.28 montre que l’écart local en terme de cinématique demeure prépondérant
dans les zones où les effets de bords sont les plus importants (près des bords libres), même
si l’écart maximum local er locu reste faible : de l’ordre de 4.2%. Pour cet exemple, l’écart rela-
tif global est inférieur à 1.5% pour la cinématique (cf. figures C.3(a) et C.3(b)).
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■ Cas dumodèle 3D2D
Commepour tous lesmodèles réduits on retrouve, sur les figures 3.29(a) et 3.29(b), lesmêmes
tendances que pour les autres modèles réduits, à savoir une diminution de l’erreur lorsque
l’on augmente l’ordre de la cinématique pour un ordre fixé de la pression et l’existence
d’ordre optimum en pression pour un ordre fixé de la cinématique.
Les figures C.4(a) et C.4(b), présentées en annexe, montent que les erreurs globales eru et
erp atteintes sont dans la moyenne des autres modèles (de l’ordre de 2% pour eru et de 10%
pour erp).
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Figure 3.29 – Test de traction, modèle 3D-2D
On peut observer sur la figure 3.30, le bon accord du champ cinématique provenant du mo-
dèle réduit par rapport à celui obtenu avec le modèle de référence puisque l’on obtient un
écart relatif local maximumde 4%.
Les résultats présentés dans ce paragraphe permettent de dégager un comportement com-
mun des 4 types de modèles réduits proposés. L’influence des ordres de troncature est illus-
tré en utilisant deux mesures d’écart qui ne permettent pas de pleinement caractériser la
qualité de la réponse de ces modèles réduits. Afin de regarder ce point plus en détail, on
propose dans le paragraphe qui suit, une comparaison du comportement global et local, des
modèles réduits par rapports aux modèles de référence préalablement définis.
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Figure 3.30 – Écart local er locu , pour le modèle réduit 3D2D (nu = 10, np = 9)
3.5.3 Comparaison du comportement global et local
Pour comparer le comportement global, on réalise des tests en déplacements imposés sur
les modèles réduits et complets. La comparaison s’effectue sur toutes les composantes du
torseur des efforts résultants ce qui permet de caractériser la prise en compte des couplages
par le modèle réduit.
Pour le comportement local, on propose des comparaisons d’iso-couleurs ou des évolutions
du champ de contrainte suivant une direction de la structure. On peut ainsi comparer qua-
litativement la réponse locale d’unmodèle réduit par rapport à unmodèle de référence.
■ Cas dumodèle réduit 2D1D
La lamelle d’élastomère, définie préalablement pour le choix du modèle de référence, est
soumise à des tests de compression, cisaillement et flexion. La figure 3.31 présente les ré-
sultats d’un test de compression où l’on impose un déplacement vertical sur la partie supé-
rieure tout en bloquant le déplacement transverse et la rotation (la partie inférieure est en-
castrée). Les figures 3.32, 3.33 et 3.34 correspondent aux résultats d’un test de cisaillement
et d’un test de flexion où l’on impose un déplacement transverse, où un angle de rotation
autour du centre de la partie supérieure de la lamelle, tout en bloquant les autres degrés de
liberté.
On peut constater que le modèle réduit permet de retranscrire les couplages existants entre
chaquemode de sollicitation. Ce point est un avantage par rapport auxmodèles analytiques
de lamifiés que l’on trouve dans la littérature (cf. 3.1). En effet, de part leurs hypothèses sim-
plificatrices sur la cinématique, ces modèles négligent certains termes de couplage.
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Figure 3.31 – Test de compression (lamelle d’élastomère)
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Figure 3.32 – Test de cisaillement, lamelle d’élastomère (2D)
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Figure 3.33 – Test de flexion, lamelle d’élastomère (2D)
Le facteur d’élancement de la lamelle nécessite cependant un ordre relativement important
de la base de projection si l’on cherche à obtenir tous les couplages, en particulier le cas du
cisaillement ou de la flexion avec l’effort normal (dans l’exemple choisi il faut avoir nu = 28,
np = 24 pour obtenir tous les couplages).
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Figure 3.34 – Moment résultant, lamelle d’élastomère (2D)
Pour le test de compression de la lamelle en déformation plane, on peut observer sur la fi-
gure 3.35 la réponse locale du modèle réduit, au fur et à mesure que l’on augmente l’ordre
de troncature. Ainsi, la contrainte de VON-MISES obtenue par le modèle réduit avec nu = 28,
np = 22 est très proche de celle du modèle de référence aussi en bien en terme de valeurs
maximales qu’au niveau de la distribution du champ.
Onpeut également tracer l’évolutiondes différentes composantes du tenseur des contraintes
de CAUCHY en fonction de la position transversale dans la lamelle. Les figuresD.4, présentées
en annexe, montrent bien l’effet « régularisant » de l’approximation en série de polynômes.
Cette approximation, permet donc de réduire les oscillations numériques dues aux effets de
maillage. Un ordre faible de l’approximation retranscrit une bonne estimation de l’allure du
champ de contraintes (pour le cas considéré), alors qu’un ordre élevé, reflète assez finement
les effets de bords (cf. figure D.4(g)).
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(a) Modèle réduit nu = 5,np = 4 (b) Modèle réduit nu = 20,np = 14
(c) Modèle réduit nu = 28,np = 22 (d) Modèle de référence
Figure 3.35 – Contrainte de VON-MISES, compression d’une lamelle en déformation plane
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Le tableau 3.1 donne une comparaison du temps de calcul du modèle réduit par rapport au
modèle de référence. Le gain en taille demodèle et en tempsCPUest bien entendu fortement
conditionné par l’ordre d’approximation des bases polynomiales. Néanmoins, même à un
ordre élevé, le modèle réduit reste largement plus performant en terme de taille (de l’ordre
de 25 fois) qu’en terme de temps de calcul (4 fois plus rapide).
modèle nu np nb. d.d.l. temps CPU (s) gain en taille gain en temps
standard (1/2 lamelle) 30050 131.9
réduit 2D1D 5 3 210 0.65 143 203
réduit 2D1D 7 4 294 1.27 102 104
réduit 2D1D 15 13 630 8.75 47 15
réduit 2D1D 20 14 840 14 35 9.4
réduit 2D1D 28 22 1176 32.8 25 4
Tableau 3.1 – Temps de calcul et taille de modèle pour un test de compression sur la lamelle
plane
■ Cas dumodèle réduit 3D1D
On considère le cas de la lamelle d’élastomère hexaédrique définie précédemment (20mm
de côté pour 1mmd’épaisseur), elle est soumise à des tests de compression, cisaillement et
flexion. La figure 3.36 présente les résultats du test de compression.
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Figure 3.36 – Test de compression, lamelle d’élastomère (3D)
Les figures 3.37, 3.38 et 3.39 correspondent aux résultats d’un test de cisaillement et d’un
test de flexion où l’on impose un déplacement transverse ou un angle de flexion sur la partie
supérieure, tout en bloquant les autres degrés de liberté.
Sur l’ensemble des résultats, on obtient un très bon accord en terme de comportement glo-
bal (avec prise en compte de tous les couplages), et ce avec un ordre relativement faible de
la base de projection (pour nu = 8 et np = 5 on a des résultats largement satisfaisants).
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Figure 3.37 – Test de cisaillement, lamelle d’élastomère (3D)
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Figure 3.38 – Test de flexion, lamelle d’élastomère (3D)
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Figure 3.39 – Moment résultant, lamelle d’élastomère (3D)
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Une comparaison qualitative du comportement local est proposée sur les figures 3.40 à tra-
vers la composante de cisaillement, dans le plan de la section, du champ contrainte de CAU-
CHY. L’approximation en double série de polynômes de l’élément-fini réduit 3D1D retrans-
crit donc les couplages en terme de comportement global et local pour peu que l’ordre de la
base soit suffisant.
Les figures D.2 présentées en annexe montrent plus en détails la comparaison des compo-
santes du tenseur des contraintes de CAUCHY en fonction de l’ordre. Sur la figure D.2(g) on
peut observer une oscillation de la contrainte dumodèle de référence qui reflète l’instabilité
numérique constatée précédemment sur les éléments H20P4. Le modèle réduit ne présente
pas ce type d’inconvénients.
Le tableau 3.2 permet d’illustrer le gain réalisé avec le modèle réduit sur le cas du cisaille-
ment. On retrouve les mêmes ordres de grandeurs qu’avec le modèle précédent.
modèle nu np nb. d.d.l. temps CPU (s) gain en taille gain en temps
standard (1/2 lamelle) 74427 2701
réduit 3D1D 5 4 525 33.9 142 79
réduit 3D1D 8 5 1344 579 55 5
réduit 3D1D 10 5 2700 831.3 27 3
Tableau 3.2 – Temps de calcul et taille de modèle pour un test de cisaillement sur la lamelle
tridimensionnel
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(a) Modèle réduit nu = 5,np = 4 (b) Modèle réduit nu = 8,np = 5
(c) Modèle réduit nu = 10,np = 5 (d) Modèle de référence
Figure 3.40 – σxz , compression d’une lamelle tridimensionnelle
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■ Cas dumodèle réduit 3D1D de révolution
On considère la lamelle d’élastomère cylindrique (5mm de rayon pour 1mm d’épaisseur),
soumise à des tests de compression, cisaillement et flexion. Pour tous ces tests on utilise 3
harmoniques de FOURIER pour la cinématique et la pression. La figure 3.41 présente les ré-
sultats du test de compression. Les figures 3.42, 3.43 et 3.44 correspondent aux résultats des
tests de cisaillement et de flexion.
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Figure 3.41 – Test de compression (lamelle d’élastomère)
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Figure 3.42 – Test de cisaillement, lamelle d’élastomère (3D)
Onobtient doncun très bon accord en termede comportement global (avec prise en compte
de tous les couplages), et ce avec un ordre relativement faible de la base de projection (pour
nu = 5 et np = 4 on obtient tous les couplages).
130 CHAPITRE 3. TECHNIQUE DE RÉDUCTION DE MODÈLES
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  0.005  0.01  0.015  0.02
standard
reduit nu=8 np=6
reduit nu=5 np=4
T
(N
)
θ(◦)
(a) résultante tangente
-4
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
 0
 0  0.005  0.01  0.015  0.02
standard
reduit nu=8 np=6
reduit nu=5 np=4
N
(N
)
θ(◦)
(b) résultante normale
Figure 3.43 – Test de flexion, lamelle d’élastomère (3D)
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Figure 3.44 – Moment résultant, lamelle d’élastomère (3D)
En termede comportement local, les figures 3.45 présentent une comparaison qualitative de
la pression hydrostatique pour le test de cisaillement. On peut remarquer que le phénomène
d’oscillation de la pression obtenu avec les élémentsH20P4, ne se retrouve pas sur lemodèle
réduit. Les figures D.3 présentées en annexe montrent plus en détails la comparaison des
composantes du tenseur des contraintes de CAUCHY pour le test de compression.
3.5. VALIDATION À PARTIR DE RÉPONSES NUMÉRIQUES 131
(a) Modèle réduit nu = 6,np = 4, trois harmoniques de
FOURIER
(b) Modèle réduit nu = 8,np = 5, trois harmoniques de
FOURIER
(c) Modèle réduit nu = 12,np = 8, trois harmoniques
de FOURIER
(d) Modèle de référence
Figure 3.45 – Pression hydrostatique, cisaillement d’une lamelle tridimensionnelle
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Le tableau 3.3 résume les caractéristiques des différents modèles en terme de temps de cal-
cul et de taille demodèle. Ce type demodèle réduit présente un gainparticulièrement impor-
tant pour le cas traité. Le comportement local et global est obtenu avec une bonne précision
pour unmodèle 50 fois plus performant, que le modèle de référence, en terme de taille et 28
fois plus rapide en terme de temps de calcul.
modèle nu np nb. d.d.l. temps CPU (s) gain en taille gain en temps
standard (1/2 lamelle) 53124 1429.8
réduit 3D1D 6 4 528 4.5 101 318
réduit 3D1D 8 6 704 10.9 75 131
réduit 3D1D 12 8 1056 49.79 50 28
Tableau 3.3 – Temps de calcul et taille de modèle pour un test de cisaillement sur la lamelle
tridimensionnel cylindrique avec 3 harmoniques de FOURIER
■ Cas dumodèle réduit 3D2D
Onconsidère le barreau d’élastomère défini précédemment (1mmsection carrée pour 5mm
de longueur), soumis à des tests de traction, cisaillement et flexion. La figure 3.46 présente
les résultats du test de compression.
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Figure 3.46 – Test de traction (poutre d’élastomère)
Les figures 3.47, 3.48 et 3.49 correspondent aux résultats des tests de cisaillement et de flexion
où l’on impose un déplacement transverse ou un angle de rotation sur la partie supérieure,
tout en bloquant les autres degrés de liberté. Les couplages sont très bien retranscrits par le
modèle réduit, et ce avec un ordre relativement faible de la base de projection (pour nu = 8
et np = 6 on obtient tous les couplages).
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Figure 3.47 – Test de cisaillement, poutre d’élastomère (3D)
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Figure 3.48 – Test de flexion, poutre d’élastomère (3D)
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Figure 3.49 – Moment résultant, poutre d’élastomère (3D)
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En terme de comportement local, on obtient également un bon accord si l’ordre de la base
est suffisant (cf. figures 3.50). Les figures D.4, qui sont présentées en annexe, montrent bien
à partir du test de traction l’effet oscillant de l’approximation si l’ordre de troncature n’est
pas suffisant.
Le tableau 3.4, récapitule les temps de calcul et les tailles de chaquemodèle. Le gain observé
n’est pas aussi important que celui des autresmodèles. Néanmoins, il est facile de concevoir
que dans le cas d’un barreau 2 fois plus élancé le temps de calcul du modèle standard sera
plus que doublé alors que celui du modèle réduit ne sera pas modifié. Cet exemple permet
d’illustrer l’existence d’un point de rendement de chaquemodèle réduit qui est fonction des
caractéristiques géométriques de la structure (élancement, facteur de forme, . . . ). En deçà de
ce point de rendement le modèle réduit coûte plus cher en temps de calcul même si sa taille
est plus petite.
modèle nu np nb. d.d.l. temps CPU (s) gain en taille gain en temps
complet 39 231 1717.7
réduit 3D2D 5 4 3375 43 11 40
réduit 3D2D 9 8 6075 254.5 6 7
réduit 3D2D 14 12 9450 1014.5 4 1.7
Tableau 3.4 – Temps de calcul et taille de modèle pour un test de traction sur la poutre en
élastomère
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(a) Modèle réduit nu = 5,np = 4 (b) Modèle réduit nu = 9,np = 8
(c) Modèle réduit nu = 14,np = 12 (d) Modèle de référence
Figure 3.50 – Contrainte de VON-MISES, traction d’un bareau élastomèrique
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3.6 Conclusion
Nous avons proposé dans ce chapitre, une technique de réduction de modèles pour les
comportements hyperélastiques incompressibles ou faiblement compressibles. Elle permet
de traiter le cas de structures possédant une propriété d’invariance où de périodicité sui-
vant une (où deux) directions et dont l’analyse directe conduit généralement à un grand
nombre de degrés de liberté. Cette technique repose sur le concept des « finite strip » de
Y.K. CHEUNG. Ainsi, à l’aide d’une projection des champs inconnus sur une base de fonc-
tions d’ordres suffisamment élevés, on peut condenser une ou plusieurs directions afin de
développer un élément-fini semi-analytique spécifique.
En considérant divers types de structures qui vérifient des propriétés d’invariance où de
périodicité, quatre types d’éléments-finis réduits ont été développés. Les éléments 2D-1D,
permettent de traiter le cas de structures périodiques en déformations planes comme des
lamifiés élastomère-métal. Les éléments 3D-1D et 3D-1D de révolution peuvent être utilisés
pour le même type de structure, dans un cas tridimensionnel plan (géométrie hexaèdrique)
où pour des structures à géométrie de révolution. Enfin, les éléments 3D-2D sont adaptés
dans le cas de structures tridimensionnelles, élancées dans une direction (de type poutre).
La validation de ces éléments est ensuite discutée. Elle montre que l’on peut déterminer,
de manière assez précise, la réponse globale de structures géométriquement disproportion-
nées, ainsi que les états locaux de contraintes et de déformation. Cette technique représente
donc une alternative intéressante pour des cas de calcul où les disproportions dimension-
nelles empêchent tout enrichissement dumodèle.
Une comparaison des performances de cette méthode par rapport à des modèles de réfé-
rence, est détaillée pour chaque type de réduction. Un gain important en terme de taille de
modèle est démontré, qui est bien entendu fonction du type de modèle réduit et des carac-
téristiques géométriques de la structure à analyser. Dans la plupart des cas ce gain en taille
conduit également à un gain en temps de calcul même pour des ordres d’approximation
importants.
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CHAPITRE
4 Applications de laméthode de
réduction demodèles
L
a méthode de réduction de modèles développée
au chapitre précédent peut s’appliquer et trou-
ver son intérêt dans un certain nombres d’ana-
lyses. Dans ce chapitre, on propose trois exemples d’utili-
sation de cette méthode. Le premier concerne l’étude de
la réponse, sous chargement statique, d’une poutre com-
posite à matrice élastomérique (type bras rotor EFB). Cet
exemple est traité à l’aide dumodèle réduit 3D-2D. Le se-
cond exemple consiste en l’analyse de stabilité de lami-
fiés élastomère-métal à partir d’une méthode de conti-
nuation qui a été implémentée dans ZéBuLoN. Cette mé-
thode est basée sur un contrôle dit à « longueur d’arc »
de l’incrémentation. Elle est utilisée dans ce cas avec le
modèle réduit 2D-1D. Enfin le dernier exemple, présente
une extensionde laméthode de réduction demodèle à un
comportement visco-hyperélastique avec la détermina-
tion de la réponse quasi-statique d’un lamifié sous char-
gement cyclique (modèle réduit 3D-1D).
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4.1 Introduction
L’objectif de ce chapitre est de présenter quelques exemples d’applicationsde laméthodede
réduction de modèles. Le premier d’entre eux correspond à une structure qui à été analysée
dans deux thèses, soit avec uneméthode d’homogénéisation périodique (DELORME [1997]),
soit à l’aide d’uneméthode de sous-structurationmulti-niveaux (MÉO [2000]) . Dans les deux
cas, l’hypothèse forte de linéarité du comportement de l’élastomère est postulée. Ce type de
structure, très élancée et invariante suivant la direction de l’élancement, permet de mettre
en oeuvre le modèle réduit 3D-2D, en tenant compte de l’ensemble des non-linéarités du
problème.
Le deuxième exemple, qui consiste en l’analyse de stabilité d’un lamifié élastomère-métal
en déformations planes, permet de tester la capacité de l’approximation à rendre compte
des singularités du chemin d’équilibre. On effectue, une comparaison des résultats du mo-
dèle réduit avec unmodèle de référence, pour différents types de conditions aux limites.
Une extension directe de la méthode de réduction de modèle à un comportement visco-
hyperélastique est proposée dans le dernier exemple. Elle consiste à caractériser la réponse
d’un lamifié élastomère-métal tridimensionnel, soumis à un chargement cyclique de com-
pression ou de cisaillement. Pour ce faire on a implémenté unmodèle de KELVIN-VOIGT qui
présente l’avantage de ne pas mettre en oeuvre une variable interne, et qui nécessite donc
peu de réaménagements par rapport au cas purement hyperélastique.
4.2 Analyse d’une poutre composite
La poutre composite est constituée de baguettes composites à fibres unidirectionnelles en
verre/epoxy ou en carbone/epoxy, noyées dans unematrice élastomérique. Ce type de pièce
a vocation à être utilisée dans les rotors d’hélicoptères pour effectuer la liaison mécanique
entre une pâle et le moyeu rotor. Ce concept novateur, doit remplacer tout un système d’ar-
ticulation mécanique afin de réaliser un gain en performance, encombrement et au final
en coût. La structure retenue dans cette exemple est une simplification de la pièce étudiée
dans les travaux de DELORME [1997] et MÉO [2000]. Pour des raisons de confidentialité, elle
ne présente pas exactement la géométrie de la pièce réelle, mais conserve globalement son
rapport d’élancement.
La section de cette structure est présentée sur la figure 4.1, elle a pour dimensions caracté-
ristiques : 90mmde large, 30mmd’épaisseur et 750mmde long. Les matériaux composites
sontmodélisés par une loi élastique linéaire orthotrope, lesmodules ingénieurs sont présen-
tés dans le tableau 4.1. L’élastomère est représenté par un modèle de MOONEY-RIVLIN avec
a10 = 0.31 Mpa, a01 = 0.11 Mpa et K = 5000Mpa.
El (Gpa) Et1 (Gpa) Et2 (Gpa) Gl (Gpa) Gt1 (Gpa) Gt2 (Gpa) νl t1 νl t2 νt1t2
Verre 55 13 13 3.6 5.2 5.2 0.27 0.27 0.3
Carbonne 125 11 11 5.2 5.2 4.1 0.33 0.33 0.33
Tableau 4.1 –Caractéristiques ingénieurs des renforts U.D. (l’indice l correspond au sens fibre,
t1 et t2 aux deux directions transverses)
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Baguette 1
Figure 4.1 – Section de la poutre composite EFB
Elastomère
UD de verre
UD de carbone
Figure 4.2 – Maillage de la section en éléments réduits 3D-2D (type q9p3)
Le cas de charge traité correspond à un essai de traction-cisaillement combiné. Une section
extrême de la poutre est encastrée, l’autre est soumisse à un déplacement de 4mm dans la
direction de traction et de 50mmdans la direction transverse (dans le sens de l’épaisseur).
La section de la structure est maillé avec 1117 éléments réduits de type Q9P3 (cf figure 4.2).
Avec nu = 11, np = 9 le modèle réduit comprend 152361 degrés de liberté. A titre de compa-
raison, si l’on devait considérer un maillage tridimensionnel de la structure, ayant la même
taille élémentaire que lemaillage réduit proposé, on obtiendrait plus de 5millions de degrés
de liberté.
La figure 4.3 présente une isocouleur de la contrainte de CAUCHY dans la direction d’élance-
ment de la structure. La figure 4.4 montre l’isocouleur de la contrainte principalemaximum
dans les baguettes de carbone, on peut localiser en bleu les zones les plus sollicitées, avec
une contrainte principale maximale de l’ordre de 2300 Mpa. Les courbes 4.5, permettent de
visualiser l’évolution de la contrainte principale (1), maximale, le long de la baguette 1 de
carbone (voir figure 4.1). On observe de fortes oscillations de la contrainte, qui sont dues à
l’ordre d’approximationde la base polynomiale. En effet, pour le cas de charge considérée, le
comportement orthotropique des baguettes de renforts nécessite un ordre d’approximation
plus élevé afin de diminuer cet effet.
(1). prise le long d’une ligne de points de gauss à l’intérieur de la baguette
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Figure 4.3 – σ33 sur l’ensemble de la structure (nu = 11,np = 9)
Figure 4.4 – Contrainte principale maximale dans les baguettes de carbone, configuration dé-
formée et non déformée (nu = 11,np = 9)
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Figure 4.5 – Contrainte principale maxi dans la baguette de carbone 1 (nu = 11,np = 9)
L’élastomère est, dans l’ensemble, peu sollicité pour ce type d’essai, la figure 4.6 présente la
distribution de la pression hydrostatique sur la section encastrée.
Figure 4.6 – Pression hydrostatique dans l’élastomère (nu = 11,np = 9)
Le tableau 4.2, donne une estimation des temps de calcul (2) pour un incrément convergé,
pour deux ordres d’approximation différents. L’augmentation de l’ordre induit un coût nu-
mérique en terme de temps de calcul qui augmente bien plus vite que la taille du modèle.
Cet effet est principalement dû à l’effort nécessaire pour intégrer les vecteurs et matrices
tangentes.
(2). Sur un pentium 4 2.8Ghz, 1Gb de RAM
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modèle nu np nb dof temps CPU (1 incrément)
réduit 3D2D 9 8 124 659 33min
réduit 3D2D 11 9 152 361 2h11min
Tableau 4.2 – Taille de modèle et évaluation des temps de calcul pour un incrément convergé
(4 itération)
4.3 Stabilité d’un lamifié élastomère-métal
Il existe de nombreux phénomènes d’instabilités allant du flambement d’EULER jusqu’au
chaos. Dans ce travail on se restreint au cas du flambement de structure lamifiée élastomère-
métal sous chargement statique de compression. Pour une aperçu plus global des notions
qui sont rapidement exposées dans ce paragraphe, nous renvoyons le lecteur à l’article de
BAŽANT [2000], au premier chapitre de thèse de BAGUET [2001], où encore, par exemple, aux
ouvrages de THOMPSON [1982] et FELIPPA [2001].
Cette analyse est motivée par la problématique du dimensionnement de butées lamifiées,
employées dans les rotors d’hélicoptères. Ce type de structure est principalement soumis à
un effort de compression qui est perturbé par des déplacements de cisaillement ou par de la
flexion. Au vu de son élancement et de sa position au sein de la tête rotor, l’étude de la sta-
bilité de ce type de pièce constitue un réel besoin pour l’ingénieur ne serait-ce qu’en terme
de dimensionnement. La figure 4.7 présente un mode de flambement, obtenu sur une bu-
tée lamifiée, avec uneméthode de flambement linéarisé (ABAQUS), sur unmodèle en petite
déformation avec un comportement élastique linéaire de l’élastomère. Le résultat obtenu, a
nécessité 1 semaine de calcul sur unemachine compaq ES40 (3) en séquentiel.
Figure 4.7 – Mode de flambement de la butée de force centrifuge (résultat ABAQUS en flam-
bement linéarisé)
(3). 4 processeur alpha EV6 500MHz, 2Gb de RAM
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4.3.1 Méthodede continuationpour leflambement et le post-flambement
Avant de détailler la mise en oeuvre de la méthode de continuation adoptée, quelques no-
tions propres à l’analyse de stabilité sont rapidement introduites.
Tout d’abord, on dénomme par point singulier, un point du chemin d’équilibre où l’on a
non inversibilité de l’opérateur tangent. Autrement dit, on a, en ce point, apparition d’une
ou plusieurs valeurs propres nulles dans l’opérateur tangent. Dans le cas où une seule valeur
propre s’annule et que toutes les autres restent positives, ce point est appelé point singulier
simple. Si plusieurs valeurs propres s’annulent on a alors un point singulier multiple.
Une manière de caractériser les points singuliers consiste à exprimer l’équilibre de la struc-
ture sous la forme générale suivante (4) :
R(a)−λP= 0 (4.1)
où a est le vecteur des inconnues (typiquement les déplacements nodaux), R(a) les efforts
intérieurs, P le vecteur des efforts extérieurs appliqués et λ un paramètre de charge. En un
point singulier, si K désigne la matrice tangente (dans le cas des efforts conservatifs : K =
∂R(a)/∂a), on a :
det(K)= 0 (4.2)
ce qui peut également s’écrire :
Kz= 0 =⇒
symmétrie de K
zTK= 0 (4.3)
avec z le vecteur propre associé à la valeur propre nulle. En écrivant la variation de (4.1), on
obtient (uniquement dans le cas des efforts conservatifs) :
Kδa−Pδλ= 0 (4.4)
Si l’on projette (4.4) sur le mode propre z, on arrive à :
zTPδλ= 0 (4.5)
On peut donc distinguer deux types de point singuliers, les points limites et les points de
bifurcation :
δλ= 0 et zTP 6= 0 ⇒ point limite (4.6)
zTP= 0 ⇒ bifurcation (4.7)
(4.8)
En un point limite, la tangente au chemin d’équilibre est horizontale (δλ = 0), en un point
de bifurcation simple deux chemins d’équilibre se superposent et l’incrément de charge (δλ)
demeure indéterminé si l’on ne considère pas les termes d’ordres supérieurs (c’est à dire la
variation seconde de (4.1)). La figure 4.8 illustre ces deux types de points singuliers.
(4). A l’aide, par exemple, du principe des puissances virtuelles
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λ
u
branche fondamentale
branche bifurqué
(a) point de bifurcation
λ
u
(b) point limite
Figure 4.8 – Points singuliers simples du chemin d’équilibre
L’étude de stabilité d’une structure se divise dans la plupart des cas en trois parties ; il faut
tout d’abord suivre le chemin d’équilibre fondamental ; détecter et caractériser les points
singuliers et enfin dans le cas d’un point de bifurcation la branche secondaire doit être ex-
plorée.
De nos jours, il existe différentes approches permettant d’atteindre ces objectifs, que l’on
peut principalement regrouper en deux catégories, à savoir :
– Les techniques incrémentales-itératives avec contrôle à longueur d’arc qui semblent
être les plus populaires (cf. CRISFIELD [1997]; RIKS [2004]), de part leur complémenta-
rité avec la méthode de Newton-Raphson.
– Les méthodes asymptotiques numériques représentent une alternative très intéres-
sante, en particulier en terme de convergence du schéma numérique pour certains
types de non-linéarités (cf DAMIL & M. [1990]; COCHELIN [1994]).
Dans ce travail, on a mis en œuvre une méthode qui hérite de la première catégorie. Ainsi,
on utilise une méthode à pseudo-longueur d’arc, qui consiste en la résolution du système
augmenté suivant : [
r(a,λ)=R(a)−λP
f (∆a,∆λ)=∆aT∆a−dl2
]
= 0 (4.9)
où ∆a est l’incrémentation de déplacement par rapport au dernier point d’équilibre ob-
tenu (la dernière solution convergé), f (∆a,∆λ) la fonction de contrainte (qui détermine le
contrôle de l’incrémentation), dl est le rayon initial de la contrainte, r(a,λ) le résidu d’équi-
libre, R(a) les efforts intérieurs.
• Pour la phase de prédiction, en écrivant le développement de Taylor à l’ordre 1 de l’équa-
tion d’équilibre, autour de la solution précédemment convergée (a,λ), on obtient :
r(a+∆a,λ+∆λ)= r(a)+K∆a−∆λP+o(∆a,∆λ) =K∆a−∆λP+o(∆a,∆λ) (4.10)
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si la matrice tangente est inversible on a :
∆a−∆λK−1P=∆a−∆λ∆a= 0 (4.11)
en remplaçant ∆a obtenu à partir de (4.11) dans la fonction de contrôle f (∆a,∆λ), on ob-
tient :
∆λ=± dl√
∆a
T
∆a
(4.12)
le signe de ∆λ est choisi en fonction du signe de la puissance des efforts extérieurs, tel que :
∆λ= sign(PT∆a) dl√
∆a
T
∆a
(4.13)
• Pour la phase de correction, on utilise une procédure linéarisée, proposé par RIKS, qui
consiste à imposer au correcteur δa à rester orthogonal au prédicteur ∆a, tel que la fonc-
tion de contrôle devienne (voir figure 4.3.1) :
f (δa,δλ)=∆aTδa= 0 (4.14)
on écrit le développement de Taylor à l’ordre 1 de l’équation d’équilibre, autour de la solu-
tion donnée par le prédicteur qui est notée (a,λ), on obtient :
r(a+δa,λ+δλ)= r(a)+Kδa−δλP+o(δa,δλ) (4.15)
si la matrice tangente est inversible on a :
δa+K−1R(a)−δλK−1P= δa−δa−δaT = 0 (4.16)
en utilisant (4.14), on arrive a :
δλ=− ∆a
Tδa
∆aTδaT
(4.17)
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Figure 4.9 – Méthode à longueur d’arc linéarisé
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Pour détecter un point singulier, on utilise un indicateur, noté τ, basé sur le plus petit pivot
de la matrice tangente :
τ=min
{
pivot KT
}
(4.18)
un point singulier est passé si τ change de signe.
Afin de caractériser ce point singulier, il faut pouvoir le déterminer de manière précise. On
utilise pour ce faire une procédure d’encadrement qui consiste à interpoler linéairement
l’évolution de τ en fonction du facteur de charge, autour de deux points encadrant la bifur-
cation, si bien que l’on obtient :
λi =λi−2−τi−2
λi−1−λi−2
τi−1−τi−2
(4.19)
où λi−2,λi−1,τi−2,τi−1 sont les valeurs du facteur de charge et de l’indicateur de point singu-
lier pour deux points encadrant la bifurcation. Cette procédure simpliste peut être particu-
lièrement gourmande en calculs de points d’équilibre, des techniques plus directes ont été
développées et peuvent être trouvées par exemple dans [MAGNUSSON & SVENSSON, 1998].
Lorsque qu’un point singulier a été obtenu, il est possible de déterminer s’il s’agit d’un point
limite en calculant z le plus petit vecteur propre de K et en regardant la valeur de :
B = zTP (4.20)
Remarque 4.1
Dans le cas d’un point de bifurcation, il est possible d’utiliser l’équation de bifurcation (voir
CRISFIELD [1997] section 20.3) pour déterminer la nature exacte de ce point. Cependant
ce calcul imposerait l’évaluation des dérivées d’ordres supérieures (la variation seconde de
l’équilibre), ce qui n’est pas trivial dans le cadre des formulations en éléments-finis présen-
tées aux chapitres précédents. o
Au point de bifurcation, on peut initier le calcul de la seconde branche d’équilibre en utili-
sant une procédure simplifiée. Par exemple en choisissant le prédicteur dans la direction du
vecteur propre z :
∆a= dlz ∆λ= 0 (4.21)
Cette procédure n’est exacte que si la tangente au second chemin d’équilibre est colinéaire
au vecteur propre z (autrement dit perpendiculaire à la tangente de la branche fondamen-
tale) ce qui n’est qu’un cas particulier de l’ensemble des bifurcations possibles. Néanmoins
elle est bien souvent utilisée pour fournir une estimationduprédicteur (voir CRISFIELD [1997]).
4.3.2 Application de laméthode avec lemodèle réduit 2D-1D
A titre d’illustration, nous proposons l’étude de stabilité d’un lamifié élastomère métal en
déformations-planes et notamment une comparaison des résultats du modèle réduit par
rapport à unmodèle standard.
Le lamifié est constitué de 10 lamelles faisant chacune 100mm de large et respectivement
10mmd’épaisseur pour l’acier et 10mmd’épaisseur pour l’élastomère. Le comportement de
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l’acier est considéré comme étant élastique, linéaire et isotrope avec les caractéristiques sui-
vantes :E = 210000Mpa et ν= 0.3. L’élastomère estmodélisé par une loi deMOONEY-RIVLIN,
avec a10 = 0.31 Mpa et a01 = 0.11Mpa, le module de compressibilité est de 5000Mpa.
Deux cas de conditions aux limites sont traités. Pour le premier la partie inférieure du lamifié
est fixée et la partie supérieure est bloquée transversalement et en rotation, alors que pour
le second cas cette dernière est libre transversalement (mais toujours bloquée en rotation).
Les figures 4.10, présentent les réponses obtenues par les modèles réduits et standards pour
les deux cas de conditions aux limites traités. On obtient un très bon accord en terme de
charge critique obtenue, si l’on regarde de près le comportement post-flambé on peut ob-
server une légère différence entre les deux modèles pour le premier cas d’essai. Le modèle
réduit semble avoir un comportement plus adoucissant que le modèle standard. Les modes
de flambement respectifs à chaque cas d’essais sont identiques pour les deux modèles (voir
figure 4.11).
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Figure 4.10 – Réponse de la structure pour les deux cas de chargement
Afin de comparer les performances des deux modèles, le tableau 4.3 présente le temps de
calcul ainsi que le nombre de degrés de liberté de chaque modèles.
ddl temps CPU gain
2-D standard 10282 154
2-D reduit nu = 9,np = 8 1494 12 12.8
Tableau 4.3 – Taille des modèles et temps de calcul pour le cas 1
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(a) modèle réduit nu = 9,np = 8 (b) modèle standard
(c) modèle réduit nu = 9,np = 8 (d) modèle standard
Figure 4.11 – Mode de flambement pour les deux cas d’essai
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4.4 Réponse sous chargement cycliqued’un lamifié élastomère-
métal
Cet exemple d’application présente la possibilité d’extension de laméthode de réduction de
modèle à d’autres modèles de comportements et notamment à de la visco-hyperélasticité.
4.4.1 Modèle de KELVIN-VOIGT
Le modèle de KELVIN-VOIGT présente l’avantage d’être indépendant de toute variable in-
terne. La représentation rhéologique de ce modèle correspond à l’assemblage en parallèle
d’un ressort et d’un amortisseur (voir figure 4.12).
ψ(C)
ϕ(C˙)
Figure 4.12 – Modèle de KELVIN-VOIGT
En postulant l’existence d’un pseudo-potentiel de dissipation, ϕ de forme quadratique, on
peut écrire la loi d’état suivante :
Π= 2F
[
∂ψ
∂C
+ ∂ϕ
∂C˙
]
−pCofF (4.22)
avec :
ϕ= ν
2
C˙ : C˙ (4.23)
La loi de comportement s’écrit :
Π= ∂ψ
∂F
−pCofF+2νFC˙ (4.24)
Si l’on noteΠhyper la partie hyperélastique de la contrainte, on a :
Π=Πhyper +2νFC˙ (4.25)
En construisant un schéma explicite d’ordre 1 en temps on peut écrireΠ au temps t à partir
de la connaissance de F au temps t −∆t
Π(t )=Πhyper (t )+2νF(t )
[
C(t )−C(t −∆t )
∆t
]
(4.26)
Par rapport à une formulation hyperélastique, seul le terme Kt est modifié dans le calcul de
la matrice tangente :
Kt =Kthyper +
∂FC˙
∂F
=Kthyper +Ktvi sc (4.27)
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En utilisant le schéma explicite d’ordre 1 en temps, le terme Ktvi sc peut être calculé de la
manière suivante :
∂(F (t )C˙ (t ))i j
∂F (t )kl
= 1
∆t
(
∂Fio(t )Co j (t )
∂Fkl (t )
− ∂Fio(t )
∂Fkl (t )
Co j (t −∆t )
)
= 1
∆t
(
∂Fio(t )
∂Fkl (t )
Co j (t )+Fio(t )
∂Fom(t )T
∂Fkl (t )
Fmj (t )+Fio(t )FTom(t )
∂Fmj (t )
∂Fkl (t )
− ∂Fio(t )
∂Fkl (t )
Co j (t −∆t )
)
= 1
∆t
(
δikδolCo j (t )+Fio(t )δmkδolFmj (t )+Fio(t )FTom(t )δmkδ j l −δikδolCo j (t −∆t )
)
= 1
∆t
(
δikCl j (t )+Fi l (t )Fk j (t )+Fio(t )FTok (t )δ j l −δikCl j (t −∆t )
)
Kt
vi sc (t )= 2ν
∆t
(IȅC(t )+F(t )F(t )+B(t )ȅ I− IȅC(t −∆t ))
(4.28)
Lemodèle de comportement de KELVIN-VOIGT avec un schéma de résolution explicite a été
retenu pour sa facilité d’implémentation. En terme de développement, il a suffit de créer
une classe héritant de la classe hyperélastique de manière à ne pas récrire les parties de la
contrainte et de lamatrice tangente dérivantes d’un potentiel hyperélastique. Ainsi, la classe
associée au comportement de KELVIN-VOIGT construit Kvi sct et Πvi sc et réalise les sommes
(4.25) et (4.27).
Remarque 4.2
L’implémentation de ce modèle de comportement a été validée avec des comparaisons par
rapport à des résultats expérimentaux (essais de double cisaillement). Néamoins il reste
un travail de validation voir de développement à mener, nottament en ce qui concerne le
schéma de discrétisation en temps. o
4.4.2 Application avec lemodèle réduit 3D-1D
Cette application consiste à déterminer la réponse en quasi-statique (5) d’un lamifié plan
soumis à un chargement cyclique de compression ou de cisaillement. Ce lamifié est consti-
tué de 10 lamelles de forme carrée mesurant 200mmde coté, faisant 4mmd’épaisseur pour
l’élastomère et 2mm pour l’acier. Le comportement de l’acier est considéré comme étant
élastique, linéaire et isotrope avec les caractéristiques suivantes : E = 210000Mpa et ν= 0.3.
Un modèle de JAMES & AL est utilisé pour la partie hyperélastique du modèle de KELVIN-
VOIGT, on a a10 = 0.2036 Mpa, a01 =−0.0133 Mpa, a20 = 0.0058 Mpa, a11 = 0.0, a02 = 0.0048
Mpa et k = 2500Mpa. Le coefficient de viscosité est de ν= 0.026Mpa.s.
On considère deux cas de charge. Le premier correspond à un chargement cyclique de com-
pression, imposé à travers une sollicitation triangulaire de 380kNà 0.5Hz. Pour le second cas
de charge, on impose un préchargement de 228 kN de compression, puis on impose un dé-
placement de cisaillement d’amplitude progressive de ±20mm puis ±40mm à travers une
sollicitation triangulaire de 0.5Hz. Dans l’article de BURTSCHER & DORFMANN [2004], des
essais du même type sont réalisés sur la même géométrie de pièce. Cependant par manque
(5). On néglige les termes d’inertie
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d’informations sur les données matériaux et les conditions d’essais, nous ne pouvons com-
parer les résultats que demanière qualitative.
Lemodèle réduit 3D1Dutilisé comprend 8967 degrés de liberté (avecnu= 7,np = 5), le temps
de calcul complet de la réponse en compression (deux cycles) est d’environ 6h pour 60 in-
créments de calculs. A titre de comparaison lemodèle 3D complet aurait nécessité aumoins
2.6 million de degrés de liberté. La figure 4.13(a) présente la réponse globale du lamifié pour
le cas du chargement de compression.
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(a) Réponse du modèle réduit 3D1D, nu = 7,np = 5 (b) Résultat expérimental d’après BURTSCHER &
DORFMANN (2004)
Figure 4.13 – Réponse du lamifié en compression
Au vu des résultats du modèle réduit par rapport à l’expérimental (cf figure 4.13(b)) pour
le test de compression, le modèle de KELVIN-VOIGT semble qualitativement capable de re-
produire le comportement de l’élastomère au sein de la structure. Les résultats en terme
de comportement global pour le cas du cisaillement ne sont pas présentés. En effet, expé-
rimentalement on observe un effet PAYNE (c’est à dire un raidissement aux faibles ampli-
tudes) sur la réponse du lamifié (voir figure 4.14). Le modèle de KELVIN-VOIGT ne permet-
tant pas d’obtenir ce type d’effet, la comparaison avec l’expérimental n’a que peu d’intérêt.
Il serait néanmoins intéressant d’implémenter d’autres modèles de comportements visco-
hyperélastiques comme celui utilisé dans la thèse de MÉO [2000] où ceux récemment déve-
loppés dans la thèse de MARTINEZ [2005], afin d’éprouver la méthode de réduction de mo-
dèle pour des comportements dépendants de variables internes.
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Figure 4.14 –Résultat expérimentaux pour le test de cisaillement d’après BURTSCHER & DORF-
MANN (2004)
Les figures 4.15, présentent une visualisation globale de la déformée et du champdepression
obtenu avec le modèle réduit pour le deuxième cas de charge (cisaillement cyclique avec
préchargement de compression).
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(a) Déformée globale à t=3.5s
(b) Champ de pression dans les lamelles en élastomère à t=3.5s
Figure 4.15 – Résultats du modèle réduit 3D1D pour le cisaillement, nu = 7,np = 5
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4.5 Conclusion
A travers trois exemples concrets, d’application de la méthode de réduction de modèle, on
illustre dans ce chapitre l’utilisation de celle-ci, pour le calcul de structures géométrique-
ment disproportionnées (avec la poutre composite)mais également son extension à d’autres
types d’analyses (étude du flambement et réponse visco-hyperélastique).
Ces exemples ouvrent donc la porte à des développements futurs, comme par exemple le
cas des comportements à variables internes qui mérite certainement un travail de fond, dé-
passant largement le cadre de ce chapitre. Notamment pour le cas de la plasticité : en effet
la localisation possible de la déformation, nécessite une réflexion sur le type de base de pro-
jection à utiliser. Demême, pour les structures très élancées, comme la poutre composite où
les effets de bords sont très localisés, l’utilisation de fonctions exponentielles dans l’approxi-
mation pourait être une piste de recherche.
Un certain nombre d’améliorations peuvent êtremenées à court terme, par exemple, le choix
d’une base d’approximation et d’un ordre propre à chaque constituant du modèle devrait
permettre une optimisation du temps de calcul.
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Conclusion
Ce travail de thèse aborde différents aspects ayant trait à lamodélisationde structures à base
d’élastomère, comme par exemple les lamifiés élastomère-métal. Dans la première partie de
ce travail et à la suite d’une étude bibliographique, nous avons proposé une nouvelle mé-
thode d’identification de loi de comportements hyperélastiques incompressibles. A l’aide
de deux essais de caractérisation (traction et glissement) et en utilisant la propriété de po-
lyconvexité, l’identification d’une loi de comportement respectant le critère d’éllipticité de
LEGENDRE-HADAMARD peut se ramener à un problème de minimisation sous contraintes
en inégalités. A partir de comparaisons avec des méthodes courrament utilisées, on illustre
l’avantage de cette nouvelle stratégie, en terme de respect des critères de stabilitématérielle.
Ce travail préliminaire réalisé, nous avons introduit une méthode de réduction de modèles
adaptée à la modélisation de structure géométriquement disproportionnée. Cette dernière
se base sur une formulation en éléments-finis semi-analytiques. Pour des géométries élan-
cées, les inconnues du problème (u et p dans le cas d’une formulationmixte) sont projetées
sur une base de fonction continue dans la (ou les) direction(s) d’élancement. On peut donc
condenser une ou plusieurs directions géométriques, réduisant ainsi la taille du problème à
traiter.
Quatre types d’éléments finis réduits ont été proposés, chacun étant adapté à un type de
structure, on a ainsi :
– des éléments réduits 2D-1D, qui permettent, par exemple, de traiter le cas des lami-
fiés élastomère-métal en déformation plane. A l’aide d’une base de projection polyno-
miale, on peut condenser, dans l’élément, la direction transverse du lamifié.
– des éléments réduits 3D-1D, adaptés aux lamifiés hexaédriques. Les deux directions
transverses peuvent être condensées en utilisant une décomposition multiplicative
suivant deux bases polynomiales.
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– des éléments réduits 3D-1D pour des lamifiés à géométrie de révolution. Dans un re-
père cylindrique, on utilise une décomposition multiplicative suivant une base poly-
nomiale (dans la direction r ), et une base constituée par des séries de Fourier (fonc-
tions de θ).
– et enfin, des éléments réduits 3D-2D pour des structures de type poutre ou plaque. La
projection est réalisée dans la direction de l’élacement.
La validité de ces éléments est discutée dans ce travail, en utilisant des comparaisons avec
des modèles de références préalablement établis. On montre ainsi, que l’on peut obtenir le
comportement global et local d’un modèle éléments-finis standards avec ce type de mo-
dèle réduit. Le gain obtenu en terme de taille de modèle et temps de calcul est illustré pour
chaque type d’élément réduit.
Enfin, trois exemples d’applications sont traités. Le premier illustre l’utilisation de la tech-
nique de réduction de modèles sur une pièce industrielle, préalablement étudiée dans deux
thèses (avec d’autres types deméthodes et pour un comportement linéaire de l’élastomère).
Le deuxième, montre que ces éléments peuvent être utilisés avec succès pour déterminer
la charge critique de flambement de lamifiés élastomère-métal (en compression). En utili-
sant uneméthode incrémentale - itérative de continuation, on peut en effet obtenir le mode
de flambement et la réponse post-flambée d’un lamifié. Enfin le dernier exemple, présente
une extension de la méthode aux comportements visco-hyperélastiques (sans variables in-
ternes), afin de déterminer la réponse sous chargement cyclique d’un lamifié.
L’ensemble des développements réalisés dans cette thèse ont été implémentés dans le code
de calcul ZéBuLoN. En terme d’investissements cela représente une vingtaine de nouvelles
classes crées et environ 9000 lignes de code. Ces développements numériques concernent
ainsi les domaines suivants :
– la mise en oeuvre des éléments réduits (base de projection, opérateurs de déforma-
tions, fonctions d’interpolation, . . . )
– l’implémentation de diverses loi de comportements hyperélastiques (modèles de RIV-
LIN & SAUNDERS, de GENT & THOMAS, de HART-SMITH), ou visco-hyperélastique (mo-
dèle de KELVIN-VOIGT)
– l’implémentation de diverses formes variationelles pour l’hyperélasticité quasi-incom-
pressible (Lagrangien perturbé avec potentiel incompressible ou avec découplage ad-
ditif de l’énergie) ou la visco-hyperélasticité quasi-incompressible (Lagrangien per-
turbé avec potentiel incompressible et schéma d’Euler explicite en temps)
– la méthode de continuation incrémentale-itérative avec un contrôle à longueur d’arc
et détermination de la branche post-flambée.
– et enfin des objets de post-traitements (reconstruction de modèles réduits, calcul des
réactions pour les modèles réduits, . . . )
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Suite aux résultats obtenus, on peut dégager un certain nombre de perspectives :
■ l’utilisation de base de projection et d’ordre d’approximation différent pour chaque consti-
tuant du modèle, pourrait permettre une optimisation du temps de calcul. Il faudrait ainsi
automatiser la gestion des relations à imposer à la frontière des constituants, pour respecter
la continuité des déplacements.
■ l’introduction de fonctions en exponentielles, décroissantes à partir du bord de la struc-
ture, dans la base de projection, devrait pouvoir minimiser le nombre de degrés de liberté
nécessaires pour traduire les effets de bords. Par exemple dans le cas d’une réduction 2D-
1D, on pourrait avoir :
u(X ,Z )≈
nu∑
i=0
ui (Z )Ti (ξ)+u+(Z )exp−(1−ξ)a+u−(Z )exp−(1+ξ)a
p(X ,Z )≈
np∑
i=0
pi (Z )Ti (ξ)+p+(Z )exp−(1−ξ)a +p−(Z )exp−(1+ξ)a
la difficulté d’une telle approximation provenant de l’identification du coefficient a, qui est
lié physiquement à la longueur d’influence des effets de bords par rapport à la longueur
d’élancement de la structure.
■ l’extension de la méthode de réduction de modèle à des comportements visco-hyper-
élastiques à variables internes (type modèle de ZENER).
■ lamise en oeuvre d’une paramétrisation cur-
Figure 1 – Lamelle sphérique
viligne des directions projetées, pour adapter
laméthode à desmulti-couches sphériques (cf.
figure 1).
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Calcul de ∂C
−1
∂C
On part de l’égalité :
CimC
−1
mj = δi j (A.1)
en dérivant par rapport àCkl , on obtient :
∂CimC
−1
mj
∂Ckl
= 0i jkl
∂Cim
∂Ckl
C−1mj +Cim
∂C−1
mj
∂Ckl
= 0i jkl
Cim
∂C−1
mj
∂Ckl
=−δikδmlC−1mj
(A.2)
en multipliant les deux termes de l’égalité parC−1
pi
:
C−1pi Cim
∂C−1
mj
∂Ckl
=−C−1pi δikC−1l j
∂C−1
p j
∂Ckl
=−C−1pkC−1l j
(A.3)
En utilisant la symétrie de C on a :
∂C−1
∂C
=−C−1C−1 (A.4)
Calcul de ∂F
−T
∂F
On part de l’égalité :
FimF
−1
mj = δi j (A.5)
ou encore :
F−Tim F
T
mj = δi j (A.6)
en dérivant par rapport à Fkl , on obtient :
∂F−T
im
FT
mj
∂Fkl
= 0i jkl
∂F−T
im
∂Fkl
FTmj +F−Tim
∂FT
mj
∂Fkl
= 0i jkl
F jm
∂F−T
im
∂Fkl
=−δ jkδmlF−Tim
(A.7)
165
enmultipliant les deux termes de l’égalité par F−1
p j
:
F−1p j F jm
∂F−T
im
∂Fkl
=−F−1p j δ jkF−Ti l
∂F−T
ip
∂Fkl
=−F−1pkF−Ti l
(A.8)
ou encore :
∂F−T
∂F
=−F−T F−T (A.9)
Calcul de Cl
■ cas d’un potentiel incompressible
En prenantψ=ψ(I1(C),I2(C)) on a :
Cl i =
∂2ψ(I1(C),I2(C))
∂E∂E
= 4∂
2ψ(I1(C),I2(C))
∂C∂C
= 4 ∂
2ψ
∂Ci j∂Ckl
= 4∂
[
(ψ1+ψ2I1)δi j −ψ2Ci j
]
∂Ckl
= 4
(
δi j (ψ11δkl +ψ12(δkl I1−Ckl )+ψ21I1δkl +ψ22I1(δkl I1−Ckl )+ψ2δkl )
−ψ21Ci jδkl −ψ22(δkl I1−Ckl )Ci j −ψ2δikδ j l
)
= 4
(
(ψ11+ (ψ12+ψ21)I1+ψ22I 21 +ψ2)δi jδkl − (ψ12+ I1ψ22)δi jCkl − (ψ21+ I1ψ22)Ci jδkl
+ψ22Ci jCkl −ψ2δikδ j l
)
= 4
(
(ψ11+ (ψ12+ψ21)I1+ψ22I 21 +ψ2)I⊗ I− (ψ12+ I1ψ22)I⊗C
−(ψ21+ I1ψ22)C⊗ I+ψ22C⊗C−ψ2I
)
(A.10)
■ cas d’un potentiel compressible
Si l’on aψ=ψi so(I1(C),I2(C))+ψvol (J )
Cl c =
∂2ψi so(I1(C),I2(C))
∂E∂E
+ ∂
2ψvol (J )
∂E∂E
= 4∂
2ψi so(I1(C),I2(C))
∂C∂C
+4∂
2ψvol (J )
∂C∂C
= 4Ci sol +4Cvoll
(A.11)
avec :
C
i so
l =
1
2
∂S :P
∂C
= 1
2
(
∂Smn
∂Ckl
Pmni j + Smn
∂Pmni j
∂Ckl
)
= 1
2
(
∂Smn
∂Cop
∂C op
∂Ckl
Pmni j + Smn
∂Pmni j
∂Ckl
)
= 1
2
P
T :Cl :P+
1
2
S :
∂P
∂C
(A.12)
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Le tenseurCl est identique au tenseurCl i en remplaçantC parC. ∂P/∂C se calcul de la façon
suivante :
∂Pmni j
∂Ckl
= ∂
∂Ckl
[
J−2/3
(
δmiδnj −
1
3
CmnC
−1
i j
)]
=−2
3
J−5/3
∂J
∂Ckl
(
δmiδnj −
1
3
CmnC
−1
i j
)
− 1
3
J−2/3
(
δmkδnlC
−1
i j +Cmn
∂C−1
i j
∂Ckl
)
=−1
3
J−2/3C−1kl
(
δmiδnj −
1
3
CmnC
−1
i j
)
− 1
3
J−2/3
(
δmkδnlC
−1
i j +Cmn
∂C−1
i j
∂Ckl
) (A.13)
d’où :
S :
∂P
∂C
=−1
3
J−2/3
(
Si jC
−1
kl −
1
3
SmnCmnC
−1
i j C
−1
kl
)
− 1
3
J−2/3
(
C−1i j Skl +SmnCmn
∂C−1
i j
∂Ckl
)
=−1
3
J−2/3
(
S⊗C−1− 1
3
(S :C)C−1⊗C−1
)
− 1
3
J−2/3
(
C−1⊗S+ (S :C)∂C
−1
∂C
)
=−1
3
J−2/3
(
C−1⊗S+S⊗C−1+ (S :C)
(
∂C−1
∂C
− 1
3
C−1⊗C−1
))
= J
−2/3
3
(S :C)
(
C−1C−1+ 1
3
C−1⊗C−1
)
− J
−2/3
3
(
C−1⊗S+S⊗C−1
)
(A.14)
Le tenseur Cvol
l
est calculé en prenantψvol = kG(J )
C
vol
l =
(
∂12k JG
′(J )C−1
)
∂C
= 1
4
k J (G ′(J )+ JG ′′(J ))C−1⊗C−1− 1
2
k JG ′(J )C−1C−1 (A.15)
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Calcul de Cm
■ cas d’un potentiel incompressible
En prenantψ=ψ(I1(C),I2(C)) on a :
Cmi =
∂2ψ(I1(C),I2(C))
∂F∂F
= ∂
2ψ
∂Fi j∂Fkl
= ∂
[
2(ψ1+ψ2I1)Fi j −2ψ2FipCp j
]
∂Fkl
= 2Fi j (2ψ11Fkl +2ψ12Fkp (I1δpl −Cpl )+2ψ21I1Fkl +2ψ22I1Fkp (I1δpl −Cpl )+2ψ2Fkl )
+2(ψ1+ψ2I1)δikδ j l −4ψ21FipCp jFkl −4ψ22Fkm(I1δml −Cml )FipCp j −2ψ2δikδplCp j
−2ψ2Fip (δplFk j +δ j lFkp )
= 4(ψ11+ I1(ψ12+ψ21)+ I 21ψ22+ψ2)Fi jFkl −4(ψ12+ψ22I1)Fi jFkpCpl
+2(ψ1+ψ2I1)δikδ j l −4ψ21FipCp jFkl −4ψ22I1FklFipCp j +4ψ22FkmCmlFipCp j −2ψ2δikCl j
−2ψ2(Fi lFk j +Fipδ j lFkp )
= 4(ψ11+ I1(ψ12+ψ21)+ I 21ψ22+ψ2)F⊗F−4(ψ12+ψ22I1)F⊗ (FC)+2(ψ1+ψ2I1)I
−4(ψ12+ψ22I1)(FC)⊗F+4ψ22(FC)⊗ (FC)−2ψ2IȅC−2ψ2FF−2ψ2B I
(A.16)
■ cas d’un potentiel compressible
Si l’on aψ=ψi so(I1(C),I2(C))+ψvol (J )
Cmc =
∂2ψi so(I1(C),I2(C))
∂F∂F
+ ∂
2ψvol (J )
∂F∂F
=Ci som +Cvolm (A.17)
avec :
C
i so
m =
∂Π :P
∂F
= ∂Πmn
∂Fkl
Pmni j + Πmn
∂Pmni j
∂Fkl
= ∂Πmn
∂F op
∂F op
∂Fkl
Pmni j + Fmn
∂Pmni j
∂Fkl
=PT :Cm :P+Π :
∂P
∂F
(A.18)
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Le tenseur Cm est identique au tenseur Cmi en remplaçant F par F. ∂P/∂F se calcul de la
façon suivante :
∂Pmni j
∂Fkl
= ∂
∂Fkl
[
J−1/3
(
δmiδnj −
1
3
FmnF
−T
i j
)]
=−1
3
J−4/3
∂J
∂Fkl
(
δmiδnj −
1
3
FmnF
−T
i j
)
− 1
3
J−1/3
(
δmkδnlF
−T
i j +Fmn
∂F−T
i j
∂Fkl
)
=−1
3
J−1/3F−Tkl
(
δmiδnj −
1
3
FmnF
−T
i j
)
− 1
3
J−1/3
(
δmkδnlF
−T
i j +Fmn
∂F−T
i j
∂Fkl
) (A.19)
d’où :
Cpi j kl =−
1
3
J−1/3
(
Πi jF
−T
kl −
1
3
ΠmnFmnF
−T
i j F
−T
kl
)
− 1
3
J−1/3
(
F−Ti j Πkl +ΠmnFmn
∂F−T
i j
∂Fkl
)
=−1
3
J−1/3
(
Π⊗F−T − 1
3
(Π : F)F−T ⊗F−T
)
− 1
3
J−1/3
(
F−T ⊗Π+ (Π : F)∂F
−T
∂F
)
=−1
3
J−1/3
(
F−T ⊗Π+Π⊗F−T + (Π : F)
(
∂F−T
∂F
− 1
3
F−T ⊗F−T
))
= J
−1/3
3
(Π : F)
(
F−T F−T + 1
3
F−T ⊗F−T
)
− J
−1/3
3
(
F−T ⊗Π+Π⊗F−T
)
(A.20)
Le tenseur Cvol
l
est calculé en prenantψvol = kG(J )
C
vol
l =
(
∂k JG ′(J )F−T
)
∂F
= k J (G ′(J )+ JG ′′(J ))F−T ⊗F−T −k JG ′(J )F−T F−T (A.21)
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Conditions aux limites en déplacements
L’application de conditions aux limites en déplacements du type traction-compression,
flexion où cisaillement est fonction du type de réduction choisi et de la base de projection.
On souhaite traiter avec tous ces modèles réduit les cas suivants :
– Dans le cas de lamelles en déformationsplanes, sur la surface supérieure ou inférieure,
on cherche à appliquer une des conditions cinématiques suivantes (dans un repère
cartésien) :
uncomp =
{
0
V
}
unci s =
{
U
0
}
unf lex =
{
X (cosα−1)
X sinα
}
– Dans le cas de lamelles tridimensionelles, sur la surface supérieure ou inférieure, on
cherche à appliquer une des conditions cinématiques suivantes (dans un repère car-
tésien) :
uncomp =

0
0
V
 unci s =

U
0
0
 unf lex =

X (cosα−1)
0
X sinα

■ Pour un élément-fini réduit 2D1D
– La traction-compression dans la direction verticale Z , on a au noeud n :
unLegendre =
{
0
V L0(ξ)
}
unBul les =
{
0
V (L0(ξ)+L1(ξ))
}
– Le cisaillement s’écrit de la même manière que dans le cas précédent mais pour la
première composante du vecteur déplacement.
– La flexion d’angle α au noeud n, en tenant compte du paramétrage ξ= 2X /L :
unLegendre =
{ L
2L1(ξ)(cosα−1)
L
2L1(ξ)sinα
}
unBul les =
{ L
2 (L1(ξ)−L0(ξ))(cosα−1)
L
2 (L1(ξ)−L0(ξ))sinα
}
■ Pour un élément-fini réduit 3D1D, on distingue les cas suivant
– La traction-compression dans la direction verticale Z , on a au noeud n :
unLegendre =

0
0
WL0(ξ)L0(η)
 unBul les

0
0
W (L0(ξ)L0(η)+L1(ξ)L0(η)
+L0(ξ)L1(η)+L1(ξ)L1(η))

– Le cisaillement dans une des directions transverses X où Y , on obtient le même type
d’expression que pour la traction-compression.
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– La flexion d’angle α dans le plan (X ,Z ), on a au noeud n, avec le paramétrage ξ =
2X /A :
unLegendre =

A
2 L1(ξ)L0(η)(cosα−1)
0
A
2 L1(ξ)L0(η)sinα
 unBul les =

A
2 (−L0(ξ)L0(η)+L1(ξ)L0(η)
−L0(ξ)L1(η)+L1(ξ)L1(η))(cosα−1)
0
A
2 (−L0(ξ)L0(η)+L1(ξ)L0(η)
−L0(ξ)L1(η)+L1(ξ)L1(η))sinα

■ Pour un élément-finit réduit 3D1D cylindrique, on retrouve :
– La traction compression dans la direction vertical Z :
unLegendre =

0
0
WL0(ξ)F s0(θ)
 unBul les =

0
0
W (L0(ξ)+L1(ξ))F s0(θ)

– Le cisaillement dans une des directions transverses X où Y , on a au noeud n dans un
repère cylindrique :
unci s =

U cosθ
−U sinθ
0

où encore :
unLegendre =

UL0(ξ)F s1(θ)
−UL0(ξ)F a1 (θ)
0
 unBul les =

U (L0(ξ)+L1(ξ))F s1(θ)
−U (L0(ξ)+L1(ξ))F a1 (θ)
0

– La flexion d’angle α dans le plan (X ,Z ), on a au noeud n dans un repère cylindrique :
unf lex =

X (cosα−1)cosθ
−X (cosα−1)sinθ
X sinα

en utilisant X = r cosθ et le paramétrage r =R(ξ−1)/2 on obtient :
unf lex =

(R/2)(ξ−1)cos2θ(cosα−1)
−(R/2)(ξ−1)cosθ sinθ(cosα−1)
(R/2)(ξ−1)cosθ sinα

. ce qui finalement nous donne :
unLegendre =

(R/4)(L1(ξ)−L0(ξ))(F s0 (θ)+F s2(θ))(cosα−1)
−(R/4)(L1(ξ)−L0(ξ))F a2 (θ)(cosα−1)
(R/2)(L1(ξ)−L0(ξ))F s1 (θ)sinα

.
unBul les =

(R/2)L0(ξ)(F s0(θ)+F s2(θ))(cosα−1)
−(R/2)L0(ξ)F a2 (θ)(cosα−1)
RL0(ξ)F s1(θ)sinα

.
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Remarque B.3
L’axe de révolution de la structure nécessite de prendre en compte les conditions suivantes :
à R=0, on doit avoirUx ,Uy ,Uz indépendant de θ avecUx =Ur cosθ−Uθ sinθ,Uy =Ur sinθ+
Uθ cosθ. Si l’on décompose les champs Ur , Uθ et Uz en série de FOURIER on obtient avec
deux harmoniques :
Ux =
1
2
(Ur 1−Uθ1)+Ur 0cosθ+
1
2
(Ur 1+Uθ1)cos2θ
Uy =Ur 0 sinθ+
1
2
(Ur 1+Uθ1)sin2θ
Uz =Uz0+Uz1cosθ
ce qui imposeUr 0 = 0,Ur 1+Uθ1 = 0,Uz1 = 0 o
Pour respecter les conditions de la remarque précédente dans le cas de la décomposition
3D1D cylindrique, on doit avoir :
∑nu
i=0Li (−1)Ur i j = 0 pour j = 0 et j > 2∑nu
i=0Li (−1)Uθi j = 0 pour j > 2∑nu
i=0Li (−1)UZ i j = 0 pour j > 1

et :
nu∑
i=0
Li (−1)Ur i1+
nu∑
i=0
Li (−1)Uθi1 = 0
Ce qui revient à imposer des relations linéaires entre degrés de libertés. L’application des ces
conditions avec la base de fonction bulles est plus directe puisqu’il y a un seul terme non nul
en ξ=−1
■Pour une poutre tridimensionnelle (réduction 3D2D), avec une base de fonction bulles l’ap-
plication de conditions limites sur les sections extrêmes se réalise de la même manière que
pour un modèle éléments-finis classique. En effet seuls les deux premiers termes de la pro-
jection sont différents de zéro en ces sections.
Calcul des forces nodales
Pour calculer l’effort de réaction, dual d’un déplacement, on a besoin des forces nodales
équivalentes. Pour des éléments isoparamétriques standards, les forces nodales sont exac-
tement égales aux réactions nodales. Dans le cas des éléments finis-réduits (qui ne sont pas
isoparamétriques), ont doit utiliser unematrice de passage pour calculer ces forces nodales.
En écrivant le travail élémentaire virtuel des efforts extérieurs sur le contour ∂Ωu ∩Ωe , on
obtient :
– Au noeud n dans le cas d’une réduction 2D-1D ou 3D-2D :∫1
−1
(
nu∑
i=0
Ti (ξ)δu
n
i
)(
nu∑
j=0
T j (ξ) f
n
j
)
dξ=
nu∑
i=0
δuni r
n
i (B.1)
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connaissant les réactions au noeuds n (notée r n
i
), on cherche les forces nodales équi-
valentes (les f n
i
) à l’aide de la matrice de passage P définie par :

r n0
r n1
...
r nnu
=

∫1
−1T0(ξ)T0(ξ)dξ
∫1
−1T0(ξ)T1(ξ)dξ · · ·
∫1
−1T0(ξ)Tnu (ξ)dξ∫1
−1T1(ξ)T0(ξ)dξ
∫1
−1T1(ξ)T1(ξ)dξ · · ·
∫1
−1T1(ξ)Tnu (ξ)dξ
...∫1
−1Tnu (ξ)T0(ξ)dξ
∫1
−1Tnu (ξ)T1(ξ)dξ · · ·
∫1
−1Tnu (ξ)Tnu (ξ)dξ
=

f n0
f n1
...
f nnu

(B.2)
on peut donc calculer les forces nodales en inversant la matrice de passage : { f n} =
[P]−1{r n}.
Si l’on utilise une base de LEGENDRE la condition d’orthogonalité nous donne une
forme particulièrement facile à inverser :
PLegendre =

2 0 · · · 0
0 23 · · · 0
...
...
. . .
...
0 0 · · · 22nu+1

pour la base polynomiale de fonctions bulles, on a (pour nu = 6) :
PPol y =

2
3
1
3 −16
p
(6) 130
p
10 0 · · · 0
1
3
2
3 −16
p
(6) 130
p
10 0 0 0
−16
p
(6) −16
p
(6) 25 0 − 1105
p
21 0 0
1
30
p
(10) 130
p
(10) 0 221 0 − 1105
p
5 0
0 0 − 1105
p
21 0 245 0 − 1693
p
77
0 0 0 − 1105
p
5 0 377 0
0 0 0 0 − 1693
p
77 0 2117

hormis le premier bloc de 4x4 termes, lamatrice de passage est tri-diagonale, les termes
de chaque diagonale étant calculés avec les formules de quasi-orthogonalités (3.24).
– Au noeud n dans le cas d’une réduction 3D-1D pour des structures planes :
∫1
−1
∫1
−1
(
nu∑
i , j=0
Ti (ξ)T j (η)δu
n
i j
)(
nu∑
k,m=0
Tk(ξ)Tm(η) f
n
km
)
dξdη=
nu∑
i , j=0
δuni j r
n
i j (B.3)
la matrice de passage PLegendre est dans ce cas définit par :
PLegendre =

22 0 · · · 0
0 23
2 · · · 0
...
...
. . .
...
0 0 · · · 22nu+1
2

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Pour la base polynomiale de fonctions bulles, il s’agit d’une combinaison des termes
précédents, par exemple pour nu = 3 on obtient :
PPol y =

4
9
2
9 −19
p
6 29
1
9 − 118
p
6 −19
p
6 − 118
p
6 16
2
9
4
9 −19
p
6 19
2
9 − 118
p
6 − 118
p
6 −19
p
6 16
−19
p
6 −19
p
6 415 − 118
p
6 − 118
p
6 215
1
6
1
6 − 115
p
6
2
9
1
9 − 118
p
6 49
2
9 −19
p
6 −19
p
6 − 118
p
6 16
1
9
2
9 − 118
p
6 29
4
9 −19
p
6 − 118
p
6 −19
p
6 16
− 118
p
6 − 118
p
6 215 −19
p
6 −19
p
6 415
1
6
1
6 − 115
p
6
−19
p
6 − 118
p
6 16 −19
p
6 − 118
p
6 16
4
15
2
15 − 115
p
6
− 118
p
6 −19
p
6 16 − 118
p
6 −19
p
6 16
2
15
4
15 − 115
p
6
1
6
1
6 − 115
p
6 16
1
6 − 115
p
6 − 115
p
6 − 115
p
6 425

– Au noeud n dans le cas d’une réduction 3D-1D pour des structures à géométrie de
révolution :∫1
−1
∫2pi
0
(
nu∑
i=0
n f u∑
j=0
Ti (ξ)cos( jθ)δu
n
ri j
)(
nu∑
k=0
n f u∑
m=0
Tk(ξ)cos(mθ) f
n
rkm
)
dξdθ =
nu∑
i=0
n f u∑
j=0
δunri j r
n
ri j∫1
−1
∫2pi
0
(
nu∑
i=0
n f u∑
j=1
Ti (ξ)sin( jθ)δu
n
θi j
)(
nu∑
k=0
n f u∑
m=1
Tk(ξ)sin(mθ) f
n
θkm
)
dξdθ =
nu∑
i=0
n f u∑
j=1
δunθi j r
n
θi j∫1
−1
∫2pi
0
(
nu∑
i=0
n f u∑
j=0
Ti (ξ)cos( jθ)δu
n
zi j
)(
nu∑
k=0
n f u∑
m=0
Tk(ξ)cos(mθ) f
n
zkm
)
dξdθ =
nu∑
i=0
n f u∑
j=0
δunzi j r
n
zi j
ce qui nous donne une matrice de passage pour les harmoniques en consinus définit
par (dans le cas nu = 3, n f u = 3) :
PLegendre =

4pi 0 0 0 0 0 0 0 0
0 2pi 0 0 0 0 0 0 0
0 0 2pi 0 0 0 0 0 0
0 0 0 43pi 0 0 0 0 0
0 0 0 0 23pi 0 0 0 0
0 0 0 0 0 23pi 0 0 0
0 0 0 0 0 0 45pi 0 0
0 0 0 0 0 0 0 25pi 0
0 0 0 0 0 0 0 0 45pi

et pour les termes en sinus :
PLegendre =

2pi 0 0 0 0 0
0 2pi 0 0 0 0
0 0 23pi 0 0 0
0 0 0 23pi 0 0
0 0 0 0 25pi 0
0 0 0 0 0 45pi

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dans le cas d’une base de fonctions bulles on a, pour les termes en cosinus (dans le cas
nu = 3, n f u = 3) :
PPol y =

4
3pi 0 0
2
3pi 0 0
−1
3
p
6pi 0 0
0 23pi 0 0
1
3pi 0 0
−1
6
p
6pi 0
0 0 23pi 0 0
1
3pi 0 0
−1
6
p
6pi
2
3pi 0 0
4
3pi 0 0
−1
3
p
6pi 0 0
0 13pi 0 0
2
3pi 0 0
−1
6
p
6pi 0
0 0 13pi 0 0
2
3pi 0 0
−1
6
p
6pi
−1
3
p
6pi 0 0 −13
p
6pi 0 0 45pi 0 0
0 −16
p
6pi 0 0 −16
p
6pi 0 0 25pi 0
0 0 −16
p
6pi 0 0 −16
p
6pi 0 0 25pi

pour les termes en sinus :
PPol y =

2
3pi 0
1
3pi 0
−1
6
p
6pi 0
0 23pi 0
1
3pi 0
−1
6
p
6pi
1
3pi 0
2
3pi 0
−1
6
p
6pi 0
0 13pi 0
2
3pi 0
−1
6
p
6pi
−1
6
p
6pi 0 −16
p
6pi 0 25pi 0
0 −16
p
6pi 0 −16
p
6pi 0 25pi

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Figure C.1 – Test de compression, modèle 2D1D
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Figure C.2 – Test de compression, modèle 3D1D
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Figure C.3 – Test de cisaillement, modèle 3D1D cylindrique
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Figure C.4 – Test de traction, modèle 3D2D
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Figure D.1 – Évolution du champ de contrainte pour une compression de 1.5% sur une lamelle
en déformation plane à Z = 0.51e (modèle 2D1D)
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Figure D.2 – Évolution du champ de contrainte pour une compression de 2.5% sur une lamelle
tridimensionnelle à Z = 0.47e et Y = 0.06A (modèle 3D1D)
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Figure D.3 – Évolution du champ de contrainte pour une compression de 7% sur une lamelle
tridimensionnelle à Z = 0.47e et Y = 0.027 (modèle 3D1D cylindrique avec 2 modes de Fourier)
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Figure D.4 – Évolution du champ de contrainte pour une traction de 80% sur une poutre tridi-
mensionnelle à Y = 0.67e et Z = 0.67 (modèle 3D2D)
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Résumé : Dans le cadre d’une collaboration avec la société Eurocopter, nous avons développé une
technique de réduction de modèles pour la modélisation de structures lamifiées élastomère-métal.
Nous avons réalisé des éléments finis "réduits" à partir d’une formulation variationnelle pour des
problèmes d’équilibre hyperélastiques quasi-incompressibles. Ces éléments permettent via un en-
richissement des champs inconnus (cinématique et pression) de condenser une ou plusieurs direc-
tions géométriques, réduisant ainsi la dimension (et donc la taille) du problème à résoudre.
A partir de tests numériques de validations (réalisés comparativement à des modèles de référence),
on démontre la fiabilité ainsi que la performance de la méthodemise en oeuvre, que ce soit en terme
de comportement global (raideurs effectives, efforts résultants) aussi bien qu’en terme de compor-
tement local (champ de contraintes, ...) pour peu que l’enrichissement de l’approximation soit suffi-
sant.
En guise d’applications, nous avons tout d’abord couplé cette technique de réduction avec une mé-
thode de continuation, afin d’évaluer la limite de stabilité de structures lamifiées élastomère-métal
(utilisées pour des applications aéronautiques : butées de pales d’hélicoptères). Puis nous avons réa-
lisé une extension de cette méthode au cas d’un comportement dissipatif de type Kelvin-Voigt visco-
hyperélastique. Enfin, nous l’avons utilisé pour analyser la réponse d’une structure poutre à section
composite (élastomère et unidirectionels de verre ou de carbone).
Mots clefs : Mots Clés : hyperélasticité, grandes-déformations, incompressibilité, éléments-finis, ré-
duction demodèles, enrichissement
Abstract : In collaboration with Eurocopter, we have developed a reduction model strategy to the si-
mulation of laminated rubber-bearings. In the context of a varational formulation for nearly
incompressible hyperelastic bodies, we have carried out reduced finite elements. Via an enrichment
of the unknown fields, we condensed the direction of length and thus reducing the computing size
(and therefore the computing time).
From the results of numerical tests (compared to the numerical response of models of reference) we
have illustrated the reliability and the performances of the proposedmethod. These comparisons are
done both on the global response (effective stiffness, resulting loads) and the local response (stress
fields, . . . ).
As an application, we have first used this method together with a continuation strategy to study the
structural stability of laminated bearing structures. Then we have realized an extension of this me-
thod for dissipative materials (visco-hyperelastic) with a Kelvin-Voigt model. Finally, we have analy-
sed the response of a composite beam (elastomer and glass or carbon unidirectional fibers).
Keywords : hyperelasticity, finite strain, finite element, model reduction, enrichment
