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Abstract
In the present paper, the authors make use of some results in probability theory with a view to estimating the rate
of convergence for the Bézier variant of the Bleimann–Butzer–Hahn operators for functions of bounded variation.
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1. Introduction, definitions and the main results
Over two decades ago, Bleimann et al. [3] introduced a sequence of positive linear operators defined
on the space of real functions on the infinite interval [0,∞) by
Ln( f, x) :=
n∑
k=0
pn,k(x) f
(
k
n − k + 1
)
(
x ∈ [0,∞); n ∈ N := {1, 2, 3, . . .}
)
,
(1)
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where, for convenience,
pn,k(x) :=
(n
k
)
pkx q
n−k
x
(
px := x1 + x ; qx := 1 − px =
1
1 + x
)
.
The approximation properties of the Bleimann–Butzer–Hahn operators defined by (1) were studied
by (among others) Abel [1], Abel and Ivan [2], Khan [6], and Vecchia [8]. These investigations were
also motivated by the fact that Ln is an operator of probabilistic type. In fact, we can write
Zn,x := Sn,x
n − Sn,x + 1 (Sn,x := ξ1,x + · · · + ξn,x),
where ξ1,x , . . . , ξn,x are independent random variables having the same Bernoulli distribution with
parameters
px := x1 + x ,
that is,
Prob {ξk,x = 1} = px and Prob {ξk,x = 0} = qx := 1 − px ,
so that Sn,x has the binomial distribution with parameters n, px . This probabilistic representation plays
an important technical rôle in the present paper as well. Furthermore, since the Bézier curve is known to
play an important rôle in computer-aided geometric designs, we now consider the Bézier variant of the
Bleimann–Butzer–Hahn operators as follows:
Ln,α( f, x) =
n∑
k=0
Q(α)n,k(x) f
(
k
n − k + 1
) (
x ∈ [0,∞); n ∈ N;α  1
)
, (2)
where
Q(α)n,k(x) = (Jn,k(x))α − (Jn,k+1(x))α
(
Jn,n+1(x) := 0
)
and
Jn,k(x) =
n∑
j=k
pn, j (x).
It is easily verified that Ln,α( f, x) are positive linear operators and that
Ln,1( f, x) ≡ Ln( f, x)
in terms of the Bleimann–Butzer–Hahn operators Ln( f, x) defined by (1).
Some basic properties of Jn,k(x) are given below:
(i) Jn,k(x) − Jn,k+1(x) = pn,k(x) (k ∈ N0 := N ∪ {0});
(ii) Jn,0(x) > Jn,1(x) > · · · > Jn,k(x) > Jn,k+1(x) > · · ·;
(iii) For k ∈ N, 0 < Jn,k(x) < 1 and Jn,k(x) increases strictly on [0,∞).
By the Lebesgue–Stieltjes integral representation, we have
Ln,α( f, x) =
∫ ∞
0
f (t)dt
(
Kn,α(x, t)
)
,
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where the kernel Kn,α(x, t) is defined by
Kn,α(x, t) =


∑
k<(n−k+1)t
Q(α)n,k(x) (0 < t < ∞)
0 (t = 0).
We point out that the rate of convergence for functions of bounded variation was investigated by
Bojanic´ and Vuilleumier [4] (and, subsequently, by many other authors) involving several different
operators defined on functions of bounded variation (cf., e.g., [7]). In the present paper, we investigate
the rate of convergence for the Bézier variant (2) of the Bleimann–Butzer–Hahn operators (1) by using
the decomposition technique for functions of bounded variation.
Our main result is contained in the following theorem.
Theorem. Let f be a function of bounded variation on every finite subinterval of the infinite interval
[0,∞). Suppose also that, for some r ∈ N,
f (t) = O(tr ) (t → ∞).
Then, for x ∈ (0,∞), α  1, and n sufficiently large,∣∣∣∣Ln,α( f, x) − 12α f (x+) −
(
1 − 1
2α
)
f (x−)
∣∣∣∣
 9α(1 + x)√
nx
(| f (x+) − f (x−)| + εn(x)| f (x) − f (x−)|)
+ 7α(1 + x)
2
(n + 2)x
n∑
k=1
Ωx
(
fx , x√k
)
+ O(n−1) (n → ∞),
where
εn(x) =
{
1
(
(n + 1)px ∈ N
)
0 (otherwise),
fx(t) =


f (t) − f (x−) (0  t < x)
0 (t = x)
f (t) − f (x+) (x < t < ∞),
and Ωx( f, h) satisfies each of the following properties:
(i) Ωx( f, h) is monotone non-decreasing with respect to h;
(ii) limh→∞{Ωx( f, h)} = 0 if f is continuous at the point x;
(iii) If f is a function of bounded variation on [a, b] and V ba ( f ) denotes the total variation of f on[a, b], then
Ωx( f, h)  V x+hx−h ( f ).
2. A set of lemmas
Each of the following results (Lemmas 1 to 4) will be required in our proof of the main theorem.
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Lemma 1 ([2]). For all x ∈ [0,∞) and n ∈ N, the following inequality holds true:
Ln((t − x)2, x) = E [(Zn,x − x)2]  3x(1 + x)
2
n + 2 ,
where E[X ] denotes the expected value of the random variable X.
Lemma 2. For x ∈ (0,∞),∣∣∣∣∣
∑
k/(n−k+1)>x
pn,k(x) − 12
∣∣∣∣∣  9(1 + x)√nx .
Proof. Apart from at most one term pn,k(x) when k/(n − k + 1) = x , by using the following transform:
pn,k(x) =
(n
k
) xk
(1 + x)n =
(n
k
)( x
1 + x
)k ( 1
1 + x
)n−k
=
(n
k
)
yk(1 − y)n−k =: bn,k(y)
(
y := x
1 + x
)
,
we have ∑
k/(n−k+1)>x
pn,k(x) =
∑
k>(n+1)y
bn,k(y),
which is approximately equal to
By
(
(n + 1)y, n − (n + 1)y + 1)
B
(
(n + 1)y, n − (n + 1)y + 1)
in terms of the Beta function B(α, β) and the incomplete Beta function By(α, β) defined by
B(α, β) := B1(α, β) and By(α, β) :=
∫ y
0
tα−1(1 − t)β−1dt(
R(α) > 0;R(β) > 0
)
.
Thus we have
1 − 2
∑
k/(n−k+1)>x
pn,k(x) = 1 − 2
∑
k/(n+1)>y
bn,k(y)
= 1 − 2
B
(
(n + 1)y, n − (n + 1)y + 1)
∫ y
0
t(n+1)y−1(1 − t)n−(n+1)ydt
= 2
(
1
2
− Prob{ξn+1,y  y}
)
,
where ξn+1,y is a random variable with the Beta distribution, and∣∣∣∣12 − Prob{ξn+1,y  y}
∣∣∣∣  τ · E [|(1 − y)X1 − yY1|3]√
n
(
y(1 − y))3/2
(
1√
2π
 τ < 0.8
)
,
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where X1 and Y1 are the independent Gamma variables, X1 with parameters λ and y, and Y1 with
parameters λ and (n + 1)(1 − y). Following Khan [5], we have
E
[
|(1 − y)X1 − yY1|3
]
 y(1 − y)
[
(1 − y)2(1 + y)(5 + y) + 2y2(2 − y)(3 − 2y)
]
.
Also, by making use of the elementary inequality 4cd  (c + d)2, we have
(1 − y)2(1 + y)(5 + y) 
(
(1 − y) + (1 + y)
2
)2 (
(1 − y) + (5 + y)
2
)2
= 9
and
2y2(2 − y)(3 − 2y) 
(
y + (2 − y)
2
)2 (2y + (3 − 2y)
2
)2
= 9
4
.
Consequently, we have
E
[
|(1 − y)X1 − yY1|3
]

(
9 + 9
4
)
y(1 − y) = 45
4
y(1 − y)
and ∣∣∣∣12 − Prob{ξn+1,y  y}
∣∣∣∣  (0.8)45y(1 − y)4√n (y(1 − y))3/2 =
9√
ny(1 − y) .
Thus, finally, we get∣∣∣∣∣
∑
k/(n−k+1)>x
pn,k(x) − 12
∣∣∣∣∣  9(1 + x)√nx
(
x ∈ (0,∞); n ∈ N
)
,
which completes the proof of Lemma 2. 
Lemma 3. For x ∈ (0,∞), α  1, and k ∈ N, the following two-sided inequality holds true:
Q(α)n,k(x)  αpn,k(x) <
α(1 + x)√
2enx
.
Proof. For the Bernstein basis functions, the following optimum bound was obtained by Zeng [9]:(n
k
)
τ k(1 − τ )n−k  1√
2enτ (1 − τ ) (0 < τ < 1),
which, for τ = x/ (1 + x), yields Lemma 3. 
Lemma 4. Let r ∈ N and x ∈ (0,∞). Then, for all integers n satisfying
(n + 1)(p2x − p3x/2)  r,∑
k∈K
(
k
n − k + 1
)r
pn,k(x)  12 · r !
r∑
s=1
S(r, s)
xs−1(1 + x)r−s+2
n + r − s + 2
n!
(n + r − s)!
= O
(
1
n
)
(n → ∞),
where S(r, s) denotes the Stirling numbers of the second kind and K is the set of all integers k such that
n  k  2(n − k + 1)x .
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Proof. By the definition of the Stirling numbers S(r, s) of the second kind, we readily have
ar =
r∑
s=1
S(r, s)a(a − 1) · · · (a − s + 1) (r ∈ N),
since
S(n, 0) =
{
1 (n = 0)
0 (n ∈ N).
Thus we can write∑
k∈K
(
k
n − k + 1
)r
pn,k(x) =
r∑
s=1
S(r, s)As, (3)
where
As :=
∑
k∈K
k(k − 1) · · · (k − s + 1)
(n − k + 1)r pn,k(x) =
∑
k∈K
1
(n − k + 1)r
n!
(k − s)!(n − k)! p
k
x q
n−k
x .
Since
1
(n − k + 1)r =
r∏
j=1
(
1
(n − k + j)
(n − k + j)
(n − k + 1)
)
=
r∏
j=1
[
1
n − k + j
(
1 + j − 1
n − k + 1
)]

r∏
j=1
( j
n − k + j
)
= r ! (n − k)!
(n − k + r)! ,
we obtain
As  r !
∑
k∈K
n!
(k − s)!(n − k + r)! p
k
x q
n−k
x
= r !
∑
l∈Ks
n!
l!(n + r − s − l)! p
l+s
x q
n−l−s
x
= r !n!p
s
x q−rx
(n + r − s)!
∑
l∈Ks
(
n + r − s
l
)
xl
(1 + x)n+r−s
= r !n!p
s
x q−rx
(n + r − s)!
∑
l∈K∗
(
n + r − s
l
)
xl
(1 + x)n+r−s , (4)
where
Ks := {k − s : k ∈ K}
and K∗ ⊃ Ks stands for the set of all integers l such that
n  l > 3
2
(n − l + 1)x .
Also, by Markov’s inequality and Lemma 1, we have
Prob {Zn,x  x − h} + Prob{Zn,x  x + h} = Prob{|Zn,x − x |  h}
 E [(Zn,x − x)
2]
h2
 3x(1 + x)
2
(n + 2)h2 (h > 0).
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The probabilistic interpretation of the last sum, together with the bounds for As in (4), yields
As 
r !n!xs(1 + x)r−s
(n + r − s)! Prob
{
Zn+r−s,x >
3x
2
}
 12 · r !n!x
s−1(1 + x)r−s+2
(n + r − s)!(n + r − s + 2) . (5)
Finally, by combining the estimates in (3) and (5), Lemma 4 is proved. 
3. Proof of the theorem
First of all, it is easily seen that∣∣∣∣Ln,α( f, x) − 12α f (x+) −
(
1 − 1
2α
)
f (x−)
∣∣∣∣  ∣∣Ln,α( fx , x)∣∣
+
∣∣∣∣ f (x+) − f (x−)2α Ln,α
(
sign(α)(t − x), x
)
+
[
f (x) − 1
2α
f (x+) −
(
1 − 1
2α
)
f (x−)
]
Ln,α(δx , x)
∣∣∣∣ , (6)
where
sign(α)(t − x) :=


2α − 1 (t > x)
0 (t = x)
−1 (t < x)
and δx(t) =
{
1 (x = t)
0 (x 	= t).
Direct calculations give
Ln,α
(
sign(α)(t − x), x
)
= −
∑
k<(n−k+1)x
Q(α)n,k(x) + (2α − 1)
∑
k>(n−k+1)x
Q(α)n,k(x)
= 2α
∑
k>(n−k+1)x
Q(α)n,k(x) − 1 + εn(x)Q(α)n,k(x)
= 2α
( ∑
k>(n−k+1)x
pn,k(x)
)α
− 1 + εn(x)Q(α)n,k(x)
and
Ln,α(δx , x) = εn(x)Q(α)n,k(x)
in terms of the εn(x) involved in the theorem. Hence, using Lemmas 2 and 3, we have∣∣∣∣ f (x+) − f (x−)2α Ln,α
(
sign(t − x), x
)
+
[
f (x) − 1
2α
f (x+) −
(
1 − 1
2α
)
f (x−)
]
Ln,α(δx , x)
∣∣∣∣
=
∣∣∣∣∣ f (x+) − f (x−)2α
[
2α
( ∑
k>(n=k+1)x
pn,k(x)
)α
− 1
]
+ [ f (x) − f (x−)]εn(x)Q(α)n,k(x)
∣∣∣∣∣
 9α(1 + x)√
nx
| f (x+) − f (x−)| + α(1 + x)√
2enx
εn(x)| f (x) − f (x−)|
 9α(1 + x)√
nx
(
| f (x+) − f (x−)| + εn(x)| f (x) − f (x−)|
)
.
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Next, with a view to estimating Ln,α( fx , x) given by the following Lebesgue–Stieltjes integral:
Ln,α( fx , x) =
∫ ∞
0
fx(t)dt
(
Kn,α(x, t)
)
, (7)
we decompose the integral on the right-hand side of (7) into four parts as follows:
Ln,α( fx , x) =
∫ ∞
0
fx(t)dt
(
Kn,α(x, t)
)
=
(∫
I1
+
∫
I2
+
∫
I3
+
∫
I4
)
fx(t)dt
(
Kn,α(x, t)
)
=: E1 + E2 + E3 + E4, (8)
where
I1 =
[
0, x − x√
n
]
, I2 =
[
x − x√
n
, x + x√
n
]
, I3 =
[
x + x√
n
, 2x
]
and
I4 = [2x,∞).
Observing that fx(x) = 0, we first have
|E2| 
∫ x+x/√n
x−x/√n
|gx(t) − gx(x)|dt
(
Kn,α(x, t)
)
 Ωx
(
fx , x√
n
)
 x
nx
n∑
k=1
Ωx
(
fx , x√k
)
. (9)
Next, in order to estimate E1, we write
y = x − x√
n
and use the Lebesgue–Stieltjes integration by parts. We thus obtain
|E1| =
∣∣∣∣
∫ y
0
fx(t)dt (Kn,α(x, t))
∣∣∣∣ 
∫ y
0
Ωx( fx , x − t)dt
(
Kn,α(x, t)
)
= Ωx( fx , x − y)Kn,α(x, y+) +
∫ y
0
Kˆn,α(x, t)dt
(
−Ωx( fx , x − t)
)
,
where Kˆn,α(x, t) is the normalized form of Kn,α(x, t). Also, since
Kˆn,α(x, t)  Kn,α(x, t) on (0,∞),
by Lemma 1 it follows that
|E1|  Ωx( fx , x − y) 3αx(1 + x)
2
(n + 2)(x − y)2 +
3αx(1 + x)2
n + 2
∫ y
0
1
(x − t)2 dt
(
−Ωx( fx , x − t)
)
.
Integrating by parts in the last term, we have∫ y
0
1
(x − t)2 dt
(
−Ωx( fx , x − t)
)
= −Ωx( fx , x − t)
(x − t)2
∣∣∣∣
y+
0
+
∫ y
0
Ωx( fx , x − t) 2
(x − t)3 dt.
Hence
|E1|  3αx(1 + x)
2
n + 2
(V x0 ( fx)
x2
+ 2
∫ y
0
V xt ( fx)
(x − t)3 dt
)
,
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which, under the change of the integration variable given by
t = x − x√
u
and dt = x
u
√
u
du,
yields the following estimate for E1:
|E1|  6α(1 + x)
2
(n + 2)x
n∑
k=1
Ωx
(
fx , x√k
)
. (10)
In a similar manner, we can show that
|E3|  6α(1 + x)
2
(n + 2)x
n∑
k=1
Ωx
(
fx , x√k
)
. (11)
Finally, by Lemma 4 and the assumption that
fx(t) = O(tr ) (r ∈ N; t → ∞),
we have
E4 :=
∫ ∞
2x
fx(t)dt (Kn,α(x, t)) = O
(
1
n
)
(n → ∞). (12)
By combining the estimates given by (6) and (9) to (12), we obtain the result asserted by the theorem.
This completes the proof of the theorem.
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