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Abstract
A new four-dimensional family of skew-symmetric solutions of the Jacobi equations
for Poisson structures is characterized. As a consequence, previously known types of
Poisson structures found in a diversity of physical situations appear to be obtainable
as particular cases of the new family of solutions. Additionally, it is possible to apply
constructive methods for the explicit determination of fundamental properties of those
solutions, such as their Casimir invariants, symplectic structure and the algorithm for the
reduction to the Darboux canonical form, which have been reported only for a limited
sample of known finite-dimensional Poisson structures. Moreover, the results developed
are valid globally in phase space, thus ameliorating the usual scope of Darboux theorem
which is of local nature.
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I. INTRODUCTION
Poisson structures1,2 are present in many different domains of mathematical physics,
such as fluid dynamics,3 plasma physics,4 field theory,5 continuous media,6 etc. In
particular, finite-dimensional Poisson structures (to which this work is devoted) are rel-
evant in the study of very different kinds of nonlinear systems, including population
dynamics,7−12 mechanics,13−16 electromagnetism,17 optics,18 or plasma physics,19 to cite
a sample. The association of a finite-dimensional Poisson structure to a differential sys-
tem (which is still an open problem16,20,21,22 ) is not only mathematically appealing, but
also very useful through the use of a plethora of specialized techniques which include
the development of perturbative solutions,17 numerical algorithms,23 stability analysis
by means of the energy-Casimir24 and energy-momentum25 methods, characterization of
invariants,26 reductions,2,27 analysis of integrability properties,28 establishment of vari-
ational principles,29 study of bifurcation properties and chaotic behavior,18,30 etc.
When expressed in terms of a system of local coordinates on an n-dimensional mani-
fold, finite-dimensional Poisson structures take the form:
x˙i =
n∑
j=1
Jij∂jH , i = 1, . . . , n (1)
Here and in what follows ∂j ≡ ∂/∂xj . The C
1 real-valued function H(x) in (1) is a
constant of motion of the system playing the role of Hamiltonian. The Jij(x), called
structure functions, are also C1 and real-valued and constitute the entries of an n × n
structure matrix J . The Jij(x) are characterized by two properties. The first one is that
they are skew-symmetric:
Jij = −Jji for all i, j (2)
And second, they are solutions of the Jacobi equations
n∑
l=1
(Jil∂lJjk + Jkl∂lJij + Jjl∂lJki) = 0 (3)
where indices i, j, k run from 1 to n in equations (2) and (3).
One of the reasons justifying the importance of the Poisson representation is the local
equivalence bewteen Poisson systems and classical Hamiltonian systems, as stated by
Darboux theorem1,2 which demonstrates that if an n-dimensional Poisson manifold has
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constant rank of value 2r everywhere, then at each point of the manifold there exist local
coordinates (p1, . . . , pr, q1, . . . , qr, z1, . . . , zn−2r) in terms of which the equations of motion
become:
q˙i =
∂H
∂pi
, p˙i = −
∂H
∂qi
, i = 1, . . . , r
z˙j = 0 , j = 1, . . . , n− 2r
As mentioned above, the problem of recasting a given vector field not explicitly writ-
ten in the form (1) in terms of a finite-dimensional Poisson system is an open issue
of fundamental importance in this context to which important efforts have been de-
voted in past years in a variety of approaches and situations.7−22 This explains, together
with the intrinsic mathematical interest of the problem, the permanent attention de-
served in the literature by the obtainment and classification of skew-symmetric solutions
of the Jacobi equations.7−22,31−38 Given that equations (3) constitute a set of coupled
nonlinear partial differential equations, the characterization of solutions of (2-3) has
proceeded by means of either suitable ansatzs7−11,32,37 or through a diversity of other
approaches.12−16,20−22,31,38 These efforts have led to the determination of certain families
of solutions of increasing nonlinearity such as the constant ones (of which the symplectic
matrices are just a particular case), as well as linear2,33 (i.e. Lie-Poisson), affine-linear,34
quadratic,7−11,15,35,36 and cubic37 structures, together with solutions which comprise arbi-
trary functions.12−14,16,20−22,31,32,38 Simultaneously, the growing complexity of the Jacobi
equations (3) as the dimension n increases has determined that the analysis is often fo-
cused on three-dimensional solutions,9,10,12,20,21,32,37,38 while the characterization of fam-
ilies of dimensions four,13 five,14 six,17 etc. is less frequent. In addition, some wide
families of n-dimensional solutions have also been analyzed in the literature.8,11,31,33−36
In this work a new four-dimensional family of solutions of the Jacobi equations (3) is
characterized. This contribution presents several interesting features. First, it is worth
noting that previously known types of Poisson structures appearing in a diversity of
physical situations and systems can be seen to be obtainable as particular cases of the
new family of solutions, as it will be seen in the examples section. Second, in spite of
their generality the solutions to be considered in what follows are amenable to explicit
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and detailed analysis, since it is possible to characterize globally their Casimir invariants
and symplectic structure, as well as to globally provide the reduction to the Darboux
canonical form. This constitutes a significant amelioration of the usual scope of Darboux
theorem, which does only guarantee in principle a local reduction.1,2 In addition, the
achievement of such reduction is relevant as far as the explicit determination of the
Darboux coordinates is often a complicated task, only known for a limited sample of
finite-dimensional Poisson structures.2,8,27,31,38
The structure of the article is as follows. In Section II the new solutions are character-
ized. The symplectic structure and the constructive reduction to the Darboux canonical
form are investigated in Section III. Examples and comments on the relationship with
some previously known results are provided in Section IV. The work concludes in Section
V with some final remarks.
II. CHARACTERIZATION OF THE FAMILY OF SOLUTIONS
We begin with one of the main results:
Theorem 2.1: Consider the family of functions of the form
Jij(x) = σijη(x)ψi(xi)ψj(xj)
4∑
k,l=1
ǫijklφl(xl) , i, j = 1, . . . , 4 (4)
defined in an open domain Ω ⊂ IR4, where ǫijkl denotes the Levi-Civita symbol and such
that:
(a) Constants σij ∈ IR are defined for every pair (i, j), i 6= j.
(b) σij = σji for every pair (i, j), i 6= j.
(c) σij 6= 0 for at least one pair (i, j), i 6= j.
(d) η(x), ψi(xi) and φi(xi) are C
1(Ω) functions of their respective arguments for every i.
(e) η(x) and ψi(xi) are nonvanishing in Ω for every i.
(f) The differences (φi(xi)− φj(xj)) are nonvanishing in Ω for every pair (i, j), i 6= j.
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Then the set of functions Jij(x) defined in (4) constitutes a skew-symmetric solution of
the four-dimensional Jacobi identities
4∑
l=1
(Jil∂lJjk + Jkl∂lJij + Jjl∂lJki) = 0 , i, j, k = 1, . . . , 4 (5)
and therefore J = (Jij) is a four-dimensional structure matrix, if and only if:
σ12σ34 = σ13σ24 = σ14σ23 (6)
Proof: Consider first functions (4) in the case η = 1. Substitution of (4) in equation
(5) of indexes (i, j, k) leads after some algebra to:
∑4
l=1(Jil∂lJjk + Jkl∂lJij + Jjl∂lJki) =
ψiψjψk
∑4
r1,r2,s1,s2=1
{(σijσjkǫijr1r2ǫjks1s2 + σkjσijǫkjr1r2ǫijs1s2)(∂jψj)φr2φs2+
(σkiσijǫkir1r2ǫijs1s2 + σjiσkiǫjir1r2ǫkis1s2)(∂iψi)φr2φs2+
(σikσjkǫikr1r2ǫjks1s2 + σjkσkiǫjkr1r2ǫkis1s2)(∂kψk)φr2φs2+
(σis2σjkǫis2r1r2ǫjks1s2 + σks2σijǫks2r1r2ǫijs1s2 + σjs2σkiǫjs2r1r2ǫkis1s2)ψs2φr2(∂s2φs2)} =
ψiψjψk
∑4
r1,r2,s1,s2=1
{
(σis2σjkδ
is2r1r2
jks1s2
+ σks2σijδ
ks2r1r2
ijs1s2 + σjs2σkiδ
js2r1r2
kis1s2
)ψs2φr2(∂s2φs2)
}
(7)
where the δ symbol denotes the generalized Kronecker delta according to its standard
definition, namely: given q superindexes (i1, . . . , iq) and q subindexes (j1, . . . , jq) all of
them taking values in the range (1, . . . , n), then δ
i1...iq
j1...jq is defined by the properties: (a)
it is totally antisymmetric in the superindexes; (b) it is totally antisymmetric in the
subindexes; (c) if the superindexes are all different (this is, ia1 6= ia2 if a1 6= a2) and
the subindexes are a permutation of the superindexes, then δ
i1...iq
j1...jq takes the value +1
(respectively, −1) if (i1, . . . , iq) and (j1, . . . , jq) are permutations of the same (of different)
sign; (d) the value of δ
i1...iq
j1...jq is zero otherwise. Consequently, it can be verified that the
expression in (7) vanishes if two of the three indexes (i, j, k) are equal. Consider then the
case in which i, j and k are different. If m is the integer, 1 ≤ m ≤ 4, such that (i, j, k,m)
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is a permutation of (1, 2, 3, 4), we arrive at:
∑4
l=1(Jil∂lJjk + Jkl∂lJij + Jjl∂lJki) =
ψiψjψkψm(∂mφm) {σimσjk(φk − φj) + σkmσij(φj − φi) + σjmσki(φi − φk)} =
ψiψjψkψm(∂mφm) {(σjmσki − σkmσij)φi + (σkmσij − σimσjk)φj + (σimσjk − σjmσki)φk}
(8)
Now let p, where 0 ≤ p ≤ 4, be the number of functions φi which have constant value
everywhere in Ω. Taking into account hypothesis (f) of the theorem, there are five
different possibilities to be examined for equation (8):
p = 0 : in this case it is straightforward that (8) vanishes if and only if (6) holds.
p = 1 : the analysis and the result are similar to those of the case p = 0.
p = 2 : assume without loss of generality that φk and φm are constant in Ω while φi and
φj are not. Then expression (8) vanishes if and only if:
σimσjk − σjmσik = (σimσjk − σijσkm)φk + (σijσkm − σimσjk)φm = 0
Given that φk 6= φm, these equations are equivalent to (6).
p = 3 : suppose without loss of generality that φi, φj and φk are constant in Ω, while φm
is not. Then expression (8) is equal to zero if and only if:
{(σjmσki − σkmσij)φi + (σkmσij − σimσjk)φj + (σimσjk − σjmσki)φk} ∂mφm = 0
Taking into account that ∂mφm does not vanish everywhere in Ω, and that φi, φj and
φk are arbitrary (as far as hypothesis (f) of the theorem is respected) the outcome
is again that (6) is necessary and sufficient for the vanishing of (8).
p = 4 : equations (8) vanish because ∂mφm = 0 for all possible values of m. This is to be
expected because in this case we are dealing with a separable structure.31
Then conditions (6) are necesary and sufficient for the vanishing of (8) when 0 ≤ p ≤ 3.
For p = 4 expression (8) is always zero. This concludes the analysis of the case η = 1.
Let us now turn to the general form (4) of the solution, namely to general η. To analyze
this case, consider an arbitrary four-dimensional skew-symmetric solution Jij(x) of the
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Jacobi equations. If such solution is multiplied by a C1(Ω) function η(x) the resulting
set of functions J∗ij(x) = η(x)Jij(x) will be a skew-symmetric solution of (5) if and only
if η verifies:
(JimJjk + JkmJij + JjmJki) ∂mη = 0 (9)
where again (i, j, k,m) denotes every permutation of (1, 2, 3, 4). We now apply condition
(9) to the functions Jij in (4) for which η = 1, just considered in the first part of this
proof. It can thus be seen that:
JimJjk + JkmJij + JjmJki =
ψiψjψkψm
∑4
p,q,r,s=1 φqφs
{
σimσjkδ
jkrs
impq + σijσkmδ
ijrs
kmpq + σjmσkiδ
kirs
jmpq
} (10)
To evaluate this expression, consider first the cases 0 ≤ p ≤ 3, which are verified if and
only if (6) is valid. In such situations equation (10) becomes
JimJjk + JkmJij + JjmJki =
ψiψjψkψmσimσjk
∑4
p,q,r,s=1 φqφs
{
δjkrsimpq + δ
ijrs
kmpq + δ
kirs
jmpq
}
= 0
and the result is demonstrated. For the remaining case p = 4 it can be seen after some
algebra that (10) amounts to:
JimJjk + JkmJij + JjmJki = ψiψjψkψm {(σimσjk − σjmσki)(φiφj + φkφm)+
(σijσkm − σimσjk)(φiφk + φjφm) + (σjmσki − σijσkm)(φiφm + φjφk)}
(11)
This expression must vanish everywhere in Ω if (4) is to be a solution for arbitrary η in
this case. Since p = 4 (namely all φi are constant in Ω) then hypothesis (f) implies that
there are two possibilities: either φi 6= 0 for every i = 1, . . . , 4; or φi = 0 for just one value
of i. It can be shown in both situations that (11) vanishes if and only if (6) is verified.
Consequently, the inclusion of function η implies that conditions (6) are also necessary
and sufficient in the case p = 4. This completes the proof of Theorem 2.1. Q.E.D.
Therefore the family of Poisson structures just characterized has the matrix form
J = η ·


0 σ12ψ1ψ2(φ4 − φ3) σ13ψ1ψ3(φ2 − φ4) σ14ψ1ψ4(φ3 − φ2)
σ12ψ1ψ2(φ3 − φ4) 0 σ23ψ2ψ3(φ4 − φ1) σ24ψ2ψ4(φ1 − φ3)
σ13ψ1ψ3(φ4 − φ2) σ23ψ2ψ3(φ1 − φ4) 0 σ34ψ3ψ4(φ2 − φ1)
σ14ψ1ψ4(φ2 − φ3) σ24ψ2ψ4(φ3 − φ1) σ34ψ3ψ4(φ1 − φ2) 0


(12)
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where additionally σ12σ34 = σ13σ24 = σ14σ23. For what is to follow, the next definition
will be necessary:
Definition 2.2: For every open domain Ω ⊂ IR4, the set of Poisson structures defined
in Ω and of the kind (4) characterized in Theorem 2.1 will be denoted Θ(Ω).
To provide the basis for the analysis of the symplectic structure and Darboux reduc-
tion in Section III and also in order to complete the description of these structures, the
following result is important:
Proposition 2.3: Let Ω ⊂ IR4 be an open set, then every Poisson structure J ∈ Θ(Ω)
has constant rank of value 2 everywhere in Ω.
Proof: The determinant of J in (12) is:
| J |= η(ψ1ψ2ψ3ψ4)
2[(σ14σ23 − σ13σ24)(φ1φ2 + φ3φ4)+
(σ12σ34 − σ14σ23)(φ1φ3 + φ2φ4) + (σ13σ24 − σ12σ34)(φ1φ4 + φ2φ3)]
2
Due to identities (6) the result is that | J |= 0. Therefore the rank cannot be 4, but
only 2 or 0. The fact that the rank is 2 everywhere in Ω is implied by conditions (c), (e)
and (f) of Theorem 2.1. Q.E.D.
Proposition 2.3 provides the basis for the explicit determination of the symplectic
structure and Darboux reduction of these structures. This is the purpose of the next
section.
III. SYMPLECTIC STRUCTURE AND DARBOUX CANONICAL FORM
Before developing the main issues of this section it is necessary to recall a known
definition38 that will be needed for their establishment:
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Definition 3.1: Let Ω ⊂ IR4 be an open set. A reparametrization of time is defined
as a transformation of the form
dτ =
1
µ(x)
dt (13)
where t is the initial time variable, τ is the new time and µ(x) : Ω −→ IR is a C1(Ω)
function which does not vanish in Ω.
The sense of this definition is the following: let
dx
dt
= J · ∇H (14)
be an arbitrary four-dimensional Poisson structure defined in an open domain Ω ⊂ IR4.
Then, every reparametrization of time of the form (13) leads from (14) to the differential
system:
dx
dτ
= µJ · ∇H (15)
Note however that such transformation often destroys the Poisson structure for systems
of dimension higher than three,38 because for a given J which is a structure matrix, µJ
is not necessarily a solution of (2-3) as it has been discussed in the proof of Theorem 2.1
in connection with the four-dimensional case.
The main purpose of this section is the investigation of the symplectic structure
of family Θ(Ω). The central result in this sense corresponds to the next theorem, for
which the proof is constructive and completely classifies the different cases arising in the
explicit determination of the Casimir invariants and the global reduction to the Darboux
canonical form for the members of Θ(Ω):
Theorem 3.2: For every four-dimensional Poisson system
dx
dt
= J · ∇H
defined in an open domain Ω ⊂ IR4 and such that J ∈ Θ(Ω), both a complete set of
C2(Ω) independent Casimir invariants as well as the reduction to the Darboux canonical
form, can be globally constructed in Ω.
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Proof: The proof begins with an auxiliary result:
Lemma 3.3: Let Ω ⊂ IR4 be an open set, then every J ∈ Θ(Ω) is equivalent to a
Poisson structure J ′ defined in a domain Ω′, of rank constant and equal to 2 in Ω′ and
components of the form
J ′ij(y) = σijη
′(y)
4∑
k,l=1
ǫijklφ
′
l(yl) , i, j = 1, . . . , 4 (16)
Moreover, J ′ is obtained through the change of variables globally diffeomorphic in Ω
yi(xi) =
∫
dxi
ψi(xi)
, i = 1, . . . , 4 (17)
and Ω′ = y(Ω) is the diffeomorphic image of Ω through transformation (17).
Proof of Lemma 3.3: Recall that after a general diffeomorphism y = y(x), a given
structure matrix J (x) is transformed into another one J ′(y) according to the rule:
J ′ij(y) =
n∑
k,l=1
∂yi
∂xk
Jkl(x)
∂yj
∂xl
(18)
The use of (18) with transformation (17) on J leads to (16) with η′(y) = η(x(y)) and
φ′i(y) = φi(x(y)) for i = 1, . . . , 4. The fact that the rank of (16) is constant and of value
2 everywhere in Ω′ is a direct consequence of Proposition 2.3 and identity (18). Q.E.D.
The Poisson structure (16) will be the starting point for the rest of the proof. Now
two complementary cases are to be distinguished:
CASE I: σij 6= 0 for all pairs (i, j), i 6= j. The analysis of this case must begin with a
definition and some preliminary results:
Definition 3.4: Given an open set Ω ⊂ IR4, a Poisson structure belonging to Θ(Ω)
is said to be σ-positive if all its constants σij can be chosen to be positive, where
i, j = 1, . . . , 4 and i 6= j.
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Lemma 3.5: Let Ω ⊂ IR4 be an open set, and let J ∈ Θ(Ω) be a Poisson structure
for which σij 6= 0 for every pair i 6= j, where i, j = 1, . . . , 4. Then J is σ-positive
and can be expressed in terms of the set of constants σ˜ij =| σij |.
Proof of Lemma 3.5: From now on, we define σ ≡ σ12σ34 = σ13σ24 = σ14σ23 (recall
equation (6)). Four main cases can be distinguished:
Case 1: σij > 0 for all i 6= j. The matrix is already in σ-positive form.
Case 2: σij < 0 for all i 6= j. This is reduced to Case 1 by redefining φi(xi) as
φ˜i(xi) = −φi(xi) for every i.
Case 3: σ > 0 with constants σij both positive and negative. There are two sub-
cases:
Case 3.1: There are two negative and four positive constants σij with i < j.
Case 3.1.1: σ12 < 0 and σ34 < 0.
Case 3.1.2: σ13 < 0 and σ24 < 0.
Case 3.1.3: σ14 < 0 and σ23 < 0.
The three subcases 3.1.x are reduced in two steps:
Step 1: redefine φi(xi) as φ˜i(xi) = −φi(xi) for every i.
Step 2: redefine ψi(xi) as ψ˜i(xi) = −ψi(xi) for i = 3, 4 in subcase
3.1.1, for i = 1, 3 in subcase 3.1.2 and for i = 1, 4 in subcase 3.1.3.
Case 3.2: There are two positive and four negative constants σij with i < j.
These are three possible cases that coincide with the ones appearing after
Step 1 of items 3.1.1, 3.1.2 and 3.1.3 and therefore their reduction corre-
sponds to the transformations indicated in Step 2 of those three subcases.
Case 4: σ < 0. Clearly it can be assumed without loss of generality that σ12 < 0.
Then there are four possibilities:
Case 4.1: σ13 < 0 and σ14 < 0. Redefining ψ˜1(x1) = −ψ1(x1) it is reduced to
Case 1.
Case 4.2: σ13 > 0 and σ14 > 0. Redefining ψ˜2(x2) = −ψ2(x2) it is reduced to
Case 1.
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Case 4.3: σ13 > 0 and σ14 < 0. Redefining ψ˜3(x3) = −ψ3(x3) it is reduced to
Case 2.
Case 4.4: σ13 < 0 and σ14 > 0. Redefining ψ˜4(x4) = −ψ4(x4) it is reduced to
Case 2.
This completes the proof of Lemma 3.5. Q.E.D.
A result that complements the last lemma is the next one:
Lemma 3.6: For every set of positive real constants {σ12, σ13, σ14, σ23, σ24, σ34} veri-
fying conditions (6) there exists a unique set of positive real constants {σ1, σ2, σ3, σ4}
such that the equalities σij = σiσj are satisfied for every pair (i, j), with i < j,
1 ≤ i ≤ 3, 2 ≤ j ≤ 4.
Proof of Lemma 3.6: The existence of the constants σi can be seen on their explicit
expressions
σ1 =
(
σ12σ13σ14
σ
)1/2
, σ2 =
(
σσ12
σ13σ14
)1/2
, σ3 =
(
σσ13
σ12σ14
)1/2
, σ4 =
(
σσ14
σ12σ13
)1/2
where now σ > 0. To prove uniqueness, taking logarithms of equalities σij = σiσj
allows reducing the problem to the investigation of the following linear system:


1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1


·


ln σ1
ln σ2
ln σ3
ln σ4

 =


ln σ12
ln σ13
ln σ14
ln σ − ln σ14
ln σ − ln σ13
ln σ − ln σ12


(19)
Then the application of the Rouche´-Fro¨benius theorem shows that system (19) has
a unique solution for {σ1, σ2, σ3, σ4} and the result is demonstrated. Q.E.D.
Therefore notice that in Case I, Lemma 3.5 can be used to assume that all the
σij > 0. Moreover, Lemma 3.6 can also be employed to write σij = σiσj in every
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case. Then from (16) we have the following type of Poisson matrix:
J ′ij(y) = σiσjη
′(y)
4∑
k,l=1
ǫijklφ
′
l(yl) , i, j = 1, . . . , 4 (20)
with σi > 0 for i = 1, . . . , 4. We can now state:
Lemma 3.7: For an open set Ω ⊂ IR4, assume that J ∈ Θ(Ω) is equivalent
after transformation (17) to a Poisson structure J ′ of the form (20) defined in
y(Ω) = Ω′ ⊂ IR4 and such that σi > 0 for i = 1, . . . , 4. Then a complete set
of independent Casimir invariants of such Poisson structure J ′ which are globally
defined in Ω′ and C2(Ω′) is given by:
C1(y) = σ2σ3σ4y1 + σ1σ3σ4y2 + σ1σ2σ4y3 + σ1σ2σ3y4 (21)
C2(y) = σ1σ2σ3σ4
4∑
i=1
∫
φi(yi)
σi
dyi (22)
Proof of Lemma 3.7: It is an application of the Pfaffian method.26 Q.E.D.
We can then proceed to the reduction to the Darboux canonical form in Case I. For
this, consider the following change of variables globally diffeomorphic in Ω′:
{z1 = y1 , z2 = y2 , z3 = C1(y) , z4 = C2(y)} (23)
where C1(y) and C2(y) are those in (21) and (22). When the transformation rule
(18) is applied for (23) to matrix (20) the result is:
J ′′(z) = η′′(z) ·


0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

 (24)
which is defined in Ω′′ = z(Ω′), and where η′′(z) = σ1σ2η
′(y(z))(φ′4(y(z))−φ
′
3(y(z))).
To conclude, the reduction to the Darboux canonical form is achieved making use
of Definition 3.1 to perform a time reparametrization of the form (13), namely
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dτ = η′′(z)dt, where τ is the new time and η′′(z) is clearly nonvanishing in Ω′′
and C1(Ω′′). According to (14) and (15) the result is a new Poisson system with
Darboux-type structure matrix:
JD =


0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

 (25)
The reduction is thus globally completed in Case I.
CASE II: σij = 0 for some pair (i, j), i 6= j. Again matrix (16) is our starting point.
Now notice that σ = 0 and as a consequence of conditions (6) we actually have
σij = 0 for at least three of the six pairs (i, j), with i < j, 1 ≤ i ≤ 3, 2 ≤ j ≤ 4.
This leads to eight possible subcases:
{ (II.A.1 : σ14 = σ24 = σ34 = 0), (II.A.2 : σ12 = σ13 = σ14 = 0),
(II.A.3 : σ12 = σ23 = σ24 = 0), (II.A.4 : σ13 = σ23 = σ34 = 0),
(II.B.1 : σ13 = σ14 = σ34 = 0), (II.B.2 : σ12 = σ13 = σ23 = 0),
(II.B.3 : σ12 = σ14 = σ24 = 0), (II.B.4 : σ23 = σ24 = σ34 = 0) }
(26)
As it can be seen, these subcases are grouped in two different four-member sets (II.A
and II.B). The four members of each set present analogous symplectic structures
and similar reduction procedures to Darboux form. Let us start with the II.A
possibilities:
Lemma 3.8: For an open set Ω ⊂ IR4, assume that J ∈ Θ(Ω) is equivalent
after transformation (17) to a Poisson structure J ′ of the form (16) defined in
y(Ω) = Ω′ ⊂ IR4 and corresponding to one of the subcases II.A.1 to II.A.4 in (26).
Then a complete set of independent Casimir invariants of such Poisson structure
J ′ which are globally defined in Ω′ and C2(Ω′) is, respectively:
II.A.1 : C1(y) = y4
C2(y) = σ23
∫
φ1(y1)dy1 + σ13
∫
φ2(y2)dy2 + σ12
∫
φ3(y3)dy3 −
14
(σ23y1 + σ13y2 + σ12y3)φ4(y4)
II.A.2 : C1(y) = y1
C2(y) = σ34
∫
φ2(y2)dy2 + σ24
∫
φ3(y3)dy3 + σ23
∫
φ4(y4)dy4 −
(σ34y2 + σ24y3 + σ23y4)φ1(y1)
II.A.3 : C1(y) = y2
C2(y) = σ34
∫
φ1(y1)dy1 + σ14
∫
φ3(y3)dy3 + σ13
∫
φ4(y4)dy4 −
(σ34y1 + σ14y3 + σ13y4)φ2(y2)
II.A.4 : C1(y) = y3
C2(y) = σ24
∫
φ1(y1)dy1 + σ14
∫
φ2(y2)dy2 + σ12
∫
φ4(y4)dy4 −
(σ24y1 + σ14y2 + σ12y4)φ3(y3)
Proof of Lemma 3.8: It is similar to the one of Lemma 3.7. Q.E.D.
We carry out now the reduction to the Darboux canonical form for subcase II.A.
For the sake of conciseness this will be done for the first possibility II.A.1, since the
procedure is entirely analogous for the remaining situations II.A.2 to II.A.4. Thus
for II.A.1 the following change of variables globally diffeomorphic in Ω′ is defined:
{v1 = y1 , v2 = y2 , v3 = C2(y) , v4 = C1(y)} (27)
where C1(y) and C2(y) are those in Lemma 3.8 for subcase II.A.1 and according
to hypothesis (c) of Theorem 2.1 it is assumed σ12 6= 0 without loss of generality.
Applying (18) and (27) to such structure matrix it is again obtained a Poisson
structure of the form J ′′(v) = η′′(v) · JD defined in v(Ω
′), where now η′′(v) =
σ12η
′(y(v))(φ′4(y(v))−φ
′
3(y(v))) and JD is given in (25). The reduction is concluded
by means of a time reparametrization (13) of the form dτ = η′′(v)dt, where η′′(v)
is nonvanishing in v(Ω′) and C1(v(Ω′)). The result is thus a new Poisson system
with structure matrix (25) and the reduction is globally completed.
Consider next subcases II.B in (26). For each of them both generic and nongeneric
possibilities must be distinguished, according to the following definition:
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Definition 3.9: Given a Poisson structure of the kind (16) characterized in Lemma
3.3 and corresponding to one of the subcases II.B.1 to II.B.4 in (26), such structure
will be called generic if only three of the six constants σij vanish, for i < j, 1 ≤ i ≤ 3,
2 ≤ j ≤ 4, while if four or five of such constants are zero the same type of structures
will be termed nongeneric.
Obviously the case in which all constants σij vanish is excluded due to condition
(c) of Theorem 2.1. Now the generic II.B subcases will be treated first. For them
we have the following result:
Lemma 3.10: For an open set Ω ⊂ IR4, assume that J ∈ Θ(Ω) is equivalent
after transformation (17) to a Poisson structure J ′ of the form (16) defined in
y(Ω) = Ω′ ⊂ IR4 and corresponding to one of the generic subcases II.B.1 to II.B.4
in (26). Then a complete set of independent Casimir invariants of such Poisson
structure J ′ which are globally defined in Ω′ and C2(Ω′) is, respectively:
II.B.1 : C1(y) = σ23σ24y1 + σ12σ24y3 + σ12σ23y4
C2(y) = σ23σ24
∫
φ1(y1)dy1 + σ12σ24
∫
φ3(y3)dy3 + σ12σ23
∫
φ4(y4)dy4
II.B.2 : C1(y) = σ24σ34y1 + σ14σ34y2 + σ14σ24y3
C2(y) = σ24σ34
∫
φ1(y1)dy1 + σ14σ34
∫
φ2(y2)dy2 + σ14σ24
∫
φ3(y3)dy3
II.B.3 : C1(y) = σ23σ34y1 + σ13σ34y2 + σ13σ23y4
C2(y) = σ23σ34
∫
φ1(y1)dy1 + σ13σ34
∫
φ2(y2)dy2 + σ13σ23
∫
φ4(y4)dy4
II.B.4 : C1(y) = σ13σ14y2 + σ12σ14y3 + σ12σ13y4
C2(y) = σ13σ14
∫
φ2(y2)dy2 + σ12σ14
∫
φ3(y3)dy3 + σ12σ13
∫
φ4(y4)dy4
Proof of Lemma 3.10: It is similar to the one of Lemma 3.7. Q.E.D.
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Regarding the reduction to the Darboux canonical form for the generic II.B sub-
cases, possibility II.B.1 will be the only one explicitly considered, since again the
procedure is completely analogous for the other cases II.B.2 to II.B.4. Then for
II.B.1 (generic) the transformation globally diffeomorphic in Ω′ to be performed is:
{w1 = y1 , w2 = y2 , w3 = C1(y) , w4 = C2(y)} (28)
where C1(y) and C2(y) are those in Lemma 3.10 for II.B.1. Once (28) is defined,
the rest of the reduction for the generic II.B.1 case is entirely similar to that of
subcase II.A.1.
The only remaining situations are the nongeneric II.B subcases. The results to be
presented are completely analogous for the four possibilities II.B.1 to II.B.4, and
consequently we shall only deal explicitly with II.B.1 for the sake of brevity. For
this, notice that there are two possible nongeneric situations for II.B.1:
II.B.1.a: One of {σ12, σ23, σ24} vanishes. These three subcases are retrieved as par-
ticular instances of the II.A cases already analyzed, in such a way that the
complete set of independent Casimir invariants and the reduction to the Dar-
boux canonical form are also obtained as particular results of the ones given
for II.A. Specifically, we may have:
• σ12 = 0: Such matrix is a particular case of II.A.2 in which σ34 = 0.
• σ23 = 0: This is a particular case of II.A.4 with σ14 = 0.
• σ24 = 0: It is a particular case of II.A.1 with σ13 = 0.
II.B.1.b: Two of {σ12, σ23, σ24} vanish. Then the Casimir invariants are apparent
and only a time reparametrization remains in order to reduce the Poisson
system to Darboux form.
The classification is similar for the nongeneric II.B.2 to II.B.4 possibilities. Case II
is thus concluded.
The demonstration of Theorem 3.2 is therefore complete. Q.E.D.
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Thus not only the Poisson structures considered but also their possible kinds of
Casimir invariants and global reductions to the Darboux canonical form are completely
characterized after the previous results. Once the main properties have been considered
in detail, it is interesting to put in perspective the family just analyzed, as far as it is
closely related to other Poisson structures reported in the literature. This is the aim of
the next part of the work.
IV. EXAMPLES AND RELATIONSHIP WITH OTHER SOLUTIONS
In this section the relationship of the family of solutions investigated with some other
well-known Poisson structures is briefly explored. This is useful not only because the fam-
ily of form (4) characterized in Theorem 2.1 provides a generalization of other structures
or families of structures to be mentioned, but also because pointing up the intersections
among different families should be helpful for future investigations regarding the Jacobi
equations. Additionally, such illustrations provide interesting examples of the solutions
analyzed throughout the paper.
Consider first the particular case of members of Θ(Ω) for which functions η(x) and
φi(xi) (i = 1, . . . , 4) have constant values. The result is always a separable Poisson
structure,31 namely a structure matrix of the form Jij = aijψi(xi)ψj(xj), where the aij
are real constants that constitute the entries of a skew-symmetric matrix A = (aij), and
the ψi(xi) are nonvanishing C
1(Ω) functions. Recall that separable matrices are always
solutions of the Jacobi equations (2-3) independently of the dimension of the Poisson
manifold.31 There are several interesting kinds of Poisson systems for which separable
structures are natural in general dimension n, and consequently in the specific case of
dimension n = 4. This is the case of Poisson models arising in the domain of population
dynamics (for either Lotka-Volterra11 or generalized Lotka-Volterra8 systems), plasma
models19 and systems such as the Toda and relativistic Toda lattices.15 The interested
reader is referred to the primary reference for further examples and the full details re-
garding issues such as the determination of the Casimir invariants and the reduction to
the Darboux canonical form for separable Poisson structures.31 Note in addition that ac-
cording to Proposition 2.3 the structures belonging to Θ(Ω) have constant rank of value
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2 everywhere in Ω, while the rank of a separable matrix is the rank of A. Then it is in-
teresting to remark that the particular case in which η and φi (i = 1, . . . , 4) are constant
does not comprise all possible four-dimensional separable matrices but only separable
structures of rank two, thus illustrating an intersection between two known families of
Poisson structures.
As a second example, consider the limit case in which the functions ψ4(x4) = φ4(x4) =
0 are considered in (12). In the resulting Poisson structure, it is clear that x4 is a Casimir
function. Then if a reduction is carried out to the symplectic leaf x4 = c, the outcome is
the 3-d Poisson structure of matrix:
J[3d] = η˜ ·


0 ψ1ψ2φ˜3 −ψ1ψ3φ˜2
−ψ1ψ2φ˜3 0 ψ2ψ3φ˜1
ψ1ψ3φ˜2 −ψ2ψ3φ˜1 0

 (29)
where η˜(x1, x2, x3) = η(x1, x2, x3, c) and φ˜i = σjkφi for i = 1, 2, 3, where (i, j, k) denotes
an arbitrary permutation of (1, 2, 3). Dropping the tildes for the sake of clarity, the
resulting structures can also be expressed as:
(J[3d])ij(x1, x2, x3) = η(x1, x2, x3)ψi(xi)ψj(xj)
3∑
k=1
ǫijkφk(xk) , i, j = 1, 2, 3 (30)
Poisson structures of the form (29-30) have been studied in detail in the literature,38
and actually they comprise as particular cases very different Poisson matrices employed
before in several domains, including the Euler top,2 the Kermack-McKendrick model,10,37
certain integrable cases of the Lorenz system,20 population models such as those of Lotka-
Volterra9,11,37 and generalized Lotka-Volterra8 types, the Maxwell-Bloch equations,27
the Rabinovich system,20 or the RTW interaction equations.20 A discussion of these
particular instances as well as an analysis of structures (29-30) including their symplectic
structure, Casimir invariants and construction of the Darboux coordinates are present
in the aforementioned reference.38 Such family is also interesting from the point of view
of the separable structures considered in the first part of this section, since it is evident
that all three-dimensional separable structures are particular cases of (30).
It can be thus appreciated how the identification of the solutions characterized in
Theorem 2.1 leads to the establishment of some new links among different families of
Poisson structures.
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V. FINAL REMARKS
Every new contribution to the study of skew-symmetric solutions of the Jacobi equa-
tions tends to provide a more general perspective of the field of finite-dimensional Poisson
structures. Typical features of this fact can be appreciated in the previous analysis. Not
only the identification of new finite-dimensional Poisson structures constitutes in itself
a relevant problem from the point of view of mathematical physics, but in addition this
knowledge provides a richer framework for the fundamental problem of recasting a given
differential flow into a Poisson system, whenever possible. Additionally, it is worth noting
that the characterization of a sufficiently general solution family often allows the con-
ceptual and operational unification of diverse Poisson structures and systems previously
well-known but unrelated, which can hereafter be regarded from a more general and eco-
nomic standpoint. Examples of this have been given in Section IV. In particular, in such
sense it is physically interesting to identify the Casimir invariants and to develop the
reduction procedure to the Darboux canonical form for the new solution families. These
are features of special relevance when they can be globally achieved, thus providing an
additional instance of a result that goes beyond the a priori scope of Darboux theorem
and has been reported only in a limited number of cases. This kind of results suggests
that the direct investigation of the Jacobi equations constitutes a fruitful line of research
not only for classification purposes but also for the detailed analysis of Poisson structures,
not to mention its mathematical interest as an example of nonlinear system of PDEs.
Additionally to these considerations, it is worth recalling that dimension three is the sim-
plest nontrivial case for the analysis of the Jacobi equations and has consequently been
studied in much more detail than higher dimensions, as discussed in the Introduction.
On the other hand, Jacobi equations (3) become increasingly complicated as dimension
grows. This explains the relative scarcity of results for dimensions four and higher. Cer-
tainly, a complete knowledge of the skew-symmetric solutions of the Jacobi equations is
still far, but nevertheless the investigation of the problem seems to be a unavoidable issue
for a better understanding of finite-dimensional Poisson structures, and therefore of the
scope of Hamiltonian dynamics.
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