Abstract. Ant colony optimization (ACO) is a class of stochastic search procedures working in the space of the solutions which has been applied to several NP-hard combinatorial optimization problems. Two-stage updating pheromone for invariant ant colony optimization algorithm (TSIACO) as one of novel ACO algorithm has been proved that it is a strong invariant ACO algorithm. Experimental results based on traveling salesman problems (TSP) show its feasibility compared to max-min ant system (MMAS). However, how the parameters affecting the performance of TSIACO has not been studied. In this paper, the framework of constructing invariant ACO algorithm based on TSIACO is proposed firstly. Then, we use the experimental analysis method to study the action of parameters based on TSP. Lastly, we compare the performance of TSIACO with other novel ACO algorithms to show the effectiveness of TSIACO.
Introduction
Swarm intelligence (SI) is an innovative distributed intelligent paradigm for solving optimization problems that inspired by collective animal behavior. Currently, the most successful SI algorithms are ant colony optimization (ACO) [1] and particle swarm optimization (PSO) [2, 3] . ACO is a class of optimization algorithms modeled on the foraging behavior of an ant colony. It has been showed that ants usually can find the shortest rout from their nest to the food source. Under this inspiration, Dorigo et al. [4] used a colony of artificial ants to simulate the real ants.
The first and basic ACO algorithm, called ant system (AS) [5] was introduced as a novel nature-inspired metaheuristic for the solution of combinatorial optimization problems in the early 1990s. However, it was not able to compete against the state-of-the art algorithms in the field especially for large scale problems. Therefore, many kinds of ACO algorithms have been developed to improve the performance of AS in the following years. The main novel algorithms include ant colony system (ACS) [5] , max-min ant system (MMAS) [6] , rank-based ant system (ASrank) [7] , and hyper-cube ant system [8] , and so on. After the initial proof-of-concept application to the traveling salesman problems (TSP), ACO was applied to many other combinatorial optimization problems, such as knapsack problems [9] , scheduling problems [10] , assignment problems [11] , and vehicle routing problems [12] .
Research on ACO algorithms has shown that pheromone trail is key factor in ACO algorithms [1] . It can help to reduce the size of the explored search space and concentrate the search space found by the best solution. Therefore, the management of the pheromone trails [13] is an effective way to achieve such a balance for ACO algorithms. But if the reinforcement is too large, the probability of premature convergence will increase. As this basis, two-stage updating pheromone for invariant ant colony optimization algorithm (TSIACO) was proposed by Zhang et al. [14] .
In TSIACO algorithm, ordinal update rule is introduced, the pheromone update by two stages and the range of values the pheromone trail is limited to the interval. However, the number of parameters in TSIACO is lager than standard ACO algorithms. How to determine the value of parameters is an important issue for TSIACO algorithm. It is also an open problem for all evolutionary computation (EC). In this paper, we use experimental analysis method to study the role of every parameter. Then we get the best combination of parameters. The rest of this paper is organized as follows. In Section 2, we review the framework of TSIACO based on TSP and its major characteristics and improvements. We propose general framework to construct invariance ant colony algorithm based on TSIACO in Section 3. In Section 4 presents some computational investigation showing the effectiveness of these modifications. In Section 5, we briefly summarize our main results and outline future work.
The Framework of TSIACO
In this section, we take the TSP as an example to describe process of TSIACO in detail.
Tour Construction
Initially, m ants are put on m randomly chosen cities. Each ant applies a probabilistic action choice rule to decide which city to visit next, at each construction step. Suppose ant k in city i , then it will choose the next city j with a probability
o t h e r w i s e
where
is a heuristic value, ( ) ij t  is pheromone trail value where t is the iteration counter,  and  are two parameters, and k i N is the feasible neighborhood of ant k when being at city i .
Pheromone Trail Updating
Ordinal Update Rule. In the beginning of the algorithm, the first r ants sorted by the function value in one construction step are used to update pheromone trail. The update follows the rule max min 1 1
where 1  is a parameter called the evaporation rate, max  and min  are the bound of pheromone trail.
After all m ants have generated a tour, the ants are sorted by tour length
where 1 :
is quality function of  , such that 1 2
Single Solution Update Rule. Another one is using soft partition. That is, if cf c  , using the first r solutions update pheromone trail; otherwise, using the iteration-best solution or the global-best solution updates pheromone trail.
Where cf , called convergence factor, has been introduced in [8] , and c is a number satisfied 0 1 c   .
Pheromone Trail Limits and Initialization
In TSIACO algorithm, the pheromone trails are limited to the interval min max 
The Framework of Invariant ACO
Because of the lower bounded of pheromone min  used in the TSIACO, TSIACO belongs to the class of ACO min  . According to the proof in [15] , the class of ACO min  algorithm is convergent algorithm, thereby TSIACO is convergent. As the basis of the TSIACO, we can get a framework of constructing invariant ACO algorithm by generalizing the improvement strategies used in TSIACO. Firstly, pheromone trail restrictions within a fixed range, that is,
. Secondly, the independent variable of quality function is defined as the ordinal of ant. The ordinal can be getting by sorting the fitness function or the length of path constructed by the ant. Thirdly, the pheromone of all the edges will decrease a constant value. Only part of the ants will allow releasing pheromone on their passing edges according to their ordinal. Lastly, the pheromone can be initialized as the constant times of max  . This framework can be used to the ACO algorithms which have pheromone limited in principle. The standard ACO algorithms such as AS, ASrank, MMAS, and ACS can be constructed corresponding to invariant algorithms especially strongly invariant algorithms, called invariant AS (IAS), invariant (IASrank), invariant MMAS (IMMAS) and invariant ACS (IACS). IAS, IASrank, IMMAS can be viewed as special examples of TSIACO algorithm in some degree.
Parameter Analysis and Experimental Results
In this section, we compare the performance of the TSIACO algorithm using two partition methods with other ACO algorithms on TSP instances. The TSP benchmark instances are all taken from TSPLIB. 1 The maximum iteration number we set to 10000n , where n is number of city. Each instance is tested 25 times independently by each algorithm. It is worthy to indicate that since the main purpose of this experiment is to study the quality of different ACO algorithms mentioned above, no local search method is used to improve their performance. TSIACO1 and TSIACO2 stand for the TSIACO algorithm using hard partition and soft partition respectively. Firstly, we experimentally study the influence on the setting specific parameters on TSIACO performance based on the TSP instance d198 using different settings of averaged over 15 independent executions of the algorithms, respectively. The maximum number of tour constructions is 10000n .
Parameter values for 1  and 2

To examine the influence of different values of evaporation rate, we present curves for the trade-off between the average solution qualities versus the number of tour constructions using hard partition. In Fig. 1 (a) , it can be observed that for a low number of tour constructions, especially the first 1500 iterations, better tours are found when using higher values of 1  . This is due to the fact that for higher 1  the pheromone trails on arcs which are not less reinforced decrease faster, and hence, the search concentrates earlier around the best tours seen so far. But the tour using lower value changes better after 2000 iteration. The reason is that the evaporation rate changes the same value after 1500 iteration. Then the information accumulated in the first stage does work. In addition, the quality using 0.004 is better than using 0.002. This means that the value of 1  is limited and can not be infinitely small. In Fig. 1 (b) , it can be found that the value of 2  changes from 0.03 to 0.20, the better tours are found.
Parameter Setting for p , c , and r
We present variation for the average distance and iteration number Iavg which is the first iteration number of finding the best solution with different the stage partition and the solution number using for ordinal update, respectively. The results show in Fig. 2 and Fig. 3 , where In Fig. 2 and Fig. 3 , it can be observed that the value of p , c and r belong to {0.15, 0.25} , {0.8, 0.9} , and {5,10, 20} better solution can be found with lower number of tour construction.
Comparisons with Other ACO Algorithms
From the structure of the algorithm, the TSIACO can be viewed as the algorithm fusion of MMAS and ASrank algorithm. Therefore, it belongs to range of algorithm fusion. To further test the performance of the TSIACO, we compare the TSIACO with other two kinds of novel ACO algorithms, Chen's method [16] and Cluster-ACO [17] . Only hard partition is considered in TSIACO. Chen's method represents a novel ACO algorithm which is a hybrid optimization algorithm fused the advantages of ant colony optimization, particle swarm optimization and genetic algorithm. Cluster-ACO is a novel algorithm which introduce the idea and method of data mining to improve the performance of MMAS. The experimental results are shown in Table 1 , where the opt S is the known best solution, the PDM and PDB represent a deviation percentage of average solution quality and optimal solution which get by algorithm with the known best solution respectively, and the Std represents the standard deviation. From Table 1 , we can find that the value of PDM is 0 on the instance berlin52 for all the three algorithms. It shows that they can find the best known solution in the every runtime. Additionally, the value of PDM is 0 on the instance lin105 for the TSIACO and Cluster-ACO. And on the other instances, the value of PDM for the TSIACO and Cluster-ACO is less than Chen's method. Therefore, the TSIACO and Cluster-ACO is better than Chen's method on the solution quality. Besides the instances berlin 52 and lin 105, the value of PDM for Cluster-ACO is less than TSIACO on the instances eil51, eil76 and ch150. However, on the other 12 instances, the value of PDM for TSIACO is the less than Cluster-ACO. It shows that the performance of TSIACO is better than Cluster-ACO.
We can also find that from instance eil51 to instance eil101, the value of PDB for three algorithms is 0. It presents that they can achieve the best known solution at least one time in the 25 times. And the value of PDM is little difference between TSIACO and the other algorithms. However, on the other instances, the value of PDM, PDB, and Std for the TSIACO is less than Cluster-ACO and Chen's method. It shows that the three algorithms are effective on the small and medium scale of the problems. But with the expansion of the scale of the problem, TSIACO algorithm can not only get a better solution, but also more stable.
Conclusions
In this paper we have presented an algorithm based on several modifications to standard ACO which aim to achieve approximate balance between the exploration and exploitation. To show the effectiveness of TSIACO, some simulation experiments based on TSP have been done in this paper. Our experimental results demonstrate that TSIACO achieves a strongly improved performance compared to Chen's method and Cluster-ACO. To further promote the idea used in TSIACO, the general framework of constructing invariant ACO based on TSIACO was also given in this paper.
