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Der rasante technologische Fortschritt in der Bildsensorik ermöglicht zunehmend detail-
lierte und hochfrequente Akquisitionen von Bildsequenzen. Dieser Informationsgewinn
dient als Grundlage für neue Verfahren in der digitalen Bildverarbeitung, die wiederum
höhere Anforderungen an die verarbeitenden Systeme stellen. Hierbei implizieren rei-
ne Softwarelösungen ein Maximum an Flexibilität, erfüllen jedoch selten die zugrunde
liegenden Echtzeitanforderungen komplexer Applikationen. Im Gegenzug bieten Hard-
warelösungen einerseits deutlich höhere Rechenleistungen, sind jedoch andererseits oft-
mals durch die limitiert zur Verfügung stehenden Ressourcen eingeschränkt. Ein weiteres
relevantes Kriterium ist die Anpassungsfähigkeit eines Systems an sich dynamisch ver-
ändernde Anforderungen. So ist es in der Bildverarbeitung nicht selten notwendig, auf
Variationen von Lichtverhältnissen, der Temperatur oder gar auf komplexere Faktoren,
die sich aus der Auswertung von Bildinhalten ergeben, zu reagieren. Im einfachsten Fall
kann die Adaption eines Systems durch eine geeignete Parametrierung von Funktions-
blöcken vorgenommen werden. Bei tiefergreifenden algorithmischen Änderungen gera-
ten klassische Hardwarearchitekturen, aufgrund ihrer statischen Eigenschaften, schnell
an ihre Grenzen, wodurch sich der Zielkonflikt zwischen Leistung und Adaptivität eines
Systems manifestiert.
Um die Anforderungen moderner Bildverarbeitungsalgorithmen an die Hardware zu
eruieren, wurden im Rahmen dieser Arbeit Architekturen für bestehende Verfahren ent-
worfen, sowie neue Algorithmen für diverse Anwendungsbereiche entwickelt. In diesem
Zusammenhang werden Methoden zur Parallelisierung von Abläufen präsentiert, die es
ermöglichen, Echtzeitanforderungen ressourceneffizient zu erfüllen. Bildverarbeitungs-
applikationen setzen sich typischer Weise aus Sequenzen eigenständiger und wieder ver-
wendbarer Verarbeitungsmodule zusammen. Das globale Forschungsziel dieser Arbeit
liegt in dem Entwurf und der Entwicklung einer zugrunde liegenden Hardwareplatt-
form, die für viele solcher Verarbeitungspipelines eine universelle Lösung darstellt. Auf
Seiten der Software abstrahiert ein hierarchisch gegliedertes Design–Automatisierungs-
konzept den Zugriff auf die Plattform. Der Benutzer greift unter Verwendung einer leicht
verständlichen Semantik nach dem Baukastenprinzip auf vorgefertigte IP–Cores zu, um
die gewünschte Funktionalität auf oberster Ebene zu definieren. Durch dieses Konzept ist
der Entwurf von hardwarebasierten Bildverarbeitungssystemen nicht mehr ausschließ-




Jedoch ist die Realisierbarkeit solch einer universell einsetzbaren Plattform zunächst
prinzipiell durch die beschränkten Logikressourcen begrenzt. Um diese Barriere abzu-
wenden, werden moderne Technologien herangezogen, die es ermöglichen, die Funk-
tionalität von integrierten Halbleitern während der Laufzeit partiell zu ändern. Durch
die dynamische partielle Rekonfiguration wird die Zeitachse als zusätzlicher Freiheits-
grad im Systementwurf gewonnen, so dass unterschiedliche Funktionsblöcke mit zeit-
lichem Versatz auf identische Logikressourcen abgebildet werden können. Es wird ge-
zeigt, dass sich moderne Field Programmable Gate Arrays (FPGA) aufgrund ihrer Leis-
tungsfähigkeit und ihrer strukturellen Eigenschaften als Zieltechnologie eignen. Unter-
schiedliche Methoden zur Laufzeitrekonfiguration werden anhand implementierter Fall-
studien evaluiert und optimiert. In dem vorgestellten Konzept wird ein Verfahren umge-
setzt, wodurch prinzipbedingte zusätzlich auftretende Latenzzeiten durch ein geeignetes
Rekonfigurations–Scheduling vermieden werden. Dabei wird der Rekonfigurationspro-
zess von der Plattform autonom gesteuert.
Die Anbindung eines schnellen externen Speichers an das Plattform–FPGA ist not-
wendig, um Eingangsbilder sowie Verarbeitungsergebnisse von instanzierten IP–Cores
zwischenzuspeichern. In dieser Arbeit wird ein innovatives Konzept eines für Bildverar-
beitungsalgorithmen optimierten Speichercontrollers vorgestellt. Der hierarchisch konzi-
pierte Speichercontroller gewährt mehreren Clients gleichzeitigen Zugriff auf das RAM
und abstrahiert die Verwaltungsschicht des Speichers. Ein neuartiges Schnittstellenkon-
zept minimiert die Anzahl benötigter Kommunikationsprimitive für dynamisch rekonfi-
gurierbare Clients. Auf diese Weise wird das Design–Routing vereinfacht, und die Anzahl
zusätzlicher Laufzeitverzögerungen wird nachweislich reduziert.
Die in dieser Arbeit vorgestellten Methoden und Architekturen wurden in Form einer
Framegrabberplattform realisiert und anhand einer umfangreichen Fallstudie evaluiert.
Es wird gezeigt, dass die Selbstrekonfiguration von FPGAs die industrielle Bildverar-
beitung weiterführt, solange die richtigen Abstraktions– und Design–Automatisierungs-
techniken bereitgestellt werden.
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1.1 Digitale Bildverarbeitung – Problemstellung
Die Bildverarbeitung ist ein Teilgebiet der Signalverarbeitung. Bilder können durch zwei-
dimensionale Intensitätsfunktionen E(x1, x2) repräsentiert werden. Sind dabei sowohl die
räumlichen Koordinaten als auch die Intensitätswerte endliche diskrete Größen, wird die
Abbildung als digital bezeichnet, und sie eignet sich zur rechnergestützten Verarbeitung.
Ein Hauptmerkmal eines digitalen Bildes ist die Auflösung. Sie ist definiert durch die
Anzahl enthaltener meist rechteckiger Bildelemente, die gewöhnlich als Pixel bezeichnet
werden. Physikalisch entspricht die Bildauflösung der örtlichen Abtastrate einer Szene.
Ist sie zu gering, können durch Grauwertunterschiede an den Pixelübergängen Artefak-
te entstehen. Erst wenn die Pixel kleiner sind, als es das menschliche Sehsystem auflö-
sen kann, ist dieser Effekt nicht mehr wahrnehmbar. Die Obergrenzen von geometrischer
Auflösung und Farbauflösung eines digitalen Bildes begrenzen den maximal enthaltenen
Informationsgehalt.
Eine der ersten Applikationen digitaler Bilder entstammt der Zeitungsindustrie aus
den frühen 1920ern [36, S. 3-4]. Um die zur Übertragung von Bildern über den Atlantik
benötigte Zeit zu verringern, wurden Bilder vom Sender kodiert und an der Empfangs-
stelle entsprechend wiederhergestellt. Jedoch dienten digitale Bilder über einen langen
Zeitraum primär der Dokumentation, der qualitativen Beschreibung und der Illustration
beobachteter Phänomene [55, S. 3]. Nur langsam entdeckte man die Vorteile, die sich aus
einer digitalen Bildverarbeitung ergeben. Die ersten klassischen Aufgaben bestanden in
1
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dem Zählen und Vermessen von Partikeln in mikroskopischen Aufnahmen. Im Laufe der
Zeit erkannte man zunehmend die Wichtigkeit von mathematischen Grundlagen für die
Zuverlässigkeit verwendeter Algorithmen. Heutzutage wurde die digitale Bildverarbei-
tung zu einem unentbehrlichen wissenschaftlichen Standardwerkzeug für einen Großteil
industrieller und wissenschaftlicher Anwendungen. Dabei unterscheidet man im Wesent-
lichen zwei Systembereiche. In der „Computer Vision“ soll ein Computersystem die glei-
chen Aufgaben erfüllen können wie ein biologisches System. Hierzu gehört primär das
Identifizieren und Lokalisieren von Objekten in Bildern. Hingegen beschäftigt sich der
Bereich „Machine Vision“ mit visuellen industriellen Prüfaufgaben, wie dem Prüfen von
Teilen einer Produktionslinie [55, S. 18]. Ein ebenfalls an Bedeutung gewinnender Spe-
zialfall der Bildverarbeitung ist die Videoverarbeitung. Hierbei werden Sequenzen von
Einzelbildern verarbeitet, wobei Algorithmen auch bildübergreifende Methoden verwen-
den, um dynamische Prozesse zu untersuchen.
Applikationen bestehen typischerweise aus Verkettungen mehrerer Bildverarbeitungs-
operationen. Diese „Verarbeitungs-Pipelines“ werden zyklisch für jedes Bild durchlau-
fen. Die Ergebnisse einzelner Verarbeitungsschritte können wiederum Bilder sein, jedoch
auch abstrakte Beschreibungen extrahierter Merkmale. Applikationen in der Bildverar-
beitung haben breit gefächerte Echtzeitanforderungen. In Produktionslinien sind diese
beispielsweise durch die Frequenz der Testobjekte, in Fahrerassistenzsystemen durch die
Bildfrequenz definiert. Ein verarbeitendes System muss mit ausreichend schnellem Spei-
cher ausgestattet sein sowie über genügend Rechenleistung verfügen. Der technische
Fortschritt bei der Entwicklung von Bildsensoren, sowie neue Schnittstellenkonzepte zur
Datenübertragung, ermöglichen höhere Datenraten, steigern aber zugleich die Anforde-
rungen an die verarbeitenden Systeme. Die Leistungsfähigkeit moderner Computersys-
teme ist ausreichend für viele industrielle messtechnische Qualitätskontrollaufgaben. Die
Anwendung komplexer Analysealgorithmen oder die Echtzeitauswertung hochauflösen-
der Bildfolgen überschreiten jedoch häufig die zur Verfügung stehende Performanz Soft-
warebasierter Verfahren. Zur Kompensation der limitierten Rechenleistung werden zu-
nehmend Graphical Processing Units (GPU) zu Bildverarbeitungszwecken eingebunden.
Die Hardwarestruktur dieser parallelen Streaming-Prozessoren ermöglicht eine effizien-
tere Ausführung algorithmischer Operationen, als dies mit einer Central Processing Unit
(CPU) möglich ist. Vor allem stehen dabei ihre Fähigkeit zur parallelen Verarbeitung so-
wie ihre hohe Speicherbandbreite im Vordergrund. Reicht der Leistungsgewinn dennoch
nicht aus oder ist die Datenrate für die Übertragung zwischen Kamera und PC zu hoch,
müssen Operationen in Hardware-Recheneinheiten ausgelagert werden. Auf diese Wei-
se lässt sich eine Datenvorverarbeitung oder auch -reduktion umsetzen, um PC-Systeme
hinreichend zu entlasten. Demzufolge können Softwarealgorithmen gezielt für Aufgaben
höherer Schichten eingesetzt werden. Ungeachtet dessen ist der Aufwand einer Hardwa-
reimplementierung ungleich größer als dies für eine äquivalente Softwareentwicklung
der Fall ist. Das Umsetzen von Änderungen in dem Entwurf, ebenso wie das Debuggen,
sind zeitaufwändiger und erhöhen die Entwicklungskosten. Bildverarbeitungsalgorith-
men sind zumeist abhängig von den Parametern ihrer Umgebung. Diese können sich
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in Applikationen potenziell dynamisch und unvorhersehbar ändern. Ein System muss
auf solche Einflüsse flexibel und schnell reagieren können, um eine stabile Verarbeitung
durchgehend zu gewährleisten. Dies ist eine weitere prinzipbedingte Hürde klassischer
Hardwarearchitekturen, die im Vergleich zu Softwarelösungen eine Laufzeitadaption nur
sehr eingeschränkt zulassen.
Bis heute sind zahlreiche interessante Forschungsarbeiten durch die Herausforderung
motiviert, diese Lücke adäquat zu schließen. In diesem Rahmen entstanden zunächst di-
verse integrierte Schaltkreise, deren neue Architekturen die Flexibilität in Hardwareent-
würfen deutlich vorantreiben. Sie unterstützen umfangreiche partielle Änderungen der
auf dem Substrat umgesetzten Funktionalität, sogar während der Laufzeit. Der Entwurf
von Hardware gewinnt auf diese Weise einen zusätzlichen Freiheitsgrad, der die Verar-
beitung in „Raum und Zeit“ ermöglicht. Jedoch findet diese Technologie in der Praxis
bislang nur selten Anwendung. Der Grund hierfür ist eine mangelnde Unterstützung
und Abstraktion durch Entwurfs-, Simulations- und Design-Automatisierungstools. Der
Entwicklungsprozess erfordert tiefgreifende Kenntnisse der zugrunde liegenden Archi-
tektur und des Design-Flows, wodurch die Technologie lediglich Spezialisten zugäng-
lich gemacht wird. Des Weiteren implizieren die neuen Verfahren auch Nachteile, wie
etwa zusätzliche rekonfigurationsbedingte Latenzzeiten, die eine Verschlechterung der
Echtzeitfähigkeit von Systemen zur Folge haben können. Schließlich erschweren die zu-
nehmenden Entwicklungszeiten und -kosten sowie die hohe Entwurfskomplexität den
industriellen Einsatz dieser dennoch potentialreichen Technologien.
1.2 Forschungsziele
Das Ziel dieser Arbeit ist der Entwurf und die Implementierung eines neuartigen hierar-
chischen Systemkonzepts zur digitalen Bildverarbeitung. Das System soll eine möglichst
universelle Lösung für eine Vielzahl von Algorithmen darstellen und die divergenten
Kriterien Flexibilität und Leistungsfähigkeit vereinen. Ein Design-Automatisierungskon-
zept wird eingeführt, das ein für den Anwender leicht zu bedienendes Interface, zur Spe-
zifikation und Verifikation der gewünschten Funktionalität, realisiert. Dabei bezieht sich
der Anwender nach dem Baukastenprinzip abstrakt auf die Metadaten vorgefertigter IP-
Cores. Die mehrstufige Verifikation der Spezifikation erstreckt sich von der Syntaxana-
lyse bis hin zur Signal-Schnittstellenprüfung der instanzierten Verarbeitungskette. Ziel-
setzung der umgesetzten Abstraktion ist es, dass die zur Ausführung der Spezifikation
resultierende Komplexität vollständig dem Anwender verborgen bleibt.
Zur Analyse der gefächerten Anforderungen unterschiedlicher Applikationen werden
mehrere Bildverarbeitungsalgorithmen implementiert und durch neue Methoden erwei-
tert. Im Vordergrund stehen dabei, neben der spezifischen Leistungsfähigkeit der Algo-
rithmen, der Entwurf und die Optimierung ressourceneffizienter Hardwarearchitekturen.
Anhand der daraus resultierenden Erkenntnisse lässt sich aufzeigen, dass sich Field Pro-
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grammable Gate Arrays (FPGA) durch ihre Beschaffenheiten als vorzuziehende Zieltech-
nologie eignen.
Kern des vorgestellten Systems bildet eine neue dynamisch rekonfigurierbare Hard-
wareplattform, die im Rahmen dieser Arbeit als Framegrabber verwirklicht wird. Für die
konzeptionelle Entwicklung der Plattform werden Methoden, entsprechend dem aktuel-
len Stand der Forschung, zu Nutze gemacht, mit dem Ziel, eine effiziente Infrastruktur
zur Selbstrekonfiguration von FPGAs zu schaffen. Unterdies wird das Prinzip der Zwei-
Slot-basierten dynamischen Rekonfiguration in dem Konzept umgesetzt. Der Rekonfi-
gurationsprozess wird analysiert und optimiert, um zusätzliche Latenzzeiten auszublen-
den. Diese Architektur soll nicht nur dem erwähnten Bedarf an Adaptivität genügen,
sondern vielmehr eine Umsetzung umfangreicher Verarbeitungs-Pipelines ermöglichen,
deren globaler Ressourcenbedarf die zur Verfügung stehenden überschreiten kann.
Aufgrund des begrenzten On-Chip Speichers ist die zusätzliche Anbindung eines
schnellen externen Speichers essentiell. Dieser dient primär der Pufferung von eingehen-
den Bildern sowie von Zwischenergebnissen der IP-Cores. Ein Forschungsschwerpunkt
dieser Arbeit ist der Entwurf eines innovativen mehrschichtigen Speichercontrollers. Der
Controller soll den parallelen Zugriff mehrerer Clients unterstützen und eine adäqua-
te Speicherverwaltung umsetzen. Zur Erzielung minimaler Entwicklungszeiten von IP-
Cores ist es notwendig, den Zugriff auf den Speicher zu abstrahieren und eine virtuelle
bildverarbeitungsspezifische Adressierung bereitzustellen. Darüber hinaus wird ein neu-
es minimales Anbindungskonzept vorgestellt, das sich speziell für dynamisch rekonfigu-
rierbare Projekte eignet und sich positiv auf das resultierende Design-Routing auswirkt.
Ein abschließendes reales Fallbeispiel dient der Demonstration und der Evaluierung
der beabsichtigten Funktionalitäten.
1.3 Gliederung
Kapitel 2 erörtert die Historie und die Definition der hardwarebasierten dynamischen
Datenverarbeitung. Diverse moderne Konzepte werden vorgestellt und deren Un-
terschiede und Funktionsweisen veranschaulicht. Insbesondere wird auf die tech-
nologischen Beschaffenheiten von FPGAs eingegangen, da diese im späteren Ver-
lauf (Kapitel 5) zur Zieltechnologie deklariert werden. Das Kapitel vermittelt einen
Überblick über den derzeitigen Stand der Forschung und definiert die im Weiteren
relevanten Begriffe.
Kapitel 3 behandelt innovative Bildverarbeitungsalgorithmen für Applikationen zur 3D-
Oberflächenmodellierung, Farbrückgewinnung, Binärisierung und Fahrzeugdetek-
tion. Nach der Erörterung spezifischer Problemstellungen werden die Leistungsfä-
higkeiten unterschiedlicher Methoden gegenübergestellt und mögliche Erweiterun-
gen der Algorithmen aufgezeigt. Im Anschluss werden die vorgestellten Verfahren
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auf ihre Hardwareimplementierbarkeit geprüft und entsprechende parallel verar-
beitende Architekturen präsentiert.
Kapitel 4 stellt ein für die Bildverarbeitung geeignetes Design-Automatisierungskonzept
vor, das eine mehrschichtige Abstraktion impliziert. Zu Beginn wird das Anwen-
derinterface und die zur Verfügung gestellte Spezifikationssemantik erläutert. Es
wird gezeigt, wie eine Technologieunabhängigkeit auf oberster Abstraktionsebe-
ne erreicht werden kann. Das Kapitel befasst sich weiterhin mit grundsätzlichen
Verifikationsmethoden zur Validierung des vom Anwender spezifizierten Ablaufs.
Abschließend werden potentielle Erweiterungen des vorgestellten Konzepts disku-
tiert.
Kapitel 5 behandelt die Festlegung der zur Implementierung vorzuziehenden Zieltech-
nologie. Kenntnisse über die technologischen Anforderungen werden aus den Er-
gebnissen vorhergehender Kapiteln abgeleitet. Auf diese Weise lassen sich die Kern-
ressourcen der Zielplattform sowie die benötigte Granularität – hinsichtlich der
dynamischen Rekonfiguration – bestimmen. Schließlich kommt das Kapitel zu der
Schlussfolgerung, dass sich FPGAs als Basis bildende integrierte Schaltung für das
vorgestellte Konzept bestens eignen.
Kapitel 6 beschreibt das Konzept und die Architektur der selbstrekonfigurierbaren Hard-
wareplattform. Zu Anfang wird die Infrastruktur elementarer Komponenten und
deren Datenkommunikation präsentiert. Das Funktionsprinzip einer Zwei-Slot ba-
sierten Rekonfigurationsarchitektur wird detailliert behandelt und die daraus her-
vorgehenden Vorteile für das Konzept erläutert. Zwei Fallbeispiele mit unterschied-
licher Ansteuerung der Rekonfigurationsressourcen werden implementiert, um den
Rekonfigurationsprozess auf physikalischer Ebene zu evaluieren und zu optimie-
ren.
Kapitel 7 präsentiert Methoden und Verfahren zur Abstraktion einer adäquaten Bild-
speicherverwaltung. Die Dienstgüteanforderungen an einen derartigen Speicher-
controller werden umrissen. Die in Kapitel 6 eingeführte Architektur wird zu einer
speicherzentrischen Struktur erweitert, und ein innovatives Anbindungskonzept
wird eingeführt. Das Kapitel behandelt detailliert die mehrschichtige Architektur
des Controllers, mit Schwerpunkten auf einer Prioritätsarbitrierung, der Dekodie-
rung von Instruktionsworten und nicht zuletzt mit der Speicherverwaltung und
-abbildung. Vorteile sowie prinzipbedingte Kosten werden ausführlich erörtert und
durch Fallbeispiele und Simulationsergebnisse untermauert.
Kapitel 8 beinhaltet eine umfangreiche Evaluierung des vollständig entwickelten Kon-
zepts. Zur Demonstration wurde eine Verarbeitungskette mit sechs IP-Cores spezi-
fiziert, die eine in Kapitel 3 vorgestellte Distanztransformation auf Eingangsbilder
anwendet. Die Parametrierung der Systemkomponenten sowie die resultierenden
6 KAPITEL 1 EINLEITUNG
Zwischenergebnisse einzelner Verarbeitungsschritte werden aufgezeigt. Zudem wer-
den die Rekonfigurations- und Verarbeitungszyklen, gemäß dem in Kapitel 6 vorge-
stellten Zwei-Slot Prinzip, messtechnisch erfasst. Das Kapitel trifft schließlich eine
Aussage über die resultierende Leistungsfähigkeit des Konzepts und stellt sie der
eines herkömmlichen Software-basierten Ansatzes gegenüber.
Kapitel 9 fasst die erzielten Neuerungen und Ergebnisse zusammen und schließt diese
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In den 1970ern stellte Gordon E. Moore ein empirisches Gesetz auf, demzufolge sich
die Integrationsdichte integrierter Schaltkreise alle 18 Monate verdoppelt [73]. Diese Ge-
setzmäßigkeit hat sich bis heute als zutreffend erwiesen. Durch die Fortschritte in der
Mikroelektronik entstanden technologische Grundlagen für neue Anwendungsbereiche,
und zugleich stieg der Bedarf an adaptiver und rekonfigurierbarer Datenverarbeitung.
Programmierbare Mikroprozessoren können variable sequentielle Befehlsströme verar-
beiten, haben jedoch eine starre Struktur. Ein Rechensystem gilt vielmehr dann als rekon-
figurierbar, wenn Teile seiner Architektur physikalisch programmiert werden können.
Dieser Ansatz wurde erstmals 1960 von Gerald Estrin, einem Wissenschaftler auf dem
Gebiet der Computer-Technologie an der Universität von Kalifornien (UCLA), publiziert
[30]. Seiner Zeit voraus beschrieb er eine Architektur bestehend aus einem Standardpro-
zessor sowie einer Anordnung rekonfigurierbarer Hardware. Jedoch war zu jener Zeit die
technologische Grundlage für derartige Architekturen noch nicht geschaffen, so dass der
erhoffte Forschungsandrang auf diesem Gebiet zunächst ausblieb. Ein weiterer Vorreiter
war Franz J. Rammig, der 1977 ein detaillierteres Konzept einer rekonfigurierbaren Hard-
ware vorstellte [86]. Sein Ziel lag in der Entwicklung eines Systems zur unkomplizierten
Erstellung, Veränderung und Verarbeitung von digitaler Hardware. Hierzu entwickelte
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Bild 2.1: Technologiespezifische Wechselbeziehungen zwischen Leistung und Flexibilität [18]
er einen Hardware Editor, der Ähnlichkeiten zu modernen Architekturen, wie den FPGAs,
aufweist. Eine über einen Host-Computer programmierbare Crossbar-Einheit ermöglich-
te eine variable Verdrahtung von angeschlossenen Hardwaremodulen. Die Fähigkeit von
Rammigs System, das Verhalten von Schaltungen mittels einer Software zu überwachen,
führte zu einem überwiegenden Einsatz als Emulationsplattform.
Ende der 70er Jahre entstand eine neue konfigurierbare Mikroarchitektur, die Program-
mable Logic Devices (PLD). PLDs vereinen eine den applikationsspezifischen ICs (ASIC)
ähnliche Funktionsweise mit einer den Mikrocontrollern vergleichbaren Programmier-
barkeit [89]. Ihre Architektur umfasst mindestens die essentiellen Basiselemente: Lo-
gikblöcke, Routing und I/O-Blöcke. Beliebige Boole’sche Funktionen lassen sich in ihrer
disjunktiven Normalform durch die Funktionalität der Logikblöcke realisieren. Die bei-
den heute populärsten Varianten der PLD-Familie sind die Complex Programmable Logic
Devices (CPLD) und die Field Programmable Gate Arrays (FPGA). Letztere wurden 1985
von Ross Freeman konzipiert und kommerziell eingeführt. Eine feinmaschige auf Look-
Up Tabellen basierende Architektur, sowie ein integrierter Datenspeicher, begünstigen
FPGAs für Anwendungen der digitalen Signalverarbeitung.
Abbildung 2.1 gibt einen Überblick über die Wechselbeziehungen grundlegender
Technologiegruppen in Bezug auf ihre Leistungsfähigkeit und Flexibilität. Durch die Ein-
führung der PLDs, insbesondere der FPGAs, gewann die Idee einer rekonfigurierbaren
Hardware erneut an Bedeutung. So wurde zum einen die Technologie der FPGAs wäh-
rend den letzten zwei Dekaden stetig vorangetrieben, zum anderen wurden vergleichba-
re Strukturen in ASICs eingebettet, um eine dynamische Rekonfiguration während der
Laufzeit zu ermöglichen. In den folgenden Unterkapiteln wird der derzeitige Stand der
Forschung auf unterschiedlichen Ebenen zusammengefasst. Diverse relevante Architek-
turen werden spezifiziert, im Besonderen die Gruppe der FPGAs, da diese im späteren
Verlauf der Arbeit als Zieltechnologie definiert werden.
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2.1 Rekonfigurierbare Architekturen
2.1.1 Granularität
Die physikalisch kleinsten veränderbaren Einheiten einer rekonfigurierbaren Architektur
definieren ihre Granularitiät. In Abhängigkeit der Strukturen von Logikblöcken und de-
ren Routing unterscheidet man zwischen fein-, mittel-, und grobgranularen Architektu-
ren. In [43] wird eine grobe Richtlinie zur Einteilung gegeben. Dementsprechend werden
Architekturen, deren konfigurierbare Einheiten eine Bitbreite von 4 nicht überschreiten,
als feingranular bezeichnet. Ist die Bitbreite größer 8 gelten sie bereits als grobgranular.
Ein wesentlicher Vorteil feingranularer Architekturen liegt in ihrer universellen Ein-
setzbarkeit aufgrund der strukturellen Anpassungsfähigkeit auf Bitebene. Ihre elemen-
taren Logikblöcke, die meist aus Look-Up Tabellen und Multiplexoren bestehen, können
zur Realisierung komplexerer Strukturen kombiniert werden. Im Gegensatz dazu basie-
ren grobgranulare Architekturen auf Blöcken festverdrahteter arithmetischer Operatoren.
Diese Hardmakros können zumeist Operationen wie Additionen, Subtraktionen oder gar
Multiplikationen ausführen. Dementsprechend implizieren Rekonfigurationen eine Neu-
programmierung der Verbindungen elementarer Hardmakrokomponenten. Für das Rou-
ten von Datenbussen werden zudem weniger Konfigurationsbits benötigt, so dass die zur
Rekonfiguration benötigte Zeit gegenüber der von feingranularen Architekturen deutlich
kürzer ist. Grobgranulare Architekturen ermöglichen durch ihre Spezialisierungen auf
bestimmte Anwendungstypen schnellere Verarbeitungsfrequenzen bei größeren Wort-
breiten. Die fehlende Rekonfigurationsfähigkeit auf Bitebene schränkt jedoch den Funk-
tionsumfang ein, wodurch sich grobgranulare Architekturen grundsätzlich nicht zur Im-
plementierung beliebiger Hardwareschaltungen eignen. Beispielsweise ist eine integrier-
te Umsetzung von Controller-Strukturen, wie sie auch für Zustandsmaschinen benötigt
werden, für solche Architekturen ausgeschlossen [10].
Die Wahl einer angemessenen Granularität ist stark abhängig von den applikations-
spezifischen Verarbeitungsanforderungen und infolgedessen nicht grundsätzlich zu be-
antworten.
2.1.2 Grobgranulare Architekturkonzepte
Das Konzept des 1994 an der Technischen Universität Kaiserslautern entwickelten XPu-
ters ist an das Prinzip der systolischen Felder angelehnt [40,41]. Ein systolisches Feld ist ein
zweidimensionales Netzwerk von Spezialprozessoren (DPU), die Operationssequenzen
auf durchgereichten Datenströmen berechnen [62]. Alle DPUs haben die gleiche Archi-
tektur und können mit ihren Nachbarn Daten austauschen. Ein besonderes Merkmal ist,
dass systolische Felder keinen lokalen Instruktionszähler haben, sondern direkt durch
Datenflüsse global getriggert werden, wodurch sich ein rhythmisch pulsierender Daten-
strom ergibt. Die in der Summe der DPUs umgesetzte Funktionalität wird als systoli-
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Bild 2.2: Konzept des Xputer Prototypen (MoM-3) [41]
scher Algorithmus bezeichnet. Das Konzept des XPuters sieht zudem eine dynamische
Rekonfiguration der Spezialprozessoren vor, deren Netzwerke als rekonfigurierbare Da-
tenpfadarchitektur (rDPA) bezeichnet werden. Die rDPAs bilden den Kern so genann-
ter reconfigurable Arithmetic Logical Units (rALU), welche simultan Datenströme verarbei-
ten können und über einen gemeinsamen Bus mit dem Hauptspeicher verbunden sind.
Abbildung 2.2 veranschaulicht das Konzept des XPuters. High-Level Spezifikationen von
Applikationen werden durch einen Compiler analysiert und als Datenpfad auf die Hard-
ware abgebildet. Eine mittelgranulare Architektur der rDPAs vereinfacht Abbildungen
von wortbasierten Operationen, wie Additionen und Multiplikationen. Die Einbettung
von strukturellem Code in Spezifikationen soll eine zum Datenfluss parallele Steuerung
der Prozessor-Rekonfigurationen ermöglichen [85].
Eine dynamisch rekonfigurierbare Architektur zur Modellierung paralleler Datenver-
arbeitung bietet das R–Mesh [96]. Ebenfalls angelehnt an das Konzept der systolischen
Felder besteht das R–Mesh aus einem zweidimensionalen Feld von Prozessoren und zählt
zu den mittelgranularen Architekturen. Jeder Prozessor ist für Lese- und Schreibzugriffe
durch vier Ports mit seinen unmittelbaren Nachbarn verbunden. Intern führen die Pro-
zessoren grundlegende arithmetische Operationen aus und können des Weiteren ihre
Ports individuell und nach jedem Verarbeitungsschritt beliebig miteinander verbinden.
Das R–Mesh bietet eine theoretische Modellierung rekonfigurierbarer Prozesse und eig-
net sich hauptsächlich zu akademischen Zwecken. Eine interessante Anwendung dieses
Modells wurde in [3] beschrieben.
NEC Electronics stellte 2002 die Entwicklung des DRP-1 Prototypen fertig [94, 95].
Hierbei handelt es sich um einen dynamisch rekonfigurierbaren Prozessor, auf Basis einer
grobgranularen 8-Bit Architektur. Das Konzept des Prozessors sieht eine frei definierba-
re Anzahl Logikbausteine vor. Diese sind jeweils umgeben von eingebettetem Speicher
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Bild 2.3: Architektur eines NEC DRP-1 Logikbausteins [95]
und integrieren ein Feld von 8x8 parallelen Verarbeitungselementen (PE), wie auch einen
Zustandscontroller (STC). Ein besonderes Merkmal des DRP-1 ist seine Multi-Kontext
Architektur, die eine dynamische Rekonfiguration der PEs innerhalb eines Taktzyklus er-
möglicht. Die Kontextinformationen werden lokal in den PEs gespeichert. Außer dem
Kontextspeicher enthalten PEs eine 8-Bit Arithmetic Logic Unit (ALU), eine 8-Bit Data Ma-
nagement Unit (DMU) für Schiebe- und Maskenoperationen, 16 Register und ein Flipflop.
Die Struktur der Logikbausteine und der PEs ist in Abbildung 2.3 dargestellt. Der STC
ist ein programmierbarer sequentieller Controller, der zur Realisierung von Zustandsma-
schinen eingesetzt werden kann. Er erzeugt einen zentralen Anweisungszeiger (IP) zur
Kontextaktivierung in den PEs. Durch einen Kontextwechsel lassen sich unterschiedliche
Datenpfade und somit neue Operationen in den Verarbeitungszellen verwirklichen.
Der PACT XPP-III (eXtreme Processor Platform) ist eine grobgranulare, dynamisch re-
konfigurierbare Verarbeitungsplattform, die sich sowohl für datenflussorientierte An-
wendungen, als auch für irreguläre sequentielle Verarbeitungen eignet [6, 77]. Die Fel-
der des XPP bestehen aus drei Typen von Verarbeitungselementen (PAEs), dargestellt
in Abbildung 2.4a. Function-PAEs sind für die Verarbeitung sequentieller Algorithmen
optimierte 16-Bit Prozessoren. Ihre VLIW-ähnliche Architektur ermöglicht eine effizien-
te Implementierung von Prioritätsencodern und die Ausführung bedingter Sprünge in
Anweisungssequenzen. Des Weiteren können sie bis zu acht ALU-Operationen und eine
Spezialoperation innerhalb eines Taktzyklus simultan berechnen. Abbildung 2.4b veran-
schaulicht die Architektur eines Function-PAE. ALU PAEs sind aus drei XPP Einheiten
konzipiert. Ihre drei arithmetischen Rechenwerke sind mit I/O-Registern verbunden und
unterstützen Subtraktions-, Additions-, Multiplikations- und Vergleichsoperationen. Zu-
dem ermöglicht eine Look-Up Tabelle die Auswertung Boole’scher Signalverknüpfun-
gen. Im Gegensatz zu den Function-PAEs sind ALU PAEs durch ihre Pipeline-Struktur
für die Verarbeitung von Datenströmen optimiert. Die dritte Gruppe bilden die RAM/IO
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(a)
(b)
Bild 2.4: (a) Struktur eines XPP-III Cores, (b) Function-PAE [77]
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Bild 2.5: ADRES Architektur [71]
PAEs. Diese besitzen neben zwei weiteren ALUs ein integriertes Dualport-SRAM und
darüber hinaus I/O-Schnittstellen zur Anbindung von weiteren Datenquellen oder ei-
nem externen Speicher. Dabei dienen Handshaking Protokolle zur Synchronisation des
Datenverkehrs über I/O-Ports. Die Kommunikation der PAEs erfolgt über ein Netzwerk
horizontaler und vertikaler Datenbusse. Eine dynamische Rekonfiguration, ausgewählter
PAEs und deren Busverknüpfungen, wird durch einen Function-PAE oder durch in den
Datenstrom eingebettete Event-Signale ausgelöst. Durch eine (Re)Konfiguration wird die
Funktionalität der ALUs determiniert und das PAE-interne Verbindungsnetzwerk festge-
legt. Zur Abbildung von Algorithmen auf die XPP-III Plattform wird in [76] eine ent-
sprechende Entwicklungsumgebung präsentiert. Dabei werden die Problematiken der
Spezifikation und Partitionierung von Algorithmen behandelt und plattformspezifische
Programmier- und Debuggingmethoden vorgestellt.
Ein weiteres interessantes Konzept ist die in Belgien entwickelte ADRES [42, 72] (Ar-
chitecture for Dynamically Reconfigurable Embedded Systems) Architektur. Die Architektur
verbindet einen VLIW Prozessor eng mit einem grobgranularen rekonfigurierbaren Ar-
ray (CGRA). Vergleichbar mit den diversen PAEs des PACT XPP-III Prozessors, sind die
beiden Recheneinheiten für unterschiedliche Datenstrukturen optimiert. Der VLIW Pro-
zessor stellt eine parallele Verarbeitung auf Instruktionsebene bereit, so dass er sich spe-
ziell für die Ausführung komplexer Kontrollflussoperationen eignet. Das CGRA hinge-
gen vermag Datenflussverarbeitungen parallel durchzuführen und schafft eine Grundla-
ge für die effiziente Implementierung von Schleifen. Aufgebaut ist die ADRES Architek-
tur aus Funktionseinheiten (FU), Registersätzen (RF) und einem Verbindungsnetzwerk
(Bild 2.5). Die FUs führen wortbasierte Operationen auf Daten durch. Ihre Funktiona-
lität ist programmierbar und sie sind an die Speichereinheit angebunden. RFs dienen
den FUs als Zwischenspeicher, beziehungsweise als Kommunikationsprimitive. Schließ-
lich basiert der VLIW Prozessor auf der Allokation mehrerer FUs und deren Verbindung
über ein Multi-Port Register. Diese Ressourcen werden mit der rekonfigurierbaren Ma-
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trix, bestehend aus einem Feld rekonfigurierbarer Zellen (RC), geteilt. Auf diese Weise
lassen sich beide Strukturen in einer Architektur kombinieren, so dass ein unmittelbarer
Datenaustausch zu einer verbesserten Systemleistung führt. Der Aufbau einer RC ist in
Bild 2.5 detailliert dargestellt. Ähnlich dem NEC DRP-1 werden mehrere Kontexte zur
Rekonfiguration direkt in den RCs gespeichert, demzufolge auch die ADRES Architektur
eine taktweise Rekonfiguration ermöglicht. Reicht der lokale Zellenspeicher nicht aus,
so können die Konfigurationsdaten alternativ aus dem Hauptspeicher geladen werden.
Die vorgestellte Architektur lässt sich über eine XML-basierte Hochsprache spezifizieren
und kann demzufolge als Hardwarevorlage für vielseitige Entwürfe dienen. Ein spezi-
eller C-Compiler, der DRESC (Dynamically Reconfigurable Embedded System Compiler) [42],
unterstützt die hardwarenahe Entwicklung von Applikationen. Die Zielanwendungen
des Prozessors liegen in der Bildverarbeitung, der Dekodierung von Videosignalen und
im Bereich der Wireless-Technologie.
Die aufgezeigten Architekturen sollen ein Grundverständnis für die Funktionsprinzi-
pien rekonfigurierbarer grobgranularer Architekturen vermitteln. Zu dieser Gruppe ge-
hören weitere Architekturen, auf die an dieser Stelle jedoch nicht näher eingegangen wird
(u.a.: DART [81], Chimaera [111], Systolic Ring [87], MorphoSys [65]). Zusammenfassend
lässt sich feststellen, dass grobgranulare Architekturen durch ihre hohe Rechenleistung
durchaus interessant für Verarbeitungen von Datenströmen sind. Meist arbeiten sie, nicht
zuletzt durch die kurzen Rekonfigurationszeiten, sehr ressourceneffizient. Ein relevan-
ter Nachteil besteht in dem notwendigen Aufwand zur Entwicklung von Applikationen
unter Berücksichtigung der zugrunde liegenden Architekturen. Spezielle Compiler und
Design-Automatisierungskonzepte sollen diesen Faktor kompensieren.
2.1.3 Field Programmable Gate Arrays (FPGA)
FPGAs sind feingranulare Architekturen mit einer hohen Integrationsdichte. Ein verbrei-
tetes Einsatzgebiet ist das Rapid-Prototyping, bei dem sie als Entwicklungs- und Verifika-
tionsplattform für den Entwurf von Application Specific Integrated Circuits (ASIC) dienen.
Darüber hinaus werden FPGAs als Zieltechnologie in breit gefächerten Anwendungsdo-
mänen zur digitalen Signalverarbeitung eingesetzt. Neben der erreichbaren Performanz
und Flexibilität ermöglichen sie kurze Markteinführungszeiten, ein Faktor der heutzuta-
ge maßgeblich entscheidend für den Erfolg eines Produktes ist.
2.1.3.1 Struktur and Beschaffenheit
Die Basisarchitektur eines FPGAs ist in Bild 2.6 dargestellt. Sie besteht aus Logikblöcken,
die durch eine Routingmatrix miteinander verbunden sind, sowie aus einem Bereich von
programmierbaren I/O-Schnittstellen. Alle Basiskomponenten können, in Abhängigkeit
von der verwendeten Technologie, einmal oder mehrmals konfiguriert werden. Eine eher
selten eingesetzte Technologie ist die Antifuse Technologie. Diese hat den Nachteil, dass
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Bild 2.7: Basisarchitektur eines LUT-basierten Logikblocks
nur ein einmaliges permanentes Setzen von Verbindungspunkten in der Routingmatrix
möglich ist. Im Vergleich zu speicherbasierten FPGAs benötigt diese Technologie jedoch
weniger Chipfläche und realisiert ein niederohmigeres Routingnetzwerk mit kurzen Si-
gnallaufzeiten. Die am weitesten verbreitete FPGA Technologie basiert auf SRAM Spei-
cher. Sie ermöglicht eine mehrmalige Konfiguration von sowohl Logikblöcken als auch
von Routingressourcen. So lässt sich beispielsweise, durch den Anschluss einer SRAM
Zelle an das Gate eines an zwei Routingpfade angeschlossenen Transistors, eine Verbin-
dung dieser Pfade konfigurieren. Für die Konfiguration von Logikressourcen werden die
Ausgänge der SRAM Zellen mit den Kontrollsignalen von Multiplexern und den Speiche-
relementen der Look-Up Tabellen (LUT) verbunden. Diese Form des Konfigurationsspei-
chers ist flüchtig, so dass das FPGA nach jedem Neustart konfiguriert werden muss. In
der Regel wird hierzu ein zusätzliches EEPROM auf der Platine vorgesehen um die Kon-
figurationsdaten bereitzustellen. Um diesen Mehraufwand zu vermeiden, beinhalten ei-
nige FPGAs bereits in ihrem Gehäuse einen zusätzlichen nicht-flüchtigen Speicher.
Logikblöcke enthalten Register und einfache logische Schaltungen zur Implementie-
rung Boole’scher Funktionen. Während Antifuse-FPGAs logische Verknüpfungen meist
durch Multiplexer realisieren, verwenden SRAM-basierte FPGAs überwiegend LUTs. Ab-
bildung 2.7 präsentiert eine funktionelle Darstellung eines LUT-basierten Logikblocks.
Aufgrund der Vielzahl an Logikblöcken wird in FPGAs ein mehrstufiges Routing umge-
setzt. Benachbarte Blöcke werden durch lokale Routing-Ressourcen verbunden. Sind Blö-
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cke weiter voneinander entfernt, so werden regionale Routing-Ressourcen eingesetzt und
gegebenenfalls auf Kosten der Signallaufzeit kaskadiert. Ein globales Routing-Netzwerk
gewährleistet einen minimalen Signalversatz und wird für Signale mit vielen Verzwei-
gungen (z.B. Taktsignale) verwendet. Somit ist, im Gegensatz zu CPLDs, das Zeitver-
halten einer Schaltung vom Routing abhängig und erst nach der Allokation dedizierter
FPGA Ressourcen (Platzierung) bestimmbar. Mit jeder n-LUT lässt sich eine n-stellige
Boole’sche Funktion implementieren. Zur Realisierung komplexerer Logikstrukturen kön-
nen mehrere LUTs miteinander verschaltet werden. Um die dadurch entstehenden Rou-
ting-Kosten zu minimieren werden mehrere LUTs in einen Logikblock integriert. Bild 2.6
zeigt den Aufbau eines Xilinx Virtex-4 Configurable Logic Blocks (CLB). Jeder CLB ist aus
vier Slices aufgebaut. Slices enthalten jeweils zwei LUTs, zwei Register, Multiplexer sowie
Carry-Logik und arithmetische Gatter. SLICEM-Blöcke bieten darüber hinaus die Funk-
tionalität eines RAMs und eines 16-Bit Schieberegisters. Die Architektur eines SLICEM
ist in Bild 2.8 detailliert dargestellt. Demzufolge stehen pro 4-LUT eines SLICEM 16 x
1-Bit synchroner Speicher zur Verfügung, so dass ein Virtex-4 CLB bis zu 64 Bit RAM
integriert. Werden jedoch große Speicherbereiche in Hardwareentwürfen benötigt, so ist
diese Form eines verteilten Speichers ineffizient. Aus diesem Grund integrieren moderne
FPGAs RAM-Blöcke, die hohe Datenübertragungsraten unterstützen und in Summe eine
Speichergröße von bis zu 5 MB zur Verfügung stellen.
Mit dem Ziel die Leistungsfähigkeit dieser Technologie weiter voranzutreiben, wer-
den zunehmend konfigurierbare Hardmakros in die FPGA Architekturen eingebunden.
Dies sind unter anderem grobgranulare Einheiten zur Taktsignalregelung, DSP Blöcke,
Fifo-Speicher, Ethernet-MACs, (De)Serialisierer oder gar ganze PowerPCs in heterogenen
FPGAs. Demzufolge werden moderne FPGAs, die sowohl feingranulare als auch grob-
granulare rekonfigurierbare Elemente beinhalten, als hybride Baugruppen bezeichnet.
2.1.3.2 Statische Konfiguration
Der Schaltungsentwurf für FPGAs erfolgt nur noch selten auf dem herkömmlichen Weg
über eine grafische Schaltplaneingabe. Stattdessen ermöglichen standardisierte Hardwa-
rebeschreibungssprachen wie Verilog und VHDL eine einheitliche und effiziente Model-
lierung für die Schaltungssimulation und -synthese zugleich. Diese Hochsprachen ab-
strahieren eine Vielzahl implementierungsspezifischer Details und ermöglichen dem Ent-
wickler eine Verhaltensbeschreibung auf der Registerebene (Register Transfer Level (RTL)).
Ein digitales System lässt sich im Wesentlichen in Gruppen von Daten- und Kontrolllo-
gik unterteilen. Die Datenlogik bestimmt den Verarbeitungspfad der Daten, während die
Kontrolllogik Steuerfunktionen umsetzt, die durchaus unmittelbare Auswirkungen auf
den Datenpfad haben können. Um die Komplexität eines Schaltungsentwurfs zu begren-
zen, sollten in einer Verhaltensbeschreibung die beiden Logikgruppen möglichst getrennt
voneinander modelliert werden. Der vollständige Entwurf, aber auch isolierte Teilkom-
ponenten, lassen sich mittels einer Verhaltenssimulation hinsichtlich ihres Logikverhal-
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Bild 2.8: Struktur eines Virtex-4 SLICEM [107]
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tens verifizieren. Überdies benötigt ein FPGA Projekt eine Spezifikation von Constraints.
Diese umfassen Vorgaben bezüglich der Pin-Zuordnung, des Zeitverhaltens und der op-
tionalen Platzierung einzelner Komponenten im FPGA. Ein Synthesetool überführt die
Verhaltensbeschreibung auf Registerebene in eine realisierende Gatterstruktur. Zudem
werden erkannte Makros (Multiplexer, Addierer, Zähler, etc.) und Verbindungslogik in
eine technologiespezifische Beschreibung umgewandelt. Die von der Synthese erzeugten
Netzlisten werden beim Mapping, zur Abbildung des Entwurfs auf die zur Verfügung
stehenden FPGA-Ressourcen (CLBs, IOBs, etc.), verwendet. Im Anschluss wird der zwei-
stufige Place and Route Prozess eingeleitet. Hierbei werden die durch das Mapping spezi-
fizierten Ressourcen allokiert und verbunden. Dieser Prozess berücksichtigt das vorge-
gebene Zeitverhalten, so dass die resultierenden Signallaufzeiten, bei verschiedenen Ver-
bindungsstrukturen und variierender Anordnung der Komponenten, analysiert werden.
Neben der finalen Netzliste lässt sich ein Simulationsmodell des vollständig platzierten
und verdrahteten Hardwareentwurfs erzeugen. Eine entsprechende Timing-Simulation
emuliert das physikalische Verhalten der Schaltung und ermöglicht zudem die Verifikati-
on asynchroner Datenpfade. Im letzten Schritt des Ablaufs werden anhand der Netzliste
die Konfigurationsdaten für das FPGA erstellt, die über eine Konfigurationsschnittstelle
an den Baustein übertragen werden können [109]. Nach der erfolgreichen Konfiguration
des FPGAs tritt die neue Funktionalität unmittelbar in Kraft. Die klassischen Konfigu-
rationsverfahren, bei denen die Funktionalität des Bausteins angehalten ist, während er
vollständig neu konfiguriert wird, werden als statische Konfigurationen bezeichnet. Die
Konfigurationszeit hängt von der verwendeten Schnittstelle ab und ist proportional zu
der Größe des FPGAs. Bei Flashspeicher-basierten Bausteinen muss gegebenenfalls zu-
sätzliche Zeit zum Löschen der alten Konfiguration einberechnet werden.
Um bei lokalen Änderungen in großen Designs nicht zwangsläufig die restlichen Be-
reiche neu erstellen und verifizieren zu müssen oder um das verteilte Arbeiten an einem
gemeinsamen Projekt zu ermöglichen, bieten sich modulare Entwurfsverfahren an. Im
folgenden wird [108]. Dabei handelt es sich um Erweiterungen des beschriebenen Ab-
laufs, die jedoch zusätzliche Entwurfsschritte notwendig machen. So muss bereits zu Be-
ginn eines Projekts eine geeignete Partitionierung des Entwurfs vorgenommen und die
Schnittstellen festgelegt werden. Die hierarchisch höchste Ebene des Entwurfs instanziert
die beabsichtigten Module und beinhaltet die globale Logik, einschließlich der I/Os. Die
eigenständigen Module sowie das Top-Level Design werden unabhängig voneinander
entworfen und synthetisiert. Für die Implementierung werden zusätzliche Constraints
benötigt, die den Modulen definierte Bereiche der FPGA Ressourcen zuweisen und die
Positionen ihrer I/O-Ports festlegen. Von diesem Punkt an können die jeweiligen Modu-
le, unter Verwendung der Top-Level Synthesenetzliste und der globalen Constraints, die
Implementierung durchlaufen. Ist die Implementierung aller Module fertig gestellt, so
setzt die abschließende Implementierung des Top-Levels das Entwurfsergebnis zusam-
men. Bei lokalen Änderungen in einem Modul ist es folglich lediglich notwendig das
Modul selbst zu implementieren sowie die finale Zusammenführung zu durchlaufen, oh-
ne dabei Einfluss auf die physikalischen Strukturen der übrigen Schaltung zu nehmen.
2.1 REKONFIGURIERBARE ARCHITEKTUREN 19
Ein vergleichbares Entwurfsverfahren existiert ebenfalls für die FPGAs des Herstellers
Altera [1].
2.1.3.3 Partielle Rekonfiguration
Einige FPGA Familien unterstützen über die klassische Konfiguration hinaus eine partiel-
le Rekonfiguration. Während einer partiellen Rekonfiguration wird ausschließlich ein Teil
des Konfigurationsspeichers mit neuen Daten beschrieben. Dementsprechend lässt sich
die für eine Rekonfiguration benötigte Zeit, in Abhängigkeit von der Größe der Konfi-
gurationsdaten, beträchtlich verkürzen und die Flexibilität eines Systems steigern. Diese
Form der Rekonfiguration kann sowohl statisch als auch dynamisch erfolgen, erfordert
jedoch, dass das FPGA initial mit einer vollständigen dazugehörigen Konfiguration ver-
sehen wurde. Im Falle einer statischen partiellen Rekonfiguration wird während des Vor-
gangs die globale Funktionalität des Bausteins angehalten und im Anschluss neu gestar-
tet. Alte Registerinhalte und Logikzustände werden bei diesem Prozess durch den Initial-
zustand ersetzt. Anders verhält es sich mit der dynamisch partiellen Rekonfiguration, die
häufig als Laufzeitrekonfiguration (Run-Time Reconfiguration (RTR)) bezeichnet wird. Wie
der Name schon aussagt, besteht die Besonderheit darin, dass die Funktionalität des sta-
tischen, unveränderten Teils der Schaltung kontinuierlich gewährleistet ist. Während der
Rekonfiguration ist ausschließlich der zu aktualisierende Teil der Schaltung nicht funk-
tionsfähig. Wie im weiteren Verlauf dieser Arbeit gezeigt wird, ergibt sich hierdurch ein
entscheidender Vorteil für Systeme, die von einer dynamischen Adaption profitieren. Ei-
ne zeitlich gesteuerte, gemeinsame Nutzung von Ressourcen steigert die Funktionalität
von FPGAs außerordentlich und ermöglicht den Einsatz kleinerer und kostengünstigerer
Bausteine. Obwohl auch weitere FPGA Hersteller, wie beispielsweise Altera, die RTR-
Technologie zukünftig in ihren Produkten anbieten wollen, wird sie zur Zeit primär von
Xilinx FPGAs der Virtex Familien unterstützt.
Die Erstellung partieller Konfigurationsdaten erfordert erweiterte Entwurfsverfahren
und zusätzliche Kenntnisse der zugrunde liegenden Architekturen. In [105] werden zwei
klassische Methoden vorgestellt. Sollen durch die Rekonfiguration nur geringe Änderun-
gen in einer Schaltung umgesetzt werden, so bietet sich ein Differenz-basierter Ansatz an.
Dabei kann die Hardwaremodellierung entwurfsseitig angepasst werden (front-end), oder
die Änderungen werden manuell direkt an der finalen Netzliste vorgenommen (back-end).
Letztere Variante wird durch Herstellertools unterstützt, so dass zum Beispiel Modifika-
tionen von I/O-Standards oder der Logikfunktionen von LUTs auf einfachem Wege rea-
lisiert werden können. Die Back-End Methode bringt weiterhin den Vorteil mit sich, dass
die Synthese- und Implementierungsprozesse nicht erneut durchlaufen werden müssen.
Die partiellen Konfigurationsdaten werden letztlich durch eine Differenzbildung, zwi-
schen der ursprünglichen und der modifizierten Netzliste, erstellt. Das geringe Ausmaß
der Änderungen ermöglicht partielle Bitstreams, die um mehrere Größenordnungen klei-
ner als die vollständigen Konfigurationen sind. Um die Vorzüge dieser Rekonfigurations-
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Bild 2.9: Busmakros als Kommunikationsschnittstellen für dynamisch rekonfigurierbare Module
technik besser auszuschöpfen, ist diese Methode dennoch zu restriktiv. Die zweite klassi-
sche Methode zur Erstellung partieller Konfigurationsdaten basiert im Wesentlichen auf
dem bereits beschriebenen modularen Entwurf. Auf diese Weise lassen sich ganze Funkti-
onsmodule austauschen und umfangreiche Laufzeitänderungen von Logik- und Routin-
gressourcen durchführen. Von besonderem Interesse bei diesem Verfahren sind die Kom-
munikationsschnittstellen der rekonfigurierbaren Module. Um eine einwandfreie Kom-
munikation in allen Konstellationen zu gewährleisten muss sichergestellt werden, dass
alle Kommunikations- und Verbindungspunkte der dynamischen Bereiche statisch plat-
ziert und somit für alle Module identisch sind. Des Weiteren ist es notwendig die Module
während der Rekonfiguration elektrisch von der restlichen Schaltung trennen zu kön-
nen, um Kurzschlüsse und unerwünschte Signalschwingungen zu vermeiden. Zu diesem
Zweck werden speziell konzipierte Hardmakros, die als Busmakros bezeichnet werden,
als standardisierte Kommunikationsprimitive eingesetzt und durch Constraints auf die
Modulgrenzen platziert [54]. Abbildung 2.9 veranschaulicht das Prinzip anhand eines
Beispiels mit einer einzelnen rekonfigurierbaren Region (Slot).
Die traditionelle Implementierung von Busmakros basiert auf internen TBUF (3-State
Buffer) Elementen, wie sie in Virtex-II FPGAs zur Verfügung stehen. Ihre Struktur ist in
Bild 2.10 dargestellt. Die 3-State Treiber lassen sich während der Rekonfiguration hoch-
ohmig schalten, um die beiden Schaltungsbereiche zu entkoppeln. Jedoch sind die in-
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Two Flows for Partial Reconfiguration: Module Based or Difference BasedR
The bus macro must be physically locked in such a way as to straddle the boundary line 
between A and B, and it must be locked in exactly the same position for all compilations. The 
process of locking the bus macros to proper locations is described in the Initial Budgeting 
Phase Details section. The bus macro can be wired so that signals can go in either direction 
(left-to-right or right-to-left). It is strongly recommended that once direction is defined, it should 
not change for that particular FPGA design, i.e., bus macro signals should neither be 
bidirectional nor reconfigurable.
The number of bus macro communication channels is limited by the number of horizontal 
longline routing resources available in each CLB tile. 
Implementation Using Modular Design 
As defined by the modular design flow, the partial reconfiguration implementation process is 
broken down into three main phases:
1. Initial Budgeting Phase - Creating the floorplan and constraints for the overall design.
2. Active Module Phase - Implementing each module through the place and route process.
3. Final Assembly Phase - Assembling individual modules together into a complete design.
Initial Budgeting Phase Details
Initial budgeting operations should be done in the top or initial folder of the recommended 
project directory structure.
The initial budgeting phase has the following main steps:
1. The floorplanning of module areas:
a. Have a four-slice minimum width.
b. Have a set width that is always a multiple of four slices (e.g., 4, 8, 12, …)
c. Are always the full height of the device.
d. Are always placed on an even four-slice boundary.
e. Attach partial reconfiguration flow-specific properties to the area groups in the .ucf file 
(See Appendix A).
Figure 5:  Physical Implementation of Bus Macro
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Bild 2.10: Struktur der 3-State-Buffer Busmakros [105]
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Bild 2.11: Slice-basiertes Busmakro (Kommunikationsrichtung: rechts→ links)
ternen TBUF Elemente in der Virtex-II Architektur nur spärlich vorhanden, und in den
folgenden Virtex Familien wurden sie gänzlich entfernt. In [44] stellte Hübner ein neu-
es Konzept für Busmakros vor. In ihrer Architektur werden anstelle der TBUF Elemente
Slices als Verbindungsressourcen verwendet. In den Slices sind die LUTs so konfiguriert,
dass die Eingangssignale direkt weitergeleitet werden. Synchrone Varianten der Busma-
kros verwenden zudem die Register in den empfangsseitigen Slices. Bild 2.11 zeigt die
Architektur eines Virtex-4 Busmakros, basierend auf zwei CLBs. Auf diese Weise lassen
sich durch ein Makro 8 unidirektionale Verbindungen realisieren. Slice-basierte Busma-
kros haben den Vorteil, dass sie flexibel in dem FPGA verteilt werden können. Vertikale
Kommunikationsschnittstellen sind ebenso möglich wie Verschachtelungen von Makros
zur Unterstützung höherer Bitbreiten. Obwohl diese Busmakros effizienter als ihre Vor-
gänger sind, verursachen auch diese Primitive prinzipbedingte Signalverzögerungen, die
sich begrenzend auf die maximal erreichbare Verarbeitungsgeschwindigkeit auswirken.
Die Laufzeiten, die einzig durch Slice-basierte Busmakros, ohne Berücksichtigung des
Routings zur Anbindung, hervorrufen werden, belaufen sich auf ca. 5,5 ns [44]. Für die
Virtex-5 FPGAs existiert eine weitere Makrovariante, die eine Schnittstelle mittels eines
einzelnen Slices realisieren. Diese Busmakros sind bidirektional und müssen nicht mehr
unmittelbar auf den Modulgrenzen platziert werden. Dennoch sollten rekonfigurierba-
re Module möglichst wenig Kommunikationssignale zu externer Logik instanzieren, um
die Projekterstellung zu vereinfachen und die prinzipbedingten Kosten zu minimieren.
Kapitel 7 dieser Arbeit befasst sich näher mit dieser Problematik.
Im Konfigurationsspeicher des FPGAs sind Frames die kleinsten adressierbaren Ein-
heiten. In der Virtex-II Architektur erstreckt sich ein Frame über die volle Höhe des Bau-
steins, wodurch ausschließlich ganze Spalten von Ressourcen rekonfiguriert werden kön-
nen. In [7] wird eine Read, Modify, Write-back Methode für solch eindimensional rekonfi-
gurierbaren FPGAs vorgestellt. Das Verfahren ermöglicht, trotz der architekturbedingten
Einschränkungen, eine dynamische Rekonfiguration zweidimensionaler Bereiche. Dabei
werden Schaltungsbereiche die unverändert bleiben, sich aber in gleichen Spalten wie zu
adaptierende Logikbereiche befinden, ebenfalls neu konfiguriert. Dieses Verfahren setzt
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eine glitchfreie Rekonfiguration voraus, wie sie bei Virtex FPGAs gegeben ist. Seit Ein-
führung der Virtex-4 Bausteine sind echte zweidimensionale Rekonfigurationen möglich.
Ihre Frames sind 1 CLB breit und nur noch 16 CLBs hoch, so dass sich der Umfang der
Rekonfigurationsdaten deutlich reduzieren lässt. Xilinx führte mit den modernen Archi-
tekturen den Early Access Partial Design Flow zur Erstellung partieller Bitstreams ein. Die-
ses Entwurfsverfahren erlaubt unter anderem die Verwendung der Routing Ressourcen
partiell rekonfigurierbarer Regionen für die Verdrahtung der statischen Basisschaltung.
Hierzu wird sichergestellt, dass alle partiellen Konfigurationsdaten ebenfalls die regio-
nalen Routingpfade des statischen Designs enthalten. Der Vorteil dieser Methode liegt
vor allem in einem vereinfachten Routing der Basisschaltung, was speziell bei kritischen
Datenpfaden von Bedeutung sein kann.
2.1.3.4 Selbstrekonfiguration
Wird der Rekonfigurationsprozess von dem FPGA selbst gesteuert, so wird der Vorgang
als Selbstrekonfiguration bezeichnet. Eine selbstbestimmte Adaption eines Systems ent-
behrt einer überflüssigen Kommunikation unterschiedlicher Komponenten und verkürzt
die zur Anpassung benötigte Zeit deutlich. Dabei ist der Rekonfigurationscontroller stets
Teil der statischen Schaltung. Virtex Bausteine ermöglichen für diese Form der Rekonfi-
guration einen internen Zugriff auf einen Konfigurationsport (Internal Configuration Ac-
cess Port (ICAP)). Alternativ könnten die notwendigen Steuersignale, in Bausteinen ohne
ICAP Schnittstelle, über IOBs ausgegeben werden und auf der Platine mit den Eingängen
eines externen Konfigurationsports verbunden werden.
Durch die Selbstrekonfiguration kann in Systemen eine maximale Flexibilität umge-
setzt werden. Allerdings dürfen die prinzipbedingten Kosten dieser Technologie nicht
außer Acht gelassen werden. Neben zusätzlichen Latenzzeiten, bedingt durch tempo-
rär nicht verfügbare Schaltungsbereiche, erhöhen zur Zeit mangelnde Abstraktionen auf
Schaltungs- und Entwurfsebene die Komplexität von Entwürfen. Dennoch ist diese Tech-
nologie zukunftsweisend, so dass die genannten Schwachstellen von zahlreichen For-
schungsprojekten adressiert werden.
2.2 FPGA-basierte rekonfigurierbare Systeme
In [97] wurde bereits in den 1990ern der Nutzen einer laufzeitrekonfigurierbaren Hard-
ware für die Videoverarbeitung aufgezeigt. Dabei soll ein FPGA zyklisch durch einen zu-
sätzlichen PLD statisch rekonfiguriert werden, um eine Sequenz von Verarbeitungsmo-
dulen auszuführen. Die Zwischenergebnisse der Berechnungen werden in einem exter-
nen Speicher abgelegt. Durch das Time-Sharing der FPGA Ressourcen können sequentiell
Algorithmen ausgeführt werden, die in der Summe nicht in dem Baustein implementier-
bar wären.




















Fig. 2. Architecture of the ESM.
3.1 BabyBoard:
A Xilinx Virtex-II 6000 FPGA working as a reconfiguration engine is the heart of
the BabyBoard. This FPGA is logically divided into 22 so-called Microslots, each
4 CLB columns wide. The reconfigurable modules can be placed onto one or more
Microslots depending on their requirements. Due to this slot-based architecture
the name Erlangen Slot Machine was chosen. The arrangement into slots and
the homogeneity of the device eases the relocation as each slot contains an equal
amount of resources. To the north of this device 6 SRAM banks, 2 MByte each,
are connected. They offer local memory for the modules or can be used for a
shared memory communication between modules placed directly next to each
other as it is often used in streaming applications for example. The bottom I/O-
pins of the main FPGA are connected over the Crossbar implemented on a Xilinx
Spartan-II FPGA on the MotherBoard to the peripherals of the MotherBoard.
Thereby, each module can access the needed peripherals independent of the slot
in which it is actually placed. Another important device on the BabyBoard is
the Reconfiguration Manager implemented on a Xilinx Spartan-II FPGA, whose
task is to dynamically reconfigure the main FPGA with partial or full bitstreams
stored in the on-board Flash device. An additional task is the relocation of a
partial bitstream. Due to this design two of the deficiencies mentioned in the
previous section are solved. These are the memory dilemma which is solved
by adding six SRAM banks to the north of the device and preventing their
I/O-pins from being spread over the whole FPGA boundary. Also the I/O-pin
dilemma is solved by connecting the I/O-pins of the bottom of the device to the
programmable Crossbar, which connects these pins with the different peripherals
Bild 2.12: Architektur der Erlangen Slot Machine [35]
Ein modernes und zugleich komplexes Konzept eines rekonfigurierbaren Datenverar-
beitungssystems wurde von einer Forschungsgruppe der Universität Erlangen-Nürnberg
ins Leben gerufen [13]. Die Erlangen Slot Machine setzt sich aus zwei Platinen zusammen,
deren Architektur in Bild 2.12 dargestellt ist. Das Babyboard ist mit einem Virtex-II FPGA
bestückt, das sechs gleichartige Sl ts für dynamisch rekonfiguri rbare Verarbeitungsmo-
dule vorsieht. Für jeden dieser Slots wurde ei externes SRAM als Speicher für Zwischen-
ergebnisse und Kommunikationsmedium für den intermodularen Datenaustausch einge-
plant. Ein zusätzliches Spartan-II FPGA wird als Steuereinheit für die Modulrekonfigura-
tion eingesetzt. Die Konfigurationsdaten der Module werden im Vorfeld erzeugt und in
einem 64 MB großen Flash-Speicher abgelegt. Eine Besonderheit dieses Konzepts besteht
in der Fä igkeit die partiellen Konfigurationsdaten in ein n beli bigen Slo konfigurieren
zu können. Gegenüber den herkömmlichen Entwurfsverfahren, durch die eine feste Zu-
ordnung zwischen Konfigurationsdaten und FPGA Ressourcen herbeigeführt wird, wird
auf diese Weise auf dem Babyboard nur 1/6 des Flash-Speichers für die Bitstreams be-
nötigt. Diese Methode setzt voraus, dass die rekonfigurierbaren Funktionsmodule ihre
Peripherie von allen Positionen erreichen können. Diese Aufgabe wird von dem anwen-
dungs pezifischen Motherboard übernommen, as über eine programmierbare Crossbar
mit dem Babyboard verbunden ist. Die Crossbar wird ebenfalls durch ein Spartan FPGA
realisiert.
An der Universität von Kalifornien wurde die Berkeley Emulation Engine 2 (BEE2) [19]
entwickelt. Die BEE2 ist eine s hr leistungsfähige Verar ei ungsplattform für rechenin-
tensive Applikationen. Neben der Emulation von Rechnerarchitekturen wird sie unter
anderem zur Signalverarbeitung und zur Simulation von großen Netzwerken eingesetzt.
Das BEE2 Board besteht aus fünf Virtex-II Pro FPGAs, die über jeweils vier Kanäle mit ei-
nem externen, bis zu 20 GB großen, DDR2 Speicher verbunden sind. Vier äußere ringför-
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mig angeordnete FPGAs stehen für anwendungsspezifische Operationen zur Verfügung,
während ein zentrales FPGA, das sternförmig mit den äußeren Bausteinen verbunden
ist, Kontrollaufgaben übernimmt. Die FPGAs kommunizieren untereinander über seri-
elle und parallele Hochgeschwindigkeits-Schnittstellen und können individuell gemäß
den Anforderungen der Applikationen rekonfiguriert werden. Die partielle Rekonfigura-
tionsfähigkeit einzelner FPGAs wird in dem Konzept jedoch nicht instrumentalisiert.
2.3 Architekturebene
Der Entwurf partiell rekonfigurierbarer Architekturen für FPGAs bringt zahlreiche Her-
ausforderungen mit sich, die in diversen Forschungsarbeiten adressiert werden. In Ab-
hängigkeit der angestrebten Funktionalität und der zur Verfügung stehenden Ressour-
cen, stehen für Optimierungen unterschiedliche Faktoren im Vordergrund. In [31] wird
die variable Platzierung (Relokation) partieller Konfigurationsdaten in dedizierte Slots
behandelt. Ähnlich dem vorgestellten Konzept der ESM, sollen auf diese Weise die An-
zahl der zu speichernden Konfigurationsdaten sowie der damit verbundene Kommu-
nikationsaufwand reduziert werden. Die Arbeit bezieht sich auf Virtex-4 Bausteine, de-
ren regionale Taktressourcen sich zur Implementierung einer mehrschichtigen Taktver-
teilung, für dynamisch rekonfigurierbare Module, eignen. Die Relokation von partiellen
Bitstreams wird derzeitig nicht von den Entwurfswerkzeugen unterstützt. Demzufolge
sind detaillierte Kenntnisse über die Struktur der Konfigurationsdaten erforderlich, um
die Adressierung der FPGA Ressourcen nach Bedarf zu manipulieren.
In [115] präsentiert Zipf ein Verfahren für feingranulare Architekturen, das es ermög-
licht die dynamische Rekonfiguration zur automatischen Detektion und Wiederherstel-
lung defekter Schaltungsbereiche einzusetzen. Diese Thematik gewinnt mit fortschrei-
tender Miniaturisierung zunehmend an Bedeutung hinsichtlich der Zuverlässigkeit von
Systemen. In dem vorgeschlagenen Konzept werden zyklisch Gruppen von Logikzellen
durch Testschaltungen auf Fehler geprüft. Im Fehlerfall wird eine geeignete Alternativ-
konfiguration bestimmt und dynamisch aktiviert. Eine Roll-Back Strategie wird dabei
verwendet, um optional den zuletzt stabilen Systemzustand herbeiführen zu können.
Wie bereits erörtert wurde, besteht ein prinzipbedingter Nachteil der dynamischen
Rekonfiguration in einer zusätzlichen Latenzzeit. Diese wird durch Rekonfigurationszei-
ten hervorgerufen, in denen notwendige Schaltungsteile nicht verfügbar sind und die
Datenverarbeitung stillsteht. Eine Architektur, die es ermöglicht solche Latenzzeiten zu
vermeiden, wird in [96, S. 426ff] vorgestellt. Demnach werden zwei sich gegenseitig aus-
schließende Bereiche eines FPGAs alternierend betrieben. Ist ein Bereich aktiv, so wird
der andere Bereich gleichzeitig rekonfiguriert und umgekehrt. Auf diesem Prinzip basiert
ebenfalls der von Dittmann in [101] umgesetzte Two-Slot Framework. Das Konzept eignet
sich insbesondere für Datenflussanwendungen, wie sie in Kapitel 3 behandelt werden
und wird im späteren Verlauf der Arbeit in die vorgestellte Zielarchitektur integriert.
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Pionteck et al. stellen in [82] eine Architektur vor, deren dynamisch rekonfigurierbarer
Bereich in mehrere gleichförmige Sektionen (Tiles) unterteilt ist. Busmakros zwischen den
Tiles ermöglichen eine intermodulare Kommunikation. Benötigen Module mehr Ressour-
cen als in einem Tile zur Verfügung stehen, so können mehrere Blöcke kombiniert und
überflüssige Busmakros entfernt werden. Zur Simulation von Systemen mit laufzeitre-
konfigurierbaren Verarbeitungseinheiten wird ebenfalls eine SystemC-basierte Modellie-
rungsmethode beschrieben.
Moderne rekonfigurierbare Architekturen unterscheiden sich grundlegend in ihren
Kommunikationsstrukturen. Eine Übersicht verschiedener Methoden zur intermodula-
ren Kommunikation ist in [83] gegeben. Bobda et al. beschreiben in [12, 14] ein dynami-
sches Network-On-Chip (NoC), das es ermöglicht dynamisch rekonfigurierbare Module in
ein Netzwerk von Routern einzufügen. Anstatt über feste Verbindungen kommunizie-
ren die Module über einen Pakettransfer. Module dürfen auf Netzwerkressourcen kon-
figuriert werden, die zu einem späteren Zeitpunkt wieder freigegeben werden können.
Bei der Platzierung von Modulen muss darauf geachtet werden, dass jedes Modul aus-
schließlich von Routern umgeben ist. Auf diese Weise kann sichergestellt werden, dass
alle Punkte im NoC erreichbar sind. Die Autoren beschreiben weiterhin eine problems-
pezifische Optimierung der Routingalgorithmen zur Bestimmung der kürzesten Verbin-
dungen zwischen zwei dynamischen Kommunikationspunkten.
Im Gegensatz dazu beschreibt der COMMA Ansatz [59–61] eine Infrastruktur für
die Kommunikation dynamisch rekonfigurierbarer Module, die auf Punkt-zu-Punkt Ver-
bindungen beruht. Der dafür notwendige Verbindungsbaum ist vor allem durch seine
Kanalbreite charakterisiert, die applikationsspezifisch angepasst werden kann. Als Ziel-
technologie kommen zweidimensional rekonfigurierbare FPGAs, wie die Virtex-4/5/6
Serien, infrage. Die Platzierung und die Grundanforderungen der Module müssen zum
Entwurfszeitpunkt bekannt sein und dienen der Konzeption so genannter Kommunika-
tionssubgraphen. Diese werden für alle Konfigurationen nach einem Schedulingkonzept
erstellt und schließlich algorithmisch so zusammengeführt, dass die Rekonfigurations-
kosten minimiert werden.
2.4 Abstraktion und Entwurfsautomatisierung
Die hohe Komplexität von Hardwareentwürfen, insbesondere von dynamisch rekonfi-
gurierbaren Schaltungen, macht diese Technologie vornehmlich Spezialisten zugänglich.
Um die Entwurfszeiten zu verkürzen und Systemspezifikationen Applikationsingenieu-
ren näher zu bringen, bedarf es einer geeigneten Entwurfsautomatisierung und der Ab-
straktion hardwarespezifischer Details. Derartige Entwurfskonzepte lernten wir bereits in
Abschnitt 2.1.2, zur Abbildung von Algorithmen auf grobgranulare Architekturen, ken-
nen. Im Folgenden sollen weitere interessante Konzepte zur Vereinfachung von Hardwa-
reentwürfen kurz vorgestellt werden.
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Einen bedeutenden und frühen Ansatz zur Abstraktion des rekonfigurierbaren Hard-
wareentwurfs liefern die auf Java basierenden Entwurfssprachen JBits [79] und JHDL [8].
JBits implementiert eine Schnittstelle zu Xilinx Konfigurationsfiles und unterstützt lauf-
zeitrekonfigurierbare Anwendungen. Die Funktionalität basiert auf vier Methoden, die
das Lesen- und Schreiben von Konfigurationsdateien sowie das Programmieren und Aus-
lesen von Ressourcen ermöglicht. Weitere Tools [38, 57, 70, 80] bauen auf diese Methoden
auf, um Abstraktion auf höheren Ebenen umzusetzen. Als Alternative zu VHDL und
Verilog bietet JHDL Objektklassen zur Beschreibung von Hardwarestrukturen. Die Ver-
wendung von Objektkonstruktoren bzw. -destruktoren eignet sich als Abbildungsmodell
für dynamisch rekonfigurierbare Prozesse. Allerdings unterstützt der derzeitige Entwick-
lungsstand ausschließlich Xilinx FPGAs der 4000er Serie, Virtex und Virtex-II Bausteine.
In [22] streben DeHon et al. den Einsatz von Modellen, als kanonische Lösung für typi-
sche Herausforderungen beim Entwurf rekonfigurierbarer Systeme, an. Auf diese Weise
können die resultierenden Spezifikationen als Abstraktionsschicht in Forschungsarbeiten
oder in Lehrveranstaltungen dienen.
Cole führte in den 1980ern die Algorithmic Skeletons [20] ein, um die strukturellen Cha-
rakteristiken von Softwareanwendungen zu spezifizieren und dadurch den Softwareent-
wurf zu vereinfachen. Das für parallele Verarbeitungen geeignete Modell abstrahiert die
Details der Implementierung und erlaubt eine sequentielle Entwurfssemantik. Dittmann
machte sich diese Methodik zu Nutze, um Abläufe in dynamisch rekonfigurierbaren Ar-
chitekturen zu beschreiben und die Applikationsebene von der Schaltungsebene zu tren-
nen [24, 25]. Die Algorithmic Skeletons werden unter Berücksichtigung der zugrunde lie-
genden Hardware entworfen und stehen den Applikationsingenieuren zur Abbildung
der Zielanwendung zur Verfügung. Angaben über die Parallelität von Abläufen ermög-
lichen eine zeitliche Zuordnung zu Ressourcen.
Auf ähnliche Weise machen die in [9] eingeführten Hardware-Skeletons eine parame-
trierte Beschreibung einer aufgabenspezifischen Hardwarearchitektur möglich. Diese Ske-
lette repräsentieren Algorithmen, denen die Anwender Parameter, Funktionen oder wei-
tere Skelette zuweisen können. Das Design-Automatisierungskonzept durchläuft den Xi-
linx Design-Flow und produziert EDIF Netzlisten, die zu einer Implementierung verwen-
det werden können. Die zur Spezifikation der Funktionalität zur Verfügung stehenden
Skelettstrukturen verkörpern primär Low-Level Operanden. Die Option einer dynami-
schen Rekonfiguration wird in dem Konzept jedoch nicht berücksichtigt.
Das Part-Y Tool und dessen Nachfolger Part-E [26, 27] erstreben einen automatisier-
ten Ablauf zur Erzeugung partieller Bitfiles, basierend auf den Xilinx Entwurfsverfah-
ren. Das Tool baut auf das Y-Chart Abstraktionsmodell von Gajski und Kuhn [34] auf.
Die Anforderungen der Applikationen sollen auf IP-Core Ebene aufgeschlüsselt werden,
um Vorgaben über die Platzierung sowie physikalische und zeitliche Abhängigkeiten der
Module zu erhalten.
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Bild 2.13: Makimoto’s Wave [69]
2.5 Zusammenfassung
Das Kapitel vermittelte grundlegende Kenntnisse über rekonfigurierbare Hardwarearchi-
tekturen. Dabei wurde die historische Entwicklung von richtungweisenden Konzepten
bis hin zu modernen Realisierungen aufgezeigt. Rekonfigurierbare Architekturen wur-
den hinsichtlich ihrer Granularität klassifiziert und näher beschrieben. Es zeigte sich,
dass grobgranulare Architekturen leistungsstark sind und häufig sehr kurze Rekonfigu-
rationszeiten ermöglichen. Jedoch sind sie tendenziell anwendungsspezifisch und eignen
sich durch ihre großen Funktionsblöcke eher schlecht zur Implementierung beliebiger
Schaltungen. Zudem ist ein vergleichsweise hoher Aufwand von Nöten, um Applikatio-
nen auf derartige Plattformen abzubilden.
In der Kategorie der feingranularen Architekturen wurden FPGAs im Detail behan-
delt. Dabei standen die Virtex Bausteinfamilien der Firma Xilinx im Vordergrund, da
einzig diese eine Laufzeitrekonfiguration unterstützen, die für den weiteren Verlauf der
Arbeit relevant ist. Anders als ihre grobgranularen Korrelate ermöglichen FPGAs eine
Adaption von Routing und Logik auf Bitebene. Auf diese Weise lassen sich vielfältige
datenfluss- und kontrollflussorientierte Algorithmen auf dem Substrat implementieren.
Neben den strukturellen Beschaffenheiten wurden die unterschiedlichen Entwurfs- und
Konfigurationsverfahren beschrieben. Ein Themenschwerpunkt bestand in den Beson-
derheiten von Busmakros und deren Funktion als Kommunikationsprimitive für dyna-
misch rekonfigurierbare Module. Die Vorteile einer partiellen Rekonfiguration wurden
ebenso erörtert wie die prinzipbedingten Kosten. Ein weiterer Abschnitt stellte zwei mo-
derne und sehr leistungsfähige Systeme vor, die sich die Rekonfigurationsfähigkeit von
FPGAs zu Nutze machen. Abschließend wurden in diesem Kapitel diverse Forschungs-
arbeiten aufgeführt, die sich zum einen mit Optimierungen auf der physikalischen Archi-
tekturebene befassen und zum anderen Automatisierungskonzepte für den Schaltungs-
entwurf vorstellen. Aufgrund der hohen Komplexität dynamisch rekonfigurierbarer De-
signs sind mehrschichtige Abstraktionsmethoden unabdingbar zur Reduktion der benö-
tigten Entwicklungszeiten und -kosten.
Tsugio Makimoto beobachtete 1986 eine zyklische Spezialisierungstendenz in der Halb-
leiterindustrie (Abbildung 2.13). Demnach schwankt der Technologiebedarf in einem 10-
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Lowering the Total Cost of Ownership in Industrial Applications Altera Corporation
6
Figure 5) means lower product maintenance in the field, which helps reduce the maintenance cost component of 
TCO, so limited resources instead can be spent on developing new products. Altera maintains in-house reliability 
stress, failure analysis, and associated staffs to support qualification of all new die and packaging technology 
families, of which all qualification procedures meet all Joint Electron Device Engineering Council (JEDEC) 
requirements. Altera regularly achieves greater than 20-year useful life under nominal operating conditions.
Figure 5. Life Cycles of Cyclone Series FPGAs
Taking Advantage of Longer Life Cycles
More than just product reliability contribute to long-term TCO. Compared to the life cycles of Altera FPGAs, many 
MCU and DSP devices have significantly shorter life cycles, typically in the five-to-seven-year range, because their 
vendors tend to obsolete mature devices much sooner that Altera, as shown in Figure 6. Altera’s strategy is to support 
long life cycles, typically up to 15 years, instead of obsolescing mature products, thereby helping customers avoid the 
higher cost of obsolescence management.
Figure 6. Life Cycles of a Typical Altera FPGA vs. a MCU/DSP Device






















Bild 2.14: Produktzyklus: FPGA gegenüber MCU/DSP [2]
Jahres-Rhythmus zwischen Standardisierung und Spezialisierung. Makimoto’s Wave pro-
gnostiziert den Verlauf bis einschließlich zum Jahr 2007. Zur Zeit befinden wir uns im
dritten Zyklus, demzufolge die rekonfigurierbare Hardware im industriellen Bedarfs-
mittelpunkt steht. Abbildung 2.14 zeigt, dass FPGAs im Vergleich zu Mikrocontrollern
und DSPs deutlich längere Produktzyklen haben. Aufgrund der langfristigen Verfügbar-
keit dieser Bausteine wirkt sich ihre Rekonfigurierbarkeit ebenfalls positiv auf den Le-
benszyklus darauf aufbauender Produkte aus. Auf diese Weise können Hersteller ihre
Systeme durch unkomplizierte Updates der Konfigurationsdaten über zunehmend lange
Zeiträume wettbewerbsfähig halten. Wie in diesem Kapitel gezeigt wurde, eröffnet die
Anwendung dynamischer Rekonfiguration Hardwareentwürfen einen zusätzlichen Frei-
heitsgrad. Eine Verarbeitung in Raum und Zeit ermöglicht das Prinzip der virtuellen Hard-
ware. Dabei kann ein physikalisch größerer Baustein emuliert werden, so dass letztlich
eine bessere Ausnutzung der verfügbaren Ressourcen zustande kommt. Die Kombinati-
on aus Leistungsfähigkeit und Flexibilität moderner FPGAs lassen auf eine langfristige
Unterbrechung des Makimoto Zyklus spekulieren.
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Das übergeordnete Implementierungsziel dieser Arbeit ist die Entwicklung und Op-
timierung einer für die digitale Bild- und Videoverarbeitung geeigneten Hardwareplatt-
form. Wie bereits in der Einleitung referiert wurde, findet die digitale Bildverarbeitung
in mannigfaltigen industriellen als auch wissenschaftlichen Bereichen Anwendung. Um
die Anforderungen an die angestrebte Zielplattform zu eruieren, werden in diesem Kapi-
tel reale Problemstellungen aus unterschiedlichen Teilbereichen behandelt. Dabei werden
innovative Algorithmen entworfen und optimiert, um die spezifizierte Funktionalität zu
erbringen. Das Kapitel stellt für die resultierenden Algorithmen vollständige Hardwa-
rearchitekturen vor, die zum Zwecke der Evaluierung auf FPGAs implementiert wurden.
3.1 Lichtschnittverfahren zur 3D–Modellierung von Ober-
flächen
3.1.1 Hintergrund
In der Industrie werden häufig automatisierte Prüfverfahren eingesetzt, um die Qualität
gefertigter Produkte sicherzustellen. Die Inspektion von Schweißnähten ist von besonde-
rem Interesse für die Automobilindustrie. Dabei werden Schweißnähte unter anderem an







• Nicht gefüllter Endkrater
Zur Extraktion der aufgelisteten Merkmale werden dreidimensionale Objektdaten benö-
tigt. Eine adäquate Methode zur Erfassung bietet das Lichtschnittverfahren (Laser Trian-
gulation). Abbildung 3.1 veranschaulicht das Aufnahmeprinzip. Demnach wird ein La-
serstrich auf die Zielfläche projiziert und von einer Matrixkamera unter einem definier-
ten Winkel aufgezeichnet. Gemäß der Stereoskopie entspricht das Profil der dargestellten
Laserreflektion den Oberflächengeometrie des Objekts. Um auf diese Weise ein vollstän-
diges Objekt abzutasten, muss entweder das Objekt selbst oder die Sensoreinheit bewegt
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Bild 3.1: Lichtschnittverfahren
werden. Das Bildverarbeitungssystem hat dabei die Aufgabe den Laserstrich in den Bild-
sequenzen zu extrahieren. Hohe Scangeschwindigkeiten von bis zu 2 kHz sind notwen-
dig, um in hochfrequenten Linienproduktionen prozesssynchrone Verarbeitungen zu er-
möglichen. Das zu konzipierende System soll in der Lage sein 500 Vollbilder mit einer
Auflösung von 1024x1024 Pixel in Echtzeit zu bearbeiten. Erschwerend wirken sich auf
die Auswertung des Signals zusätzliche Reflektionen und Überstrahlungen auf der Ob-
jektoberfläche aus.
3.1.2 Definition des Extraktionsalgorithmus
Die resultierende Datenrate von









ist selbst für moderne Computersysteme und Übertragungsschnittstellen sehr anspruchs-
voll. Aus diesem Grund wird eine Vorverarbeitung in der Kamera benötigt, um die Da-
tenrate zu reduzieren. Demnach überträgt die Kamera anstelle von Vollbildern lediglich
extrahierte Merkmale, die zu fortführenden Verarbeitungsschritten von der Software aus-
gewertet werden. Entsprechend der Ausleserichtung des Bildsensors bietet sich eine zei-
lenweise Verarbeitung der Bilddaten an. Da die hellsten Bildregionen nicht zwangsläufig
Teil des projizierten Laserstrichs sind, ist es häufig nicht ausreichend ausschließlich das
Intensitätsmaximum zu betrachten. Softwaresimulationen – basierend auf realen Daten-
sätzen – zeigten, dass die Extraktion der vier hellsten Bereiche pro Zeilen eine adäquate
Lösung ermöglicht. Dabei sind für die weitere Auswertung der Daten die Intensitäten so-
wie die Anfangs- und Endpunkte der vier Zeilenmaxima relevant. Störreflektionen und
externe Lichtquellen erzeugen oftmals diffus beleuchtete Flächen, deren Breiten die des
Laserabbildes deutlich überschreiten. Somit ermöglicht die Implementierung eines Brei-
tendiskriminators das effektive Ausblenden von Maxima deren Breiten einen parame-
trierbaren Schwellwert überschreiten.
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Bild 3.2: Hysteresefunktion zur Detektion der Bereichsgrenzen. M: max. Grauwert einer Region;
T: Hysteresekonstante
Die Bereichsgrenzen werden in Abhängigkeit einer Hysteresefunktion und eines re-
lativen Schwellwertes ermittelt. Sowohl die Hysteresefunktion, skizziert in Bild 3.2, als
auch der Schwellwert beziehen sich auf die Grauwerte der lokalen MaximaM. Als Schwell-
wert erwies sich S ≈ 3M/4 als optimal. Eine Bereichsgrenze liegt vor, wenn der Grauwert
G eines Pixels an der Position x einer Zeile beide Bedingungen erfüllt:
G(x) ≤ S ∧ G(x) ≤M − T. (3.2)
Hierbei hat der relative Schwellwert den größten Einfluss auf die Detektion. Die Hys-
teresebedingung verhindert vor allem in dunkleren Bildbereichen die Bearbeitung nicht
relevanter Regionen. Da nach diesem Verfahren die lokalen Maximalwerte bekannt sein
müssen, können ausschließlich die abschließenden Grenzen der Bereiche detektiert wer-
den. Aus diesem Grund muss jede Bildzeile zweimal verarbeitet werden, beginnend von
verschiedenen Enden. Bild 3.3a zeigt den Grauwertverlauf einer Bildzeile. Das Beispiel
bestätigt den zuvor beschriebenen Fall, bei dem die Intensität der Laserreflektion nicht
die hellste Region im Bild ist. Der linke Ausschnitt des Histogramms wird im Folgenden
zur Beschreibung des Extraktionsalgorithmus herangezogen.
Im ersten Durchlauf werden die Zeilen in der Richtung von links nach rechts durch-
laufen. Dabei wird der lokal maximale Grauwert solange aktualisiert bis die Bedingun-
gen aus Gleichung 3.2 erfüllt sind. Die gemäß Algorithmus 1 detektierten Positionen ent-
sprechen den rechten Bereichsgrenzen und erhalten eine Markierung. Abbildung 3.3b
zeigt das Ergebnis des ersten Durchlaufs in dem betrachteten Fallbeispiel. In der umge-
kehrten Verarbeitungsrichtung wird Algorithmus 2 durch die gesetzten Markierungen
getriggert. An diesen Zeilenpositionen beginnt erneut die Suche nach dem lokalen Maxi-
malwert und der dazugehörigen linken Bereichsgrenze. Wird diese durch Gleichung 3.2
bestätigt, so wird das detektierte Maximum, bestehend aus dem Grauwert und den Ko-
ordinaten der Bereichsgrenzen, an einen Sortierer übergeben. Dieser hat die Aufgabe die
eingehenden Maxima nach ihren Intensitäten zu sortieren und die vier signifikantesten
Listenelemente bereitzustellen. Weiterhin implementiert der Sortierer den beschriebenen
Breitendiskriminator zur Unterdrückung großflächiger Bereiche. Wird bei der Suche nach
der linken Grenze einer Region eine weitere Markierung detektiert, so wird diese Posi-
tion als neue rechte Grenze verwendet und der vorhergehende Maximumkandidat ver-
worfen. Ein Sonderfall liegt vor, falls die linke Grenze auf eine markierte Position fällt.
3.1 LICHTSCHNITTVERFAHREN ZUR 3D–MODELLIERUNG VON OBERFLÄCHEN 33
(a) Histogramm einer Bildzeile (b) Markierungen setzen (links→ rechts)
(c) Linke Bereichsgrenzen (rechts→ links) (d) Detektierte Maxima
Bild 3.3: Funktionsweise des Extraktionsalgorithmus
Algorithmus 1 Detektion rechter Bereichsgrenzen (Zeilenrichtung: links→ rechts)
1: Markierung[n]⇐ 0 ∀ 0 ≤ n < Zeilenlaenge
2: Mlokal ⇐ 0
3: for x = 0 to (Zeilenlaenge − 1) do
4: if G(x) >Mlokal then
5: Mlokal ⇐ G(x)
6: else if
((








8: Mlokal ⇐ 0
9: end if
10: end for
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Algorithmus 2 Zuordnung linker Bereichsgrenzen (Zeilenrichtung: rechts→ links)
1: Mlokal ⇐ 0
2: run⇐ 0
3: for x = (Zeilenlaenge − 1) down to 0 do
4: if Markierung[x] then
5: posende ⇐ x
6: run⇐ 1
7: else
8: posmem ⇐ posende
9: end if
10: if run then
11: if G(x) >Mlokal then
12: Mlokal ⇐ G(x)
13: else if
((







14: if Markierung[x] then {linke Grenzpositionen mit Markierungen ignorieren}
15: posende ⇐ posmem {rechte Grenze wiederherstellen}
16: else
17: Sort(Mlokal, x, posende)






Würde diese Bedingung akzeptiert werden, so entstünden unmittelbar benachbarte Ma-
ximaregionen. Um in solchen Fällen dennoch einen zusammenhängenden Bereich zu rea-
lisieren und damit der Verschwendung eines extrahierten Maximums vorzubeugen, wird
die betroffene Position ignoriert und die Suche fortgesetzt. Abbildungen 3.3c,d zeigen die
in dem Fallbeispiel detektierten Maxima. Das Ergebnis der Verarbeitung der vollständi-
gen Zeile ist in Bild 3.4 dargestellt. Der zu dem Laserstrich gehörende Bereich wurde
erfolgreich extrahiert und als drittes Maximum von dem Sortierer ausgegeben. Die kor-
rekte Zuordnung der Merkmale erfolgt letztlich auf höherer Ebene durch Softwarealgo-
rithmen, die Zeilen- und Bildübergreifend operieren und entsprechende Gewichtungen
realisieren.
3.1.3 Ressourcenoptimierte Hardwarearchitektur
Durch die Merkmalsextraktion werden pro Bildzeile die Daten von vier Intensitätsberei-
chen, bestehend aus jeweils zwei 10-Bit Adressen und einem 8-Bit Grauwert, ausgegeben.
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Bild 3.4: Extrahierte 4-Maxima der Bildzeile
Die durch Gleichung 3.1 definierte Datenrate lässt sich folglich auf





reduzieren. Die Reduktion auf 1,37 Prozent des ursprünglichen Wertes erlaubt eine pro-
blemfreie Datenübertragung und bedarf zur Lokalisierung der Laserreflektion nur einen
Bruchteil der zur Verfügung stehenden Rechenleistung des PCs.
Das zugrunde liegende System liest Bilder mit einer Zeilenfrequenz von 500 kHz aus
dem Bildsensor. Hierdurch ergibt sich für beide Verarbeitungsdurchläufe ein Zeitfenster
von 2µs. Falls die Berechnung von Gleichung 3.2 innerhalb eines Taktzyklus möglich ist,
werden für die Verarbeitung einer Zeile
Taktzyklen
Zeile
= 2 ∗ 1024 + k (3.4)
Taktzyklen benötigt. Hierbei repräsentiert k die Taktzyklen die für zusätzliche Verarbei-
tungsschritte benötigt werden. k ist proportional zur Anzahl gesetzter Markierungen in
Algorithmus 1 und somit direkt abhängig von dem Bildinhalt. Mit Gleichung 3.4 ergäbe




∗ fZeile ≥ 1GHz, (3.5)
die für eine Implementierung auf einem modernen FPGA deutlich zu hoch ist. Um die
zur Verarbeitung benötigte Taktrate zu verringern, müssen die Bilddaten parallel verar-
beitet werden. Hierzu werden die vorgestellten Algorithmen als eigenständige Hardwa-
remodule (Kernel) implementiert, die mehrfach instanziert werden und unterschiedliche





∗ fZeilesequ . (3.6)
Dadurch werden jedoch n-mal soviel Hardwareressourcen und zusätzliche Kontrolllo-
gik benötigt, die den Grad der Parallelisierung begrenzen. Um eine Taktrate ≤ 100MHz
zu erreichen, werden gemäß Gleichungen 3.5 und 3.6 11 Kerneleinheiten benötigt. Die































































































































(b) Struktur der Kernel
Bild 3.5: Hardwarearchitektur
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Hardwarearchitektur des Systems ist in Bild 3.5a dargestellt. Jede der 11 Kerneleinhei-
ten ist mit einem internen Speicher verbunden, auf den beidseitig zugegriffen werden
kann. Der Speicher muss ausreichend groß sein, um eine vollständige Bildzeile sowie
die von den Kerneln erzeugten Markierungen aufzunehmen. Die eingehenden Bilddaten
werden auf einen 32-Bit breiten Datenbus gemultiplext, der mit dem Port-B Dateneingang
der RAMs verbunden ist. Ein Zähler wird mit dem Zeilentakt inkrementiert und erzeugt
die entsprechenden globalen Schreibadressen. Die Arbitrierung der Verarbeitungseinhei-
ten lässt sich durch eine zyklische Ansteuerung der RAM-Schreibsignale realisieren. Auf
diese Weise wird jede Bildzeile i dem Kernel imod11 zugeordnet. Sobald Bilddaten über
Port-B in die jeweiligen Speicher geschrieben werden, beginnen die Kernel mit dem si-
multanen Auslesen der Daten über Port-A, so dass durch die Pufferung nur eine mini-
male Latenzzeit entsteht. Eine Zustandsmaschine kontrolliert die Übernahme der Verar-
beitungsergebnisse in einen gemeinsamen FIFO Speicher, der die Daten zur Übertragung
an den PC bereithält.
Bild 3.5b präsentiert die Architektur einer Kerneleinheit. Die Kernel haben Lese- und
Schreibzugriff auf das RAM. Ein auf-und-abwärts Zähler erzeugt die Adressen und er-
möglicht das Auslesen der Daten in beiden Richtungen. Das Edge-Detection Modul wird
in beiden Durchläufen zur Determinierung der Bereichsgrenzen eingesetzt, so dass die
entsprechenden Ressourcen mehrfach verwendet werden. Damit die Sortierung der ex-
trahierten Maxima keine zusätzliche Latenzzeit verursacht, wird sie parallel zur Detekti-
on ausgeführt. Hierzu müssen die Ergebnisse des Edge-Detection Moduls in einem kleinen
FIFO gepuffert werden, um sicherzustellen, dass keine Daten an den Sortierer überge-
ben werden, während er ausgelastet ist. Die Ansteuerung des FIFOs ist in Abbildung 3.6
aufgezeigt. Während des ersten Durchlaufs ist das Tag-Write Modul aktiv. Dieses wird
durch das Auftreten einer Bereichsgrenze getriggert und schreibt das dazugehörige Mar-
kierungsbit in den Speicher. Dieser Zeitraum steht nicht für den Suchalgorithmus zur
Verfügung und sollte daher weitestgehend minimiert werden, um auszuschließen, dass
Zeilen mit zahlreichen Merkmalen nicht mehr in dem gegebenen Zeitfenster verarbei-
tet werden können. Ist der Adresszähler am Zeilenende angelangt, so invertiert er seine
Zählrichtung, wodurch der zweite Verarbeitungsdurchlauf beginnt und das Tag-Detection
Modul aktiviert wird. Dieses hat in Anlehnung an Algorithmus 2 die Aufgabe die Su-
che nach linken Bereichsgrenzen auszulösen, sobald ein markiertes Datenwort aus dem
RAM gelesen wurde. Die entsprechende Adresse repräsentiert die rechte Grenze. Sie wird
in einem Register des Tag-Detection Moduls zwischengespeichert und nach der Extrakti-
on eines Bereichs an den Sortierer weitergeleitet. Dieser verfügt über ein internes RAM
zur Speicherung der vier Maxima, einschließlich ihrer Grenzen. Neue Werte werden mit
bereits gespeicherten verglichen und entsprechend einsortiert. Um dabei zusätzliche Zu-
griffszeiten auf den Speicher zu vermeiden, werden zur Umsortierung lediglich Zeiger-
register, mit den Adressen der entsprechenden Elemente, aktualisiert. Eine Verhaltenssi-
mulation des Algorithmus über eine Zeilenperiode ist in Bild 3.7 dargestellt.

























Bild 3.6: FSM zur FIFO Ansteuerung
3.1.4 Ergebnisse
Der vorgestellte Entwurf wurde in eine Kamera integriert, die mit einem Virtex-II XC2V-
1000 FPGA ausgestattet ist. Die Hardwarearchitektur des Konzepts ist sehr ressourcenef-
fizient. Die von einer Kerneleinheit belegten Ressourcen sind in Tabelle 3.1 zusammen-
gefasst. Darüber hinaus zeigt Tabelle 3.2 die Ergebnisse der Implementierung der in Bild
3.5a schematisch dargestellten Gesamtarchitektur. In FPGA Designs stellt die Anzahl der
verwendeten 4-Input LUTs eine geeignete Messgröße für die grundsätzliche Belegung
der Ressourcen dar. In dem präsentierten Konzept sind dies lediglich 25 Prozent des Bau-
steins, so dass ausreichend Ressourcen zu weiteren Zwecken zur Verfügung stehen.
Die Abbildungen 3.8 demonstrieren die Funktion der Datenvorverarbeitung in der
Kamera. Das unbearbeitete Eingangsbild ist in Bild 3.8a dargestellt. Neben dem Nutz-
signal sind weitere Reflektionen zu sehen. Bild 3.8b zeigt die Ausgaben der Hardwa-
revorverarbeitung. Jede Zeile enthält die extrahierten vier Bereiche, deren Farben den
detektierten Maximalwerten entsprechen. Zur besseren Darstellung wurden die Bereiche
andersfarbig umrandet, so dass ihre Rangfolge erkennbar ist. Wie bereits erläutert obliegt
die endgültige Entscheidung über die Auswahl der zur Verfügung gestellten Maxima der
Softwareverarbeitung. Auf diese Weise entsteht letztlich die störfreie Darstellung in Bild
3.8c. Durch die Aneinanderreihung solcher Scans entsteht das angestrebte dreidimensio-
nale Abbild der Oberflächenstruktur. Zwei Beispiele inspizierter Schweißnähte, die mit
diesem System aufgezeichnet wurden, sind in Bild 3.9 zu sehen. Die Eigenschaften der
Nähte sind detailliert erfasst und ermöglichen eine Auswertung entsprechend den zu
Beginn des Kapitels spezifizierten Kriterien.
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Bild 3.7: Verahltenssimulation des Algorithmus
(a) Eingangsbild (b) Maxima Extraktion (HW) (c) Maximum Selektion (SW)
Bild 3.8: Fallstudie: Verarbeitung einer Schweißnaht
(a) (b)
Bild 3.9: 3D-Darstellung gescannter Schweißnähte
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10-Bit UpDown Zähler 1






10-Bit Komparator größergleich 3
8-Bit Komparator größer 2
8-Bit Komparator kleiner 2
8-Bit Komparator kleinergleich 1
3.2 Architekturen zur Farbverarbeitung
Für die Mehrzahl industrieller Bildverarbeitungssysteme stehen die Auflösung, die Bild-
frequenz, die Lichtempfindlichkeit sowie das Rauschverhalten der Sensoren im Vorder-
grund. Aus diesem Grund werden überwiegend Kameras eingesetzt, die Grauwertbilder
ausgeben. Dennoch ist die Auswertung von Farbinformationen für viele Applikationen
essentiell, da sie beispielsweise eine schnelle Trennung verschiedener Objekte vom Hin-
tergrund und voneinander ermöglicht. Ist die Farbe selbst von Bedeutung, so werden
die Verarbeitungsprozesse durch Lichtquellen mit variablen oder unbekannten spektra-
len Eigenschaften erschwert. Im Folgenden wird diese Problematik näher durchleuchtet
und ein adäquates Konzept zur Lösung vorgestellt.
3.2.1 Problemspezifikation
In den meisten Fällen hat das menschliche Sehsystem in der Bildverarbeitung eine Vor-
bildfunktion. Tiefere Kenntnisse über das biologische Sehsystem sind oftmals eine Hilfe
für das maschinelle Sehen. Das Auge verfügt über zwei verschiedene Arten von Rezep-
toren, Stäbchen und Zapfen. Durch die Stäbchen wird die Intensität des Lichts wahrge-
nommen, unabhängig von dessen Wellenlänge. Die Zapfen sind farbempfindliche Senso-
ren, die sich in drei Gruppen mit unterschiedlicher spektraler Empfindlichkeit einteilen
lassen: rote, grüne und blaue Zapfen [92]. Die lichtempfindlichen Zellen der Netzhaut
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Tabelle 3.2: Ergebnisse der Implementierung (Virtex-II XC2V1000)
Logik Auslastung Benutzt Verfügbar Belegt
Anzahl Slice Flip Flops 1508 10240 14%
Anzahl 4-Input LUTs 2340 10240 22%
Logik Verteilung
Anzahl verwendeter Slices 1710 5120 33%
Anzahl Slices mit ausschl. Related Logik 1710 1710 100%
Anzahl Slices mit Unrelated Logik 0 1710 0%
Gesamtzahl 4-Input LUTs 2575 10240 25%
Eingesetzt für Logik 2340
Eingesetzt zum Durchrouten 18
Eingesetzt als Schieberegister 217
Anzahl festgelegter IOBs 146 172 84%
IOB Flip Flops 43
Anzahl BlockRAMs 9 40 22%
Anzahl MULT18x18s 4 40 10%
Anzahl GCLKs 3 16 18%
Anzahl äquivalenter Gatter des Entwurfs 647996
setzen die optischen Reize in Nervensignale um, die über die Sehnerven an das Gehirn
weitergeleitet werden. Dort werden die visuellen Informationen ausgewertet und zu Bil-
dern geformt. Eine Eigenschaft des menschlichen Sehsystems, die an dieser Stelle von
besonderem Interesse ist, ist die Farbkonstanz. Sie ermöglicht die Kompensation von Än-
derungen der spektralen Zusammensetzung beobachteten Lichts aufgrund unterschied-
licher Beleuchtungen. So ändert sich im Laufe des Tages das Tageslicht von blau nach
gelb, dennoch erscheint uns die Umwelt stets in denselben Farben. Ein äquivalentes Ver-
halten wird ebenfalls in der digitalen Bildverarbeitung angestrebt, um Objekte getrennt
von der Beleuchtung korrekt darzustellen und auszuwerten. Neben dem Entwurf eines
adäquaten Farbkonstanzalgorithmus besteht das Ziel in einer Hardwarerealisierung, die
sich in eine Farbkamera integrieren lässt.
3.2.2 Farbrückgewinnung
So genannte Echtfarbbilder bestehen aus drei Farbkanälen zu je 8 Bit und können bis zu
16,7 Millionen Farben auflösen. Kameras, die für jedes Pixel alle drei Farbwerte liefern,
enthalten drei aufeinander abgestimmte Bildsensoren. Dabei werden die Grundfarben
der einfallenden Lichtstrahlen über Prismen voneinander getrennt und auf die einzelnen
Sensoren projiziert. Derartige Kameras sind aufwändig zu konstruieren und sehr teuer,
so dass diese Technologie überwiegend in High-End Produkten Anwendung findet. Eine
weitaus kostengünstigere und verbreitete Alternative zur Akquisition von Farbbildern ist
die Verwendung des nach ihrem Erfinder benannten Bayer Filters. Nach diesem Prinzip
wird nur ein Bildsensor benötigt. Das Bayer Filter besteht aus den drei Grundfarben oder
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alternativ ihren Komplementärfarben und ist Teil des Sensors. Jedes Pixel hat ein Far-
belement des strukturierten Filters zugeordnet, das ausschließlich den entsprechenden
spektralen Anteil des Lichts durchlässt. Die beiden jeweils fehlenden Farbanteile müssen
aus den benachbarten Feldern gewonnen werden. Dieses Verfahren wird allgemein als
Demosaicking bezeichnet. Die Anordnung der Farben entspricht in der Regel der in Bild
Bild 3.10: Bayer Filter – Bilineare Interpolation
3.10 dargestellten Variante. Auch andere Anordnungen sind möglich. Entscheidend ist,
dass jedes Pixel in seiner Nachbarschaft mindestens ein Pixel der jeweils anderen Far-
ben hat, um eine Farbrekonstruktion zu ermöglichen. Durch die Interpolation der Farben
können vor allem an Kanten unerwünschte Farbartefakte auftreten. In [39] werden diver-
se Interpolationsverfahren vorgestellt und hinsichtlich ihrer Leistungsfähigkeit mitein-
ander verglichen. Das naheliegendste Verfahren basiert auf der bilinearen Interpolation.
Gemäß Bild 3.10 werden die fehlenden Farbwerte eines Pixels direkt aus allen benach-
barten Pixel der entsprechenden Farbe gemittelt. Dieses Verfahren funktioniert gut in ho-
mogenen Bildsektionen, hat jedoch die genannten Schwierigkeiten mit hochfrequenten
Bildanteilen. Angenommen in Bild 3.10 liegt an der eingezeichneten Kante ein Grün-Rot
Übergang vor, so ist der Grünwert in P13 100% und in P8 lediglich 75%. Eine Verbesse-
rung kann durch eine kantengerichtete Interpolation herbeigeführt werden. Dabei wird
entsprechend dem Bildinhalt eine Vorzugsrichtung zur Interpolation ermittelt. Die Vor-
zugsrichtung basiert auf der Auswertung der horizontalen und vertikalen Gradienten
einzelner Farben in der Umgebung:
GradhP8 = |P7 − P9| (3.7)
GradvP8 = |P3 − P13| (3.8)
Unterschreitet demnach nur einer der Gradienten einen definierten Schwellwert (S), so





2 , wenn GradhP8 < S ∧ GradvP8 ≥ S,
P3+P13
2 , wenn GradhP8 ≥ S ∧ GradvP8 < S,
P3+P7+P9+P13
4 , in allen übrigen Fällen.
(3.9)
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(a) bilinear (b) kantengerichtet
Bild 3.11: Interpolationsverfahren
Das Verfahren resultiert in schärferen Objektkonturen und reduziert die prinzipbeding-
ten Farbartefakte. Ein Beispiel ist in Abbildung 3.11 dargestellt. Zwar existieren nach [39]
noch leistungsfähigere Algorithmen, wie die homogenitätsgerichtete Interpolation [49],
jedoch führen diese zu einem unverhältnismäßigen Mehrbedarf an Ressourcen hinsicht-
lich einer Hardwareimplementierung.
Die kantengerichtete Interpolation arbeitet auf 3x3 Pixel großen Bildausschnitten. Bild
3.12a präsentiert eine geeignete Hardwarearchitektur für die Interpolation, die sich in ei-
ne Kamera integrieren lässt. Zwei Zeilenpuffer stellen die zur Verarbeitung benötigte Pi-
xelumgebung her. Dabei entsprechen die Signale S1 – S9 den Pixel einer 3x3 Maske (von
oben links nach unten rechts durchnummeriert), die zur Verarbeitung pixelweise über
das Bild verschoben wird. Die Signale werden von dem Rechenwerk, das im unteren Ab-
schnitt des Bildes dargestellt ist, verarbeitet. Die Schaltung wird zyklisch zu Beginn eines
Frames zurückgesetzt, so dass keine unerwarteten Ereignisse zu anhaltenden Fehlerzu-
ständen führen können. Eine FSM wird zur sequentiellen Ablaufsteuerung eingesetzt.
Die dazugehörigen Zustandsübergänge sind in Bild 3.12b dargestellt. Prinzipbedingt be-
ginnt erst beim Empfang der zweiten Bildzeile die Verarbeitung der ersten Zeile, so dass
eine unvermeidliche Latenzzeit von ca. einer Zeilenperiode entsteht. Die FSM leitet die
Bild-Steuersignale an das Rechenwerk weiter. Sie erzeugt zudem Signale, die die Bildrän-
der identifizieren. Dies ist notwendig, da für deren Verarbeitung nur eine 3x2 bzw. 2x3
Umgebung zur Interpolation zur Verfügung stehen. Des Weiteren hat die Zustandsma-
schine die Aufgabe die ungeraden Zeilen und die grünen Pixel für das Rechenwerk zu
markieren. Das Rechenwerk implementiert die Funktionalität von Gleichung 3.9 und be-
steht im Wesentlichen aus Addierern und Schieberegistern. Dabei werden stets alle Ad-
ditionen parallel durchgeführt und die jeweils relevanten Summen über Multiplexer an
die Ausgangsregister weitergeleitet. Das Edge-Detection Modul ist Teil des Rechenwerks
und dient der Berechnung der Gradienten, gemäß den Gleichungen 3.7, 3.8. Zur Betrags-
bildung wird das Ergebnis der Subtraktion, das in einer K2-Darstellung vorliegt, mit dem
Vorzeichenbit XOR-verknüpft. Zudem muss im Anschluss das Vorzeichenbit aufaddiert
werden. Das Modul kann die von dem Adder-Array bereits berechneten Summen gegen-
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überliegender Pixel verwenden, um mit den ermittelten Gradienten Gleichung 3.9 zu be-
rechnen.
Die vorgestellte Architektur wurde generisch konzipiert, so dass sie für unterschied-
liche Farbanordnungen des Bayer Filters eingesetzt werden kann. Die Größe der instan-
zierten FIFO Speicher bestimmt die maximale Zeilenlänge, so dass der Entwurf auf ein-
fache Art und Weise an unterschiedliche Bildsensoren angepasst werden kann.
3.2.3 HSI Farbraumtransformation
Eines der ältesten und sehr verbreiteten Farbmodelle ist das RGB-Modell, das der Farb-
aufnahme des menschlichen Auges nachempfunden ist. Die drei Vektoren der Grundfar-
ben Rot, Grün und Blau stehen orthogonal zueinander und spannen einen würfelförmi-
gen Raum auf (Abbildung 3.13a). Beliebige Farben C in diesem Raum lassen sich durch
Addition spektraler Anteile der Grundfarben darstellen:
C = (R,G,B) für
{
R,G,B ∈ < | 0 ≤ R,G,B ≤ 1} (3.10)
Schwarz liegt im Ursprung des Würfels und Weiß in der gegenüberliegenden Ecke. Dem-
entsprechend repräsentiert die verbindende Diagonale (R = G = B) alle Grauwerte. Das
RGB-Modell kann als physikalisches Modell für ein Bildverarbeitungssystem betrach-
tet werden und erleichtert den Entwurf von Computergrafik. Dennoch ist es nicht ide-
al für alle Anwendungsbereiche. Die enge Beziehung zwischen den drei Grundfarben
erschwert die Ausführung zahlreicher Bildverarbeitungsalgorithmen. Soll die Luminanz
(Leuchtkraft) eines Bildes verändert werden, so müssen alle drei Farbkomponenten an-
gepasst werden, so dass sich der Rechenaufwand gegenüber dem eines Grauwertbildes
mindestens verdreifacht [104]. Ein weiteres Beispiel ist der Histogrammausgleich, der auf
der Auswertung der Intensität eines Bildes beruht.
Farben lassen sich im Allgemeinen durch drei Kenngrößen beschreiben (Trichromatizi-
tät), so dass über das RGB-Modell hinaus weitere Farbmodelle existieren. Von besonderer
Bedeutung für die digitale Bildverarbeitung ist das HSI-Modell [90, 102]. Dabei handelt
es sich ebenfalls um ein Modell, dass an die menschliche Farbwahrnehmung angelehnt
ist. Während das Auge die Farben in den beschriebenen drei Spektralkomponenten de-
tektiert, verarbeitet das Gehirn den Farbton als Ganzes. Diese Kenngröße entspricht dem
Farbwinkel (engl. Hue) des HSI-Modells. Die weiteren davon unabhängigen Kenngrößen
sind die Sättigung und die Intensität. Letztere entspricht der Helligkeitswahrnehmung
im Auge mittels der Stäbchenrezeptoren. Bild 3.13b veranschaulicht den Zusammenhang
der Parameter im HSI Farbraum mit zylindrischen Koordinaten. Die Farbe Weiß befin-
det sich dabei an der oberen Spitze, Schwarz an der unteren. Auf diese Weise können
Anwendungen die Farbe von Objekten unmittelbar der H-Komponente entnehmen. Bil-
doperationen, die auf Histogrammen basieren, Intensitätstransformationen oder Faltun-
gen nutzen einzig die I-Komponente. Aus diesem Grund ist es auch in der beabsichtigten
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(a) Blockschaltbild des Algorithmus
(b) FSM zur Ablaufsteuerung
Bild 3.12: Hardwarearchitektur – kantengerichtete Interpolation
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(a) RGB Farbraum (b) HSI Farbraum
Bild 3.13: Farbmodelle
Applikation vorteilhaft, wenn die Daten bereits in diesem Format von der Kamera über-
tragen werden.
Nach der Farbrückgewinnung liegen die Daten im RGB-Format vor. Eine HSI Farb-
raumtransformation lässt sich für normierte Farbwerte (Gleichung 3.10) wie folgt berech-
nen:
H =
θ, für B ≤ G,360 − θ, für B > G mit θ = arccos

1
2 [(R − G) + (R − B)]√
(R − G)2 + (R − B)(G − B)
 (3.11)
S = 1 − 3 ∗min(R,G,B)





(R + G + B) . (3.13)
Gleichung 3.11 ist aufgrund der trigonometrischen Funktion und der Wurzeloperation
am aufwändigsten in Hardware zu realisieren. Für die exakte Berechnung bietet sich
das CORDIC Verfahren an [100]. Jedoch ist die Genauigkeit dieses iterativen Algorith-
mus proportional zu den benötigten Taktzyklen, so dass er sich nur schlecht zum Ein-
satz in zeitkritischen Datenflussapplikationen eignet. Alternativ können Look-Up Tabel-
len eingesetzt werden, um komplexe Funktionen innerhalb eines Taktzyklus mit einer
festgelegten Genauigkeit anzunähern. Allerdings benötigt diese Lösung angesichts des
24 Bit großen Farbvektors viel Speicher. Untersuchungen zeigten, dass eine Reduktion
der Farbauflösung von 8 auf 5 Bit pro Kanal zu einem vertretbaren Speicherbedarf von
16 FPGA-Speicherblöcken führt. Jedoch leidet die Genauigkeit des resultierenden Farb-
wertes beachtlich darunter. Kender stellt in [58] eine optimierte Methode zur Berechnung
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von H vor:




3 ∗ (G − R)
G − B + R − B
)
(3.14)
else if (G > R) : H = pi + arctan
( √
3 ∗ (B − G)
B − R + G − R
)





3 ∗ (R − B)
R − G + B − G
)
else if (R > B) : H = 0
else if (R = G = B) : H = achromatisch
Demzufolge muss ein Rechenwerk für folgende Arithmetik implementiert werden:
H = α + arctan
( √
3 ∗ (S1 − S2)




(S1 + S2) + S3
3
(3.16)






Der Faktor in Gleichung 3.17 ist notwendig, um von dem normierten Wertebereich der
Sättigung in den 8-Bit-Wertebereich zu wechseln. Bei der Berechnung von H und I lässt
sich die Summe (S1 + S2) mehrfach verwenden. Ebenso kann S direkt von I abgeleitet
werden. Die Hardwarearchitektur zur HSI Farbraumtransformation ist in Bild 3.14 prä-
sentiert. Vier Pipelinestufen werden benötigt, um Farbwerte taktweise verarbeiten zu
können. In der ersten Stufe unterscheidet ein Komparator die Fälle aus Gleichung 3.15
und weist dementsprechend die RGB Komponenten den Eingangsregistern des Rechen-
werks zu. Nicht berücksichtigt wird der achromatische Fall, da stattdessen S = 0 de-
tektiert werden kann. Die zweite Stufe dient der Berechnung der Intensität sowie des
Arguments der Arcustangensfunktion. Dabei werden die Multiplikationen mit 1/3 und√
3 als Festkomma-Operationen realisiert. Eine Dualport-LUT implementiert die Kehr-
wertbildung. Sie wird sowohl zur Bildung des Arcustangensarguments, als auch für die
Berechnung der Sättigung eingesetzt. Für letztere müssen einige Nachkommastellen der
Intensität berücksichtigt werden, um Rundungsfehler zu minimieren. Dies ist vor allem
in dunklen Bildbereichen von Bedeutung. Da jedoch eine LUT mit der benötigten Auflö-
sung eine erhebliche Menge an Speicher voraussetzt, wird ein kaskadiertes LUT-Konzept
mit mehreren Auflösungsbereichen realisiert. Bild 3.15 zeigt das entsprechende Block-
schaltbild. Während für den Nenner im Arcustangens stets die LUT mit dem größten
Wertebereich zuständig ist, entscheidet ein Decoder in Abhängigkeit des Intensitätswer-
tes, welcher LUT-Ausgang für die Berechnung der Sättigung verwendet wird. Die Berech-
nung der Quotienten wird in der dritten Pipelinestufe durchgeführt. Für die Bestimmung
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Bild 3.14: Architektur – HSI Farbraumtransformation
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Bild 3.15: Blockschaltbild – LUT 1/x
des Arcustangens wird eine zusätzliche LUT instanziert. Der Wertebereich der Eingangs-
daten liegt im Bereich [−√3 ≤ x ≤ √3]. Folglich ergibt sich für die Ausgangsdaten ein
Wertebereich von [−43 ≤ y ≤ 43]. Bei einer 8 Bit Kodierung der Ausgabewerte können die
Eingangswerte mit einer Genauigkeit von 11 Bit aufgelöst werden, so dass sich die LUT
in einem einzigen BlockRAM des FPGAs realisieren lässt. In der letzten Verarbeitungs-
stufe wird das Ergebnis der trigonometrischen Funktion von α subtrahiert. Zudem sieht
die Architektur vor, dass die Sättigung optional durch einen Faktor erhöht werden kann,
um die Farbbrillanz der Bilder zu steigern.
3.2.4 Farbkonstanz
Nachdem in den letzten Abschnitten Methoden zur Farbinterpolation und Farbmodel-
le vorgestellt wurden, behandelt dieser Teilbereich des Kapitels die Farbkonstanz. Wie
bereits erläutert, besteht dabei das Ziel in der Farbdarstellung von Objekten, unabhän-
gig von den spektralen Eigenschaften der Beleuchtung. Nach [37] sind die beobachteten
Eigenschaften eines Objekts von drei Faktoren abhängig:
• Spektraleigenschaften der Beleuchtung (Beleuchtungsenergie E(λ))
• Reflektionseigenschaften der Objektoberfläche (S(λ))
• Eigenschaften des optischen Systems (Rk(λ))
Dabei wird vereinfacht von einer einzelnen Lichtquelle ausgegangen, die Licht mit einer
Wellenlänge λ emittiert. Der Farbvektor p eines beobachteten Objektpunktes P ergibt sich











Zur Umsetzung von Farbkonstanz muss Gleichung 3.18 für k Farbkanäle, über den Sen-
sitivitätsbereich ω des Sensors, gelöst werden. Während pPk und Rk(λ) messtechnisch be-
stimmt werden können, müssen die Funktionen E(λ) und S(λ) für jede Szene ermittelt


















In [37] wird gezeigt, dass die zu bestimmende Transformationsmatrix in einen variablen
Vektor und eine fixe Matrix zerlegt werden kann. Die feststehende Matrix dk ist sensor-
spezifisch. Sie lässt sich messtechnisch ermitteln oder kann gegebenenfalls direkt vom
Sensorhersteller bezogen werden. Auf diese Weise verringert sich die Komplexität des
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Zur Lösung des unterbestimmten Gleichungssystems werden in diversen Lösungsan-
sätzen zusätzliche Annahmen über Objekte und Lichtquellen gemacht, die das Problem
eindeutig lösbar machen [50, 114]. Andere Verfahren suchen in dem Lösungsraum nach
dem besten oder wahrscheinlichsten Kandidaten [32, 33, 37]. Farbkonstanzalgorithmen,
die einen globalen Korrekturvektor für ein ganzes Bild berechnen, implizieren die An-
nahme, dass nur eine Lichtquelle vorhanden ist. Algorithmen, die eine Evaluierung für
Bildausschnitte oder sogar für jeden Bildpunkt durchführen, unterstützen die Verarbei-
tung mehrere Lichtquellen. Jedoch erfordern derartige lokale Ansätze einen erheblich hö-
heren Rechenaufwand.
Eine Lösung des Farbkonstanzproblems stellt die White-Pad Methode dar. Dieses Ver-
fahren ist unter anderem aus der digitalen Fotografie bekannt. Dabei wird eine weiße
Referenzfläche im Bildbereich spezifiziert, so dass der Einfluss der Beleuchtung unmit-
telbar erkennbar ist und sich vk direkt berechnen lässt. Da solch eine Referenzfläche in
der Praxis nicht immer vorhanden ist, wird ein von Referenzmechanismen unabhängiges
Verfahren angestrebt. Einer der ältesten derartigen Ansätze ist der Grey-World Algorith-
mus. Dieser basiert auf der Annahme, dass der Farbmittelwert eines Bildes stets grau ist,
sich also auf der Schwarz-Weiß-Diagonalen im RGB-Würfel befindet. In [5] wird gezeigt,
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dass der Algorithmus nur dann gute Ergebnisse liefert, wenn möglichst viele unterschied-
liche Farben in Bildern vertreten sind. Dominieren hingegen Farbanteile in einem Bild,
wie es bei Aufnahmen des Himmels oder einer grünen Wiese der Fall ist, so wird die zu-
grunde liegende Annahme nicht erfüllt und der Algorithmus scheitert. Der Scale-By-Max
Algorithmus basiert auf der Annahme, dass mindestens eine weiße Fläche in einem Bild
vorhanden ist, deren Intensität am größten ist, so dass der Farbwert der Fläche die Spek-
tralverteilung der Lichtquelle repräsentiert. Das Prinzip ähnelt der White-Pad Methode,
mit dem unterschied, dass die Referenzfläche automatisch gefunden wird. Der Scale-By-
Max Algorithmus liefert gute Ergebnisse, solange Pixel nicht in die Sättigung geraten.
Auch einzelne Farbausreißer können eine falsche Referenz darstellen. In [129] wurden
Optimierungen durch eine Filterung der infrage kommenden Pixel vorgestellt und aus-
gewertet. Ein pixelorientiertes Verfahren ist der Retinex Algorithmus [63]. Die Theorie ist
auf die Farbwahrnehmung des menschlichen Auges zurückzuführen. Sie geht von drei
Retina-Kortex Systemen aus, die jeweils einen anderen Frequenzbereich abdecken und
ein eigenes Bild erstellen. Zur Gewinnung des Farbeindrucks werden diese drei Bilder
im Gehirn miteinander verglichen. Der entsprechende Algorithmus ist komplex zu be-
rechnen und beruht unter anderem auf der Faltung des Bildes mit der Gaußfunktion zur
Tiefpassfilterung. Das erzielbare Ergebnis und die Performanz hängen dabei vom Bildin-
halt und von der Maskengröße ab. Kleine Masken erhöhen die Effizienz in detailreichen
Bildregionen, führen jedoch zu einem Ausgrauen bei großen einfarbigen Flächen. Umge-
kehrt verhält es sich für große Masken. Ein multiskalarer Retinex Algorithmus, der mit
verschiedenen Maskengrößen operiert, wird in [114] vorgestellt. Allerdings nimmt die
Komplexität des Verfahrens dadurch weiter zu, so dass weitere Rechenkapazitäten er-
fordert werden. Das Retinex Verfahren ist für die Bildaufbereitung sehr leistungsfähig.
Neben der Farbkonstanz wird der Dynamikbereich komprimiert. Diese Eigenschaft ist
vornehmlich für Foto- und Videoanwendungen von Nutzen, da dadurch der subjekti-
ve Bildeindruck aufgewertet wird. Für die industrielle Bildverarbeitung können solche
Effekte sogar kontraproduktiv sein, da durch den implizierten Helligkeitsausgleich Kon-
trastinformationen verloren gehen. Weitere Algorithmen, wie das Gamut-Mapping und
das Color-by-Correlation Verfahren, werden in [129] vorgestellt.
Wiegt man die Implementierbarkeit auf der Kameraplattform und die Leistungsfä-
higkeit der vorgestellten Algorithmen gegeneinander ab, so ist der Gray-World Algorith-
mus vorzuziehen. Um die Nachteile durch dominierende Farbanteile zu kompensieren,
wurden in dieser Arbeit diverse Ansätze verfolgt. Dabei sollen die zur Berechnung hin-
zugezogenen Pixel nach unterschiedlichen Kriterien gefiltert werden. In dem ersten An-
satz werden ausschließlich Pixel in der Umgebung einer Kante verarbeitet. Dabei liegt
die Annahme zugrunde, dass Objekte möglichst scharfe Kanten ohne Farbverläufe ha-
ben und sich an Kanten gehäuft die Farbwerte ändern. Ein zweiter Ansatz basiert auf der
Begrenzung der Sättigung. Auf diese Weise sollen Pixel mit einer Sättigung über einem
definierten Schwellwert herausgefiltert werden, so dass überwiegend graue Bildpunk-
te verarbeitet werden. Zudem ist es sinnvoll den Wertebereich einzuschränken, da sehr
dunkle Pixel meist stark in der Sättigung variieren und sehr helle Pixel im Farbwinkel.


















































compute new color-vector 
compute actual frame 
data_in data_out 
Bild 3.16: Blockschaltbild – Farbkonstanz
Zur Evaluierung der Anätze wurde in Matlab eine geeignete Testumgebung geschaf-
fen, um die Ergebnisse quantitativ erfassen und vergleichen zu können. Dabei wurden
die Farbkanäle abgeglichener Testbilder mit unterschiedlichen Vektoren multipliziert, um
farbige Beleuchtungen zu simulieren. Die modifizierten Bilder wurden dann mit dem je-
weiligen Farbkonstanzalgorithmus verarbeitet und das Ergebnis mit dem Original ver-
glichen. Dabei sind Abweichungen in der Helligkeit in diesem Test nicht als Fehler zu
bewerten, solange der Farbwert korrekt ist. Vielmehr sind die relativen Abweichungen
der Farbkanäle zueinander von Bedeutung. Der Test wird im Detail in Anhang A behan-
delt. Er ergab, dass die kantenbasierte Auswahl der Pixel zu keinen Verbesserungen in
kritischen Bildern führt. Dies ist darauf zurückzuführen, dass durchaus auch viele Kan-
ten in monotonen Bildern vorhanden sein können, beispielsweise in der Nahaufnahme
einer Wiese. Eine deutliche Verbesserung konnte durch die im zweiten Ansatz umgesetz-
te Begrenzung der Sättigung festgestellt werden. Dabei ist die Wahl des Schwellwertes
für das Ergebnis relevant. Die Simulation zeigte keinen aussagekräftigen Zusammenhang
zwischen der Anzahl selektierter Pixel und dem Sättigungsschwellwert. Da aus Sicht des
Verarbeitungssystems oft zusätzliche Informationen über die betrachtete Szene zur Ver-
fügung stehen, sollte dieser Schwellwert in der Hardwarearchitektur parametrierbar sein.
Das Blockschaltbild des Algorithmus ist in Bild 3.16 dargestellt. Die Architektur be-
steht aus zwei unabhängig voneinander arbeitenden Datenpfaden. Der obere Pfad modi-
fiziert das aktuelle Bild gemäß Gleichung 3.20. Das Fix Color-Correction Modul multipli-
ziert die RGB-Werte der Pixel mit der sensorspezifischen Matrix. Das Modul besteht aus
neun Multiplizierern und sechs Addierern für die arithmetischen Operationen sowie je-
weils zwei Komparatoren und Multiplexern zur beidseitigen Begrenzung der Ergebnisse.
Anschließend ergeben sich die korrigierten Farbdaten aus der Multiplikation mit dem va-
riablen Vektor vk. Diese Berechnung wird von dem White-Balance Modul ausgeführt, das
vk aus dem zweiten Datenpfad bezieht. Das Modul ist ebenfalls unkompliziert aufgebaut
und basiert auf drei Multiplizierern sowie einem Komparator und einem Multiplexer.
Der untere Datenpfad dient der Berechnung von vk. Dabei wird der während eines
Bildes berechnete Korrekturwert in dem nächsten Bild angewandt. Diese Funktionsweise
beruht auf der Annahme, dass Veränderungen der Beleuchtungseigenschaften zwischen
zwei aufeinander folgenden Bildern vernachlässigbar gering sind. Das erste Verarbei-
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Bild 3.17: Architektur des Compute Average Moduls
tungsmodul des unteren Datenpfades berechnet die Sättigung des Bildes. Die Architektur
ist äquivalent zu dem Rechenwerk aus Kapitel 3.2.3. Die Optimierungen gegenüber dem
herkömmlichen Gray-World Algorithmus sind in dem Controller Modul implementiert. Es
besteht aus einer Reihe Komparatoren zum Vergleich der Ergebnisse des Compute Satu-
ration Moduls mit parametrierbaren Schwellwerten. Erfüllen die Farbwerte eines Pixels
die spezifizierten Anforderungen, so wird von dem Controller ein entsprechendes Markie-
rungsbit parallel zu den Daten an das Compute Avarage Modul ausgegeben. Das Compute
Average Modul summiert die selektierten RGB-Werte eines Bildes auf und berechnet dar-




















, X ∈ {R,G,B} . (3.21)
Die Architektur des Moduls ist in Bild 3.17 dargestellt. Der interne Ablauf wird durch ei-
ne FSM in Abhängigkeit der Daten-Steuersignale kontrolliert. Die Summen der Werte ein-
zelner Farbkanäle werden parallel gebildet, während die anschließende Berechnung des
Korrekturvektors für die drei Kanäle sequentiell ausgeführt wird, um Ressourcen einzu-
sparen. Die Division in Gleichung 3.21 wird durch die Multiplikation mit dem Kehrwert
des Nenners realisiert. Zur Berechnung von 1/(3x) wird erneut eine LUT eingesetzt, die
jedoch wegen des großen Eingangsbereichs von 29 Bit sehr viel Speicher benötigt. Zur Lö-
sung des Problems werden die Eingangswerte um n-Stellen linksverschoben, so dass das
jeweils höchstwertige Bit 1 ist. Die Ergebnisse müssen dann erneut um die entsprechende
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Bild 3.18: Compute Average – 13∗x Architektur















∗ 2n, X ∈ {R,G,B} . (3.22)
Die Architektur des in Bild 3.17 markierten Bereichs ist in Bild 3.18 detailliert dargestellt.
Zur Normierung werden die Daten um maximal n = 20 Stellen verschoben. Der Schie-
bevorgang wird sequentiell bitweise durchgeführt, um weniger Ressourcen zu belegen.
Diese Methode ist vertretbar, solange die Bildpause für die Berechnung ausreichend lang
ist (hier: ≥ 60 Taktzyklen).
Das Weighted-Scale Modul hat die Aufgabe sprunghafte Regelungen der Farbkorrek-
tur zu vermeiden, da sich für gewöhnlich die Bildinhalte und die Lichtverhältnisse nur
langsam über mehrere Bildfolgen ändern. Diese Stabilisierung des Abgleichs wird er-
reicht, indem der alte Korrekturwert mit dem neuen aus dem Compute Average Modul
verrechnet wird. Zur Mittelung der beiden Vektoren kann das System eine Gewichtung
parametrieren. Die Architektur des Moduls zeigt Bild 3.19. Die Scale-old und Scale-new
Register enthalten die jeweiligen Gewichte, die in der Summe 256 ergeben müssen. Auf
diese Weise wird eine Division der gebildeten Summe überflüssig, da stattdessen direkt
die höherwertigen Bits des Ergebnisses abgegriffen werden können. Somit lassen sich
zwischen den Korrekturvektoren Verhältnisse von 1/255 bis zu 255 realisieren. Auch in
diesem Modul werden zusätzliche Multiplizierer, durch eine sequentielle Verarbeitung
der Farbkanäle, eingespart. Neben der Ablaufsteuerung hat eine instanzierte FSM die
Möglichkeit neue Korrekturdaten zu verwerfen, wenn zu deren Berechnung eine zu ge-
ringe Anzahl an Bildpunkten einbezogen wurden.
3.2.5 Ergebnisse
Die vorgestellten Architekturen zur Farbverarbeitung wurden in einem FPGA in der Ka-
mera implementiert. Abbildung 3.20 zeigt die Verschaltung der einzelnen Komponenten.
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Bild 3.19: Architektur des Weighted-Scale Moduls
Die vom Sensor ausgelesenen Bilddaten durchlaufen zunächst das Modul zur Farbrück-
gewinnung. Nach der Farbkorrektur und dem Weißabgleich werden die Farbdaten in das
HSI Format transformiert und über eine Camera-Link Schnittstelle ausgegeben. Diverse
Parameter der Komponenten werden über eine serielle Schnittstelle empfangen.
Das Farbrückgewinnungsmodul wurde für eine maximale Zeilengröße von 2048 Bild-
punkten implementiert. Diese Begrenzung lässt sich im Entwurf auf schnelle Weise durch
die Anpassung der FIFO Größen aufheben. Der Algorithmus erzeugt eine Latenzzeit von
ca. einer Zeilenperiode und läuft mit einer maximalen Taktfrequenz von 100 MHz. Der
Hardwareentwurf der HSI Farbraumtransformation wurde durch einen Vergleich mit ei-
ner Softwaresimulation des Algorithmus validiert. Die Berechnung der Intensität erfolgt
in Hardware mit einer 8-Bit Genauigkeit. Eine Abweichung von maximal einem Grad, ge-
genüber der Gleitkommaberechnung der Simulation, tritt bei der Bestimmung des Farb-
winkels H auf. Bei der Berechnung der Sättigung konnte, durch die Kaskadierung meh-
rerer LUTs mit unterschiedlichen Wertebereichen, der maximal mögliche Fehler von 20
auf 4 Einheiten reduziert werden. Dabei ist anzumerken, dass dieses Szenarium des un-
günstigsten Falls ausschließlich in dunklen Bildbereichen, für Grauwerten kleiner 20, auf-
tritt. Da der Algorithmus pixelweise arbeitet, ist ein Puffern von Zeilen nicht notwendig,
so dass eine Latenzzeit von lediglich vier Taktperioden erzeugt wird. Die vorgestellte
Hardwarearchitektur des Moduls arbeitet in einem Virtex-2 FPGA mit einer maximalen
Taktfrequenz von 56 MHz, was für die zugrunde liegende Bildfrequenz ausreichend ist.
Durch das Einfügen zusätzlicher Pipelinestufen in das Rechenwerk können bei Bedarf,
ohne umfangreiche Änderungen vornehmen zu müssen, schnellere Verarbeitungsraten
ermöglicht werden. Die Algorithmen des Farbkonstanzmoduls wurden mit einer Matlab
Simulation ausgewertet. Die Ergebnisse sind in Anhang A ersichtlich.
Tabelle 3.3 gibt eine Aufstellung der zur vorgestellten Farbverarbeitung benötigten















Bild 3.20: Blockschaltbild der Kamera
Hardwareressourcen. Dabei wird bei der Implementierung der Farbrückgewinnung un-
terschieden, ob die Sonderfälle zur Verarbeitung der Randpixel in der Schaltung berück-
sichtigt werden oder stattdessen eine ressourcensparendere Architektur verwendet wird.






Slice Flip Flops 302/305 584 102 988/991 10240
4-Input LUTs 358/549 690 237 1285/1476 10240
BlockRAMs 4 2 8 14 40
Mult 18x18s — 10 8 18 40
3.3 Lokaladaptive Binärisierung
3.3.1 Hintergrund
Ein weiteres Segment der industriellen Bildverarbeitung ist die Identifikationstechnolo-
gie in der Intralogistik. KEP (Kurier-Express-Paket) Unternehmen, Verteilzentren und an-
dere setzen Systeme zur automatisierten Erfassung paket- und kundenbezogener Daten
ein. Dadurch lassen sich Pakete bei hohen Fördergeschwindigkeiten schnell und zuver-
lässig identifizieren und automatisch nach Zielorten sortieren. Die Nutzdaten müssen
an nahezu beliebigen Stellen der Briefe, Großbriefe und Pakete lokalisiert und anschlie-
ßend ausgewertet werden. Die unterschiedlichen Codierungsarten fordern von Systemen
die Verarbeitung von hand- und maschinengeschriebenen Adressinformationen wie auch
von Barcodes, 2D-Codes und spezifischen Kundencodes [99]. Um eine Auswertung der
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Nutzdaten zu ermöglichen, müssen diese in einer Vorverarbeitungsstufe zunächst von
dem Hintergrund getrennt werden. Die Aufteilung eines Bildes in zusammenhängen-
de Bildobjekte wird als Bildsegmentierung bezeichnet. In dem vorliegenden Fall wer-
den nur zwei Objektklassen unterschieden: Code und Hintergrund. Dieser Spezialfall
der Segmentierung wird als Binärisierung bezeichnet. Im Laufe der Zeit entwickelten
Forscher eine Reihe verschiedener Segmentierungsverfahren, die sich grundsätzlich in
punkt-, regionen- und kantenorientierte sowie modellbasierte Verfahren einteilen lassen.
Diesen Verfahren liegen meist rechenintensive Algorithmen zugrunde, die sich in ihren
Fähigkeiten, Störgrößen in Bildern zu unterdrücken und Objekte voneinander zu tren-
nen, gravierend unterscheiden. Da die Leistung der Datenvorverarbeitung für die weite-
ren Verarbeitungsprozesse essentiell ist, besteht das erste Ziel in der problemspezifischen
Spezifikation einer adäquaten Segmentierungsmethode. Der mathematische Hintergrund
zu diversen Methoden kann Anhang B entnommen werden. Auch in dieser Anwendung
ist es wünschenswert die Softwaresysteme zu entlasten, indem die rechenintensive Bi-
närisierung in Hardware realisiert und in das Kamerasystem verlagert wird. Als Hard-
wareplattform steht in diesem Fall eine Kamera mit einem 8192 Pixel großen Zeilensensor
zur Verfügung, die mit einem Virtex-2 (XC2V1000) FPGA bestückt ist.
Pixelorientierte Verfahren stellen die einfachste Methode zur Binärisierung dar. Die
Entscheidung, ob ein Bildpunkt zum Objekt oder zum Hintergrund gehört, wird einzig
aus dessen Grauwert abgeleitet. Derartige Algorithmen werden auch als Schwellwert-
verfahren bezeichnet, da jeder Bildpunkt mit einem zumeist globalen Schwellwert ver-
glichen wird. Zur Bestimmung eines geeigneten Schwellwerts muss die Grauwertvertei-
lung des jeweiligen Bildes ausgewertet werden. Eine erfolgreiche Trennung der Objekte
von dem Hintergrund ist mit dieser Methode allerdings nur möglich, wenn die Histo-
gramme eine bimodale Verteilung aufweisen. Da aufgrund inhomogener Hintergründe
oder verrauschter Bilder solch eine Verteilung nur selten gegeben ist, scheitern derartige
Verfahren in den meisten Fällen. Ein Beispiel für solch ein Verfahren ist das von Otsu [75].
Dabei wird der globale Schwellwert auf Basis der Varianz eines Bildes berechnet.
Deutlich leistungsfähiger sind lokal adaptive Binärisierungsverfahren, die für jedes
Pixel einen Schwellwert ermitteln. Ein Beispiel für diese Gruppe von Algorithmen ist das
Verfahren von Niblack [74]. Der jeweilige Schwellwert (T) errechnet sich dabei aus dem
Mittelwert (µ) und der Standardabweichung (σ) der Grauwerte (g) in einer NxN qua-
dratischen Umgebung des betrachteten Bildpunktes. Der Algorithmus basiert auf der so
genannten Niblack’s Konstante (k), die maßgeblich an der Schwellwertbildung beteiligt
ist und experimentell ermittelt werden muss. Wie in Anhang B gezeigt wird, ermöglichen
derartige Verfahren auch unter schwierigeren Bedingungen gute Resultate. Ein Nachteil
der Methode ist, dass in Bildregionen, die keinen Text enthalten, das Rauschen deutlich
zunimmt. Eine Erweiterung der Methode zur Lösung dieses Problems stellt das Verfah-
ren von Sauvola [88] dar. Zur Berechnung der Schwellwerte wird auch hier ein Verar-
beitungsfensters über alle Bildpunkte verschoben. Nach Sauvola ergibt sich der jeweilige
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Schwellwert aus
T(x, y) = µ(x, y) ∗
[
1 − k ∗
(



























[g(x + i, y + j) − µ(x, y)]2.
Die neu eingeführte Konstante D repräsentiert den Dynamikbereich der Standardabwei-
chung, die jedoch wie in [45] gezeigt wird, einen verhältnismäßig geringen Einfluss auf
das Ergebnis hat. Anders verhält es sich für den Parameter k, dessen Wertebereich zwi-
schen 0 und 1 liegt. Umso kleiner k gewählt wird, umso dicker werden die binären Merk-
male und umso mehr überlappen sich benachbarte Zeichen. Diesem Verhalten wirkt die
Koppelweite N entgegen, so dass bei kleineren Verarbeitungsfenstern die binären Merk-
male schmaler werden. Folglich ist die in der Binärisierung erreichbare Qualität primär
von der Balance der beiden Faktoren abhängig. Anhang B zeigt die durch Sauvolas Ver-
fahren erzielten Verbesserungen. Die Verarbeitungszeit und der Speicherbedarf sind un-
abhängig vom Bildinhalt und werden ausschließlich durch die Masken- und Bildgröße
bestimmt.
Eine weitere Gruppe von Binärisierungsverfahren basiert auf der Extraktion von Kan-
ten in Bildern. Dazu werden gängige Differenzoperatoren eingesetzt, die beispielswei-
se in [55] detailliert aufgeführt sind. Im Anschluss müssen die extrahierten Kanten ver-
folgt und miteinander verbunden werden, um geschlossene Linienzüge an Objektgren-
zen herbeizuführen. Dieser Verarbeitungsschritt ist sehr rechenintensiv und benötigt viel
Speicher zur Analyse größerer Bildregionen. Zudem extrahieren derartige Algorithmen
zusätzliche Merkmale im Hintergrund, die durch die Verfahren von Niblack und Sauvo-
la unterdrückt werden konnten. Ähnlich verhält es sich mit den Anforderungen regio-
nenorientierter und modellbasierter Ansätze, die in Bildern nach zusammenhängenden
Objekten suchen. Modellbasierte Verfahren benötigen zudem Kenntnisse über die Geo-
metrie der gesuchten Objekte. Durch die Vielfältigkeit der Codes in der Zielapplikation
sind diese Voraussetzungen jedoch nicht gegeben.
Die Leistungsfähigkeit und das deterministische Verhalten des Sauvola Algorithmus
heben ihn von den anderen Verfahren ab. Zudem haben Evaluierungen ergeben, dass eine
Maskengröße von 7x7 Bildpunkten für eine angemessene Verarbeitung der Zielvorlagen
ausreichend ist. Da das in der Kamera zur Verfügung stehende FPGA genügend internen
Speicher zur Implementierung der Verarbeitungsmaske aufweist, wurde dieses Verfahren
für eine Umsetzung in Hardware ausgewählt.
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Bild 3.21: Blockschaltbild – Binärisierung nach Sauvola
Abbildung 3.21 zeigt die Hardwarestruktur des Datenpfads der Binärisierung. Dabei
gibt der Sensor die ungeraden und die geraden Pixel gleichzeitig aus, so dass in jedem
Taktzyklus 16-Bit Videodaten verarbeitet werden müssen. Die daraus resultierende Ver-
teilung der Daten auf zwei Kanäle muss ebenfalls von den Verarbeitungseinheiten be-
rücksichtigt werden. Die Videodaten werden zeilenweise empfangen und in einer Spei-
cherstruktur, bestehend aus sechs kaskadierten FIFOs, gepuffert. Die FIFOs haben eine
Wortbreite von zwei Pixeln, so dass die Daten beider Pfade kombiniert gespeichert wer-
den. Demzufolge beträgt die Speichertiefe jeweils eine halbe Zeile. Die Datenausgänge
der FIFOs, zusammen mit den eingehenden Daten, realisieren den zur Verarbeitung be-
nötigten quadratischen Bildausschnitt von 7x7 Pixel. Auf diese Weise wird durch das
Auslesen der FIFOs das Verarbeitungsfenster taktweise um zwei Bildpunkte in Richtung
der Zeile verschoben. Dieser Vorgang wird zeilenweise wiederholt, bis das Ende des Bil-
des erreicht ist. Das erste Modul zur Implementierung von Gleichung 3.24 berechnet den
Mittelwert des jeweiligen Fensters. Dieser geht sowohl in die Berechnung der Standard-
abweichung, als auch unmittelbar in die Erzeugung des Schwellwerts ein. Das zweite
Verarbeitungsmodul vermeidet die Implementierung der Wurzelfunktion und erzeugt
das Quadrat der Standardabweichung, die Varianz. In dem darauf folgenden Schritt wird
dann die ausstehende Wurzeloperation gemeinsam mit der benötigten Division durch ei-
ne LUT berechnet. Der Schwellwert T lässt sich anschließend anhand der bisherigen Zwi-
schenergebnisse sowie der parametrierbaren Konstante k ermitteln. Der Wertebereich der
Konstante erstreckt sich von 0 bis 1 und wird in der Architektur mit 10-Bit Genauig-
keit auf bis zu drei Nachkommastellen aufgelöst. Der Schwellwert wird abschließend mit
dem Grauwert im Zentrum der Maske verglichen, wodurch das Binärisierungsergebnis
erzeugt wird. Für k ungleich 0 ist die Binärisierung aktiv und die niederwertigsten Da-
tenbits werden durch die berechneten Binärwerte ersetzt. So ist es in weiteren Auswer-
tungsschritten möglich, auf beides, die vorverarbeiteten Daten und die Grauwertdaten,
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Bild 3.22: Architektur zur rekursiven Mittelwertberechnung µ
zuzugreifen, ohne dadurch die Datenrate zu erhöhen. Im Folgenden wird die Architektur
der arithmetischen Module näher ausgeführt.
Die Tatsache, dass die geraden und die ungeraden Pixel gleichzeitig von dem Sensor
ausgegeben werden, erfordert von den arithmetischen Modulen die Verarbeitung von je-
weils zwei – um einen Bildpunkt horizontal verschobenen – Masken. Die Architektur zur
Mittelwertbildung ist in Abbildung 3.22 dargestellt. An den Eingängen des Moduls lie-
gen die Bildpunkte einer geraden und ungeraden Fensterspalte an. Die erste, in der Gra-
fik blau markierte, Verarbeitungsstufe berechnet simultan die Grauwertsummen beider
Spalten. Um das zeitliche Verhalten der Schaltung zu optimieren, wurde eine Pipeline-
stufe in die Pfade eingefügt. Die Berechnung der Grauwertsummen der beiden Fenster
lässt sich in zweierlei Hinsicht optimieren. Zum einen bietet die Überlappung der beiden
Regionen die Möglichkeit die entsprechenden Spaltensummen nur einmal für beide Fälle
zu berechnen, so dass sich die Ressourcen von vier Volladdierern einsparen lassen. Zum
anderen ermöglicht das prinzipbedingte Verschieben des Verarbeitungsfensters eine re-
kursive Berechnung des Mittelwerts. Durch die Verschiebung der beiden 7x7 Masken um
zwei Bildpunkte werden bei jedem Takt zwei Spalten der jeweiligen Fenster durch zwei
neue ersetzt. Für die Berechnung des Mittelwerts bedeutet dies, dass bei jedem Verarbei-
tungsschritt die Grauwertsummen von zweimal vier Spalten aus dem letzten Ergebnis
konstant bleiben. Diese Optimierungen wurden in der Architektur der zweiten Verarbei-
tungsstufe in Bild 3.22 berücksichtigt. Die zur Mittelwertbildung benötigte Division wird
letztlich jeweils durch eine Festkomma-Multiplikation mit einer Konstanten realisiert.
Für die Berechnung der Varianz σ2, analog zu Gleichung 3.24, kann eine vergleichbar
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Bild 3.23: Architektur zur rekursiven Berechnung von σ2
optimierte Schaltung eingesetzt werden. Um dies zu verdeutlichen, lässt sich die Glei-































































x + i, y + j
)]2 − µ (x, y)2 . (3.24)
Der quadratische Mittelwert aus Gleichung 3.24 lässt sich, wie zuvor beschrieben, eben-
falls rekursiv berechnen. Abbildung 3.23 zeigt die Architektur der Schaltung. An den
Eingängen werden die Grauwerte der benachbarten Maskenspalten quadriert. Zur Sum-
menbildung der Quadrate innerhalb der beiden Fenster wird die gleiche Struktur wie in
Abbildung 3.22 verwendet, mit dem Unterschied, dass die Bitbreiten der Datenbusse er-
weitert werden. Zur Erzeugung der Varianzen subtrahiert eine finale Verarbeitungsstufe
in beiden Datenpfaden das Quadrat der Mittelwerte µ2u und µ2g.
Die Berechnung und die Normalisierung der Standardabweichungen erfolgt über ei-
ne LUT. Ebenso wie in Kapitel 3.2, ist auch hier die Implementierung einer entsprechen-
den Tabelle in voller Auflösung zu speicherintensiv für den 214 Bit großen Wertebereich
der Varianz. Das Problem kann erneut durch eine Unterteilung des Speichers in Bereiche
unterschiedlicher Auflösung gelöst werden. Da die Steigung der abzubildenden Funkti-
on für kleine Varianzen am größten ist, sollte in diesem Bereich die Informationsdichte
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Bild 3.24: Berechnung von σ über einer LUT mit variabler Informationsdichte
ebenfalls am höchsten sein. Eine ressourceneffiziente Adressgenerierung zur Ansteue-
rung der Tabelle ist in Abbildung 3.24 gezeigt. Die LUT wird durch ein Dualport-ROM
realisiert, das beiden Kanälen gleichzeitigen Zugriff auf den Speicher gewährt. Pro Ka-
nal erzeugt ein Prioritätsencoder in Abhängigkeit der Varianz die höchstsignifikanten
Adressbits. Diese determinieren den in der LUT zu verwendenden Datensatz und somit
die Genauigkeit der Funktionsapproximation. Gleichzeitig steuern sie ein Schieberegister
an, das den Eingangsvektor in den – hinsichtlich des spezifizierten Intervalls – korrekten
Wertebereich verschiebt und somit die Leseadresse vervollständigt. Diese Schaltungsva-
riante hat den Vorteil, dass aufwändige Multiplexerstrukturen vermieden werden, de-
ren Komplexität mit der Anzahl variabler Speicherbereiche zunähme. Zudem lässt sich
der Hardwareentwurf generisch konzipieren und ermöglicht unkomplizierte Änderun-
gen der Speicheraufteilung.
Nachdem alle Größen berechnet wurden, ergibt sich der Binärisierungsschwellwert
direkt durch zwei Multiplikationen und eine Subtraktion:




︸      ︷︷      ︸
LUT
]. (3.25)
Die dazugehörige Schaltung ist trivial und wird hier nicht explizit erläutert. Ist der Grau-
wert eines Pixels kleiner als der Schwellwert, so wird es dem Vordergrund (Code) zuge-
ordnet, andernfalls dem Hintergrund.
3.3.3 Ergebnisse
Durch die Aufteilung der Look-Up Tabelle in acht Bereiche konnte der Speicherbedarf
von 214 ∗ 18 Bit auf 211 ∗ 18 Bit reduziert werden. Diese Einsparung von rund 87% war
eine Grundvoraussetzung zur Abbildung des Algorithmus von Sauvola auf das Virtex-II
FPGA der Kamera. Der Ressourcenbedarf der Schaltung ist in Tabelle 3.4 zusammenge-
fasst.
Die Schaltung arbeitet mit einer Taktfrequenz von bis zu 85 MHz und erzeugt pro Takt
zwei Schwellwerte. Zur Verifikation des Hardwareentwurfs muss sichergestellt werden,
dass die Genauigkeit der implementierten arithmetischen Operationen ausreichend ist.
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Tabelle 3.4: Ressourcenübersicht der Implementierung
Ressourcen Verwendet Verfügbar
Slices 1145 (22 %) 5120
Slice Flip Flops 1771 (17 %) 10240
4-Input LUTs 1239 (12 %) 10240
BlockRAMs 25 (62 %) 40
Mult 18x18s 30 (75 %) 40
Zu diesem Zweck wurde in einer Testreihe die Schwellwertberechnung der Schaltung –
ermittelt durch eine Verhaltenssimulation des Entwurfs – der Fließkommaarithmetik des
Softwarealgorithmus gegenübergestellt. Mögliche Fehlerquellen sind alle Festkomma-
Multiplikationen sowie die Funktionsgenerierung über die LUT. Bei letzterem ist es zu-



















Bild 3.25: Fehleranalyse für eine unterschiedliche Anzahl von LUT-Partitionen (blau:1, rot:4,
grün:8, violett:12)
Ergebnis der Analyse ist in Bild 3.25 veranschaulicht. Der Verlauf der blauen Kurve stellt
den absoluten Fehler der Schwellwerte dar. Dabei wurde keine hierarchische Aufteilung
des LUT-Speichers vorgenommen, so dass die volle Auflösung für den ganze Wertebe-
reich verwendet wurde. Demnach erhalten zehn Prozent der Bildpunkte einen Schwell-
wert mit einem Fehler von 0,2 Grauwerten und nur drei Prozent der Schwellwerte haben
einen Fehler von 1 Grauwert. Auch die maximale Abweichung von 4 Graustufen liegt für
die Applikationen innerhalb der Toleranz. Weiterhin ergaben die Untersuchungen, dass
eine Reduktion des LUT-Speichers, nach dem vorgestellten Verfahren, keine wesentlichen
Auswirkungen auf die Genauigkeit des Ergebnisses hat. So zeigen die weiteren Kurven-
verläufe in Bild 3.25 die Fehlerstatistik bei einer hierarchischen Aufteilung des Speichers
in 4, 8 oder 12 Bereiche.
Eine Verifikation der Funktionalität kann zudem visuell durchgeführt wurden, indem
die Grauwertbilder mit den Ergebnissen der Hardwarebinärisierung überlagert werden.
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Bild 3.26: Verifikation der Schaltung
Bild 3.26 zeigt ein entsprechendes Beispiel. Alle Bildobjekte im Vordergrund werden er-
folgreich von den Binärdaten (rot) überdeckt.
3.4 Detektion von Automobilen in Einzelbildern
3.4.1 Hintergrund
Eine vielfältige Anwendungsdomäne der Bildverarbeitung, die zunehmend an Bedeu-
tung gewinnt, ist die Verkehrstechnik. Diese beinhaltet anspruchsvolle Applikationen zur
Verkehrsüberwachung, -beobachtung bis hin zu Fahrerassistenzsystemen. In den meisten
dieser Anwendungen ist eine robuste und zuverlässige Detektion von Fahrzeugen uner-
lässlich. Im Gegensatz zu Mustererkennungsaufgaben, bei denen nahezu unveränderte
Vorlagen in Bildern wiedergefunden werden sollen, besteht die Herausforderung in der
Erkennung von Objektklassen. So können sich Automobile in Form, Größe, Ausrichtung
und Farbe unterscheiden. Schlechte Sichtverhältnisse und verrauschte Bildsignale kön-
nen den Detektionsprozess zusätzlich erschweren. Industrielle Lösungen umgehen das
Erkennungsproblem meist, indem sie die effektiven Freiheitsgrade der Verarbeitungssys-
teme einschränken. Beispielsweise ermöglichen Kenntnisse über die Kamerakoordinaten
und deren Ausrichtung Rückschlüsse auf die erwartete Objektgröße und -perspektive.
Zudem werden zusätzliche Sensoren wie Kameras, Kontaktschleifen und Geschwindig-
keitsmesssysteme eingesetzt, um mehr Daten über die Objekte zu erhalten. Auf diese
Weise wird das Erkennungsproblem zunehmend zu einem messtechnischen Problem.
Derartige Lösungen sind oft sehr aufwändig und speziell auf eine Problemstellung und
eine Umgebung zugeschnitten. Dieser Abschnitt der Arbeit stellt eine flexiblere Lösung
des Detektionsproblems vor. Dabei soll die Lokalisierung von Automobilen auch in Ein-
zelbildern ermöglicht werden.
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Die Herausforderung der Objekterkennung faszinierte Wissenschaftler bereits in den
Anfängen der Bildverarbeitung. Im Laufe der Zeit entwickelten Forscher eine Vielzahl
interessanter Verfahren auf diesem Gebiet. Jedoch eigenen sich nicht alle Verfahren glei-
chermaßen für die mannigfaltigen Applikationen. Im Folgenden werden einige bedeu-
tende Algorithmen kurz vorgestellt und hinsichtlich des zugrunde liegenden Problems
bewertet.
Die Kreuzkorrelation ist eines der ältesten Verfahren. Sie stammt aus der Signalver-
arbeitung und liefert ein Maß für die Ähnlichkeit zweier Signale. In der digitalen Bild-
verarbeitung ist die Kreuzkorrelation eine diskrete Funktion, die auf Datensätze, beste-
hend aus extrahierten Bildmerkmalen, angewandt wird. Bei dieser Methode führen be-
reits Unterschiede in der Objekthelligkeit zu niedrigen Erkennungswerten. Dieses Pro-
blem wurde durch die Einführung der normalisierten Kreuzkorrelation (NCC) gelöst. In
weiterführenden Arbeiten gelang es Forschern den benötigten hohen Rechenaufwand zu
reduzieren und somit das Verfahren für Anwender attraktiver zu gestalten [23, 67]. Die
NCC eignet sich primär für Applikationen, in denen die Vorlage in hohem Maße mit dem
Zielobjekt übereinstimmt. Ein Beispiel hierfür ist das Verfolgen eines sich bewegenden
Fahrzeugs über mehrere Bildfolgen [91]. Nach der Detektion des Fahrzeugs, steht dessen
Form als Vorlage für die folgenden Auswertungen zur Verfügung, so dass auch leichte
Änderungen in der Perspektive kein Problem darstellen sollten. Zur generellen Erken-
nung von Automobilen ist die Korrelationsmethode allerdings nicht geeignet, da sie zu
starr an die Geometrie der Vorlage gebunden ist.
Ein weiteres bekanntes Verfahren ist die skalierungsinvariante Merkmalstransforma-
tion (SIFT). Die Transformation basiert auf der Extraktion geeigneter Bildmerkmale, die
die spezielle Eigenschaft haben, dass sie vor allem durch Verschiebungen, Skalierungen
und Rotationen nicht beeinflusst werden [68]. Das SIFT Verfahren ist äußerst leistungs-
fähig in der Erkennung individueller Objekte. Selbst partielle Verdeckungen stellen kein
Problem dar. Dennoch ermöglicht auch dieses Verfahren grundsätzlich keine Detektion
von Objektklassen, da verschiedene Fahrzeugtypen unterschiedliche SIFT-Merkmale er-
zeugen können.
Einen multiskalen Ansatz zur Mustererkennung bietet die diskrete Wavelet-Transfor-
mation (DWT). Dabei werden Funktionen durch oszillierende Signale endlicher Länge
(Wavelets) repräsentiert. Dieses Verfahren ist durchaus nützlich für die Erkennung von
Automobilen, da dadurch Objektstrukturen in verschiedenen Auflösungen und Kanten-
informationen erfasst werden. Eines der bewährtesten Wavelets ist das Haar Wavelet. In
[103] wird dessen Nutzen für die Fahrzeugerkennung demonstriert. Die durch die Trans-
formation extrahierten Bildmerkmale werden üblicherweise durch ein gut eingelerntes
Neuronales-Netz oder eine Support-Vector-Machine (SVM) klassifiziert. Diese Klassifika-
tionsmethoden implizieren jedoch komplexe Verarbeitungsschritte und sind nur bedingt
für Hardwareimplementierungen geeignet. Beim Einlernen muss eine so genannte Über-
anpassung vermieden werden. Zugleich muss der Trainingsdatensatz jedoch umfang-
reich genug sein, um ein unvorhersehbares Verhalten des Klassifikators zu vermeiden.
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Aufgrund der fehlenden analytischen Transparenz verhalten sich Neuronale-Netze wie
eine Blackbox, wodurch ihre Ergebnisse fragwürdig erscheinen mögen.
Ein Maß für die Übereinstimmung zweier binärer Pixelgruppen A, B kann ebenfalls


















Dabei steht d(a, b) für den euklidischen Abstand zwischen den Punkten a und b. Mit ande-
ren Worten entspricht die Hausdorff Distanz der längsten Distanz, die von einem Punkt
der GruppenA oder B zurückgelegt werden muss, um die jeweils andere Gruppe auf dem
kürzesten Weg zu erreichen. Die von dem Algorithmus benötigten Merkmalpixel werden
dabei meist durch einen Kantendetektor extrahiert und in ein Binärbild gewandelt [52].
Zur Anwendung in der Mustererkennung könnten A die Pixel der Vorlage und Bn den
jeweiligen kongruenten Bildausschnitt n des Eingangsbildes repräsentieren. Die größte
Ähnlichkeit zwischen A und Bn liegt für nopt → min {H(A,Bn)} vor. Ein Vorteil dieses Ver-
fahrens, ist die Toleranz hinsichtlich Variationen der Objektformen. Nachteilig wirkt sich
der erforderliche Rechenaufwand zur Lösung des Min-Max Problems in Gleichung 3.26
aus.
Nicht zuletzt soll an dieser Stelle ein weiteres bemerkenswertes Verfahren vorgestellt
werden. Dabei erfolgt die Erkennung von Objektklassen durch den Einsatz von Implicit
Shape Models (ISM) [66]. In der Trainingsphase werden Bildmerkmale an signifikanten Po-
sitionen extrahiert und einem Codebuch hinzugefügt. In einem zweiten Iterationsschritt
werden diese Merkmale mittels der normalisierten Kreuzkorrelation mit den Daten meh-
rerer Trainingsbildern verglichen. Dabei werden die zur jeweiligen Objektmitte relativen
Positionen der Merkmale ebenfalls in dem Codebuch gespeichert. Während der Anwen-
dung des Verfahrens werden die in dem Codebuch abgelegten Merkmale in den Zielbil-
dern gesucht. Jedes detektierte Merkmal stellt zugleich eine Hypothese für die Mitte des
gesuchten Objekts im Bild auf. Diese Daten werden durch eine Hough Transformation in
einen Voting-Raum transformiert, in dem nach dem Maximum gesucht wird. Ist dieses
gefunden, kann über die damit übereinstimmenden Merkmale die Position des gesuchten
Objekts bestimmt werden. Dieses Verfahren weist eine hohe Erkennungsrate auf und ist
zudem prinzipbedingt tolerant gegenüber Rotationen. Allerdings eignet es sich für eine
Implementierung in Hardware, aufgrund des hohen Speicherbedarfs und der Komplexi-
tät der zugrunde liegenden Algorithmen, nur bedingt.
Die vorgestellten Verfahren eignen sich in ihrer ursprünglichen Form nur schlecht
für eine hardwareorientierte Lösung des Detektionsproblems. Aus diesem Grund wird
im Folgenden ein schlankeres und effektives Lösungskonzept hergeleitet, das sich für eine
Hardwareimplementierung eignet. Dabei macht der Algorithmus sich die Vorteile der auf
Distanztransformationen basierenden Verfahren zu Nutze, um eine so eine angemessene
Toleranz gegenüber geometrischen Variationen der Objekte umzusetzen.
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(a) Relevante Fahrzeugperspektiven
(b) Inhalte des Datensatzes
Bild 3.27: Aufbau des Datensatzes
3.4.2 Herleitung eines neuen Verfahrens
Um die Erkennung verschiedenster Automobile zu ermöglichen wird ein umfangreicher
Datensatz erstellt, der während der Verarbeitung als Vorlage für die Suche dient. Dieser
Datensatz enthält Merkmale verschiedener Automobiltypen in unterschiedlichen Aus-
richtungen und Größen. Ein Auszug der relevanten Perspektiven ist in Bild 3.27a ge-
geben. Die Auswertung des uneingeschränkten Datensatzes, in Applikationen ohne zu-
sätzliche Kenntnisse der Kamerakoordinaten, erfordert zahlreiche Verarbeitungszyklen.
Typischerweise sind derartige Informationen jedoch vorhanden, so dass sich die Anzahl
benötigter Datensatzelemente in der Praxis deutlich reduzieren lässt. Ein datensatzba-
sierter Ansatz bietet ein hohes Maß an Flexibilität. So ist ein Vorlagendatensatz leicht zu
erweitern und kann gegebenenfalls in unterschiedlichen Anwendungen eingesetzt wer-
den.
Als grundlegende Merkmale für die Suche dienen die Umrisse der Fahrzeuge. Dabei
sollen hauptsächlich solche Kanten einbezogen werden, die möglichst viele Fahrzeug-
typen einer Klasse gemeinsam haben, um die resultierende Datenmenge so gering wie
möglich zu halten. Die derartigen Vorlagen werden zudem gemäß Abbildung 3.27b1 in
sechs Regionen eingeteilt. Auf diese Weise wird zwischen der oberen und der unteren
Fahrzeughälfte sowie zwischen dem Fahrzeuginneren und -äußeren unterschieden. Um
die – im weiteren Verlauf erläuterte – Verarbeitung der Regionen zu vereinfachen, werden
ihnen in dem Datensatz definierte Grauwerte zugeordnet (Abbildung 3.27b2-4).
Im Gegensatz zu den Vorgängen bei der manuellen Erstellung der Vorlagen ist eine
adäquate und autonome Merkmalsextraktion aus Zielbildern ein komplexer Vorverarbei-
tungsprozess. In ähnlichen Arbeiten wird zu diesem Zweck üblicherweise ein Kanten-
detektor [52] oder eine globale Schwellwertbinärisierung [53] eingesetzt. Die Nachteile
dieser Verfahren wurde bereits in Abschnitt 3.3 aufgezeigt. Vor allem entstehen bei ver-
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(a) Originalbild (b) Schwellwert: niedrig
(c) Schwellwert: mittel (d) Schwellwert: hoch
Bild 3.28: Merkmalsextraktion mittels Kantendetektion und globaler Schwellwertbinärisierung
rauschten Eingangsbildern und Bildern mit inhomogenen Hintergründen unzureichen-
de Ergebnisse. Ein anspruchsvolles Beispielbild ist in Abbildung 3.28a gegeben. In einem
ersten Verarbeitungsschritt wurden mittels eines Sobel-Operators die Bildkanten extra-
hiert. Das Ergebnis wurde in einem zweiten Schritt mit einem globalen Schwellwertver-
fahren binärisiert. Wie die Ergebnisse in den Abbildungen 3.28b-d zeigen, ist es auf diese
Weise nicht möglich die Fahrzeugumrisse zu erhalten und von dem schwierigen Hinter-
grund zu trennen. Eine derartige Merkmalsextraktion erschwert die Weiterverarbeitung
signifikant. Um auch solch anspruchsvolle Bilder dennoch adäquat zu binärisieren bedarf
es dem Einsatz lokaladaptiver Binärisierungsverfahren. Zu diesem Zweck wurde der in
Abschnitt 3.3 vorgestellte Sauvola Algorithmus, dessen Ursprung in der optischen Zei-
chenerkennung (OCR) liegt, auf seine Tauglichkeit in diesem Einsatzgebiet untersucht.
Abbildung 3.29 zeigt die erzielbaren Ergebnisse, die signifikante Verbesserungen gegen-
über den vorherigen Tests darstellen. Die Konturen des Fahrzeugs konnten erfolgreich
extrahiert werden und im Hintergrund, insbesondere im Bereich des Baumes, wurden
die Stördaten reduziert. Ein weiterer Vorteil dieses Algorithmus ist, dass keine vorherge-
hende Kantenerkennung notwendig ist. Das Verfahren erwies sich mit den Parametern
k = 0.28, D = 256 und einer Maskengröße von 7x7 Pixeln über zahlreiche Testbilder als
stabil.
Eine Distanztransformation (DT) erzeugt eine Repräsentation eines Digitalbildes, die
für jede Bildposition den Abstand zu dem nahest gelegenen Merkmalpixel angibt. In [15]
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Bild 3.29: Merkmalsextraktion durch das Verfahren von Sauvola
vergleicht Borgefors verschiedene DT Algorithmen hinsichtlich ihrer Implementierbar-
keit und ihrer Leistungsfähigkeit. Dabei kommt er zu dem Ergebnis, dass iterative lo-
kale Operatoren die besten Eigenschaften aufweisen, so dass sich der euklidische Ab-
stand durch das 3-4DT Modell approximieren lässt. Dabei betragen Abstände zwischen
horizontalen und vertikalen Nachbarn stets 3 Einheiten, Abstände zwischen diagona-
len Nachbarn 4 Einheiten. Die DT wird sowohl auf die binäre Vorlage (Bild 3.27b1), als
auch auf die binärisierten Eingangsbilder angewandt, wobei die schwarzen Bildpunkte
als Merkmalpixel betrachtet werden. Das Funktionsprinzip des 3-4DT Algorithmus wird
in Abbildung 3.30 verdeutlicht.
6 3 0 3 4 4 3 0 3 6
7 4 3 0 3 3 0 3 4 7
8 7 4 3 0 0 3 4 7 8
Bild 3.30: 3-4DT Algorithmus
Um die angestrebten Übereinstimmungshypothesen zu erstellen, müssen die DT-Gra-
phen der Vorlagen (TDTG) mit den DT-Graphen deckungsgleicher Ausschnitte der Ein-
gangsbilder (IDTG) in Beziehung gesetzt werden. Wie bereits erwähnt, erfüllt die Haus-
dorff Distanz diesen Zweck, ist jedoch sehr rechenintensiv. Tests zeigten, dass stattdessen







∣∣∣IDTG(x + u, y + v) − TDTG(x, y)∣∣∣ (3.27)
Zur Detektion einer Vorlage in einem größeren Bild, wird ein mit der Vorlage kongruentes
Verarbeitungsfenster schrittweise über das Eingangsbild verschoben. In Gleichung 3.27
benennen u und v die Koordinaten der oberen linken Ecke dieses Verarbeitungsfensters.
Bild 3.31 veranschaulicht das Superpositionsprinzip zwischen Vorlage und Eingangsbild
während der Verarbeitung der DT-Daten. Somit wird durch
SAD(um, vm) = min (SAD [u, v]) (3.28)
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(a) Originalbild (b) DT-Superposition
Bild 3.31: Superpositionsprinzip
der Bildausschnitt Ium,vm mit den meisten Übereinstimmung mit der Vorlage bestimmt.
Untersuchungen ergaben, dass der Detektionsalgorithmus in dieser Form nur sehr ein-
geschränkt einsetzbar ist. Probleme entstehen überwiegend durch die Empfindlichkeit
des Algorithmus bezüglich zusätzlicher extrahierter Merkmale im Inneren der Fahrzeu-
ge sowie durch unruhige Hintergründe.
Bedingt durch das angewandte Detektionsprinzip, hängt die Zuverlässigkeit des De-
tektionsprozesses sehr stark von der Ähnlichkeit zwischen der Vorlage und dem ent-
sprechenden Ausschnitt des Zielbildes ab. Obwohl die lokaladaptive Binärisierung die
essentiellen Merkmale akkurat extrahiert können ungewollte Merkmale innerhalb der
Objekte hinzukommen. Diese Stördaten werden häufig durch Muster in der Lackierung
und zusätzlich an die Karosserie angebrachte Verkleidungsteile hervorgerufen. Schwie-
rigkeiten entstehen somit speziell bei der Erkennung kleiner Objekte in Kombination mit
inhomogenen Hintergrunddaten. Zur Lösung des Problems wird ein Bereich von Interesse
(a) Bereich von Interesse (b) Begrenzungsfunktion
Bild 3.32: Begrenzung und Gewichtung der Merkmale
eingeführt, der gemäß Abbildung 3.32a einen konstanten Begrenzungsbereich (Margin)
um die Merkmale der Vorlage definiert. Dieser Margin wird auf alle Ausschnitte der
Eingangsbilder (IDTG) angewandt. Auf diese Weise wird der Einfluss der extrahierten
Merkmale mit zunehmendem Abstand, zu den durch die Vorlagen festgelegten Idealpo-
3.4 DETEKTION VON AUTOMOBILEN IN EINZELBILDERN 71
sitionen, reduziert. Zur Umsetzung dieser Funktionalität ist es zunächst notwendig die
3-4DT Berechnung durch eine 8-Bit inverse Distanztransformation (iDT) zu ersetzen:
iDT(i, j) = max
{
0, 255 −DT(i, j)} . (3.29)
Um den Detektionsprozess entsprechend Abbildung 3.32b, zugunsten der Merkmale na-







, ∀d ∈ [0,m]
0, in allen übrigen Fällen
. (3.30)
In Folge dessen wird ein Margin M = 2 · m implementiert, wobei d dem Pixelabstand
eines Punkts des betrachteten Bildausschnitts zu der Idealposition entspricht. In Anbe-
tracht der 3-4DT Abstandsverteilung (D = 3d) kann jedem Bildpunkt der Vorlage ein
Dämpfungsfaktor zugeordnet werden:
DF(x, y) = max
{







Hierdurch ergibt sich die gewichtete Summe absoluter Differenzen (WSAD) gemäß Glei-






(∣∣∣IiDTG(x + u, y + v) − TiDTG(x, y)∣∣∣ ·DF(x, y)) . (3.32)
In Abhängigkeit von M lassen sich die Erkennungsraten durch dieses Verfahren signi-
fikant verbessern. Evaluierungen hinsichtlich der Bestimmung eines optimalen Margins
zeigten eine Abhängigkeit von der Größe der Vorlage sowie von einer Größe, die im Fol-
genden als globales Raschverhalten (GNL) der Eingangsbilder bezeichnet wird. Letztere
basiert auf der Annahme, dass bei Automobilen die Grauwerte nahe der Außenkonturen
überwiegend homogen sind, so dass innerhalb dieser Regionen nur eine geringe Anzahl
extrahierter Merkmale erwartet werden. Zu diesem Zweck wird ein weiterer Margin Mh
Bild 3.33: Homogenitätsbereich
eingeführt. Mh ist proportional zu der Vorlagengröße und definiert einen Homogenitäts-
bereich HA, der Nhom Bildpunkte enthält. Der Zusammenhang wird in Abbildung 3.33
verdeutlicht. Infolgedessen sollte M bei Eingangsbildern mit einem vergleichsweise ho-
hen globalen Rauschverhalten größer gewählt werden, um die Anzahl der in Gleichung
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3.32 ausgewerteten Merkmale zu erhöhen. Auf diese Weise wird die Wahrscheinlichkeit
verringert, dass Merkmale fälschlicher Weise durch den Dämpfungsfaktor ausgeschlos-
sen werden. Zur Bestimmung des globalen Rauschverhaltens wird zunächst eine Annä-
herung des normalisierten lokalen Rauschverhaltens eingeführt:







IBI(x + u, y + v) | ∀(x, y) ∈ HA. (3.33)
Binärbilder, die umfangreiche weiße Bereiche enthalten, verfälschen die Berechnung des
GNL auf Basis aller Nsub lokalen Rauschwerte. Daher werden alle Fensterpositionen ES
ausgeschlossen, die deutlich weniger Merkmale als die jweilige Vorlage enthalten. Somit






LNL(u, v) | ∀(u, v) < ES (3.34)








Tests ergaben, dass das Einbeziehen der berechneten LNL in die Erstellung der Hypothe-
sen weitere Verbesserungen ermöglicht. Die Hypothesen lassen sich durch einen Graphen
formulieren, dessen Funktionswerte ein Maß für die Ähnlichkeit zwischen der Vorlage
und den einzelnen Bildausschnitten sind:
SM(u, v) = w1 ·WSADnorm(u, v) + w2 · LNL(u, v). (3.36)
Das Minimum von SM(u, v) repräsentiert die stärkste Hypothese. Dabei gilt für die Ge-
wichtungsfaktoren: w1 >> w2, um eine Überbewertung der LNL zu vermeiden.
Problematisch sind Bilder, in denen Fahrzeuge zum Teil von anderen Objekten ver-
deckt werden. Vergleichbare Schwierigkeiten treten ebenfalls auf, wenn aufgrund der
Bildqualität die Fahrzeugkonturen nur teilweise erfasst werden können. Um das vorge-
stellte Verfahren für derartige Fälle robuster zu konzipieren, unterstützt der Vorlagenda-
tensatz die Unterscheidung zwischen oberer und unterer Fahrzeughälfte. Für die Verar-
beitung bleibt der vorgestellte Algorithmus unverändert, wird jedoch zusätzlich zwei-
mal, zur Detektion der jeweiligen Hälften, durchlaufen. Die gesammelten Informationen
fließen am Ende der Verarbeitungskette in einem hierarchischen Entscheidungsbaum zu-
sammen. Dieser ist unkompliziert strukturiert und dient der Verifikation der erstellten
Hypothesen. Dazu wird primär die komparative Differenz der beiden nach Gleichung
3.36 stärksten Hypothesen ausgewertet. Bei der Auswahl des zweitbesten Kandidaten
müssen alle SM(u, v) in der Nachbarschaft von SMmin(umin, vmin ignoriert werden, um zu
vermeiden, dass beide Kandidaten auf denselben Merkmalen basieren. Auf diese Weise
liefert die komparative Differenz eine gute Abschätzung der Signifikanz der primären
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Hypothese. In den folgenden Betrachtungen erhalten Funktionen einen Index entspre-
chend ihres Bezugs (T (total): Detektion der vollständigen Vorlage; U (upper): Detektion
der oberen Hälfte; L (lower): Detektion der unteren Hälfte). Neben der komparativen
Differenz wird eine weitere Auswertung zur Validierung der Hypothesen herangezogen:
candx =
1, wenn (GNLx < T3) ∧ (SMmin(umin, vmin) < T4)0, in allen übrigen Fällen , x ∈ {T,U,L} . (3.37)
Demzufolge werden Ergebnisse als relevant bewertet, wenn das globale Rauschverhalten
und der normalisierte Ähnlichkeitswert (SM) unterhalb definierter Schwellwerte (T1,T2)




F T F T
CDU > T1 candL Λ (CDL > CDT+T2)
F T F T
CDL > T1 candT
F T F T
‐‐ Lower Upper Total ‐‐ Total Lower Upper
Bild 3.34: Binärer Entscheidungsbaum
gestellt. Er entscheidet in letzter Instanz über die Wahrscheinlichkeit einer erfolgreichen
Detektion und darüber, welche Hypothese dominiert. Die vollständige Verarbeitungsket-
te muss für jede Vorlage erneut durchlaufen werden. Dies ist ebenfalls notwendig, falls
mehrere Fahrzeuge in einem Bild lokalisiert werden sollen. Bei mehrfachen Durchläufen
ist es jedoch möglich Rechenzeit einzusparen, indem Regionen ausgeschlossen werden,
in denen bereits ein Fahrzeug erkannt wurde.
3.4.3 Experimentelle Ergebnisse
Die folgenden Fallstudien werden herangezogen, um die Leistungsfähigkeit des Algo-
rithmus in den verschiedenen Entwicklungsstufen zu untersuchen. Die experimentellen
Ergebnisse beruhen auf der Auswertung eines Datensatzes bestehend aus 70 Bildern, de-
ren Auflösungen von 400x300 bis 1800x900 Pixeln reichen. Der Datensatz umfasst Tages-
zeitaufnahmen diverser Fahrzeugtypen in unterschiedlichen Größen und Ausrichtungen.
Die Bilder wurden unter verschiedenen Wetterbedingungen akquiriert. Zudem enthält
der Datensatz 15 Negativbeispiele, ohne Fahrzeuge, um den Anteil Falschmeldungen zu
bestimmen. Weitere zehn Bilder weisen partielle Verdeckungen auf. Die Vorlage aus Bild
3.35a wurde in den Beispielen 1 und 3, die aus Bild 3.35b in dem Beispiel 2 verwendet.
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(a) (b)
Bild 3.35: Beispielvorlagen der Fallstudien
(a) (b) (c)
Bild 3.36: Fallstudie 1
Das erste Fallbeispiel ist in Abbildung 3.36 dargestellt. Dabei wurden die Auswirkun-
gen des Dämpfungsfaktors untersucht. Bild 3.36b zeigt einen Fehlerfall aufgrund eines zu
großen Margins (M > 70). Mehrere Experimente zeigten, dass es nahezu unmöglich ist,
eine universelle Margingröße als Kompromiss auf unterschiedliche Szenen anzuwenden.
Aus diesem Grund wurde die Analyse des Rauschverhaltens zur automatischen Opti-
mierung von M eingeführt. Die daraus resultierende positive Detektion des Fahrzeugs ist
in Bild 3.36c dargestellt. Hier wurde anhand des LNL und der Vorlagengröße ein Margin
von M = 25 ermittelt.
(a) (b) (c)
Bild 3.37: Fallstudie 2
Das zweite Beispiel aus Abbildung 3.37 demonstriert die weiteren Verbesserungen,
die durch die Einbindung der LNL-Informationen in die Hypothesengenerierung, ge-
mäß Gleichung 3.36, erreicht wurden. Demzufolge werden Hypothesen mit homogenen
Regionen nahe den angenommenen Fahrzeugkonturen bevorzugt. Erschwerend kommt
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bei diesem Fallbeispiel hinzu, dass der Fahrzeugtyp sich von dem der Vorlage nicht un-
wesentlich unterscheidet. Der Fehlerfall in Abbildung 3.37b entstand durch die Vernach-
lässigung des LNL bei der Hypothesenerzeugung. Der Algorithmus schlägt fehl, obwohl
ein geeigneter Margin (M = 141,GNL = 61.76) eingesetzt wurde, um störende Merkmale
innerhalb des Fahrzeugs zu unterdrücken. Die korrekte Erkennung in Bild 3.37c basiert
auf demselben Margin, allerdings wurde hier zusätzlich das LNL mit den Gewichtungs-
faktoren w1 = 0.98,w2 = 0.02 angewandt.
(a) (b) (c)
Bild 3.38: Fallstudie 3
Das herausforderndste Fallbeispiel ist in Abbildung 3.38 dargestellt. Hier ist das Au-
tomobil zum Teil verdeckt und gegenüber der Vorlage leicht rotiert. Zudem konnten
nicht alle relevanten Merkmale extrahiert werden. Der bisherige Algorithmus resultiert
in einer Fehlannahme, basierend auf Merkmalen des Hintergrunds (w1 = 0.98,w2 =
0.02,GNL = 41.62,M = 30). Für derartige Fälle ist die Methode der partiellen Detektion
von Vorteil. Abbildung 3.38c zeigt die korrekte Lokalisierung des Fahrzeugs, wobei die
primäre Hypothese der oberen Fahrzeughälfte durch den binären Entscheidungsbaum




Dämpfungsfaktor ∼ 40 %
+ LNL Auswertung ∼ 70 %
+ SM Funktion mit LNL ∼ 75 %
+ Partielle Detektion ∼ 80 %
In Tabelle 3.5 sind die Erkennungsraten der jeweiligen Entwicklungsstufen zusam-
mengefasst. Es ist erkennbar, dass die Einführung der Rauschanalyse den Prozess signi-
fikant verbessert. Auf diese Weise konnten hohe Detektionsraten von 80 Prozent erreicht
werden. Allerdings ist der Anteil der Fehlalarme mit rund 40 Prozent ebenfalls beträcht-
lich hoch. Die Ursache hierfür ist vor allem in der einfachen Struktur des Entscheidungs-
baumes begründet. Weiterführende Arbeiten können an diesem Punkt ansetzen, um den
Prozess zu optimieren.
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Der dargestellte Algorithmus basiert auf umfangreichen Datenoperationen, die sich
zu einem großen Teil parallel ausführen lassen. Aus diesem Grund bringt eine Hardware-
implementierung einzelner Verarbeitungsschritte durchaus Leistungsvorteile. An dieser
Stelle wird jedoch keine vollständige Hardwarelösung aufgezeigt. Die Architektur der Bi-
närisierung nach Sauvola wurde bereits in Abschnitt 3.3 detailliert beschrieben und kann
unverändert auch in dieser Anwendung eingesetzt werden. In Kapitel 8 wird zudem eine
Schaltung zur Berechnung der beschriebenen Distanztransformation vorgestellt. Andere
Komponenten, wie der Entscheidungsbaum, sind nicht rechenintensiv und sollten vor-
zugsweise in Software realisiert werden.
3.5 Zusammenfassung
Das Kapitel zeigte verschiedene Anwendungsgebiete der Bildverarbeitung. Die unter-
schiedlichen Anforderungen an die verarbeitenden Systeme wurden beschrieben und der
jeweilige Stand der Technik diskutiert. Für die einzelnen Applikationen wurden algorith-
mische Lösungen vorgestellt und mathematisch fundiert. In der industriellen Bildverar-
beitung ist die Echtzeitverarbeitung der Daten essentiell. Zu diesem Zweck wurden effi-
ziente Hardwarelösungen vorgestellt, die eine Verlagerung der Datenverarbeitung in die
FPGAs der Kamera ermöglichen. Die Schaltungsentwürfe wurden hinsichtlich ihres Res-
sourcenbedarfs optimiert und die resultierenden Datenpfade wurden ausführlich behan-
delt. Nicht alle Applikationen konnten auf bestehende Verfahren zurückgreifen, so dass
zum Teil neue Methoden kreiert wurden. Die vorgestellten Konzepte wurden schließ-
lich in realen Testumgebungen evaluiert. Betrachtet man die Summe der Entwicklungen
dieses Kapitels, so können daraus generelle Anforderungen an hardwarebasierte Verar-
beitungssystem überschlagen werden. Diese Informationen werden in den folgenden Ka-
piteln zur Wahl der Zielarchitektur herangezogen.
