Abstract A new type of stepsize, which was recently introduced by Liu and Liu (Optimization, 67(3), [427][428][429][430][431][432][433][434][435][436][437][438][439][440] 2018), is called approximately optimal stepsize and is quit efficient for gradient method. Interestingly, all gradient methods can be regarded as gradient methods with approximately optimal stepsizes. In this paper, based on the work (Numer. Algorithms 78(1), 21-39, 2018), we present an improved gradient method with approximately optimal stepsize based on conic model for unconstrained optimization. If the objective function f is not close to a quadratic on the line segment between the current and latest iterates, we construct a conic model to generate approximately optimal stepsize for gradient method if the conic model can be used; otherwise, we construct some quadratic models to generate approximately optimal stepsizes for gradient method. The convergence of the proposed method is analyzed under suitable conditions. Numerical comparisons with some well-known conjugate gradient software packages such as CG DESCENT (SIAM J. Optim. 16(1), 170-192, 2005) and CGOPT (SIAM J. Optim. 23(1), 296-320, 2013) 
Introduction
Consider the following unconstrained optimization problem min x∈R n f (x), (1.1) where f : R n → R is continuously differentiable and its gradient is denoted by g.
The gradient method takes the following form
where α k is the stepsize and g k is the gradient of f at x k .
Throughout this paper, g k = g(x k ), f k = f (x k ), s k−1 = x k − x k−1 , y k−1 = g k − g k−1 and · stands for the Euclidean norm.
It is widely accepted that the stepsize is of great importance to the numerical performance of gradient method [3] . In 1847, Cauchy [1] presented the steepest descent method, where the stepsize is determined by
The steepest descent method usually converges slowly. In 1988, Barzilai and Borwein [2] presented a new gradient method (BB method), where the stepsize is given by al. [13] proposed a new stepsize based on the usage of both the quasi-Newton property and the Hessian inverse approximation by an appropriate scalar matrix for gradient method.
Different from the above modified BB methods, Liu and Liu [30] introduced a new type of stepsize for gradient method in 2018, which is called approximately optimal stepsize and is quite efficient for gradient method.
Definition 1.1 Suppose that f is continuously differentiable, and let φ k (α) be an approximation model of The approximately optimal stepsize is generally calculated easily and can be applied to unconstrained optimization. In any gradient method for strictly convex quadratic minimization problems, the stepsize α k can also be generated by minimizing the following quadratic approximation model: I is an approximation to the Hessian matrix of f at x k . Then, the stepsize α k is the approximately optimal stepsizes associated to the above-mentioned φ k (α) for gradient method. As a result, all gradient methods can be regarded as gradient methods with approximately optimal stepsizes in this sense.
We see from the definition of approximately optimal stepsize that the numerical performance of gradient method with approximately optimal stepsize depends heavily on approximation model φ k (α). Some gradient methods with approximately optimal stepsizes [31] [32] [33] [34] were later proposed for unconstrained optimization, and the numerical results in [31] [32] [33] [34] suggested that these gradient methods with approximately optimal stepsizes are surprisingly efficient.
In those gradient methods with approximately optimal stepsizes [31] [32] [33] [34] , the gradient method with approximately optimal stepsizes based on conic model [31] has enjoyed some attentions [35] due to its good nice numerical performance. In this paper, we present an improved gradient method with approximately optimal optimal optimal stepsize based on conic model for unconstrained optimization. In the proposed method, when the objective function f is not close to a quadratic function on the line segment between x k−1 and x k , a conic model is exploited to generate approximately optimal stepsize if the conic model can be used. Otherwise, some quadratic models are constructed to derive approximately optimal stepsizes. We analyze the convergence of the proposed method under mild conditions. Two collect sets denoted by 80pAdr and 144pCUTEr, which are from [27] and [28] , respectively, are used to examine the effectiveness of the test methods. Some numerical experiments indicate that the proposed method is superior to the limited memory conjugate gradient software package CG DESCENT (6.0) [29] for 80pAdr and is comparable to CG DESCENT (5.0) [15] for 144pCUTEr, and performs better than CGOPT [26] for 80pAdr and is comparable to CGOPT for 144pCUTEr.
The remainder of this paper is organized as follows. In Section 2, we exploit some approximation models including a conic model and quadratic models to derive efficient approximately optimal stepsizes for gradient method. In Section 3, we present an improved gradient method with approximately optimal stepsize based on conic model, and analyze the global convergence of the proposed method under some suitable conditions. In Section 4, some numerical experiments are done to examine the effectiveness of the proposed method. Conclusions and discussions are given in the last section.
Derivation of the Approximately Optimal Stepsize
In the section, based on the properties of the objective function f , some approximation models including a conic model and quadratic models are exploited to generate approximately optimal stepsize for gradient method.
According to the definition of approximately optimal stepsize in Section 1, we know that the effectiveness of approximately optimal stepsize will rely on the approximation model. We determine the approximation models based on the following observations.
According to [9, 10] , µ k is a quantity showing how f (x) is close to a quadratic on the line segment between x k−1 and x k . If the following condition [31, 33] holds, namely,
where c 1 and c 2 are small positives and c 1 < c 2 , then f might be close to a quadratic on the line segment between x k−1 and x k . General iterative methods, which are often based on quadratic model, have been quite successful in solving practical optimization problems [16] , since quadratic model can approximates the objective function f well at a small neighbourhood of x k in many cases. Consequently, if f is close to a quadratic on the line segment between x k−1 and x k , quadratic model is preferable. However, when x k is far from the minimizer, quadratic model might not work very well if the objective function f possesses high non-linearity [17, 19] . To address the drawback, some conic models [17, 20, 21] have been exploited to approximate the objective function.
The conic functions, which interpolate both function values and gradients at the latest two iterates, can fit exponential functions, penalty functions or other functions which share with conics the property of increasing rapidly near some n − 1 dimensional hyperplane in R n [20] . All of these indicate that, when f is not close to a quadratic function on the line segment between x k−1 and x k , conic models may serve better than quadratic model [21] .
Based on the above observations, we determine approximately optimal stepsize for gradient method in the following cases.
Case I: Conic Model
When f is not close to a quadratic on the line segment between x k−1 and x k , we consider the following conic model :
where
and B k is generated by imposing generalized BFGS update formula [17] on a positive scalar matrix D k :
Here we take the scalar matrix D k as
definite and thus B k is symmetric positive definite. In order to improve the numerical performance, we restrict γ k = max {min {γ k , 2} , 0.01} and the coefficient
, 5000 , −5000 .
, we obtain that
It is clear that
=0 we obtain the unique
We analyze the properties of the stationary point α S k in the following two cases.
(1) The singular point
, then we will switch to Case II. Here we only consider the case of
In the case we know that α
of the stationary point and
which means that the stationary point α S k is the approximately optimal stepsize associated to φ
(2)The singular point
T k g k and the uniqueness of the stationary point, we know that
Therefore, the stationary point α S k is a local minimizer of φ 1 k (α) and
which together with the fact that φ 1 ′ (α) < 0 holds for α >
. Therefore, the stationary point α 
hold, the approximately optimal stepsize is taken as follows:
Case II: Quadratic Models
It is generally accepted that quadratic model will serve well if f is close to a quadratic function on the segment between x k−1 and x k . So we do not wish to abandon quadratic model because of the large amount of practical experience and theoretical work indicating its suitability. If the condition (2.1) holds and s
or the conditions (2.2) do not hold and s T k−1 y k−1 > 0, we consider the following quadratic approximation model:
where B k is a symmetric and positive definite approximation to the Hessian matrix. Taking into account the storage cost and computational cost, B k is generated by imposing the quasi-Newton update formula on a scalar matrix. Taking the scalar matrix as
I, where ξ 2 ≥ 1, and imposing the modified BFGS update formula [22] on the scalar matrix D k , we obtain
Since there exists u 1 ∈ [0, 1] such that
in order to improve the numerical performance we restrictr k as
where 0 <η < 0.1.
It follows from (2.5) that s Imposing
By s T k−1 y k−1 > 0 and Lemma 2.1, we know thatᾱ
is the approximately optimal stepsize associated to
It is also observed by numerical experiments that the bound α the approximately optimal stepsize is taken as the truncation form ofᾱ
It is a challenging task to determine a suitable stepsize for gradient method when s
In some modified BB methods [9, 12] , the stepsize is set simply to α k = 10 30 for the case of s
simple to consume expensive computational cost for searching a suitable stepsize for gradient method.
In [34] , Liu et al. proposed a simple and efficient strategy for choosing the stepsize for the case of s
, where δ > 0. Liu and Liu [32] designed an approximation model to generate approximately optimal stepsize. Liu and Liu [31] designed two approximation models to generate two approximately optimal stepsizes, and the numerical results in [31] showed that these approximately optimal stepsize are efficient. We take the stepsize [31] for gradient method, which is described here for completeness.
If the condition (2.1) holds and s design other approximation models to derive approximately optimal stepsizes. Suppose for the moment that f is twice continuously differentiable, the second order Taylor expansion is
For a very small τ k > 0, we have that
which gives a new approximation model 
, similar to [34] , the stepsize α k α k is computed by
where δ > 0.
To obtain the stepsize α k in (2.8), it has the cost of an extra gradient evaluation, which may result in great computational cost if the gradient evaluation is evoked frequently. To reduce the computational cost, we turn to consider g k−1 . Since
we have that
, where ξ 3 > 0 is close to 1, we know that g k and g k−1 will incline to be collinear and g k and g k−1 are approximately equal. In the case, we use g
, which imply a new approximation model:
If s 
As for the case of s T k−1 y k−1 = 0, the stepsize is also computed by (2.9).
Therefore
0, the stepsize is determined by
Gradient Method with Approximately Optimal Stepsize Based on Conic Model
In the section, we present an improved gradient method with approximately optimal stepsize based on conic model (we call it GM AOS (cone) for short) for unconstrained optimization. Though GLL line search [7] was firstly incorporated into the BB method [6] , it is observed by numerical experiments that for modified BB methods the nonmonotone line search (Zhang-Hager line search) proposed by Zhang and Hager [24] is preferable.
Usually, the strategy (3.2) for a nonmonotone line search [25] is used to accelerate the convergence rate. Therefore, we adopt Zhang-Hager line search with the strategy (3.2) in GM AOS (cone). Motivated by SMCG BB [36] , at the first iteration we choose the initial stepsize α 0 0 as
Now we describe GM AOS (cone) in detail.
Algorithm 1 GM AOS (cone)
Step 0 Initialization.Given a starting point x 0 ∈ R n , constants ε > 0, λ min , λ max , η min , η max , σ, δ, ξ 1 , ξ 2 , ξ 3 , η, c 1 and c 2 . Set Q 0 = 1, C 0 = f 0 and k := 0.
Step 1 If ||g k || ∞ ≤ ε, then stop.
Step 2 Compute the initial stepsize for Zhang-Hager line search.
Step 2.1 If k = 0 , then compute α 0 0 by (3.1) and set α = α 0 0 , go to Step 3.
Step 2. Step 2.3 If s T k−1 y k−1 > 0, then compute α k by (2.7); otherwise compute α k by (2.11). Set α 0 k = max {min {α k , λ max } , λ min } and α = α 0 k , and go to Step 3.
Step 3 Zhang-Hager line search. If
then go to Step 4. Otherwise, update α by [25] 
whereᾱ is the trial stepsize obtained by a quadratic interpolation at x k and x k − αg k , go to Step 3.
Step 4 Choose η k ∈ [η min , η max ] and update Q k+1 , C k+1 by the following ways:
Step 5 Set α k = α, x k+1 = x k − α k g k , k := k + 1 and go to Step 1.
In what follows, we analyze the convergence and the convergence rate of GM AOS (cone). Our convergence result utilizes the following assumptions :
A1. f is continuously differentiable on R n .
A2. f is bounded below on R n .
A3. The gradient g is Lipschitz continuous on R n , namely, there exists L > 0 such that
Therefore, by Theorem 2.2 of [24] we can easily obtain the following theorem which shows that GM AOS (cone) is globally convergent. Hence, every convergent subsequence of the {x k } approaches a stationary point x * .
Similar to the above theorem, by Theorem 3.1 of [24] , we also obtain the following theorem which implies the R-linear convergence of GM AOS (cone).
Theorem 3.2 Suppose that A1 and A3 hold, f is strongly convex with unique minimizer x * and η max < 1.
Then there exists ζ ∈ (0, 1) such that
for each k ≥ 0.
Numerical Experiments
In the section, some numerical experiments are conducted to check the numerical performance of GM AOS (cone). Two groups of collect sets are used, and their names are described in Table 1 and Table 2 , respectively.
The first group of collect sets denoted by 80pAndr includes 80 test functions mainly from [27] , and their expressions and Fortran codes can be found in Andrei's website: http://camo.ici.ro/neculai/AHYBRIDM. test functions from CUTEr library [28] are indeed used to test, as the default initial point is the optimal point in the test function "FLETCBV2", so the second group of collect sets is denoted by 144pCUTEr. And the initial points and dimensions of the test functions from 144pCUTEr are default.
The BB method, the SBB4 method [8] , CGOPT [26] and CG DESCENT [15] are chosen to be compared with GM AOS (cone). All test methods are implemented by C language. The C code of GM AOS (cone) and some numerical results can be downloaded from the website: http://web.xidian.edu.cn/xdliuhongwei/en/paper.html.
The codes of CGOPT and CG DESCENT can be downloaded from http://coa.amss.ac.cn/wordpress/?page_id=21
and http://users.clas.ufl.edu/hager/papers/Software, respectively.
In the numerical experiments, GM AOS (cone) uses the following parameters: ε = 10 −6 , δ = 10, σ = The numerical experiments are divided into four groups. In the first group of numerical experiments, we use the collect set 80pAndr to examine the effectiveness of the stepsize (2.11). In Figs. 1-4 , "GM AOS (cone) with α k = 10 30 " stands for the variant of GM AOS (cone), which is different from GM AOS (cone) only in that (2.11) is replaced by α k = 10 30 in the Step 2.3 of GM AOS (cone). In numerical experiments, GM AOS (cone) successfully solves all 80 problems, while its variant successfully solves 76 problems. As shown in Fig. 1 , GM AOS (cone) performs slightly better than its variant in term of the number of iterations. We can observe from Figs. 2-3 that GM AOS (cone) requires much less function evaluations and less gradient evaluations than its variant since the stepsize (2.11) is used. In Fig. 4 , we see that GM AOS (cone) is much faster than its variant. It indicates that the stepsize (2.11) is very efficient. In the second group of numerical experiments, we also use the collect set 80pAndr to compare the performances of GM AOS (cone) with that of the SBB4 method and the BB method. In numerical experiments, GM AOS (cone) successfully solves all 80 problems, while the SBB4 method and the BB method successfully solve 75 and 76 problems, respectively. As shown in Fig. 5 , GM AOS (cone) outperforms the SBB4 method and the BB method, since GM AOS (cone) successfully solves about 68% problems with the least iterations, while the percentages of the SBB4 method and the BB method are about 28% and 15%, respectively. Similar observation can be made in Fig. 7 for the number of gradient evaluations. We observe from Fig. 6 that GM AOS (cone) has a very great advantage over the SBB4 method and the BB method in term of the number of function evaluations, since GM AOS (cone) successfully solves about 77% problems with the least function evaluations, while the percentage of the SBB4 method and the BB method are 21% and 18%, respectively. Fig. 8 shows that GM AOS (cone) is much faster than the SBB4 method and the BB method. It indicates that GM AOS (cone) is superior to the SBB4 method and the BB method. 
Conclusions and Discussions
In this paper, we present an improved gradient method with approximately optimal stepsize based on conic model (GM AOS (cone)). In GM AOS (cone), some approximation models including the conic model and some quadratic models are exploited to generate approximately optimal stepsizes for gradient method. It is noted that the main difference between the proposed method and the gradient method with approximately opitmal stepsize based on conic model [31] lies that the proposed method uses the stepsize (3.1) as the initial stepsize at the first iteration, while the gradient method [31] takes 1/ g 0 ∞ as the initial stepsize. In addition, more numerical experiments with two group collect sets 80pAdr and 144pCUTEr are conducted to examine the effectiveness of the proposed method. Numerical results indicate that GM AOS (cone) is superior to the SBB4 method and the BB method, performs better than CGOPT [26] for 80pAdr and is comparable to CGOPT for 144pCUTEr, and is superior to the limited memory conjugate gradient software package CG DESCENT (6.0) [29] for 80pAdr and is comparable to CG DESCENT (5.0) [15] for 144pCUTEr. As far as we know, GM AOS (cone) is the most efficient gradient method for general unconstrained optimization so far.
Given that the search direction −g k has low storage and can be easily computed, the nonmonotone Armijo line search used can be easily implemented and the numerical effect is surprising, the gradient methods with approximately optimal stepsizes will be strong candidates for large scale unconstrained optimization. And the following problems are very interesting: (1) What is the best gradient method with approximately optimal stepsize (GM AOS) ? (2) Can the gradient method with approximately optimal stepsize perform better than CG DESCENT (5.
3) for CUTEr library?
