Some concepts in modern spectroscopy are very specialized, and explanations based on simple examples are not readily available. An example is the changes in the intrinsic symmetry of Raman tensors in molecules produced by resonance or near-resonance conditions. Many of these effects can be obtained from commercial and open source programs that solve the electronic structure of the molecules with density functional theory and compute the Raman tensors of the vibrations. The origin of these changes is hidden by the complexity of these calculations and by the many intermediate computational steps that are not presented to the user. We discuss a simplified model for the electronic structure of a molecule and correlate what is observed with a calculation using density functional theory for a specific molecule. The model yields insight into resonance phenomena, symmetry-related aspects of Raman tensors, and the microscopic origin of the Raman effect itself.
I. INTRODUCTION
The ever increasing availability of computer power makes relatively complex quantum mechanical calculations accessible to physicists and chemists. 1 Solving the electronic structure of molecules with density functional theory, 2 for example, involves an inherent degree of complexity and requires the use of a number of concepts in quantum mechanics such as the variational theorem, Fock operators, electron correlations, Slater determinants, and density functionals. Textbooks often study the simplest of cases ͑for example, H 2 + ͒ but limit themselves to generalities for more complex molecules because they can only be solved numerically on a computer. The available programs to do these calculations ͑both commercial and open source͒ hide the technicalities and difficulties from the user and thus act as a "black box." This use is acceptable in cases where the direct comparison of a specific property of the molecule ͑the vibrational spectrum, for example͒ with experiments is sought. It then might not be necessary or desirable to go into all the details of the calculation in the same way that it might not be necessary to understand all the details of the circuitry of an instrument to carry out an experiment. The results are judged by the soundness of their physical meaning and by their overall agreement and consistency with experiments.
Quantum chemical calculations deduce a variety of properties for a given molecule from the calculated electronic structure. We will concentrate here on Raman spectroscopy. 1, 3 The output of density functional theory programs includes vibrational frequencies and the Raman spectrum ͑including Raman tensors for the vibrations 1 ͒ but does not give insight into the microscopic origin of these magnitudes. Raman tensors, in particular, have specific symmetries that are related to the symmetries of the vibrations by group theory. 4 These symmetries define a number of readily measurable properties of molecules, such as the depolarization ratio, 3, 5, 6 and are part of the standard protocols used in spectroscopy to understand the vibrational structure of molecules.
In Raman spectroscopy the symmetries of Raman tensors change depending on the ͑laser͒ excitation being used. These changes and the associated effects are grouped under what are normally called "resonance effects." These changes in symmetry can be seen experimentally and obtained from density functional theory calculations. The purpose of this paper is to present the simplest possible example of a Raman tensor calculation to show the origin of some of the wellknown resonance effects such as symmetry changes. We assume familiarity with only basic quantum mechanics ͑wave functions and operators͒ and discuss a simplified calculation of molecular orbitals, states, transition dipoles, and polarizabilities. We avoid the more complex facets of the theory by reducing the problem to a fictitious toy molecule, whose electronic structure becomes analytically tractable.
II. THE TOY MOLECULE
We consider a molecule with four sites and two types of "atoms," A and B. For the example to be useful, the molecular structure and electronic properties should be easy enough to be solvable analytically. Also, as will become clear, we need a structure that is two-dimensional ͑that is, not a linear molecule such as CO 2 ͒. To this end, we have chosen the model depicted in Fig. 1 , which satisfies this minimum set of conditions. We limit ourselves to one valence orbital per site, thus completely ignoring lower lying core-electrons. The single orbital wave functions of the different sites are ͉ 1 ͘, ͉ 2 ͘, ͉ 3 ͘, and ͉ 4 ͘. Having one orbital per site does not necessarily mean that each atom donates one electron to the structure-we will assume that atoms of type A donate one electron each and the valence orbitals of atoms B are empty. We fix the site energies for i =1,3 to be ͗ i ͉Ĥ ͉ i ͘ = ⑀ a ͑atoms of type A͒ and for i =2,4 to be ͗ i ͉Ĥ ͉ i ͘ = ⑀ b ͑atoms of type B͒. For the cross-terms we assume an overlap integral of −t through the overlap of orbitals of ͑nearest͒ neighboring atoms, for example, ͗ 1 ͉Ĥ ͉ 2 ͘ =−t / 2 and ͗ 2 ͉Ĥ ͉ 1 ͘ =−t / 2. The orbital overlaps of sites 1 and 3, as well as sites 2 and 4, are assumed to be negligible. The electronic structure is therefore represented by what is known as the tight binding approximation 7, 8 with a linear combination of atomic orbitals approach. 2, 9 We assume the wave functions to be normalized ͑that is, ͗ i ͉ i ͘ =1͒ so that we can project the Hamiltonian onto the basis of the atomic orbitals. The Hamiltonian operator Ĥ for the system in Fig. 1 ͑in a ket-bra representation͒ is given by
In matrix form in the basis ͉ 1 ͘, ͉ 2 ͘, ͉ 3 ͘, and ͉ 4 ͘ ͑in that order͒, the Hamiltonian takes the form
from which we can readily determine the eigenvalues ប i and eigenvectors ͉ i ͘.
III. EIGENSTATES
The eigenvalues and eigenvectors can be concisely expressed using the definitions
The eigenvalues can be written as
The corresponding normalized eigenvectors are
͑8͒
We have ordered the eigenvalues and eigenvectors according to their energy. For any t Ͼ 0 ͑as assumed here͒, the lowest and highest energy eigenvalues are always at
The second and third eigenvalues are the atomic site energies; we assume ͑without any loss of generality͒ that ⑀ a Ͻ ⑀ b . These eigenvectors describe "antibonding" ͑antisym-metric͒ states formed by a linear combination of orbitals from atoms of type A or B, respectively. They are also odd with respect to the center of the molecule ͑that is, they change sign upon an inversion͒. This symmetry is a natural consequence of the parity of these states. 4, 10 The first and last eigenvalues are the average site energy plus or minus the splitting . They describe even states formed by linear combinations of contributions from orbitals of both types of atoms.
Of interest for the calculation of the optical properties is the difference between the second and first, and third and first eigenvalues, respectively ͑which are the only dipole allowed transitions͒. We can define these differences as
and
The eigenvectors ͉ i ͘ are collections of scaling coefficients for the basis set of atomic orbitals ͉͘, Fig. 1 . A schematic representation of the structure of a toy molecule. Two different types of atoms with one orbital per site and site energies ⑀ a and ⑀ b , respectively, are arranged in a square structure. Each atom interacts with its nearest neighbors ͑of the opposite type͒ through an overlap interaction integral. The Hamiltonian of this system in the tight binding approximation is given by Eq. ͑1͒ and produces the four eigenvectors given by Eq. ͑8͒ and schematically displayed in Fig. 2 .
To visualize the qualitative electronic landscape described by the eigenvectors ͉ i ͘, we assume the wave functions ͉ i ͘ to be single Gaussian-like atomic orbitals centered at the atomic positions and take characteristic values for the parameters ⑀ a,b and t. Then, we can represent these electronic levels in both their energy spectrum and their spatial distribution. We take the site energies for atoms of type a and b to be different but close. For example, for ⑀ a = 1 eV, ⑀ b = 1.2 eV, and t = 0.5 eV, we obtain the energy levels and wave functions shown in Fig. 2 .
We now try to understand how these wave functions and levels determine the optical properties of this toy molecule.
IV. THE LINEAR OPTICAL PROPERTIES OF THE TOY MOLECULE
We shall show the microscopic origin of certain preresonance phenomena in molecules using the simplified model. We shall only be concerned with the linear optical properties and Raman scattering efficiencies below any dipole allowed transition, that is, in what would normally be classified as the transparency region of the molecule. In particular, we are interested in the changes that these quantities undergo as the photon energy approaches resonance, that is, becomes closer ͑approaching the transition from smaller energies͒ to the first dipole allowed transition 1 → 2.
The linear optical polarizability arises from the effect of the perturbation introduced by the electric dipole operator ͑of the light͒ on the electronic structure of the molecule. If the energy of the photon is smaller than the lowest dipole allowed transition ͑1 → 2 in our case͒, there is no direct effect produced by the perturbation. In other words, the photon cannot change the electronic structure by producing electronic transitions among levels, which is the reason for transparency in the first place. However, in the quantum mechanical approach, 11 the first-order correction to the presence of the electric field's perturbation ͑for which the ground state of the molecule is both the initial and final state͒ leads to the well-known expression 12 for the linear optical polarizability given by 11, 13 
where ␣ ij ͑͒ is the ij-component of the linear optical polarizability tensor at frequency and the parameter ⌫ models the resonant damping/broadening. We shall not discuss the details of polarizability theory, which is extensively treated in the literature. 12, 14, 15 Instead, we take Eq. ͑12͒ as the starting point for the effects we will study.
Expressions such as ͗ 1 ͉p i ͉ k ͘ in Eq. ͑12͒ represent the matrix elements of the ith component ͑i = x , y in two dimensions͒ of the electric dipole operator p = er. The other terms and symbols have their usual meaning. The first term in Eq. ͑12͒ represents a virtual transition to an excited state ͑1 → k͒ through the p i component of the dipole operator, followed by a return to the ground state through the transition k → 1 induced by the p j component of p. The energy denominators are a distinctive characteristic of second-order perturbation terms in quantum mechanics. 11 The second term in Eq. ͑12͒ differs from the first one only in the sign of ͑the perturbation frequency͒ in the denominator. The origin of the second term in Eq. ͑12͒ is that the linear optical polarizability needs to satisfy causality ͑Kramers-Kronig relations͒. 12, 15 For Ϸ͑ k − 1 ͒ ͑close to resonance͒ we can ignore the second term and work with the simplified expression
͑13͒
Due to the symmetry of the wave functions ͑see Fig. 2͒ , it is straightforward to show that there are only two dipole allowed transitions in the system in Fig. 2 : One for 1 → 2 , which has nonzero matrix elements only for the y component of p ͑that is, p y ͒ and one nonzero matrix element for 1 → 3 only for p x 0. Also the transition 1 → 4 is not dipole allowed ͑by parity͒ and need not be considered for the optical properties from the ground state ͑ 1 → 4 is a quadrupolar transition͒. There are no off-diagonal elements in the polarizability tensor in the system of axes depicted in Fig. 1 .
Thus the full polarizability tensor in two dimensions of the molecule reads
where ␣ xx ͑͒ and ␣ yy ͑͒ are given in Eqs. ͑15͒ and ͑16͒.
The yy component of the polarizability tensor, which is affected only by the lowest dipole allowed transition, is
where 12 ϵ͑ 2 − 1 ͒. Likewise, we obtain for ␣ xx ͑͒ ͑which is affected only by the 1 → 3 transition͒ ␣ xx ͑͒ = 4 0
The energy differences ប 12 and ប 13 can be expressed in terms of the parameters of the electronic structure of the model by means of Eqs. ͑9͒ and ͑10͒. The matrix elements involved can also be calculated in terms of the basic parameters of the model. In general, the matrix elements for the 1 → 2 and 1 → 3 transitions will not be the same because atoms of type A and B are different and the excited state ͑Fig. 2͒ involves atoms of either one type or the other. For the approximation that the atomic wave functions ͉ i ͘ are similar for both atom types, which is sufficient for the subsequent discussion, the matrix elements of the two dipoles allowed transitions become identical.
If ͱ 2a is the length of one of the four sides of the square in the structure in Fig. 1 , the matrix elements are given by
͑17͒
where we have taken into account that p x = ex and p y = ey, If we assume ͗ 2 ͉y͉ 1 ͘ = ͗ 1 ͉x͉ 2 ͘ = a / 2, that is, the orbitals of sites 1 and 2 have ͑approximately͒ a symmetric weighting on the x and y coordinates, we obtain
Therefore, if we use Eqs. ͑15͒, ͑16͒, and ͑19͒, the linear polarizability tensor can be written as
The advantage of having the linear optical polarizability expressed in terms of purely microscopic parameters of the electronic structure of the molecule is that we can now understand the effect of a perturbation produced by a vibration. This fact is at the heart of the semiclassical description of the origin of the Raman effect and the derivation of the Raman polarizability tensor. From there, the effect of the approach to resonance on the Raman polarizability can be evaluated explicitly.
Because ␣ xx ␣ yy , Eq. ͑20͒ represents the tensor of a birefringent molecule, which is in our case due solely to the two different resonant denominators.
V. THE RAMAN TENSOR OF THE BREATHING MODE
Of all the vibrations possible in the toy molecule, we will consider only one of them, namely, the breathing mode of the molecule depicted in Fig. 3͑b͒ . This mode will always exist and belongs to the ⌫ 1 irreducible representation of the D 2 point group of the molecule. 4 It is a fully symmetric mode, and the reasons for concentrating our attention on it are as follows.
͑1͒
It is an even mode ͑with respect to the origin͒, and therefore it is Raman active.
3,6
͑2͒ It produces the same effect in all bonds. This is not necessarily true even if a mode is even and Raman active, but it allows in this case an easy parameterization of its effect on the electronic structure by a simple scalar change in the overlap interaction energy t. ͑3͒ To a good approximation, we can model the effect of the mode on the electronic structure as a change in the overlap energy integral t between nearest neighbors, that is, t → t + ␦t, where ␦t = Q, with a constant and Q is the scalar amplitude of the vibrational displacement of the nuclei. ͑4͒ We can calculate the Raman tensor of the vibration in a semiclassical approach by expanding the linear optical polarizability ͓Eq. ͑20͔͒ in powers of Q ͑to first order͒.
This mode produces the same effect in all the bonds, that is, a change in the overlap integral t. According to the phenomenological theory of Raman scattering, 1 the Raman polarizability tensor for a given vibration is
where
is the Raman tensor. Equation ͑21͒ for the Raman polarizability tensor can be thought of as a Taylor expansion of the linear optical polarizability ␣ in powers of Q when t → t + ␦t, with ␦t = Q. The off-diagonal terms of ␣ Raman ͑͒ remain zero in the expansion of ␣ ͑͒ to first order in Q be- cause a change in overlap integrals t → t + ␦t for all the bonds does not change the symmetry ͑and in particular the parity with respect to the origin͒ of the wave functions. Note that the linear optical polarizability tensor ␣ may have a component which is zero, but its derivative with respect to Q might be nonzero. This is not the case here and the Raman tensor R remains diagonal.
There are two effects produced by the change t → t + ␦t: An effect coming from the change in the matrix elements and an effect coming from the change in the energies of the levels. It turns out that the change in the matrix elements is dominant in the expansion, and moreover, this often turns out to be the case for more complicated models for the electronic structure the molecules. One advantage of having a simplified version of the electronic structure is that we can establish a link between the effect of a vibration on the structure and its relation to a perturbation of the electronic structure. Otherwise, we could start directly from the classical polarizability and postulate the existence of changes in the parameters in terms of Q. These changes appear in this case as purely phenomenological with no real inkling on why they happen. Having a simplified electronic structure provides a much clearer picture of what happens at a microscopic level: A vibration can "modulate" the overlap integrals of the orbitals. This picture provides a microscopic description of what is termed in solid-state theory as the electron-phonon interaction, which is required to explain the Raman effect in quantum mechanical terms. It is possible to show that the leading terms in the expansion of the linear polarizability as a function of Q have the form
where R 0 is a constant 16 proportional to the scalar mode amplitude Q. We included in the matrix only those terms with the frequency dependences in the denominators, whose influence we will study.
From Eqs. ͑23͒ we deduce that ͑ignoring ⌫ for the rest of the argument͒
which is the most important result of this derivation and shows how the ratio of the two components of the Raman polarizability tensor behave as a function of and, in particular, what happens when a resonant condition is approached. Specifically, if → 0 and 13 Ϸ 12 , that is, far from resonance, we have ␣ yy R / ␣ xx R Ϸ 13 / 12 . For the parameters in Fig. 2 , both components differ by Ϸ20%. In general, both components may be comparable due to the fact that the small splitting in energy between ប 12 and ប 13 does not play a crucial role when ប is much smaller than both of them. Hence, far from resonance, we expect
with ␤ 1 Ϸ ␤ 2 . If the splitting is really small, we can achieve a condition where
͑26͒
In this case the Raman polarizability tensor for the breathing mode can be completely isotropic.
In contrast, if → 12 and 13 Ͼ 12 , that is, the first dipole allowed transition is approached from below in energy, the effect of the splitting between 12 and 13 is increased close to resonance, and there is a complete dominance of the effect of the closest transition to . In this case ͑according to Eq. ͑24͒͒ ␣ xx R ӷ ␣ yy R and
͑27͒
In other words, the Raman tensor is transformed from a fully symmetric ͑almost isotropic in many cases͒ tensor far away from resonance ͓Eq. ͑26͔͒ to a highly uniaxial tensor ͓Eq. ͑27͔͒ when the first dipole allowed transition is approached. This conclusion is general. From the point of view of molecular Raman scattering, there is some ͑limited͒ information on the symmetry of the modes in the depolarization ratio of the bare molecules, which is a classic topic in molecular spectroscopy. 1, 3, 5 Normal depolarization ratios are in the range 0 Ͻ Ͻ 3 / 4 for different types of vibrations with different symmetries. A few special cases are = 0, which occurs for totally symmetric tensors ͓such as Eq. ͑26͒ but in three dimensions͔, =3/ 4, which occurs for traceless Raman tensors, and =1/ 3, which occurs for uniaxial tensors where one of the components is dominant ͓such as Eq. ͑27͒ but in three dimensions͔. Our previous results suggest that modes will usually have a frequency dependent depolarization ratio. For example, the case of the breathing mode we have treated suggests that it will have a depolarization ratio close to zero far from resonance and close to 1/3 when the first dipole allowed transition is approached. This fact is observed experimentally in many cases, and it can be taken as a rough measure of the degree of symmetry breakdown that is present under some experimental conditions involving resonances.
VI. REAL MOLECULES AND DENSITY FUNCTIONAL THEORY CALCULATIONS
Conventional density functional theory calculations of the electronic structure of molecules 1, 17 share some of the limitations of the examples we have considered. For example, they will not include-in their simplest forms-any vibronic coupling. 2, 3 Still, density functional theory produces a much more realistic electronic wave function constructed from more atomic orbitals per site and a self-consistent electronic field ͑in a geometry-optimized structure͒.
1,2 The calculation of Raman depolarization ratios as a function of excitation wavelengths can be performed with available software, and it is possible to show the same effect of the change in symmetry in the Raman polarizabilities approaching a uniaxial tensor near a resonance condition, which is the same effect revealed in our toy molecule. The calculation of this effect can be an exercise where students match what density functional theory programs predict for simple molecules with a simpler phenomenology such as the one presented in this paper.
As an example, we briefly discuss the case of benzenethiol ͑C 6 H 5 SH͒. The reasons for choosing this molecule ͑besides the obvious advantage of it being small͒ will become clear later. We calculated the Raman frequencies and tensors ͑which yield Raman activities and depolarization ratios 1,5 ͒ via density functional theory. [18] [19] [20] [21] [22] [23] The conclusions should be taken with care due to the intrinsic limitations of the methods involved in these calculations, but they provide an exemplary case study of symmetry breakdown under resonance conditions.
The calculations were performed for a set of excitation wavelengths from the static case ͑ exc → ϱ͒ toward higher energies ͑shorter wavelengths͒ approaching resonance. The resonance frequencies were determined via time-dependent density functional theory, with the energetically lowest ͑di-pole allowed͒ transitions at 262, 261, and 240 nm, respectively, and with ͑relative͒ oscillator strengths of 0.0134, 0.0026, and 0.2164. The first transition has an electric dipole moment well-aligned ͑⌬ =8°͒ with the x-axis ͑short axis of the molecule in the molecular plane͒, the much weaker second transition dipole is parallel to the z-axis ͑out of plane͒, and the strong transition at 240 nm is aligned with the y-axis ͑⌬ = 0.2°͒ and thus parallel to the long axis of the molecule ͑see Fig. 4͒ .
The drastic effect of resonance regarding the change of the intrinsic symmetry of the different modes is summarized in Figs. 4 and 5. When going from off-resonance ͑static͒ to near-resonance ͑280 nm͒ excitation, the Raman activity ͑pro-portional to the cross sections of the modes 1,3 ͒ slowly increases-up to a factor of Ϸ30 with respect to the static field case ͓see Fig. 5͑a͔͒ -and the symmetry of the modes changes, which is also evident in the slight change in the "shape" of the tensors ͑see Fig. 4͒ . Upon reaching the first two transitions at Ϸ260 nm, the Raman activity increases by a factor of Ϸ2 ϫ 10 4 . At 250 nm the Raman activity goes over the first ͑weak͒ dipole allowed resonance at Ϸ260 nm, and a drop in the Raman activities is observed. The depolarization ratios of all modes, however, approach the value of 1/3. The transition at 240 nm is by far the strongest in this region, and accordingly, it completely dominates the tensor symmetry ͑depolarization ratios= 1 / 3 for all modes, and all tensors aligned with the transition dipole, that is, along the long axis of the molecule͒.
The vibration at 1626 cm −1 shows an interesting behavior, which can be understood in terms of resonance phenomena and deserves an additional comment. It will also justify the choice of benzenethiol for this example. The mode at 1626 cm −1 is dominantly coupled to the transition dipole at Ϸ240 nm far from resonance. This fact is evidenced, for example, in the shape of the Raman tensor representations in Fig. 4 ; at 600 and 280 nm ͑far from resonance͒, the tensor's main axis is predominantly along the vertical direction ͑y-axis͒. However, benzenethiol, unlike benzene, is not a perfectly symmetric molecule ͑because of the asymmetry introduced by the thiol group͒, and as a result, the symmetry Fig. 4 . ͑a͒ Raman tensor representations of four characteristic modes of benzenethiol for different excitation wavelengths. To represent the tensors we plot the x-y projection of ͉e · R · e͉ 2 , where e is a unit vector with varying orientations ͑Ref. 1͒. The x-y plane coincides with the molecular plane. This representation of the tensors is well suited to highlight the changes in symmetry introduced by different resonance conditions. ͑b͒ Vibrational displacement eigenvectors of the four modes studied here. The coordinate systems for the tensor projections and the vibrational displacement are the same. Plotted are the relative changes in the ͑a͒ Raman activity ͑Ref. 1͒ and ͑b͒ the depolarization ratio as a function of the excitation wavelength for four characteristic modes ͑the vibrational frequencies given on the top-right corner͒. The relative change in the Raman activity is evaluated with respect to that at the 900 nm excitation, which is almost identical to the static field ͑ → ϱ͒ results. The dominance of the approach to the resonance at 240 nm becomes apparent in the depolarization ratio, which changes rapidly close to it and modifies all values of the depolarization ratios to be exactly 1/3 at resonance ͑240 nm͒. This behavior is produced by the highly uniaxial character of all tensors at resonance irrespective of their intrinsic symmetries. The mode at 1627 cm −1 shows a competition between two resonant behaviors, as explained in the text.
classification of the modes is not exact, and there is always a small amount of coupling to other transitions. The Raman tensor of the 1626 cm −1 mode is weakly coupled to the transition at Ϸ260 nm. Close to Ϸ260 nm the weaker coupling to that resonance dominates the behavior of the tensor to the extent that its main axis changes to be along the x-axis of the molecule ͑which is the dipole direction for the Ϸ260 nm transition͒. This competition between the weak coupling to the Ϸ260 nm transition with the stronger coupling to the dominant one at Ϸ240 nm is also responsible for the "bump" in the depolarization ratio observed for the 1626 cm −1 mode in Fig. 5 . A similar phenomenon exists for the Ϸ706 cm −1 mode, but in this case the mode is more strongly coupled to the Ϸ260 nm transition when it is far from resonance and only changes its main axis when reaching the ͑dominant͒ transition at Ϸ240 nm ͑Fig. 5͒.
VII. CONCLUSIONS
Several general conclusions on resonant Raman phenomena can be obtained from this study. The most important is that resonance phenomena can effectively change the depolarization ratios ͑and therefore the intrinsic symmetry͒ of the Raman modes. We showed for the model calculation how a molecule with two dipoles allowed transition results in a Raman tensor for the breathing mode that is almost isotropic far from resonance to one that is mainly uniaxial when the lowest dipole allowed transition is approached. This phenomenology is also observed for depolarization ratios calculated with density functional theory as a function of wavelength, even though the underlying reasons for this behavior are hidden by the complexity of these calculations. Issues related to symmetries of polarizabilities under resonant conditions are important in many areas of modern spectroscopy, most notably in the emerging field of single-molecule Raman spectroscopy. 1, 24 A qualitative microscopic understanding of these phenomena is desirable for understanding the output of more sophisticated numerical methods ͑such as density functional theory͒ and, ultimately, the most important objective, which is understanding ͑at least conceptually͒ the origin of experimental observations. a͒ Electronic mail: Pablo.Etchegoin@vuw.ac.nz b͒
