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21. Introduction
Translative functions are an important tool for scalarization in multicriteria op-
timization, decision theory, mathematical finance, production theory and operator
theory since they can represent orders, preference relations and other binary rela-
tions [18].
They are the functions with uniform sublevel sets which can be generated by
a linear shift of some set along a line. We will characterize the class of sets and
vectors needed to construct all translative functionals on the one hand and all of
these functionals which are lower semicontinuous, continuous or defined by linear
inequalities on the other hand. This investigation is based on statements about the
directional closedness of sets.
The directional closedness of sets is investigated in Section 2. Section 3 contains
the construction of translative functions and of the subclasses of semicontinuous and
of continuous translative functions. The case that the sublevel sets of a transla-
tive function are given by linear inequalities is studied in Section 4. In Section 5,
each extended real-valued function is described as the restriction of some transla-
tive functional, and interdependencies between the properties of both functions are
proved. Here, we will also characterize continuity by the epigraph of the function.
Throughout this paper, Y is assumed to be a real vector space. R and N will
denote the sets of real numbers and of nonnegative integers, respectively. We
define N> := N \ {0}, R+ := {x ∈ R : x ≥ 0}, R> := {x ∈ R : x > 0}, Rn+ :=
{(x1, . . . , xn)T ∈ Rn : xi ≥ 0 for all i ∈ {1, . . . , n}} for each n ∈ N>. Given any set
B ⊆ R and some vector k in Y , we will use the notation B k := {b ·k : b ∈ B}. A set
C ⊆ Y is a cone if λC ⊆ C for all λ ∈ R+. The cone C is called nontrivial if C 6= ∅,
C 6= {0} and C 6= Y hold. For a subset A of Y , coreA will denote the algebraic
interior (core) of A and 0+A := {u ∈ Y : A + R+u ⊆ A} the recession cone of A.
In a topological vector space Y , intA, clA and bdA stand for the (topological)
interior, the closure and the boundary, respectively, of A. Consider a functional
ϕ : Y → R, where R := R∪{−∞,+∞}. Its effective domain is defined as domϕ :=
{y ∈ Y : ϕ(y) ∈ R ∪ {−∞}}. Its epigraph is epiϕ := {(y, t) ∈ Y × R : ϕ(y) ≤ t}.
The sublevel sets of ϕ are given as sublevϕ(t) := {y ∈ Y : ϕ(y) ≤ t} with t ∈ R. ϕ
is said to be finite-valued on F ⊆ Y if it attains only real values on F . It is said to
be finite-valued if it attains only real values on Y . According to the rules of convex
analysis, inf ∅ = +∞.
2. Directional closedness of sets
In this section, we introduce a directional closedness for sets. Since this property
as well as recession cones are related to the construction of functions with uniform
sublevel sets, we will investigate the directional closedness of sets and of their
recession cones.
Throughout this section, A will be a subset of Y and k ∈ Y \ {0}.
We define the directional closure according to [20].
Definition 1. The k-directional closure clk(A) of A consists of all elements y ∈ Y
with the following property: For each λ ∈ R>, there exists some t ∈ R+ with t < λ
such that y − tk ∈ A.
A is said to be k-directionally closed if A = clk(A).
3Remark 1. Definition 1 defines the k-directional closure in such a way that it is the
closure into direction k. In [14], the k-vector closure of A is defined as vclk(A) :=
{y ∈ Y | ∃(tn)n∈N with tn → 0 such that tn ∈ R+ and y + tnk ∈ A for all n ∈ N}.
Hence, vclk(A) = cl−k(A). This k-vector closure has been used for the investigation
of Gerstewitz functionals under the assumption that A is a convex cone and k ∈
A \ (−A) in [14] and without this restrictive assumption in [7].
Obviously, clk(Y ) = Y and clk(∅) = ∅.
It is easy to verify that directional closedness can also be characterized in the
following way [20, Lemma 2.2].
Lemma 1. A is k-directionally closed if and only if, for each y ∈ Y , we have
y ∈ A whenever there exists some sequence (tn)n∈N of real numbers with tn ց 0
and y − tnk ∈ A.
Definition 1 implies immediately [20, Lemma 2.1]:
Lemma 2.
(a) A ⊆ clk(A).
(b) clk(A) ⊆ clk(B) if A ⊆ B ⊆ Y .
(c) clk(A+ y) = clk(A) + y for each y ∈ Y .
Proposition 1. clk(clk A) = clk(A).
Proof. For A = ∅, the assertion is true. Assume now A 6= ∅.
(i) A ⊆ clk(A) implies clk(A) ⊆ clk(clk A) because of Lemma 2.
(ii) Take any y ∈ clk(clk A) and λ ∈ R>. By Definition 1, there exists some
t0 ∈ R+ with t0 <
λ
2 and y − t0k ∈ clk(A). If t0 = 0, then y ∈ clk(A).
Suppose now t0 ∈ R>. By Definition 1, there exists some t ∈ R+ with t < t0
and (y − t0k)− tk ∈ A, i.e., y − (t0 + t)k ∈ A, where 0 < t+ t0 < 2t0 < λ.
Hence y ∈ clk(A).

Lemma 1 yields:
Proposition 2. A is k-directionally closed if k ∈ 0+A.
But in applications, we often have to deal with the case k ∈ −0+A. Let us prove
a statement from [20, Lemma 2.3].
Proposition 3. If k ∈ −0+A, then clk(A) = {y ∈ Y : y − R>k ⊆ A}.
Proof.
(i) Assume first y ∈ clk(A). If y ∈ A, then y − tk ∈ A holds for all t ∈ R>.
Suppose now y /∈ A. Take any t ∈ R>. By Definition 1, there exists some
t0 ∈ R> with t0 < t such that y−t0k ∈ A. Then y−tk = y−t0k+(t0−t)k ∈
A+ 0+A ⊆ A.
(ii) Take any y ∈ Y for which y− tk ∈ A holds for all t ∈ R>. Then y ∈ clk(A)
by Definition 1.

Recall the following definition.
Definition 2. y ∈ Y is linearly accessible from A if there exists some a ∈ A such
that a + λ(y − a) ∈ A for all real numbers λ ∈ (0, 1). A is said to be algebraically
closed if it contains all elements of Y which are linearly accessible from A.
4In a topological vector space, each closed set is algebraically closed. The next
two propositions connect algebraical and directional closedness [18, Lemmas 2.1
and 5.2].
Proposition 4. Assume that A is algebraically closed and k ∈ −0+A \ {0}. Then
A is k-directionally closed.
Proposition 5. Let A be a nontrivial, convex cone with k ∈ − coreA. Then A is
k-directionally closed if and only if A is algebraically closed.
In Proposition 5, the assumption k ∈ − coreA cannot be replaced by the con-
dition k ∈ (−A) \ A. In Example 1, A is a nontrivial, convex cone which is k-
directionally closed for some k ∈ (−A) \A though A is not algebraically closed.
Corollary 1. Assume k ∈ − core 0+A. Then 0+A is k-directionally closed if and
only if 0+A is algebraically closed.
Lemma 3. If A is algebraically closed, then 0+A is algebraically closed.
Proof. Take any a0 ∈ 0+A and y ∈ Y for which a0 + t(y − a0) ∈ 0+A holds for all
t ∈ (0, 1). Consider arbitrary elements a ∈ A and λ ∈ R>. Since 0+A is a cone we
get λa0+t(λy−λa0) ∈ 0+A for all t ∈ (0, 1). Thus (a+λa0)+t((a+λy)−(a+λa0)) =
a+ λa0 + t(λy− λa0) ∈ A+0+A ⊆ A for all t ∈ (0, 1). Since a+ λa0 ∈ A and A is
algebraically closed, we get a+λy ∈ A. Thus y ∈ 0+A. Hence, 0+A is algebraically
closed. 
Proposition 6. If A is k-directionally closed, then 0+A is k-directionally closed.
This proposition is due to [18, Prop. 2.4(c)]. It yields, together with Corollary
1:
Corollary 2. Assume that A is k-directionally closed and k ∈ − core 0+A. Then
0+A is algebraically closed.
Let us now investigate the relationship between directional and topological closed-
ness in a topological vector space.
Proposition 7. Assume that Y is a topological vector space.
(a) clA is k-directionally closed, i.e., clk(clA) = clA.
(b) clk A ⊆ clA.
(c) If A is closed, then it is k-directionally closed, i.e., clk A = A.
(d) clk A is closed if and only if clk A = clA.
(e) clA− R>k ⊆ A holds if and only if k ∈ −0+A and clk A = clA.
Proof.
(a) Take any y ∈ Y for which there exists some sequence (tn)n∈N of real num-
bers with tn ց 0 and y− tnk ∈ clA. Since each neighborhood of y contains
some y − tnk, we get y ∈ cl(clA) = clA. Hence, clA is k-directionally
closed.
(b) A ⊆ clA yields clk A ⊆ clk(clA) = clA by (a).
(c) results from (a).
(d) Assume first that clk A is closed. By Lemma 2, A ⊆ clkA. This yields
clA ⊆ cl(clkA) = clkA. This implies clA = clkA by (b). The reverse
direction of the assertion is obvious.
5(e) clA−R>k ⊆ A implies k ∈ −0+A and clA ⊆ clk A by Proposition 3; hence
clk A = clA because of (b).
If k ∈ −0+A and clk A = clA, then Proposition 3 yields clk A − R>k ⊆ A
and thus clA− R>k ⊆ A.

Example 1. The lexicographic order in R2 is represented by the convex, pointed
cone A = {(y1, y2)T ∈ R2 : y1 > 0} ∪ {(y1, y2)T ∈ R2 : y1 = 0, y2 ≥ 0}. A is not
algebraically closed and thus not closed. Obviously, 0+A = A and −0+A \ {0} =
−A \ {0} = Y \A = −A \A.
(a) For each k ∈ A \ {0}, A is k-directionally closed by Proposition 2.
(b) For each k ∈ − coreA = {(y1, y2)T ∈ R2 : y1 < 0}, we have clA−R>k ⊆ A
and clk A = clA = {(y1, y2)T ∈ R2 : y1 ≥ 0}.
(c) For each k ∈ −A \ ((− coreA) ∪ {0}) = {(y1, y2)
T ∈ R2 : y1 = 0, y2 < 0},
A is k-directionally closed and clA− R>k 6⊆ A.
3. Translative functions
If all sublevel sets of an extended real-valued function ϕ : Y → R have the same
shape, then there exists some set A ⊆ Y and some function ζ : R→ Y with
sublevϕ(t) = A+ ζ(t) for all t ∈ R. (3.1)
Clearly, A and ζ have to fulfill the condition
A+ ζ(t1) ⊆ A+ ζ(t2) for all t1, t2 ∈ R with t1 < t2.
Condition (3.1) coincides with
epiϕ = {(y, t) ∈ Y × R : y ∈ A+ ζ(t)}.
It implies
ϕ(y) = inf{t ∈ R : y ∈ A+ ζ(t)} for all y ∈ Y (3.2)
since ϕ(y) = inf{t ∈ R : ϕ(y) ≤ t}.
If there exists some fixed vector k ∈ Y \ {0} such that ζ(t) = tk for each t ∈ R,
then (3.1) is equivalent to
sublevϕ(t) = sublevϕ(0) + tk for all t ∈ R, (3.3)
and (3.2) coincides with the definition of a Gerstewitz functional.
A Gerstewitz functional ϕA,k : Y → R is given by
ϕA,k(y) := inf{t ∈ R : y ∈ A+ tk} for all y ∈ Y
with A ⊆ Y and k ∈ Y \ {0}.
This formula was introduced by Gerstewitz (later Gerth, now Tammer) for convex
sets A under more restrictive assumptions in the context of vector optimization [3].
Basic properties of this function on topological vector spaces Y have been proved
in [4] and [17], later followed by [6], [15], [2] and [19]. For detailed bibliographical
notes, see [19]. There it is also pointed out that researchers from different fields of
mathematics and economic theory have applied Gerstewitz functionals. Properties
of Gerstewitz functionals on linear spaces were studied in [18] and [20].
6Example 2. Assume that Y is the vector space of functions f : X → R, where X
is some nonempty set. Choose k ∈ Y as the function with the constant value 1 at
each x ∈ X and A := {f ∈ Y : f(x) ≤ 0 for all x ∈ X}. Then we get, for each
f ∈ Y ,
ϕA,k(f) = inf{t ∈ R : f ∈ A+ tk}
= inf{t ∈ R : f − tk ∈ A}
= inf{t ∈ R : f(x)− t ≤ 0 for all x ∈ X}
= inf{t ∈ R : f(x) ≤ t for all x ∈ X}
= sup
x∈X
f(x), where
domϕA,k = {f ∈ Y : sup
x∈X
f(x) ∈ R}.
Each Gerstewitz functional fulfills equation (3.3).
Proposition 8. Consider a function ϕ : Y → R and k ∈ Y \ {0}.
The following conditions are equivalent to each other:
sublevϕ(t) = sublevϕ(0) + tk for all t ∈ R, (3.4)
epiϕ = {(y, t) ∈ Y × R : y ∈ sublevϕ(0) + tk}, (3.5)
ϕ(y + tk) = ϕ(y) + t for all y ∈ Y, t ∈ R, (3.6)
ϕ(y) = inf{t ∈ R : y ∈ sublevϕ(0) + tk} for all y ∈ Y. (3.7)
ϕ is said to be k-translative if property (3.6) is satisfied. It is said to be translative
if it is k-translative for some k ∈ Y \ {0}.
Remark 2. Proposition 8 was proved in [20, Proposition 3.1]. The k-translativity
of ϕA,k had already been mentioned in [5]. Hamel [9, Proposition 1] studied rela-
tionships between Gerstewitz functionals and k-translative functions, where he also
introduced a notion of directional closedness. But his definition of k-directional
closedness is different from the one we use. He defined A to be k-directionally
closed if, for each y ∈ Y , one has y ∈ A whenever there exists some sequence
(tn)n∈N of real numbers with tn → 0 and y ∈ A − tnk. Hamel proved the equiv-
alence of (3.4)-(3.6) [8, Theorem 1] and that (3.6) implies (3.7) [9, Proposition
1].
Note that the sublevel sets of a Gerstewitz functional ϕA,k do not always have
the shape of A. But they can be described using A and k in the following way [20,
Theorem 3.1].
Theorem 1. Assume A ⊆ Y and k ∈ Y \ {0}. Consider A˜ := sublevϕA,k(0).
(a) A˜ is the unique set for which
sublevϕA,k(t) = A˜+ tk for all t ∈ R
holds.
(b) A˜ is the unique set with the following properties:
(i) A˜ is k-directionally closed,
(ii) k ∈ −0+A˜ \ {0} and
(iii) ϕA,k coincides with ϕA˜,k on Y .
(c) A˜ is the k-closure of A− R+k. It consists of those points y ∈ Y for which
y − tk ∈ A− R+k holds for each t ∈ R>.
7Proposition 8 and Theorem 1 completely characterize the class of functions with
uniform sublevel sets which are translative. This is summarized in the following
theorem [20, Theorem 3.2].
Theorem 2. For each k ∈ Y \ {0}, the class of Gerstewitz functionals {ϕA,k : A ⊆
Y } coincides with the class of k-translative functions on Y and with the class of
functions ϕ : Y → R having uniform sublevel sets which fulfill the condition
sublevϕ(t) = sublevϕ(0) + tk for all t ∈ R.
Hence, each translative functional can be constructed as a Gerstewitz functional.
Moreover, the class of sets A and vectors k which have to be used in order to
construct all Gerstewitz functionals can be restricted. Theorem 1(b) implies:
Corollary 3. The class of translative functionals
{ϕA,k : A ⊆ Y, k ∈ Y \ {0}}
coincides with
{ϕA,k : A ⊆ Y is k-directionally closed, k ∈ −0
+A \ {0}}.
Note that A− R+k = A if and only if k ∈ −0+A. Hence, we get from Theorem
1:
Corollary 4. Assume A ⊆ Y and k ∈ −0+A \ {0}. Then
sublevϕA,k(t) = clkA+ tk for all t ∈ R.
Let us now investigate semicontinuity and continuity of translative functions.
Semicontinuity can be completely characterized by the sublevel sets of the func-
tion on the one hand and by the epigraph of the function on the other hand [13].
Lemma 4. Let Y be a topological space, ϕ : Y → R. Then the following statements
are equivalent:
(a) ϕ is lower semicontinuous.
(b) The sublevel sets sublevϕ(t) are closed for all t ∈ R.
(c) epiϕ is closed in Y × R.
Theorem 1 yields because of Lemma 4:
Proposition 9. Assume that Y is a topological vector space, A ⊆ Y and k ∈
Y \ {0}. Then ϕA,k is lower semicontinuous if and only if clk(A−R+k) is a closed
set.
Properties of lower semicontinuous Gerstewitz functionals have been studied in
[19]. Theorem 2.9 from [19] contains the statement of the next lemma for proper
subsets A of Y . If A is not a proper subset of Y , the statement is obvious.
Lemma 5. Assume that Y is a topological vector space, A ⊆ Y and k ∈ Y \ {0}
with clA− R>k ⊆ A. ϕA,k is continuous if and only if clA− R>k ⊆ intA holds.
Theorem 3. Assume that Y is a topological vector space, A ⊆ Y and k ∈ −0+A \
{0}.
(1) The following conditions are equivalent to each other:
(a) ϕA,k is lower semicontinuous.
(b) clkA = clA.
(c) sublevϕA,k(t) = clA+ tk holds for all t ∈ R.
8(d) clA− R>k ⊆ A.
(2) ϕA,k is continuous if and only if clA− R>k ⊆ intA.
Proof.
(1) Because of Corollary 4 and Lemma 4, ϕA,k is lower semicontinuous if and
only if clkA is a closed set. This is equivalent to clkA = clA by Proposition
7(d).
(b) is equivalent to (c) because of Corollary 4.
(b) is equivalent to (d) by Proposition 7(e).
(2) Assume first that ϕA,k is continuous. Then it is lower semicontinous, and
clA− R>k ⊆ A by (1). Lemma 5 implies clA− R>k ⊆ intA.
Assume now clA − R>k ⊆ intA. Obviously, clA − R>k ⊆ A. Lemma 5
implies that ϕA,k is continuous.

We can restrict the class of sets A and vectors k which have to be used in order
to construct all semicontinuous and continuous translative functionals.
Theorem 4. Assume Y to be a topological vector space.
(1) The class of lower semicontinuous translative functionals
{ϕA,k : A ⊆ Y, k ∈ Y \ {0}, ϕA,k lower semicontinuous} (3.8)
coincides with
{ϕA,k : A ⊆ Y, k ∈ Y \ {0}, clA− R>k ⊆ A} (3.9)
and with
{ϕA,k : A ⊆ Y closed, k ∈ −0
+A \ {0}}. (3.10)
(2) The class of continuous translative functionals
{ϕA,k : A ⊆ Y, k ∈ Y \ {0}, ϕA,k continuous} (3.11)
coincides with
{ϕA,k : A ⊆ Y, k ∈ Y \ {0}, clA− R>k ⊆ intA} (3.12)
and with
{ϕA,k : A ⊆ Y closed, k ∈ Y \ {0}, A− R>k ⊆ intA}. (3.13)
Proof.
(1) (a) Take first any A ⊆ Y and k ∈ Y \ {0} for which ϕ := ϕA,k is lower
semicontinuous. Because of Corollary 3, there exist A˜ ⊆ Y and k˜ ∈
−0+A˜\{0} with ϕ = ϕA˜,k˜. Theorem 3 implies cl A˜−R>k˜ ⊆ A˜. Hence,
set (3.8) is contained in set (3.9).
(b) Take now any A ⊆ Y and k ∈ Y \ {0} with clA − R>k ⊆ A. Con-
sider ϕ := ϕA,k. clA − R>k ⊆ A implies k ∈ −0+A \ {0} and
k ∈ −0+(clA) \ {0}. Theorem 3 implies sublevϕ(t) = clA + tk for
all t ∈ R. Proposition 8 yields ϕ = ϕclA,k. Hence, set (3.9) is con-
tained in set (3.10).
(c) Take any closed set A ⊆ Y and k ∈ −0+A \ {0}. Then clA − R>k =
A− R>k ⊆ A. Theorem 3 implies that ϕA,k is lower semicontinuous.
Hence, set (3.10) is contained in set (3.8).
9(2) (a) Take first anyA ⊆ Y and k ∈ Y \{0} for which ϕ := ϕA,k is continuous.
Because of Corollary 3, there exist A˜ ⊆ Y and k˜ ∈ −0+A˜ \ {0} with
ϕ = ϕA˜,k˜. Theorem 3 implies cl A˜−R>k˜ ⊆ int A˜. Hence, set (3.11) is
contained in set (3.12).
(b) Take now anyA ⊆ Y and k ∈ Y \{0}with clA−R>k ⊆ intA. Consider
ϕ := ϕA,k. clA − R>k ⊆ intA implies k ∈ −0+A \ {0}. Theorem 3
yields sublevϕA,k(t) = clA + tk for all t ∈ R. Hence, ϕ = ϕclA,k by
Proposition 8. Because of clA−R>k ⊆ intA ⊆ int(clA), set (3.12) is
contained in set (3.13).
(c) Take any closed set A ⊆ Y and k ∈ Y \ {0} with A − R>k ⊆ intA.
ϕA,k is continuous by Theorem 3. Hence, set (3.13) is contained in set
(3.11).

Remark 3. For topological vector spaces Y and k ∈ Y \ {0}, the equivalence
between {ϕ : Y → R : ϕ k-translative and lower semicontinuous} and {ϕA,k : A ⊆
Y closed, k ∈ −0+A \ {0}} was proved in [8, Corollary 8], and the equivalence be-
tween {ϕ : Y → R : ϕ k-translative and continuous} and {ϕA,k : A ⊆ Y closed, A−
R>k ⊆ intA} can be deduced from [8, Corollary 9].
Let us mention some properties of Gerstewitz functionals.
Definition 3. A functional ϕ : Y → R is said to be
(a) convex if epiϕ is convex,
(b) positively homogeneous if epiϕ is a nonempty cone,
(c) subadditive if epiϕ+ epiϕ ⊆ epiϕ,
(d) sublinear if epiϕ is a nonempty convex cone.
If ϕ is finite-valued, the above properties are equivalent to those for real-valued
functions [21].
We get from [18, Theorem 2.3]:
Proposition 10. Assume that A is a proper, k-directionally closed subset of Y
with k ∈ −0+A \ {0}.
(a) ϕA,k is convex if and only if A is convex.
(b) ϕA,k is positively homogeneous if and only if A is a cone.
(c) ϕA,k is subadditive if and only if A+A ⊆ A.
(d) ϕA,k is sublinear if and only if A is a convex cone.
The following statement was proved in [18, Theorem 2.2].
Proposition 11. Assume that A is a proper subset of Y and k ∈ − core 0+A.
Then ϕA,k is finite-valued.
We illustrate the statements of this section by an example.
Example 3. In Y = R2, choose A := {(y1, y2)
T ∈ Y : 0 < y1 ≤ 2, 0 ≤ y2 ≤ 2} and
k := (−1,−1)T . Then A − R+k = {(y1, y2)T ∈ Y : 0 < y1 < 2, 0 ≤ y2 < y1 + 2} ∪
{(y1, y2)T ∈ Y : y1 ≥ 2, y1 − 2 ≤ y2 < y1 + 2}. A˜ := clk(A − R+k) = {(y1, y2)T ∈
Y : 0 ≤ y1 < 2, 0 ≤ y2 < y1+2}∪{(y1, y2)T ∈ Y : y1 ≥ 2, y1−2 ≤ y2 < y1+2}, and
domϕA˜,k = {(y1, y2)
T ∈ Y : y1 − 2 ≤ y2 < y1 + 2}. By Theorem 1, ϕA,k = ϕA˜,k,
k ∈ −0+A˜ \ {0} and
sublevϕA,k(t) = A˜+ tk for all t ∈ R.
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We have
ϕA,k(y) =
{
t if y ∈ (bdR2+ + tk) ∩ domϕA,k,
+∞ if y ∈ Y \ domϕA,k.
ϕA,k is convex by Proposition 10. Since cl A˜ − R>k 6⊆ A˜, Theorem 3 implies that
ϕA,k is not lower semicontinuous.
Note that the restriction of ϕA,k to its effective domain is a continuous function.
For A¯ := A ∪ {(0, 2)T}, we get a convex, lower semicontinuous functional ϕA¯,k,
which coincides with ϕA,k on domϕA,k. Since cl A¯ − R>k 6⊆ int A¯, Theorem 3
implies that ϕA¯,k is not continuous. But the restriction of ϕA¯,k to its effective
domain is a continuous function.
4. Translative functions with sublevel sets given by linear
inequalities
We will now derive some details for functionals ϕA,k with A being given by linear
inequalities. This includes the case that A is a polyhedral cone.
In this section, we start with sets A which are given by linear inequality con-
straints in a topological vector space Y . These results will be applied to polyhedral
sets in the Euclidean space. We will work with sets A fulfilling the following as-
sumption:
(HTA): A is a proper subset of the topological vector space Y
which is given by A = {y ∈ Y : g(y) ≤ bg for all g ∈ Γ}
with Γ ⊂ Y ∗ \ {0} and bg ∈ R for each g ∈ Γ
such that 0+A 6= {0},
where Y ∗ denotes the space of all continuous linear mappings from Y into R.
Consider any set A which fulfills (HTA). It is easy to check that A is an un-
bounded, closed, convex subset of Y and that
0+A = {y ∈ Y : g(y) ≤ 0 for all g ∈ Γ}.
k ∈ −0+A is equivalent to the condition that g(k) ≥ 0 holds for all g ∈ Γ.
Proposition 12. Assume (HTA) and k ∈ Y such that g(k) ≥ 0 holds for all g ∈ Γ
and that there exists some g ∈ Γ with g(k) > 0.
(a) ϕA,k is convex, proper and lower semicontinuous on domϕA,k.
(b) If intA 6= ∅, then ϕA,k is continuous on int domϕA,k.
(c) If Y is a Banach space, then ϕA,k is locally Lipschitz on int domϕA,k.
(d) ϕA,k is subadditive if and only if bg ≤ 0 for all g ∈ Γ.
(e) ϕA,k is sublinear if and only if bg = 0 for all g ∈ Γ.
Proof. (a)-(c) follow from [19, Prop. 4.5], where the statements were proved for
proper closed convex sets A with k ∈ −0+A \ 0+A and A− R>k ⊆ A.
According to Proposition 10, ϕA,k is subadditive if and only A + A ⊆ A. This
proposition also states that ϕA,k is sublinear if and only if A is a convex cone. 
The formula for the functional ϕA,k is described in the following proposition.
Proposition 13. Assume (HTA).
Take any k ∈ Y \ {0} with g(k) ≥ 0 for all g ∈ Γ.
(a) If g(k) = 0 for all g ∈ Γ, we have domϕA,k = A and
ϕA,k(y) = −∞ for each y ∈ A.
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(b) If there exist some g1 ∈ Γ such that g1(k) > 0, we get
domϕA,k = {y ∈ Y : g(y) ≤ bg for all g ∈ Γact and supg/∈Γact
g(y)−bg
g(k) ∈ R}
and
ϕA,k(y) = sup
g/∈Γact
g(y)− bg
g(k)
for all y ∈ domϕA,k,
where Γact := {g ∈ Γ: g(k) = 0}.
(c) If Γ consists of a finite number of functions and g(k) > 0 for all g ∈ Γ,
then ϕA,k is finite-valued with
ϕA,k(y) = max
g∈Γ
g(y)− bg
g(k)
for all y ∈ Y.
Proof. ∀y ∈ Y, t ∈ R : y ∈ A + tk ⇔ y − tk ∈ A ⇔ (∀ g ∈ Γ : g(y − tk) ≤ bg) ⇔
(∀ g ∈ Γ : g(y)− tg(k) ≤ bg).
In the case (a), this yields: ∀y ∈ Y, t ∈ R : y ∈ A + tk ⇔ y ∈ A, which results in
the assertion for this case since domϕA,k = A+ Rk and by the definition of ϕA,k.
If there exist some g1 ∈ Γ such that g1(k) > 0, then: ∀y ∈ Y, t ∈ R : y ∈ A+ tk ⇔
(g(y) ≤ bg for all g ∈ Γact and t ≥
g(y)−bg
g(k) for all g /∈ Γ
act). This yields (b).
(c) follows from (b). 
We will now investigate in which way shifts in the constraints of A influence
the values of ϕA,k and how perturbations in the function value of ϕA,k can be
interpreted as perturbations in the constraints of A.
Proposition 14. Assume (HTA).
Take any k ∈ Y \ {0} with g(k) ≥ 0 for all g ∈ Γ.
(a) For A˜ := {y ∈ Y : g(y) ≤ bg + ǫg(k) for all g ∈ Γ} with ǫ ∈ R, we get
ϕA˜,k(y) = ϕA,k(y)− ǫ for all y ∈ Y.
(b) For A˜ := {y ∈ Y : g(y) ≤ bg + g(y0) for all g ∈ Γ} with y0 ∈ Y , we have
ϕA˜,k(y) = ϕA,k(y − y
0) for all y ∈ Y.
Proof.
(a) The definition of ϕA,k implies ϕA+ǫk,k(y) = ϕA,k(y)− ǫ for all y ∈ Y .
A+ ǫk = {y + ǫk ∈ Y : g(y) ≤ bg for all g ∈ Γ}
= {y ∈ Y : g(y − ǫk) ≤ bg for all g ∈ Γ}
= {y ∈ Y : g(y)− ǫg(k) ≤ bg for all g ∈ Γ}
= {y ∈ Y : g(y) ≤ bg + ǫg(k) for all g ∈ Γ}
(b) The definition of ϕA,k yields ϕA+y0,k(y) = ϕA,k(y − y
0) for all y ∈ Y .
A+ y0 = {y + y0 ∈ Y : g(y) ≤ bg for all g ∈ Γ}
= {y ∈ Y : g(y − y0) ≤ bg for all g ∈ Γ}
= {y ∈ Y : g(y) ≤ bg + g(y
0) for all g ∈ Γ}

Let us now consider polyhedral sets A in the Euclidean space which are given
by the assumption
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(HA): A = {y ∈ R
ℓ : Wy ≤ b} is an unbounded proper subset of Y = Rℓ
with b ∈ Rr and W ∈ Rr,ℓ, where W = (w1 · · ·wr)T with
wi ∈ Rℓ \ {0} for all i ∈ {1, . . . , r}.
Consider any set A which fulfills (HA). It is easy to check that
0+A = {y ∈ Rℓ : Wy ≤ 0}.
Since A is an unbounded closed convex set, 0+A 6= {0}. k ∈ −0+A is equivalent to
Wk ≥ 0.
Proposition 12 implies:
Proposition 15. Assume (HA). Take any k ∈ Rℓ \{0} with Wk ≥ 0 and Wk 6= 0.
(a) ϕA,k is convex, proper and lower semicontinuous on domϕA,k.
(b) ϕA,k is locally Lipschitz and, hence, continuous on int domϕA,k.
(c) ϕA,k is subadditive if and only if b ≤ 0.
(d) ϕA,k is sublinear if and only if b = 0.
Proposition 13 yields the description of the functional ϕA,k.
Proposition 16. Assume (HA). Take any k ∈ Rℓ \ {0} with Wk ≥ 0.
(a) If Wk = 0, we have domϕA,k = A and ϕA,k(y) = −∞ for each y ∈ A.
(b) If Wk 6= 0 and Wk 6> 0, we get
domϕA,k = {y ∈ R
ℓ : (wi)T y ≤ bi for all i ∈ I
act} and
ϕA,k(y) = max
i/∈Iact
(wi)T y − bi
(wi)T k
for all y ∈ domϕA,k,
where Iact := {i ∈ {1, . . . , r} : (wi)T k = 0}.
(c) In the case Wk > 0, the function ϕA,k is finite-valued and
ϕA,k(y) = max
i=1,...,r
(wi)T y − bi
(wi)Tk
for all y ∈ Rℓ.
If the set A in Proposition 16 is a polyhedral cone, i.e., if b = 0, then the effective
domain domϕA,k in part (b) is just the Clarke tangent cone of A at k by [10, p.138].
Choose now the identity matrix as matrix W .
Corollary 5. Assume A = b− Rℓ+ with b ∈ R
ℓ and k ∈ Rℓ+ \ {0}.
If k 6> 0, we get
domϕA,k = {y ∈ R
ℓ : yi ≤ bi for all i ∈ I
act} and
ϕA,k(y) = max
i/∈Iact
yi − bi
ki
for each y ∈ domϕA,k,
where Iact := {i ∈ {1, . . . , ℓ} : ki = 0}.
In the case k > 0, the function ϕA,k is finite-valued and
ϕA,k(y) = max
i=1,...,ℓ
yi − bi
ki
for all y ∈ Rℓ. (4.1)
Applying Proposition 16 for r = 1, we get the following statement for halfspaces
A.
13
Corollary 6. Assume A = {y ∈ Rℓ : wT y ≤ b} with w ∈ Rℓ \ {0}, b ∈ R.
For k ∈ Rℓ \ {0} with wT k = 0, we have domϕA,k = A and
ϕA,k(y) = −∞ for all y ∈ A.
For k ∈ Rℓ \ {0} with wT k > 0, the function ϕA,k is finite-valued and
ϕA,k(y) =
wT y − b
wT k
for all y ∈ Rℓ. (4.2)
We get some sensitivity results from Proposition 14:
Proposition 17. Assume (HA). Take any k ∈ Rℓ \ {0} with Wk ≥ 0.
(a) For A˜ := {y ∈ Rℓ : Wy ≤ b+ ǫWk} with ǫ ∈ R, we get
ϕA˜,k(y) = ϕA,k(y)− ǫ for all y ∈ R
ℓ.
(b) For A˜ := {y ∈ Rℓ : Wy ≤ b+Wy0} with y0 ∈ Rℓ, we have
ϕA˜,k(y) = ϕA,k(y − y
0) for all y ∈ Rℓ.
Corollary 7. Assume that A = {y ∈ Rℓ : Wy ≤ b} holds for some b ∈ Rℓ and
some regular matrix W ∈ Rℓ,ℓ. Take any k ∈ Rℓ \ {0} with Wk ≥ 0. For
A˜ := {y ∈ Rℓ : Wy ≤ b+ s} with s ∈ Rℓ,
we have ϕA˜,k(y) = ϕA,k(y −W
−1s) for all y ∈ Rℓ.
Remark 4. Tammer and Winkler [16] studied ϕA,k for polyhedral sets A the con-
struction of which ones depends on the unit ball of some block norm. These sets
A fulfill the property bdA − Rℓ+ ⊆ A. For this special case, Tammer and Winkler
proved the formula from Proposition 16(c) for k ∈ intRℓ+ and that ϕA,k is finite-
valued, continuous, and convex. The formula from Proposition 16(c) was also given
in [11, Ex.3.27] for the special case that A is a polyhedral cone with W ≥ 0. The
formula (4.1) was shown for A = b−Rℓ+ and k > 0 in [1, p.14]. The special case of
the formula (4.2) under the additional assumptions b = 0 and w > 0 can be found
in [12, Ex.5].
5. Extension of functions to translative functions
In this section, each extended real-valued function will be shown to be the re-
striction of some translative functional to a hyperspace.
Proposition 18. Assume
f : Y → R, A := epi f, k := (0Y ,−1) ∈ Y × R. (Hepi)
Then domϕA,k = dom f × R and
ϕA,k((y, s)) = f(y)− s for all (y, s) ∈ Y × R. (5.1)
Proof. Take any (y, s) ∈ Y × R.
ϕA,k((y, s)) = inf{t ∈ R : (y, s) ∈ A+ t(0Y ,−1)}
= inf{t ∈ R : (y, s+ t) ∈ A}
= inf{t ∈ R : f(y) ≤ s+ t}
= inf{t ∈ R : f(y)− s ≤ t}
= f(y)− s

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This implies:
Theorem 5. Each extended real-valued function on a linear space is the restriction
of some Gerstewitz functional to a hyperspace.
In detail, assuming (Hepi), we get dom f = {y ∈ Y : (y, 0) ∈ domϕA,k} and f(y) =
ϕA,k((y, 0)) for each y ∈ Y .
Let us now study interdependencies between the properties of f and ϕA,k.
Lemma 6. Assume (Hepi). Then:
(a) k ∈ −0+A \ {0}.
(b) A is k-directionally closed.
(c) A is a proper subset of Y × R if and only if f is not a constant function
with the function value +∞ or −∞.
Proof.
(a) Take any (y, t) ∈ A, λ ∈ R+.
⇒ f(y) ≤ t ≤ t+ λ. ⇒ (y, t)− λk = (y, t+ λ) ∈ A. ⇒ k ∈ −0+A \ {0}.
(b) Take any (y, t) ∈ Y × R for which there exists some sequence (tn)n∈N of
real numbers with tn ց 0 and (y, t) − tnk ∈ A for all n ∈ N. (y, t + tn) =
(y, t) − tnk ∈ A. ⇒ f(y) ≤ t + tn for all n ∈ N. ⇒ f(y) ≤ t. ⇒ (y, t) ∈ A.
Hence, A is k-directionally closed.
(c) A = ∅ if and only if dom f = ∅.
A = Y × R if and only if f(y) = −∞ for each y ∈ Y .

Proposition 10 and Definition 3 yield:
Proposition 19. Assume (Hepi) and that f is not a constant function with the
function value +∞ or −∞. Then:
(a) f is convex if and only if ϕA,k is convex.
(b) f is positively homogeneous if and only if ϕA,k is positively homogeneous.
(c) f is subadditive if and only if ϕA,k is subadditive.
(d) f is sublinear if and only if ϕA,k is sublinear.
Especially in vector optimization, monotonicity of functionals turns out to be
essential for their usability in scalarizing problems.
Definition 4. Assume F,B ⊆ Y . ϕ : Y → R is said to be
(a) B-monotone on F if y1, y2 ∈ F and y2 − y1 ∈ B imply ϕ(y1) ≤ ϕ(y2),
(b) strictly B-monotone on F if y1, y2 ∈ F and y2 − y1 ∈ B \ {0} imply
ϕ(y1) < ϕ(y2).
Proposition 20. Assume (Hepi) and F,B ⊆ Y with F 6= ∅. Then:
(1) f is B-monotone on F if and only if ϕA,k is (B × (−R+))-monotone on
F × R.
(2) ϕA,k is strictly (B × (−R+))-monotone on F × R if and only if
(a) f is strictly B-monotone on F , and
(b) f is finite-valued on F or 0Y /∈ B.
Proof.
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(1) Assume first that f is B-monotone on F . Take any (y1, s1), (y
2, s2) ∈ F×R
with (y2, s2) − (y1, s1) ∈ B × (−R+). Then f(y1) ≤ f(y2) since f is B-
monotone on F , and s1 ≥ s2. Hence, ϕA,k((y1, s1)) ≤ ϕA,k((y2, s2)) by
(5.1). Thus, ϕA,k is (B × (−R+))-monotone on F × R.
Assume now that ϕA,k is (B × (−R+))-monotone on F × R. Take any
y1, y2 ∈ F with y2 − y1 ∈ B. Then ϕA,k((y1, 0)) ≤ ϕA,k((y2, 0)) by the
monotonicity. Hence, f(y1) ≤ f(y2) by (5.1). Thus, f is B-monotone on
F .
(2) (i) Assume first that ϕA,k is strictly (B × (−R+))-monotone on F × R.
Take any y1, y2 ∈ F with y2 − y1 ∈ B \ {0}. Then ϕA,k((y1, 0)) <
ϕA,k((y
2, 0)) by the assumed monotonicity. Hence, f(y1) < f(y2) by
(5.1). Thus, f is strictly B-monotone on F .
Suppose 0 ∈ B. Take any y ∈ F . (y, 0) − (y, 1) ∈ (B × (−R+)) \
{(0Y , 0)} implies ϕA,k(y, 1) < ϕA,k(y, 0). By (5.1), f(y)−1 < f(y)−0.
Hence, f(y) ∈ R. Thus ϕA,k is finite-valued on F .
(ii) Assume now that (a) and (b) hold. Take any (y1, s1), (y
2, s2) ∈ F ×R
with (y2, s2) − (y1, s1) ∈ (B × (−R+)) \ {(0Y , 0)}. If y1 = y2, then
s1 > s2. Otherwise, f(y
1) < f(y2) since f is strictlyB-monotone on F ,
and s1 ≥ s2. If f is finite-valued on F , we get f(y1)− s1 < f(y2)− s2.
If 0Y /∈ B, then y1 6= y2, and we get f(y1) − s1 < f(y2) − s2. This
implies ϕA,k((y
1, s1)) < ϕA,k((y
2, s2)) by (5.1) Thus, ϕA,k is strictly
(B × (−R+))-monotone on F × R. 
Proposition 21. Assume (Hepi) and that Y is a topological vector space.
(a) f is lower semicontinuous if and only if ϕA,k is lower semicontinuous.
(b) f is continuous if and only if ϕA,k is continuous.
Proof.
(a) Apply Lemma 4. f is lower semicontinuous if and only if A is closed. ϕA,k
is lower semicontinuous if and only if sublevϕA,k(t) is closed for each t ∈ R.
By Lemma 6, A is k-directionally closed and k ∈ −0+A \ {0}. This implies
sublevϕA,k(t) = A + tk for each t ∈ R because of Theorem 1. Hence, A is
closed if and only if sublevϕA,k(t) is closed for each t ∈ R.
(b) results from (5.1) by the properties of continuous functions.

This implies a characterization of any continuous function by its epigraph.
Proposition 22. Assume that Y is a topological vector space and f : Y → R.
f is continuous if and only if epi f is closed and
epi f + R> · (0Y , 1) ⊆ int(epi f). (5.2)
Proof. Define A := epi f and k := (0Y ,−1) ∈ Y × R. By Proposition 21, f is
continuous if and only if ϕA,k is continuous. k ∈ −0+A\{0} holds because of Lemma
6. We get from Theorem 3 that ϕA,k is continuous if and only if clA−R> ·k ⊆ intA.
Hence, f is continuous if and only if
clA+ R> · (0Y , 1) ⊆ intA. (5.3)
Assume first that f is continuous. Then it is lower semicontinuous. By Lemma 4,
A is closed, and we get A+ R> · (0Y , 1) = clA+ R> · (0Y , 1) ⊆ intA.
16
Assume now that epi f is closed and that (5.2) holds. Then (5.3) is fulfilled, and f
is continuous. 
Corollary 8. Assume that Y is a topological vector space. Each continuous, pos-
itively homogeneous function f : Y → R is finite-valued or the constant function
with the function value −∞.
Proof. Since f is positively homogeneous, A := epi f is a nonempty cone. By
Proposition 22, A − R> · k ⊆ intA for k := (0Y ,−1). Hence, k ∈ − intA =
− int(0+A). If A = Y , then f is the constant function with the function value −∞.
Otherwise, ϕA,k is finite-valued because of Proposition 11. Thus, f is finite-valued
by (5.1). 
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