Abstract. In this paper we study the parameterized complexity of approximating the parameterized counting problems contained in the class #W [P ] ; the parameterized analogue of #P: We prove a parameterized analogue of a famous theorem of Stockmeyer claiming that approximate counting belongs to the second level of the polynomial hierarchy.
Introduction
In this paper we analyze the parameterized complexity of approximating the counting problems in the class #W [P ] ; the parameterized analogue of the class #P: We compare those problems with the problems contained in the parameterized polynomial hierarchy. This way of analyzing the computational complexity of approximating hard counting problems resembles Stockmeyer's analysis [12] of the complexity of approximating #SAT . Actually, in this paper we have tried to obtain, and we have obtained, a parameterized analogue of the Stockmeyer's theorem.
1.1. Parameterized Complexity. Parameterized complexity theory [5] , [3] provides a framework for a re…ned analysis of hard algorithmic problems.
Classical complexity theory [11] analyses problems by the amount of a resource, usually time or space, that is required by algorithms solving them. The amount of the resource required is measured as a function of the size of the input. Measuring complexity only in terms of the input size means ignoring any structural information about the input instances in the resulting complexity theory. Sometimes, this makes problems appear harder than they typically are. Parameterized complexity theory measures complexity not only in terms of the input size, but in addition in terms of a parameter, which is a numerical value that may depend on the input in an arbitrary way. The main intention of this theory is to address complexity issues in situations where we know that the parameter is comparatively small.
A good example is the problem of evaluating database queries. From the classical point of view this problem is tractable only in very restrictive cases, (the evaluation of conjunctive queries is already N P hard!). If one review the hardness proofs for the Database evaluation problem, it is easy to note that it is necessary to consider cases where the size of the query non trivially depends on the size of the database. In real life, databases are huge and queries are small. It suggests that we can consider the size of the query as a parameter and measure the complexity of the problem in terms of two independent quantities, database size and query size, if we want to obtain something new we have to consider a new (parameterized) notion of tractability.
The central notion of parameterized complexity theory is …xed parameter tractability. This relaxes the classical notion of tractability, polynomial time solvability, by admitting algorithms whose nonpolynomial behavior is restricted only by the parameter, in addition the theory provides us with a parameterized intractability theory allowing us to prove the intractability of certain problems by classifying them into parameterized complexity classes by means of suitable parameterized reductions.
Counting Complexity.
A typical class of computational problems is the class of counting problems. Counting problems are at least as hard as decision problems: if we can count the number of solutions we can decide if there exists at least one solution. Counting complexity, the complexity analysis of counting problems, was developed by L. Valiant with a series of ground breaking articles published in 1979, [14] , [15] . Valiant proved that some counting problems are harder than expected, he proved that the problem of counting the number of perfect matchings in a graph is #P complete., this is surprising because the corresponding decision problem, the problem of deciding if a graph has at least one perfect matching, belongs to P . The big surprise came next when S. Toda [13] proved that any problem in the polynomial hierarchy can be reduced to any #P complete problem, and it implies that any problem in the polynomial hierarchy can be reduced to the problem of counting the number of perfect matchings. Thus, we can conclude:
(1) Hard counting problems are much more di¢ cult than the corresponding decision problems, (if the polynomial hierarchy does not collapse). (2) There are counting problems which are highly intractable, although the corresponding decision problems are tractable (even trivial).
When we cope with counting problems we have the following alternative: we can try to compute approximate solutions instead of computing exact solutions. Approximating a counting problem is easier than computing exact solutions to the problem. Stockmeyer proved [12] that approximating the problem #SAT can be done in probabilistic polynomial time if oracle access to the decision problem SAT is provided, from this theorem Stockmeyer obtained as a corollary that probabilistic approximate counting belongs to the second level of the polynomial hierarchy.
Parameterized counting complexity is not yet a mature theory, there are few works on the topic, [4] , [2] , [8] , [10] and no structural theorems like the one of Toda. Muller [10] proved a parameterized analogue of Stockmeyer theorem, he proved that any problem in #W [P ] can be approximated in randomized f pt time, if oracle access to W [P ] is provided. This result does not imply that parameterized approximate counting belongs to the parameterized polynomial hierarchy given that it is unknown if this hierarchy is closed under parameterized Turing reductions (actually, it is very unlikely that this hierarchy is closed under this type of reductions).
In this work we prove that approximate counting belongs to the parameterized polynomial hierarchy. We prove that the parameterized complexity of approximating the problems in #W [P ] can be identi…ed with the parameterized complexity of a family of parameterized gap problems which is contained in BP 9 F P T; the parameterized analogue of the Arthur-Merlin Class. Then, we prove a parameterized analogue of Lautemann-Sipser theorem which implies that BP 9 F P T is included in the second level of the parameterized polynomial hierarchy.
1.3. Organization of the paper. The paper is organized into …ve sections. In section two we introduce the basic concepts of parameterized complexity theory. Section three is divided into three subsections. In subsection 3.1 we introduce some parameterized operators, which are analogous to the classical operators 8; 9 and BP , those parameterized operators allow us to de…ne new parameterized classes from old ones. Using operators 8 and 9 we de…ne a hierarchy of parameterized classes analogous to the polynomial hierarchy. The BP operator allow us to de…ne probabilistic parameterized classes. In subsection 3.2 we introduce most of the hashing machinery that we will use in the proofs of our main results. In subsection 3.3 we present a randomized f pt algorithm that can be used to approximate any parameterized counting problem in the class #W [P ]. The algorithm, based on hashing techniques, requires access to a W [P ] oracle. In section 4 we study the complexity of approximating, within a constant range, the counting problems in the class #W [P ] . To this end we introduce a family of parameterized gap problems. Moreover, we introduce the parameterized Arthur-Merlin class BP 9 F P T , and we prove that the parameterized gap problems introduced in this section belong to this class. In section 5 we prove a parameterized analogue of Lautemann-Sipser theorem which implies that BP 9 F P T is included in the second level of the parameterized polynomial hierarchy, we obtain as a corollary our parameterized Stockmeyer's theorem claiming that approximate counting belongs to second level of the same hierarchy.
A technical preface
In this section we introduce the basic de…nitions of Parameterized Complexity Theory, more detailed information can be found in [3] and [5] .
is the set of …nite 0-1 words.
De…nition 1.
A parameterized problem is a subset of N.
De…nition 2. Given x 2 f0; 1g n , the Hamming weight of x is equal to jfi n :
An important example of parameterized problem is the problem p-W SAT (CIRC) de…ned below. The …rst important de…nition is the de…nition of e¢ cient algorithm. E¢ cient algorithms will be called f pt algorithms.
De…nition 3. An f pt algorithm is an algorithm M whose running, on input (x; k) ; is upperbounded by f (k) p (jxj), where f is some computable function and p (X) is some polynomial:
We can use the notion of e¢ cient algorithms to de…ne a suitable notion of parameterized feasible problems. To this end, we de…ne the parameterized class F P T whose elements are the parameterized feasible problems.
De…nition 4. The parameterized class F P T is the class of parameterized problems that can be decided using an f pt algorithm.
The next important de…nition is the notion of reducibility that will be used throughout the paper.
The following is a technical de…nition that will be used to de…ne the parameterized class W [P ], the parameterized analogue of N P: De…nition 6. Given L a parameterized problem we have that
The parameterized class W [P ] has a good machine characterization. (1) There exist a computable function f and a polynomial p (X) such that, on every run of M with input (x; k), the running time of M is upperbounded by f (k) p (jxj) : (2) There exists a computable function g such that, on every run of M with input (x; k), machine M guesses at most g (k) log (jxj) nondeterministic bits. A proof of this theorem can be found in ([5] theorem 3.14)
. Our aim is to analyze the parameterized complexity of some parameterized counting problems, to this end we introduce the notion of parameterized counting problem and a suitable notion of reducibility between parameterized counting problems. De…nition 10. Given h; h two parameterized counting problems, h is parsimonious reducible to h , (h par h for short), if and only if there exists an f pt algorithm M such that, on input (x; k), algorithm M computes a pair (x 0 ; k 0 ) that satis…es:
(1) k 0 g (k) for some computable function g:
The following is a technical de…nition that will be used to de…ne the class #W [P ], the parameterized analogue of the counting class #P: De…nition 11. Given a parameterized counting problem h we have that hhi par := fh : h par hg We de…ne the parameterized counting class #W [P ] as the closure under parameterized parsimonious reductions of a suitable parameterized analogue of the problem #SAT , (it is well known that we can de…ne the class #P as the closure under parsimonious reductions of the counting problem #SAT ). 
Probabilistic approximate counting is easy
If the Theorem of Toda states that exact counting is very hard [13] , ¡is harder than every problem in the polynomial hierarchy! A well known theorem of Stockmeyer states that probabilistic approximate counting is not very hard [12] , it says that probabilistic approximate counting belongs to the second level of the polynomial hierarchy. We want to prove a parameterized analogue of Stockmeyer's theorem.
3.1. Basic De…nitions. In this section we introduce some basic operators and list some of their basic properties. We introduce those operators to de…ne some parameterized classes which are analogous to the classical classes that are introduced in the paper of Toda [13] . Notation 2. From here on, if it is clear from the context, we will use the symbol f0; 1g f to denote the set f0; 1g
De…nition 14. Let L be a parameterized language and let C be a parameterized class (i.e. a set of parameterized languages closed under f pt many-one reductions) (1) L 2 9 C if and only if there exist 2 C and a computable function f such that
: Note 1. Let C be a parameterized class, the de…nition of the parameterized class BP C corresponds to the direct adaptation of the de…nition of the classical BP operator. In the classical setting the error probability associated to the BP operator can be bounded either by a constant, like in our de…nition of BP C, or by a polynomially decaying function. Those two possible de…nitions are (almost always) equivalent because of the probability ampli…cation properties of (most) classical complexity classes. It is not the case in the parameterized framework: in the parameterized setting probability ampli…cation is always a complex issue (which has been studied in some depth in [9] ). In some cases probability ampli…cation can be achieved with the help of e¢ cient pseudorandom generators, but it is not always the case: probability ampli…cation holds for a parameterized class BP C if and only if C is closed under some special type of parameterized true table reductions [9] . Also, we have to choose one of two possible de…nitions, we believe that working with the weakest one is the right choice, (though some proofs can become longer and more complicated).
We say that an operator F is monotone if and only if given C and C two parameterized classes:
(
Lemma 1. Let C be a parameterized class (1) 9; 8; and BP are monotone.
. Furthermore, there exist 2 C and a computable function g such that
19 100 1 4 . So, we can conclude that L 2 BP C In parameterized complexity two important hierarchies of parameterized classes have been considered: the W and the A hierarchies [3] . Both of these hierarchies are in some sense analogous to the polynomial hierarchy. In this paper we introduce a third hierarchy which we consider the natural parameterized analogue of the polynomial hierarchy, we call this new hierarchy the parameterized polynomial hierarchy (P H [P ] hierarchy for short). The P H [P ] hierarchy is de…ned using the operators 8 and 9.
De…nition 15. Given C a parameterized class we de…ne, for each i 2 N; a new
We are ready to de…ne our parameterized analogue of the polynomial hierarchy, the P H [P ] hierarchy.
hierarchy is investigated in more depth in author's Ph.D. thesis [8] .
De…nition 16. p-CLOGSAT is the following parameterized problem
Input: (C; k), where k 2 N and C is boolean circuit such that the number of its input gates is upperbounded by k log (jCj).
Proof. It is straightforward to verify that p-CLOGSAT belongs to W [P ]. We only have to prove that p-CLOGSAT is W [P ] hard. To this end we will show that p-W SAT (CIRC) is f pt many one reducible to p-CLOGSAT . The proof is an easy application of the k log (n) trick of Downey and Fellows (also called k log (n) trick of Flum and Grohe [5] ). Let (C; k) be an instance of p-W SAT (CIRC) and let m be the number of input gates of C. We can compute in f pt time a circuit D C;k which maps f0; 1g k log(m) onto the set fs 2 f0; 1g m : the hamming weight of s is lesser than or equal to kg
If we hardwire the output gates of D C;k and the input gates of C we obtain a circuit H C;k such that (1) H C;k is satis…able if and only if (C; k) 2 p-W SAT (CIRC).
(2) The size of H C;k is bigger than the size of C. (3) The number of input gates of H C;k is equal to k log (m) and k log (m) k log (jH C;k j).
Thus, (H C;k ; k) is an instance of p-CLOGSAT such that
So, we have proven that p-W SAT (CIRC) is f pt many one reducible to p-CLOGSAT 3.2. Hashing. In this section we introduce the hashing machinery that we will use in some of the proofs.
De…nition 17. Given A and B two …nite sets and given H B A we say that H is a U 2 -Hashing family if and only if for all i; j 2 A and for all c; d 2 B the equality
Example 1. Given p; k; i 2 N; k i and p prime, the set H p k;i of a¢ ne transformations from GF (p) k to GF (p) i is a U 2 -Hashing family [6] , where given m 1 and p prime, the symbol GF (p m ) denotes the …nite …eld of size p m :
Example 2. Given r n two natural numbers the hashing family F n;r n h a;b 2 (GF (2 r ))
is a U 2 -Hashing family, where the operations employed in the de…nition of the function h a;b 2 F n;r are the operations of the …eld GF (2 n ) [6] .
k , it implies that we only need O (ik log (p)) bits to specify a given element of H p k;i . Note 4. Note that the elements of F n;r can be speci…ed using O (n) bits. It is the case because in order to specify an element, say h a;b , of GF (2 n ) it is su¢ cient to specify a pair (a; b) 2 (GF (2 n )) 2 :
U 2 -Hashing families have interesting combinatorial properties, one of them is encoded in the so called leftover hashing lemma.
Let H be a U 2 -Hashing family whose elements are functions with domain A and range B: Given S A and b 2 B we de…ne a random variable Y S;b : H ! N in the following way
Let be the expected value of Y S;b :
Lemma 3. (Leftover hashing lemma I) Given S H, given b 2 B and given 0 we have that
The proof of the Leftover hashing lemma can be found in [6] .
3.3.
A probabilistic approximation algorithm. In this section we will present a randomized algorithm, indebted to Muller [10] , for approximating any problem in #W [P ], the algorithm is based on Hashing techniques. Recall the de…nition of the U 2 -Hashing family H 
Let i be the expected value of Y i , we have that i = jSj p i . The leftover hashing lemma implies that given 0 the inequality
oracle queries, for some computable function f and some polynomial p (X). 
We know, from the Bertrand's postulate, that there exists a prime number p 2 fjCj ; :::; 2 jCj + 1g : Such a number can be computed in polynomial time, wrt the size of C; using either a brute force algorithm or the algorithm of Agrawal-Saxena-Kayal [1] .
In the third step M chooses k random functions from H p k;i , each one of those functions is determined by choosing at most k 2 + k log (2 jCj) random bits, that means that the number of random bits used by Muller's algorithm is O k 3 log (jCj) . The checking in step 4 can be performed in f pt time using the p-CLOGSAT oracle. This is the case, because l is a …xed number that does not depend on k and the problem p-CLOGSAT is self-reducible. The self-reducibility of p-CLOGSAT implies that the listing problem associated to p-CLOGSAT can be solved in f pt-delay time using the oracle p-CLOGSAT [10] . 
This is the case because
It follows from the following inequalities:
From the …rst item we obtain that
And from the second item we obtain
Now, if we take := 
Acknowledgement 1.
A detailed and alternative proof of this theorem can be found in [10] .
In the following sections we will prove that approximate counting belongs to the P H [P ] hierarchy. The proof is divided in the following stages:
(1) Given 2 #W [P ], we prove that the complexity of approximating ; within a given constant range, is equal to the complexity of a parameterized gap problem that we call p-approx( ).
(2) Using hashing techniques we prove that for every 2 #W [P ], the problem p-approx( ) belongs to BP 9 F P T: (3) We prove that, if W [P ] is^-closed, then BP 9 F P T is included in the second level of the P H [P ] hierarchy, that is: we prove a parameterized analogue of Lautemann-Sipser theorem. The proof of this theorem is based on Lautemann's proof but in addition we have to use the pseudorandom generator of Ajtai, Komlos and Szemeredi to reduce the number of random bits used in the probabilistic constructions included in the proof.
Approximate counting and gap problems: approximate counting belongs to BP 9 F P T
The main theorem in last subsection says that we can probabilistic approximate every problem in #W [P ] using a W [P ] oracle, this theorem gives us strong evidence against the P H [P ] hardness of approximate counting. While in the classical framework we could already claim that probabilistic approximate counting belongs to the second level of the polynomial hierarchy, we have still not proven that this is the case in the parameterized framework because we don't know if the levels of the P H [P ] hierarchy are closed under parameterized Turing reductions, (it is very unlikely that P H [P ] is closed under parameterized Turing reductions).
Given M a randomized algorithm and given (x; k) an input of M we use the symbol I x;k to denote the set of possible random choices of algorithm M, on input (x; k) : Let O be the set of possible outputs of algorithm M, we use the symbol M (x; k) to denote the random variable M (x; k) : I x;k ! O de…ned by:
where M (x; k; ) is the output of M, on input (x; k) ; determined by the random choice :
De…nition 18. Given a parameterized counting problem and given c 1, a randomized f pt algorithm M approximates within the range c if and only if for all instance (x; k) of the inequality
holds, where the probability is computed with respect to the random choices of M.
In this section we will investigate the hardness of approximating, within a constant range, a given problem 2 #W [P ]. First we have to state and prove a technical lemma. Next lemma says that if we can compute approximations within the range 2, we can compute approximations within any constant range c 1. Because of this, we will only investigate the complexity of computing approximations within the range 2. On input (x; k)
The computation in step 1 can be performed in f pt time given that M c only has to compute a pair (x ; k ) such that (x ; k ) = c (x; k), remember that c 2 #W [P ] and is #W [P ] complete. In step 2, algorithm M c computes a number t such that
Pr
We can conclude that
Given that (t)
we de…ne a parameterized gap problem that corresponds in some sense to the problem of approximating within the range 2. We prove that we can approximate within the range 2, (in f pt time), if oracle access to p-approx( ) is provided.
Let (x; k) be an instance of , there exists a natural number m jxj k such that
It follows from the de…nition of m that
So, in order to approximate (x; k) within the range 2 it is su¢ cient to compute a number n 2 fm; m + 1g. The proof of the following theorem is based on this fact.
Theorem 3. Given 2 #W [P ]
there exists an f pt algorithm M with access to the oracle p-approx( ) and such that (1) M approximates within the range 2.
(2) M queries the oracle at most g (k) log (jxj) times, where g is a computable function.
Proof. On input (x; k) the algorithm M computes a number n 2 N such that n 2 fm; m + 1g, after that M outputs 2 n . First two easy facts. If i m 1, then (x; k; 2 i ) is a Yes-instance of p-approx( ). If i m + 1, then (x; k; 2 i ) is a Not-instance of p-approx( ).
Let g be a computable function such that for all (x; k) 2 N we have that (x; k) 2 g(k) log(jxj) . Algorithm M works in the following way: On input (x; k)
(1) For all i g (k) log (jxj), algorithm M computes v i 2 f0; 1g such that:
if the answer to the oracle query x; k; 2 i is NO 1, otherwise
Fact: n 2 fm; m + 1g. This is the case because
Then, it is clear that:
2 (x; k). We have that the output of M is an approximation of (x; k) within the range 2 Last theorem allows us to identify the problem of computing approximations to within the range 2 with the gap problem p-approx( ).
4.1.
Approximate counting belongs to BP 9 F P T . In the following we will analyze the complexity of the parameterized gap problems p-approx( ), with 2 #W [P ]. We want to prove that for all 2 #W [P ] the gap problem p-approx( ) belongs to some level of the P H [P ] hierarchy. To this end, we prove:
(1) For all 2 #W [P ] we have that p-approx( ) 2 BP 9 F P T . (2) A parameterized analogue of the Lautemann-Sipser theorem, that is: we prove that BP 9 F P T is included in the second level of the parameterized polynomial hierarchy [7] .
4.1.1. Approximate counting belongs to the parameterized Arthur-Merlin class. In this section we prove that p-approx( ) 2 BP 9 F P T . The core of the argument is an standard Hashing argument. Hashing allow us to transform a dicothomy of the form:
Either there are so many certi…cates, (more than 2c) or there are so few, (less than c).
Into a dicothomy of the form: The probability that there are at least one certi…cate is either very high (bigger then Note that this is the type of transformation that we need if we want to prove that p-approx( ) 2 BP 9 F P T:
Let us begin with the proof. First we have to de…ne the meaning of a gap problem belonging to BP 9 F P T .
We will say that p-approx( ) 2 BP 9 F P T if and only if there exist 2 F P T and two computable functions h; g such that:
If (x; k; c) is a Yes-instance of p-approx ( ), then
If (x; k; c) is a Not-instance of p-approx( ), then
Now we prove that given 2 #W [P ] the parameterized gap problem p-approx ( ) belongs to BP 9 F P T . The proof relies on the leftover hashing lemma.
Given a problem in #W [P ], there exists 2 F P T such that (x; k) = jS x;k j, where S x;k is the set n y 2 f0; 1g h : (x; y; k) 2 o
We consider the language 6 2 F P T de…ned by Let (x; k; c) be an instance of p-approx( ) and let n; m be natural numbers such that n = 6h (k) log (jxj) and m = log 4c 6 . Recall the de…nition of the U 2 -Hashing family F n;m (example 2). Proof. Let (x; k; c) be a Yes-instance of p-approx( ) and let Y m : F n;m ! N be the random variable de…ned by
where r 2 F n;m . If m is the expected value of Y m we have that m 16. Now if we use the leftover hashing lemma, (lemma 3), choosing = Theorem 4. Given 2 #W [P ], the gap language p-approx( ) belongs to BP 9 F P T Proof. Given x; k and c we take m = log 4c 6 and n = 6h (k) log (jxj) and we consider the language de…ned by := (x; y 1 ; :::; y 6 ; m; r; k) : ' n;m & n;m where:
(1) ' n;m := y 1 ; :::; y 6 2 f0; 1g h & (x; y 1 ; k) ; :::; (x; y 6 ; k) 2 .
(2) n;m := m n & r 2 F n;m & r (y 1 ; :::; y 6 ) = 0 m : (3) h is a computable function. (4) is a language in F P T such that for all instance (x; k) of the equality Note that the number of random bits used to specify the random choice r, where r 2 F n;m , is O (h (k) log (jxj)) : Thus, we have proven that p-approx( ) belongs to the parameterized class BP 9 F P T 5. A parameterized Lautemann-Sipser Theorem: approximate counting belongs to the P H [P ] hierarchy
We are trying to prove that for all 2 #W [P ] the gap problem p-approx( ) belongs to P H[P ]. We already know that given 2 #W [P ] the gap problem p-approx( ) belongs to BP 9 F P T . In this section we prove that, under certain complexity theoretic hypothesis, the class BP 9 F P T is included in 8 9 F P T . Speci…cally we prove that (1) BP F P T 9 8 F P T \ 8 9 F P T:
(2) If 9 F P T is^-closed, then BP 9 F P T is included in 8 9 F P T: As a corollary we get our parameterized analogue of Stockmeyer's theorem: if 9 F P T is^-closed, parameterized approximate counting belongs to 8 9 F P T: Note 6. Remember that 9 F P T is equal to W [P ].
Our proof is very close to Lautemann's proof [7] , though we have to use the pseudorandom generator of Ajtai, Komlos and Szemeredi [6] (AKS algorithm, for short) to save random bits and we have to take into account some technical details.
5.1. Majority Reductions and Probability Ampli…cation. A probabilistic parameterized class BP C is well behaved if BP C has some type of probability ampli…cation, i.e. BP C is well behaved if given L 2 BP C we can decrease the error probability associated to L by reducing L to some other problem in the class BP C. Here we introduce a formal notion of well behaveness that we call the pam property.
De…nition 20. Given C a parameterized class, BP C has the pam property if and only if for all L 2 BP C and for all computable function g there exist 2 C and a computable function f such that
In this section we study the relation between the closure of C under majority reductions and the probability-ampli…cation properties of BP C. We prove that if C is maj-closed, then BP C has the pam property. The proof of this theorem is very similar to the classical analogue, but in addition we have to use in the proof the AKS algorithm in order to save random bits.
Notation 3. From here on, we will use the symbol to denote the boolean operator Majority.
De…nition 21. L is majority reducible to L if and only if there exist an f pt algorithm M and two computable functions f; g such that, on input (x; k), algorithm M computes a sequence (x 1 ; k 1 ) ; :::; x f (k) log(jxj) ; k f (k) log(jxj) that satis…es:
We will say that C is maj-closed if and only if C is closed under majority reductions. Next theorem says us that in order to amplify the success probability (equivalently, to decrease the error probability), we can make a big saving of random bits if we use a suitable pseudorandom generator.
Theorem 5. (AKS theorem)
There exist an algorithm, namely AKS, and constants N 1 ; N 2 2 N such that for all m; i 2 N and for all a 2 f0; 1g N1(m+i) algorithm AKS computes, on input (a; i; m) ; a sequence a 1 ; :::; a iN2 2 f0; 1g m such that for all A f0; 1g
The running time of AKS is bounded by a polynomial p(m; i).
Note 7. The algorithm AKS is the pseudorandom generator of Ajtai, Komlos and Szemeredi which is based on expander graphs [6] .
Notation 4. From now on we will use the symbols N 1 and N 2 to denote the constants mentioned in the statement of theorem 5 (i.e. N 1 and N 2 denote the parameters of the AKS algorithm).
Using AKS theorem we can easily prove the following theorem which says us that there exists a deep relation between the closure under majority reductions and probability ampli…cation. Proof. Let L; be languages such that L 2 BP C; 2 C and
. where f is some suitable computable function. Given g a computable function we de…ne g in the following way
where z 1 ; : : : ; z N2g(k) log(jxj) is the output-sequence of the algorithm AKS on input (y; g(k) log(jxj); f (k) log(jxj)). The problem g belongs to C because C is majclosed and it follows from the AKS-Theorem that
Therefore, BP C has the pam property Corollary 2. BP F P T has the pam property.
Proof. F P T is closed under majority reductions 5.2. A Parameterized Lautemann-Sipser Theorem. Let C be a parameterized class such that BP C has the pam property. Given L 2 BP C we can suppose that there exist 2 C and a computable function f such that
where S x;k := n y 2 f0; 1g f : (x; y; k) 2 o . Along this section we …x a parameterized class C such that the pam property holds for BP C.
Notation 5. In the following if v 2 f0; 1g
N1f , the symbol AKS(v) will denote the set v 1 ; :::; v N2f (k) log(jxj) ; where v 1 ; :::; v N2f (k) log(jxj) is the output-sequence of the algorithm AKS; on input (v; 2f (k) log (jxj) ; f (k) log (jxj)). holds.
Notation 6. If it is clear from the context we will use the symbol n to denote the number f (k) log(jxj).
Notation 7. Given S f0; 1g m and given v 2 f0; 1g m we use the symbol S + v to denote the set fs + v : s 2 Sg where + denotes the addition operation over the vector space GF (2) m .
The next two lemmas are our parameterized version of the core of Lautemann's probabilistic argument.
Proof. Let (x; k) be a member of L. We prove that
If we …x z 2 f0; 1g f , we have
Thus, we have
Proof. We can suppose, without loss of generality, that k 2 and that jxj log (jxj) : If we …x k 2 we can take R k N 2 f (k) ; note that
Lemma 9. If (x; k) 2 L and jxj R k , then for all S f0; 1g f such that jSj N 2 n, there exists z 2 f0; 1g f such that S + z S x;k .
Proof. Suppose that for all z 2 f0; 1g f we have that S + z " S x;k , (i.e. for all z 2 f0; 1g f we have that S " S x;k + z). Then, for all z 2 f0; 1g f there exists s z 2 S such that s z = 2 S x;k + z. It implies that there exists s 2 S such that s = 2 S x;k + z for at least It is easy to obtain, from the last two lemmas, the following corollary.
Corollary 3. If (x; k) 2 L and jxj R k , then (1) 8v 2 f0; 1g N1f 9 z 2 f0; 1g f ((x; v; z; k) 2 1 ) : (2) 9v 2 f0; 1g N1f 8 z 2 f0; 1g f ((x; v; z; k) 2 2 ) :
We have almost obtained representations of L as 8 9 C and 9 8 C languages. It remains to be veri…ed that the languages 1 and 2 are elements of the class C. Unfortunately, if we want to prove this fact we have to suppose that C is closed under a speci…c type of parameterized Turing reductions.
De…nition 22. L is conjunctive reducible to L if and only if there exist an f pt algorithm M and two computable functions f; g such that, on input (x; k), algorithm M computes a sequence (x 1 ; k 1 ) ; :::; x f (k) log(jxj) ; k f (k) log(jxj) that satis…es (1) (x; k) 2 L , V i f (k) log(jxj) (x i ; k i ) 2 L . (2) For all i f (k)log(jxj) we have that k i g(k).
De…nition 23. L is disjunctive-reducible to L if and only if there exist an f pt algorithm M and two computable functions f and g such that, on input (x; k), algorithm M computes a sequence (x 1 ; k 1 ) ; :::; x f (k) log(jxj) ; k f (k) log(jxj) that satis…es
(2) For all i f (k)log(jxj), k i g(k).
We will say that C is^-closed if and only if for all L; if there exists L 2 C such that L is conjunctive-reducible to L , then L 2 C. We de…ne _-closed analogously. Let g be a computable function such that for all k 2 N the inequality g(k) N k holds. Given L 2 BP C; we consider the parameterized languages:
(1)
Fact 5. L 2 F P T:
Note 8. Given C a parameterized class we say that C is a regular class if and only if given L 2 C there exists a computable function h : N N ! N such that for every (x; k) 2 N the query (x; k) 2 L? can be solved in time bounded by h(jxj; k). If all the problems contained in C are computable the class C is a regular class. Given L 2 C and given M a Turing machine recognizing L we can de…ne h (n; k) in the following way h (n; k) = max If C is _-closed,^-closed and BP C has the pam property, then L 2 8 9 C \ 9 8 C.
Proof. We prove that L 2 9 8 C, the proof of L 2 8 9 C is very similar.
We know that (x; k) 2 L ) 9v 2 f0; 1g N1f 8z 2 f0; 1g f ((x; v; z; k) 2 2 )
If (x; k) = 2 L , then j (S x;k ) c j (1 2 k log(jxj) )2 n Then, if (x; k) = 2 L we have that 8v 2 f0; 1g N1f 9z 2 f0; 1g f (AKS (v) + z (S x;k ) c )
and it implies that if (x; k) = 2 L ; then q9v 2 f0; 1g
N1f 8z 2 f0; 1g f ((x; v; z; k) 2 2 )
Thus (x; k) 2 L , 9v 2 f0; 1g N1f 8z 2 f0; 1g f ((x; v; z; k) 2 2 )
