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a b s t r a c t 
Uncertainty plays a significant role in the Benchmark on the Aerodynamics of a Rectangular Cylinder 
(BARC) with a chord-to-depth ratio of 5. In particular, besides modeling and numerical errors, in numer- 
ical simulations it is difficult to exactly reproduce the experimental conditions due to uncertainties in 
the set-up parameters, which sometimes cannot be exactly controlled or characterized. In this study, the 
impact of the uncertainties in the inflow conditions of the BARC configuration is investigated by using 
probabilistic methods and two-dimensional URANS simulations. The following uncertain set-up param- 
eters are investigated: the angle of incidence, the freestream longitudinal turbulence intensity and the 
freestream turbulence length scale. The stochastic collocation method is employed to perform the proba- 
bilistic propagation of the uncertainty in the three set-up parameters. This results in 25 URANS simula- 
tions based on the Smolyak sparse grid extension of the level-2 Clenshaw-Curtis quadrature points. The 
discretization error is estimated by repeating the same analysis on different grid sizes. Similarly, the ef- 
fect of turbulence modeling is appraised by carrying out the uncertainty quantification for the Reynolds 
stress and the SST k − ω models. Finally, the results obtained for different assumed probability density 
functions of the set-up parameters are compared. The propagation of the considered uncertainties does 
not explain alone the dispersion of the BARC experimental data. For certain quantities of interest, the 
effect of turbulence modeling is more important than the impact of the uncertainties in inflow condi- 
tions. The sensitivity to the considered uncertainties also varies with the turbulence model, with a larger 
variability of the results obtained with the Reynolds stress model. The inflow turbulence length scale is 
in all cases the least important parameter. 
© 2016 Elsevier Ltd. All rights reserved. 
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The international Benchmark on the Aerodynamics of a Rect-
angular 5:1 Cylinder, BARC, (see [2] ) was launched in 2008 and
it was focused on the flow around a fixed rectangular cylinder
with chord-to-depth ratio equal to 5 and infinite spanwise size.
The considered flow configuration is of practical interest because
many civil and industrial structures are characterized by rectangu-
lar cross sections (e.g. tall buildings, towers and bridges) and, de-
spite the simple geometry, it contains most of the difficulties also
found in realistic wind engineering problems. The 5:1 aspect ratio∗ Corresponding author. 
E-mail addresses: alessandro.mariotti@for.unipi.it (A. Mariotti), 
mv.salvetti@ing.unipi.it (M.V. Salvetti), pejman.shoeibiomrani@tno.nl (P. Shoeibi 
Omrani). 
1 Died in August 2015. 
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0045-7930/© 2016 Elsevier Ltd. All rights reserved. s characterized by shear-layers detaching at the upstream cylin-
er corners and reattaching on the cylinder side rather close the
ownstream corners. This leads to a complex flow dynamics on the
ylinder side, which adds to the vortex shedding from the rear cor-
ers and to the complex unsteady dynamics of the wake (see e.g.
4,5] ). BARC is a blind test, without any reference observation (ex-
erimental measurements) or prediction (numerical simulations).
ndeed, one of the aims of the benchmark is to assess the con-
istency of experimental data obtained in different wind tunnels
nd of numerical simulations carried out with different numerical
ethods and turbulence models. Clearly, the comparison between
xperimental and numerical predictions of the flow and of the
erodynamics loads is also an important objective of the bench-
ark. 
About 70 realizations of the BARC flow configuration, obtained
n both wind tunnel experiments and numerical simulations, were
eviewed by Bruno et al. [5] . A significant dispersion was observed
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coth in experimental and numerical predictions of some quantities
f practical interest, as the standard deviation of the lift coefficient
r the distribution of mean and fluctuating pressure on the cylin-
er sides. Therefore, these quantities seem to be extremely sensi-
ive to various uncertainties, which may be present in experiments
nd numerical simulations. The sources of uncertainty are in gen-
ral different in computations and experiments. We focus here on
he uncertainties in the incoming flow conditions, which may be
onsidered as ‘common’ to computations and experiments. Indeed,
n the experiments it is difficult to perfectly control and/or charac-
erize some features of the incoming flow, for example the angle of
ncidence or the turbulence characteristics. The choice of these un-
ertain parameters follows the analysis in [5] and its rationale will
e explained in more detail in the following. Hence, the present
aper wish to give a contribution to understand whether the un-
ertainties in the incoming flow features have a significant impact
n the flow characteristics and on the aerodynamic loads, which
ay explain the dispersion among the experimental data and the
iscrepancies between simulation and experimental results. 
To this aim, sensitivity analysis and Uncertainty Quantification
UQ) are carried out using probabilistic methods. In this frame-
ork, the uncertain set-up parameters are considered as random
ariables having an a-priori given Probability Density Function
PDF). In the present work, the following uncertain set-up param-
ters are considered: the angle of incidence, the longitudinal tur-
ulence intensity, and the turbulence length scale of the incom-
ng flow. The remaining characteristics of the incoming flow are
xed; in particular the freestream velocity, u ∞ , and the fluid kine-
atic viscosity, ν , are such that the Reynolds number, based on the
ylinder depth, D , is equal to Re D = (u ∞ D ) /ν = 40 0 0 0 . Variations
n the Reynolds number are not considered, because it has been
ound that Reynolds number effects on the flow are not among the
redominant ones in the range recommended for the BARC bench-
ark, 20 0 0 0 ≤ Re D ≤ 60 0 0 0 (see [5] ). 
The computational model which was used to propagate the un-
ertainties in the considered set-up parameters is based on the 2D
nsteady Reynolds-Averaged Navier-Stokes (URANS) equations. The
hoice of the URANS approach to turbulence was mainly motivated
y the need of keeping the computational effort feasible. Note that
RANS computations represented about the 30% of the numerical
ontributions reviewed in [5] and it was concluded that none of
he approaches to turbulence, namely URANS, Large-Eddy Simula-
ion (LES) and hybrid URANS/LES, seem to reduce the dispersion of
he results. The choice of carrying out 2D simulations is consistent
ith that made by the other contributors to BARC running URANS
imulations ( [5] ). Moreover, no large differences were found in a
revious study ( [10] ) between 2D and 3D URANS solutions, and it
as observed that the flow field resolved by the URANS solutions
ontained only limited three-dimensional flow features. 
In order to obtain a continuous response surface of the flow
uantities of interest in the parametric space at a reasonable com-
utational cost, a Stochastic Collocation (SC) method (see [19] )
s employed, in which the variables are interpolated in the pa-
ameter space at quadrature points through Lagrange polynomials.
he Clenshaw-Curtis quadrature points are used. Different levels of
hese quadrature points can be defined; higher levels may be con-
idered to correspond to a finer resolution in the parameter space.
his method is extended to multiple dimensions using Smolyak
parse grids (see [16] ). For three uncertain parameters, as in our
ase, this results, for instance, in 25 URANS simulations based on
he Smolyak sparse grid extension of the level-2 Clenshaw-Curtis
uadrature points. The convergence of the stochastic UQ procedure
s estimated by comparing the outputs with those on the nested
ower levels. The result of this procedure is a probabilistic quan-
ification of the impact of the considered uncertainties in terms of
he stochastic mean value, variance and PDF of the output quanti-ies of interest. The output quantities of interest considered in the
ollowing are the time statistics (time-average and standard devia-
ion) of the aerodynamic loads acting on the cylinder, of the pres-
ure and of the velocity fields. The UQ results are also compared
ith the ensemble statistics of the available numerical and exper-
mental data sets [5] . 
The impact of spatial discretization and of turbulence modeling
s also estimated by repeating the UQ and sensitivity analyses for
wo different grid resolutions and two different turbulence models,
amely the Reynolds stress [9] and the SST k − ω [11] models. 
Finally, the effect on the UQ results of the assumed PDF shape
or the input uncertain parameters is investigated, by repeating the
nalysis for different input PDFs. 
The paper is organized as follows. The simulation set-up and
he numerical methodology are described in Section 2 . The grid
nd statistic convergence is assessed in Section 3 , in which the
ain flow features are also described. The uncertainty quantifica-
ion methodology is presented in Section 4 , while the definition
f the text matrix and the convergence of the UQ procedure are
hown in Section 5 . The impact of uncertainties in the selected
nput parameters on the results obtained for the Reynolds stress
odel at grid independence is discussed in Section 6 . The effect of
he chosen PDF of the input parameters on the UQ results is an-
lyzed in Section 7 , while those of the turbulence model and of
he grid resolution are described in Sections 8 and 9 , respectively.
oncluding remarks are given in Section 10 . 
. Simulation set-up and numerical methodology 
Two-dimensional incompressible URANS simulations have been
arried out at Reynolds number Re D = (u ∞ D ) /ν = 40 0 0 0 , based
n the cylinder depth, D , the freestream velocity, u ∞ , and the
uid kinematic viscosity, ν . This Reynolds number is in the range
ecommended for the BARC benchmark (20 0 0 0 ≤ Re D ≤ 60 0 0 0).
oreover, it was observed in [5] that changes in Reynolds number
ithin that range do not significantly affect the flow features. 
The commercial code Fluent (see e.g. [1] ) was used. Two differ-
nt turbulence models are used and compared, namely the Shear-
tress Transport k − ω (SST k − ω) [11] and the Reynolds Stress
odel (RSM) [9] . For both turbulence models, no wall functions are
sed and a suitable grid refinement is adopted in order to have
 
+ ≤ 1 at the wall. 
The space discretization of the URANS equations is based on fi-
ite volumes together with a second-order upwind scheme. Un-
teady time advancing is chosen together with a second-order
mplicit time-advancing scheme. The adopted dimensionless time
tep is T = t / (D/u ∞ ) = 1 . 6 × 10 −2 . This corresponds to more
han 500 time steps in each shedding cycle. It has been checked
hat reducing the time step by a factor three did not bring any
oticeable difference in the results. The segregated PISO algorithm
Pressure-Implicit with Splitting of Operators) is chosen to couple
he pressure and momentum equations (see e.g. [8] ). 
The origin of the chosen reference frame is located at the center
f the rectangular cylinder, whose coordinates are x/D ∈ [ −2 . 5 , 2 . 5]
nd y/D ∈ [ −0 . 5 , 0 . 5] . The computational domain is rectangular
nd has the following dimensions: x/D ∈ [ −75 , 125] and y/D ∈
 −75 , 75] . These dimensions are the same as those used in the x
nd y directions in the LES of the BARC benchmark in [7] (also re-
orted in [5] ). 
As regards the boundary conditions, at the boundaries at x/D =
75 and at y/D = ±75 , the modulus and the direction of the ve-
ocity as well as the turbulence intensity I are specified. A pressure
oundary condition is imposed at the outlet section ( x/D = 125 )
nd, as mentioned before, no-slip conditions are applied at the
ylinder surfaces. 
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Fig. 1. Time behavior of the force coefficients (RSM). 
Table 1 
Main grid parameters. 
Grid nodes n w /B n + δs /B 
1 .2 × 10 4 1 . 7 × 10 −3 ∼= 2 .5 2 × 10 −3 
2 .5 × 10 4 8 . 7 × 10 −4 ∼= 2 1 × 10 −3 
3 .8 × 10 4 5 . 5 × 10 −4 ∼= 1 .5 6 . 4 × 10 −4 
5 .0 × 10 4 4 . 2 × 10 −4 ∼= 1 4 . 8 × 10 −4 
7 .5 × 10 4 3 . 3 × 10 −4 ∼= 0 .5 3 . 8 × 10 −4 
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[The computational grids are unstructured and are composed of
triangular elements. They are described in more detail in Section 3 ,
together with the results of a grid sensitivity analysis carried out
for the RSM. 
3. Main flow features and convergence assessment 
In this Section the convergence of time-statistics is analyzed
and a grid independence study is presented for the RSM turbu-
lence model and for the values of the input parameter equal to
α = 0 ◦, I = 1 . 55% , and L = 2 . 55 D . The results of these analyses can
be extended to the whole range of variation of the parameters, un-
der the assumption that the relatively small parameter variations
have a small effect on the convergence of statistics. 
Five different grid resolutions are considered, having 1.2 × 10 4 ,
2.5 × 10 4 , 3.8 × 10 4 , 5.0 × 10 4 and 7.5 × 10 4 nodes, respectively.
The grids are all unstructured and made of triangular elements.he average grid spacing on the cylinder surface, δs , is given in
able 1 ; the node distribution is not uniform, being slightly clus-
ered near the cylinder corners. Table 1 also shows the average grid
pacing normal to the cylinder surface, n w and the corresponding
verage resolution in wall units, n + . All the grids are symmetric
ith respect to the x axis. 
.1. Aerodynamic loads 
Oscillating aerodynamic loads act on the rectangular cylinder.
orce coefficients in the x and y directions can be defined as fol-
ows: 
 x = F x 
1 / 2 ρu 2 ∞ D 
c y = F y 
1 / 2 ρu 2 ∞ D 
n which F x and F y are the resultant aerodynamic forces in the x
nd y directions respectively. The time behavior of the force coeffi-
ients is shown in Fig. 1 for all the considered grids. Note that the
orce coefficients in the x and y directions coincide with drag and
ift coefficients only in the cases at α = 0 . 
Another quantity of interest is the frequency, f , of the time os-
illations of the vertical-force coefficient, which is connected with
he frequency of vortex shedding from the rear corners. The related
trouhal number, based on the body diameter and the freestream
elocity, is defined as St = fD/u ∞ . The Strouhal number is found
o be equal to 0.112 ± 0.004 for all the grids. Previous simulations
nd BARC experiments give values of St in the range 0 . 105 − 0 . 12
5] . 
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Table 2 
Convergence of time statistics of the aerodynamics loads for the different 
grid resolutions (RSM). 
Grid nodes Time range t − a v g(c y ) t − a v g(c x ) t − std(c y ) 
1 .2 × 10 4 [300 ,350] –0 .0450 1 .0813 0 .5133 
[300 ,450] –0 .0432 1 .0814 0 .5116 
[300 ,550] –0 .0409 1 .0816 0 .5111 
[300 ,350] –0 .0054 1 .1020 0 .6130 
2 .5 × 10 4 [300 ,450] –0 .0051 1 .1019 0 .6128 
[300 ,550] –0 .0048 1 .1019 0 .6124 
[300 ,350] 0 .0451 1 .0875 0 .5870 
3 .8 × 10 4 [300 ,450] 0 .0463 1 .0874 0 .5859 
[300 ,550] 0 .0477 1 .0874 0 .5847 
[300 ,350] 0 .0355 1 .0926 0 .6082 
[300 ,450] 0 .0347 1 .0921 0 .6074 
5 .0 × 10 4 [300 ,550] 0 .0299 1 .0923 0 .6041 
[300 ,650] 0 .0275 1 .0922 0 .6057 
[300 ,750] 0 .0271 1 .0923 0 .6051 
[300 ,350] 0 .0438 1 .0875 0 .6015 
7 .5 × 10 4 [300 ,450] 0 .0466 1 .0868 0 .6041 
[300 ,550] 0 .0404 1 .0869 0 .6020 
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Fig. 2. Mean flow streamlines (RSM and grid having 5.0 × 10 4 nodes). 
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r  .2. Convergence analysis of the time-statistics 
In all cases a numerical transient equal approximately to T =
 ∗ u ∞ /D = 300 is present, which is not considered in the com-
utation of the time-statistics. Different time intervals between
 = 300 and T = 550 have been considered for the analysis of the
onvergence of the time-statistics on all the grids. The values of
 − a v g(c x ) and t − std(c y ) computed over 150 non-dimensional
ime units and those evaluated over 250 T show very small differ-
nces, the maximum variation being lower than 0.5% (see Table 2 ).
he value of t − a v g(c y ) should be zero for these simulations car-
ied out at zero incidence, while we obtain a value that is not ex-
ctly zero. To check whether this behavior can be due to a lack of
tatistical convergence, statistics have been computed for the sim-
lation on the grid having 5.0 × 10 4 nodes also over 350 T and
50 T . With increasing statistical sample the value of t − a v g(c y )
lightly decreases but it does not seem to converge to zero. Note
hat values of t − a v g(c y ) significantly larger than those reported
n Table 2 were obtained in some of the numerical contribu-
ions to BARC (see Tab. 9 in [5] ). In particular, the large values of
 − a v g(c y ) of the LES by [3] were probably not due a lack of con-
ergence, since a careful check of the statistical convergence had
een carried out, nor to an asymmetry of the grid. In this frame-
ork, we think that the values obtained in our simulations may
e acceptable as a starting point for the following stochastic sen-
itivity analysis. As it will be shown in the following, the values of
 − a v g(c y ) in Table 2 are at least one order of magnitude smaller
han the variations due to the uncertainties in the angle of inci-
ence. 
Based on the previous analysis, all the time-statistics used in
he following of the work are computed over 150 T , i.e. in the time
nterval T ∈ [300, 450]. It should be noted that this time interval is
uch lower than the time interval required to obtain convergence
or LES. This, however, is not surprising since 2D URANS simula-
ions give a more periodic flow dynamics than LES (see e.g. [5] ). 
.3. Main flow features 
The mean velocity streamlines are reported in Fig. 2 for the grid
aving 5.0 × 10 4 nodes. As can be seen, the mean flow detaches
rom the corners of the cylinder and leads to the formation of two
ean recirculation areas aside of the cylinder. Then, it separates
gain from the corners at the rear side. Fig. 3 (a) shows for all the grids the distributions of the pres-
ure coefficient, defined as C p = (p (x, y, t) − p ∞ ) / (1 / 2 ρu 2 ∞ ) , aver-
ged in time ( t − a v g in the following) and between the upper and
ower half perimeters of the cylinder ( side − a v g in the following),
hile the related distributions of the side-averaged standard devi-
tion in time ( t − std in the following) of the pressure coefficient
s reported in Fig. 3 (b). As in [5] , the local abscissa s / D denotes
he distance from the cylinder stagnation point measured along
he cylinder side. Note that side-averaging of t − a v g(C p ) and of
 − std(C p ) has been performed to provide a more direct compari-
on with the results in [5] ; it has been previously checked that the
istributions obtained on the upper and lower half perimeters are
ery similar, the maximum difference being 0.024 for t − a v g(C p )
nd 0.057 for t − std(C p ) . By comparing Fig. 3 (a) and (b) to Fig. 2 it
s evident that the mean pressure distribution on the cylinder side
s directly related to the curvature of the mean streamlines, with
 first zone of almost constant low pressure, whose length roughly
orresponds to the distance from the upstream corner to the cen-
er of the main recirculation. Further downstream on the cylinder
ides, the pressure increases because of the change in the curva-
ure of the mean streamlines as the mean flow tends to reattach.
lso, the maximum standard deviation of the pressure coefficient
s located at the flow reattachment points aside of the model. 
.4. Grid sensitivity 
The statistics of the aerodynamic loads are presented in
able 2 for the interval T ∈ [300, 450] obtained on the five differ-
nt grids having increasing resolution. Starting from the grid hav-
ng 5.0 × 10 4 nodes, the variations of t − a v g(c x ) and t − std(c y )
ith finer grid resolution are lower than 0.5%, while those of
he other parameters are even lower. Moreover, the value of the
ime-averaged horizontal-force coefficient, t − a v g(c x ) , is close to
he ensemble average of all the numerical contributions to BARC,
hich was of 1.074 (5) , and to the experimental data of [13,14] ( t −
 v g(c x ) = 1 . 029 ). The value of t − std(c y ) is also in good agree-
ent with those obtained in URANS simulations of BARC (see Ta-
le 9 in 5 ). As for t − a v g(c y ) , similar considerations to those in
ection 3.2 concerning statistical convergence can be made. The
alues of t − a v g(c y ) do not show a monotonic behavior with grid
efinement. 
Fig. 3 (a) and (b) confirm that grid independency has been
eached also for the pressure distribution on the cylinder surface
lso for the grid having 5.0 × 10 4 nodes. The maximum difference
etween the values obtained with the grid having 5.0 × 10 4 and
hose computed on the 7.5 × 10 4 grid is 0.01 for side − a v g(t −
 v g(C p )) and 0.034 for side − a v g(t − std(C p )) . 
Based on the previous analysis, the grid having 5.0 × 10 4 nodes
ill thus be used in the uncertainty quantification procedure. The
esults on the other grids can be used to estimate the impact of
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Fig. 3. Side-averaged distribution of the time-averaged pressure coefficient (a) and of the standard deviation in time of the pressure coefficient (b). Comparison between 
different grid resolutions (RSM). 
Fig. 4. Side-averaged distribution of the time-averaged pressure coefficient (a) and of the standard deviation in time of the pressure coefficient (b). Comparison between 
different blockage ratios (RSM and grid having 5.0 × 10 4 nodes). 
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Table 3 
Time statistics of the aerodynamic loads: comparison between 
different blockage ratios (RSM and grid having 5.0 × 10 4 nodes). 
Blockage ratios t − a v g(c y ) t − a v g(c x ) t − std(c y ) 
0 .7% 0 .0347 1 .0921 0 .6074 
3 .75% 0 .0364 1 .1026 0 .6123 
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t  discretization errors. In particular, we will also focus on the coars-
est grid, i.e. the one having 1.2 × 10 4 nodes. 
3.5. Sensitivity to blockage 
In the previous simulations, the blockage, i.e. the percentage ra-
tio between D and the computational domain lateral dimension,
was 0.7%, which is lower than those of the BARC experimental
contributions [5] . To check whether this could have an impact on
the results, we carried out an additional simulation with a com-
putational domain having a lateral dimension of 26.66 D , corre-
sponding to a blockage of 3.75%, which is the largest value of
the BARC experiments. The RSM model and the grid having 5.0 ×
10 4 nodes are used. The time-statistic of the aerodynamic loads
are compared in Table 3 for the two considered blockage values.
Differences lower than 1% are found for the t − a v g(c x ) and the
 − std(c y ) , while the value of t − a v g(c y ) is small in both cases,
lower than 0.04. The side-averaged distributions of the of the time-
averaged C p and of the standard deviation in time of C p are shown
in Fig. 4 . The blockage has again a negligible effect; the maxi-
mum difference is 0.014 for side − a v g(t − a v g(C p )) and 0.064 for
side − a v g(t − std(C p )) . . Uncertainty quantification methodology 
.1. Uncertain parameter selection 
The propagation of the aleatoric uncertainty in three parame-
ers characterizing the incoming flow conditions of the BARC con-
guration, namely the angle of incidence, the turbulence intensity
nd length scale, is investigated in the present study. 
As previously stated in the Introduction, the choice of these un-
ertain parameters follows the analysis in [5] . Indeed, difficulties in
btaining a perfect alignment between the model and the incom-
ng flow were reported in two different experimental BARC contri-
utions and they were indicated as a possible source of discrep-
ncies. Furthermore, although the BARC recommends a very low
urbulence level in the incoming flow, perfectly smooth flow is
A. Mariotti et al. / Computers and Fluids 136 (2016) 170–192 175 
Fig. 5. Nested Clenshaw-Curtis quadrature points at different levels. 
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fmpossible to be obtained in experiments at the considered
eynolds number, and a question at issue in the review by [5] was
f this could impact the comparison with numerical simulations. To
eproduce a turbulent incoming flow in numerical simulations, in-
ormation on the turbulence intensity, whose value is usually avail-
ble for wind tunnel experiments, although with some uncertainty,
s not sufficient. Additional features of the incoming flow turbu-
ence, such as the turbulence scale, are in most cases not available.
herefore, we consider the inflow turbulence intensity and scale as
otentially important sources of uncertainty when trying to com-
are experiments and simulations. Other uncertainties are present
n experiments, which are not considered in the present analy-
is, e.g. cylinder surface roughness or corner sharpness. Moreover,
here are known differences in the set-up of the different experi-
ents, which might also have an impact on some measured quan-
ities, as the model spanwise length. The impact of this parameter
s not investigated herein because it would require highly resolved
hree-dimensional simulations implying huge computational costs. 
his could be the object of future work. 
The following range of variation of the uncertain set-up param-
ters are investigated: for the angle of incidence α ∈ [ −1 ◦, +1 ◦] , for
he longitudinal turbulence intensity I ∈ [0.001, 0.03], and for the
urbulence length scale L ∈ [0.1 D , 5 D ]. The range of variation of α
as been chosen in order to reproduce a small flow misalignment
ossible in an experiment, while the turbulence intensity varia-
ion is slightly larger than the range recommended in the BARC
enchmark, but it is well representative of values typically encoun-
ered in wind tunnels. Since, as previously said, it is fairly difficult
o characterize the turbulence length scale in wind tunnels, espe-
ially at low values of I , almost no information was available on
his quantity from the literature or from the experimental contri-
utions to BARC. Hence, we adopted the quite large range of vari-
tion previously specified. 
.2. Stochastic collocation method 
There are several methodologies to evaluate uncertainties, as
hown in [12] and [15] . Most of these methodologies are based on
dentification, characterization and propagation of input parameter
ncertainties. In this study, the Stochastic Collocation (SC) method
19] is employed. 
If we consider, first, a single uncertain parameter ξ , the SC
ethod is based on interpolating deterministic samples of the
uantity of interest, u ( x , t, ξ ), at quadrature points ξ k using La-
range polynomials with L j (ξk ) = δ jk , where δjk is the Kronecker
elta. 
The quadrature points in this study, which correspond to the
amples of the uncertain input parameter for which determinis-
ic simulations are carried out, are the Clenshaw-Curtis points.
hey are nested with n ( l ) points in level l : n (l) = 2 l + 1 , n (1) = 1
nd they are defined as the extrema of the Chebyshev polynomi-
ls; ξk,l = −cos (π(k − 1) / (n (l) − 1)) , ξ k, l being the k th quadrature
oint at level l ( Fig. 5 ). Thus, the interpolation of u ( x , t ) on quadrature points ξ at level
 can be defined as follows: 
 l u (x , t, ξ ) = 
n (l) ∑ 
j=1 
u (x , t, ξ j,l ) L j,l (ξ ) , L j,l (ξ ) = 
n (l) ∏ 
i =1 
i = j 
ξ − ξi 
ξ j,l − ξi 
(1)
y using the interpolation scheme above, different statistical mo-
ents can be approximated. For instance, the statistical mean,
 μl u )( x , t ) can be defined as: 
(μl u )(x , t) = 
∫ 


u (x , t, ξ ) f (ξ )d ξ ≈
n (l) ∑ 
k =1 
u (x , t, ξk,l ) w k,l (2)
n which 
 is the parameter space and f is the probability density
unction of the parameter ξ ; finally, the quadrature weights w k, l 
an be expressed as follows: 
 k,l = 
∫ 


L k,l (ξ ) f (ξ )d ξ (3)
Similarly the variance at level l can be computed as: 
 ar( u ( x , t) ) ≈
n (l) ∑ 
k =1 
(u (x , t, ξk,l )) 
2 w k,l − ( 
n (l) ∑ 
k =1 
u (x , t, ξk,l ) w k,l ) 
2 (4)
The quadrature points are extended to multiple dimensions us-
ng Smolyak sparse grids [16] . These reduced grids are based on a
eighted linear combination of tensor grids with a relatively small
umber of quadrature points. In this way, a specific subset of ten-
or product combinations of 1-D quadrature points is used to con-
truct the sampling points in multi-dimensions. For instance, for n ξ
ncertain parameters, the interpolation at level l can be defined as:
 l u (x , t, ξ) = 
∑ 
k∈ L (l,n ξ ) 
(
P k 1  ... P k n ξ
)
u (x , t, ξ) (5)
here ξ is the vector of the uncertain parameters and the delta
ormulation in 1d is defined as: 
P k u = (P k − P k −1 ) u ; P 0 u = 0 (6)
 k being defined by Eq. (1) . The sparse grid subset is defined by: 
 (l, n ξ ) = 
{ 
k ∈ N n ξ+ , k > 1 : l − n ξ + 1 ≤
n ξ∑ 
δ=1 
(k δ − 1) ≤ l) 
} 
(7)
here k = (k 1 , k 2 , ..., k n ξ ) . For three uncertain parameters, as in
he present study, this results in 7 and 25 URANS simulations
ased on the Smolyak sparse grid extension of the level-1 and
evel-2 Clenshaw-Curtis quadrature points, respectively ( Fig. 6 ). 
The statistical mean based on sparse grid in multi-dimensions
an be computed as follows: 
(μl u )(x , t) = 
∑ 
k∈ L (l,n ξ ) 
(
I k 1  ... I k n ξ
)
u (x , t, ξ) (8)
here I k is following the delta formulation as in Eq. (6) and is
efined as the approximate integral of the interpolated function: 
 l u (x , t, ξ) = 
n (l) ∑ 
k =1 
w k,l u (x , t, ξk,l ) (9)
The sensitivity of the quantities of interest to the single input
arameters or to their combinations are quantified using variance
ecomposition method proposed by [17] ; u ( x , t , ξ) is decomposed
n the following form: 
 (x , t, ξ) = 
∑ 
v ⊆V 
u v (x , t, ξ) (10)
here v is a subset of V = 
{
1 , ..., n ξ
}
and u v ( x , t , ξ) is a component
unction only dependent on random variables ξv = { ξ |∀ i ∈ v } . i 
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Fig. 6. Smolyak sparse grid level = 1 with 7 (a) and level = 2 with 25 (b) deterministic CFD simulations. 
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n  The partial variances D v are defined as following; 
D v = V ar(u v ) = 
∫ 
u 2 v df (ξv ) (11)
where f ( ξ v ) is the probability density function of ξ v . 
Considering the orthogonal property of this variance decompo-
sition technique (see [18] and [6] ), the partial variance calculation
can be rewritten as follows: 
D v = 
∫ (∫ 
udf (ξv ′ ) 
)2 
df (ξv ) −
∑ 
r⊂v 
D r (12)
in which v ′ is the complement of v , defined such that 
{
v ∪ v ′ 
}
= V
and 
{
v ∩ v ′ 
}
= ∅ and r is a subset of v . Consequently, the sensi-
tivity index can be defined as the ratio of partial variances to the
total variance, D tot = V ar(u ) = 
∑ 
v ⊆V 
D v : 
S v = D v 
D tot 
(13)
Tang et al. [18] described the calculation of Sobol indices on
tensor grids. The integrals in Eq. (12) need to be approximated for
calculation of Sobol indices. The first term in Eq. (12) is approxi-
mated by splitting the contribution of v and v ′ subset as follows
(more information and derivations can be found in 6 ): ∫ 
udf (ξv ′ ) ≈
∫ 
P l udf (ξv ′ ) 
≈
∑ 
k v 
∑ 
k ′ v 
(
P k v 1 
 ... P k v p 
)
u 
(
I k v ′ 
1 
 ... I k v ′ m 
)
u = P l u v  I l u v ′ 
(14)
Finally, using Eqs. (12) and (14) , the partial variances can be
computed as follows (see 18 ): 
D v ≈ (I l u v ′ ) 2  I l u 2 v −
∑ 
r⊂v 
D r (15)
The effect of the above-mentioned uncertainties on the quanti-
ties of interest is quantified by estimating stochastic means, stan-
dard deviations and partial variances of the time statistics of the
aerodynamics loads, of the surface pressure coefficient distribution,
and of the velocity and pressure fields. 
5. Definition of the text matrix and convergence of the UQ 
procedure 
Initially, uniform input probability distributions are used. The
choice of this input probability distribution is justified by the leastnformative distribution with the highest variance in the intervals
btained from available data and expert judgements. The previ-
usly described UQ procedure, based on the Smolyak sparse grid
xtension of the level-2 Clenshaw-Curtis quadrature points, results
n 25 URANS simulations. The UQ procedure convergence is esti-
ated by comparing the results with those on the nested lower
evels ( Fig. 6 ). The values of the set-up parameters for these 25
eterministic simulations are reported in Table 4 , together with
he obtained time-statistics of the aerodynamic loads, namely t −
 v g(c y ) , t − a v g(c x ) and t − std(c y ) . 
The stochastic mean and standard deviation of the aerodynamic
oad time-statistics are given in Table 5 for different levels of the
tochastic collocation procedure. The RSM is considered on the grid
aving 5.0 × 10 4 nodes, for which grid independence is reached
see Section 3.4 ). The Cumulative Distribution Functions (CDF) of
he previous quantities are given in Fig. 7 for the same levels. The
ifferences between stochastic collocation results obtained at level
 and these at level 2 are in general acceptable. In particular, the
tochastic mean values of t − a v g(c x ) and t − std(c y ) are very well
onverged, the differences being lower than 1%. As for the stochas-
ic mean of t − a v g(c y ) , there is no clear converge with increasing
he level. We accept this behavior, since the values the stochas-
ic mean of this quantity, which should be zero, remain low (see
lso the discussion in Sections. 3.2 and 3.4 ). The differences in the
tochastic standard deviations between levels 1 and 2 are larger for
 − a v g(c x ) and t − std(c y ) , up to 11% for t − std(c y ) . The maxi-
um percent deviation in the CDF of this quantity is indeed 12.7%;
ote that it is localized in the largest values of the CDF, corre-
ponding to the tails of the PDF. Conversely the stochastic standard
eviation of t − a v g(c y ) seems to be well converged (the differ-
nce is 2%). 
Finally, Fig. 8 shows the side-averaged distribution of the time
verage and of the standard deviation in time of the pressure
oefficient; in particular, the thick lines are the stochastic mean
f these quantities, while the shaded areas, delimited by thin
ines, represent the stochastic mean ± the stochastic standard
eviation. The differences between level 1 and 2 of the stochas-
ic collocation procedure are small for all the quantities shown
n Fig. 8 . More quantitatively, the maximum deviations are
.0036 and 0.0025 for the stochastic means of the time-average
nd time standard deviation of C p respectively and 0.0062 and
.0043 for the stochastic standard deviation of the same quan-
ities. Based on the previous analysis, also considering the sig-
ificant costs of a third level, all the UQ results shown in the
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Fig. 7. Cumulative distribution functions of the time statistics of the aerodynamic loads: time-averaged vertical-force coefficient (a), time-averaged horizontal-force coefficient 
(b), standard deviation in time of the vertical-force coefficient (c). Comparison between different levels of the stochastic collocation procedure; RSM and grid having 5.0 ×
10 4 nodes. 
Fig. 8. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the side-averaged distribution of the time-average pressure coefficient (a) and of the 
standard deviation in time of the pressure coefficient (b). Comparison between different levels of the stochastic collocation procedure; RSM and grid having 5.0 × 10 4 nodes. 
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Table 4 
Level-2 Clenshaw-Curtis quadrature points in the parameter space and time statistics of 
the aerodynamic loads obtained in the corresponding deterministic URANS simulations; 
RSM and grid having 5.0 × 10 4 nodes. 
Case α [ ◦] I [%] L [ D ] t − a v g(c y ) t − a v g(c x ) t − std(c y ) 
1 0 0 .0155 2 .5500 0 .0347 1 .0921 0 .6074 
2 −1 .0 0 0 0 0 .0155 2 .5500 −0 .7940 1 .1118 0 .6758 
3 1 .0 0 0 0 0 .0155 2 .5500 0 .8818 1 .1192 0 .6971 
4 −0 .7071 0 .0155 2 .5500 −0 .5502 1 .1037 0 .6395 
5 0 .7071 0 .0155 2 .5500 0 .5989 1 .1115 0 .6574 
6 0 0 .0010 2 .5500 0 .0680 1 .1272 0 .7789 
7 0 0 .0300 2 .5500 0 .0173 1 .0482 0 .3756 
8 −1 .0 0 0 0 0 .0010 2 .5500 −0 .7989 1 .1504 0 .8192 
9 1 .0 0 0 0 0 .0010 2 .5500 0 .9640 1 .1505 0 .8406 
10 −1 .0 0 0 0 0 .0300 2 .5500 −0 .7358 1 .0622 0 .4469 
11 1 .0 0 0 0 0 .0300 2 .5500 0 .7881 1 .0634 0 .4520 
12 0 0 .0052 2 .5500 0 .0550 1 .1239 0 .7628 
13 0 0 .0258 2 .5500 0 .0203 1 .0650 0 .4521 
14 0 0 .0155 0 .10 0 0 0 .0421 1 .1197 0 .7419 
15 0 0 .0155 5 .0 0 0 0 0 .0281 1 .0947 0 .6089 
16 −1 .0 0 0 0 0 .0155 0 .10 0 0 −0 .8127 1 .1419 0 .7906 
17 1 .0 0 0 0 0 .0155 0 .10 0 0 0 .9234 1 .1449 0 .8025 
18 −1 .0 0 0 0 0 .0155 5 .0 0 0 0 −0 .8059 1 .1141 0 .6827 
19 1 .0 0 0 0 0 .0155 5 .0 0 0 0 0 .8769 1 .1179 0 .6941 
20 0 0 .0010 0 .10 0 0 −0 .0601 1 .1270 0 .7790 
21 0 0 .0300 0 .10 0 0 −0 .0413 1 .1140 0 .7051 
22 0 0 .0010 5 .0 0 0 0 −0 .0683 1 .1272 0 .7789 
23 0 0 .0300 5 .0 0 0 0 −0 .0245 1 .0463 0 .3667 
24 0 0 .0155 0 .8176 −0 .0392 1 .10 0 0 0 .6398 
25 0 0 .0155 4 .2824 −0 .0325 1 .0913 0 .6025 
Table 5 
Stochastic mean and standard deviation of the time statistics of the aerodynamic loads 
for different levels of the stochastic collocation procedure; RSM and grid having 5.0 ×
10 4 nodes. 
t − a v g(c y ) t − a v g(c x ) t − std(c y ) 
Stochastic mean (level 0) 0 .0347 1 .0921 0 .6074 
Stochastic mean (level 1) 0 .0405 1 .1035 0 .6464 
Stochastic mean (level 2) −0 .0155 1 .1053 0 .6426 
Stochastic standard deviation (level 0) 0 0 0 
Stochastic standard deviation (level 1) 0 .4840 0 .0267 0 .1322 
Stochastic standard deviation (level 2) 0 .4740 0 .0246 0 .1183 
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procedure. 
6. UQ results for the Reynolds stress model at grid 
independence 
6.1. Time statistics of aerodynamic loads and pressure field 
Fig. 9 shows the stochastic mean ± the stochastic standard
deviation of the following quantities: time-averaged horizontal-
force coefficient, time-averaged vertical-force coefficient and stan-
dard deviation in time of the vertical-force coefficient. The stochas-
tic mean value of the time-averaged horizontal-force coefficient
(1.105) is in good agreement with the ensemble average of the
contributions to BARC (1.074) and with the available experimen-
tal data (1.103), while the stochastic variation is very small, nar-
rower than the already limited dispersion observed among the nu-
merical contributions to BARC. Indeed, the stochastic standard de-
viation of t − a v g(c x ) is 0.024, while the BARC ensemble standard
deviation is 0.129 (5) . The stochastic mean of the time-averaged
vertical-force coefficient is close to zero, as expected; its stochas-
tic variation is quite large, much larger than the variation of this
quantity previously observed with varying statistic sample, gridesolution, stochastic level or blockage. The stochastic variation of
 − a v g(c y ) is mainly due to the fact that the angle of attack is
llowed to assume values up to ± 1 ° (see also Section 6.3 ). Con-
ersely, the stochastic variation of t − std(c y ) (0.118) is signifi-
antly lower than the standard deviation computed in [5] over the
ifferent numerical contributions to BARC (0.374). These results are
 first indication that the impact of the uncertainties in the con-
idered set-up parameters is smaller than that of other sources of
rrors/uncertainties, namely turbulence modeling, numerics, com-
utational set-up. 
The distribution along the cylinder side of the side-averaged
nd time-averaged pressure coefficient is given in Fig. 10 . As pre-
iously, the stochastic mean value ± the stochastic standard de-
iation are shown; they are compared with the ensemble statis-
ics of the different experimental and CFD contributions to BARC
data from [5] ). The stochastic variation of side − a v g(t − a v g(C p ))
s significantly lower than the dispersion of the BARC simulations
nd, even more, of the experimental studies. To provide a more
uantitative comparison, we computed the ensemble standard de-
iations of the experimental and numerical BARC data along the
ylinder surface; they are shown and compared with the stochas-
ic standard deviation in Fig. 10 (c). It can be seen that the stochas-
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Fig. 9. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the time statistics of the aerodynamic loads (RSM and grid having 5.0 × 10 4 nodes): 
time-averaged horizontal-force coefficient (a), time-averaged vertical-force coefficient (b), standard deviation in time of the vertical-force coefficient (c). Comparison with the 
ensemble average and standard deviation of the numerical contributions to BARC [5] and with the experiments by [13,14] . 
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T  ic standard deviation is always lower than the ensemble standard
eviations of BARC contributions. In particular, the maximum value
f the stochastic standard deviation is 0.041, while those of the en-
emble standard deviation of BARC experiments and simulations
re 0.214 and 0.165 respectively. This confirms the previous obser-
ations made for the time statistics of the aerodynamic loads, indi-
ating that the considered uncertainties in the set-up parameters,
hich may be present in experiments, can not solely explain the
ispersion of the BARC experimental data. 
Fig. 11 shows the same comparisons as in Fig. 10 for the side-
veraged standard deviation in time of C p , side − a v g(t − std(C p )) .
he stochastic variation is more significant for this quantity, es-
ecially in the peak zone near the flow reattachment point. This
grees with the previous BARC findings which indicate that this
s one of the most dispersed quantities of interest. However, the
ize of the stochastic uncertainty range is again smaller than the
ispersion observed among the different BARC data. Note that,
he stochastic mean distribution has a different shape than that
f the ensemble average of the experimental and CFD contribu-
ions to BARC; the main difference is that the ensemble average
f the contributions to BARC has a single peak along the cylin-
er side, while in the stochastic mean a minimum is also found
t a distance of approximately 2 D from the upstream corner. This
s however a behavior typical of URANS simulations, as observed
n [5] and shown in Fig. 11 (c). A more quantitative comparison
s provided in Fig. 11 (d), showing the stochastic standard devia-
ion of side − a v g(t − std(C p )) vs. the ensemble standard devia-
ions of the same quantity for the experimental, numerical and
RANS contributions to BARC. Once again the stochastic standard
eviation is lower than those of the BARC contributions on the
hole cylinder lateral surface; the maximum values are 0.046 for
he stochastic standard deviation, 0.068, 0.108 and 0.124 for the
xperimental, numerical and URANS contributions to BARC respec-
ively. 
The stochastic mean and standard deviation of the time-average
nd of the time standard deviation of C p in the whole flow field
re shown in Fig. 12 . The uncertainty in the time-averaged pres-
ure coefficient has its maximum on the cylinder side in the
one where it has a significant gradient, which corresponds to the
hange of curvature of the mean streamlines in the rear part of the
ain flow separation zone on the cylinder side (see Fig. 2 ). These
esults agree with those relative to side − a v g(t − a v g(C p )) on the
p  ylinder side of Fig. 10 previously commented. The stochastic stan-
ard deviation of side − a v g(t − std(C p )) is again significant on
he cylinder side, in the zone in which side − a v g(t − std(C p )) has
 peak, which is also the one in which the largest dispersion has
een observed in the BARC contributions (5) . However, the largest
tochastic uncertainty in the time standard deviation of pressure
oefficient is in the near wake where there is vortex shedding and
his is probably due to changes in the wake topology occurring
hen the angle of attack is changed. 
.2. Time statistics of the velocity field 
Fig. 13 shows the stochastic mean and standard deviation of the
ime average and time standard deviation of the velocity magni-
ude. It can be seen that the largest uncertainty in the mean veloc-
ty magnitude is in the shear-layers detaching from the upstream
orners and in the zone in which the mean flow reattaches on the
ylinder side. This means that the size of the detached zone on the
ylinder side is significantly sensitive to the considered uncertain
arameters. The BARC predictions of the location of flow reattach-
ent and of the size and shape of the mean recirculation zone on
he cylinder side were also found to be largely dispersed (5) . In
rder to better quantify this variability, the reattachment point lo-
ation was identified in each simulation and uncertainty quantifi-
ation was carried out also for this quantity. To provide a consis-
ent comparison with the results shown in [5] , we carried out the
Q analysis for the average of the coordinate x / D of the reattach-
ent point on the top (y/D = 0 . 5) and bottom (y/D = −0 . 5) cylin-
er surfaces, although this smooths the asymmetries in the cases
n which the incidence is not equal to zero. The results are shown
n Fig. 14 , showing the stochastic mean ± standard deviation of
he reattachment point x / D coordinate, compared with the ensem-
le average and standard deviations of the numerical contributions
eviewed in [5] . The available experimental data in [5] is also re-
orted. The stochastic mean values obtained in the present simula-
ions are noticeably lower than the experimental value and of the
nsemble average of the BARC contributions, being even outside
f the variability range of the BARC results. This is probably due
o the RSM turbulence model, as it will be shown in Section 8 .
he stochastic variance is once again lower than the global dis-
ersion of the BARC results, confirming that, also for the location
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Fig. 10. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the side- and time-averaged pressure coefficient (RSM and grid having 5.0 × 10 4 nodes); 
comparison with the ensemble statistics of the BARC experiments (a) and numerical simulations (b) (data from 5 ). Stochastic standard deviation vs. ensemble standard 
deviation of BARC contributions (c). 
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Fig. 11. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the side-averaged standard deviation in time of the pressure coefficient (RSM and grid 
having 5.0 × 10 4 nodes); comparison with the ensemble statistics of the BARC experiments (a), of the numerical simulations (b) and of the URANS simulations (c) (data 
from 5 ). Stochastic standard deviation vs. ensemble standard deviation of BARC contributions (d). 
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Fig. 12. Stochastic mean and standard deviation of the time-average and of the time-standard-deviation of pressure coefficient. RSM and grid having 5.0 × 10 4 nodes. 
Table 6 
Stochastic variance decomposition of the time statistics of the aerodynamic loads; 
RSM and grid having 5.0 × 10 4 nodes. 
S α S I S L S α−I S α−L S I−L S α−I−L 
t − a v g(c x ) 0 .090 0 .762 0 .079 0 .002 0 0 .067 0 
t − a v g(c y ) 0 .994 0 0 .004 0 .002 0 0 .001 0 
t − std(c y ) 0 .034 0 .829 0 .065 0 .001 0 .001 0 .070 0 
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t  of the reattachment point, the considered uncertainties do not ex-
plain the observed dispersion of the BARC results. 
6.3. Variance decomposition 
The partial variances of quantities of interest to the different
uncertain parameters are analyzed in this section. As previously,
the simulations with RSM on the grid having 5 × 10 4 nodes and
level 2 for the UQ procedure are considered. The partial variances
for the time statistics of the aerodynamic loads are reported in
Table 6 as a fraction of the total stochastic variance. The partial
variances are the stochastic variances due to the uncertainties in
the single set-up parameters, α, I, L , and to their interaction, α − I,
α − L, I − L, α − I − L . As expected, the angle of incidence α is
the only parameter significantly influencing the t − a v g(c y ) . Con-
versely, the freestream turbulence intensity I is the most impor-ant parameter for the t − a v g(c x ) and the t − std(c y ) . Therefore,
his parameter should be carefully reproduced in numerical sim-
lations to have consistent comparison with the experiments. The
reestream turbulence length scale L , which is difficult to be char-
cterized in experiments, is the least important parameter. Indeed,
t has a significant impact only on the variance of t − a v g(c x ) ,
hich, however, is characterized by a very low total stochastic vari-
nce. As for the combined impact of the uncertainties in the differ-
nt parameters, only I and L have a significant interaction, as could
ave been expected, since they both characterize the freestream
urbulence. 
The partial stochastic variances of the time average and stan-
ard deviation of the surface pressure coefficient, due to the single
et-up parameters, are shown in Fig. 15 . The angle of attack α is
he most important parameter for the side − a v g(t − a v g(C p )) . On
he cylinder base the sensitivity to α decreases, indicating that the
ortex shedding behind the cylinder is not considerably affected by
he angle of attack. Conversely, it is known that the turbulence in-
ensity influences the characteristics of the vortex shedding and of
he near wake and this is consistent with the augmented stochastic
ensitivity to I . On the other hand, the inlet turbulence intensity I
s the most dominant parameter on the variation of side − a v g(t −
td(C p )) . Only near the local minimum of side − a v g(t − std(C p )) ,
round s/D = 2 . 5 (see Fig. 11 ), the sensitivity to the turbulence in-
ensity significantly drops, α becoming the most important param-
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Fig. 13. Stochastic mean and standard deviation of the time-average and time-standard-deviation of velocity magnitude. RSM and grid having 5.0 × 10 4 nodes. 
Fig. 14. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of 
the side-averaged streamwise coordinate of the mean flow reattachment point (RSM 
and grid having 5.0 × 10 4 nodes); comparison with the ensemble statistics of the 
BARC results and with the experimental data (data from 5 ). 
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t  ter. However, it can be seen in Fig. 11 that in this zone the global
tochastic variance of side − a v g(t − std(C p )) is very low, confirm-
ng that the sensitivity of this quantity to α is actually low every-
here. . Analysis of the input PDF effect on the UQ results 
The choice of uniform distribution for set-up parameters was
ustified by lack of information on distribution functions. How-
ver, in this Section UQ results are shown for two additional differ-
nt input probability distributions, to investigate the impact of the
hoice of the set-up parameter PDF on the aleatoric uncertainty
ropagation. Note that the PDF of the input parameters must be
hosen a-priori and, in this case, no information is available on
heir shape. A beta distribution with shape parameters α = β = 4
s chosen because it resembles a normal distribution, bounded in
he same interval as the original uniform distribution. A uniform
istribution with the reduced variance equal to variance of the
hosen beta distribution is also considered, in order to isolate the
istribution shape effect. The standard deviation of the considered
eta distribution is 1/3 ≈ 0.333, while the standard deviation of
he original uniform distribution on the normalized interval [ −1 , 1]
s 1 / 
√ 
3 ≈ 0 . 577 . Fig. 16 (a) shows the different types of input prob-
bility distributions rescaled on the interval [ −1 , 1] ; those actually
sed for the input parameters can be easily obtained by proper
escaling to the considered ranges of variation and relevant nor-
alization. The related cumulative distributions are also shown in
ig. 16 (b). 
The effect of different distribution functions on the time statis-
ics of the aerodynamic loads is shown in Fig. 17 . As can be seen,
here is practically no difference between the results for the beta
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Fig. 15. Stochastic variance decomposition of the side- and time-averaged surface pressure coefficient (a) and of the side-averaged standard deviation in time of the surface 
pressure coefficient (b) (RSM and grid having 5.0 × 10 4 nodes). 
Fig. 16. Comparison among the original uniform input distribution, U , the beta distribution, β , and an uniform input distribution with the same variance as the beta 
distribution, U 2. 
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Fig. 17. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the time statistics of the aerodynamic loads for different input PDFs (RSM and grid having 
5.0 × 10 4 nodes): time-averaged horizontal-force coefficient (a), time-averaged vertical-force coefficient (b), standard deviation in time of the vertical-force coefficient (c). 
Comparison with the ensemble average and variation of the numerical contributions to BARC [5] and with the experiments by [13,14] . The symbols U, β and U 2 are the 
same as in Fig. 16 . 
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Table 7 
Stochastic variance decomposition of the time statistics of the aerodynamic 
loads; SST k − ω and grid having 5.0 × 10 4 nodes. 
S α S I S L S α−I S α−L S I−L S α−I−L 
t − a v g(c x ) 0 .880 0 .101 0 .005 0 0 0 .014 0 
t − a v g(c y ) 1 .0 0 0 0 0 0 0 0 0 
t − std(c y ) 0 .379 0 .520 0 .032 0 .001 0 0 .068 0 
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s  nd uniform distributions with the same input variance, thus the
ost important parameter seems to be the variance and not the
hape of the input PDFs. The stochastic mean values of the time
tatistics of the aerodynamic loads obtained for the original uni-
orm input PDF are very similar to those obtained for the other
wo input distributions, while the stochastic standard deviation is
arger. As it was previously pointed out, the standard deviation of
he initial uniform distribution is larger than the variance of the
eta distribution on the same parametric interval. 
The same holds for the statistics of the surface pressure coeffi-
ient (see Fig. 18 ). The major effect of changing the input probabil-
ty distribution is observed in the stochastic standard deviation of
he side − a v g(t − std(C p )) ; as for the time statistics of the aero-
ynamic loads, the original uniform distribution leads to a larger
utput stochastic variance than the beta distribution, while the re-
ults obtained with the beta distribution are practically not dis-
inguishable from those given by the uniform distribution having
he same σ . Analogous considerations can also be made from the
nalysis of the UQ results for the pressure and velocity fields (not
hown herein for the sake of brevity). 
. Effect of the turbulence model on the UQ results 
In this Section the UQ results obtained by using the SST k − ω
urbulence model are compared with the ones given by the RSM,
n order to highlight the effect of the selection of the turbulence
odel on the propagation of aleatoric uncertainties. The same grid
aving 5 × 10 4 nodes is chosen, to single out the effect of turbu-
ence modeling from that of discretization errors. The original uni-
orm probability distribution of the input parameters is considered
n both cases. 
Differences in the stochastic mean values of the time statistics
f the aerodynamic loads are found, especially for t − a v g(c x ) and
 − std(c y ) (see Fig. 19 ). Moreover, for all the considered quanti-
ies, the stochastic standard deviation is larger for the RSM com-
ared to the SST k − ω turbulence model, meaning that this latter
s less sensitive to uncertainties in the considered set-up parame-
ers. For both models, however, the UQ dispersion for t − a v g(c x )
nd t − std(c y ) is significantly smaller than the one found in the
ARC numerical contributions (see the previous discussion of the
Q results for RSM in Section 6.1 ). As previously observed, a large
ariability of t − a v g(c y ) is observed, because of the considered
ariation in the angle of attack. Regarding the pressure coefficient distribution, for both turbu-
ence models the propagation of the uncertainty in the inlet condi-
ions is considerably narrower than the overall dispersion of BARC
umerical results (see Fig. 20 ). As observed for the aerodynamic
oads, the stochastic standard deviations of the time-averaged and
f the standard deviation in time of the pressure coefficient are
efinitely smaller for the SST k − ω than for the RSM. In partic-
lar, the maximum values of the stochastic standard deviation of
 − a v g(C p ) and t − std(C p ) for the SST k − ω model are 0.012 and
.004, to be compared with 0.041 and 0.046 obtained for the RSM
see Section 6.1 ). Significant differences between the results of the
wo turbulence models are found also in terms of stochastic mean
f t − std(C p ) (see Fig. 20 ), much larger than the variability due to
he considered uncertainties. 
As previously highlighted, the mean and fluctuating pressure
istribution on the cylinder side is strongly linked to the mean
ow topology and, in particular, with the location of the mean
ow reattachment. Fig. 21 shows the stochastic mean ± standard
eviation of the side-averaged reattachment point x / D coordinate
btained with the SST k − ω model and RSM (already shown in
ig. 14 ) compared with the ensemble average and standard devia-
ions of the numerical contributions reviewed in [5] . The stochas-
ic mean values obtained with the SST k − ω model are compara-
le to the ensemble average of the BARC simulation results. Finally,
lso for this quantity, the stochastic variance of the predictions of
he SST k − ω model is reduced compared to that of in RSM. 
The uncertainty propagation results on the complete veloc-
ty and pressure field (not shown herein for the sake of brevity)
howed that the distributions of stochastic mean and standard de-
iation are qualitatively similar for the two turbulence models.
owever, more quantitatively, the values of the stochastic standard
eviation are lower for the SST k − ω, as it was remarked previ-
usly. 
Table 7 shows the partial variance decomposition of the time
tatistics of the aerodynamic loads for the SST k − ω model (to be
186 A. Mariotti et al. / Computers and Fluids 136 (2016) 170–192 
Fig. 18. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the side- and time averaged pressure coefficient (a) and of the side-averaged standard 
deviation in time of the pressure coefficient (b,c) for different input PDFs. Comparison with the ensemble statistics of the BARC numerical simulations (a,b) and of the URANS 
contribution to BARC (c) (data from 5 ). RSM and grid having 5.0 × 10 4 nodes. The symbols for the data from [5] are the same as in Figs. 10 and 11 ; the symbols U, β and 
U 2 are the same as in Fig. 16 . 
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Fig. 19. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the time statistics of the aerodynamic loads for the SST k − ω turbulence model (grid 
having 5.0 × 10 4 nodes): time-averaged horizontal-force coefficient (a), time-averaged vertical-force coefficient (b), standard deviation in time of the vertical-force coefficient 
(c). Comparison with the results for the RSM on the same grid and with the ensemble average and variation of the numerical contributions to BARC (data from 5 ). 
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s  ompared with Table 6 ). As expected, the variance of t − a v g(c y )
s dominated by the uncertainty in the angle of attack. For t −
 v g(c x ) and t − std(c y ) , it is interesting to note that the impact of
ncertainties in the inlet turbulence intensity is noticeably reduced
or the SST k − ω model compared with that observed for the RSM
odel. This reduced sensitivity to I may also explain the reduced
ispersion of the results obtained with the SST k − ω model: since
ith this model the sensitivity to I is reduced and, as observed
reviously, α and L are less impacting parameters, this leads to a
maller variances in the quantities of interest. 
The partial stochastic variances of the time-averaged and stan-
ard deviation of the surface pressure coefficient, due to the single
et-up parameters, are shown in Fig. 22 . Compared to the anal-
gous partial variances for the RSM, shown in Fig. 15 and com-
ented in Section 6 , the sensitivity to the freestream turbulence
ntensity is once again noticeably lower for the SST k − ω model.
s observed previously for the aerodynamic loads, this may explain
he reduced global stochastic variance of the time-averaged and
uctuating pressure distribution over the cylinder side observed
or the SST k − ω model 
. Effect of grid resolution on the UQ results 
In this Section the effects of the spatial discretization error on
he UQ results are analyzed, by comparing the UQ results obtained
y using both turbulence models on the grid having 5 × 10 4 nodes
ith the ones obtained on the grid having 1.2 × 10 4 nodes. 
The main effect of grid resolution is on the stochastic mean
alue of the time statistics of the aerodynamic loads (see Fig. 23 ),
hile the stochastic variances remain relatively unchanged. The
ame observation can be made for the time average and stan-
ard deviation of the pressure coefficient on the cylinder side (see
ig. 24 ) and for the reattachment point location on the cylinder
ide ( Fig. 25 ). 
Thus, it seems that the discretization error does not signifi-
antly affect the propagation of aleatoric uncertainties for both the
urbulence models selected in this study. 
0. Concluding remarks 
The propagation of aleatoric uncertainties in three freestream
ow parameters of the BARC configuration, namely the angle of
ttack, the freestream turbulence intensity and length scale, was
nvestigated through two-dimensional URANS simulations and atochastic collocation method. The effect of the chosen turbulence
odel was appraised by repeating the stochastic analysis for two
ifferent models, namely SST k − ω and RSM, on the same grid.
urthermore, the impact on the UQ results of the assumed PDF
hape for the input uncertain parameters was quantified for the
SM. Finally, the impact of spatial discretization was also esti-
ated by carrying out the UQ and sensitivity analyses for two dif-
erent grid resolutions. 
The quantities of interest that have been found to be the most
ensitive to the considered uncertainties are those that are also
haracterized by the largest dispersion among the BARC contribu-
ions, as e.g. the standard deviations in time of the vertical-force
oefficient and of the pressure distribution over the cylinder sur-
ace. Nonetheless, the propagation of the considered set-up un-
ertainties leads to a variability of the present results which is
maller than that of the BARC experimental contributions. Thus,
t seems that the dispersion of the experimental data collected in
ARC can not be solely explained by the considered uncertainties
n the freestream flow conditions. 
A practical issue in stochastic sensitivity analysis is the lack of
nformation on the PDFs of the uncertain input parameters, which
re usually guessed. Hence, it is interesting to evaluate how much
his guess impacts on the UQ results. In our case, it has been found
hat the most important parameter is the variance and not the
hape of the input PDFs and that this affects the stochastic stan-
ard deviation of the quantities of interest, while the stochastic
ean values remain practically unchanged. 
Another issue is how much the sensitivity to the uncertainties
n the freestream parameters obtained in the present work de-
ends on the turbulence modeling. Indeed, it has been found that
he turbulence model has a significant effect on the statistic mean
ut also on the the variability of the output quantities with the
et-up parameter uncertainties. In particular, the stochastic stan-
ard deviations for all the time statistics of the aerodynamic loads
nd for the pressure coefficient distributions are larger for the RSM
han for the SST k − ω turbulence model. Considering the partial
ariances to each input parameter, the results obtained with the
SM model are significantly more sensitive to the uncertainty in
he freestream turbulence intensity than those of the SST k − ω
odel. This may also explain the larger variability of the results
iven by RSM. For both turbulence models, the freestream tur-
ulence length scale L is the less influential parameter. One may
onder whether in a simulation in which part of the turbulence
cales are resolved, as in LES, the sensitivity to the freestream tur-
188 A. Mariotti et al. / Computers and Fluids 136 (2016) 170–192 
Fig. 20. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the side- and time averaged pressure coefficient (a) and of the side-averaged standard 
deviation in time of the pressure coefficient (b,c) for the SST k − ω turbulence model (grid having 5.0 × 10 4 nodes). Comparison with the results for the RSM on the same 
grid and with the ensemble statistics of the BARC numerical simulations (a,b) and of the URANS contribution to BARC (c) (data from 5 ). The symbols for the data from 
[5] are the same as in Figs. 10 and 11 . 
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Fig. 21. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of 
the side-averaged streamwise coordinate of the mean flow reattachment point for 
the SST k − ω turbulence model (grid having 5.0 × 10 4 nodes). Comparison with 
the results for the RSM on the same grid and with the ensemble statistics of the 
BARC numerical simulations and with the experimental data (data from 5 ). 
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pulence features would be larger. This issue would require further
nvestigation, but this implies remarkable additional difficulties. In-ig. 22. Stochastic variance decomposition of the side- and time-averaged surface pressur
ressure coefficient (b) (for the SST k − ω model and grid having 5.0 × 10 4 nodes). eed, in addition to the large computational costs of each sim-
lation, the problem of generating suitable freestream conditions
or LES when only bulk information on the turbulence features is
vailable, as e.g. turbulence intensity and scale, is still an open is-
ue in the literature. Therefore, another source of uncertainty/error
elated to the used methodology for generation of freestream con-
itions would be introduced. 
Furthermore, the discretization error has been estimated herein
y considering UQ results on two different grids. The main effect
f grid resolution is a small variation of the stochastic mean value
f the quantities of interest, while the stochastic standard devia-
ions are almost unchanged. Thus, it seems that the discretization
rrors do not significantly affect the propagation of the considered
leatoric uncertainties in the freestream parameters, at least for
he turbulence models selected in this study. 
Additional aleatoric uncertainties are present in the experi-
ents; the main ones are related to the model geometry, and,
n particular, to the sharpness of the corners and to the surface
oughness. The stochastic methodology used in the present analy-
is can in principle be adopted also to quantify the impact of these
eometrical uncertainties, although additional technical issues are
resent in this case, such as defining stochastic input distributionse coefficient (a) and of the side-averaged standard deviation in time of the surface 
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Fig. 23. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the time statistics of the aerodynamic loads on the grid having 1.2 × 10 4 nodes and 
comparison with the ones on the grid having 5 × 10 4 nodes and with the ensemble statistics of the BARC simulations (data from 5 ). Time-averaged horizontal-force 
coefficient (a), time-averaged vertical-force coefficient (b) and standard deviation in time of the vertical-force coefficient (c). 
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cof spatially varying geometrical uncertainties and the need for re-
meshing. 
Other known differences exist in the set-up of the BARC ex-
periments, namely different blockage ratios and different spanwise
lengths of the model. The differences in blockage ratio, in the range
of the BARC experiments, are not expected to have a significant
impact, as confirmed by a deterministic numerical sensitivity anal-
ysis carried out herein. Conversely, the differences in the spanwise
length of the model might be important. As previously discussed,
however, a numerical stochastic analysis of the impact of the span-
wise length would imply huge computational costs. Indeed, it is
questionable whether a URANS approach can accurately capture
3D effects. Lar ge-eddy simulation would be more suitable, but that
type of approach requires very fine grid resolution, which increases
dramatically the computational cost of each deterministic simula-
tion. This is beyond the scope of the present paper and could be
the object of future research. Finally, from a practical point of view, the results of
he present work give useful clues for URANS simulations
f the BARC configuration and of similar problems. For in-
tance, it appears that it is not important to reproduce the
reestream turbulence length, which is usually not available from
xperiments. 
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Fig. 24. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) of the side- and time averaged pressure coefficient (a) and of the side-averaged standard 
deviation in time of the pressure coefficient (b,c) for different grid resolutions and turbulence models (grid having 5.0 × 10 4 nodes). Comparison with the ensemble statistics 
of the BARC numerical simulations (a,b) and of the URANS contribution to BARC (c) (data from 5 ). The symbols for the data from [5] are the same as in Figs. 10 and 11 . 
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Fig. 25. Stochastic mean (thick line) ± stochastic standard deviation (thin lines) 
of the side-averaged streamwise coordinate of the mean flow reattachment point 
for different grid resolutions and turbulence models. The results are also compared 
with the ensemble statistics of the BARC numerical simulations and with the ex- 
perimental data (data from 5 ). 
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