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1. Introduction 
The objective of this thesis has been to account for trade theories and their predictions, especially concerning intra­industry trade, trade within one industry. A secondary objective has been to account for European integration the last 50 years or so and describe what this has done to trade in European countries. A third objective, which is closely linked to the previous, has been to describe the development of intra‐industry trade the last 40 years in Europe. In previous research, a few predictions about intra‐industry trade has emerged. Intra‐industry trade is a phenomenon of rich and similar countries. It is also believed to be a phenomenon of larger countries. Research also shows that intra‐industry trade is largest in the group of commodities known as intermediate goods (as opposed to primary goods or final goods). A fourth objective has then been to try to test some of the predictions about intra‐industry trade. The thesis is arranged as follows: Chapter two gives a short introduction to traditional trade models, their predictions and some warranted critique. It is important to understand the traditional models, because they still predict much of the trade we see today, especially between underdeveloped countries. Inter­
industry trade, trade between different industries, is still important when it comes to understanding trade patterns. Furthermore, it is also important to understand the limitations of theses theories, and why they cannot explain intra‐industry trade.  Chapter three contains variations of the traditional models and models of monopolistic competition. The main focus in this chapter is in which situations intra‐industry trade will be predicted. I show that, although several assumptions are relaxed and many extensions made, the predictions of the traditional models is still inter‐industry trade. The larger part of chapter three is devoted to models of monopolistic competition and increasing returns to scale, specifically the Helpman/Krugman model with one and two sectors, and extensions of these. These models will predict intra‐industry trade, but still make room for inter‐industry trade. 
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Chapter four contains theories on how to measure intra‐industry trade. To have a measure of intra‐industry trade is both useful and interesting in several ways. For instance, different type of trade patterns might have different implications for trade policies.  Chapter five gives a short account of European integration through the development of the European Union and the common currency, and the consequences for trade. I also use one of Krugman’s models presented in chapter three to show how reduced transportation costs might shift production of manufactured goods from rural to central areas.  Chapter six and seven are my own empirical data, where chapter six concentrates on the Grubel‐Lloyd index and chapter seven entails two simple regressions. All data is from COMTRADE and the World Bank, and Stata has been used to manipulate the data throughout. The results in these chapters are in accordance with previous empirical research. We see that intra‐industry trade increased from 1970 to 1990, leveling out in the mid 90’s and showing a slight decrease the last 15 years of the study. This pattern is quite stable over all country groups, even though the Eastern European countries have not experienced the rapid growth and decrease, but has had a more subtle development. We see that the larger countries exhibit higher share of intra‐industry trade than smaller ones, giving support to the hypothesis than country size matters. We see that countries who are large producers of primary goods exhibit a very low share of intra‐industry trade, giving support to the hypothesis that intra‐industry trade occurs mainly with intermediate goods. We also see that the European countries largest intra‐industry trading partners are the European countries themselves, giving support to the hypothesis that intra‐industry trade is a phenomenon of similar (and rich) countries. The regressions in chapter seven contains the dependent variable ‘share of intra‐industry trade’ (expressed in two different ways) and five independent variables, testing for similarities and differences in GDP, GDP pre capita and distance. In almost all cases, the variables are significant at very high confidence levels and the signs of the variables give support to the hypothesis previously mentioned. 
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According to this data, we must conclude that differences in GDP and GDP per capita gives lower intra‐industry trade and that similarities in these two variables give a higher share of intra‐industry trade between trading partners. Distance is also a factor, giving lower intra‐industry trade the further the countries are apart.   Chapter eight contains some concluding remarks. Although the data presented in this thesis is in accordance with previous results, and also support my own hypothesis, one should exhibit caution when interpreting the data because of the limitations in the data itself and the modeling techniques used. Some years are missing from the study and GDP data is not available for all countries and years. Using the Grubel‐Lloyd index is not without limitations and, of course, several other variables might have been included in the regression.           
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2. Traditional trade models and comparative advantages 
Traditional trade models are often based on the concept of comparative advantages. A country has a comparative advantage in producing a good if the opportunity cost of producing that good in terms of other goods is lower in that country than it is in other countries. These models are often based on several strict assumptions; perfect competition, no factor mobility, identical preferences among consumers and constant returns to scale, to mention some. In their simplest form, they also disregard trade barriers and transportation costs.   2.1 Ricardian trade theory Comparative advantages can occur because a country has a technological advantage in the production of one or more commodities, relative to the other country. It is the relative relationship between the production efficiency of different commodities, the opportunity cost, that will decide if trade will be beneficial for the two countries. This was first described by Ricardo in ‘The Principals of Political Economy and Taxation’ (1817). Here, he uses production of wine and cloth in England and Portugal as an example. If Portugal can produce both cloth and wine more efficiently than England, will it be beneficial for the two countries to trade? Yes, according to Ricardo, if the relative cost in production of the two commodities is different in the two countries. This can easily be demonstrated with an example. Let us say that Portugal use five hours to produce one unit of cloth and three hours to produce one unit of wine, and the numbers for England is six hours and nine hours, respectively. We see that Portugal is more efficient in production of both commodities, they have an absolute advantage in production of both cloth and wine. If we look at the situation within the countries, the cost of producing one unit of cloth, measured in the cost of producing one unit of wine, will be 5/3 in Portugal and 6/9 = 2/3 in England. The alternative cost of producing cloth is lower in England than in Portugal, and this is the source of the comparative advantage. It will be beneficial for England to produce cloth, which they can trade for wine from Portugal. As a generalization, there are three different outcomes when it comes to production. Either England can produce both cloth and wine and Portugal only wine. England 
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would then export cloth to Portugal. Or, England can produce only cloth and Portugal only wine and they would export their respective commodities to each other. Or, as a third alternative, England can produce only cloth and Portugal both commodities, making Portugal the exporter of wine. In no situation would the two countries export the same commodity. Exactly how the trade pattern will look and if both countries will benefit from trade depends on their respective starting point before trade, and on the relative demand for the goods. But it is clear that at least one of the countries will benefit from trade under these circumstances, according to Ricardo. 2.2 The Heckscher‐Ohlin‐Samuelson model Comparative advantages may also occur because one country might have more of the resources or the factors of production that are needed to produce the commodities, while technologies across countries are the same. This was first discussed by Heckscher and Ohlin (‘Heckscher‐Ohlin Trade Theory’, 19911). The model was later developed to become a full mathematical model by Samuelson, and is now widely known as the Heckscher‐Ohlin‐Samuelson model (the HOS model). From this model we can derive several important results. The Heckscher‐Ohlin theorem says that a country will export the commodity which intensely uses the factor of production that the country is relatively well endowed with and import the commodity which intensely uses the factor of production that the country is relatively scarcely endowed with. The second result from the HOS model is the Rybczynski theorem, which says that if a country gets an extra unit of a factor of production, the production of the commodity that use this factor intensively will grow, and the production of the other commodity will decline. The Stopler‐Samuelson theorem says that if the price of a commodity goes up, the price of the factor that is used intensively in the production of this commodity will go up too. The price of the other factor will go down. And; the factor price equalization theorem says that international trade                                                         1 The original 1919 article by Heckscher and the 1924 dissertation by Ohlin have been translated 
from Swedish and edited by Harry Flam and June Flanders as Heckscher and Ohlin 1991.   
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will equalize the price of the commodity that is traded, and therefore also the price of the factor of production.  2.3 Which countries will trade and what will be traded? According to traditional trade models, it is the differences between countries that give way for beneficial trade. The HOS model predicts inter‐industry trade, trade in differentiated industries. The HOS model, like the Ricardo model, predicts trade in different commodities with countries that are different in structure. According to Ricardo’s model and the HOS model, we would expect to see an increasing volume of trade between different countries and a declining amount of trade between more similar countries. The more similar the countries are, the less trade should be expected to occur, up to the point where the countries are so similar that trade would stop, because none of the countries would have an incentive to trade with each other.  Since the two models also disregard trade barriers and cost linked to trade, they  say that the distance between countries does not affect the trade flows and which countries who trade with whom. We should expect to see that neighboring countries trade just as much as countries that are continents apart. But because there are cost and occasional trade barriers linked to trade, it is more difficult to trade with countries that are further apart. Trade between neighboring countries dominate (particularly in Europe, see chapter 6.3). Trade politics and the existence of trade unions and monetary unions also affect the trade flows. Unions are typically designed to lessen the costs of trade, so that the real world situation will be more similar to the predictions of the traditional trade models.  The traditional trade models predict that countries will export the commoditie(s) in which they have a comparative advantage. Only one country can have a comparative advantage in an industry, therefore only one country will  export commodities from that industry (in a two‐country model). In the example from Ricardo regarding England and Portugal, we see that the two countries export different commodities. Again, there is no situation where the two 
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countries would export the same commodity. This also applies to the HOS model. The traditional trade models give a simple picture of trade flows – you produce/export commodities in one industry and import commodities in another industry, which we call inter‐industry trade. This kind of trade is dominating in most of the world, although intra‐industry trade (IIT), trade within one industry, is increasing (see chapter 6.3). Even though intra‐industry trade seems to have leveled out from the mid 1990s, it still accounts for a lot of trade, especially between industrialized countries (see for instance Brulhart (2008)). The traditional trade models cannot explain this phenomenon.  2.4 Critique  We see that the traditional trade models fail to predict the trade patterns we see today, particularly trade in commodities within the same industry. This does not necessarily mean that the models are wrong. A lot of world trade, especially among underdeveloped countries, are of the kind that comparative advantages would predict. We might need a supplement, something to challenge some of the underlying assumptions of the traditional models. Some of these assumptions are quite rigid and might not hold up in all situations. For instance, the assumption of perfect competition that most traditional trade models, including the Ricardian model and the HOS model, take as granted. There are many markets that are not perfectly competitive. In international trade, especially, it would be extremely difficult to argue that the assumption of perfect competition would hold. The assumption of perfect information is particularly difficult to defend, since keeping secrets in the business world seems to have evolved to an art form.  The assumption of constant returns to scale is also worth noting. Constant returns to scale occurs when, if you double the inputs used in production, the output will exactly double too. This is not necessarily true, a lot of production entails a fixed and a variable cost, and only the variable cost is linked to the amount of production (at least up to a certain point). As production increases, and as long as the fixed cost stays fixed, the producer will experience diminishing average cost, leading to increasing returns to scale. Increasing returns to scale 
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often lead to big firms. Big investments pay off for big companies, because they have many units to divide the extra fixed costs on. That is why a lot of industries that require large investments are dominated by few and large firms (see for instance Krugman (1991)).  That comparative advantages exists does not necessarily mean that they should be exploited to the full. Comparative advantages only take into account the production costs of a good, not transportation cost or other costs related to export and import. If these other costs are high, the gain from efficiency in production might be eaten up when the good is being exported. You could end up with a total cost (production and transportation) that is higher that just producing the good at home. If we want to get a clear picture of weather comparative advantages really gives a gain when traded, all costs must be accounted for.  To assume that all countries exhibit identical technologies is also a serious oversimplification. Only the HOS model assumes this, in the Ricardian model it is actually the source of comparative advantages. Still the results when it comes to predicting trade are the same in the two models. Countries do not exhibit identical technologies, or else we would not have ‘industrialized countries’ and ‘developing countries’. There are several theories and explanations for why this is so, but the simplest one is this; some countries have natural advantages when it comes to producing primary goods, some do not. Some have natural resources that warrants energy consuming production. Some lack advantages in production and need to use knowledge as their primary advantage. And time will foster development. Norway is an interesting example in this context. Starting out as a fishing nation abundant in natural resources, Norway produced fish, timber and agricultural products both for domestic consumption and exports. Norway was early industrialized, before we, in the 70’s, discovered huge reserves of oil and gas, shifting the labor demand towards this industry. This industry was much more profitable than many others, driving labor and production away from what was originally produced. Now the oil and gas sector in Norway is 23 percent of total GDP (2011), while we only produce ten percent of the apples we eat. This kind of production is also based, to a large extent, on 
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knowledge, forcing labor in Norway to become skilled and forcing the Norwegian firms to focus on research and development, making Norway a high‐tech nation.  The traditional trade models do not say anything about which countries that will engage in trade, if they are rich, poor or in the middle, if the rich will trade with the rich, the poor with the poor and so on. The income level in the respective countries, and if this affects the trade flows, is not accounted for.                
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3. Taking critique into account 3.1 New Ricardian trade theory Several extensions and versions of the Ricardian model has been made to make it a better predictor of trade flows. One of the most influential of these is the Ricardo‐Viner model, or the ‘Specific factor’ model. This model assumes that each industry employs more than one factor, that one factor is mobile between industries, while the other(s) are specific to each industry. For instance one can think of land being a specific factor in agriculture and capital being a specific factor in manufacturing (while they also employ other factors of production such as mobile labor). While the model relaxes one of the central assumptions of the traditional Ricardian theory, it does not, however, produce significantly different results when it comes to predicting trade patterns.   Another version of the Ricardo model is Dornbusch, Fisher and Samuelsons (1977a) Ricardo model with a continuum of goods, as apposed to the traditional model where the number of goods is limited. While this model predicts that countries will specialize in producing different goods, it does not, however, predict intra‐industry trade between countries.   In this model, Dornbusch, Fisher and Samuelson also offer several other extensions of the traditional model, for instance one where they incorporate transportation costs. Transportation costs are assumed to be of the iceberg type, following Samuelson (1954). This implies that if a commodity z is exported, only a fraction of that (1/τ , where τ >1) will arrive at its destination. They go on to show that this makes some commodities non‐tradable, because of the added cost of transportation. This is a huge contribution to the discussion about exploiting comparative advantages to the full, mentioned in chapter 2.4, where they actually show that one needs to take other considerations into account when exploiting comparative advantages. Not all comparative advantages are worth exploiting to the full. Even though this a valid and very important extension, this does not change the predictions of the model when it comes to intra‐industry trade. 
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3.2 New HOS theory Leontief (1953) was one of the first to confront the HOS model with actual data. He had computed the amount of labor and capital used in each industry in the U.S. in 1947. He also used U.S. trade data to compute the amounts of labor and capital used in the production of $1 million of U.S. exports and imports. Since he did not have the respective numbers for U.S. trading partners, he simply used the U.S. technology to calculate the amount of labor and capital in U.S. imports. This was completely according to the model, as the model assumes equal technologies across countries. Still, the results contradicted the Heckscker‐Ohlin theorem, and ‘Leontief’s paradox’ was born. Several explanations for Leontief’s paradox have been offered, with studies taking into account many of the things he did not. Still, the results vary, and in many cases, the paradox continues to hold. It was not until 1980 that Leamer, in his ‘The Leontief Paradox, Reconsidered’, finally ‘killed’ the Leontief paradox by stating that Leontief, by comparing capital/labor ratios in imports and exports, had performed the wrong test. As a result, Vanek (1968) proposed a ‘factor content’ version of the Heckscher‐Ohlin model. This model, known as the Heckscher‐Ohlin‐Vanek model, or simply HOV model, assumes many countries, many industries and many factors. The goal of the HOV model is to relate the factor content of trade to the underlying endowments of the country in question. From this model we can derive Leamers theorem which states that ‘if capital is abundant relative to labor in country i, then the 
capital/labor ratio embodied in production for country i must exceed the 
capital/labor ratio embodied in consumption’. This model might fit better than the original HOS model when confronted with actual trade data. Still, the model only predicts inter‐industry trade, and intra‐industry trade is not discussed.   Up until 1987 only partial tests were performed of the HOV model, mostly due to the difficulties of gathering the data needed. Bowen, Leamer and Sveikauskas (1987) was able to compute a complete test of the HOV model, and the model failed completely. They concluded that most of the assumptions underlying the model were unsatisfactory, especially the assumption of equal technologies across countries.  
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Differences in technology can be incorporated into the HOV model in two ways; (I) model the productivity of factors in different commodities, or (II) model differences in the factor requirements matrix. Several attempts to model either of the two approaches have been made, and it is beyond the scope of this thesis to account for all of them, but see for instance Trefler (1993), Davis and Weinstein (2001) and Melitz (2003). Increasing returns to scale has also been incorporated into the HOV model, see Antweiler and Trefler (2002) for an introduction. Several models try to account for differences in income levels in the trading countries, see for instance Falvey (1981) and Falvey and Kierzkowski (1987).  These are valid extensions of the HOS/HOV model, but neither predict the intra‐industry trade that we see today. I now turn to another way of modeling trade that will predict just this.  3.3 Models of monopolistic competition and increasing returns to scale As an alternative to the traditional trade models, models of increasing returns to scale and of monopolistic competition were introduced graphically as early as the 1930’s, by Robinson (1933) and Chamberlin (1936). Mathematical formulations were achieved by Lancaster (1975, 1979), Spence (1976), and Dixit and Stieglitz (1977). These models take into account much of the critique that has weakened the predictive strength of the traditional models, some of which has been mentioned above. The stylized world of the traditional models were no longer enough to predict trade patterns emerging post world war. Instead, one could observe increasing returns to scale in production of many commodities. These markets become more similar to monopolies than perfectly competitive markets, because an implication of increasing returns to scale is that larger production entities are more productive than smaller ones. Also, many markets are characterized by many producers producing different varieties of the same product under increasing returns to scale. I will here introduce the model of monopolistic competition, as described by Helpman and Krugman (1985).  
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3.3.1 The Helpman/Krugman model with one sector Typical for this model is that there are many producers who enjoy some market power, but profit opportunities are limited because of the assumption of free entry. Under monopolistic competition, each country will produce different varieties of a product, while every variety is demanded in both trading countries. Hence differentiated products provide a simple explanation of intra‐industry trade. The model has great explanatory power when it comes to intra‐industry trade.  The model assumes that there are several commodities made in the economy, and that there are again, several varieties of each commodity. Pants are made, but there are blue pants, red pants, jeans, cord pants and so on, that can potentially be produced. A typical consumer will wish to consume many varieties of some commodities, like going out for dinner at a restaurant, or he may wish to consume the same variety of the commodity each time, like getting a haircut. It does not matter which type of behavior a consumer exhibits, as long as, in aggregate, all the varieties are desired. Following the work of Spence (1976) and Dixit and Stiglitz (1977), we call this the love of variety approach. Here, variety is valued in its own, a consumer will have more utility, the more variety that is available. Helpman and Krugman present a very general utility function, where utility can be modeled in several different ways. Here, I will concentrate on representing utility with a constant elasticity of substitution (CES) function. (Se Helpman and Krugman (1985) or Feenstra (2004) for alternative utility functions.)   Formally, the consumers preferences, using a CES function, can be described as 
U(q1,q2,...,qN ) = q1
σ −1
σ
i=1
N
∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1  
where qi is the consumed quantity of good i, and σ is the elasticity of substitution. Generally, we will assume that σ > 1, but other cases may occur, for instance if σ = ∞. In this case, the expression simplifies to the sum of all qi, and therefore describes the situation when goods are perfect substitutes. Another special case 
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is when σ = 1, then the above utility function will go to infinity. It can be shown that a version of this utility function then converge to a Cobb‐Douglas utility function. I will not discuss this further here, but rather keep the assumption that 
σ > 1. The CES utility function is special in two ways: (I) every pair of varieties is equally well substitutable for each other, and (II) the degree of substitutability does not depend neither on the consumption level of the two varieties being considered nor those of any other variety. We can show that this utility function truly represents a love of variety by assuming that prices (pi) are equal, which makes it optimal to consume equal amounts of all varieties (ni), independently of the consumers expenditure level (Ei). The utility function can then be written as 
U Eini pi
, Eini pi
,... Eini pi
,0,0....⎛
⎝⎜
⎞
⎠⎟
= ni
1
σ −1 Ei
pi
 
and we can see that the whole expression for utility grows larger if n grows larger.  Income in the model is generated by labor (L), earning a wage (w). The budget constraint facing the consumer is therefore simply wL. Consumers want to maximize utility under this constraint, thus the maximization problem can be written as a standard Lagrangian function 
L = qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1
− λ piqi −wL∑( )  
where the first order condition is 
∂L
∂qi
= σ
σ −1 qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1−1σ −1
σ
qi
σ −1
σ
−1
− λ pi = 0  
Some simple calculations give us the demand function for good j (see Appendix A for formal calculations), which can be written as 
qj =
pj−σwL
P1−σ  
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where P is a price index of all prices in the economy, defined as 
P = pi1−σ∑( )
1
1−σ  The firm in this model is assumed to produce under increasing returns to scale, so that average cost is declining in output. When preferences are of the Spence‐Dixit‐Stiglitz type, a producer competes for the same market as every other producer. If he was to produce a variety that is already being produced by another firm, he would have to share the market profit for this variety. If instead, he was to produce a variety that no other firm produces, he would obtain all the profit for himself. Therefore no variety will be produced by more than one firm.  We will assume that labor is the only factor of production. The cost of production (labor) is divided into one fixed share (f) and one share that is dependent on how many units are produced (b). The amount of labor needed for production of good 
j can be written as 
l j = f + bqj  and the total cost of production is given by 
Cj = w f + bqj( )  We assume that all firms have the same cost structure. Profits can be written as 
π j = pjqj −w f + bqj( )  We maximize profit by setting the derivative with respect to commodity qj equal to zero, which gives us (formal calculations in Appendix A)  
pj =
σ
σ −1wb  Here we have arrived at the optimal price for the firm. It consists of the firms unit costs of producing (marginal cost) and an markup. The optimal price is equal across all firms. We insert the expression for price into the expression for 
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profit to obtain 
π j = pjqj −w f + bqj( ) = σσ −1wbqj −w f + bqj( ) =
σ − σ −1( )
σ −1 bqj − f
⎛
⎝⎜
⎞
⎠⎟
= w 1
σ −1bqj − f
⎛
⎝⎜
⎞
⎠⎟  
The assumption of free entry ensures that the profits are squeezed away, so that we can solve for each firm’s optimal quantity by setting profits equal to zero 
π j = w
1
σ −1bqj − f
⎛
⎝⎜
⎞
⎠⎟ = 0
→ 1
σ −1bqj = f
qj =
σ −1
b f
 
All firms produce the same quantities. To solve for the equilibrium number of firms, we use the fact that the labor market must be in equilibrium, all workers have jobs 
Nl = L
N bq + f( ) = L
N bσ −1b f + f
⎛
⎝⎜
⎞
⎠⎟ = N σ f − f + f( ) = Nσ f = L
N = L
σ f
  
If we now assume that two identical countries with these characteristics would engage in trade, the result would be intra‐industry trade. Because the consumers in each country want to consume all varieties and each firm produces a different variety, export and imports follows naturally. The firms will have access to a larger market and production, which depends only on the price of labor and the elasticity of substitution (a constant), will increase.  A quick note about the general utility function is in order (even though I have disregarded this throughout the model). If the utility function is not of the CES‐type, other results will follow. When production increases and firms exploit economics of scale, there has to be a reduction in the number of firms in the economy. Helpman and Krugman offer two predictions when it comes to the 
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impact of trade on the productivity of firms; (I) the scale effect, as surviving firms expand their production, and (II) the selection effect, as some firms are forced to leave the market. The effect of firms leaving is ambiguous, but if it is the least efficient firms that exit, average industry productivity will rise. This is a discussion outside the original model, so I will leave it at that. What is important here is that even if firms exit, opening up for trade will give the consumers a larger number of varieties to consume. The share of expenditure used on each variety will decline, since there are now more varieties to spend their given expenditure on. This raises the elasticity of demand, which in turn will lower prices and raising the real wage, which also benefits the consumer.   3.3.2 The Helpman/Krugman model with two sectors We now expand the model to construct a two sector model, where the two sectors are food and manufacturing. The food sector consist of a homogenous good which is produced under constant return to scale. Competition in the food industry ensures that the price of food is equal to marginal cost. The manufacturing sector consists of a variety of goods that are produced under increasing returns to scale, and for simplicity, every production function exhibits equal returns to scale.  The consumers maximization problem now becomes a two‐stage problem where he first has to decide how much he wants to consume of the food good and how much he wants to consume of the manufactured good. Next, he has to decide the quantity of each variety within the manufacturing sector. The consumers utility function is written 
U = Cf1−αCmα , where Cf  is the consumption of the food good and Cm is consumption of the manufactured good. The consumption in the manufacturing sector exhibits the properties discussed above, and can then be written as 
 Cm = q1σ −1σ
i=1
N
∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1  
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For simplicity, we will use the food good as a numeraire and set its price level equal to one. Prices in the manufacturing sector are given by the price index P previously defined. The budget constraint can now be written 
Cf + PCm = wL  As before, the consumer wishes to maximize his utility given his budget constraint. The standard Lagrangian function can be written as 
L = Cf1−αCmα − λ Cf + PCm −wL( )  
First order conditions give us the consumption of Cf as a function of prices and consumption of Cm 
dL
dCf
= 1−α( )Cf−αCmα − λ = 0
dL
dCm
=αCf1−αCmα−1 − λP = 0
→ α1−α Cm
−1Cfα = P
αCf = 1−α( )CmP
Cf =
1−α
α
⎛
⎝⎜
⎞
⎠⎟CmP
 
We insert the consumption of the food good into the budget constraint to obtain 
1−α
α
PCm + PCm = wL
PCm =αwL
Cm =α
wL
P
Cf = 1−α( )wL
 
which shows that the expenditure share for the food good is (1‐α) and that the expenditure share for the manufacturing good is α. The aggregate expenditure for Cm is αwL, so the Langrangian for the second constrained maximization problem can be written as 
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L = qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1
− λ piqi −αwL∑( )  
The first order conditions will be the same as in the case with one industry described above 
∂L
∂qi
= σ
σ −1 qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1−1σ −1
σ
qi
σ −1
σ
−1
− λ pi = 0  
qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
1
σ −1
qi
−1
σ − λ pi = 0  
and for the case of good j 
qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
1
σ −1
qj
−1
σ − λ pj = 0  
With the same reasoning as in the one industry case, we obtain the same expression for the demand for good i as a function of the demand for good j and their relative prices 
 qi = qj pipj⎛⎝⎜ ⎞⎠⎟ −σ  
With some calculations (see Appendix A for formal calculations) we arrive at the demand for god j, which is given by 
qj =
pj−σαwL
P1−σ  This is the exact same result as in he one industry case, the only difference is that now only a fraction (α) of the total income is spent on the manufactured good. This model predicts intra­industry trade in the manufacturing sector, just like in the one‐sector case, and inter­industry trade in the food sector, just like the HOS model predicts. 
   20 
The logic of this two‐sector model can easily be extended to many sectors and many factors, without loss of generalization. I will not go through this here, see Helpman and Krugman (1985) for a thorough examination.   3.3.3 The market size effect The two sector model is quite intuitive and offers a good explanation for trade flows, both inter‐industry and intra‐industry. But it has one serious shortcoming, in the fact that it does not allow for transportation costs. This will certainly affect trade flows. Helpman and Krugman (1985) goes on to present a model that shows that, in the presence of transportation costs, differentiated industries tend to concentrate in the largest market. The model is the same as before, except now we allow for transportation costs. Transportation costs take the form of iceberg costs, only a fraction of what is shipped (1/τ , where τ >1) arrives to its destination. The only determinant of trade patterns is the relative size of markets for the differentiated product. All firms, both domestic (n) and foreign (n*), charge price p. The price for the consumer will be p for domestic variety and  pτfor the imported variety. The prices charged by the firm in each country will be the same, namely  p = wc x( ) , which is a weighted average of all the prices in the economy. Solving the consumers maximization problem in the same manner as in the original model will give the demand of domestic residents for domestic products as 
D = p
−σ
np1−σ + n* pτ( )1−σ
αwL  
and the demand of foreign residents for domestic products as 
 D*= pτ( )−σ
np1−σ + n* pτ( )1−σ
αwL *  
where α is the share of spending on the differentiated product. D + D* gives the total demand for the product. The market clearing condition tells us that the gross output of the differentiated industry in each country is given by X=xn, or 
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np−σ
np1−σ + n* pτ( )1−σ
αwL + n pτ( )
−σ
n pτ( )1−σ + n* p1−σ
αwL *τ  
and X*=n*x, or 
n pτ( )−σ
np1−σ + n* pτ( )1−σ
αwLτ + n* p
−σ
n pτ( )1−σ + n* p1−σ
αwL *  
Following Helpman and Krugman, we simplify by setting w=p=1 and defining 
ρ = τ 1−σ <1 . The equations can then be written as 
x
α
= 1n + n*ρ L +
ρ
np + n* L *
x
α
= ρn + n*ρ L +
1
np + n* L *
 
There might be a situation where there are no domestic firms or no foreign firms. If n=0, the solution will be 
n*= α L + L *( )x  Or if n*=0 
n = α L + L *( )x  If there are producing firms in both countries, so that both n and n* are positive, we have that 
n = α1− ρ( ) x L − ρL *( )
n*= α1− ρ( ) x L *−ρL( )
 
We now let sn be the share of the home country’s output of the increasing‐returns industry. It can be written as  sn = n / n + n*( ) .  We let sL be the share of the home country’s labor, which can be written as  sL = L / L + L *( ) .  
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sn =
0,
1− ρ( )−1 1+ ρ( ) sL − ρ⎡⎣ ⎤⎦,
1,
⎧
⎨
⎪
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⎪
⎪
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for
for
for
sL ≤
ρ
1+ ρ
ρ
1+ ρ < sL <
1
1+ ρ
sL ≥
1
1+ ρ
  
This implies that both countries will produce the good if, and only if, the share of the home country’s labor lie within the specified range. If   sL ≤ ρ1+ ρ , only the domestic country will produce the good, and if  sL ≥ 11+ ρ , only the foreign country will produce the good. As a consequence, if countries are sufficiently unequal in size, only the largest country will produce the differentiated good, and no intra‐industry trade will occur. The condition for who produces what depends on  ρ , and then implicitly on τ . If transportation costs are low, even small differences in country size will lead to production in the largest country only, and again, no intra‐industry trade will occur. If transportation costs are high, it takes larger differences in country size for it to be concentrated production, making intra‐industry trade more likely. 3.3.4 The ‘Core and Periphery’ model Krugman (1991) also constructs a model of ‘Core and Periphery’, which allows for transportation costs, but also incorporate the fact that workers may move to the location where they get the highest wage. This is interesting because it says something about the prerequisites that have to be in place to attract workers when they are mobile. The mobility of workers is one of the fundaments of the creation of a single European market inside the EU (see chapter 5.1).   The assumptions of the model are much the same as before, only now there are two types of labor, ‘farmers’ and ‘workers’. The farmers produce the food good and the workers produce the manufactured good, and each type of labor is specific to its industry. That is, a worker cannot become a farmer and vice versa. There are π workers and 1‐π farmers.  
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There are two countries2 in the economy, and the farmers are evenly and fixed distributed between the two, so that each country inhabits (1‐π)/2 farmers. Workers can move to whatever country gives them the highest real income. Now transportation of the manufactured good is costly, and the costs take the form of iceberg costs, so that only τ > 1 of the shipped good will arrive at its destination. For simplicity, transportation of the food good is costless, this ensures equal wages for farmers and equal prices of the food good. As before, the amount of labor needed to produce q units of variety i is given by  
li = f + bqi  where f denotes fixed costs and b denotes marginal costs (in terms of use of labor). w is the wage paid, so that the total cost of production ca be written as 
Ci = w f + bqi( )  With the same logic as before, the price of the manufactured good is given as 
pi =
σ
σ −1wb  and the demand facing the manufacturing firm is given as 
qi =
σ −1
b f  If there are LM manufacturing workings in one country, the number of manufactured goods that the country will produce is given by 
n = LMf + bqi
= LMfσ  
Krugman now asks if it is a sustainable equilibrium to have all manufacturing production in one country, giving only inter‐industry trade between the two. To                                                         2 Helpman’s original model consists of two locations, East and West, related to the situation in the 
United States where agriculture is concentrated in the west and manufacturing in the east.  
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solve this, we now assume that all manufacturing is concentrated in the home country, so that the home country produces both the manufacturing good and the food good, and the foreign country only produces the food good. There are two reasons why it would be desirable to have production of the manufacturing good in only one place; (I) the desire for firms to locate near the larger home market, the core, and (II) the desire of workers to have access to the goods produced by the other workers. On the other hand, it would be desirable for the firm to locate outside the home country to serve the peripheral foreign country (hence the name core‐periphery model).  The total income of the home country is the income of half the farmers and all of the workers and is given by (when total income is unity) 
Y H = 1+π2       The foreign country only has its share of farmers, who’s total income is given by 
Y F = 1−π2  We must now determine if it is profitable for any manufacturing firm to start producing in the foreign country. If all production is in the home country, and there are n producing firms, the sales of each firm will be 
sH = πn  For a firm to start manufacturing production in the foreign country, it has to attract workers from the home country by paying a higher wage than they get at home. The overall price index is given byτ −π , so that to match the wages in the home country, the foreign country firms will have to pay a nominal wage that is 
τ −π  times the nominal wage paid in the home country. The price charged by the manufacturing firm depends on the wage paid, so that the price charged by the foreign firm have to be higher than that of the home firm by a ratio that is given by  pF = pHτ −π . For a consumer in the home country, a good from the foreign country is subject to transportations costs, so that the price for the consumer will 
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be higher that the price charged by the firm by the fraction 1/τ. The relative consumer price in the home country for a manufactured good from the foreign country is given by  pF /τ pH . For a consumer in the foreign country it is the other way around, so that the consumer price for a manufactured good from the home country is given by τ pF / pH . If the price of the foreign good goes up by for example one percent, the consumption of that good relative to the consumption of the good produced at home go down by σ percent (the elasticity of substitution). But because of the higher price, the expenditure will only go down by 1‐σ percent. With this in mind, the revenue for the firm establishing production in the foreign country can now be written as 
sF = πn
1+π
2
pF
pHτ
⎛
⎝⎜
⎞
⎠⎟
− σ −1( )
+ 1−π2
pFτ
pH
⎛
⎝⎜
⎞
⎠⎟
− σ −1( )⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
 
We can now divide this by the sales of each firm in the home country to obtain an expression for the sales in the foreign country relative to those in the home country, giving 
sF
sH =
1+π
2 τ
1+π( ) σ −1( ) + 1−π2 τ
− 1−π( ) σ −1( )  
From this we can deduce that it is only profitable to start production in the foreign country if 
sF
sH > τ
−π  
Sales in the foreign country have to be bigger than sales in the home country by a certain amount that reflects the higher wages in the foreign country.  Krugman now defines a new variable, K, which is given by 
τ π sF / sH  so that 
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K = τ
πσ
2 1+π( )τ
σ−1 + 1−π( )τ − σ −1( )⎡⎣ ⎤⎦  
If K > 1, it would be profitable to start production in the foreign country, thus giving intra‐industry trade. If K < 1, it would not be profitable and the model would only predict inter‐industry trade between the two countries.  We see that K depends on three variables, π, the share of income spent on manufacturing goods in the economy, τ, the inverse of transportation costs, and 
σ, the elasticity of substitution. What happens if we change any of them? If we increase the share of income in the economy spent on manufacturing goods, the effect on K will be negative, which in turn means that the likelihood of someone establishing production in the foreign country will decline. This is due to two reasons; (I) the size of the wage premium that has to be paid to attract workers to the foreign country increase, and (II) the relative size of the home market becomes larger. This means that if the consumers spend more of their income on manufacturing goods, the likelihood of intra‐industry trade in the manufacturing sector will decline, along with the likelihood of establishing a manufacturing sector in the foreign country. If the share of income spent on manufacturing goods is small, the likelihood of intra‐industry trade in the model is increasing. Next, we consider transportation cost. We can easily see that if transportation costs are zero (τ = 1), then K = 1 and where the manufacturing firms locate is irrelevant, so there will be intra‐industry trade in the model. If transportation costs are very high (τ very small), K becomes very large, which means that it will be more likely that firms establish in the foreign country. Though this can be offset by a very large share of income being spent on manufacturing or/and a very small rate of substitution. Then the workers will have a higher real wage in the original manufacturing location, no matter what the transportation costs are, thus giving no incentive to start production somewhere else. If transportation cost are very small (τ close to 1), K is always positive, and the likelihood of someone starting production in the foreign country is decreasing. Put together this tells us that it is only in the upper range of τ, with very low transportation costs, that it would not be profitable to move production of the manufactured 
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good to the foreign country. If transportation costs reach a critical value, firms would want to establish production in the foreign country. In turn, this tells us that there will be intra‐industry trade in the model, if transportation costs are above this critical value. And last, a decrease in σ, the elasticity of substitution, makes it more likely that firms will stay in the home country. For an increase in 
σ, the reverse is true. This tells us that a higher elasticity of substitution will make it more likely that we will experience intra‐industry trade in the model.  The conclusion is that the Core‐Periphery model will predict intra‐industry trade if the share of income that is spent on manufacturing goods is sufficiently small, the transportation costs are sufficiently large or the elasticity of substitution sufficiently high. If the reverse is true, only inter‐industry trade will exist. These results depend on the very strict assumption that workers are mobile. This might not always be true. One limitation in the model is that it does not extend to several countries without loss of generalization. In some models, more regions are included, and the result might be more than one ‘core’, depending on the parameters in the model. I will not discuss this further here, but refer to Krugman (1991) for an example.    3.3.5 Concluding remarks In this chapter I have briefly discussed some extensions of the traditional trade models. I have also presented a few models of monopolistic competition as developed by Helpman and Krugman. The main objective has been to give a picture of which models will predict intra‐industry trade and what assumptions must be in place. The traditional trade models seems to have no room for intra‐industry trade, regardless of any extensions made. To model intra‐industry trade, we need another set of models, models of monopolistic competition. These models do predict intra­industry trade under various assumptions. In addition, they also predict inter­industry trade in combination with intra‐industry trade. Incorporating transportation costs and mobility of workers does not change the predictions of the models, in fact, in many situations it strengthens the focus on intra‐industry trade.  
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There are, of course, several more ways to model monopolistic competition, and several other extensions that can be made that has not been discussed here. See for instance Helpman and Krugman (1985) or Feenstra (2004).                  
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4. Measuring intra‐industry trade 
To have a measure of intra‐industry trade is both useful and interesting in several ways. Different type of trade patterns might have different implications for trade policies. I will here present the Grubel‐Lloyd index and an index of marginal intra‐industry trade. Several other measures exist, but I will not account for them here. Se for instance Balassa (1979) and Aquino (1978). 4.1 The Grubel‐Lloyd index The most widely accepted measurement of intra‐industry trade comes from Grubel and Lloyd (1975) and is known as the Grubel‐Lloyd index. This index expresses intra‐industry trade as a share of total bilateral trade in a particular industry i 
GLab,i = 1−
Xab,i −Mab,i
Xab,i +Mab,i( )
 
where Xab,i and Mab,i refer to country a’s export and imports in industry i respectively, to/from country b in a period of time. If a country only imports or only exports commodities within the same sector, the fraction will be equal to one, so that the whole expression sums to zero. If a country exports the same monetary value as it imports, the fraction will be equal to zero and the whole expression will sum to one. The Grubel‐Lloyd index is then a scale from zero to one, where zero denotes pure inter‐industry trade and one denotes pure intra‐industry trade. The Grubel‐Lloyd index can be aggregated over N industries as a trade‐weighted average of the different industries, where w indicates the weight  
GLab = wab,iGLab,i =
Xab,i +Mab,i
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which can be written as 
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GLab =
2* minXab,i ,Mab,i( )
i=1
N
∑
Xab,i +Mab,i( )
i=1
N
∑
 
which is easily summarized to give a country’s total weighted bilateral intra industry trade across all trading partners 
GLa =
2* minXab,i ,Mab,i( )
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where D is country a’s trading partners.   4.2 Critique and alternatives In their article ‘Trade Liberalization, Structural Adjustment and Intra‐Industry Trade: A Note’ (1991), Hamilton and Kniest found that a proportional increase in the exports and imports within a particular industry due to trade liberalization would increase the quantity of intra‐industry trade, but that the Grubel‐Lloyd index would not. This can be shown with a very simple example. Multiplying the exports and imports by the same scalar will leave the Grubel‐Lloyd index unchanged 
2Xi − 2Mi
2Xi + 2Mi( )
=
2 Xi −Mi
2 Xi +Mi( )
=
Xi −Mi
Xi +Mi( )
 
within this particular industry. This is clearly a problem with the Grubel‐Lloyd index.  The so‐called ‘trade imbalance bias’ is also a problem with the Grubel‐Lloyd index. The index can only take the value one if trade is balanced, and this is rarely the case. A lot of countries have big surpluses on their trade balance (like Norway, due to the oil sector) or big deficit due to overall bad economic decision making (like the US). Many alternative measures has been suggested, also by Grubel and Lloyd (1975) themselves. However, no satisfactory unison has been reached on how to solve this problem. Melchior (1994) propose one way of 
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solving it; to only use data for when trade was balanced. But, as he himself concludes, this would be near impossible, it would certainly limit the amount of data available. The real question is; does it matter? Is it more normal to have balanced than imbalanced trade? I will not attempt to answer this is my thesis, only remark that I have used imbalanced trade data throughout.  Melchior (1994) presents another problem with the Grubel‐Lloyd index, previously not discussed. He states that ‘the GL­index only measures the 
proportion of IIT on total trade, and it is unaffected by the proportion of such trade 
relative to the market’. In essence, the Grubel‐Lloyd index does not account for openness in the economy. Industries that have very little trade due to trade barriers and protectionism, might still exhibit a very high Grubel‐Lloyd index. He finds support for his hypothesis in Norwegian trade data. It should be noted that this problem with the Grubel‐Lloyd index is limited to single industry cases. When you aggregate across industries, the bias will be limited. He goes on to suggest an alternative measure (for a single industry) which he calls INDEX 
INDEX = min Xi ,Mi( )Yi +Mi − Xi( )
 
where Yi is the gross value of production. This measures the share of the domestic market which is accounted for by imports, and which is matched by exports. The index will have a maximum value of one when the whole market is supplied by imports, and there are exports of at least the same size. Melchior suggest that this index is a more appropriate measure when studying the relationship between intra‐industry trade and industry characteristics. One problem with this measure is that you need production data to compute the index, which is not always easily obtained.  Another problem proposed by Melchior (1994) is that of the weighting of different industries. This problem applies to the Grubel‐Lloyd index as well as the new measurement suggested by Melchior himself. Sector with very little trade or a small share of consumption is given the same weight as sectors with large trade or a large share of consumption.  
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Choosing an appropriate level of aggregation is also a problem when measuring intra‐industry trade, and this problem is present regardless of the measurement being used. The fewer industries you have, the more intra‐industry trade you will have (I have exemplified this in chapter 6.1), up to the point where ‘all industries’ is one industry and intra‐industry trade is complete. This is an extreme example, but quite illustrative. UN’s Standard International Trade Classification (SITC) Revision 1 provides aggregation at the 1, 2, 3, 4 and 5‐digit level, ranging from 10 to 1312 different sectors. Some propose the 3‐digit level to be an appropriate measure, some think that the 5‐digit level gives a more detailed picture. The SITC has also been revised three times to take into account product innovations and changes in industries. There are numerous other classification systems, including the Harmonized System (HS), BEC and ISIC. Whatever classification or aggregation one chooses, and despite the problems with aggregation, intra‐industry trade is still a phenomenon, even at the finest possible aggregation.   4.3 Marginal intra‐industry trade The Grubel‐Lloyd index is a static measure, in the sense that it measures intra‐industry trade in one year. In some cases, however, it might be useful to have a measure of the change in trade patterns, not only the intra‐industry trade given at a specific point in time. This has led to the development of the concept marginal intra‐industry trade (MIIT). Several definitions of marginal intra‐industry trade has been proposed, but following Brülhart (2008) it can be written as 
MIIT = 1− Xt − Xt−n( )− Mt −Mt−n( )Xt − Xt−n + Mt −Mt−n
MIIT = 1− ΔX − ΔM
ΔX + ΔM
 
This index also takes a value between zero and one, like the Grubel‐Lloyd index. It does not suffer from the trade imbalance bias, and can be used whether exports and imports are decreasing or increasing. However, Thom and McDowell (1999) suggest a problem also with this index, namely that it can not distinguish 
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between inter‐industry trade and vertical intra‐industry trade (quality differentiated goods).  4.4 Using the Grubel‐Lloyd index Despite the obvious problems and limitations with the Grubel‐Lloyd index, I have still chosen to work with this measurement in my thesis. It gives a picture (admittedly a static one) of the situation in the different countries from year to year. Trade data is relatively accessible and the index is intuitive and easy to use. It also gives easily comparable data. Measuring marginal intra‐industry is an interesting alternative, one that I have chosen not to explore here.             
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5. European integration over time 5.1 The road to the European Union  After the Second World War the European countries started working together on trade agreements to boost trade between neighboring countries. Belgium, Luxembourg and the Netherlands formed the Benelux Customs Union in 1948, followed in 1951 by the European Coal and Steel Community (ECSC) where they were joined by (West‐) Germany, France and Italy. In 1958 the six founding countries of the ECSC formed the European Economic Community (EEC), by implementing the treaty of Rome. In 1968 the EEC became a customs union, charging a common set of tariffs to the rest of the world, while granting free trade among themselves. In 1971, Denmark, Ireland and United Kingdom joined the EEC. Further on, in 1981 Greece joined and in 1986 Portugal and Spain joined, making the EEC an union with twelve members. In 1987, the members of the EEC committed to establish a single European market by 1992. The Single European Act commits members to create a single EU market for goods, services, capital and labor, and the expectations for the inner market were huge. It was especially expected that the inner market would contribute to increased added value in three ways; (I) take advantage of the European countries comparative advantages through increased trade, (II) exploiting economics of scale for more efficient production, and (III) increased competition between firms and thereby reducing differences in price level. The Cecchini report, which assessed the consequences an inner market would have on the European cooperation, estimated that the creation of the inner market would raise GDP by two to six percent, although other estimates have been both more conservative and more optimistic. The inner market is a dynamic project in constant development, and new and improved treaties and strategies have been proposed several times. I will not go into detail of these plans here, simply mention that the development has not been as positive as expected, giving way for even more treaties and plans.  The Maastricht treaty was signed in 1991, creating the European Union (EU), promoting closer coordination of national economic policies. The Maastricht 
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treaty also established a plan to introduce a common currency, the Euro, by 1999. The Maastricht treaty was implemented in 1993, and the EU was a fact. In 1995, Austria, Finland and Sweden joined the EU, and in 2004 it was expanded again by including Cyprus, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, the Slovak Republic and Slovenia. Bulgaria and Romania joined in 2007, making the EU a union with 27 members. Norway, Lichtenstein and Iceland are closely connected to the EU through the EEA, and the 13 other countries in Europe are all in varying degree connected to the EU through trade agreements (other than the EEA). The Maastricht treaty established a list of economic criteria for becoming a member of the European Union; 1. Inflation should not be higher than 1,5 percent above the average of the three members with the lowest rate of inflation.  2. Interest rates should be within 2 percent of the three countries with the lowest interest rates 3. The ratio of the budget deficit over GDP should be less than 3 percent 4. The ratio of the debt over GDP should be lower than 60 percent 5. The ERM3 bands have to be tightened to ± 2,25 percent for the countries still on a ± 6 percent band and no devaluation should have taken place in the last two years The stability and growth pact (SGP) was adopted in 1997, ensuring that all countries continue to meet the Maastricht criteria, also after joining the EU. The harmonization of monetary policies is important within the EU, and a European Central Bank (ECB) has been established to obtain this. The only objectivity of the European Central Bank is price stability (there is no mention of unemployment), and the national branches are committed to follow the orders from the European Central Bank independently of their own governments. 
                                                        3 The Exchange Rate Mechanism. The ERM also entailed a formal intervention mechanism and a 
complex realignment scheme. 
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Monetary policies is completely free from political interference, and it is the only job of the European Central Bank. The creation of a customs union, and later the ‘inner market’ which is the EU today, has had several implications for trade, both within the EU and between the EU countries and other trading partners. The customs union means there are no customs between the EU countries, and that all the countries in the EU have a common policy towards other trading partners. Customs on imported goods make those goods more expensive than domestically produces goods, given that the cost of production is the same in the two countries, and not taking into account the cost of transportation. It is a way to protect some domestic industry that might not be competitive enough in the world market, but that the home country sees as important enough to protect. Within the European Union, it is no longer allowed to put these kinds of customs on goods, as the whole of EU is now seen as one big home market. This has several implications for production and trade within the EU, and I will only mention some of them here. First, the absence of customs will make the market more competitive, ensuring that the most productive firm(s) will produce the good (again, not taking into account the cost of transportation). This will also make it possible for each country to more efficiently explore its comparative advantage. Second, the larger market will, costlessly, give the consumers more variety in the produced goods within the home market. We know from the ‘love of variety’ approach that more variety is preferred by the consumer. Third, the bigger market will let EU take advantage of the market size effect, the fact that in the presence of transportation costs, the differentiated industry tends to concentrate in the larger market, drawing both labor, capital and knowledge into the region.  As mentioned in chapter 3.3.4, the Core and Periphery model says that concentration of the industry will predict only inter‐industry trade, given that transportation cost are under some critical level. The term ‘transportation cost’ in the model can be interpreted loosely and does not have to be transportation costs per say, it can be all cost related to export and imports. Then τ can be interpreted as customs barriers, and since this no longer exists within the EU, ‘transportation costs’ have decreased for members of the EU when trading with 
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other members of the EU. Lower transportation costs makes it more likely that the industries will concentrate in one central location, making intra‐industry trade more unlikely. So, according to the Core and Periphery model, intra‐industry trade should decrease as trade barriers disappear. 5.2 A common currency Although the member states are sovereign in many aspects, the introduction of for example a common currency, the Euro, has linked the countries closer together when it comes to international trade, although not all the members have chosen to use the euro as their national currency (as of 2012, only 17 countries have). The common currency was first introduced as a virtual currency, the European Currency Unit (ECU) in 1979. This was designed as a basket of  currencies, and contained (in order of importance) the Deutsche Mark, the French franc, the British pound, the Dutch gilder, the Belgium franc, the Italian lira, the Danish krone and the Irish punt. The individual member countries continued to use their national currencies as a unit of account and means of exchange, the ECU was a parallel currency. The ECU was supposed to act as a fixed exchange rate system, where the exchange rate between the ECU and non‐EEC currencies could be calculated as a weighted average of the various exchange rates of the EEC members. On the last day of 1998, the exchange rates of the eleven countries committed to a common currency (Germany, France, Italy, the Netherlands, Belgium, Luxembourg, Finland, Portugal, Spain, Austria, and Ireland)were fixed at their value in terms of the ECU. The Euro, the new European currency was introduced on January 1st 1999, and the ECU disappeared. For a transitional period the national currencies existed along with the Euro, but this was just a formality, because the exchange rate between the national currencies and the Euro was fixed. Coins and bills of the Euro were introduced on January 1st 2002, and six months after that, national currencies were history.  A common currency has made thing easier within the union in many ways. First, you now have comparable prices throughout the union, which makes ‘shopping around’ for the best offer a lot easier. This in turn forces the producers to be 
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more efficient and takes away their opportunity to differentiate prices between countries. Again, this ensures that the most efficient firm(s) will produce the good. Second, the need to exchange currencies meant extra costs, risks and lack of transparency in cross‐border transactions, both for individuals and firms. With the single currency, doing business in the euro area is more cost efficient and less risky. But the introduction of the Euro and the common currency system limits the members in their economic behavior. They are all committed to follow the Maastricht criteria mentioned above and they have lost their ability to use monetary policies to stabilize their economy. All decisions regarding this is taken by the European Central Bank and their national branches. A common monetary policy is not without complications, especially if the countries in the region differ in institutional or structural ways. The extent and the speed in which the policy is implemented might vary from country to country because of two reasons; (I) if the economy is very open, the monetary policy will have a secondary impact through the balance of trade that might not be beneficial for the country, or (II) if an economy is more oriented towards heavy industry than toward services, the monetary policy will have a greater impact on investments. In addition, countries who differ in their production orientation (because of natural resources, technology, etc) might not benefit from a common policy, since they might experience differences in economic cycles.     5.3 Concluding remarks One of the most important arguments for creating the European Union is that it will facilitate trade, especially within the union.       
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Figure 1 World and EU trade 
 This graph shows the development of the value of trade in the world and in the EU (in percentage change from the previous year). We see that the development in the EU is closely related to the development in the world, but that in some years the growth in trade in the EU is higher than total world growth. Because of enormous growth in exports and imports from Asian countries, we would expect the world trade to be much larger than trade in EU. This indicates that the creation of the EU actually has facilitated trade.  When it comes to intra‐industry trade, the predictions of the models, especially the Core and Periphery model, is that intra‐industry trade should decrease in an area without trade barriers, like the inner market in the EU. This is an important implication, because lacking intra‐industry trade indicates centralization of manufacturing production. For the EU, which objective is also to preserve rural richness, this might not be optimal. We see that, as a general trend, the rural areas of the EU have experienced increasing migration, in spite of the EU’s efforts to maintain rural areas.   
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6. Data 
The data in this study is from the United Nations Statistical Division’s Commodity Trade Database (COMTRADE). COMTRADE offers the most comprehensive available database on international trade flows, but the data is not complete. See 
Appendix B for a list of all the countries and the years that are included in the study. I have worked with two sets of data, one that I call the ‘Core’ dataset, and one that I call ‘Europe’. The Core dataset consist of 18 countries in Europe which are now members of the European Union or connected to the EU through trade agreements (EEA). The data is for 41 years, 1970‐2010, and in this time, many structural changes has taken place in Europe (se chapter 5). The Europe dataset consists of the 27 member countries of the European Union and two countries that are connected to the EU through the EEA, Norway and Iceland. This data is for 16 years, 1995‐2010. By 1995, the EU was a reality and many countries have joined since.  Albania, Belarus, Bosnia‐Herzegovina, Macedonia, Moldova, Serbia‐Montenegro, Switzerland, Turkey and Ukraine are omitted because they are not members of the EU or connected through the EEA. Andorra, Liechtenstein, Monaco, San Marino and Vatican City are also omitted. The definition of an industry might vary, and I have chosen to follow the classification of the Revision 1 version of the UN’s Standard International Trade Classification (SITC), when defining mine. Trade statistics have been recorded according to this classification from 1960, which gives comparable statistics for the entire period. The disadvantage is that sectoral change, expansion or diminishing over the years is not taken into account within SITC Rev 1. This might give a biased picture of intra industry trade, where sectors who have experience for example product innovation will have a tendency to show increasing intra industry trade, relative to sectors that have not, simply because the definition of the industry has not changed.  I have collected data at the 5‐digit level of the SITC classification, the finest possible definition of an ‘industry’ available for my data. At the 5‐digit level of the SITC Revision 1, trade is categorized into 1312 different sectors. I have also 
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collected some data at the 3‐digit level, where there are 177 different sectors, but only for comparative reasons.  First I give a simple comparison of data at the 3‐digit level and the five digit level. This is described in chapter 6.1. In section 6.2 ‐6.4 I have used the two datasets Core and Europe. For easily to be able to make sense of the graphs, they have further been divided into country groups according to location, giving three subgroups in the core dataset and five in the Europe dataset. This gives a total of 24 graphs of data. Only graphs exhibiting interesting information are included, but all graphs and data are available on request. Only a selection of the countries in the groups are included, but the graphs are presented with all countries in their respective groups in Appendix C. In section 6.2 I give the total Grubel‐Lloyd index (GLT) for all countries in my study. In section 6.3 I have isolated the trading partners within the EU4. Section 6.4 gives the country’s Grubel‐Lloyd index with trading partners outside of the EU. Appendix B gives an overview of which countries belong to which group. All graphs are presented with the Grubel‐Lloyd index on the y‐axis and year on the x‐axis. 6.1 3‐digit versus 5‐digit industry definitions In this section I have concentrated on data from three European countries. France was one of the founding countries of the European Union, Sweden has joined the EU at a later stage, and Norway, who is outside the Union, but connected to the rest of Europe through the EEA. This gives a selection of countries with different rates of integration in the EU. I have assembled data every fifth year in the period from 1970 to 2010. These three countries have been stable reporters of trade patterns for the entire period.    
                                                        4 I use ‘EU’ in a wider sense here, including also the countries connected to EU through the EEA.   
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Figure 2 3‐digit  versus 5‐digit intra‐industry trade 
  We see that, on the 3‐digit level, all countries exhibit lower intra‐industry trade than on the 5‐digit level. This is in accordance with intuition.          
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6.2 Core and Europe intra‐industry trade Figure 3 Core Central GLT 
 This figure shows some of the Central European countries and their total Grubel‐Lloyd index from 1970 to 2010. As a general trend, intra‐industry trade, measured by the Grubel‐Lloyd index, has been increasing until the mid 90’s, when it stabilized. In some countries it has also been decreasing from then to 2010. This is in accordance wih conclusions drawn by others performing similar research, se for instance Brülhart (2008). This is also in accordance with the Core and Periphery model presented in chapter 3.3.4, which predicts that, when trade barriers decrease, intra‐industry trade will decrease also.  Belgium‐Luxembourg exhibit the highest Grubel‐Lloyd index at 0,46 in 1996, with France following at 0,45 in 1998. Ireland seems to bee a special case, starting very low in 1970, leveling out fast and decreasing rapidly from the 90’s. Another interesting case is Belgium‐Luxembourg. Up until 1998, Belgium and Luxembourg reported trade numbers together, and it was not until 1999 that they were reporting as separate countries. Belgium then followed the trend with the rest of the Central European countries, while Luxembourg deviated. Luxembourg in it self exhibited a much lower Grubel‐Lloyd index than most of the other countries in this group. This is interesting because it supports one of 
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the hypothesis of intra‐industry trade, namely that larger countries will exhibit a higher intra‐industry trade than smaller countries.  Figure 4 Core North GLT 
 This figure shows some of the Northern European countries and their total Grubel‐Lloyd index from 1970 to 2010. Denmark exhibit mostly the same trend as the Central European countries, but the Grubel‐Lloyd index generally lie underneath in value. Demark had its highest value at 0,368 in 1999. The contries in this group do not decrease as much as the Central European countries. Iceland is a special case, exhibiting an extreamly low Grubel‐Lloyd index, with only a slight increase throughout the period. Norway also stands out in the sense that it exhibits a quite low Grubel‐Lloyd index and a decreasing trend from the 1980’s. This is in accordance with what Melchior (1994) found for Norwegian data. The case of Iceland and Norway is interesting because the two countries also differ from the other countries in this group (and the rest of Europe) in what kind of commodities they trade. Iceland, and Norway from ca 1980, are exporters of primary goods, while most of the other countries in Europe export and import intermediate or final goods. Appendix D show France (as a benchmark case), Iceland and Norways largest commoditie groups when it comes to international 
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trade in 20105. Brülhart (2008) report intra‐industry trade for the world according to the main stages of production: primary, intermediate and final goods. He finds that intra‐industry trade is almost non‐existent in primary goods, exhibiting a total Grubel‐Lloyd index of 0,061. Intra‐industry trade in intermediate goods have the highest Grubel‐Lloyd index of 0,358, with final goods exhibiting a Grubel‐Lloyd index of 0,272. Therefore it is not surprising to find that countries that trade primarily in primary goods have a lower share of intra‐industry trade than others.  Figure 5 Core South GLT 
 This figure shows some of the Southern European countries and their total Grubel‐Lloyd index from 1970 to 2010. Almost all countries in this group exhibit increasing Grubel‐Lloyd indexes troughout the period, and the peak year in this data set is 2003 with Spain exhibiting a Grubel‐Lloyd index of 0,35. Portugal has had the biggest increas in intra‐industry trade, starting at 0,045 in 1970 and ending at its peak value of 0,319 in 2010. Cyprus and Malta have not experience as high an icrease as the other countries in this set, and they also lie generally                                                         5 The classifications in Appendix D is HS 2002, so it is not directly transferable to the commodity 
groups in the data sets (where I use SITC rev. 1), but the general trend is the same. 
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lower in value. This might have to do with size again, or the fact that the two countries are islands and not connected to the rest of Europe like the other countries are.   Figure 6 Europe South East GLT 
 This figure shows some of the South Eastern European countries and their total Grubel‐Lloyd index from 1995 to 2010. We see that, in general, the Sout Eastern countries have a lower Grubel‐Lloyd index that the Central European countries. But they have not exhibited the decrease from the mid 90’s as the rest of Europe, with both Romania and Bulgaria experiencing an increase the last few years. 
Appendix E gives agricultural production6 as a percent of GDP in the ten countries in this group and the next group. Agricultural products are consideres a primary industry, and as mentioned before, evidence shows that intra‐industry trade witin primary industries is very low. Appendix E shows that both Romania and Bulgaria have traditionally been large agricultural producers, but that there has been a steady decrease in the importance of this product group the last 15 years. This might explain the trend we are seeing in the graph. Intra‐industry                                                         6 Agricultural products corresponds to ISIC divisions 1­5 and includes forestry, hunting, and fishing, 
as well as cultivation of crops and livestock production. 
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trade is increasing as production of agricultural goods (where intra‐industry trade is low) is decreasing.  Unfortunately there are few or non‐existing trade data for the countries in this group and the next group prior to 1995. But with the formation of new countries between 1990‐1995, one could speculate that these countries are now in the stage of trade where the rest of Europe were about 30‐40 years ago. This might also explain the trend in the graph.  Figure 7 Europe North East GLT 
 This figure shows some of the North Eastern European countries and their total Grubel‐Lloyd index from 1995 to 2010. We see that, except for the Czeck Republic, the countries in this group exhibit a low Grubel‐Lloyd index. Lithuania ends at the lowest value in 2010, exhibiting a Grubel‐Lloyd index of 0,14. As we see from Appendix E, all the countries in this group have quite large agricultural sectors throughout the period. This might explain some of the lack of intra‐indutry trade in this group as well.    
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6.3 Core and Europe intra‐industry trade within the EU Figure 8 Core Central EU 
 This figure shows some of the Central European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, within the European countries in the period from 1970 to 2010. The countries exhibit much of the same trend as they did with total trade, although most countries lie above in terms of the value of the Grubel‐Lloyd index. France has a peak value in this data set of 0,526 in 1998, compared to its 0,45 the same year in the total GLT data set. The Netherlands also exhibiths very high values, peaking at 0,517 in 1992, compared to 0,449 in the total GLT data set. This means that, in general, a higher share of these countries intra‐industry trade is with their fellow European countries, supporting the hypothesis that rich, similar and neighbouring countries trade more intra‐industry than others.  Austria stands out here, exhibiting an almost linear and increasing Grubel‐Lloyd index troughout the period. The highest measured value of the Grubel‐Lloyd index occurs in 2009 at 0,419, while in the total GLT data set Austria’s highest value is 0,448 in 2007. We can clearly see that intra‐industry trade with Austria’s fellow countries in Europe has increased in importance throughout the period. This might be due to the fact that Austria shares borders with the Czech 
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Republic, Hungary, Slovakia and Slovenia (countries with are omitted from this data set), and has had historically important ties to those countries. This bond seems to have become gradually weaker, up until the point now where trade with it’s other boarder countries (Germany, Lichtenstein, Italy and Switzerland) is equally important.   Figure 9 Core North EU 
 This figure shows some of the Northern European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, within the European countries in the period from 1970 to 2010. Here we see that Iceland and Norway exhibit much the same tendencies as in the total GLT data set, probably for the same reasons. Generally, as with the Central European countries, all countries in this group lie above the total GLT data set in value of the Grubel‐Lloyd index. Again, a higher share of these countries intra‐industry trade is with their fellow European countries. Denmark has a peak value of 0,396 in 1999, compared to 0,368 the same year in the previous data set. Sweden exhibiths the highest Grubel‐Lloyd index in this set with a value of 0,423 in 1999, compared to 0,367 in the previous data set.    
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Figure 10 Europe North East EU 
 This figure shows some of the North Eastern European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, within the European countries in the period from 1995 to 2010. This group of countries also exhibit the same trend as the previous groups, a generally higher value of the Grubel‐Lloyd index compared to the total GLT data set. Especially the Czech Republic lie aproxamently 0,1 point above it’s total GLT values throughout the period. The same is true for Poland. Again, this tells us that the countries most important intra‐industry trading partners are countries within this group.        
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6.4 Core and Europe intra‐ industry trade outside the EU Figure 11 Core Central World 
 This figure shows some of the Central European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, outside the European countries in the period from 1970 to 2010. In general, the trend is the same as before, with the Grubel‐Lloyd index increasing up until the mid 90’s, and then exhibiting a weak decline after that for all countries. Here we see that the value of the Grubel‐Lloyd index lies in general below the total GLT values. Belgium‐Luxembourg, which had the highest value of 0,46 in 1996 in the total GLT data set, now only has a value of 0,4 in the same year. France, which also had very high Grubel‐Lloyd values in the total GLT data set, now lies between 0,1 and 0,05 percent below in value compared to before. This tells us that these countries most important intra‐industry trading partners are outside these trading partners, which is in accordance with what we saw before in the data set containing the European countries as trading partners.    
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7. Two simple regressions 
Several studies, including Brülhart (2008), and also the data used in this thesis identify four major hypothesis regarding intra‐industry trade; (I) Intra‐industry trade is a phenomenon of rich countries (II) Intra‐industry trade is a phenomenon of larger countries (III) Intra‐industry trade is a phenomenon of similar countries (both regarding size and wealth) (IV) Distance is a factor I estimate the following regression for the years 1970, 1980, 1990, 2000 and 2010: 
GLcd = β0 + β1 ln
GDPpcc +GDPpcd
2
⎛
⎝⎜
⎞
⎠⎟ + β2 ln GDPpcc −GDPpcd +
β3 ln
GDPc +GDPd
2
⎛
⎝⎜
⎞
⎠⎟ + β4 ln GDPc −GDPd + β5 ln distcd( ) + εcd
 
where GLcd (the dependent variable) is the aggregate bilateral Grubel‐Lloyd index between countries c and d as defined in chapter 4.1, GDPpc is gross domestic product per capita in the respective countries, GDP is gross domestic product and dist is the estimated distance between the two countries main cities. The regression also includes the error term ε .  The variables in the regression are;  (I) the average per capita income of the two countries. This variable is often associated with high intra‐industry trade, since this can be seen as a measure of wealth in the two countries. I want to test if this variable is significantly different from zero, namely if the average per capita income affects intra‐industry trade at all, and if so, in which direction. My null hypothesis is that β1 = 0 , against the alternative hypothesis that β1 ≠ 0 . If the assumptions of intra‐industry trade is true, we would expect to reject the null hypothesis and the coefficient would have a positive sign. 
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(II) the difference in the income levels in the respective countries. This variable is often associated with low intra industry trade, since intra‐industry trade is assumed to be higher for countries that are similar in wealth level. I want to test if this variable is significantly different from zero, so my null hypothesis is that β2 = 0 , against the alternative 
β2 ≠ 0 . Here, we would also expect to reject the null hypothesis, but the coefficient would have a negative sign. (III) the average gross domestic product of the two countries, which is often associated with high intra‐industry trade, since this can be seen as a measure of size of the countries. I also want to test if this variable is significantly different from zero, namely if average GDP affects intra‐industry trade at all, and if so, in which direction. My null hypothesis is that β3 = 0 , against the alternative hypothesis that 
β3 ≠ 0 . If the assumptions of intra‐industry trade is true, we would expect to reject the null hypothesis and the coefficient would have a positive sign. (IV) the difference in gross domestic product in the two countries, which is often associated with low intra‐industry trade, because intra‐industry trade is assumed to be higher for countries that are similar in size. I want to test if this variable is significantly different from zero, so my null hypothesis is that β4 = 0 , against the alternative β4 ≠ 0 . Here, we would also expect to reject the null hypothesis, but the coefficient would have a negative sign. (V) the distance between them. This variable is believed to affect intra‐industry trade negatively, because intra‐industry trade is expected to diminish as distance grows large, even more than other trade because GL is the share of intra‐industry trade in total trade. I want to test if this variable is significantly different from zero, so my null hypothesis is that β5 = 0 , against the alternative β5 ≠ 0 . We would also expect to reject this null hypothesis, and the coefficient would have a negative sign. The countries included in the regression are the countries in the Core data set.  
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Here are the result of the regression.  
Year 1970  1980  1990  2000  2010  
  P-val  P-val  P-val  P-val  P-val 
GDPpc 0,0347685 0,000 0,0406842 0,000 0,0509705 0,000 0,0505934 0,000 0,0514409 0,000 
absGDPpc -0,0171504 0,000 -0,0230529 0,000 -0,0302452 0,000 -0,0330467 0,000 -0,0310496 0,000 
GDP 0,0255506 0,000 0,0273603 0,000 0,0423283 0,000 0,0465394 0,000 0,0446212 0,000 
absGDP -0,0138083 0,000 -0,0141201 0,000 -0,0193898 0,000 -0,0195003 0,000 -0,0175851 0,000 
distance -0,0361305 0,007 -0,0406167 0,000 -0,0465537 0,000 -0,0537506 0,000 -0,0573777 0,000 
constant -0,11384 0,000 -0,1120755 0,015 -0,3275649 0,000 -0,3393594 0,000 -0,3387136 0,000 
number of 
obs 1120  1444  1697  2472  2426  
R-squared 0,4947  0,4503  0,5193  0,5218  0,5259   The coefficients in this regression shows the change in the dependent variable as a percentage change in the independent variables, because of the log‐transformation of the independent variables (and not the dependent variable).  As expected, the average per capita income of the two countries and the average gross domestic product in the two countries exhibit positive signs for all years included in the regression. The difference in income level in the two countries, the difference in gross domestic product and the distance‐variable all have negative signs for all years included in the regression. All variables are significant at a very high level. We can reject all five null hypothesis and conclude that the effect on the dependent variable is significantly different from zero for all five variables included in the regression. This means that size, wealth, similarity and distance all affect intra‐industry trade, and that the effects are as expected. An interesting feature is that, as a general trend, all the coefficients increase (in absolute value) over time, suggesting that the effect on the dependent variable is increasing over time.  The model has quite high explanatory power with the variables included in the regression. The R‐squared values lie between 0,45 to 0,52, suggesting that the included variables can explain up to 52 percent of the variation in intra‐industry trade. The R‐squared value is also increasing over time, suggesting that the independent variables included in the regression become more important over time when it comes to explaining variation in the dependent variable.   
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I also perform another regression where the dependent variable also is log‐transformed. This centers the Grubel‐Lloyd index and makes it unbound, so it can take any value from ‐∞ to ∞ (as apposed to from zero to one). The Log‐Log transformation of the regression transforms the coefficients to show the elasticity of the dependent variable with respect to the independent variable.  The regression now looks like this 
ln GLcd1−GLcd
⎛
⎝⎜
⎞
⎠⎟
= β0 + β1 ln
GDPpcc +GDPpcd
2
⎛
⎝⎜
⎞
⎠⎟ + β2 ln GDPpcc −GDPpcd +
β3 ln
GDPc +GDPd
2
⎛
⎝⎜
⎞
⎠⎟ + β4 ln GDPc −GDPd + β5 ln distcd( ) + εcd
 
where all the independent variables are the same. Our expectations for the coefficients and their signs remain the same. Here are the results of the regression. 
Year 1970  1980  1990  2000  2010  
  P-val  P-val  P-val  P-val  P-val 
GDPpc 1,381241 0,000 1,266634 0,000 1,181061 0,000 1,081884 0,000 1,267138 0,000 
absGDPpc -0,3126759 0,000 -0,5304901 0,000 -0,4580905 0,000 -0,3632438 0,000 -0,3907907 0,000 
GDP 0,9273159 0,000 0,6395104 0,000 1,001848 0,000 1,018743 0,000 1,201438 0,000 
absGDP -0,275874 0,006 -0,1468096 0,139 -0,4030345 0,000 -0,3544545 0,000 -0,4261212 0,000 
distance -0,8551877 0,000 -0,7230262 0,000 -0,6966856 0,000 -0,8057255 0,000 -0,929081 0,000 
constant -23,80939 0,000 -18,03552 0,000 -20,39819 0,000 -21,16062 0,000 -24,8602 0,000 
number of 
obs 551  823  1041  1719  1830  
R-squared 0,4256  0,3367  0,3786  0,3788  0,4113   The model performs as predicted also in this case, but the R‐squared is not as high as in the previous regression, ranging from 0,33 to 0,42. It is not a goal in itself to have as high R‐squared as possible, but in this case, I would say that the Linear‐Log model is a better fit than the Log‐Log model when it comes to presenting this data. There is also one variable that has become unsignificant, namely the difference in GDP in 1980.  Brülhart (2008) performs a similar test for trade in the world, obtaining similar results. All the signs of his coefficients are in accordance with mine, but he finds 
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that the variable ‘difference in GDP per capita’ does not seem to affect the Grubel‐Lloyd index systematically, exhibiting both negative and positive coefficients (and many of them not statistically significant from zero). This could indicate that similarity in wealth levels is more important for intra‐industry trade in Europe than in the whole world.                    
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8. Conclusions 
In this thesis I have tried to give an account of trade theory, with special focus on trade theory that predicts intra‐industry trade. We see that the traditional trade models generally do not predict intra‐industry trade. Models of monopolistic competition and increasing returns to scale have been used to account for this phenomenon. Under some circumstances, these models can actually predict a mix of both intra‐industry and inter‐industry trade, making it a good predictor of trade flows that we see today.  Furthermore, I have tried to give a short introduction to the measurements used to account for intra‐industry trade, with special focus on the Grubel‐Lloyd index. I have then used the Grubel‐Lloyd index to estimate intra‐industry trade in 18 European countries in the period from 1970 to 2010, and 29 countries in the period from 1995 to 2010. The results are quite alike across the different countries, and as a general trend, intra‐industry trade has been increasing from 1970 to 1990, before leveling out and then exhibiting a slight decrease the last 15 years or so. The exception is the Eastern European countries, they have not experienced the rapid growth and decline as the rest of Europe, but had a more subtle development. This can be related to the somewhat slower development these countries have had contrary to the Western European countries, and the timing for when the Eastern European countries entered the European Union. I have also given a short summary of the formation of the European Union and the road towards a common currency. I have tried to use the models of monopolistic competition to say something about what kind of development one could expect for intra‐industry trade in the presence of a customs union. Not surprisingly, Krugman’s Core and Periphery model can actually offer some explanation for the subtle decline in intra‐industry trade since the mid 90’s.  I have also tested some of the hypothesis regarding intra‐industry trade. It is suggested that intra‐industry trade is a phenomenon of rich and similar countries, and large and similar countries, and that distance is a factor. The two regressions I perform give strong support to these hypothesis.  
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Appendix A – Mathematical appendix (I) The demand for good j in the Helpman/Krugman model 
The standard Langrangian maximization problem can be written as 
L = qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
σ
σ −1
− λ piqi −wL∑( )  
where the first order condition is 
∂L
∂qi
= σ
σ −1 qi
σ −1
σ∑⎛⎝⎜
⎞
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σ
σ −1−1σ −1
σ
qi
σ −1
σ
−1
− λ pi = 0  
simplifying gives the following expression 
qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
1
σ −1
qi
−1
σ − λ pi = 0  
maximization requires that similar conditions are fulfilled for all goods, so we can repeat the first order condition for good j 
qi
σ −1
σ∑⎛⎝⎜
⎞
⎠⎟
1
σ −1
qj
−1
σ − λ pj = 0 . 
We find the demand functions for all goods from the first order conditions 
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qj pjσ =
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pj−σ piqi∑
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= pi
−σwL
pi1−σ∑
 
since 
piqi = wL∑ . We can see that the demand for good j depends on the price pj, total income wL and on an expression that is a function of all prices in the economy, or a price index, that can be written as 
P = pi1−σ∑( )
1
1−σ  So the demand for good j can be written as 
qj =
pj−σwL
P1−σ  (II) The optimal price for the firm in the Helpman/Krugman model We maximize profit by setting the derivative with respect to commodity qj equal to zero, which gives us  
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dπ j
dqj
= pj +
dpj
dqj
qj −wb = 0
→ pj = 1+
dpj
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⎞
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σ
σ −1wb  (III) The demand for good j in the Helpman/Krugman model with two sectors With the same reasoning as in the one industry case, we obtain the same expression for the demand for good i as a function of the demand for good j and their relative prices 
 qi = qj pipj⎛⎝⎜ ⎞⎠⎟ −σ  
If we insert this into the utility function for consumption of good Cm, we obtain 
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We can now solve for the demand for good j 
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qj =
pj−σCm
qi1−σ∑( )
σ
σ −1
 
From the first stage budgeting we remember that 
Cm =α
wL
P  We use this to rewrite the demand for god j  
qj =
pj−σCm
qi1−σ∑( )
σ
σ −1
=
pj−σαwL
qi1−σ∑( )
σ
σ −1 P
=
pj−σαwL
qi1−σ∑( )
σ
σ −1 qi1−σ∑( )
1
1−σ
=
pj−σαwL
qi1−σ∑( ) =
pj−σαwL
P1−σ
 
This is the exact same result as in he one industry case, the only difference is that now only a fraction  α( )  of the total income is spent on the manufactured good. 
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Appendix B – Country list 
Country Abbr Years included in study Income Level Country group Dataset 
Austria Aus 1970-1994, 1999-2010 High Central Core & Europe 
Belgium Bel 1999-2010 High Central Core & Europe 
Belgium-
Luxembourg BelLux 1970-1998 High Central Core & Europe 
Bulgaria Bul 1996-2010 Upper Middle South East Europe 
Cyprus Cyp 1970-1988, 2000-2010 High South Core & Europe 
Czech Republic Cze 1995, 1997-2010 High North East Europe 
Denmark Den 1970-2010 High North Core & Europe 
Estonia Est 1995-2010 High North East Europe 
Finland Fin 1970-2010 High North Core & Europe 
France Fra 1970-1995, 1997-2010 High Central Core & Europe 
Germany Ger 1995, 1999-2010 High Central Europe 
Greece Gre 1970-2010 High South Core & Europe 
Hungary Hun 1995-2010 High South East Europe 
Iceland Ice 1970-2010 High North Core & Europe 
Ireland Ire 1970-2010 High Central Core & Europe 
Italy Ita 1970-1993, 1995-2010 High South Core & Europe 
Latvia Lat 1995-2010 Upper Middle North East Europe 
Lithuania Lit 1995, 1997-2010 Upper Middle North East Europe 
Luxembourg Lux 1999-2010 High Central Core & Europe 
Malta Mal 1970-1993, 2001-2010 High South Core & Europe 
The Netherlands Net 1970-1996, 1999-2010 High Central Core & Europe 
Norway Nor 1970-1985, 1988-2010 High North Core & Europe 
Poland Pol 1995-2010 High North East Europe 
Portugal Por 1970-1998, 2000-2010 High South Core & Europe 
Romania Rom 1995-2000, 2002-2010 Upper Middle South East Europe 
Slovakia Slova 1995-2010 High South East Europe 
Slovenia Slove 1995-2010 High South East Europe 
Spain Spa 1970-2010 High South Core & Europe 
Sweden Swe 1970-1991, 1999-2010 High North Core & Europe 
United Kingdom UK 1970-1993, 1998-2010 High Central Core & Europe       
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Appendix C – Core and Europe graphs 
Figure 3B Core Central GLT 
 This figure shows the Central European countries and their total Grubel‐Lloyd index from 1970 to 2010.   Figure 4B Core North GLT 
 This figure shows the Northern European countries and their total Grubel‐Lloyd index from 1970 to 2010.    
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Figure 5B Core South GLT 
 This figure shows the Southern European countries and their total Grubel‐Lloyd index from 1970 to 2010.  Figure 6B Europe South East GLT 
 This figure shows the South Eastern European countries and their total Grubel‐Lloyd index from 1995 to 2010.     
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Figure 7B Europe North East GLT 
 This figure shows the North Eastern European countries and their total Grubel‐Lloyd index from 1995 to 2010.  Figure 8B Core Central EU 
 This figure shows the Central European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, within the European countries in the period from 1970 to 2010.    
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Figure 9B Core North EU 
 This figure shows the Northern European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, within the European countries in the period from 1970 to 2010.  Figure 10B Europe North East EU 
 This figure shows the North Eastern European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, within the European countries in the period from 1995 to 2010.  
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Figure 11B Core Central World 
 This figure shows the Central European countries and their intra‐industry trade, as measured by the Grubel‐Lloyd index, outside the European countries in the period from 1970 to 2010.           
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Appendix D – Trading partners and commodities 
France 2010 – most important traded 
commodities and partners  
Import Percentage 
Mineral fuels, mineral oils and products of their 
distillation; bituminous substances; mineral 
waxes 13,8 % 
Nuclear reactors, boilers, machinery and 
mechanical appliances; parts thereof 11,2 % 
Electrical machinery and equipment and parts 
thereof; sound recorders and reproducers, 
television image and sound recorders and 
reproducers, and parts and accessories of such 
articles 
 9,4% 
 
Vehicles other than railway or tramway 
rolling-stock, and parts and accessories 
thereof 9,3 % 
Pharmaceutical products 4,2 % 
Other commodities 52,1 % 
Export Percentage 
Nuclear reactors, boilers, machinery and 
mechanical appliances; parts thereof 11,5 % 
Vehicles other than railway or tramway rolling-
stock, and parts and accessories thereof 9,2 % 
Aircraft, spacecraft, and parts thereof 9,1 % 
Electrical machinery and equipment and parts 
thereof; sound recorders and reproducers, 
television image and sound recorders and 
reproducers, and parts and accessories of such 
articles 
8,5% 
 
Pharmaceutical products 6,6 % 
Other commodities 56,2 % 
  
Import Partners Percentage 
Germany 17,3 % 
China 8,2 % 
Belgium 7,8 % 
Italy 7,5 % 
Spain  6,2 % 
Other 53,0 % 
Export Partners Percentage 
Germany 16,2 % 
Italy 8,1 % 
Belgium 7,5 % 
Spain 7,4 % 
United Kingdom 6,7 % 
Other 54,0 % 
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Norway 2010 – most important traded 
commodities and partners 
 
Import Percentage 
Nuclear reactors, boilers, machinery and 
mechanical appliances; parts thereof 13,1 % 
Vehicles other than railway or tramway rolling-
stock, and parts and accessories thereof 9,7 % 
Electrical machinery and equipment and parts 
thereof; sound recorders and reproducers, 
television image and sound recorders and 
reproducers, and parts and accessories of such 
articles 
 9,2% 
 
Mineral fuels, mineral oils and products of their 
distillation; bituminous substances; mineral 
waxes 6,5 % 
Ships, boats and floating structures 5,0 % 
Other commodities 56,5 % 
Export Percentage 
Mineral fuels, mineral oils and products of their 
distillation; bituminous substances; mineral 
waxes 63,9 % 
Fish and crustaceans, molluscs and other acquatic 
invertebrates 6,5 % 
Nuclear reactors, boilers, machinery and 
mechanical appliances; parts thereof 4,9 % 
Commodities not specified according to kind 3,5 % 
Aluminum and articles thereof 3,5 % 
Other commodities 17,7 % 
  
Import Partners Percentage 
Sweden 14,1 % 
Germany 12,3 % 
China 8,5 % 
Denmark 6,2 % 
United Kingdom 5,9 % 
Other 53,1 % 
Export Partners Percentage 
United Kingdom 27,0 % 
Netherlands 12,0 % 
Germany 11,3 % 
Sweden 7,0 % 
France 6,6 % 
Other 36,2 % 
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Iceland 2010 – most important traded 
commodities and partners 
 
Import Percentage 
Inorganic chemicals; organic or inorganic 
compounds of precious metals, of rare-earth 
metals, of radioactive elements or of isotopes 
14,1% 
  
Electrical machinery and equipment and parts 
thereof; sound recorders and reproducers, 
television image and sound recorders and 
reproducers, and parts and accessories of such 
articles 
13,4% 
  
Mineral fuels, mineral oils and products of their 
distillation; bituminous substances; mineral 
waxes 13,0 % 
Nuclear reactors, boilers, machinery and 
mechanical appliances; parts thereof 9,6 % 
Pharmaceutical products 3,1 % 
Other commodities 47,7 % 
Export Percentage 
Aluminum and articles thereof 41,5 % 
Fish and crustaceans, molluscs and other acquatic 
invertebrates 35,5 % 
Iron and steel 3,9 % 
Pharmaceutical products 2,8 % 
Residues and waste from the food industries; 
prepared animal fodder 2,5 % 
Other commodities 13,9 % 
  
Import Partners Percentage 
Norway 9,0 % 
Brazil 8,7 % 
Netherlands 8,5 % 
USA 8,2 % 
Germany 7,5 % 
Other 58,1 % 
Export Partners Percentage 
Netherlands 34,0 % 
Germany 14,0 % 
United Kingdom 10,1 % 
Spain 4,7 % 
USA 4,6 % 
Other 32,6 %      
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Appendix E ‐ Agricultural products as percentage of GDP  
 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 
Bulgaria 16 16 27 18 16 14 13 12 11 11 9 7 6 7 5 5 
Czech Rep. 5 5 4 4 4 4 4 3 3 3 3 3 2 3 2 2 
Estonia 6 5 5 6 4 5 5 4 4 4 4 3 3 3 n.a. n.a. 
Hungary 8 8 7 7 6 6 5 5 4 5 4 4 4 4 3 4 
Latvia 9 7 5 4 4 5 5 5 4 4 4 4 4 3 3 4 
Lithuania 11 12 11 9 7 6 6 5 5 5 3 4 4 4 3 4 
Poland 8 8 7 6 5 5 5 5 4 5 3 4 4 4 4 4 
Romania 22 21 20 16 15 13 15 13 13 14 10 11 9 7 7 7 
Slovakia 7 6 5 5 5 4 5 5 5 4 4 4 4 4 4 4 
Slovenia 5 4 4 4 3 3 3 3 2 3 3 2 3 3 2 2     
