Abstract. We construct in nitely accurate approximate solutions to systems of hyperbolic partial di erential equations which model short wavelength dispersive nonlinear phenomena. The principal themes are the following. 1. The natural framework for the study of dispersion is wavelength solutions of systems of partial di erential operators in @. The natural -characteristic equation and -eikonal equations are not homogeneous. This corresponds exactly to the fact that the speeds of propagation, which are called group velocities, depend on the length of the wave number. 2. The basic dynamic equations are expressed in terms of the operator @ t . As a result growth or decay tends to occur at the catastrophic rate e ct= . The analysis is limited to conservative or nearly conservative models. 3. If a phase (x)= satis es the natural -eikonal equation, the natural harmonic phases, n (x)= , generally do not. One needs to impose a coherence hypothesis for the harmonics. 4. In typical examples the set of harmonics which are eikonal is nite. The fact that high harmonics are not eikonal, suppresses the wave steepening which is characteristic of quasilinear wave equations. It also explains why a variety of monochromatic models are appropriate in nonlinear settings where harmonics would normally be expected to appear. 5. We study wavelength solutions of nonlinear equations in @ for times O(1). For a given system, there is a critical exponent p so that for amplitudes O( p ), one has simultaneously smooth existence for t = O(1), and, nonlinear behavior in the principal term of the approximate solutions. This is the amplitude for which the time scale of nonlinear interaction is O(1). 6. The approximate solutions have residual each of whose derivatives is O( n ) for all n > 0. In addition, we prove that there are exact solutions of the partial di erential xI. Introduction. Page 1 equations, that is with zero residual, so that the di erence between the exact solution and the approximate solutions is in nitely small. This is a stability result for the approximate solutions.
equations, that is with zero residual, so that the di erence between the exact solution and the approximate solutions is in nitely small. This is a stability result for the approximate solutions.
xI. Introduction. This paper presents a method for constructing rigorously justi ed in nitely accurate approximate solutions to systems of hyperbolic partial di erential equations which model short wavelength dispersive nonlinear phenomena. A tool of general utility is created. It is important to note that there are a variety of more or less ad hoc methods to arrive at the leading term of the approximate solutions. We provide a framework which justi es many such arguments and can serve to arbitrate controversies where contradictory simpli cations are proposed. The classical use of the expression dispersion is to describe the fact that white light is split into a rainbow of colors on passing through a prism. The shorter wavelength light, bluish in color, is bent more than the longer wavelengths which are redish in color. The reason is that the short wavelength light travels more slowly through glass than does the longer wavelengths. This dependence of speed on wavelength is called dispersion. The cause of this phenomenon is that the light forces the electrons in atoms and molecules to oscillate. The oscillating electrons emit light. The total eld is a combination of the incident and emitted elds which in nonobvious fashion leads to an e ective speed of propagation which is di erent than the speed in a vacuum. The resonant frequency of the atomic oscillators in glass is in the near ultraviolet so that blue tones are closer to resonance than red. This explains why dispersion is stronger for shorter wavelengths. The reason that glass is dispersive and air is not is because there are many more atoms per unit volume in glass. The reader is referred to Feynmann, Leighton, and Sands 1] for a particularly good presentation of the physics. The key is that the frequency of the exciting light and the resonant frequencies of the atoms are both very large and of comparable magnitude. In the infrared and xray regions of the electromagnetic spectrum, dispersive e ects are much less important. The need for this tuning is well expressed in the introduction to dispersion in Landau and Lifshitz 2] \...to study the important subject of rapidly varying electromagnetic elds whose frequencies are not restricted to be small in comparison with the frequencies which characterize the establishment of the electric and magnetic polarisation of the substances concerned."
In units so that the speed of light in vacuum is equal to one, wavelength electromagnetic waves have period O( =2 ). The atomic oscillators to be near resonance will also have period of the same order. A harmonic oscillator with this frequency has equation of the form 2 d 2 p dt 2 + p = 0 : Note in particular the appearance of the di erential operator d=dt. Pursued systematically as in 3], this idea leads to models for linear and nonlinear dispersion, as in xII, xI. Introduction. Page 2 which have the following form. An unknown R N or C N valued eld u(t; y) de ned for x := (t; y) 2 R 1+d satis es a system of partial di erential equations L(u; @ x ) u + F(u) = 0 ; (1) where L(u; 
Order J hypothesis. The nonlinear functions F and A are smooth on a neighborhood of 0, and the nonlinear terms are of order J 2 in the sense that j j J ? 2 =) @ u;u A (0) = 0 ; and j j J ? 1 =) @ u;u F(0) = 0 : (3) The system is symmetric hyperbolic in the sense that A (u) = A (u) ; and A 0 (0) > 0 : (4) The simplest such equation is @ t u = c u whose solutions are of the form e ct= f(y). Unless c is purely imaginary the solutions are either negligibly small or explosively large. In order that our system be neither strongly dissipative nor strongly explosive, we assume that L 0 = ?L 0 :
The linearized equation at u = 0 is L(0; @ x ) v = 0 : (6) This is a constant coe cient system of linear @ di erential equations. The hypothesis 
The solutions are by de nition the points of the -characteristic variety, denoted char.
The presence of the term L 0 in (7) shows that this variety depends on the lower order terms in the equation, and is de ned by an equation which need not be homogeneous in .
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De nition. For any 2 R 1+d , let ( ) denote orthogonal projection onto the kernel of L(0; i ).
In particular ( ) is nonzero exactly when 2 char.
There are at least three distinct ways to arrive at the ansatz for the approximate solutions of this article. The idea of modulated plane waves, sometimes called the slowly varying envelope hypothesis, is the most classical. A second is Whitham's averaged Lagrangian method 4] which requires a variational form. Both of these methods are intuitively appealing and predict the leading term in an approximate solution. Since the leading term is the most interesting, one might think that such methods should be su cient. However, if the approximate solution is constructed only up to the principal term, then the residual in the equation is of the same order of magnitude as the approximation itself. This explains in part why it is di cult to show that such approximations are in fact accurate. One of the key recent advances for nondispersive problems, by Choquet-Bruhat, Majda, Rosales, Hunter, Keller, Joly, Metivier and is the development of a third strategy which follows the lines of WKB expansions is a systematic way. In addition to exibility, this approach has the dual advantage of often suggesting improved approximations, and wide applicability. This is partly why it is the only one of the approaches which has lead to rigorous results for nonlinear problems. A survey of recent progress including a more complete bibliography can be found in 14]. The natural starting point for all approaches are problems which are explicitly solvable. Consider the linear constant coe cient oscillatory initial value problem L(0; @ x ) v = 0; ; v (0; y) = g(y) e i (y)= : (8) The solution is given exactly by v (t; y) = 1 (2 ) 
The nonlinear equations (12) are uniquely solvable for small time. Applying the method of stationary phase for such times shows that as ! 0 the solution given by (9) is equal to a sum of K terms
The leading pro les a k;0 are polarized and have initial values according to
They are determined by a set of of ordinary di erential equations, a.k.a. transport equations, along curves in space time, a.k.a. rays, moving at the natural group velocities ?@ k (d (x)). In Proposition 3.3 we will see that these transport equations are equivalent
In addition to the asymptotic evaluation of exact solutions we would also like to cite the paper of Lewis 15] , who constructs asymptotic solutions of dispersive linear problems which need not have explicit solutions. His models for the dispersion of light do not have natural energy estimates which prevents him from proving that his approximate solutions are close to exact solutions. An example where approximate solutions are in fact far from exact solutions is presented after Theorem 3.7.
There is a large literature on relaxation problems which is also related to our work. The problems are singular limits of nonlinear @ equations for which decay like e ?t= is present in some modes. The goal is to extract a correct description for a relaxed system in which these modes are not present (see 16] and its bibliography). An important part of the analysis are hypotheses which exclude explosive modes and guarantee stability as does our conservation hypothesis (5) . It is reasonable to seek approximate solutions similar to those in (13) but in contexts where they are not derived by an asymptotic analysis of an explicit solution, in particular for nonlinear problems. With this in mind suppose that (x) satis es the eikonal equation. The rst nonlinear phenomenon to discuss is the creation of harmonics. Nonlinear functions applied to expressions of the form a( ; x)e i (x)= will produce harmonics, that is expression with phases n for n 2 Z. Analogous coherence hypotheses were introduced by Majda and Rosales 6] in the study of multiphase nondispersive problems. The interaction of harmonics of dispersive systems is in this sense analogous to the interaction of distinct phases for nondispersive systems.
The next hypothesis avoids some small divisor problems as jnj ! 1 and is satis ed in all the physical examples we have studied.
Strong niteness hypothesis. L 1 (id (x)) is nonsingular for all x 2 .
This hypothesis implies that
is nite. The principal term in our approximate solutions is a sum of terms of the form (13), one term for each of the eikonal phases m , u p a 0 (x; (x)= ) ; a 0 (x; ) := X m2M a m (x) e i ; (md (x)) a m (x) = a m (x) : (17) Roughly u is a nite family of nonlinearly interacting dispersive waves whose amplitude, p is discussed in the next paragraph. The second nonlinear e ect to take care of is that the strength of interaction and therefore the time scale for interaction depends on the amplitude of the wave. The amplitude of the solution (17) is p . The exponent p is chosen so that the time scale for the nonlinear interactions is O(1). This vague phrase means that one cannot ignore the nonlinear e ects if one wants an approximation for times independent of , but for times tending to zero with they can be ignored. We present two independent computations of p. The second is at the beginning of xIV. 
In xV interaction coe cients c m (x; fa (x)g) are de ned depending on the phase and the derivatives of L(u; :) and F(u) with respect to u at u = 0. Each function c m is a homogeneous polynomial in fa (x)g of degree J. The principal pro le a 0 in (17) is uniquely determined from its initial data by the coupled semilinear symmetric hyperbolic systems
(19) The operators on the left are those in (15) . Proposition 3.3 shows that where the characteristic variety is simple they are transport operators at the group velocity. To guarantee uniqueness one needs to suppose that the domain on which one works satis es the following condition. The principal term can be corrected to give in nitely accurate approximations. These are the dispersive analogue of the constructions of Joly-Rauch and Gues in 9, 17, 18] . The proofs of all these authors are descendents of the seminal article of Lax 19] showing that the geometric optics approximation in the linear case is easily justi ed by constructing an in nitely accurate approximate solution and then using energy estimates. The nonlinear dispersive analogue of Lax's result is harder. For one, the solutions tend to in nity in the norms in which the Cauchy problem is well set. This suggests that they may become increasingly sensitive to perturbations in the data, and therefore the approximate solutions need not be accurate. In fact they are accurate as we prove in xVI. 
The functions a( ; x; ) and a j (x; ) are smooth in all there arguments and periodic in . To describe the main results introduce the projector acting on trigonometric polynomials d(x; ) = P d n (x)e in by
The next theorem shows that in nitely accurate approximate solutions of the form (20) are uniquely determined once initial data are given for a j (0; y). xII. Two models from nonlinear optics.
The speed of propagation of light in dense materials like glass and water depends on the frequency. As a consequence white light passing through a prism is decomposed into a spectrum of colors, a discovery of Newton. These phenomena are called linear dispersion.
Here the quali er linear means that the superposition principal holds. The development of lasers allowed the exploration of high intensity electromagnetic waves and lead to the discovery that the speed and therefore the refractive index depends also on the intensity of the eld, n = n(!; I). Taylor expansion at I = 0 yields n(!; I) n 0 (!) + n 2 (!) I + where the notations are those standard in the physics literature. Truncating at the n 2 term yields n(!) = n 0 (!) + n 2 (!) I ; (1) which is called the Kerr nonlinearity. The common sign n 2 > 0 means that speed of propagation is a decreasing function of intensity of the light. xII.1. The Lorentz model for linear dispersion.
Materials which exhibit an appreciable nonlinear index are usually dispersive in the classical sense, the speed depends on frequency. Thus the point of departure for modeling the nonlinear index are models of linear dispersion. The standard model, due to Lorentz 20] is discussed in our article 3]. In particular its relation to excellent textbook treatments 1] and 21] is discussed. In units normalized so that the speed of light is equal to 1, the equations read E t = curl B ? P t ; B t = ?curlE ; 2 @ 2 t P + P = E : (2) div (E + P) = 0; div B = 0 ; (3) The unknowns are the electric and magnetic elds, E; B, and the polarization per unit volume, P. The last equation from (2) shows that the local polarization responds to the xII. Two Models. Page 9 electric eld as a eld of harmonic oscillators. Equation (3) is satis ed for all times as soon as it is satis ed at t = 0. Thus, it is a constraint on the initial data. The key observation is the appearance of the small parameter which has the order of magnitude of the wavelength of light divided by the next smallest characteristic length in the problem. For example for the propagation of a bullet or cigar shaped laser pulse through an ordinary sized glass lens, the smallest length scale is the spotsize typically of order 1 mm, and then < 10 ?3 . To convert (2) to a rst order system introduce Q := @ t P ; u := (E; B; P; Q) : (4) The dynamics then reads E t = curl B ? P t ; B t = ? curl E ;
There is a natural quadratic energy. is real antisymmetric. This is a dispersive symmetric hyperbolic system in the sense of xIII. The key ingredient in the modeling of dispersion is the fact of studying wavelength oscillations of a system in @. Nonlinear optical models are characterized by the fact that the polarization P responds to the electric eld in a nonlinear way. Two standard models are described below. For each of the nonlinear models, the linearization at u = 0 is given by the Lorentz model. Thus the Lorentz model yields a good description of solutions of the nonlinear equations for very weak elds. The asymptotic analysis of this paper describes high frequency solutions for which the nonlinear e ects are important.
xII. Two Models. Page 10 xII.2. The anharmonic oscillator model.
The change here is to model the response of the polarization as an anharmonic oscillator 2 P tt + rV (P) = E ; (8) see ( 22] , 23]). The medium is supposed to be centrosymmetric which means that is V is and even function, i.e. satis es V (?P) = V (P). For low elds, the classical harmonic oscillator is a good approximation. Denote by E a 10 11 m ?1 the electric eld felt by an electron in a Hydrogen atom. For very high elds, i.e. E > E a ; I > 10 16 W=cm 2 , ionisation processes occur and typically the materials through which the light is passing are damaged. There is an intermediate range I 10 12 W=cm 2 where the intensity is low enough to avoid breakdown but high enough so that the perturbations of the harmonic oscillator have to be taken into account. This regime, sometimes called that of weak nonlinearity, is the eld of nonlinear optics. Replacing E by E=E a , B by cB=E a and P by P=" 0 E a , give dimensionless elds. The regime of weak nonlinearity discussed above corresponds to dimensionless elds small compared to one. It is thus reasonable to introduce the Taylor expansion of the smooth real valued potential V (P) jPj 2 2 ? jPj 4 4 + > 0 : (9) The asymptotic analysis of xIV shows that the coe cient is essentially the same quantity as the Kerr Law constant n 2 and is of magnitude O(1) in the nondimensional units above.
It may seem that for elds small compared to one, the nonlinear term will be negligible. However, the natural eikonal equation and polarization identities are such that the leading order linear terms in (8) exactly compensate, so that the nonlinear term is crucial. Introducing the unknown u from (4), this model is a dispersive semilinear symmetric hyperbolic system. It is semilinear because the the nonlinear rV (P) does not involve derivatives.
xII.3. Instantaneous nonlinear response.
This model supposes that the nonlinear response of the polarization is instantaneous and given by P N = P N (E) ; P N (?E) = ?P N (E) ; @ E P N (0) = 0 for j j 2 :
In the dimensionless units above, the elds of interest are small compared to one and the P N can be replaced by the leading term in its Taylor expansion
where the constant O(1) is essentially the n 2 in Kerr's Law. The polarization is the sum of this instantaneous cubic term and the term of Lorentz. The system of equations de ning the dynamics is then E t = curl B ? (P + jEj 2 E) t ; B t = ?curlE ; xIII. Asymptotic analysis of linear dispersive hyperbolic systems.
This section presents background material on dispersive symmetric hyperbolic equations.
Symmetric hyperbolicity hypothesis. Suppose that
The system of partial di erential operators L(@) is supposed to be a constant coe cient conservative symmetric hyperbolic system of order one with timelike variable t := x 0 , that is, the coe cients A are N N hermitian symmetric matrices with A 0 strictly positive, and, L 0 is an antihermitian matrix.
Aside. One could consider systems with x; dependent coe cients satisfying
for some constant c. The analysis for nonlinear phases extends without essential modi cation to this case. The price to pay is heavier notation. Physically, the variable coe cients represent a medium whose properties vary smoothly from point to point.
The goal is to describe oscillatory solutions of L( @)u = (L 1 ( @) + L 0 )u = 0 which have wavelength << 1. The presence of the operators @ makes the system singular. Exactly the same sort of singularity is familiar from the semiclassical limit in quantum mechanics. It has the peculiarity of rendering the principal part and lower order terms in the equation of the same order. That is, the natural principal symbol involves the lower order terms as well as the terms of order 1. The natural eikonal equation is not homogeneous in d and equivalently, the natural principal symbol is not homogeneous in . This is nearly equivalent to the fact that dispersive phenomena, where speeds depend on the modulus of the wave number, can be modeled.
xIII.1. Plane waves and dispersion relations. 
Equation (5) 
Remarks. 1. For 2 char, the projection ( ) is equal to
where r is so small that 0 is the only eigenvalue inside the contour. Symmetric hyperbolicity implies that L(i ) is an antihermitian matrix, so ( ) is an orthogonal projector, and, the algebraic and geometric multiplicity of the eigenvalue 0 are equal. Here the geometric multiplicity is de ned as dim kerL(i ) , while the algebraic multiplicity is de ned to be order of the root z = 0 of the equation det(zI ? L(i )) = 0. 2. 2 R 1+d n char =) ( ) = 0. In the Proposition the scalar product with respect to A 0 plays an important role. This is tied to the fact that the time variable t plays a distinguished role in the decomposition = ( ; ). For a di erent time variable the orthogonality of the kernels would be with respect to a di erent scalar product. The projectors ( ) on the kernel are chosen orthogonal with respect to the scalar product in C N which is the scalar product for which the symbol L(i ) is antihermitian. (10) This is a two dimensional family. None of the nonzero elements of this family satisfy the constraint (2.5).
For 6 = 0 one can eliminate b and q from the system to obtain the reduced system 2 e + ^( ^e) = ? 2 p; (? 2 + 1) p = e:
In the rst equation, simplify the double cross product and multiply by 2 ?1 to eliminate p to nd ( 2 ? 1) ( 2 ? j 2 j + j ih j) ? 2 e = 0 :
The physically relevant solutions satisfy the constraint :e = 0 which yields the dispersion relation 0 = ( 2 ? 1) ( 2 ? j 2 j) ? 2 = 4 ? (1 + + j j 2 ) 2 + j j 2 :
(12) Note that this equation is not homogeneous in ; . The spectral projection ( ) corresponding to the roots of (11) is orthogonal projection on the kernel which is the set of vectors satisfying e ? ; b = ? ^e; p = ? 2 + 1 e; q = i p: (13) Note that the phase velocity v = ? =j j 2 so that the triple v ; e;b is an oriented triple in R 3 . Equation (13) We next show that Since both sides are linear it su ces to prove (14) for u either belonging to or orthogonal to ker (u). We use two identities sati ed for all e ? , (u; K(e)) = (S(u); e) and S(K(e)) = 2 e:
The rst identity shows that (u) = 0 if and only if p ? (S(u)) = 0 so (14) verifying (14) in these cases and therefore completing the proof of (14) . The dispersion relation yields a quadratic equation for 2 which is explicitly solvable. The resulting expression is rarely used. The simple explicit representation j j 2 = 2 1 ? 2 ? 1
for as a function of is often preferred.
The remaining solutions of the homogeneous linear system are those with e k which in addition to those with = 0 yield a family with 2 ? 1 ? = 0. This inventory of 12 solutions for each shows that equation (5) 
with u = e i :x= a(x; ) ; a(x; )
Plugging u into the partial di erential operator yields
The strategy is to expand
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and to choose the coe cients a j so that all the c j vanish identically. Setting the leading term in (19) equal to zero yields 0 = L(i ) a 0 ? b 0 : (20) There is a fundamental dichotomy. If L(i ) is nonsingular, then a 0 is determined from b 0 by the linear algebraic equation (20) . An entire asymptotic expansion is determined by such local algebraic equations. This is in exact analogy to elliptic high frequency asymptotics (see 24, 25] ). The situation is more interesting when L(i ) is singular. In that case, multiplying (20) (22) Equation (20) holds if an only if (21) and (22) hold.
Typical of two scale expansions, this equation involves coe cients a 0 and a 1 of two di erent powers of . Multiplying by ( ) eliminates the a 1 term. This yields
(23) Equation (23) yields an initial value problem for ( ) a 0 involving the rst order partial di erential operator ( )L 1 (@) ( ). That this problem is solvable is guaranteed by the following simple but important Proposition. Proof. The coe cient of @ j is equal to the restriction of A j to Range which is hermitian since A j and are. The coe cient of @ 0 = @ t is the restriction of A 0 to Range so is positive de nite since A 0 is.
Thus, equation (23) The appearance of phase velocities which depend on j j is the signature of dispersion.
The next proposition gives a su cient condition for the symmetric hyperbolic operator ( ) L 1 ( ) ( ) to be a simple directional derivative. Using this for the summands on the right hand side of the identity
Example. For the Lorentz model consider 6 = 0 and = ( ; ) 2 char with 2 = 2 f0;1 + g. Then 2 satis es (3.13) which has a pair of distinct positive solutions for each since discriminant = (j j 2 + 1 + ) 2 ; (27) in the sense that a j and b j belong to C 1 (21), (22), (23) and the sequence of equations (25), (26) (25), (26), and, the initial conditions ( ) a j (0; y) = g j (y) :
Borel's theorem guarantees that for a j ; b j as in Theorem 3.6, there exist a( ; x) and b( ; x) as in Theorem 3.5, which constructs approximate solutions given by (29). 
An important case is when the right hand sides of (32) and (33) vanish in which case v is the exact solution of the problem to which u is an approximate solution.
Proof. Example. The conservation hypothesis is crucial for Theorem 3.7. Two examples for which it is not satis ed are the Klein-Gordon operator with negative coe cient L( @ x ) = 2 ? 1 for which the natural conserved energy has inde nite density 2 u 2 t + 2 u 2 y ?u 2 xIII. Linear Dispersion. Page 23
If the initial data for the ( )a j are supported in jyj < r, then the pro les are supported in the tube jy ? v g tj < r and the solution u can also be taken with support in this tube. The sound speeds of the operators L are 1, so that for for all 6 = 0 suppv fjyj r + jtjg: For jtj > 2r=(jv g j ? 1) the supports of the exact and approximate solutions are disjoint! This apparent contradiction is resolved by noting that the analogue of Theorem 3.8 is not true. The in nitely small residual cannot be removed. The family L( @) is not uniformly stable, so though the residuals are in nitely small the error is not. The apparently in nitely accurate approximate solutions are worthless! xIII.3. Nonlinear phases.
It is not di cult to extend the analysis to nonlinear phases (x) so that the oscillating factor is equal to e i (x)= . To do this requires the introduction of a few additional concepts. The eikonal equation becomes det L(id (x)) = 0 : 
is also smooth. The analysis for linear phases :x, 2 char, extends without substantial modi cation to the case of nonlinear phases satisfying the above hypothesis. The main di erence is that the exact and approximate solutions are regarded as functions on . In the next section, nonlinear problems with nonlinear phases are considered, and the linear case can be extracted as a special case of those computations. In the absence of sources, that is when b = 0, the principal pro le is determined from the equations
If for all x, := d (x) satis es the constant multiplicity hypothesis of Proposition 3.2, then that result implies that the di erential operator on the left is equal to From the last section we know that the equation of evolution for the coe cient of n comes from the n+1 term in the expansion of Lu + F(u ). This suggest that the set of exponents appearing in our ansatz be closed under multiplication by nonnegative integers and by addition of 1. As we will see, the natural indices p are rational, so that closure under multiplication by integers alone is su cient. xIV. Semilinear Geometric Optics. Page 26
With this choice, F(u ) is smaller than the other two terms on the left of (2) . For this reason the nonlinearity does not a ect the de nition of the dispersion relation. The nonlinearity is important at the next order which determines the evolution of the principal pro le.
Examples. For quadratic nonlinearities, p = 1, while for cubic nonlinearities, p = 1=2.
For the Klein-Gordon equation, The simplest example is when (x) is a linear function of x, in which case L(imd (x)) does not depend on x. The coherence hypothesis says that for the harmonics m , the eikonal equation is either satis ed for all x or for none. For nondispersive geometric optics, that is problems with L(@) rather than L( @), the eikonal equation is homogeneous so that m is automatically a solution of the eikonal equation for all m. Thus the analogue of the above hypothesis for single phase nondispersive geometric optics is automatically satis ed. Coherence hypotheses play a crucial role in nondispersive multiphase nonlinear geometric. The analysis is simpli ed if there are only a nite number of m for which md satis es the eikonal equation. This is guaranteed by the following hypothesis which is satis ed in all the physical models we have studied.
shows that there is an m 0 0 so that L(im d We do not pursue this point of view but impose the niteness hypothesis above.
In order to treat the dichotomy of propagating versus nonpropagating oscillations introduce the projection of the Fourier series on the set of harmonics which satisfy the eikonal equation.
De nition. When d(x; ) is a 2 periodic function in , d, the projection on char harmonics, is de ned by
In addition, Q denotes the partial inverse of L(d @ ) de ned by Qd := X m2Z Q(md (x)) d m (x) e im : (8) xIV. Semilinear Geometric Optics. Page 29
Remarks. 1. In the de nition of one could have taken the sum only over m 2 M since for the other m, (md (x)) = 0.
2. The niteness assumption shows that d is a trigonometric polynomial. That is, it has at most a nite number of nonvanishing Fourier coe cients each of which is a function of x. Thus, d is determined by a nite number of functions of x. It is useful to think of the image of as consisting of vector valued functions of x.
3. The estimate for L(imd ) ?1 following the strong niteness hypothesis shows that Q is a continuous map of C 1 ( S 1 ) to itself. Q is an operator of order -1 in @ .
With this de nition, equation (6) is equivalent to a 0 = a 0 :
We next nd evolution equations which determine a 0 from its initial data. Setting c 1 = 0 in the expansion of c( ; x; ) yields,
Multiplying by , equivalently setting c 1 = 0 eliminates the a 1 term to yield L 1 (@ x )a 0 + (a 0 ) = 0 :
Using (9) yields L 1 (@ x ) a 0 + ( a 0 ) = 0; : (11) The examples in the next subsection and the existence theorem in xIV.3 show that the nonlinear evolution equation (11) determines the nite dimensional vector valued function a 0 = a 0 from its initial values, at least locally in time.
Next a linear recurrence to determine a j for j > 0 is found. For j > 0, the coe cient c j of p+j is given by,
where by convention we set a k = 0 when k < 0.
Once the a l are known for l < j, (I ? )a j is determined by setting Qc j = 0 to nd ? I ? a j = ?Q L 1 (@ x )a j?1 + 0 (a 0 ) a j?1 + G j (a l<j?1 ) : (13) Recall that j = np and p may be smaller than one. An interesting special case is the range 0 j < 1 where the source terms with l j ? 1 all vanish to give a j = a j for 0 j < 1 :
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The equation c j+1 = 0 is used to determine the propagating part a j of a j . One has L 1 (@ x ) a j + 0 (a 0 ) a j = ? G j (a l<j ) + L 1 (@ x )(I ? )a j (14) where the right hand side is known from (13) and the inductive hypothesis. For j 1, this yields a nite set of coupled linear hyperbolic equations which determine a j from their initial data.
Example. In the range 0 < j < 1 the equation is the linear equation L 1 (@ x ) a j + 0 (a 0 ) a j?1 = 0 for 0 < j < 1 :
Thus if the initial values of these pro les vanish, the pro les vanish for all time. In this case the rst pro le after the principal pro le a 0 is the pro le a 1 . This yields an interesting class of expansions of type (1) where the elements of pN between 0 and 1 are absent. xIV. Semilinear Geometric Optics. Page 31
The analogue of equation (11) shows that the principal amplitude is determined from its initial data by the transport equation (21) If satis es the eikonal equation (3.37), then m is eikonal only for m 2 f0; 1g and the coherence and strong niteness hypotheses are satis ed. The operator is then de ned using three, spectral projectors, those on ker L( d ) and ker L 0 . The rst two kernels are described by (21) 
The principal pro le has the form a 0 (x; ) = a + (x)e i + a 0 (x) + a ? (x)e ?i ; (23) where the polarization (9) holds exactly when
Reality requires a = a ; and a 0 = a 0 : (25) Introduce components a := (E ; B ; P ; Q ) ; a 0 := (E 0 ; B 0 ; P 0 = E 0 ; Q 0 = 0 ) : (26) The evolution equation for the pro le involves (u) = (0; 0; 0; jPj 2 P) : (27) The rst important observation is that (0) (u) = 0, so the equation of evolution for a 0 is (0) L 1 (@) a 0 (x) = 0 : (28) Note in particular that a 0 = 0 is a solution. This special case is examined in more detail below. Equation (22) shows that equation (28) 
The nonlinear term from (27) is times jPj 2 P = P:P P = (P + e i + P 0 + P + e ?i ):(P + e i + P 0 + P + e ?i ) (P + e i + P 0 + P + e ?i ) ;
where the dot product is that without complex conjugates. The operator + picks out the terms in e i and multiplies them by ( ; ), with ( ; ) = d . There are six terms with the right exponent. Three of them have two factors e i and one factor e ?i , while the other three three have two P 0 's and one e i . For simplicity we treat only the case a 0 = 0. The terms in e i are then 2P + :P + P + + P + :P + P + = 2jP + j 2 P + + P + :P + P + :
The polarization from (20) and (24) 
Equation (21) can be used to compute the action of the projection (d ). Equating the E components on the two sides of (30) and using the formula before Proposition 3.4 yields the cubic transport equation Note that the denominators of (d ) and c(d ) are identical which yields a signi cant simpli cation for linear phases. The other components of a + can be found from E + using the polarization (20) . The cubic ordinary di erential equation (32) In all the examples of the previous sections, the equations determining the pro les, though not exactly easy to nd, were easy to solve once found. Even more, the nonlinear evolution equations for the principal pro les were globally solvable when the phases were linear. With this experience, the next result guaranteeing local existence and uniqueness of the in nite family of pro les should not be surprising. A key ingredient is solving initial value problems for L 1 (@ x ) . The operator L 1 (@ x ) maps trigonometric polynomials Then there is a T 2]0;T 1 ] and a unique solution a 0 2 C 1 ( ? \ f0 t Tg S 1 ) of (9), (11) such that a 0 (0; y) = g 0 (y). Moreover for j > 0, the in nite sequence of equations (13), (14) uniquely determine functions a j 2 C 1 ( ? \ f0 t Tg S 1 ) satisfying the initial condition a j (0; y) = g j .
Proof. The polarization (9) Remark. This existence theorem is simpler than those required for nondispersive systems where the unknows are functions of x and one or more auxiliary variables. In the present case the dependence on the auxiliary variable simpli es thanks to the strong niteness assumption.
xV. Approximate solutions of quasilinear dispersive systems. The reason for the discrepancy in the orders is because the coe cients A appear in expressions A(u) @u so the order of the nonlinearity is one higher than the order of the zero of A. The strategy is to choose the a j so that c j = 0 for all j. For j < 0, de ne a j := 0. Setting the coe cient c j = 0 for 0 j < 1 yields
This is equivalent to a j = a j for 0 j < 1 : 
Here there is an important remark. Equation (8) (md ) c m = c m : (10) Here c m is a polynomial of degree J in fa (x)g with coe cients depending smoothly on x.
With the above notation, equation (8) 
which determines a j from its initial values. Note that acting on our trigonometric polynomials, the operator @ is bounded. 
if (5), (8) , and the in nite sequence of equations (13) and (14) of (5), (8) such that a 0 (0; y) = g 0 (y). With this T, there are unique functions a j 2
? \ f0 t Tg S 1 ) satisfying the initial conditions a j (0; y) = g j (y) and the in nite sequence of equations (13), (14) .
Example. xVI. Stability of the approximate solutions. In xIV and xV, in nitely accurate approximate solutions of nonlinear wave equations were constructed. They are accurate in the limit of wavelength tending to zero. The approximate solutions have residuals each of whose derivatives converges to zero more rapidly than any power of . In this sense they are in fact very accurate. Nevertheless it remains to show that there are solutions of the exact equations which are close to the approximate solutions. This is a stability result which asserts that removing the in nitely small residual does not perturb the solution much. The approximate solutions of xIV, and xV are thereby shown to be asymptotic to exact solutions. The results of this section are closely related to and were inspired by the important stability results of O. Gues 17, 18] . They di er in two essential ways. First the underlying equation is an operator in @ which makes the problem a little more sensitive. This potential instability is compensated by the conservation hypothesis at the beginning of xIII. If the background operator were not conservative (or more generally dissipative) the errors could be ampli ed by factors of the form e t= which would overwhelm the residuals of order 1 . In addition to the conservation hypothesis which is essential, we also assume more regularity of the approximate solutions u than does Gues. Roughly where he assumes L 2 bounds on the derivatives @ we assume L 1 bounds. The reason for our choice is that in practice one usually controls very well the approximate solutions so that one has such sup norm bounds, for example in the constructions of xIV and xV. Second, this allows xVI. Error Estimate. Page 39 a simpli cation of the proof as was remarked in 27]. Theorems with L 2 hypotheses like those of Gues are also valid in the dispersive setting. Consider the quasilinear operator L(u; @)u + F(u) whose nonlinear terms are of order J near u = 0 in the sense that the following strengthening of (5.2) is satis ed, j j J ? 2 =) @ u;u A (0) = 0 ; and j j J ? 1 =) @ u;u F(0) = 0 : (1) This is equivalent to supposing (5.2) is valid for all phases. (7) xVI. Error Estimate. Page 40
Note that the family of approximate solutions fu g is not bounded in H s as soon as s > p. The fact that the approximate solutions are large in these norms is the source of the di culty.
Proof. The proof in the semilinear case, that is when the coe cients of L do not depend on u contains the main ideas and is somewhat simpler. For that reason we present rst the proof in the semilinear case, and then present the quasilinear case.
Step 1. Taylor expansion absorbs the critical exponent. De The factors on the right show that each element of the matrix G is the product of a polynomial homogeneous of degree J ? 1 with a smooth function of u; w. Therefore F( p U + p W ) ? F( p U ) = pJ H( ; U ; W ) W ; (10) where H is a smooth matrix valued function of its arguments. Plug this into (9) and divide by p+1 = pJ to nd the singular system L 1 (@ x ) + 1 L 0 W + H( ; U ; W ) W = h ? r pJ : (11) Step 2. H s estimates for the singular linear operator. Though the L 0 term in (11) has a coe cient which explodes, the matrix L 0 is antisymmetric so this term does not lead to explosion of L 2 norms. Also the division of the term on the right by pJ is not dangerous since h ?r 0. It remains to avoid the di culties posed by the fact that the derivatives of U are large. This prevents one from simply di erentiating the equation (11) . The remedy is to apply derivatives @ and use (6 
Commuting with the operators @ y shows that with the same constant as in (13) (16) Step 3. Estimate for the nonlinear term. (19) where there is always at least one k . Assumptions (6) and (17) j j=r : (20) 
