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Abstract
We study a massive real scalar field that breaks translation symmetry dynam-
ically. Higher-gradient terms favour modulated configurations and neither finite
density nor temperature are needed. In the broken phase, the energy density de-
pends on the spatial position and the linear fluctuations show phononic dispersion.
We then study a related massless scalar model where the modulated vacua break
also the field shift symmetry and give rise to an additional Nambu-Goldstone mode,
the shifton. We discuss the independence of the shifton and the phonon and draw
an analogy to rotons in superfluids. Proceeding from first-principles, we re-obtain
and generalise some standard results for one-dimensional lattices. Eventually, we
prove stability against geometric deformations extending existing analyses for elastic
media to the higher-derivatives cases.
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1 Motivation and main results
For about one hundred years now [1], translation symmetry breaking has been extensively
studied, though its dynamical origin is often left aside and neglected. In typical condensed
matter circumstances, there is a large hierarchy in energy between the physics of a crystal
formation/melting and its low-energy excitations. These latter determine the thermo-
dynamic and linear response properties, which can be usually described by low-energy
effective theories without considering the dynamical origin of the lattice. Nevertheless,
the physics of spatially-modulated order parameters, as well as some conceptual ques-
tions concerning translation symmetry breaking, require a dynamical and first-principle
treatment.
The present paper aims at shedding light on some aspects of spontaneously broken
translations relying on a simple field theory model. We show that a real scalar field is
enough to provide a setup where relevant questions can be directly addressed. The main
results are the following.
1. We prove by means of explicit examples that translations can be broken dynamically
in field theory without the need of a finite density, a chemical potential or finite
temperature.
2. We consider models which enjoys a shift symmetry and cases where this is broken by
a mass term and show that the spontaneous breaking of translations can be attained
in both cases. Thereby, we show that shift symmetry is not a necessary ingredient
to the purpose of describing phononic modes. More generically, we get spontaneous
and inhomogeneous vacua where the energy density is spatially modulated and no
auxiliary global symmetry is invoked.
3. In the shift-symmetric real scalar models that we analyse, the shift symmetry is
spontaneously broken concomitantly with spatial translations. We argue that at
low-energy the Nambu-Goldstone modes associated to the two symmetries, e.g. the
shifton and the phonon, are well separated in momentum space and can therefore
be regarded as effectively independent modes, in analogy to what happens for (su-
perfluid) phonons and rotons in superfluid helium [2–5].
1.1 Context and method
Recent effort in holographic models applied to condensed matter has focused on trans-
lation symmetry breaking [6–13]. The possibility of striped phases [14, 15] triggered the
quest for treatable modulated solutions, which often relies on the presence of an auxil-
iary global bulk symmetry [16–18]. In these cases, the spatial points of the broken phase
are all equivalent modulo a global transformation and the translation breaking is homo-
geneous [19], namely, the conserved densities do not depend on the spatial coordinates.
Homogeneity entails valuable technical simplifications but it opens conceptual puzzles
too. Homogeneous models have a trivial 1-point Ward-Takahashi identity for translations
also when these are explicitly broken [20]. To the purpose of realising and studying cases
where translations are broken inhomogeneously, we search for the simplest field theo-
retical model: we consider a real scalar field theory (introduced in Section 2) where the
3
higher-gradient terms lead to a “gradient Mexican hat” that energetically favours spatially
modulated solutions [19]. By means of a simple cosinusoidal ansatz (3), we have analytical
control on the harmonic modulated vacuum solutions without requiring fine-tuning of the
Lagrangian (1) (Subsection 4.2).
The implementation of a gradient Mexican hat in the Lagrangian defines an enriched
effective theory where translations are broken dynamically. The non-trivial vacuum is
explicitly obtained instead of being just assumed a priori ; similarly, the low-energy physics
and the Nambu-Goldstone modes emerge from a dynamical study without extra ad hoc
hypotheses. This allows one to realise the low-energy theorems on symmetry-breaking by
construction and to address the counting of Nambu-Goldstone modes in a direct fashion
(Subsection 4.3).1
In standard effective approaches, the role of shift symmetry is particularly important.
First, standard effective field theories for solid, elastic media [27] and membranes rely on
fields taking value in a physical target space; translations symmetry in the target space
corresponds to shift symmetry of the effective fields. There, the spontaneous breaking
of translations is actually a diagonal locking of translations and shifts leading to a single
Nambu-Goldstone mode. Second, shift symmetry allows one to study spacetime symmetry
breaking systematically through coset constructions [32, 33].2 In the enriched effective
approach we consider below, instead, shift symmetry is not necessarily present and hence
it is not crucially related to the breaking of translations. In fact, the shift symmetry we
consider below is independent of translations and, when spontaneously broken, it leads
to an additional Nambu-Goldstone mode which we call shifton.
The field φ in the Lagrangian (1) does not represent the low-energy degrees of freedom
emerging from the symmetry breaking and thus φ is not directly identified with a Nambu-
Goldstone. More precisely, the Nambu-Goldstone bosons are described by fluctuations
of the field φ (as usual), however such fluctuations are considered around a non-trivial
vacuum arising from a dynamical and spontaneous breaking. As a result, the Lagrangian
(1) may (and will) contain terms where the scalar field appears without any derivative
(as opposed to standard effective theory constructions [34]).
The present study belongs to a recently revived line of research about the treatment
of translation symmetry breaking if field theory [35], mainly in non-relativistic setups.3
In turns, translations are an aspect of a wider program concerning spontaneous and
pseudo-spontaneous symmetry breaking pursued in strongly coupled theories modelled
holographically [39–44].
2 A real scalar model in (1 + 1) dimensions
We consider a canonical kinetic term, in particular avoiding higher time derivatives and
Ostrogradsky instabilities [45, 46]. We impose both spatial parity, ∂x ↔ −∂x, and field-
space parity, φ↔ −φ. In an effective field theory spirit, we consider only terms up to the
4th order in φ and up to the 8th order in the spatial derivatives. Specifically, we take the
1On the problem of Nambu-Goldstone counting for spacetime symmetries we refer to [21,25,26]
2Third, the auxiliary global symmetry in the bulk of homogeneous holographic model can be thought
in relation to shift symmetry of the effective low-energy theory, see for example [28–31].
3More broadly, the research field is related to the study of phase transitions by means of space-
dependent configurations [36–38].
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model4
L = 1
2
φ˙2 − A
2
φ′2 − m
2
2
φ2 +
B
4
φ′4 +
C
2
φ′2φ′′2 +Dφ′′4 , (1)
where the dot indicates a time derivative while the prime denotes a derivative along the
only spatial direction x. We have considered a mass term so to break the rigid shifts
φ→ φ+ c in the simplest possible way. The equation of motion descending from (1) is
φ¨ = φ′′
(
A− 3Bφ′2 + 4Cφ′′′φ′ + 24Dφ′′′2)
+ Cφ′′3 + Cφ′2φ′′′′ + 12Dφ′′2φ′′′′ −m2φ . (2)
We consider the static and harmonic ansatz
φ(t, x) = ρ cos(kx) , (3)
characterised by a constant modulus ρ and a constant wave-vector k. Plugging the ansatz
(3) into the equation of motion (2), we get
3k4ρ2
[
B + 2k2(C − 6Dk2)] sin2(kx)
− (Ak2 + Ck6ρ2 − 12Dk8ρ2 +m2) = 0 , (4)
which is satisfied for
A = −m
2
k2
− k4ρ2 (C − 12Dk2) , (5)
B = −2k2(C − 6Dk2) . (6)
Solving (5) and (6) in terms of ρ and k, we obtain
ρ = ±
√
2
B3/2
[
2(C2 + 3BD)m2 − ABC (7)
±2C(C
2 + 9BD)m2 − AB(C2 + 6BD)√
C2 + 12BD
]1/2
,
k = ±
[
C ±√C2 + 12BD
12D
]1/2
. (8)
We avoid a discussion of the radicands in (7) and (8) because in what follows we use (5)
and (6) in the opposite direction, and pick the theory with couplings A and B such that
some chosen values of ρ and k provide a solution (we will in general take ρ = k = 1).
Using the formulæ of Appendix A, we compute the diagonal components of the stress-
energy tensor for a solution (3),
Ttt =
1
8
{
4ρ2
(
m2 − 4Dk8ρ2) cos(2kx)
+k6ρ4
[−C + 12Dk2 + (C − 4Dk2) cos(4kx)]} , (9)
4The most general model fulfilling the requirements is given in Appendix D. The terms in (1) provide
a simple setup able to capture the translation symmetry breaking mechanism that constitutes the focus
of the present analysis without requiring fine tuning, see Subsection 4.2.
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and
Txx = −1
2
ρ2
(
m2 + 6Dk8ρ2
)
. (10)
The model is invariant under translations, which translates into the Ward-Takahashi
identity
∂µT
µ
ν = ∂xTxx = 0 . (11)
Given the static character of the solution (3), in order to satisfy the 1-point Ward-
Takahashi (11), the pressure Txx needs to be x-independent. Nonetheless, the energy
density Ttt is spatially modulated. This constitutes an important generalisation with
respect to “Q-lattice” models where the energy density is spatially constant [19].
2.1 Stability under geometric deformations
We generalise the analysis of static geometric deformations proposed in [47,48] to models
with higher derivatives, this provides a check5 of the stability of solution (3). We consider
an infinitesimal geometric transformation parametrised by ξ(x)
x¯(x) = x+ ξ(x) ; (12)
the bar will henceforth indicate transformed quantities in the sense of (12). Since φ(x) is
a scalar, it transforms as φ¯(x) = φ(x¯). The energy of the deformed system is given by6
E[φ¯] =
∫
dx E [φ¯(x), ∂φ¯(x), ∂2φ¯(x)]
=
∫
dx E [φ(x¯(x)), ∂φ(x¯(x)), ∂2φ(x¯(x))] , (14)
and can be expanded in powers of ξ (and its derivatives),
E[φ¯] = E[φ] + E1[φ] + E2[φ] + ... . (15)
The linear term E1[φ] vanishes on-shell in the static limit. By means of integrations by
parts7, the quadratic term E2 =
∫
dx E2 can be written in the “diagonal” form
E2 = d22 (∂2ξ)2 + d11 (∂ξ)2 . (16)
5Notice that this check is necessary but not sufficient, stability is later confirmed relying on the analysis
of the generic, time-dependent linear fluctuations. The stability checks [47, 48] are a generalisation of
Derrick’s theorem [49].
6One can equivalently express it with respect to the deformed coordinates (12),
E[φ¯] =
∫
dx E [φ¯(x), ∂φ¯(x), ∂2φ¯(x)]
=
∫
dx¯
∣∣∣∣∂x∂x¯
∣∣∣∣ E [φ(x¯), ∂x¯∂x ∂¯φ(x¯), ∂x¯∂x ∂¯
(
∂x¯
∂x
∂¯φ(x¯)
)]
.
(13)
7We consider geometric deformations such that ξ(x) has a compact support.
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The coefficients in (54) are given by
d22 =− 1
2
k4ρ4 sin2(kx)
[
C sin2(kx) + 12Dk2 cos2(kx)
]
, (17)
d11 =− 1
16
ρ2
[
3k6ρ2
(
C − 12Dk2) cos(4kx) + k6ρ2 (C + 228Dk2) (18)
−4 cos(2kx) (Ck6ρ2 +m2)+ 4m2] . (19)
In order for the system to be stable against generic geometric deformations (12), we must
require
d22 ≥ 0 , d11 ≥ 0 , (20)
to hold locally (see Figure 1 for an explicit example).
2.2 Fluctuations
An infinitesimal spatial translation of the solution (3) is encoded in the following field
variation
∆ξφ(x) = ξφ
′(x) = ξρk sin(kx) , (21)
in fact8
φ(t, x− ξ) = ρ cos[k(x− ξ)]
= ρ cos(kx) + ξρk sin(kx) + ... = φ(t, x) + ∆ξφ(x) + ... .
(24)
Translations connect degenerate solutions and (21) is an infinitesimal motion along the
associated zero mode given by φ′(x). Let us take a brief but useful digression. One could
define the fluctuations
φ(t, x) = ρ cos(kx) + ξ(t, x)φ′(x)
= ρ cos(kx) + ξ(t, x) ρk sin(kx) ,
(25)
promoting the parameter ξ in (21) to be a normalisable function of spacetime; the fluctu-
ation field ξ(t, x) would represent a modulation of the zero mode φ′(x).9 It is important to
8 An operatorial rephrasing of (21) is given by
∆φ(x) = [Px, φ(x)] =
i
~
∫
dy[pi(y)φ′(y), φ(x)] = φ′(x) , (22)
where pi(x) is the variable conjugated to φ(x)
[pi(x), φ(y)] = −i~ δ(x− y) . (23)
9This way of thinking is connected to more standard cases. For instance, a flat D-brane breaks
perpendicular translations spontaneously. The corresponding zero mode is just an orthogonal rigid shift
of the entire D-brane. The Nambu-Goldstone mode can be thought of as a normalisable modulation of
such rigid shift [21]. In our case, a rigid mode should be seen as a fluctuation of the form (21) where ξ is
constant. Note also that formula (25) is analogous to the fluctuation parametrisation considered in [19]
for a modulated complex scalar field background eikx,
δφ(t, x) = eikxϕ(t, x) . (26)
Despite the formal similarity, this is not a Bloch wave, as the function ϕ(t, x) does not in general have
the spatial periodicity of the background.
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note that the translation zero-mode (21) is characterised by the same wavevector k of the
background solution. Thus, we expect a massless mode at momentum k in Fourier space.
This observation will prove useful below. It is natural to compare the configuration (3)
to a discrete chain of wavevector k, namely “sampling” the modulated continuous profile
(3) at points separated by 2pi
k
. The deformation (21) corresponds to an equal shift for all
the sampling points and the discrete chain cannot distinguish between (21) or a spatially
constant deformation, the latter leading to massless phonons in a one-dimensional discrete
lattice.
To keep the calculations easier, instead of adopting (25) we define the fluctuations
φ(t, x) = ρ cos(kx) + ϕ(t, x) . (27)
The Lagrangian at linear order in the fluctuations is a total derivative, L1 = B′, where
B = −k4ρ3 cos(kx) (4Dk2 cos(kx)2 + C sin(kx)2)ϕ′ − m2ρ sin(kx)ϕ
k
. (28)
The quadratic Lagrangian density is
L2 =1
2
ϕ˙2 − 1
2
m2ϕ2 (29)
+
2m2 − 3k6ρ2(C − 4Dk2) + k6ρ2 cos(2kx)(7C − 36Dk2)
4k2
ϕ′2
+
1
2
k2ρ2
[
C sin2(kx) + 12Dk2 cos2(kx)
]
ϕ′′2 + Ck3ρ2 sin(2kx)ϕ′ϕ′′ .
The coefficients of the quadratic Lagrangian (29) are space-dependent. We can go to
Fourier space but the various harmonic component of the fluctuation field are thereby
mixed,
L˜2 =a0(k, ω, q)ϕ˜(−ω,−q)ϕ˜(ω, q) + a+(k, ω, q)ϕ˜(−ω,−2k − q)ϕ˜(ω, q)
+ a−(k, ω, q)ϕ˜(−ω, 2k − q)ϕ˜(ω, q) .
(30)
The mixing occurs only among modes with fluctuation momenta that differs by 2k. In
order to express the quadratic Fourier Lagrangian (30) in a matrix form, we define the
coefficient functions
a0(k, ω, q) = pim
2
(
q2
k2
− 1
)
(31)
+
pi
2
[
Ck2ρ2q2
(
q2 − 3k2)+ 12Dk4ρ2q2(k2 + q2) + 2ω2] ,
a+(k, ω, q) =
pi
4
(C − 12Dk2) k2ρ2 q(k − q)(2k + q)(3k + q) , (32)
a−(k, ω, q) = −pi
4
(C − 12Dk2) k2ρ2 q(2k − q)(3k − q)(k + q) , (33)
which satisfy the following symmetry properties
a−(k, ω, q) = a+(−k, ω, q) , (34)
a+(k, ω, q) = a−(k, ω, q + 2k) . (35)
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To avoid clutter, we henceforth simplify the notation a(k, ω, q)→ a(q) understanding the
explicit dependence on k and on ω. The infinite dimensional matrix associated to the
quadratic form (30) is
M =

... ... ... ... ... ... ...
... a0(q + 4k) a+(q + 2k) 0 0 0 ...
... a−(q + 4k) a0(q + 2k) a+(q) 0 0 ...
... 0 a−(q + 2k) a0(q) a+(q − 2k) 0 ...
... 0 0 a−(q) a0(q − 2k) a+(q − 4k) ...
... 0 0 0 a−(q − 2k) a0(q − 4k) ...
... ... ... ... ... ... ...

(36)
Note that the property (35) implies M † = M .10
In order to deal with the infinite dimensional matrix (36), we actually consider (2N +
1)×(2N+1) finite submatrices denoted as M[N ] whose diagonal entries go from a0(q−2Nk)
to a0(q + 2Nk).
11 The possibility of taking finite-N truncations of the matrix M is later
validated by the fact that the relevant results convergence quickly with respect to N ,
becoming therefore soon insensitive to the truncation itself.
According to the observations made below Equation (25), we expect a massless mode
about q = k, we then define q = k + p where p is small.12 At p = 0, M[N ] has a 2 × 2
N -independent diagonal block
Mb =
(
a0(ω, k) a+(ω,−k)
a−(ω, k) a0(ω,−k)
)
= pi
(
ω2 − m21
2
−m21
2
−m21
2
ω2 − m21
2
)
, (37)
where
m21 = 2k
6ρ2(C − 12Dk2) . (38)
From the determinant of the submatrix Mb we get the masses of two modes
det(Mb) = pi
2ω2
(
ω2 −m21
)
, (39)
namely 0 and m1. The massless mode can be interpreted as an (acoustic) phonon rep-
resenting the Nambu-Goldstone mode of spontaneously broken translations. The gapped
mode corresponds instead to an optical branch (its interpretation is commented in Sub-
section 4.4).
Recalling (39), the determinant of M[N ] can be written as
(Aω2 + B[N ]p2 + C[N ]p4 + ...) · (D + Eω2 + F[N ]p2 + G[N ]p4 + ...)
· (H[N ] + I[N ]ω2 + L[N ]p2 +M[N ]p4 + ...) · ... ,
(40)
where the coefficients A, D and E do not depend on N , while the other coefficients do.
The squared propagation velocity of the acoustic phonon is given by
ω2 = −B[N ]A p
2 = c2[N ]p
2 + ... , (41)
10Since at any row the momenta are shifted by different multiples of 2k, the matrix M is not circulant.
11The matrix explicitly written in (36) (dots excluded) would correspond to M[2].
12Since we want to capture the physics at q ∼ k, we cannot rely on a mean-field approximated treatment
based on spatial averaging.
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{ d11 , d22 }
0 π 2 πx
0.5
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1.5
2
{e11 /10, e22 , 10 e33}
Figure 1: Stability test with respect to static geometric deformations. Left: Model (1) in
the particular case (44), (45); the functions d11 and d22 are given in (18) and (17). Right:
Model (49) in the specific case (59) and (60); the functions e11, e22 and e33 are given in
(55). All the plotted functions are positive across the entire unit cell, x ∈ {0, 2pi
k
} with
k = 1, so the specific cases considered pass the stability test.
and can be computed in terms of
c2[N ] = −
c
(0,2)
[N ]
c
(2,0)
[N ]
, (42)
where c
(n,m)
[N ] is defined to be the coefficient of the term O(ω
n, pm) of the determinant (40)
of M[N ].
13 Recall that in order to obtain the true phonon speed we would need to take
the N → ∞ limit of (42). We show below that there exist cases where (42) converges
quickly (increasing the truncation level N) to a stable value.
2.3 Explicit example
Depending on the specific values of the coefficients in the Lagrangian (1), one can find
either stable or unstable modulated solutions. We consider a specific stable case, which
is representative of a stability region within the coupling space, namely we take
m = 1 , C = −1 , D = − 1
10
, (44)
We fix the coefficients A and B in the Lagrangian (1) according to (5) and (6) and
requiring that the model admits a solution (3) with
k = 1 , ρ = 1 . (45)
13One can compute also the q2 term in the phonon dispersion relation. From (40) we have
C[N ]
A =
c
(0,4)
[N ]
c
(2,0)
[N ]
−
c
(0,2)
[N ](
c
(2,0)
[N ]
)2
c(2,2)[N ] − c(0,2)[N ]
c
(2,0)
[N ]
c
(4,0)
[N ]
 . (43)
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q0.0
0.2
0.4
0.6
0.8
1.0
ω Acoustic branch (k=1)
0.0 0.5 1.0 1.5 2.0
q0
5
10
15
20
25
30
35
ω Dispersion relation branches (k=1)
Figure 2: Spectrum of the the linear fluctuations of model (1) around a solution (3) (the
plots refers to the specific case (44) and (45)). Left: lower bouncing branch corresponding
to acoustic phonons; the dashed line indicates the phonon propagation speed for q ∼ k =
1. Right: The blue line is again the same acoustic phonon branch of the left panel, the
black lines are instead the optical branches; these latter have polynomial concave shape
(see Figure 3, right panel) and there is a branch for any 2k multiple.
These specific choices pass the stability check (20), see Figure 1.
According to the formula (42), we compute the phonon propagation speed c[N ] for the
first truncation levels N = 1, 2, 3, 4, ... and see that it converges to a finite value in an
extremely rapid fashion,14
c[N ] =
21
√
67
73
10
,
3
√
15326191
2131235
4
,
3
√
96258350059
2141686810
10
,
9
√
592084723513469
1185615627221
100
, ...
 (46)
∼ {2.01185, 2.01123, 2.01123, 2.01123, ...} .
One should not worry about c[N ] > 1, in fact the model is non-relativistic from the
start and the coefficient in front of the φ˙2 in the Lagrangian (1) has been set to its
canonical value without any precise physical argument; these could come from the study
of relativistic UV completions.
The study of the determinant of the matrix (36) in the specific case (44) and (45),
and in particular the (numerical) identification of the loci where it vanishes, allows us
to find the complete linear fluctuation spectrum and have a full characterisation of the
dispersion relations. The whole mode structure features two kinds of dispersion relations:
an acoustic “bouncing” lower branch and optical upper branches which are concave and
repeated for any multiple of 2k, see Figure 2.
The acoustic branch is analogous to the dispersion relation of the phonons of the
classical one-dimensional chain (see Subsection 2.4); note that the acoustic phonon branch
features vanishing frequency at q = k+2nk with n a relative integer (and not at q = 0). At
q ∼ k the dispersion relation is linear and corresponds to the propagation speed already
evaluated analytically in (46).
14In Appendix C we also describe an alternative approximated computation based on the recursion
structure of M (this latter described in Appendix B).
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The gap of the first optical branch is given by (38) which, evaluated in the case (44)
and (45), returns m1 = 0.632... in agreement with the value found numerically. The right
panel of Figure 2 shows the first Brillouin zone, which we define as q ∈ [0, 2k).
2.4 Comparing to the one-dimensional chain
The eigenfrequencies of the discrete chain of balls and springs are given by (see for instance
[50])
ω(q) = 2
√
g
m¯
∣∣∣sin(q
2
)∣∣∣ , (47)
where m¯ is the mass of the balls and g is the second derivative of the potential between two
neighbouring balls. The dispersion relation in (47) is taken from the chain with only one
kind of atoms, while we said above that our continuous model corresponds intuitively to
a chain whose unit cell possess an infinite number of internal degrees of freedom. Recall,
however, that the lowest phononic branch of a chain with any number of different atoms
in the unit cell can be thought of as the mode of a chain with only one kind of atom;
in fact, the lowest mode corresponds to the unit cell moving rigidly without deforming.
To emphasise this analogy with the discrete mono-atomic chain, we compare the two
1 2 3 4 5 6
q
0.2
0.4
0.6
0.8
1.0
Ω
1.0 1.1 1.2 1.3 1.4 1.5
q
0.5
1.0
1.5
2.0
ω 0.632+4.23 (q-1)2-3.51(q-1)4+29.8 (q-1)6+...
Figure 3: Left: Comparison of the phonon dispersion relation of model (1) with that of
the one-dimensional chain: the black dashed line corresponds to (47) with q → pi(q − 1)
and g
m¯
= 1
4
; the blue line is the phonon dispersion relation of Figure 2; the red line is the
phonon dispersion relation obtained with k = ρ = m = 1 and C = −173
50
, D = −2, which
approximates (47) to the .001 level. Right: Even polynomial fit of the first optical branch
centred at q = 1. The discrepancy between the numerical points and the fit is less than
10−10 in the whole figure range; the order of the fitting polynomial (red dashed) is 20; the
lowest coefficients have been observed to stabilise since polynomial order 16.
dispersion relations in Figure 3. To push further the comparison to discrete chains, if we
look to a chain with several types of atoms, the internal oscillations within a unit cell
correspond to optical modes. This might give a physical picture of the reason why we
have a tower of optical modes in our continuous model.
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2.5 Comparing to a one-dimensional kink crystal
An exactly tractable model of a one-dimensional solid can be built from a lattice array of
kinks of a scalar field obeying the sine Gordon equation [22]. The Hamiltonian density is
H = 1
2
φ˙2 + φ′2 + 4µ2 sin2
(
1
2
φ
)
. (48)
The static solutions obey the equation of motion of a pendulum, and the linear time-
dependent fluctuations can be expressed analytically in terms of elliptic functions [22].15
Unlike in the comparison with the one-dimensional chain of Subsection (2.4), there is
no obvious relation between the model (1) and the kink crystal (KC) of (48). Neverthe-
less, it is interesting to underline some remarkable similarities of the resulting dispersion
relations. Both (1) and the KC feature two kinds of bands. The lower band is in both
cases of the bouncing type while the upper is concave, see the optical branch in Figure 3.
The two bands in the KC are separated by a gap controlled by the sine Gordon mass µ
in (48) while in (1) there is no gap, see Figure 4.
1 2 3 4 5 6
q0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Ω
Figure 4: Lower portion of the extended Brillouin zone of model (1) (the present graph
highlight the low-energy part of the dispersions lines already depicted in 2 ). There is no
gap between the lower and the higher bands.
3 A shift-symmetric model
We modify (1) setting to zero the mass term and introducing a term with third deriva-
tives,16
L = 1
2
φ˙2 − A
2
φ′2 +
B
4
φ′4 +
C
2
φ′2φ′′2 +Dφ′′4 + Eφ′2φ′′′2 . (49)
15Similar configurations have been recently shown to be relevant in QCD and referred to with the name
Chiral Soliton Lattices [23, 24].
16The new higher-derivative term appeared to be necessary to obtain backgrounds which feature a
propagating shifton mode and pass the stability checks. Further study is necessary to claim its necessity.
A similar role of higher derivative terms emerged in [19].
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The field φ appears in the Lagrangian only through its derivatives, so constant field shifts
are a symmetry of (49). We consider again the ansatz (3), thus obtaining the following
equation of motion
3k4ρ2 sin2(kx)
{
B + 2k2
[
C + 2k2(5E − 3D)]}
− k2 {A+ k4ρ2 [C + 12k2(E −D)]} = 0 , (50)
which is solved by
A = k4ρ2
[
12k2(D − E)− C] , (51)
B = −2k2 [C + 2k2(5E − 3D)] . (52)
3.1 Stability under geometric deformations
To check the stability of solution (3) in model (49) with respect to static geometric
deformations (12), we need to extend the analysis of Subsection 2.1 to comprehend one
order higher in derivatives,
E[φ¯] =
∫
dx E [φ¯(x), ∂φ¯(x), ∂2φ¯(x), ∂3φ¯(x)] ; (53)
the stability check remains nevertheless analogous. Up to boundary terms17, one can
“diagonalise” the quadratic variation E2 of (53)
E2 = e33 (∂3ξ)2 + e22 (∂2ξ)2 + e11 (∂ξ)2 , (54)
where
e33 = −Ek4ρ4 sin4(kx) , (55)
e22 = −1
2
k4ρ4 sin2(kx)
[(
C + 26Ek2
)
sin2(kx) + 12Dk2 cos2(kx)
]
, (56)
e11 =
1
16
k6ρ4
{−3 cos(4kx) [C + 4k2(5E − 3D)] (57)
+4
(
C + 24Ek2
)
cos(2kx)− C − 12k2(19D + 3E)} . (58)
Again, the stability check is passed when the diagonal coefficients are locally positive
throughout the entire unit cell. See Figure 1 for an explicit example.
3.2 Fluctuations
The ansatz (3), when considered as a solution for model (49), breaks both translations and
shift symmetry. We thus expect to have a massless mode both around q = 0 (the shifton)
and around q = k (the phonon).18 Since the matrix (36) associated to the quadratic
Lagrangian connects only wavevectors which differ by even multiples of k, the modes
17We are understanding some IR regularisation provided either by periodic boundary conditions (after
a large number of unit cells) or a slow exponential damping.
18This is point is further commented in Subsection 4.3.
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Figure 5: Phonon and shifton propagation speeds in the case specified by (59) and (60) as
a function of the truncation level N (see discussion below (36)). The actual speed values
are vph = 0.5967... and vsh = 0.3986....
about q = 0 and those about q = k can be studied separately and the shifton and phonon
sectors “decouple”.
The study of the linear fluctuations is analogous to that of Subsection 2.2. In par-
ticular, the qualitative structure of the matrix M is the same. There are though some
technical differences, for example there is no 2× 2 independent block at p = 0 and both
the new higher derivative term and m = 0 affect the explicit expressions of the entries of
M[N ].
3.3 Explicit example
We consider the specific case19.
C = 0 , D = −1 , E = − 1
10
, (59)
and determine A and B using (51) and (52) upon requiring to have a solution for
k = 1 , ρ = 1 . (60)
In order to study the propagation speed of the shifton and phonon modes, we use the
same strategy as described in Section 2.2 expanding the determinant of (36) around q = 0
and q = k, respectively. The result for both modes is a propagation speed converging
very rapidly to a finite value; we show the values corresponding to N = 1, 2, 3, 4, 5, ...
vph =

√
47
42
,
√
85229
55986
2
,
√
25986427
18236773
2
,
√
588403896531
413122065094
2
,
√
125394687366827
352161814236342
...

= {1.05785, 0.616913, 0.596856, 0.596717, 0.596717 ...} ,
(61)
19If we just take m = 0 in (44), so considering m = 0, C = −1, D = −1/10 and E = 0, we find a
case that (despite passing the stability test against static geometric deformations) features an imaginary
propagation speed for the phonon.
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Figure 6: Spectral structure of the shift-symmetric model (49) in the case (59) and (60).
Left: acoustic branch featuring shifton (q ∼ 0 + 2k) and phononic (q ∼ k + 2k) linear
dispersion regions. The shiftonic propagation speed is vsh = 0.399... while the phononic
speed is vph = 0.597.... Right: Tower of optical modes; the flat blue line coincides with
the bouncing dispersion curve of the left plot.
and
vsh =

√
201
7
10
,
√
32219
7982
5
,
√
1811717
114006
10
,
7
√
92017
126102
15
,
√
27239575213
1714117929
10
, ...

= {0.535857, 0.401819, 0.39864, 0.398639, 0.398639, ...} ,
(62)
see also Figure 5.
In Figure 6 we see that the acoustic phonon branch has developed shiftonic dips. The
overall periodicity is still 2k, but we have light modes for any integer multiple of k.
4 Result, discussion and comments
4.1 Translation symmetry breaking
By providing an explicit counterexample, the analysis presented above allows us to drive
some generically valid conclusion about translation symmetry breaking: neither a finite
charge density nor shift symmetry are necessary to the purpose of breaking translations
dynamically. More generically, model (1) breaks translations and does not possess any
extra continuous symmetry.
This point is interesting because it contrasts some generic expectation arising from ex-
isting effective approaches. A generic class of effective field theories for fluids, membranes
and elastic media adopts scalar fields that parametrise the coordinates of the target space.
In such a schematisation, the shift symmetry of the scalars corresponds by construction
to the translation symmetry of the ambient space and it is thereby unavoidable. In fact,
in such effective models, the breaking of translations corresponds to the locking between
the target space translations (i.e. the shift symmetry) and the translations on the mani-
fold on which the scalars live. Similarly, Q-lattice constructions rely on the presence of a
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global symmetry under which the low-energy field transform; the product of translations
times the global symmetry is broken to the diagonal subgroup.
The effective constructions that rely on a global symmetry of the low-energy fields
identify the global symmetry and translations, this implies that the effective fields are
directly the Nambu-Goldstone modes of the symmetry breaking. In the models of the
present paper, instead, the field φ is not directly the Nambu-Goldstone and it does not
parametrise the flat direction of degenerate vacua. Rather, the dynamics of φ is respon-
sible for the symmetry breaking itself; its small fluctuations about the non-trivial vacua
will then encode (in a non-trivial way) the Nambu-Goldstone content as well as other
low-energy modes (e.g. the optical branches, see Subsection 4.4).
4.2 Absence of fine tuning
Equations (7) and (8) give the parameters of the ansatz (3) in terms of the coefficients
in the Lagrangian (1). Apart from the requirement of positivity of the radicands, the
couplings A,B,C,D and m are unconstrained and the model is not fine tuned. A similar
argument holds for the shift-symmetric model (49) too.
Generic extensions of models (1) and (49) would in general require specific relations
among the new couplings in the Lagrangian in order to admit harmonic solutions of the
form (3). Nonetheless, relaxing the ansatz (3), one can undertake a wider exploration
of models possessing spatially-modulated, anharmonic solutions which can prove to exist
without requiring any fine-tuning. Likely, such exploration requires numerical approaches.
4.3 Translation and shift symmetry
Model (49) enjoys shift symmetry φ → φ + c with c constant. Shift symmetry is broken
spontaneously by the ansatz (3), as it would be for any field configuration. The sponta-
neously broken shift symmetry corresponds to a zero mode ∆αφ(x) that is just a constant
given by20
∆αφ(x) = α [Ps, φ(x)] = α , (63)
where Ps denotes the generator of the shifts,
Ps =
i
~
∫
dx pi(x) , (64)
and pi(x) is the canonical conjugated variable to φ(x) (as in (23)).
Consider the generic infinitesimal and local variation of the field φ(x) under the com-
bination of a shift and a translation (this latter generated by Px), namely
δφ(x) =
[(
ξ(t, x)Px + α(t, x)Ps
)
, φ(x)
]
, (65)
where the fields ξ(t, x) and α(t, x) are normalisable and correspond to the phonon and the
shifton in a coset construction. The phonon and the shifton are not independent because
20 Note that the boundary conditions of the shift zero mode are different from those necessary to study
the translation zero mode (21).
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they can compensate each other; more precisely, δφ(x) = 0 has non-trivial solutions for
ξ(t, x) and α(t, x)
δφ(x) = ξ(t, x)φ′(x) + α(t, x) = 0 , (66)
where we have considered the explicit action of the generators on the field φ(x):
[Px, φ(x)] = φ
′(x) , [Ps, φ(x)] = 1 . (67)
Condition (66) (sometimes called inverse Higgs constraint) shows that the parametrisation
of the coset by independent phonon and shifton field is redundant [57]. Shifton and phonon
are in this strict sense not physically independent modes. This is not in tension with our
results obtained studying the model (49); in fact, the phonon and the shifton arise as
a useful effective descriptions of different portions of the same dispersion relation, well
separated in momentum space (assuming q  k where q is the Fourier momentum of
the linear fluctuations as in (30)). To help intuition, we find ourselves in an analogous
situation to phonons and rotons in superfluid helium [5], see Subsection 4.4 for further
comments on this.
4.4 “Particle” content and first optical branch
The field theory models studied above feature a single real scalar field. The mode content
is however rich, because different dispersion branches (or different portions thereof) admit
an effective description in terms of different “particles”. At the lowest energies, the
lower bouncing branch has spectral weight in the vicinity of the multiples of 2k in model
(1), corresponding to acoustic phononic modes. In the shift symmetric model (49), the
periodicity of the lowest branch is doubled, and at odd multiples of k we find spectral
weight contributed by the shiftonic modes.
Raising the energy, and still focusing on the acoustic branch, the simple picture in
terms of particles becomes less natural because the lowest branch presents points where the
group velocity vanishes, this however occurs also in standard models for a classical lattice,
like (47). Relatedly, it is useful to compare the acoustic branch of the shift symmetric
model (49) to the dispersion relation arising in superfluid helium (see for instance [5]);
there the dispersion relation features a maximum too. In superfluid helium, while on the
left of the maximum there is a low-energy linear portion which corresponds to superfluid
phonons, on the right there is a dip ending into a finite minimum. The portion of the
dispersion relation close to the relative minimum is interpreted as giving rise to gapped
particles called rotons [2, 3]. The rotons do not descend from symmetry principles and
have the same quantum numbers of the phonons (in fact we are just speaking of two
regions of the same dispersion relation).
A roton-like dip in the dispersion relation can represent the hint of a nearby modulated
phase [24]. So, inverting the logic of the previous paragraph, the phonon we are studying
can be thought as a gapless roton-like dip within a shiftonic dispersion curve. This
argument confirms the idea that the phonon arises at a point where ω = 0 and q 6= 0,
where the non-zero value of the wave vector is related to the vacuum periodicity.
The first optical branch can be expected a priori and its mass can be computed on
the basis of the rigid deformations of the modulated vacuum. Equation (21) defines a
rigid zero-mode corresponding to translations of the vacuum as a whole; such zero-mode
complies with the periodicity of the vacuum and corresponds to choosing periodic Dirichlet
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boundary conditions. There is an alternative sector that complies with the periodicity
of the background but entails Neumann boundary conditions; this corresponds to a rigid
mode of the form ζ cos(kx), where ζ is an infinitesimal parameter. The second variation
of the static energy with respect to ζ gives again the mass m21 (already obtained in (38) in
a different way) which characterises the gap of the first optical branch. Similarly to the
acoustic branch, also the first optical mode can be interpreted as promoting the parameter
ζ to be a normalisable deformation of the corresponding (gapped) rigid mode.
4.5 UV cut-off
The simple scalar field models considered in the present paper are able to get standard
results of spatially periodic systems from a generalised first-principle derivation. The
qualitative agreement with the one-dimensional chain and the presence of phonons upon
breaking spatial translations are such examples. One important difference with respect
to standard discretised models is precisely that the field theories studied here are not
discretised. Even if the solutions feature a modulation characterised by a wavevector k,
there is no UV cut-off associated to such a physical scale, at least at the classical level.
Another important difference is that the equation of motion for the fluctuations is
not analogous to Schro¨dinger equations for lattice potentials, indeed it is not given by a
second-order derivative term plus a periodic potential; rather we have a non-canonical,
higher-order derivative term and a space-independent potential. As a consequence Bloch’s
(or Floquet’s) theorem does not apply trivially to the present case (see for instance [53]).
An important future direction consists in quantising the model. The evaluation of
the actual validity range in energy of the enriched effective description we proposed and
the possibility of turning on a finite temperature avoiding UV catastrophes are two main
questions which remain open. As an intermediary step, it would also be necessary to
study the interactions and thus to go beyond the linear approximation used in the present
paper to characterise the spectrum (in the language of crystal dynamics this is related to
anharmonicities).
4.6 Future perspectives
In addition to the perspectives mentioned earlier in this section, there are some further
particularly interesting future directions.
The models of the present paper undertake the quest for the simplest field-theoretical
framework in which it is possible to break translations. Such minimality allows for a
wide applicability of the results. Said otherwise, there is no specific physical content
nor prejudice in adopting a single real scalar field and, wherever such picture could be
suitable, the considerations above do apply.
The gradient Mexican hat construction is clearly based on the presence of non-linearities
in the field and in the spatial derivatives thereof. Non-linearities have been recently con-
sidered in the context of photonic lattices [54, 55] and have been proven to crucially lead
to either uniform or modulated phase patterns depending on their defocusing/focusing
character. Specifically, [54] shows that the sign of a particular non-linear term (the so-
called Kerr term) in the Schro¨dinger equation for monochromatic light destabilises the
uniform vacuum and favours chessboard phase configurations. There is thus an analogy
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with the Mexican hat constructions where the appropriate signs of the various terms in
the Lagrangian make them compete; it is in fact the optimal compromise of such compe-
tition which defines the non-trivial vacuum. It would be interesting to make the parallel
in a more precise way, and explore the possibility of implementing Mexican hat gradient
terms in actual experiments.
All the models studied in the present paper are in (1 + 1)-dimensions, nonetheless
they allow for higher dimensional generalisations. Apart from exploring the working of
higher dimensional gradient Mexican hats and the stability of the corresponding vacua, the
increase of the dimensionality of the system has an obvious interest in order to circumvent
the no-go theorems for symmetry breaking in low-dimensionality [59–61]. It is possible
that the present models serve as an effective description for some holographic systems, in
this case the destabilising fluctuations which in low-dimensions prevent the ordering are
suppressed by large-N effects [62–65].
The model specified in (1) only breaks translations, hence it is not a supersolid [67].
However, inhomogeneous translation breaking in a model with a complex scalar field
subject to an extra U(1) symmetry could possibly describe a supersolid. It also interesting
to ask whether the shift symmetry of (49) could have a role in this respect.
Eventually, models for scalar field dark energy (see for instance [68, 69]) play with
non-trivial modulated vacua of simple scalar field theories. It would be interesting to
explore the connections to the present study, especially in relation to their thermodynamic
properties.
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A Energy-momentum tensor, general case
The generic equation of motion for a higher-derivative Lagrangian is
n∑
i=0
(−1)i∂α1 ...∂αi
δL
δ∂αi ...∂αnφ
= 0 , (68)
where n is the maximum number of derivatives applied on the single field in the La-
grangian.
Consider the infinitesimal diffeomorphism generated by δξ where ξ
µ(x), its action on
the scalar field φ is given by
δξφ = −ξµ∂µφ . (69)
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The Lie variation of the Lagrangian is given by
δ
(Lie)
ξ L = δξL −
n∑
i=0
δL
δ∂α1 ...∂αiφ
δξ∂α1 ...∂αiφ
= − ξµ∂µL −
n∑
i=0
δL
δ∂α1 ...∂αiφ
δξ∂α1 ...∂αiφ
= − ξµ∂µL −
n∑
i=0
δL
δ∂α1 ...∂αiφ
∂α1 ...∂αiδξφ = 0 ,
(70)
where we have required it to be zero to enforce translation symmetry. By using the
equation of motion (68) and setting ξµ(x) to be a constant at last, Equation (70) can be
written as
∂µT
µ
ν = 0 , (71)
where21
T µν = δ
µ
νL −
n−1∑
i=0
i∑
j=0
(−1)j ∂α1 ...∂αj
δL
δ∂µ∂α1 ...∂αiφ
∂αj+1 ...∂αi∂νφ . (72)
Despite their covariant aspect, the expressions above do not assume the relativistic in-
variance of the system.
B Recursion structure
We consider the generic N ×N block-tridiagonal matrix
AN =

a1,1 a1,2 0 0 0 ...
a2,1 a2,2 a2,3 0 0 ...
0 a3,2 a3,3 a3,4 0 ...
... ... ... ... ... ...
 . (73)
The determinant of AN can be obtained recursively in terms of the determinants of AM
with M < N , specifically
fN ≡ det (AN) = fN−1aN,N − aN,N−1aN−1,NfN−2 . (74)
Following [66], it is convenient to express AN as
AN = DAN − LAN − UAN , (75)
where
DAN =

a1,1 0 0 0 0 ...
0 a2,2 0 0 0 ...
0 0 a3,3 0 0 ...
... ... ... ... ... ...
 , (76)
21Expression (72) is computed also in [58].
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UAN = −

0 a1,2 0 0 0 ...
0 0 a2,3 0 0 ...
0 0 0 a3,4 0 ...
... ... ... ... ... ...
 , (77)
and
LAN = −

0 0 0 0 0 ...
a2,1 0 0 0 0 ...
0 a3,2 0 0 0 ...
... ... ... ... ... ...
 . (78)
Defining
LN ≡ DN − LAN , (79)
UN ≡ DN − UAN , (80)
the matrix AN is diagonalised as follows
D−1N = L
−1
N ANU
−1
N , (81)
where entries of the diagonal matrix DN are given by
(DN)ij = δijgi , (82)
and the function gi is recursively defined
g1 = a1,1 , (83)
gn = an,n − an,n−1an−1,n
gn−1
. (84)
Thanks to (81) and the definition of LN and UN , we have that det(AN) = det(DN), if
DN is invertible. We can use det(DN) to probe the dispersion relations of the model by
assuming a continuous behaviour of det(AN) with respect to ω.
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The diagonal entries gi do not provide individually the dispersion branches of the
model. These latter correspond to the zero’s of the entire determinant of M[N ] (36),
detM[N ] =
∏
i gi, where cancellations among the zeros and the poles of the individual gi
may occur. In fact, comparing to (74) we have
gn =
fn
fn−1
=
det(An)
det(An−1)
. (85)
C Propagation speed, alternative method
Recalling the definition of the coefficient functions a± and a0 (31), the recursive function
for the eigenvalues (83) takes the form
g1 = a0 [2Nk + q] (86)
gn = a0 [2(N + 1− n)k + q] (87)
− a− [2(N + 2− n)k + q] a+ [2(N + 1− n)k + q]
gn−1
. (88)
22 lim
ω→ω(q)
det(DN ) ≡ lim
ω→ω(q)
det(AN ) = det(AN )|ω=ω(q)
22
The determinant of M[N ] (36) is given by detM[N ] =
∏
i gi. It is possible to get (very ac-
curate) approximate expressions considering just a few terms of the product
∏
i gi around
the entry of M[N ] corresponding to the mode studied.
D General model up to φ4 and ∂8x
We consider the most general model having standard kinetic term 1
2
φ˙2 which comply with
the parity requirements φ ↔ −φ and ∂x ↔ −∂x. Modulo total derivatives, the most
general Lagrangian is obtained composing the following terms:
order in ∂x
0 φ2 φ4
2 φ′2 φ′2φ2
4 φ′′2 φ′4 φ′′2φ2
6 φ′′′2 φ′′′2φ2 φ′′3φ φ′′2φ′2
8 φ′′′′2 φ′′′′2φ2 φ′′′2φ′2 φ′′′2φ′′φ φ′′′φ′′2φ′ φ′′4
(89)
The terms written in black are those considered in model (1).
E Pressure
The microscopic definition of the pressure is given by Txx which we have computed ex-
plicitly (10). The requirement of having a consistent thermodynamic derivation of the
pressure constrains the behaviour of the model under changes of the volume. In particu-
lar, the scalings dictated by naive dimensional analysis do not lead to a thermodynamic
picture consistent with the microscopic picture.
Assume that the various quantities rescale according to
X → ar(X)X , (90)
under a rigid dilatation by a = 1 + η, where η is an infinitesimal parameter; r(A) and r(B)
are fixed by the equations of motion (5) and (6) in terms of r(k) and r(ρ).
The internal energy E can be expressed as the energy density times the volume,
E = V , where the energy density  = T¯tt is computed by considering the spatial average
of Ttt in (9). The generic behaviour of the energy under an infinitesimal rescaling by η is
controlled by the derivative
dE
dη
=
d
dη
V + 
dV
dη
, (91)
whose explicit expression depends on the scaling rules (90).
By comparing the behaviour under infinitesimal rescalings, we ask ourselves under
which conditions the energy can be expressed by the standard homogeneous form E =
−pV , valid at T = µ = 0. To this purpose, it results that the scaling rules (90) must
satisfy the following system of equations:
r(k) = −1 , r(C) = 6− 4r(ρ) , r(D) = 32
3
− 4r(ρ) . (92)
23
It is remarkable to note that naive dimensional analysis does not satisfy (92).23 The
possibility of having a simple thermodynamic treatment hints at the need to consider
“anomalous dimensions” already on the basis of classical considerations. An actual quan-
tum treatment is nevertheless necessary to assess the value of the information contained
in (92).
References
[1] A. B. Kojevnikov, “Paul Dirac and Igor Tamm correspondence; 1, 1928-1933,”
P00020744 (1993)
[2] L. Landau and I. Khalatnikov, “Teoriya vyazkosti Geliya-II,” Zh. Eksp. Teor. Fiz. 19
(1949) 637.
[3] Y. Castin, A. Sinatra and H. Kurkjian, “Landau Phonon-Roton Theory Revis-
ited for Superfluid 4He and Fermi Gases,” Phis. Rev. Lett. 119 (2018) 260402
doi:10.1103/PhysRevLett.119.260402 [arXiv:1707.09774 [cond-mat.quant-gas]].
[4] A. Schmitt, “Introduction to Superfluidity : Field-theoretical approach and
applications,” Lect. Notes Phys. 888 (2015) pp.1 doi:10.1007/978-3-319-07947-9
[arXiv:1404.1284 [hep-ph]].
[5] A. Nicolis and R. Penco, “Mutual Interactions of Phonons, Rotons, and Grav-
ity,” Phys. Rev. B 97 (2018) no.13, 134516 doi:10.1103/PhysRevB.97.134516
[arXiv:1705.08914 [hep-th]].
[6] D. Vegh, “Holography without translational symmetry,” arXiv:1301.0537 [hep-th].
[7] R. A. Davison, “Momentum relaxation in holographic massive gravity,” Phys. Rev. D
88 (2013) 086003 doi:10.1103/PhysRevD.88.086003 [arXiv:1306.5792 [hep-th]].
[8] M. Blake and D. Tong, “Universal Resistivity from Holographic Massive Grav-
ity,” Phys. Rev. D 88 (2013) no.10, 106004 doi:10.1103/PhysRevD.88.106004
[arXiv:1308.4970 [hep-th]].
[9] R. A. Davison, K. Schalm and J. Zaanen, “Holographic duality and
the resistivity of strange metals,” Phys. Rev. B 89 (2014) no.24, 245116
doi:10.1103/PhysRevB.89.245116 [arXiv:1311.2451 [hep-th]].
23 Considering the spacetime dimensional analysis with [t] = [x] = 1 we have
r(k) = −1 , r(m) = −1 , r(ρ) = 0 , r(C) = 4 , r(D) = 6 . (93)
Considering instead spatial dimensional analysis [t] = 0 and [x] = 1 we get
r(k) = 0 , r(m) = 0 , r(ρ) = −1
2
, r(C) = 1 , r(D) = 1 . (94)
Both (93) and (94) lead to the same rescaling of (91) but are incompatible with the requirements (92).
Analogous conclusions are reached also for the shift-symmetric model (49).
24
[10] A. Amoretti, A. Braggio, N. Maggiore, N. Magnoli and D. Musso, “Thermo-electric
transport in gauge/gravity models with momentum dissipation,” JHEP 1409 (2014)
160 doi:10.1007/JHEP09(2014)160 [arXiv:1406.4134 [hep-th]].
[11] A. Amoretti, A. Braggio, N. Maggiore, N. Magnoli and D. Musso, “Analytic dc
thermoelectric conductivities in holography with massive gravitons,” Phys. Rev. D 91
(2015) no.2, 025002 doi:10.1103/PhysRevD.91.025002 [arXiv:1407.0306 [hep-th]].
[12] M. Baggioli and O. Pujolas, “Electron-Phonon Interactions, Metal-Insulator Transi-
tions, and Holographic Massive Gravity,” Phys. Rev. Lett. 114 (2015) no.25, 251602
doi:10.1103/PhysRevLett.114.251602 [arXiv:1411.1003 [hep-th]].
[13] L. Alberte, M. Baggioli, A. Khmelnitsky and O. Pujolas, “Solid Holography and Mas-
sive Gravity,” JHEP 1602 (2016) 114 doi:10.1007/JHEP02(2016)114 [arXiv:1510.09089
[hep-th]].
[14] S. Nakamura, H. Ooguri and C. S. Park, “Gravity Dual of Spatially Mod-
ulated Phase,” Phys. Rev. D 81 (2010) 044018 doi:10.1103/PhysRevD.81.044018
[arXiv:0911.0679 [hep-th]].
[15] A. Donos and J. P. Gauntlett, “Holographic striped phases,” JHEP 1108 (2011) 140
doi:10.1007/JHEP08(2011)140 [arXiv:1106.2004 [hep-th]].
[16] A. Donos and J. P. Gauntlett, “Holographic helical superconductors,” JHEP 1112
(2011) 091 doi:10.1007/JHEP12(2011)091 [arXiv:1109.3866 [hep-th]].
[17] T. Andrade and B. Withers, “A simple holographic model of momentum relaxation,”
JHEP 1405 (2014) 101 doi:10.1007/JHEP05(2014)101 [arXiv:1311.5157 [hep-th]].
[18] A. Donos and J. P. Gauntlett, “Holographic Q-lattices,” JHEP 1404 (2014) 040
doi:10.1007/JHEP04(2014)040 [arXiv:1311.3292 [hep-th]].
[19] D. Musso, “Simplest phonons and pseudo-phonons in field theory,” arXiv:1810.01799
[hep-th].
[20] A. Amoretti, D. Area´n, R. Argurio, D. Musso and L. A. Pando Zayas, “A
holographic perspective on phonons and pseudo-phonons,” JHEP 1705 (2017) 051
doi:10.1007/JHEP05(2017)051 [arXiv:1611.09344 [hep-th]].
[21] I. Low and A. V. Manohar, “Spontaneously broken space-time sym-
metries and Goldstone’s theorem,” Phys. Rev. Lett. 88 (2002) 101602
doi:10.1103/PhysRevLett.88.101602 [hep-th/0110285].
[22] B. Sutherland, “Some Exact Results for One-Dimensional Models of Solids,” Phys.
Rev. A 8 (1973) 5 2514-2516 doi:10.1103/PhysRevA.8.2514
[23] T. Brauner and N. Yamamoto, “Chiral Soliton Lattice and Charged Pion Condensa-
tion in Strong Magnetic Fields,” JHEP 1704 (2017) 132 doi:10.1007/JHEP04(2017)132
[arXiv:1609.05213 [hep-ph]].
25
[24] T. Brauner, G. Filios and H. Kolesˇova´, “Chiral soliton lattice in QCD-like theories,”
arXiv:1905.11409 [hep-ph].
[25] H. Watanabe and H. Murayama, “Unified Description of Nambu-Goldstone
Bosons without Lorentz Invariance,” Phys. Rev. Lett. 108 (2012) 251602
doi:10.1103/PhysRevLett.108.251602 [arXiv:1203.0609 [hep-th]].
[26] A. Kapustin, “Remarks on nonrelativistic Goldstone bosons,” arXiv:1207.0457 [hep-
ph].
[27] H. Leutwyler, “Phonons as goldstone bosons,” Helv. Phys. Acta 70 (1997) 275 [hep-
ph/9609466].
[28] A. Amoretti, D. Area´n, B. Goute´raux and D. Musso, “Effective holo-
graphic theory of charge density waves,” Phys. Rev. D 97 (2018) no.8, 086017
doi:10.1103/PhysRevD.97.086017 [arXiv:1711.06610 [hep-th]].
[29] A. Amoretti, D. Area´n, B. Goute´raux and D. Musso, “DC resistivity of quantum
critical, charge density wave states from gauge-gravity duality,” Phys. Rev. Lett. 120
(2018) no.17, 171603 doi:10.1103/PhysRevLett.120.171603 [arXiv:1712.07994 [hep-th]].
[30] A. Amoretti, D. Area´n, B. Goute´raux and D. Musso, “A holographic strange metal
with slowly fluctuating translational order,” arXiv:1812.08118 [hep-th].
[31] A. Amoretti, D. Area´n, B. Goute´raux and D. Musso, “Diffusion and universal relax-
ation of holographic phonons,” arXiv:1904.11445 [hep-th].
[32] A. Nicolis, R. Penco and R. A. Rosen, “Relativistic Fluids, Superfluids, Solids
and Supersolids from a Coset Construction,” Phys. Rev. D 89 (2014) no.4, 045002
doi:10.1103/PhysRevD.89.045002 [arXiv:1307.0517 [hep-th]].
[33] A. Nicolis, R. Penco, F. Piazza and R. Rattazzi, “Zoology of condensed
matter: Framids, ordinary stuff, extra-ordinary stuff,” JHEP 1506 (2015) 155
doi:10.1007/JHEP06(2015)155 [arXiv:1501.03845 [hep-th]].
[34] D. T. Son and M. Wingate, “General coordinate invariance and conformal invari-
ance in nonrelativistic physics: Unitary Fermi gas,” Annals Phys. 321 (2006) 197
doi:10.1016/j.aop.2005.11.001 [cond-mat/0509786].
[35] H. Watanabe and T. Brauner, “Spontaneous breaking of continuous transla-
tional invariance,” Phys. Rev. D 85 (2012) 085010 doi:10.1103/PhysRevD.85.085010
[arXiv:1112.3890 [cond-mat.stat-mech]].
[36] L. D. Landau, Zh. Eksp. Teor. Fiz. 7 (1937) 19 [Phys. Z. Sowjetunion 11 (1937) 26]
[Ukr. J. Phys. 53 (2008) 25].
[37] D. Bolmatov, E. T. Musaev and K. Trachenko, “Symmetry breaking gives rise to
energy spectra of three states of matter,” Nat. Sci. Rep. 3 2794 doi:10.1038/srep02794.
[38] D. Bolmatov, D. Zav’yalov, M. Zhernenkov, E. T. Musaev and Y. Q. Cai, “Unified
phonon-based approach to the thermodynamics of solid, liquid and gas states,” Ann.
Phys. 363 221-242 (2015) doi:10.1016/j.aop.2015.09.018.
26
[39] R. Argurio, D. Musso and D. Redigolo, “Anatomy of new SUSY breaking holographic
RG flows,” JHEP 1503 (2015) 086 doi:10.1007/JHEP03(2015)086 [arXiv:1411.2658
[hep-th]].
[40] R. Argurio, A. Marzolla, A. Mezzalira and D. Naegels, “Note on holo-
graphic nonrelativistic Goldstone bosons,” Phys. Rev. D 92 (2015) no.6, 066009
doi:10.1103/PhysRevD.92.066009 [arXiv:1507.00211 [hep-th]].
[41] R. Argurio, A. Marzolla, A. Mezzalira and D. Musso, “Analytic pseudo-Goldstone
bosons,” JHEP 1603 (2016) 012 doi:10.1007/JHEP03(2016)012 [arXiv:1512.03750
[hep-th]].
[42] R. Argurio, J. Hartong, A. Marzolla and D. Naegels, “Symmetry break-
ing in holographic theories with Lifshitz scaling,” JHEP 1802 (2018) 053
doi:10.1007/JHEP02(2018)053 [arXiv:1709.08383 [hep-th]].
[43] R. Argurio, M. Bertolini, D. Musso, F. Porri and D. Redigolo, “Holographic
Goldstino,” Phys. Rev. D 91 (2015) no.12, 126016 doi:10.1103/PhysRevD.91.126016
[arXiv:1412.6499 [hep-th]].
[44] M. Bertolini, D. Musso, I. Papadimitriou and H. Raj, “A goldstino at the bottom of
the cascade,” JHEP 1511 (2015) 184 doi:10.1007/JHEP11(2015)184 [arXiv:1509.03594
[hep-th]].
[45] M. Ostrogradsky, “Me´moires sur les e´quations diffe´rentielles, relatives au proble`me
des isope´rime`tres,” Mem. Acad. St. Petersbourg 6 (1850) no.4, 385.
[46] R. P. Woodard, “Ostrogradsky’s theorem on Hamiltonian instability,” Scholarpedia
10 (2015) no.8, 32243 doi:10.4249/scholarpedia.32243 [arXiv:1506.02210 [hep-th]].
[47] S. K. Domokos, C. Hoyos and J. Sonnenschein, “Deformation Constraints on Solitons
and D-branes,” JHEP 1310 (2013) 003 doi:10.1007/JHEP10(2013)003 [arXiv:1306.0789
[hep-th]].
[48] S. K. Domokos, C. Hoyos and J. Sonnenschein, “Stability conditions for spa-
tially modulated phases,” JHEP 1311 (2013) 172 doi:10.1007/JHEP11(2013)172
[arXiv:1307.3773 [hep-th]].
[49] N. Manton and P. Sutcliffe, “Topological Solitons,” Cambridge University Press
(2004).
[50] J. M. Ziman, “Electrons and Phonons: The Theory of Transport Phenomena in
Solids,” Oxford University Press, ISBN 978-0-19-850779-6.
[51] A. Oliner and A. Hessel, “Guided waves on sinusoidally-modulated reactance sur-
faces,” IRE Transactions on Antennas and Propagation 7 (1959) no.5, 201-208
doi:10.1109/TAP.1959.1144771
[52] M. Casaletti, “Guided Waves on Scalar and Tensorial Reactance Surfaces Modulated
by Periodic Functions. A Circuital Approach,” [arXiv:1703.01294[physics.class-ph]]
27
[53] A. A. Cottey, “Floquet’s Theorem and Band Theory in One Dimension,” Amer.
Journ. of Phys. 39, 1235 (1971), doi:10.1119/1.1976612
[54] M. A´ngel Garc´ıa-March, A´. Paredes, M. Zacare´s, H. Michinel and A. Ferrando, “Pho-
tonic Nambu-Goldstone bosons,” Phys. Rev. A 96, 053848 (2017) [arXiv:1707.02213
[physics.optics]].
[55] F. Maucher, T. Pohl, S. Skupin, W. Krolikowski, “Self-Organization of Light in
Optical Media with Competing Nonlinearities,” Phys. Rev. Lett. 116 (2016) 16 163902
doi:10.1103/PhysRevLett.116.163902
[56] R. Combescot and C. Mora, “Transition to Fulde-Ferrel-Larkin-Ovchinnikov phases
near the tricritical point: an analytical study,” European Physical Journal B 28 (2002)
4 397-406 doi:10.1140/epjb/e2002-00243-5 [arXiv:0203031 [cond-mat.supr-con]].
[57] A. Nicolis, R. Penco, F. Piazza and R. A. Rosen, “More on gapped Gold-
stones at finite density: More gapped Goldstones,” JHEP 1311 (2013) 055
doi:10.1007/JHEP11(2013)055 [arXiv:1306.1240 [hep-th]].
[58] R. V. Ilin and S. A. Paston, “Exact relation between canonical and metric energy-
momentum tensors for higher derivative tensor field theories,” Eur. Phys. J. Plus 134
(2019) no.1, 21 doi:10.1140/epjp/i2019-12359-x [arXiv:1807.04671 [gr-qc]].
[59] N. D. Mermin and H. Wagner, “Absence of ferromagnetism or antiferromagnetism
in one-dimensional or two-dimensional isotropic Heisenberg models,” Phys. Rev. Lett.
17 (1966) 1133. doi:10.1103/PhysRevLett.17.1133
[60] S. R. Coleman, “There are no Goldstone bosons in two-dimensions,” Commun. Math.
Phys. 31 (1973) 259. doi:10.1007/BF01646487
[61] D. J. Gross and A. Neveu, “Dynamical Symmetry Breaking in Asymptotically Free
Field Theories,” Phys. Rev. D 10 (1974) 3235. doi:10.1103/PhysRevD.10.3235
[62] E. Witten, “Chiral Symmetry, the 1/n Expansion, and the SU(N) Thirring Model,”
Nucl. Phys. B 145 (1978) 110. doi:10.1016/0550-3213(78)90416-9
[63] D. Anninos, S. A. Hartnoll and N. Iqbal, “Holography and the Coleman-Mermin-
Wagner theorem,” Phys. Rev. D 82 (2010) 066008 doi:10.1103/PhysRevD.82.066008
[arXiv:1005.1973 [hep-th]].
[64] R. Argurio, G. Giribet, A. Marzolla, D. Naegels and J. A. Sierra-Garcia, “Holographic
Ward identities for symmetry breaking in two dimensions,” JHEP 1704 (2017) 007
doi:10.1007/JHEP04(2017)007 [arXiv:1612.00771 [hep-th]].
[65] R. Argurio, D. Naegels and A. Pasternak, “Are there Goldstone bosons in d ≤ z + 1
?,” arXiv:1903.11417 [hep-th].
[66] M. Neytcheva, course on “Numerical Linear Algebra.”
[67] M. Boninsegni and N. V. Prokof’ev, “Colloquium: Supersolids: What and where
are they?,” Rev. Mod. Phys. 84 (2012) 2 759-776 doi:10.1103/RevModPhys.84.759
[arXiv:1201.2227 [cond-mat.stat-mech]].
28
[68] N. Arkani-Hamed, H. C. Cheng, M. A. Luty and S. Mukohyama, “Ghost conden-
sation and a consistent infrared modification of gravity,” JHEP 0405 (2004) 074
doi:10.1088/1126-6708/2004/05/074 [hep-th/0312099].
[69] N. Afshordi, D. J. H. Chung and G. Geshnizjani, “Cuscuton: A Causal
Field Theory with an Infinite Speed of Sound,” Phys. Rev. D 75 (2007) 083513
doi:10.1103/PhysRevD.75.083513 [hep-th/0609150].
29
