Recently, researchers' attention has been paid to pronunciation assessment not based on comparison between L2 speech and native models, but based on comprehensibility of L2 speech [1, 2, 3] . In our previous studies [4, 5, 6] , native listeners' shadowing of L2 speech was examined and it was shown that delay of shadowing and accuracy of articulation in shadowing utterances, both of which were acoustically calculated, are strongly influenced by the amount of cognitive load imposed for understanding L2 speech, especially when it is with strong accents. In this paper, aside from acoustic analysis of shadowings, we focus on shadowers' facial microexpressions and examine how they are correlated with perceived comprehensibility. To extract facial expression features, two methods are tested. One is a computer-vision-based method and recorded videos of shadowers' facial expressions are analyzed. The other is a method using a physiological sensor that can detect subtle movements of facial muscles. In experiments, four shadowers' facial expressions are analyzed, each of whom shadowed approximately 800 L2 utterances. Results show that some of shadowers' facial expressions are highly correlated with perceived comprehensibility, and that those facial expressions are strongly shadowerdependent. These results indicate a high potential of shadowers' facial expressions for comprehensibility prediction.
Introduction
Assessment of naturalness of synthetic voices is often done by asking listeners to rate the voices subjectively using n-point scores, called mean opinion score. In recent works, listeners' responses or behaviors are focused on to realize objective assessment. In [7] , quickness of listeners' voluntary responses was examined and in [8] , their involuntary and physiological reactions were focused on. Similarly in our studies [4, 5, 6] , to realize objective assessment of comprehensibility of L2 speech, native listeners were asked to shadow L2 speech. As smooth shadowing always requires smooth understanding of an input speech, smoothness of the shadowing utterances, characterized by two acoustic features extracted from the utterances, was found to be well correlated with perceived comprehensibility. The two features were delay of shadowing and accuracy of articulation.
In this study, we focus on shadowers' involuntary and physiological reactions observed while shadowing. In previous studies, to measure listening efforts objectively, listeners' pupil dilation was quantitatively measured [9, 10, 11] , and to estimate the amount of cognitive load, listeners' involuntary facial microexpressions were detected and examined [12] . In this paper, following [12] , shadowers' facial expressions are detected and analyzed with respect to perceived comprehensibility.
In this paper, in order to investigate potential of shadowers' facial microexpressions for comprehensibility prediction, four native Japanese were asked to shadow Japanese utterances spoken by Vietnamese learners. Here, native shadowers' microexpressions were detected via two methods: from videos of shadowers' face, and from surface electromyography (EMG) signals recorded by a wearable device [13] . In the former, Facial Action Coding System (FACS) is used to analyze recorded face videos, and in the latter, amplitude analysis is adopted, where RMS values of the EMG envelope are calculated.
These objective measurements are compared to comprehensibility scores, which were subjectively given by shadowers themselves every time they shadowed a given L2 speech. In addition to comprehensibility scores, after shadowing, shadowers were asked to give another subjective score, which is shadowability score. Here, shadowability means subject's self-evaluated smoothness of shadowing. Correlation analysis is done between the objective scores and the two kinds of subjective scores and experimental results imply a potential of facial microexpressions for predicting comprehensibility and shadowability of an L2 utterance, especially when a prediction model is built separately for individual shadowers.
Related work

Native listeners' shadowing of L2 utterances
In conventional form of shadowing, native utterances are presented to learners and learners have to repeat the presented utterances as simultaneously as possible. Shadowing is often done in classroom as multi-task speech training where listening, understanding, and speaking have to be run at the same time. In comparison to this form of shadowing, native listeners' shadowing requires native listeners to shadow learners' utterances, as shown in Figure 1 . As smooth shadowing always requires smooth understanding of a given utterance, in [4, 5, 6] , shadowers' performance was shown to be highly correlated with comprehensibility scores and shadowability scores subjectively judged by shadowers. Here, two kinds of acoustic features were examined. One is shadowers' accuracy of articulation, which was quantified as posterior probabilities of phonemes and they were calculated by using a front-end module of a DNN-based speech recognizer. The other is delay of shadowing. For a pair of an L2 utterance and its corresponding native shadowing, it was defined as average over the temporal gaps between every pair of corresponding phoneme boundaries between the two utterances. These phoneme boundaries were automatically obtained by forced alignment. Further details on these acoustic features and validation of native listeners' shadowing are referred to in [4, 5, 6 ]. In the current paper, we examine non-SS = smoothness of shadowing 
Facial microexpressions and their automatic detection
Facial microexpressions are brief and subtle facial expressions which are involuntarily leaked despite a deliberate attempt to conceal [14] . Generally, facial microexpressions are said to last between 1/25 to 1/2 of a second, but [15] discussed that the critical point between distinguishing macro and micro expressions is about 1/5 seconds.
As one method for detecting microexpressions, we use a computer-vision-based extraction method, that is Facial Action Coding System (FACS) [16] . FACS is a system which encodes movements of individual facial muscles into units called Action Units (AUs) [17] . FACS is a standard framework to categorize automatically physical facial expressions of emotions into more than 28 main and 30 miscellaneous Action Units codes. Figure  2 shows examples of AUs and their description. Moreover, as AUs are independent of any interpretation, they are also used for more general applications, such as analysis of depression [18] and prediction of cognitive load [12] .
An alternative is a surface-EMG-based detection method, which in comparison, is advantageous over a CV-based detection method due to better temporal resolution and robustness against occlusion and light changes [13] . Electrodes might be placed in specific locations, and amplitude analysis is then applied to detect activation of specific facial muscles that correspond to microexpressions of interest [19, 20] . Recently in [13, 21] , Artificial Neural Network (ANN) was adopted to classify microexpressions directly from preprocessed EMG signals.
Experiment
Dataset and subjects
Japanese utterances spoken by Vietnamese learners collected in [22] were used as a dataset. In total, 3,203 utterances were prepared. Learners' utterances are categorized into two types: textbook utterances, which learners read aloud Japanese paragraphs selected from textbooks, and story utterances, which [13] they read their own stories written in Japanese, thus they are expected to be lower in comprehensibility, as grammatical errors or proper nouns such as names of persons or cities are likely to be found. Therefore, for some utterances, perceived comprehensibility will depend not only on proficiency of learners but also on linguistic content of the utterances.
Four female adult native speakers of Japanese participated in the experiments as shadowers. Considering coverage of all the utterances, the four subjects were assigned to different sets of utterances in a way that one utterance was assigned to only one subject. Table 1 lists the total number of utterances assigned to each subject and the number of those assigned to each shadowing session, which will be discussed shortly.
Setup and equipment
The experimental setup is shown in Figure 3 . The front web camera of a MacBook Air (640x480) was used for video recording. Since a subject will be looking at the web interface during shadowing, the front web camera guarantees that his/her face is in frame, even if the subject changes his/her posture during a shadowing session. In addition to video recording, surface EMG signals were detected on facial muscles using a wearable device with two electrode pairs [13] , shown in Figure 4 . For stable detection of signals, once equipped, subjects were not allowed to put off the device until the end of a shadowing session. In EMG session, videos were also recorded for synchronization with audio signals.
Procedures
After shadowing practices, all the subjects were asked to shadow all the assigned utterances, where they were not allowed to shadow an utterance repeatedly unless considered necessary. A shadowing experiment was further divided into two sessions, where subjects' facial expressions were recorded by face videos or EMG signals. In the video session, the device was not equipped, while in the EMG session, face videos were also recorded just for synchronization between video and EMG.
After shadowing each utterance, subjects were asked to rate subjectively comprehensibility and shadowability, where a 7-point scale was used. The following questions were asked:
1. How easily did you understand the presented utterance? 2. How smoothly did you shadow the presented utterance?
In our studies [4, 5] , these scores were highly correlated and the latter scores are more directly related to smoothness of shadowing, which were acoustically defined in these studies.
Analysis
Video-based
OpenFace [24] was used as a toolkit for Action Units extraction from face videos frame by frame. It contains two prediction models: classification and regression. The former model predicts presence of AU, meaning visibility of AU, and the latter model predicts intensity of AU on a continuous 5-point scale, where the point scale ranges from 0 (not present) or 1 (present at minimum) to 5 (present at maximum). To prevent confusion between subjects' oral movements while shadowing and their facial expressions, only AUs in the upper face area (AU01, 02, 04, 05, 06, 07 and 09) were chosen for analysis.
For each utterance, AUs' intensity and presence were predicted for each frame by both prediction models. Since shadowers' rating was done for each utterance, the utterance-level measures of AUs' intensity and AUs' presence ratio were obtained for a given utterance by averaging the two measures over all the frames of that utterance, respectively. As correspondence between utterances and subjects is one on one, the subsequent analysis is done separately for each subject. After calculating the utterance-level measures of intensity and presence, another averaging operation was conducted. Since subjective rating was done with a 7-point scale, which ranges from 1 to 7, the average of the utterance-level measures was calculated for each score over all the utterances corresponding to that score. Finally, for each subject, we obtained typical values of presence and intensity for each score of subjective comprehensibility and shadowability.
It should be noted that, when the typical value of intensity falls below 1 (minimum intensity) for all the subjective scores of 1 to 7 of a particular subject, as reliability of analysis is considered to be low, those AUs of that subject are considered undetectable and are not used for further analysis.
Correlations between the two kinds of measures (typical values of intensity and presence ratio) and the two kinds of subjective scores (comprehensibility and shadowability) were calculated for each of the leftover AUs, separately for each subject.
EMG-based
Signal processing procedures for surface EMG signals are referred to in [13] . As shown in Figure 5 , the surface EMG was recorded at 1kHz sampling rate with four channels. First, all Figure 5 : Signal processing for EMG-based method [13] the four channels were bandpass-filtered from 50 to 350 Hz, and notch filtered at 50 Hz and its harmonics up to 350Hz. Second, Independent Component Analysis (ICA) was applied to the signals to separate distal EMG from different source muscles. Then, their Root-Mean Square (RMS) values were calculated over overlapping windows of 200 ms with a sliding frame of 50 ms.
The subsequent analysis was done in a similar manner to that of the video-based method. The utterance-level measures of all four signals were obtained by averaging RMS envelope values of all the frames in an utterance, and further average of the utterance-level measures was calculated for each score.
Again, correlations between the objective measures (four typical values of the RMS values) and the two kinds of subjective scores (comprehensibility and shadowability) were calculated seperately for each subject.
Results and discussion
As results of the video-based method, Tables 2 and 3 show correlations between the two kinds of subjective scores of comprehensibility and shadowability, and their corresponding typical values of the two kinds of objective measurements, intensity (r) and presence (c). These correlations were calculated for each subject. * indicates that correlation is significant with P-value being less than 0.10. "-" means that its AUs were filtered out.
Most subjects show that only a few AUs were detectable, especially in S4 who had only one AU detected. In S3, even though more than half of the AUs were detected, only one was found to be significant. From these tables, we can also claim that there exists a large inter-shadower variation in significant AUs, suggesting that facial expressions in a shadowing task depend on individual shadowers. Nevertheless, for every subject, at least one AU was found to be highly correlated with either of the two subjective scores, indicating the potential of facial expressions as an additional feature for comprehensibility/shadowability prediction, when a prediction model is built dependently on individual shadowers.
Positive correlation between the objective measures and the subjective scores indicates that facial expressions tend to be more perceivable as learners' utterances become easier to comprehend or to shadow, and vice versa. Only AU07 (Lid tightening) shows significant positive correlations in both intensity and presence ratio. However, correlation of presence ratio (frequency of facial expressions) surpasses that of intensity in both subjective scores for all subjects.
AU01 (Inner brow raising) and AU04 (Brow lowering) show significant negative correlations. This is very reasonable since these AUs are common facial responses when encountering with a puzzling or ambiguous situation (see Figure 2) . For S3, AU01(c) was found significant to comprehensibility while AU07(c) was not, even the latter was more commonly found in other subjects. On the other hand, any subject whose AU07(c) shows significant correlation does not show detectable AU01 response. Difficulty of co-occurrence of AU01 and AU07 could be explained in a way that they are in negative competition relation with each other [25] . 
It is very interesting that AU05(c) shows both positive and negative correlations to comprehensibility, depending on shadowers. This means that one specific type of facial expressions is observed when a shadower perceives difficulty of understanding while another perceives easiness of understanding.
It should be noted that these correlations are obtained between the subjective scores and their corresponding typical values of the objective measurements. Experimentally, these correlations do not hold in utterance-level analysis, because variance of the objective measurements in an utterance-level is so high that it may be difficult to use them exclusively to predict comprehensibility. Hence, to utilize these measures effectively, they should be used as additional feature to the acoustic features proposed in our previous studies [5] .
As results of the EMG-based method, Tables 4 and 5 show correlations between the two kinds of subjective scores and their corresponding typical values of EMG-based objective measurements. CH1 to CH4 represent four distal EMG channels from different source muscles. For most subjects, except for S3, significant and very strong correlations were found in almost all channels. It seems in S3 that comprehensibility of L2 utterances and shadowaing performance may not influence S3's facial expressions strongly. In Tables 2 and 3 , only S3 has AU01 as significant expression and s/he exhibits unique behaviors. Tables 4 and 5 , we can say that polarity of correlation of the four channels is consistent with each other. Roughly speaking, different channels in the EMG method are considered to correspond to different AUs in the FACS method, where positive and negative correlations are found for different AUs within a shadower. Consistent polarity among different channels in Tables 4 and 5 might imply that all four EMG signals are from or are dominated by a single source muscle.
Very strong correlations in Tables 4 and 5 indicate that, with EMG sensing, it may be possible to attribute shadowers' perceived comprehensibility and shadowability to subtle movements of a specific source muscle on a face. In the current analysis, however, since a source muscle from each channel is yet unknown at the moment, further speculation is required on which source muscles are involved in the activation.
Similar to the video-based method, correlations of objective measures are higher with comprehensibility than self-evaluated shadowability, and they do not hold in an utterance level.
Conclusions
In this paper, in order to investigate potential of facial microexpressions of native listeners while shadowing L2 utterances, correlation analysis was done between subjective scores and objective measurements. The subjective scores were related to comprehensibility and shadowability, and the objective measurements were obtained from face videos and surface EMG signals of the shadowers. The results of analysis showed that the typical values of objective measurements corresponding to the subjective scores has a very strong linear relation to those subjective scores. This clearly indicates a potential of using facial expressions for comprehensibility prediction, but we have to admit that correlations are very shadower-dependent and the objective measurements corresponding to a single subjective score have a very large variation. Thus, we have to carefully select or design a model for prediction. In a future work, facial microexpressions will be used as new additional features in the task of predicting comprehensibility of L2 utterances. In [5] , we used only acoustic features for prediction and we're interested in effectiveness of facial features for prediction.
