Abstract. Empirical properties of generating systems for complex reflection groups and their braid groups have been observed by Orlik-Solomon and Broué-Malle-Rouquier, using Shephard-Todd classification. We give a general existence result for presentations of braid groups, which partially explains and generalizes the known empirical properties. Our approach is invariant-theoretic and does not use the classification. The two ingredients are Springer theory of regular elements and a Zariski-like theorem.
Introduction
Complex reflection groups share many properties with real reflection groups. One of the main difficulties however is that no simple combinatorial description of complex reflection groups (generalizing Coxeter systems) is known. Elementary questions, such as knowing how many reflections are needed to generate the group, do not have satisfactory answers. In [OS] , Orlik and Solomon mention the following result (where we have modified the notations to be consistent with the ones used here: However, Orlik and Solomon describe these equivalences as "surprising facts for which we have no further explanation", the proof relying entirely on case-by-case study, using Shephard-Todd classification. Our
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construction provides a partial "explanation" for these facts, and reduces the use of the classification in the proof of the above theorem.
In [BMR] are listed diagrams which, for almost all irreducible reflection groups, symbolize presentations by generators and relations of the associated braid group. These presentations satisfy remarkable properties: the generators correspond to generators-of-the-monodromy, the relations are positive and homogeneous in the generators and, in many cases, a generator of the center of the braid group is given by a certain power of the product of all the generators, taken in a certain order.
The following theorem gives an a priori invariant-theoretic explanation for the existence of such presentations. For simplicity, we state it only as an existence result, but as it will appear later the proof of the existence of S is constructive. The proof does not use the classification. and w 2 are positive words of equal length in the elements of S, such that < S|R > is a presentation for B(W ). (f) For s ∈ S, denote by e s the order of s. Take R as in (e) (but view it as a set of relations in s 1 , . . . , s n ). The group W is presented by < S|R ; ∀s ∈ S, s es = 1 >.
A consequence of this theorem is that all irreducible complex reflection groups admit "good diagrams". This is due to the fact (easily checked on the classification) that any irreducible complex reflection group admits at least one regular degree. Note that more than one degree may be regular. This may be an indication that, taking into account the various complex symmetries of the discriminant, one should perhaps consider more than one "diagram" for a single reflection group.
Sometimes the largest degree d r is regular; this is the case under Orlik-Solomon assumptions (i) or (ii), and these assumptions imply that the corresponding n is r. Then (iv) and (v) are consequences of our theorem, which also implies the existence of "good" minimal presentations for the braid group, as in [BMR] .
For the exceptional 4-dimensional group G 31 , the largest degree 24 is still regular, but Orlik-Solomon assumptions (i) or (ii) are not satisfied. However, we have analogs to (iv) and (v) where r has to be replaced by the corresponding n (5 in this example). In addition, the theorem gives the existence (not previously known) of a Broué-Malle-Rouquierlike presentation for the braid group of G 31 .
Invariants, discriminant, regular degrees
Let V be C-vector space of finite dimension r. A (complex) reflection of V is a finite order element s ∈ GL(V ) such that ker(s − Id) is an hyperplane. A reflection group of V is a finite subgroup W ⊂ GL(V ) which is generated by reflections.
1.1. Invariants. Let W be a finite subgroup of GL(V ). Let C[V ] be the algebra of polynomial functions on V , i.e., the symmetric algebra S(V * ), with the natural grading (i.e., non trivial linear forms are of degree 1). We denote by C [V ] W the subalgebra of functions which are invariant for the dual action of W . A classical theorem by ShephardTodd ([ST] From now on, we assume that W is an irreducible reflection group.
, we may find r algebraically independent polynomial functions f 1 , . . . , f r such that
We may actually require f 1 , . . . , f r to be homogeneous, and put in such an order that deg
is independent of the choice of a specific system of basic invariants. The numbers d 1 , . . . , d r are the degrees of W . Note that they form a multi-set, rather than a set, since there may be repetitions.
We denote by C[X 1 , . . . , X r ] the polynomial algebra in r indetermi-
We also define its weight by wt(M) := n i=1 d i α i . This gives rise to two distinct graduations on C[X 1 , . . . , X r ]. The one associated with the degree is the linear graduation, the other is the weighted graduation.
Choosing a system of basic invariant f = (f 1 , . . . , f r ) is the same as choosing a graded algebra isomorphism Φ f : It is a graded version of that representation, the grading being inherited from the one on
It is well known that
The numbers d i − 1 are called the exponents of W . By analogy, Orlik and Solomon defined coexponents. We prefer here to work with codegrees: the multiset of codegrees is the multiset {d * 1 , . . . , d * r } uniquely defined by
(the coexponents are the d * i + 1). We will assume that the codegrees are ordered in decreasing order:
Let A be the set of reflecting hyperplanes of W . For H ∈ A, we denote by e H the order of the fixator W H of H in W (W H is the cyclic group generated by the reflections with hyperplane H). Let N be the number of reflections in W , N * the number of hyperplanes. Obviously The following lemma is classical.
Lemma 1.1. We have 
It is easy to check that ∆ f is reduced (i.e., C[X 1 , . . . , X r ]/∆ f has no nilpotent elements).
The polynomial ∆ f is weighted homogeneous of weight N +N * , but is (in general) not linearly homogeneous. Denote by deg(∆ f ) the degree of a highest degree monomial among those involved in ∆ f , and by val(∆ f ) the degree of the a lowest degree monomial (such a monomial is called a valuation monomial). The integer deg(∆ f ) depends on the choice of f , but val(∆ f ) is independent from that choice (the system-change morphisms Φ −1 f ′ Φ f can only increase the valuation and are invertible, therefore they preserve the valuation). We have Note that, by Steinberg theorem, if w is ζ-regular, then w and ζ have the same order.
Proof. Let ζ be a root of unity of order d. Let J be the subset of {1, . . . , n} of those
, we denote by P X i the one-variable polynomial with coefficients in C[X 1 , . . . ,X i , . . . , X r ] corresponding to P .
and only if the head coefficient of P X i is a scalar.
This notion makes it easy to recognize, among the degrees of W , the ones which are regular: 
Proof. (i): Let f be a system of basic invariants. Let, as in the proof of the previous lemma, J ⊂ {1, . . . , n} be the subset of those j such that d does not divide d j , and J the ideal generated by {X j |j ∈ J}. If ∆ f is monic in X i 0 , then ∆ f / ∈ J , so d is regular (by lemma 1.4). Now assume that d is regular, i.e., that ∆ f / ∈ J . Let us construct from f a system of basic invariants f ′ such that ∆ f ′ is monic in X i 0 . Denote by I the complement of J (thus i 0 ∈ I). Let a = (a i ) i∈{1,...,n} be a family of complex numbers such that
The polynomial ∆ f is non-zero (by lemma 1.4) and weighted homogeneous of weight N + N * . There are two possibilities:
, with b = 0. Once again by weighted homogeneity, bX
must be the only monomial of ∆ f of highest degree in X i 0 , and thus ∆ f is monic in
, this coefficient, seen as a polynomial function with variables a i , i ∈ I − {i 0 }, is not constant. Thus it is possible to choose the a i , i ∈ I − {i 0 } such that this coefficient is non-zero. By weighted homogeneity, the corresponding ∆ f ′ a will be monic in X i 0 .
(ii): The additional assumption, in the notations of the proof of (i), is that I = {i 0 }. We prove that the first assertion implies the last one, which is enough. Assume that d is regular, let f be a system of basic invariants. The proof of (i) also proves that ∆ f is monic, once it has been noticed that, in the final discussion,
Corollary 1.7. The largest degree d r is regular if and only if the valuation of the discriminant is equal to
Proof. If d r is regular, then by lemma 1.6 (i) we can find f such that the monomial X (N +N * )/dr r appears in ∆ f ; this monomial must be a valuation monomial. Now assume that the valuation of the discriminant is (N + N * )/d r . Choose a system of basic invariants f . By weighted homogeneity, a valuation monomial in ∆ f can only involve those X i for which d i = d r . Using lemma 1.4, this implies that d r is regular.
A theoremà la Zariski
Let V an complex affine space, and let Z be an algebraic hypersurface of V . Roughly speaking, Zariski theorems describe how the homotopy groups of V − Z can be compared to those of H ∩ (V − Z), where H is a "generic" hyperplane.
The situation we have in mind is when Z is the discriminant hypersurface of a complex reflection group, where we are looking for generating systems for the fundamental group. A natural way to map a free group to the fundamental group of V −Z is by considering an inclusion
where L is an affine line. To obtain a surjective morphism, one could try to apply recursively a Zariski theorem, like the one in [HL] , to a suitable generic affine flag.
In our situation, certain directions are natural to consider: the monic directions of the discriminant which, by lemma 1.6, correspond to regular degrees. But there are no obvious ways to embed them in complete flags. We state in this section a Zariski-like theorem which allows us to work directly with an affine line, skipping the recursive process; the genericity condition is explicit and elementary. The proof follows Zariski's original strategy (see [C2] for a clear and modernized account).
2.1. Generators-of-the-monodromy. First, we ought to justify our use of dashes. To us, generators-of-the-monodromy are just peculiar elements of fundamental groups; we do not want to discuss what is the monodromy. This subsection is included for the convenience of the reader; it is almost "copy-pasted" from the appendix of [BMR] , where more details can be found.
Let U be a smooth connected complex algebraic variety. Let Z be an algebraic hypersurface of U, let A be the set of irreducible components of Z. Fix a basepoint x 0 ∈ U − Z. A "path from
is a smooth point of Z. The reader should note (without being disturbed) that a path from x 0 to Z in U − Z is not really a path in U − Z. Let γ be a path from x 0 to Z in U − Z. A smooth point of Z is a point which belongs to exactly one D ∈ A, and is smooth in that D. Denote by D γ the "target divisor", i.e., the only D ∈ A containing γ(1). We will say that "γ is a path from x 0 to D γ (in U − Z)" (note that the notion really depends on the remaining D ∈ A).
To γ, we associate the element s γ ∈ π 1 (U − Z, x 0 ) which has the following informal description: starting at x 0 , follow γ; just before arriving at γ(1), make one full direct turn around D γ ; return to x 0 following γ. The reader should check for himself that, as γ(1) is a smooth point of Z, the "local fundamental group" of U − Z at γ (1) is Z, and s γ is well-defined. An element s γ obtained this way is a "generator-of-the-monodromy around Z in U − Z", or, more precisely, "around D γ in U − Z".
Another path γ ′ from x 0 to D γ is D γ -homotopic to γ (relatively to U − Z) if and only if there is a homotopy ϕ : [0, 1] → Ω(U) such that ϕ(0) = γ, ϕ(1) = γ ′ and for all t ∈ [0, 1], ϕ(t) is a path from x 0 to D γ . The element s γ depends only on the D γ -homotopy class of γ.
The following lemma is certainly well-known. 
The morphism ψ is surjective, and:
The kernel of ψ is the subgroup generated by the generators-ofthe-monodromy around
In terms of paths, (i) is the following: let γ be a path in U − ∪ D∈A D from x 0 to a divisor D γ ∈ A; then in the D γ -homotopy class of γ relatively to ∪ D∈A D, there exists a path avoiding ∪ D∈B D. This follows from standard general position arguments, as ∪ D∈B D ∩ (U − ∪ D∈A D) has complex codimension 1 in U −∪ D∈A D (whereas γ has real dimension 1), and ∪ D∈B D ∩ D γ has complex codimension 1 in D γ (whereas the target point γ(1) has dimension 0).
(ii) is nothing more than an induction from Proposition A.1 in [BMR] .
Note that the assertion (ii) applied to U = C r and A = ∅ implies that the complement of an hypersurface in C r is generated by (all) generators-of-the-monodromy. In particular, braid groups are generated by generators-of-the-monodromy.
2.2. The main tool. Many Zariski-like theorems are either of projective ( [C2] ) or local ( [HL] ) nature. The result proven here is truly of affine nature; it is both natural and elementary, and we have been surprised not to find it in the litterature (it may simply be that we did not look at the right place).
Let H be an algebraic hypersurface in C r , defined by a reduced polynomial P ∈ C[X 1 , . . . , X r ]. Choose X = X i 0 one of the indeterminates. To simplify notations, we use Y to refer collectively to the variables (X i ) i =i 0 , e.g. we write C[X, Y ] instead of C[X 1 , . . . , X n ]. A point in C r is described by its coordinates (x, y) ∈ C × C r−1 . Denote by p the fibration C r → C r−1 , (x, y) → y. The fibers of p are the lines of direction X; for y ∈ C, we denote by L y the line p −1 (y).
Notations 2.2. We denote by the Disc(P X ) the resultant of P ′ X and P X . We denote by hd(P X ) the head coefficient of P X . We denote by α(P X ) the gcd of the coefficients of P X .
Since P is reduced, so is P X , and Disc(P X ) = 0. We also have α(P X ) = gcd(P X , Disc(P X )).
Definition 2.3. We say that a line L y of direction X is generic with respect to H if and only if Disc(P X )(y) = 0. A line L y of direction X is bad with respect to H if and only if α(P X )(y) = 0.
There are some lines which are neither generic nor bad. The line L y is generic if and only if the intersection L y ∩ H has exactly deg(P X ) points. It is bad if and only if L y ⊂ H. The remaining lines are "better" than generic, in the sense that L y ∩ H is finite with cardinal strictly less than deg(P X ).
Let K be the hypersurface in C r defined by Disc(P X ). Let K be the hypersurface in C r−1 defined by Disc(P X ). Let
The restriction of p makes E into a fiber bundle over E, with fibers being complex lines with deg(P X ) points removed. Choose a basepoint (x 0 , y 0 ) ∈ E, and take y 0 for basepoint in E.
Proof. The space C r − K is trivial bundle of fiber C over E, so s can be lifted to a generator s ′ of the monodromy around K in π 1 (C r − K, (x 0 , y 0 )) (any lifting of a defining path suits). Let A be the set of irreducible components of K, let B the set of irreducible components of H which are not in K. The point (i) of lemma 2.1 applied to these A and B asserts that s ′ is the image of a generator-of-the-monodromy s ∈ π 1 (E, (x 0 , y 0 )) around K by the embedding morphism π 1 (E, (x 0 , y 0 )) → π 1 (C r − K, (x 0 , y 0 )).
Let S ⊂ π 1 (C r−1 − K, y 0 ) be a generating set of generators-of-themonodromy around K (this exists by lemma 2.1 (ii) ). Using lemma 2.4, lift S to a set S ⊂ π 1 (E, (x 0 , y 0 ) ). Using the fibration exact sequence y 0 ) ). Now make the additional assumption that α(P X ) = 1. Let A be the set of irreducible components of H, let B be the set of irreducible components of K. The polynomials P X and Disc(P X ) are coprime, so A ∩ B = ∅. By lemma 2.1 (ii), S belongs to the kernel of the surjective morphism π 1 (E, (x 0 , y 0 )) → π 1 (C r − H, (x 0 , y 0 )). This completes the proof of: Theorem 2.5. Let H be an algebraic hypersurface in C r , defined by a reduced polynomial P ∈ C[X 1 , . . . , X r ]. Let X = X i 0 be one of the indeterminates. Assume that the coefficients of P X are (all together) coprime. Let L be a line of direction X, generic with respect to H.
Then the inclusion
The assumption that the coefficients of P X are all together coprime is satisfied, for example, when P X is monic (this will be used in the proof of theorem 0.1) or when P X is irreducible (we will use this later, in section 4.1).
2.3. A refinement. When α(P X ) = 1, the previous theorem yields generating sets with deg(P X ) generators. Even when α(P X ) = 1, "small" generating sets can be constructed using the same strategy, but the proof is slightly more technical. We begin by a definition: Definition 2.6. Let σ ∈ S r . We define an ordering ≤ σ on the set of r-tuples of integers: (a 1 , . . . , a r ) ≤ σ (b 1 , . . . , b r ) if and only if
for the lexicographical order.
Let Proof. We describe an inductive construction procedure for such generating sets. We keep the notations used in the previous subsection. Let σ ∈ S r be such that M is σ-dominant. If r = 1, then M is the head monomial of P = P X , α(P X ) = 1 and theorem 2.5 gives generating sets with deg(P X ) = deg(M) generatorsof-the-monodromy. Now assume r > 1. Let i 0 := σ(1), let X := X i 0 , as in the previous subsection. We have deg(P X ) = a σ(1) . The monomial M/X a σ(1) is dominant in hd(P X ). Let L be the hypersurface in C r defined by hd(P X ), and let L := p(L). By the induction hypothesis, it is possible to generate π 1 (C r−1 − L, y 0 ) by a set T 0 consisting of deg(M/X a σ(1) ) = deg(M) − a σ(1) generators-of-the-monodromy. As hd(P X )| Disc(P X ), we have an exact sequence
Using lemma 2.1 (i), lift T 0 to a same cardinality set T of generators-ofthe-monodromy around L in π 1 (C r−1 −K, (x 0 , y 0 )). Let U ⊂ π 1 (C r−1 − K, y 0 ) be the set of all generators-of-the-monodromy around the irreducible components of K which are not in L. By lemma 2.1 (ii), we have ker ψ =< U >. Thus π 1 (C r−1 − K, y 0 ) is generated by T ∪ U. Using lemma 2.4, lift T and U to same cardinality sets T and U of generators-of-the-monodromy around K in π 1 (E, (x 0 , y 0 )). Choose L generic of direction X. The fibration argument used before still proves that ι * (π 1 (L − L ∩ H, x 0 )) ∪ T ∪ U generates π 1 (E, (x 0 , y 0 )). As α(P X ) = gcd(P X , Disc(P X )), the common irreducible components of H ∩ K are irreducible components of the hypersurface (α(P X ) = 0), thus, as α(P X )| hd(P X ), they are also irreducible components of L. Using lemma 2.1 (ii), this implies that elements of U are mapped to 1 in π 1 (C r − H, (x 0 , y 0 )). To generate π 1 (C r − H, (x 0 , y 0 )), it is enough to take the images in π 1 (C r − H, (x 0 , y 0 )) of a generating set of π 1 (L − L ∩ H, x 0 ) (of cardinal deg(P X ) = a σ(1) ) and of T (of cardinal deg(M) − a σ(1) ).
Remarks.
• The above refinement is still not optimal, since α(P X ) may be reducible and may also strictly divide hd(P X ), thus some elements of T may become trivial in the fundamental group of C r − H.
• In the next sections, we will apply theorem 2.5 and its refinement to situations where P is weighted homogeneous. In that case, π 1 (C r − H) is isomorphic to the local fundamental group at 0. Local Zariski theorems ( [HL] ) applied to locally generic affine flags yield generating sets with val(P ) generators. Discriminants of reflection groups happen to always have valuation monomials which are dominant (this is not true of any weighted homogeneous polynomial), so the two methods give the same number of generators. Our tool also works with directions which are not locally generic, e.g., for X 2 − Y 3 , we may use either X or Y .
• The above constructions can of course be generalized using algebraic (not necessarily linear) coordinate systems in C r .
Presenting braid groups
We give in this section a constructive proof of the theorem stated in the introduction. We return to the situation and notations of the first section, where W is a reflection group in GL(V ). Let i ∈ {1, . . . , r}.
We make the following assumption:
The number d is assumed to be regular for W . The construction of the generating set for B(W ) depends on three successive choices:
1-Choose a system of basic invariants such that ∆ f is monic in X. This is possible thanks to lemma 1.6 (i). The space V reg /W is isomorphic to the complement of the hypersurface H of C r defined by ∆ f = 0.
2-Choose a generic line L of direction X. By theorem 2.5, the embedding L ∩ (C r − H) ֒→ C r − H is π 1 -surjective. The cardinality of the intersection of L with H is equal to the degree of ∆ f,X which, according to lemma 1.6 (i), is equal to n := (N + N * )/d. 3-Choose a basepoint x 0 ∈ L and a planar spider Γ from x 0 to L ∩ H. What we mean by a planar spider from x 0 to L ∩ H is a collection Γ = {γ 1 , . . . , γ n } of non-intersecting (except of course at x 0 ) paths in L connecting x 0 to each of the points in L ∩ H.
(The suspicious reader may prefer to assume that all the paths considered in this section are piecewise linear.) We assume that the legs γ 1 , . . . , γ n are indexed in counterclockwise cyclic order. To each leg γ i , we associate the corresponding generator-of-the-monodromy s i ∈ π 1 (C r − H, x 0 ). Since S := {s 1 , . . . , s n } generates π 1 (L − (L ∪ H), x 0 ), it generates π 1 (C r − H, x 0 ) which we identify with B(W ) through the choice of f . Let S := {s 1 , . . . , s n } be the image of S in W . By [BMR] 2.14, the image in W of a generator-of-the-monodromy is a reflection, thus the elements of S are reflections.
The properties (a) and (b) of 0.1 are satisfied. Let us now deal with (c) and (d) (note that the statement in (d) about the eigenvalues is a standard property of regular elements, [Sp] 4.5). 
and that both being pure and being regular are invariant by conjugation properties. Hence the statement is independent from the choice of the starting leg γ 1 (only the cyclic order matters). This will allow us, later in the proof, to choose γ 1 at our convenience. Let us check that it is enough to prove the statement for only one basepoint chosen at our convenience. Let x 1 be the basepoint in L − L ∩ H we prefer to the imposed x 0 . To compare the two situations, we can choose a path θ from
. We can drag our original spider along θ to get a spider with center x 1 :
The isomorphism π 1 (C r − H, x 0 ) ≃ π 1 (C r − H, x 1 ) maps the leggenerators of the original spider to the leg-generators of the new one. It maps central elements, pure elements, and elements whose image is regular to elements with the same property. If the statement is proven for spiders with basepoint x 1 , then it follows for spiders with basepoint x 0 .
Consider the affine segment [0,
, we denote by L x the affine line of direction X passing through x (we therefore have L x 0 = L). As ∆ f,X is monic in X, L 0 ∩ H = {0}, so L 0 is not generic, unless r = 1. The lemma is obvious when r = 1; we assume from now on that r > 1. This implies that L = L 0 and that the segment [0, x 0 ] has non-zero length and is transverse to X. Let
] to the space of finite subsets of E is continuous, thus E ∩ H is compact. Let R > 0 be large enough such that
is the open ball of center x and radius R).
Take x 1 ∈ L at distance R from x 0 . We will prove the statement for spiders centered at x 1 .
To ease notations, let us fix affine coordinates
such that φ(x 0 ) = (1, 0) and φ(x 1 ) = (1, R). If the starting leg is wellchosen, the product s 1 . . . s n ∈ π 1 (C r − H, x 1 ) is represented by the loop
As R is large enough, the outer surface of the cylinder of radius R around [x 2 , x 1 ] does not intersect H, and the isomorphism π 1 (C r − H, x 1 ) ≃ π 1 (C r − H, x 2 ) maps the product s 1 . . . s n to the element b represented by
(the C-action used in the formula is the linear one, not the weighted action; in terms of weighted action, the formula would of course be t → e 2iπt/d x 2 ). From that description of b, it is classical (see for example [BM] , page 92) that b d is central in π 1 (C r − H, x 2 ), that it is pure, and that the image b of b in W is e 2iπ/d -regular. Thus (s 1 . . . s n ) d is central and pure in π 1 (C r − H, x 1 ), and c, which is conjugate to the image b of b in W , is a e 2iπ/d -regular element.
The remainder of theorem 0.1 can be deduced from what we have obtained so far. Let F S be the free group on S. Let R ⊂ F S × F S be a set of relations describing B(W ), i.e., such that the canonical morphism F S ։ B(W ) is solution of the presentation universal problem associated with R. We have to prove that R can be modified such that the relations are in the free monoid on the alphabet S and, in any relation, the two sides have equal length.
Up to adding them (since, by the previous lemma, they are true), we may assume that R contains the relations
There is a natural notion of length in braid groups. Namely, the map B(W ) → Z which maps each generator-of-the-monodromy to 1 extends to a unique morphism l : B(W ) → Z. As each element of S has length 1, any relation R ∈ R (R) s
(where the exponents are taken in {±1}) must be homogeneous:
If any of the ε p or ε ′ q is negative, then by multiplying both sides of R by (s 1 . . . s n ) d , one gets an equivalent relation in which the number of negative exponents has been decreased (use the fact that (s 1 . . . s n ) d is central thus can be moved anywhere inside a word, and that it can be written starting with any s ∈ S). After a certain number of iterations, one gets a relation R ′ between positive words, which by homogeneity must have equal length. The set R ′ := (R − {R}) ∪ {R ′ } still describes B(W ). By iteration, this proves property (e). Now (f) is a consequence of (e), using Proposition 2.18 from [BMR] . • If W is a Coxeter group, or G (d, 1, r) , or G(2d, 2, 2), or G(e, e, r), or an exceptional group other than G 15 , then d r is regular.
• If W is G(de, e, r) with e > 2, d, r ≥ 2, or G(2d, 2, r) with d ≥ 2, r > 2, or the exceptional group G 15 , then d r is not regular.
The good news is that d r is regular for almost all exceptional groups, including G 24 , G 27 , G 29 , G 31 , G 33 and G 34 . No presentations are known for the six corresponding braid groups. Theorem 0.1 proves the existence of nice presentations. Moreover, in each case, n = (N + N * )/d r is the minimal number of reflections needed, which is either r (for G 24 , G 27 , G 29 , G 33 and G 34 ) or r + 1 (for G 31 ), so the presentations are "optimal".
A criterion for deciding whether a number is regular or not has been discovered by Lehrer and Springer ([LS] , 5.1): d is regular if and only if it divides as many degrees as codegrees. Unfortunately, the "if" implication is proven by case-by-case inspection (the "only if" is a consequence of elementary properties of fake degrees). Using theorem 0.1 and Lehrer-Springer criterion, one sees that, in the Orlik-Solomon theorem quoted in the introduction, assertion (i) implies all the others. Use of the classification is hidden in the Lehrer-Springer criterion. A direct proof of this criterion, which is purely invariant-theoretic, would be desirable.
As an example of a partial result which can be obtained without using the classification (not even hidden in the Springer-Lehrer criterion), let us mention the following. Let W be an irreducible complex reflection group of rank r. Assume that the discriminant of W is irreducible (this is equivalent, by classical results, to the assumption that the W -action is transitive on the set of reflecting hyperplanes; in other words, this is the analog for complex reflection groups of the ADE case for Weyl groups). Then, in the Orlik-Solomon theorem quoted in the introduction, assertion (ii) implies all the others. Indeed, since the discriminant ∆ f is irreducible, we can apply theorem 2.5 (even without a priori knowing that d r is regular) with a generic line of direction X r . This yields a generating set for the braid group of W consisting of deg(∆ f,Xr ) generators-of-the-monodromy. Thus W can be generated by deg(∆ f,Xr ) reflections. Using the assumption (ii) and weighted homogeneity, it is readily seen that deg(∆ f,Xr ) ≤ r, the equality being only possible when ∆ f is monic in X r . Since an irreducible group of rank r cannot be generated by less than r reflections, we see that deg(∆ f,Xr ) = r, which implies assertion (iv), and also that ∆ f is monic in X r . By lemma 1.6, d r is regular. We can now apply theorem 0.1, which gives (v). The assertions (i) and (iii) are easily obtained by considering the eigenvalues of a d r -regular element of W in the canonical representation and in the dual representation.
4.2. When the largest degree is not regular. As an example, we discuss the case of the exceptional group G 15 . The degrees are 12 and 24, the codegrees 24 and 0. As d 1 = 12 is regular, we may choose a X 1 -monic discriminant polynomial:
Up to replacing X 2 by X 2 + λX 2 1 , we may assume β = 0. Applying theorem 0.1 with d = 12 yields a presentation with 5 generators. Using the refined Zariski theorem mentioned in 2.7, one gets a generating system associated with the dominant monomial βX 1 X 2 2 , thus with 3 generators, which is optimal.
The other cases can be handled the same way, as discriminants of complex reflection groups happen to always have a dominant valuation monomial. More precisely, one can easily check on the classification that if W is an irreducible complex reflection group of rank r with nonregular highest degree, then, for a suitable system of basic invariants f , the discriminant of W has a factorization ∆ f = X i Q, where i ∈ {1, . . . , n − 1} and Q is monic in X r . 4.3. The minimum number of generators. The situation can be summarized by the following proposition, which partially follows from theorem 0.1, corollary 1.7 and proposition 2.7, and partially from caseby-case analysis. Applying theorem 0.1 with d = 2 yields generating sets with N elements. An example of such a presentation is the Birman-Ko-Lee presentation for B(S n ) ( [BKL] ). Presentations of B(W ) with N generators, with W any irreducible Coxeter group, are constructed in [B] . They share with Brieskorn and Birman-Ko-Lee presentations the following property: the monoid presented with the same relations imbeds in the braid group.
Even when W is not a Coxeter group, any presentation obtained by theorem 0.1 also defines a monoid presentation, since the relations are positive. The above embedding property is in general not satisfied. 4.5. Quotients and extensions of reflection groups. In [BBR] is studied a certain class of surjective morphisms between reflection groups. Let us prove that, as announced in [BBR] , the morphisms are induced from surjective morphisms between the corresponding braid groups.
The situation is as follows. Let W be a reflection group acting on a complex vector space V . Let G be a normal subgroup of W . Let us assume that G contains no reflection. The action of W on V induces an action on the variety V /G. Choose an imbedding of V /G in its tangent space V at 0. Let us assume that G is "good" in W , as defined in [BBR] , section 3.1. This condition implies that the action on V /G is the restriction of an action of W := W /G as a reflection group on V . Moreover, it is possible to choose a system of basic invariants f = (f 1 , . . . , f r ) for V (i.e., an identification V /W ≃ MaxSpec(C[X 1 , . . . , X r ])) and a subset I ⊂ {1, . . . , r} such that f := ( f i ) i∈I is a system of basic invariants for W , where f i is the composition V ։ V /G ֒→ V identifies V / W with the linear subspace of V /W defined by the equations X j = 0 for j ∈ J. As observed in [BBR] Proof. It is enough to prove the proposition when W is irreductible: if W is reductible, it is a direct product of irreductible groups; except in a few degenerate and straightforward cases, G decomposes as a corresponding direct product; then W and B(W ) also decompose, and the reduction to the irreducible case follows.
Choose d = d i 0 a regular degree for W (one can check that any irreducible reflection group admits at least one regular degree).
We may assume that the discriminant ∆f is monic in X i 0 . Indeed, by lemma 1.6 (i), there exists a system of basic invariants f ′ of W such that the discriminant ∆ f ′ of W is monic in a variable X. The system f ′ is obtained from f by a certain sequence of algebraic substitutions. By performing the same substitutions among the corresponding elements of f (and leaving the remaining invariants unchanged), we get a new system f ′ which satisfies the monicity assumption (in addition to the defining properties of f ).
The discrimant ∆ f of W is obtained from the discriminant ∆ f of W by "forgetting" all monomials involving one or more of the inderminates X j , j ∈ J (this operation is the composition of C[X 1 , . . . , X r ] ։ C[X 1 , . . . , X r ]/(X j ) j∈J with C[X 1 , . . . , X r ]/(X j ) j∈J ≃ C[(X i ) i∈I ]). As ∆ f is monic in X i 0 , and using weighted homogeneity, it is readily seen that ∆ f was already monic in X i 0 , and that ∆ f and ∆ f have the same degree in X i 0 .
Let H be the hypersurface in V / W defined by ∆ f = 0. Let H be the hypersurface in V /W defined by ∆ f = 0. Let L be a H-generic line of direction
, thus L is generic relatively to H in V /W . By theorem 2.5, the inclusion L − L ∩ H ֒→ V /W − H is π 1 -surjective. As it factors through V / W − H ֒→ V /W − H, the latter map is also π 1 -surjective.
Let D be a diagram for B( W ), symbolizing a presentation by generators and relations as in section 3, i.e., corresponding to the choice of a generic line of regular direction and of a "planar spider". The final argument from the above proof makes it clear that, by adding some relations to D, one gets a diagram D for B(W ). The two diagrams are compatible, i.e., the generators associated to D are sent to those of D. This explains why the interpretation in [BBR] of W ։ W as a "morphism of diagrams" is actually valid at the level of braid groups.
