This chapter offers a numerical simulation of fractional differential equations by utilizing Chebyshev-simulated annealing neural network (ChSANN) and Legendre-simulated annealing neural network (LSANN). The use of Chebyshev and Legendre polynomials with simulated annealing reduces the mean square error and leads to more accurate numerical approximation. The comparison of proposed methods with previous methods confirms the accuracy of ChSANN and LSANN.
Introduction
During the last few decades, fractional calculus has gained massive attention of physicists and mathematicians because of its numerous interdisciplinary applications. Many recent researches are ended up demonstrating the significance of fractional-order differential equations as valuable instruments to model several physical phenomena such as the nonlinear oscillation of earthquake and the fluid dynamics traffic can be elegantly modelled with fractional derivatives [1, 2] . Various physical processes show fractional-order behaviour that might change with respect to time or space. The adoption of fractional calculus concepts is well known in many scientific areas such as physics, diffusion and wave propagation, heat
Definitions and preliminaries
The Riemann-Liouville, Grünwald-Letnikov and Caputo definitions of fractional derivatives of order α > 0 are used more frequently among several definitions of fractional derivatives and integrals, but in this chapter, the Caputo definition will be used for working out the fractional derivative in a subsequent procedure. The definitions of commonly used fractional differential operators are discussed in the study of Sontakke and Shaikh [26] .
Definition 1:
The Riemann-Liouville fractional derivative operator can be defined as follows:
( ) ( ) 
Definition 2:
The definition of fractional differential operator was introduced by Caputo in late 1960s that can be defined as follows [27] : The Caputo fractional derivative satisfies the important attribute of being zero when applied to a constant. In addition, it is attained by computing an ordinary derivative followed by the fractional integral, while the Riemann-Liouville is acquired in the contrary order.
ChSANN and LSANN

Methodology
The functional mapping of (LSANN) and (ChSANN) is shown in Figure 1 demonstrating the structure of both methods, but for the convenience of the reader, a stepwise explanation of both the methods is also presented. The combined steps for both the methods are explained because of the structural similarity in them, except the polynomial basis that affects the accuracy of the results.
Step 1: The summation of the product of network adaptive coefficients (NAC) and Chebyshev or Legendre polynomials is calculated for the independent variable of fractional differential equation for an arbitrary value of m as shown in Figure 1 .
Step 2: The activation of μ or η will be performed by the first three terms of the series of tangent hyperbolic function tanh ( • ) , these terms have been mentioned in Figure 1 .
Step 3: The trial solution will be calculated by using initial conditions as in the study of Lagaris and Fotiadis [28] .
Step 4: Required derivatives of the trial solution will be calculated.
Step 5: The optimization of mean square error (MSE) or learning of NAC will be executed by the thermal minimization methodology known as simulated annealing. The equation used to calculate MSE would be discussed in next section. Before optimization, the independent variable will be discretized by an array of trial points.
Step 6: If the value of MSE is in an acceptable range, then the values of trial points and NAC will be replaced in trial solution to get the output. On the other hand, the procedure will be repeated from step 1 with a different value of m.
Implementation on fractional Riccati differential equation
In this section, the ChSANN and LSANN are employed for the fractional Riccati differential equation of the type: 
while for ChSANN, μ can be defined as follows:
where here T i−1 are Chebyshev polynomials with the following recursive formula:
while hile T 0 ( x ) = 1 and
For LSANN, the activation function and η can be defined as follows:
whereas hereas L i−1 are the Legendre polynomials with the recursive formula:
where here L 0 ( x ) = 1 and L 1 ( x ) = x, and value of m is adjustable to reach the utmost accuracy.
For Eq. (1), the trial solution can be written as defined in the study of Lagaris and Fotiadis [28] , but N will be used according to the method. 
The mean square error (MSE) of the Eq. (1) will be calculated from the following:
( )
Numerical Simulation -From Brain Imaging to Turbulent Flowswhereas here as n can be defined as number of trial points. The learning of NAC will be performed from Eq. (10) by minimizing the MSE to the lowest possible acceptable minimum value. The thermal minimization methodology and simulated annealing is applied here for the learning of NAC. The process of simulated annealing can be described as a physical model of annealing, where a metal object is first heated and then slowly cooled down to minimize the system energy. Here, we have implemented the procedure by Mathematica 10, but the interested readers can learn the details of simulated annealing from the study of Ledesma et al. [29] .
Example 1:
Consider the following Riccati differential equation with initial condition as:
The exact solution for α = 1 is given by the following:
( ) for ChSANN and LSANN, respectively. Figure 2 shows the combined results of ChSANN for different for LSANN. Table 2 shows the numerical comparison for α = 0.75 with 10 equidistant training points of ChSANN and LSANN with the methods in [13, 14] , while Tables 3 and 4 demonstrate the numerical comparison of the proposed methods with the methods in [7, 13, 14] for α = 0.5and α = 0.9 correspondingly. Numerical values of ChSANN for α = 1 at t = 1 are presented in Table 5 . Table 5 . Numerical values of ChSANN at t = 1 and for α = 1.
Example 2:
Consider the nonlinear Riccati differential equation along with the following initial condition:
The exact solution when α = 1 is given by [7] :
( ) for ChSANN and LSANN, respectively. Table 6 shows the absolute errors and the numerical comparison with exact values for both the methods, while graphical comparison can be better envisioned through Figure 4 . Tables 7 and 8 display the numerical comparison of the proposed methods with the results obtained in [7] for α = 0.75and [13] for α = 0.9, respectively, whereas the mean square error, number of training points, and NAC for different values of α are presented in Table 9 . The effects on accuracy of results with variable NAC and training points can be understood through for ChSANN and LSANN, respectively, showed that the mean square error is less for LSANN when α = 1. However, it can be observed from Table 1 and Figure 2 that ChSANN gave the better results with slightly more mean square error than LSANN. It can be noted from Table 5 that better results can be attained with variable number of weights and training points, while the trend witnessed from Table 5 indicated that for ChSANN, decreasing value of mean square error is directly proportional to the absolute error for α=1.
The test example 2 showed quite similar trends as of example 1. Tables 6 and 9 exhibited that for α = 1, less mean square error for ChSANN than LSANN was noted due to which, more accurate results were achieved by ChSANN at α = 0.9 as compared to LSANN that can be viewed in for LSANN. While the results achieved for α = 0.9 will be accurate up to 3-4 decimal places as the MSE was noticed up to 7.2486 × 10 -6 for ChSANN and 7.36985 × 10 -6 for LSANN.
The methods proposed in this study are capable of handling highly non-linear systems. Both the proposed neural architectures are less computational and exhaustive than MLP. With ease of computation, the suggested activation function has made fractional differential equations possible to solve. Training of NAC by simulated annealing with Chebyshev and Legendre neural architecture minimized the MSE up to a tolerable level that leads to more accurate numerical approximation. Simulated annealing is a probabilistic procedure that is mostly free of initial values and can easily escape from local optimum to global optimum unlike other methods. As well as it can successfully optimize the functions with crests and plateaus. The methods can be enhanced by introducing more advanced optimization techniques. The motivation behind the work is the successful implementation of neural algorithms in the field of calculus that gave the solution of fractional differential equations a new direction with ease of implementation.
Conclusion
In this chapter, ChSANN and LSANN have been developed for fractional differential equations and successfully employed on two benchmark examples of Riccati differential equations. The proposed methods gave the excellent numerical approximation of the Riccati differential equation of fractional order. The most remarkable advantage of the proposed methods is the accurate prediction of the result for the fractional values of derivative. These procedures are easy to implement and can be used to find the exact solution in the fractional values of derivative. ChSANN displayed more accurate results than LSANN for the similar applied conditions. Both the proposed algorithms are non-iterative and can be implemented through mathematical software and Mathematica 10 was used in this study to obtain all the results displayed in Tables 1-10 and Figures 2-4 .
