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요   약
  컴퓨터 인 라의 빠른 발 과 산 기법의 발달에도 불구하고, 개개인의 과학 응용 연구자 측면에서
는 여 히 비효율 이고, 특정 분야의 연구만 수행 할 수 있는 제한성 때문에 유연한 연구 환경에 
한 요구가 높아지고 있다. e-Science 기반의 연구 환경을 공동으로 활용하기 해서는 다분야 간 연구 
활용도를 고려한 맞춤형 연구 환경을 구성하는 기술이 필요하다. 본 논문에서는 여러 연구를 수행 할 
수 있다는 e-Science 연구 환경의 궁극  목표에 부합하는 유연한 통합 연구 환경을 제시한다. 특히 
여러 과학 응용 연구 분야 에서도 계산 반복 이고 개발 과정 에 비용  시간 소비가 큰 항공 
우주 분야를 상으로 하여 확장된 맞춤형 역 연구 환경을 제안한다. 이는 연구자들이 추가  지식 
없이 쉽고 다양한 연구 활동을 가능하게 하며, 실험 규모 확장에 따른 한계를 개선할 수 있다. 한 
워크 로우 기반의 설계 환경을 제안하여 다단계 비행체 설계 환경을 포털에 확장함으로써 더욱 정확
하고 생산성을 높이는 환경을 지원한다. 이같이 제안된 환경은 각 연구자의 실험과 설계의 정확도를 
높여 기존 환경의 한계를 극복하며 문성을 높이도록 도와 다.
 
1.   서   론 
  항공 우주 분야에서는 산 유체 역학
(Computational Fluid Dynamics: CFD)[1]을 통하여 
효율 이고 안정 인 비행체 형상을 개발하기 한 
시도가 활발하게 이루어지고 있다. 유체 유동 문제
해석을 이용한 비행체 설계 연구는 복잡한 계산을 
반복 으로 실행하고 분석하므로 용량의 컴퓨  
자원과 함께 거 한 실험 환경을 필요로 하게 된다.
이러한 요구에 맞게 수치 해석 시뮬 이션을 수행하
고 원격 실험 환경을 지원해주는 포털 서비스인 
e-AIRS (e-Science Aerospace Integrated Research 
System) 시스템이 2005년부터 개발 되어 왔다[2]. 
1) 교신 자 (Corresponding Author): 김윤희
*이 논문은 2009년도 정부(교육과학기술부)의 재원으로 한국
연구재단의 지원을 받아 수행된 연구임(No.2009-0084669).
이 시스템은 CFD  풍동 실험을 이용해서 비행체 
공력 해석  설계, 원격 실험 모니터링 등의 연구 
환경을 제공한다. 하지만 이 서비스는 간단한 형상
에 한 수치 해석 만을 수행하고 응용 자체가 비교
 간단하여, 심화 연구 심인 연구용으로 사용되
기 보다는 교육용으로 사용하기에 합하다. 즉, 실
제 비행체 개발을 하는 연구자들 입장에서는 기능이 
제한 이고 연구에 활용하는 데에 한계를 갖는다.
 따라서 본 논문에서는 더욱 복잡해진 형상에 한 
수치 해석  설계를 지원하기 해 재 존재하는 
포털 서비스들의 한계를 개선하고 워크 로우 심
의 임워크를 용한 포털 시스템을 구축하 다.  
 이를 통하여 비행체 공력 설계 연구 분야에서 설계
의 정확도를 높이기 한 다단계 설계 기법과 같은 
심화 연구를 가능하게 하 다. 한 워크 로우 단
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[그림 1] 2-단계 비행체 최  설계 기법
의 실험 설계를 통해 재사용성과 규모 확장성이 
보장된 풍부한 실험 서비스를 웹을 기반으로 구축하
다. 
 본 논문의 2장에서는 련 연구를 소개하고 3장에
서는 워크 로우 지원 시스템에서 비행체 설계에 워
크 로우가 어떻게 용 되는지,  이를 한 데이
터 리와 실행을 한 지원 방법에 해서 살펴보
도록 하겠다. 그리고 4장 에서는 확장된 웹 기반 통
합 실험 환경에서 워크 로우 시스템이 어떻게 유체
해석 서비스와 실험 설계 서비스를 수행 하고 있는 
지에 하여 설명하고 마지막으로 5장에서는 결론 
 향후 과제에 해서 정리 하 다.
2 .   련  연 구  
  워크 로우 심으로 작업을 구성하고 리하는 
것은 연구 규모의 확장과 각 작업의 모니터링을 용
이하게 하므로 이에 연 된 연구가 다수 존재한다. 
특히 워크 로우 리도구와 워크 로우가 용된 
통합 시스템에 한 연구가 다양하게 시도되었다. 
 워크 로우 리 도구는 서비스의 재사용과 공유를 
통해 연구자들이 서로 업할 수 있는 이 을 기반
으로, MyGrid 로젝트의 Taverna[3]를 비롯하여 
Kepler[4], BioWMS[5] 등의 다양한 도구들이 오  
소스로 개발되어 사용되고 있다. 이러한 워크 로우 
리 도구는 공간 으로 떨어진 서로 다른 서비스들
을 웹 서비스 기술을 기반으로 하여 하나의 작업 공
간에서 연구 과정을 모델링하고 자동화 할 수 있도
록 도와 다. 
 한 과학 응용 분야에서 사용되는 많은 도구와 데
이터베이스들이 웹 서비스 형태로 제공되어 워크
로우 리 도구에서 사용되고 있다. 다수의 산 과
학 응용 분야 연구  생물정보학 는 분자 생물학
과 같은 분야에서는 기본 으로 사용되는 웹 서비스
의 개발과 안정 인 서비스 제공이  필수 이라 할 
수 있다. 
 워크 로우를 심으로 리하는 통합 연구로는 
표 으로 Condor 로젝트의 DAGMan[6]이 있다. 
DAGMan은 분산 컴퓨  환경에서 효율 인 워크
로우의 리 기능을 제공하기 해 워크 로우에  
의존 인 자원들을 스 쥴링 하는 기능을 제공한다. 
하지만 작업들을 재사용하기 한 기능을 제공하지 
않는다. 여기서 비롯된 Pegasus 로젝트의 DAX는 
각 워크 로우를 재사용, 재구성이 가능하게 하도록
DAG(Directed Acyclic Graph)를 XML 스키마로 표
한 연구이다. 본 연구에서는 DAX를 사용하여 워
크 로우를 구성하는 여러 작업들 간의 계  모
니터링을 명세 하는 데에 이용한다.
3 .  워크 로우 지 원  시 스 템
  워크 로우는 단일 작업이 아닌 여러 로세스들
로 복잡하게 구성되거나 반복 으로 수행되는 작업
들을 하나의 흐름으로 기술한 것이다. 이러한 워크
로우로 분산된 환경에서 명세하고, 실행, 모니터링 
하도록 구성되어 있는 것이 워크 로우 시스템이다.
 워크 로우를 사용함으로써 특정 목표에 도달하기 
한 작업 로세스의 체 혹은 일부를 이미 정의
된 규칙을 통하여 자동화 시킬 수 있다.
 
3.1  워크 로우 기반 비행체 설계
  복잡한 비행체에 한 유체 해석  설계를 해
서는 여러 단계의 계산 수행  확인 과정을 거쳐야 
한다. 그림 1과 같이 최 화 조건만을 고려한 설계
의 수행은 어도 2 단계의 과정이 요구된다.
  한, 이 설계 과정에서는 첫 번째 단계의 성공 
여부에 따라 두 번째 단계인 국소 최  설계가 수행
되는 의존성(dependency)이 발생되는 특성을 갖는
다. 따라서 연구자 입장에서 사용이 편리하고 습득
이 쉬운 인터페이스 제공이 필요하다.
 비행체 설계를 한 유체 해석은 일반 으로 용
량의 입력 일을 사용하여 여러 단계에 걸친 계산
이 수행 되고 각 단계마다 막 한 양의 출력 일이 
발생된다. 가령 한 번의 설계를 해서는 한 입력 
일 당 3 ~4 GBytes의 크기를 갖으며 이를 이용해 
6단계의 해석 단계를 거치고, 각 단계마다 4 GByte 
이상의 크기를 갖는 일을 출력한다. 이 체 과정
을 수행하는 데에는 약 3~4일 정도의 오랜 시간이 
소요된다. 따라서 이 같은 시나리오의 작성과 수정 
 재사용을 해서는 워크 로우 환경의 제공이 필
수 이다.
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  본 논문에서는 유체 해석 연구를 한 워크 로우 
심 설계 시스템을 보여, 향후 2 단계 설계 기법 
용을 목표로 하 다. 
 
3.2  워크 로우 데이터 리
  워크 로우를 기반으로 한 설계 환경에서 실험과 
연산의 반복 인 수행이 원할 하기 해 시뮬 이션
-워크 로우- 이스(case) 구조를 제안하 다. 본 
논문에서 상으로 한 비행체 설계를 해서는 입력 
일에 한 최 화 계산 과정을 거친 후 해석자로 
계산을 수행하고 이에 따른 결과물을 이용하여 시뮬
이션을 한다. 이 설계의 체 과정을 하나의 시뮬
이션이라고 한다면, 설계 수행을 한 각 단계들
의 조합은 워크 로우 단 로 리 되도록 하 다. 
이는 사용자가 하나의 시뮬 이션 내에서 워크 로
우를 자유롭게 편집  구성을 가능하도록 하기 때
문에 실험의 재사용, 재구성이 가능하다. 더불어 사
용자는 재구성된 워크 로우를 장하는 것이 가능
하여 결과를 비교  분석하는 데에 더욱 효율 이
다. 
 
3.3  워크 로우 실행을 한 지원 
  워크 로우를 비행체 설계 환경에 용하기 해
서 각 단계별 의존성과 입력, 출력 정보가 명세된 
DAX[7] 로 표  하 다. 이는 DAG(Direct Acyclic 
Graph)의 형태로 연결 되어 있어 작업을 정의하고 
자동화 된 컨트롤 흐름을 갖도록 한다. DAX를 이용
한 구조에서의 장 은 의존성 표 이 가능하여 실험
의 재구성을 용이하게 해 다는 것이다. 사용자가 
기존의 구성한 실험들을 바탕으로 새로운 환경을 재
구성을 할 때 각 의존성만 상세해 다면, 이는 하
나의 큰 워크 로우로 구성할 때 손쉬운 실험 구성
이 가능하다.
 유연한 워크 로우 실행을 해 편집 기능이 작은 
단 로 가능하게 하 다. 일반 으로 응용 연구자들
은 자신만의 워크 로우를 가지고 있으며 그것의 
체 는 일부를 컴퓨터로 처리하거나, 각 단계마다 
일정한 규칙에 의해서 혹은 연구자들의 직 인 
단을 통해 워크 로우의 방향이 결정되곤 한다. 
 따라서 워크 로우 흐름  사용자의 개입이 요구
된다는 응용의 특성을 고려하여, 실험 체를 자동
화 하는 것이 아닌 일정한 단 의 워크 로우들을 
통합하도록 손쉽게 표 되어 설계의 확장성과 용이
성을 높 다. 
 
4 .   웹 기반 통 합  실 험  환경 
  포털은 항공 우주 응용 분야의 문제 설정과 작업 
수행을 사용자가 쉽게 근 할 수 있도록 하는 서비
스로서 추가 인 지식이나 소 트웨어의 설치 없이
도 쉽게 사용할 수 있도록 제공한다. 
 이를 해 미들웨어로는 Globus Toolkit2 와 
Globus Toolkit4를 업그 이드 한 Globus Toolkit5
를 기반으로 하여 더욱 안정 인 실험이 지원되도록 
하 다[8]. 이로써 GT2 에서 잦은 인터페이스 오류
와 보안 인 측면  기능 개선이 지원되어 웹상에
서 더욱 안정 인 연구 환경을 보 다.
[그림 2] 워크 로우가 추가된 포털 구조도
4.1  워크 로우 기반 유체 해석 서비스
  CFD (Computational Fluid Dynamics) 는 특정 
방정식에 수치 해석 기법을 용하여 유체의 동 인 
움직임에 한 문제를 컴퓨터를 이용하여 풀고 해석 
하는 것을 의미한다. 산 유체 역학은 실제 시험 
기법에 비하여 다양한 형상의 해석이 가능하고 해석
시간을 약 할 수 있으며 결과에 한 측 값 도
출이 가능 하다는 면에서 비교  이 을 가지고 있
다. 하지만 실 이고 복잡한 물리  상에 한 
해를 구하기 해서는 고성능 계산 자원을 필요로 
하므로, 규모 자원을 활용하여 그 결과를 편리하
면서도 효율 으로 확인할 수 있는 시스템이 요구된
다. 
 유체 해석 시스템은 크게 처리(Pre-Process), 시
뮬 이션 처리(Simulation Process), 후처리(Post - 
Process)의 세 단계로 이루어진다. 2 단계 설계 기
법을 향후 용하기 해 더욱 정 한 실험 수행이 
가능하도록 해석 서비스 기능을 처리 과정에 추가 
하 다. 기존 과학 응용 포털 시스템에서  처리에 
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해당하는 과정은 간단한 계산을 지원하여 수행에 필
요한 작은 용량의 입력 일을 생성하거나, 연구자 
각자가 이미 생성해 놓은 입력 일을 업로드 하는 
방식이었다. 즉 유체 해석 시스템에 용하 을 때 
사용자가 해석하고자 하는 상과 련한 간단한 격
자 계(Mesh)를 직  모델링 하거나 격자 일을 업
로드 하는 것까지의 과정을 의미하 다. 그러나 이 
논문에서는 심화된 설계 연구를 하는 사용자를 한 
시스템을 제안하고 있으므로 용량의 복잡한 형상 
처리와 입력 일에 한 처리가 가능하도록 하나의 
큰 단계로 제공함으로 심화 연구를 한 확장된 환
경을 제공 하 다. 
 사용자가 미리 구성된 격자 계 업로드를 통하여 격
자 일이 한 격자 계인지 확인, 분석 하는 해
석 단계가 처리에 확장 되어 구성되었고 이는 그
림 3 에서 볼 수 있다. 이 격자 계를 확인하고 분석
하는 과정에서 계산 처리를 함으로써 최 화 과정을 
거치게 되는데, 이 과정은 각각 선택 이고 반복
으로 수행 하는 것이 가능하도록 사용자의 사용과 
리의 편의를 고려해 워크 로우를 지원하 다. 
 이 게 최 화 분석에서 워크 로우를 제공함은 분
석에서의 시간 소비를 일 수 있고, 미리 해석 단
계를 선택 할 수 있도록 하여 단계별 반복 인 수행
이 편리하고 자동성의 제공으로 해석 과정의 효율성
을 높이기 함이다.
4.2  워크 로우 기반 실험 설계 서비스
  본 논문의 3 에서 포털 시스템이 2 단계로 구성
된 실험 서비스의 반복 이고 사용자의 개입을 필요
로 하는 특징에 합한 워크 로우 모델을 제공한다
고 언 하 다.
 이를 해 포털 시스템에서는 웹 기반의 워크 로
우 개발 도구 에서도 자바스크립트를 기반으로 하
여 동 인 웹페이지 작성에 유용한 Wire-It[13]으로 
포털 시스템에 특화된 워크 로우 편집환경을 개발
하 으며, 이는 사용자가 특별한 소 트웨어를 설치
하거나 따로 복잡한 기능을 익히지 않고 워크 로우
의 기본 인 사용법과 실험 설계의 흐름을 아는 것
만으로도 쉽게 워크 로우를 작성할 수 있도록 하
다. 
 워크 로우 편집 모듈은 격자 사용방식 선택, 시뮬
이션 이름 정의, 격자 선택, 격자 최 화 옵션 선
택, 솔버 선택, 유동 변수 입력 등 포털 시스템의 메
뉴 구성에 따라 정의되어 있으며, 각각의 모듈 속성 
값을 편집하여 사용자가 원하는 실험 모델을 설계할 
수 있다. 
 일단 워크 로우 편집기를 이용하여 설계된 실험은 
워크 로우의 연결에 한 정보가 명세된 JSON 
(Java Script Object Notation)[14] 일 포맷으로 
장되며, 이것은 다시 워크 로우를 실행하고 리하
는 단 가 되는 DAX 일 포맷으로 변환되는데, 이 
일 포맷 변환에 한 개발은 재 진행 에 있
다. 한 기존의 순차  방식으로 설계된 작업들도 
장이 된 후에 워크 로우 명세 스키마인 DAX로 
변환하여 리해 으로써 유연하게 작업을 리할 
수 있도록 하 다.
 워크 로우 서비스는 의 편집 서비스뿐만 아니
라, 워크 로우의 형태를 이용하여 실행 인 실험의 
진행 정도를 표시해 주고 사용자의 개입이 필요한 
모듈이 실행 일 때, 사용자가 히 개입할 수 
있도록 해주는 모니터링 서비스를 제공 하며, 이러
한 가시  표 은 사용자가 보다 투명한 환경에서 
실험 할 수 있도록 해 다. 하지만 모든 실험이 실
행 에 모니터링 되는 것은 아니며, 실험들이 모니
터링 되고 있지 않은 에도 실행 될 수 있게 하
다. 이것은 실험 시간이 3~4시간에서 4~5일까지의 
긴 수행 시간을 갖는 실험들에 해서 가시 이고 
투명한 모니터링 서비스를 사용자에게 제공하기 
함이다.
 그림 4는 워크 로우 편집, 모니터링 환경을 포함
하는 포털을 보여 다.
[그림 4]워크 로우 편집  모니터링 환경
5 .   결 론  향 후  과 제  
  본 논문은 비행체의 간단한 수치 해석만을 수행 
하던 단일 환경과 다르게 해석  설계 서비스를 제
공하는 웹 기반의 워크 로우 시스템을 제안 하
다. 이는 심화된 설계 연구를 하는 사용자에게 여러 
단계의 설계 과정을 자유롭게 편집  구성 할 수 
있게 하여 사용자 제어 심의 설계가 이루어지도록 
하 다. 이로써 실험의 재사용성이 보장되므로 실험
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의 실패로 인한 시간과 계산 자원의 낭비를 이고, 
연구의 확장성  생산성을 높 다.
 한 이 시스템에서 특화된 워크 로우 편집 환경
을 통하여 사용자에게 다루기 쉬운 맞춤형 환경을 
제공하고 가시 인 모니터링 기능이 제공되므로 이 
한 연구 생산성을 높이는 데에 크게 기인할 것으
로 보인다. 
 그와 더불어 유체 해석을 이용하는 유사 형태의 연
구 분야인 화학 공학, 상 처리 분야의 학문과 복
잡한 계산의 기반이 필수인 생명 과학, 분자생물학 
등에 까지 다양하게 용하기가 쉬워 통합 연구 환
경 구성이 용이할 것으로 보인다. 
 이로서 본 연구를 통해 얻게 될 3차원 비행체 형상
의 고정  해석 시스템의 확장 구축으로 더욱 신뢰
성 있는 결과를 얻을 수 있다
 우리는 향후 워크 로우 단 의 리에서 사용되는 
DAX 일과 사용자의 인터페이스의 연결을 한 
JSON 일 포맷의 변환에 한 연구를 완성지어 
유연한 환경이 제공되도록 할 것이다. 더불어 재 
항공 우주 포털의 기반으로 그리드 인 라만을 지원
하고 있지만, 머지않아 본 연구 에서 진행 하고 있
는 Science Cloud 인 라를 동시에 지원하여 하이
리드 인 라 서비스를 추가로 제공 할 계획이다.
 이것이 실화 되면 자원 사용에 낭비를 일 수 
있고, 실험 환경에 해 이미지화(Appliance)를 시킬 
수 있다는 장 이 더해져 시간과 자원 낭비를 최소
화 하는 실험 환경을 제공해  것으로 보인다. 
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