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ABSTRACT
Low-frequency gravitational-wave experiments require the highest timing precision from an array of the most
stable millisecond pulsars. Several known sources of noise on short timescales in single radio-pulsar observa-
tions are well described by a simple model of three components: template-fitting from a finite signal-to-noise
ratio, pulse phase/amplitude jitter from single-pulse stochasticity, and scintillation errors from short-timescale
interstellar scattering variations. Currently template-fitting errors dominate, but as radio telescopes push towards
higher signal-to-noise ratios, jitter becomes the next dominant term for most millisecond pulsars. Understand-
ing the statistics of jitter becomes crucial for properly characterizing arrival-time uncertainties. We characterize
the radio-frequency dependence of jitter using data on 48 pulsars in the North American Nanohertz Observatory
for Gravitational Waves (NANOGrav) timing program. We detect significant jitter in 43 of the pulsars and test
several functional forms for its frequency dependence; we find significant frequency dependence for 30 pulsars.
We find moderate correlations of rms jitter with pulse width (R = 0.62) and number of profile components
(R = 0.40); the single-pulse rms jitter is typically ≈1% of pulse phase. The average frequency dependence for
all pulsars using a power-law model has index −0.42. We investigate the jitter variations for the interpulse of
PSR B1937+21 and find no significant deviations from the main pulse rms jitter. We also test the time-variation
of jitter in two pulsars and find that systematics likely bias the results for high-precision pulsars. Pulsar timing
array analyses must properly model jitter as a significant component of the noise within the detector.
Keywords: gravitational waves — pulsars: general
Corresponding author: M. T. Lam
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1. INTRODUCTION
Observations of recycled millisecond pulsars (MSPs) have
been used for some of the most stringent tests of fundamen-
tal physics (Kramer 2004; Cordes et al. 2004), including the
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exploration of nuclear and plasma physics at extreme densi-
ties (Demorest et al. 2010; Antoniadis et al. 2013; Haskell
et al. 2018), tests of general relativity and alternate theories
of gravity (Will 2014; Zhu et al. 2015), and detection and
characterization of low-frequency gravitational waves (GWs;
e.g., Babak et al. 2016; Arzoumanian et al. 2018b). MSPs
have also been used as probes of turbulence and structures
in the interstellar medium (ISM; Coles et al. 2015; Jones et
al. 2017; Lam et al. 2018a), magnetic field structure in the
Galaxy (Han et al. 2006, 2018; Gentile et al. 2018), kinemat-
ics in globular clusters (Prager et al. 2017), and more (e.g.,
Hobbs 2013).
The power of pulsar timing in testing fundamental physics
comes from the highly stable rotation of MSPs and the abil-
ity to use them as precise astrophysical clocks (Verbiest et
al. 2009). Obtaining the highest timing precision possible is
necessary to produce the most constraining results for experi-
ments (Cordes 2013). The precision of pulse times-of-arrival
(TOAs) is limited by many noise contributions introduced
along the entire propagation path, from emission at the pul-
sar to propagation through the ISM to measurement at radio
telescopes (Cordes & Shannon 2010; Verbiest & Shaifullah
2018). Various observational strategies can be employed to
improve MSP timing precision (Lee et al. 2012; Lam et al.
2018b; Lam 2018).
The North American Nanohertz Observatory for Gravita-
tional Waves (NANOGrav; McLaughlin 2013) observes an
array of precision MSPs distributed across the sky for the
detection and characterization of low-frequency (nanohertz-
to-microhertz) GWs. These pulsar timing array (PTA) ob-
servations have provided robust limits on the amplitude of a
stochastic GW background from a population of supermas-
sive black hole binary (SMBHB) mergers, cosmic strings, or
relic GWs from inflation (Arzoumanian et al. 2018b). We
have also placed limits from single inspiraling SMBHBs (Ar-
zoumanian et al. 2014) and from the GW bursts from the
merger events themselves (Arzoumanian et al. 2015a). All of
these limits are made possible by the construction and con-
tinuous improvements of our PTA GW detector (Arzouma-
nian et al. 2018a). Since every Earth-pulsar baseline in the
detector is different, we require a full and independent noise
characterization of every arm for optimal operation (Lam et
al. 2017).
Characterization of GW source properties requires the
highest timing precision possible. There are many contribu-
tions to pulse TOA uncertainties, all of which have different
dependencies on radio frequency (Lam et al. 2018b). The
three white-noise (uncorrelated in time) TOA uncertainty
contributions are the template-fitting error σS/N from finite
signal-to-noise ratio (S/N), pulse phase and amplitude jitter
σJ, and the finite-scintle effect due to diffractive interstellar
scintillation σDISS (DISS; Lam et al. 2016). Jitter is caused
by variations in pulse shape at the single-pulse level and in
the era of high-S/N observations is becoming the next (after
template-fitting errors) most important contribution to the
white noise except for pulsars with high dispersion measures
(DMs; the integrated line-of-sight electron density) where
DISS errors will dominate due to increased scattering of the
radio emission (Dolch et al. 2014; Lam et al. 2016). Un-
derstanding jitter is important for proper noise modeling in
searches for GWs and so we must understand the statistical
effects on our timing data.
We previously made measurements of jitter for MSPs in
the NANOGrav 9-year data set (Lam et al. 2016; hereafter
NG9WN for “NANOGrav 9-year data set white noise” pa-
per). For each pulsar, values were estimated over a wide
frequency range (typically two bands per pulsar). Similar
work was performed in Shannon et al. (2014), in which per-
band measurements were made and a frequency decorrela-
tion scale was estimated. In this work, we expand upon the
previous formalism in NG9WN to model the radio-frequency
dependence of jitter more broadly and quantify the role of jit-
ter in TOA uncertainties for the increased number of pulsars
in the upcoming NANOGrav 12.5-year data set.
In §2, we describe our methodology to model the fre-
quency dependence of jitter. The pulsar observations and
subsequent data reduction are discussed in §3. We summa-
rize our analysis of jitter and both the broad and specific re-
sults in §4. Finally, we discuss implications for PTAs in §5.
2. MODEL FOR FREQUENCY-DEPENDENT JITTER
We base the analysis in this paper on the methodology
described in NG9WN with several modifications. Here we
will discuss the new analysis methods for estimating the fre-
quency dependence of jitter. Since jitter is independent of
S/N, we aim to separate the components of the white noise
that are S/N-dependent and those that are not. In this work,
we assume perfect polarization calibration and no contam-
ination from radio-frequency interference (RFI); these will
increase the variance we measure in our timing residuals, the
arrival times minus those predicted by our timing model.
2.1. Components to the TOA Uncertainty
First we will describe the three components of the short-
term timing variance. The starting point is the template-
fitting procedure based on matched filtering. Matched fil-
tering relies on the assumption that the data are described
by a scaled and shifted version of an exact profile (the tem-
plate) plus additive noise. In this case, the TOA uncertainty
depends on the S/N and the frequency-dependent effective
pulse width W eff(ν) as (Cordes & Shannon 2010)1
σS/N(S|W eff(ν)) = W eff(ν)
S
√
Nφ
, (1)
where Nφ is the number of bins across pulse phase φ and we
write the peak-to-offpulse S/N as S in equations for clarity.
The effective width depends on the pulse period P and the
1 Their form of W eff is different but similarly derived from Downs &
Reichley (1983) and the rms error is the same.
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template shape U(φ) as (Downs & Reichley 1983)
W eff =
P
Nφ
1/2
Nφ−1∑
i=1
[U(φi)− U(φi−1)]2
1/2
. (2)
Since individual pulse shapes vary stochastically, a data
profile comprised of the average of many pulses will have a
shape that differs from the template, breaking the template-
fitting assumption above (Cordes & Downs 1985; NG9WN).
We must include an additional TOA uncertainty, one which
does not depend on pulse S/N and only on the stochasticity of
the single-pulse shapes. As in NG9WN, we define the dimen-
sionless jitter parameter kJ ≡ σJ,1/P , the ratio of the jitter-
induced root-mean-square (rms) TOA variation of individual
pulses to the pulse period. While individual pulse compo-
nents may have different jitter statistics, we only consider the
combined effect in a total rms value. The jitter component of
the TOA uncertainty for an average pulse profile comprised
of Np number of pulses as a function of frequency then is
simply
σJ(ν) =
σJ,1(ν)√
Np
=
kJ(ν)P√
Np
. (3)
Lastly, stochastic variations in the shape due to temporal
pulse-broadening function (PBF), which describes random
changes from interstellar scattering, also causes the data pro-
file shape to differ from the template much like jitter (Cordes
et al. 1990). The imperfect knowledge of the PBF comes
from a finite number of observed scintles, intensity maxima
in the time-frequency plane (dynamic spectra) with charac-
teristic timescale ∆td and bandwidth ∆νd. Again, this con-
tribution to the TOA uncertainty only depends on the stochas-
ticity of pulse-shape variations and not pulse S/N. The scin-
tillation bandwidth ∆νd is inversely proportional to the scat-
tering timescale of the PBF, τd, as
∆νd =
C1
2piτd
, (4)
where C1 is a constant of order unity that equals 1.16 for
a uniform, thick Kolmogorov medium (Cordes & Rickett
1998). For an observation of length T and total bandwidth
B, the number of scintles as a function of frequency nISS(ν)
is
nISS(ν) =
(
1 + ηt
T
∆td(ν)
)(
1 + ην
B
∆νd(ν)
)
(5)
where ηt, ην are the dynamic spectra filling factors ≈ 0.2
(Cordes & Shannon 2010; Levin et al. 2016). For a Kol-
mogorov medium, the scintillation timescale and bandwidth
scale with frequency as (Cordes & Rickett 1998; Cordes &
Lazio 2002)
∆td(ν) = ∆td,0
(
ν
ν0
)6/5
(6)
∆νd(ν) = ∆νd,0
(
ν
ν0
)22/5
, (7)
where ν0 is the reference frequency and the subscript ‘0’ on
the scintillation parameters refers to the measurements ref-
erenced to ν0. Since ∆td and ∆νd vary with frequency, the
number of scintles nISS will also change as a function of fre-
quency.
The scintillation noise component of the TOA uncertainty
can be written as (Cordes et al. 1990)
σDISS(ν|∆td,0,∆νd,0) ≈ τd(ν|∆νd,0)√
nISS(ν|∆td,0,∆νd,0)
(8)
In practice, for most millisecond pulsars we typically mea-
sure ∆νd from the dynamic spectra rather than τd from pulse
broadening due to the short timescales τd involved (except at
very low frequencies or very high DMs where pulse broad-
ening becomes significant; Levin et al. 2016). Therefore, we
use the relations in Eqs. 4 and 7 and write ∆νd,0 as the in-
put in Eq. 8 to τd rather than τd,0. We note that systematic
variations of τd over long timescales (months to years) re-
sult in offsets in the arrival times (Palliyaguru et al. 2015) as
well as pulse shape changes (Lentati et al. 2017) but we do
not include those effects in our analysis as we are only con-
cerned with white-noise statistics of order the length of our
individual observations or less.
2.2. Modeling the Timing Residuals
Since the timing residuals are assumed to be Gaussian dis-
tributed, the probability density function (PDF) of the resid-
ualsR is
fR|S(R|S, σR) = 1√
2piσR(S)2
e−R
2/(2σR(S)2) (9)
where σ2R(S) = σ
2
S/N(S) + σ
2
J + σ
2
DISS is a function of S in
only one of the three terms, i.e., the other two terms are con-
stant in S/N. The PDF of a residual R with S/N S observed
at frequency ν given our model parameters is given by
fR,S,ν(R, S, ν|σR(ν|θ,χ)) ≡
fR,S,ν(R, S, ν|σS/N(S|W eff(ν)), σJ(ν|θ), σDISS(ν|∆td,0,∆νd,0))
(10)
where θ represents jitter model parameters and χ for sim-
plicity represents all of the non-jitter pulsar-dependent pa-
rameters, i.e., constants describing the ISM or observational
parameters such as Nφ.
While short-timescale DISS causes pulse intensity fluctua-
tions that alter the S/N (affecting σS/N but not σDISS since
again the latter only depends on uncertainty in the PBF),
since in this work we only care about modeling the timing
residuals at a given S/N, then we do not need to take the in-
tensity distribution into consideration. Since the PDF of the
residuals themselves will be Gaussian for constant S/N (or
frequency), then we can separate the PDF in Eq. 10 into two
terms as
fR,S,ν(R, S, ν|σR(ν|θ,χ))
= fR|S,ν(R|S, σR(ν|θ,χ))fS,ν(S, ν|χ), (11)
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where the second term does not include θ since jitter is S/N-
independent. Therefore, for the purposes of estimating jitter,
we need to consider only the first term which is exactly the
Gaussian distribution in Eq. 9.
Therefore, we can model the variance of the residuals with
a measured pulse S/N as simply
L(θ| {Si,Ri, νi} ,χ) =
∏
i
fR|S,ν(Ri|Si, νi,θ,χ) (12)
where i labels the individual measurements. Conveniently,
the likelihood function for jitter depend only on the timing
data as long as the other quantities can be estimated indepen-
dently.
3. OBSERVATIONS AND DATA REDUCTION
The NANOGrav 12.5-year data set will contain new meth-
ods for timing and noise model parameterization as well as
software developments over its previous data sets. However,
the data reduction to obtain processed pulse profiles after data
acquisition remains largely similar to the procedures used in
Arzoumanian et al. (2018a), the NANOGrav 11-year data set
paper, which we will discuss here with the relevant modifica-
tions. For reference, Table 1 lists the pulsars, the telescopes
used to observe them, and their spin periods and DMs. Other
parameters listed will be discussed in the next subsections.
We excluded PSR J1747−4036 from our analysis because of
its very low S/N and therefore it is unlisted in the table (the
pulsar was similarly excluded in NG9WN).
We observed pulsars with two radio telescopes: the 305-
m William E. Gordon Telescope at the Arecibo Observatory
(AO) and the 100-m Green Bank Telescope at the Green
Bank Observatory (GBO). While two generations of back-
ends were used at each facility, in this work we only used data
taken with the more recent Puerto Rican and Green Bank Ul-
timate Pulsar Processing Instruments (PUPPI and GUPPI, re-
spectively; DuPlain et al. 2008; Ford et al. 2010) as they can
process much larger bandwidths. The increased bandwidths
allow NANOGrav to boost the averaged pulse S/Ns and al-
lows for more scintillation maxima to be observed (Pennucci
2015).
Pulsars were observed with two or more receivers per
epoch to estimate the time-varying dispersion measure.
All pulsars were observed in the 1500 MHz band with a
maximum of 800 MHz of bandwidth. At GBO, we ob-
served all pulsars with the 820 MHz receiver as well, cov-
ering 200 MHz of bandwidth. At AO, either the 430 MHz
(B = 50 MHz) or 2300 MHz (B = 800 MHz) receivers
were also used, with the exception of PSR J2317+1439
in which the 327 MHz (B = 50 MHz) receiver was used
along with the 430 and 1500 MHz receivers. Two pulsars,
PSRs J1713+0737 and B1937+21, were observed with both
telescopes. Unlike in NG9WN, since we do not attempt to
characterize the scintillation statistics of our data set2, we
2 In NG9WN, we attempted to model the intensity distribution as solely
due to DISS, which fit the observed data for some pulsars well but for others
combined the data from both telescopes for these two pulsars
as Eq. 9 still applies.
The raw pulse profiles were calculated over small (∼
1− 15 s) subintegrations depending on the receiver/backend
combination; the length of a typical observation per receiver
was approximately 30 minutes. These raw profiles were cal-
culated from the average of many single pulses using an
initial timing model (folding) created from previous obser-
vations that accounted for the spin, astrometric, and binary
(if applicable) parameters, and were also coherently dedis-
persed. The profiles were split into 2048 bins that spanned
pulse phase; the absolute time duration of each phase bin
therefore varies between pulsars. To reduce the data volume,
profiles were averaged in time, to∼80 s at AO and∼120 s at
GBO.
To calibrate the data, we used the PSRCHIVE package
(Hotan et al. 2004; van Straten et al. 2012) accessed via
NANOPIPE (Demorest 2018), with the broad procedure as fol-
lows. At each telescope, we injected and recorded a broad-
band noise source prior to each pulsar observation to cal-
ibrate the differential phase and gain offsets between both
hands of polarization. We did not assume that the two hands
of polarization in the noise source were equal. Every month
we observed the noise source at each telescope and frequency
band both on and off the position of a bright unpolarized
quasar as a reference for absolute calibration; we assumed
that the noise sources were stable over this timescale. We
also used these quasars as references for flux calibration.
Slight timing mismatches in the interleaved analog-to-
digital converters samplers in the GUPPI/PUPPI backends
resulted in a frequency-reversed “ghost image” of the pulse
appearing in our data (see Kurosawa et al. 2001 for a gen-
eral discussion of the effect). After the pulse profiles are
dedispersed, the image appears as a very low amplitude
negatively-dispersed copy of the signal, more prominent in
bright low-DM pulsars (see Figure 1.2 of Lam 2016 for an
example from data of PSR J1713+0747 in Dolch et al. 2014).
While faint, the timing data was noticeably offset in the
residuals as shown by an outlier analysis (Vallisneri & van
Haasteren 2017, see also Arzoumanian et al. 2018a), espe-
cially at frequencies where the image crossed the main pulse
and therefore required mitigation. The amount of leakage
was measured over time from the calibration data. After the
image rejection parameters were measured, we used the cor-
rection algorithms (again, see Kurosawa et al. 2001) imple-
mented in PSRCHIVE with the relevant parameters given
in NANOPIPE to remove the images. The full details of this
image removal will be discussed in the future NANOGrav
12.5-year data set paper.
Once the polarization profiles were calibrated properly,
we summed them to form the intensity profiles used in this
work. To mitigate narrowband RFI, we first excised consis-
not so well. Refractive intensity variations over long timescales (weeks to
years) were not modeled, nor were changes in the diffractive scintillation
parameters over those same timescales.
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tent known sources from our data. We then implemented an
algorithm to calculate the off-pulse intensity variation across
a rolling 20-frequency-channel-wide window per subintegra-
tion. If the variation was four times the median value in that
window, those channels were also removed.
In the very low-S/N limit, template fitting fails due to
matches with noise features. The effect is mitigated some-
what for pulses with wide template shapes as the S/N of the
cross-correlation function between the template and the data
profile is larger than the S/N of the profile itself (NG9WN).
However, the standard σS/N form underestimates the TOA
uncertainty and becomes non-Gaussian (see Appendix B of
Arzoumanian et al. 2015b). To increase our S/N, we averaged
our profiles over a number of frequency channels, with that
number varying by frequency band to avoid significant con-
tamination from dispersive smearing in the individual chan-
nels, discussed in the next section.
3.1. From Pulse Profiles to Short-Term Residuals
In the recording of each subintegration of data discussed
above, pulse profiles were folded and dedispersed using a
pre-computed initial pulsar-timing model. Using PYPULSE
(Lam 2017), we calculated the pulse arrival phases (in time
units) within each subintegration, the “initial timing residu-
als” δt(ν, t) (NG9WN), via a Fourier-domain method (Tay-
lor 1992). Given the stability of our pulsar ephemerides over
long timescales, we assumed that any drift in the pulse arrival
times within an observation would be small and could be de-
scribed by low-order polynomial correction terms in phase.
For example, for isolated pulsars, the typical pulse-smearing
error in the initial folding period causes timing uncertainties
of the order of 10s of picoseconds, though for binary pul-
sars the uncertainty can be of the order of 10s to 100s of
nanoseconds and so we must account for these corrections
(the systematic drift in the TOAs is several orders of magni-
tude smaller). See Appendix A of NG9WN for the discussion
of these and many other effects that cause errors in the initial
timing model on short timescales.
The initial timing model can be written as
δt(ν, t) = K(ν) + at+ bt2 + · · ·+ n(ν, t) (13)
where a and b are frequency-independent coefficients de-
scribing the low-order polynomial drift correction, n(ν, t) is
the additive noise composed of the three white-noise terms,
and K(ν) is a constant offset per-frequency that describes all
unaccounted for pulse-profile shape evolution in frequency
and epoch-dependent dispersion and scattering delays. The
“short-term” residuals are then
R(ν, t) ≡ nˆ(ν, t) ≈ δt(ν, t)−
[
K̂(ν) + aˆt+ bˆt2
]
, (14)
where the carets denote estimated quantities. Subtraction
of K̂(ν) removes all of the unknown frequency dependence
between the subbands. Note that since we remove the fre-
quency dependence of the residuals and do not fit a model to
reference the arrival times to “infinite frequency” as is often
done when attempting to combine TOAs to model interstel-
lar propagation effects in typical timing models, we are not
concerned with systematic uncertainties in the arrival times
due to this referencing to infinite frequency such as from
dispersive-delay removal (Lam et al. 2018b). While the fit
for a, b, and K(ν) will remove some amount of variance
we wish to measure from the residuals, the total amount will
be small for many white-noise residuals (e.g., ∼16 bands ×
∼15 sub-integrations for the 1500 MHz band) that are uncor-
related in time.
As mentioned previously, averaging of the pulses in fre-
quency causes errors from dispersive smearing. While the
raw data were coherently dedispersed, because the initial-
timing model used to fold and dedisperse the data does not
account for any time variations of DM over many years, the
DM value used for coherent dedispersion can be significantly
different from the true DM. The timing perturbation from
pulse smearing over a subband (channel) bandwidth Bchan
due to a variation δDM is (Cordes 2002; NG9WN)
δtδDM = 8.3 µs
(
δDM
pc cm−3
)(
Bchan
MHz
)( ν
GHz
)−3
. (15)
Systematic variations in DM over the length of our data set
can be up to ≈ 10−3 pc cm−3 (Jones et al. 2017); many pul-
sars show lower-amplitude variations overall and the varia-
tions between epochs typically are significantly smaller than
10−3 pc cm−3. However, the timing perturbation will be con-
stant over the time of an observation for a specific frequency
(since the offset ∆DM will be constant) and therefore will
be removed by the fit for the offset K(ν). By taking the vari-
ance of the perturbations in Eq. 15, the timing error is given
by σδtδDM = 8.3 µs σδDM Bchan ν
−3 in the same units;
these uncertainties will increase the variance of the residu-
als and bias our estimates of jitter. The uncertainties on DM
for our pulsars are typically much smaller, by roughly one to
three orders of magnitude. For PSR J2317+1439 observed
at our lowest frequencies, where the DM errors are of order
σδDM ∼ 10−5 pc cm−3, the timing error in the 327 MHz
band with 0.78125 MHz channels (64 over the band) is only
2 ns which is small when compared to the rms of the resid-
uals. However, when averaging over the entire 50 MHz, the
error grows to σδDM ≈ 120 ns. Therefore, for the 327 and
430 MHz bands, rather than average over the 50 MHz to
build S/N as discussed previously, we choose to keep the full
frequency resolution of the data3. For the 820, 1400, and
2300 MHz bands, we averaged the pulses into 50 MHz chan-
nels to build S/N; we have for the same DM error above of
10−5 pc cm−3, σδtδDM ≈ 7.5 ns for 50 MHz channels cen-
tered at 820 MHz and therefore the error is not a significant
component of the total rms.
3.2. Wideband Templates
3 In NG9WN, we used 50-MHz channels for all frequency bands and
therefore we did not account for this smearing error.
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Table 1. Reference and Input Pulsar Parameters
Pulsar Telescope Period DM Weff,1500 ∆td,1500 ∆νd,1500 τd,1500
(ms)
(
pc cm−3
)
(µs) (s) (MHz) (ns)
J0023+0923 AO 3.05 14.32 417.4 1210a 20b 7.8
J0030+0451 AO 4.87 4.33 527.8 44300a 1330b 0.12
J0340+4130 GBT 3.30 49.59 489.4 430 9.1b 17
J0613−0200 GBT 3.06 38.78 337.1 4500 11b 14
J0636+5128 GBT 2.87 11.11 447.4 1170c 97 1.9c
J0645+5158 GBT 8.85 18.25 618.7 780 30b 6.1
J0740+6620 GBT 2.89 14.96 273.9 1070a 59b 3.2
J0931−1902 GBT 4.64 41.49 381.6 640 50 3.2
J1012+5307 GBT 5.26 9.02 601.7 1350 66 2.4
J1022+1001 AO 16.45 10.25 1454.2 1320 130 1.4
J1024−0719 GBT 5.16 6.48 570.6 4180 47b 3.4
J1125+7819 GBT 4.20 11.22 648.0 1530 120b 1.5
J1453+1902 AO 5.79 14.06 826.7 1420 61 3.0
J1455−3330 GBT 7.99 13.57 999.0 4670a 70b 2.3
J1600−3053 GBT 3.60 52.33 425.5 270 9.0× 10−2 1.8× 103
J1614−2230 AO 3.15 34.49 389.3 480 9.0 18
J1640+2224 AO 3.16 18.46 453.8 1030d 56b 5.8
J1643−1224 GBT 4.62 62.30 975.1 580a 2.2× 10−2 7.2× 103a
J1713+0747 AO/GBT 4.57 15.92 530.4 2860 21b 7.5
J1738+0333 AO 5.85 33.77 627.1 600 17 9.5
J1741+1351 AO 3.75 24.20 380.5 2350a 17 9.3a
J1744−1134 GBT 4.07 3.09 511.3 2070a 42b 3.8
J1832−0836 AO 2.72 28.19 186.0 580 10b 18
J1853+1303 AO 4.09 30.57 337.0 1460a 13b 13
B1855+09 AO 5.36 13.30 754.2 1460 5.2 31
J1903+0327 AO 2.15 297.52 390.0 12 1.7× 10−3 9.3× 104
J1909−3744 GBT 2.95 10.39 258.6 2260 39b 4.1
J1910+1256 AO 4.98 38.07 631.6 1220 2.3 69e
J1911+1347 AO 4.63 30.99 459.9 1480a 37b 5.0
J1918−0642 GBT 7.65 26.46 876.7 800 15b 11
J1923+2515 AO 3.79 18.86 499.3 2260 22 7.4
B1937+21 AO/GBT 1.56 71.09 144.1 330 2.8b 57
J1944+0907 AO 5.19 24.34 916.9 1810 11b 15
J1946+3417 GBT 3.17 111.11 453.6 350 0.84b 220
B1953+29 AO 6.13 104.50 818.7 320 2.9 55
J2010−1323 GBT 5.22 22.18 516.1 240 0.30 610
J2017+0603 AO 2.90 23.92 235.4 910 6.9b 23
J2033+1734 AO 5.95 25.08 818.3 1480 22b 7.4
J2043+1711 AO 2.38 20.71 174.5 1900 63 2.9
J2145−0750 GBT 16.05 9.00 1826.7 2140 86b 1.8
J2214+3000 AO 3.12 22.54 555.2 3400a 48b 3.3
J2229+2643 AO 2.98 22.73 568.8 1610 58 3.2
J2234+0611 AO 3.58 10.77 387.1 1350 44 4.2
J2234+0944 AO 3.63 17.83 544.5 2180 240 0.76
J2302+4442 GBT 5.19 13.79 633.1 1250 23b 6.9
J2317+1439 AO 3.45 21.90 383.1 2740 9.9b 16
J2322+2057 AO 4.81 13.36 434.7 3580d 42b 3.8
The spin period and DM were taken from NANOGrav timing data. The effective width Weff,1500 was calculated
from the wideband templates. If ∆νd or τd has a reference, then we estimate the other via the relationship in Eq. 4.
Otherwise, all other scintillation parameters without references were estimated from Cordes & Lazio (2002). Effective
width and scintillation measurements were referenced to 1500 MHz.
aKeith et al. (2013).
b Levin et al. (2016).
c Nicastro et al. (2001).
d Johnston et al. (1998).
e Champion et al. (2008).
The NANOGrav 12.5-year data set will contain two sets
of timing methodologies per epoch per frequency band: ar-
rival times estimated per channel (see also Arzoumanian et
al. 2018a) and a single “wideband” TOA with a simultaneous
DM estimate (Pennucci et al. 2014; with more specific dis-
cussion in an upcoming paper, Pennucci et al. in prep). For
both methods, we created smoothed average-profile shapes
per-frequency-band used in the template-matching procedure
to estimate the TOAs. For the former, a single template
shape was produced by aligning and adding the sum of the
pulse profiles followed by wavelet denoising to smooth the
template; shape deviations from the template over the band
(see e.g., Dolch et al. 2014) that cause TOA offsets are cor-
rected for in the timing model. For the latter methodol-
ogy, a two-dimensional “pulse portrait” was created, pro-
viding information about the template shape as a function
of frequency which mitigated the need for these frequency-
dependent arrival-time corrections.
Since the wideband timing method produces template
shapes that vary as a function of frequency, we can more
finely measure the shape and effective width of the templates
at a specific frequency. Therefore, we were able to estimate
W eff(ν) as in Eq. 2. In Table 1, we provide the estimates of
W eff(1500 MHz), which for brevity we denote as W eff,1500.
3.3. Scintilation Parameters
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Figure 1. Short-term residualsR(ν, t) vs S/N for PSR J1713+0747. The colors show residuals grouped by frequency band for visual clarity: red for 820 MHz,
gray for 1500 MHz, blue for 2300 MHz. The solid lines show ±3σR where all parameters have been scaled to 1500 MHz and the σJ component is taken from
the constant model (Model A, see Table 2) and has been scaled to 120 s using Eq. 3 (note that many of the residuals were measured with AO and have 80 s
subintegrations and so the scaling of the lines are not perfect). The contribution of the σDISS component (scaled using Eq. 5 assuming 120 s and 800 MHz
bandwidth as for our 1500 MHz bands) on σR is negligible on the scale of the plot. The dashed lines show±3σS/N, again assuming ν = 1500 MHz. The right
panel is a zoomed-in section of the left panel; one can see that even the approximate σS/N(S) does not adequately describe the variance of the residuals.
We used scintillation parameters taken from the lit-
erature in order to estimate the scintillation noise com-
ponent σDISS(ν) per pulsar. Table 1 shows values of
∆td,1500 and ∆νd,1500 (the quantities are referenced to
1500 MHz as specified by the subscript) we used to esti-
mate σDISS(ν|∆td,1500,∆νd,1500) as per Eq. 8, as well as
τd,1500 for reference. Citations for the values are provided in
the table, and were taken primarily from Keith et al. (2013)
and (Levin et al. 2016) and references therein. When val-
ues were unavailable, we estimated them using the NE2001
electron density model (Cordes & Lazio 2002). We assumed
that C1 = 1.16 for conversions between τd and ∆νd (Eq. 4)
and ηt = ην = 0.2 for the calculation of nISS (Eq. 5). Typi-
cally, σDISS is small except at the lowest frequencies and for
pulsars with high DM in which the τd is large (Bhat et al.
2004).
4. DATA ANALYSIS AND RESULTS
For each pulse labeled i observed at frequency νi with S/N
Si and residual Ri estimated from Eq. 14 (i.e., R(ν, t)),
and using our knowledge of W eff,1500(ν), ∆td,1500, and
∆νd,1500 (all components of χ), we were able to model the
PDFs for each residual using Eqs. 9 and 10. Using all of the
data with S > 3, we could therefore estimate the likelihood
function L(θˆ| {Si,Ri, νi} ,χ) in Eq. 12 for each pulsar.
Table 2. Frequency-dependent Jitter Models
Model Model Single-Pulse RMS
Letter Description Jitter Functional Form
A Constant σJ,1B N -Band σJ,1;ν0 (ν) where ν is in band ν0C Power Law σJ,1,1000(ν/1000 MHz)αD Power Law σJ,1,1000(ν/1000 MHz)α + σJ,1plus Constant
Ekmaxa Log-Polynomial
∑kmax
k=0 σJ,1,k [log10(ν/1000 MHz)]
k , kmax ≥ 1
aWe list these models as E1, E2, etc., depending on the number of coefficients used.
We used the Markov-chain Monte Carlo (MCMC) method
via the EMCEE package (Foreman-Mackey et al. 2013) to ex-
plore the likelihood space and estimate the parameters θˆ for
different models of the frequency-dependence of jitter. We
list the models and their functional forms in Table 2. We
referenced our rms jitter parameters to the single-pulse val-
ues, i.e., σJ,1, as that is the underlying fundamental quantity,
even though the residuals were formed from profiles aver-
aged from ∼ 1− 2 minutes of data. Again, one can scale the
single-pulse rms jitter values using Eq. 3.
The different models we considered were:
A. Constant rms jitter with frequency, σJ,1(ν) =
σJ,1: A constant-in-frequency model can lever-
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Figure 2. Short-term residualsR(ν, t) vs S/N for PSR J1909−3744. See
Figure 1 for more details.
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Figure 3. Short-term residuals R(ν, t) vs S/N for PSR J0645+5158. See
Figure 1 for more details.
age all of the data to obtain an estimate of the
rms jitter in the case where the pulses typically
have low S/N. In some cases it may be the pre-
ferred model when the frequency dependence is
negligible over our observed frequency ranges.
B. Per-frequency-band rms jitter, σJ,1;ν0(ν)
where ν is in band ν0: Similar to Model A
but following the method of NG9WN, we report
per-frequency-band estimates to provide some-
what finer frequency resolution to the rms jitter
estimates, which allows one to compare with
previous results in NG9WN and Shannon et al.
(2014).
C. Power-law frequency dependence, σJ,1(ν) =
σJ,1,1000(ν/1000 MHz)
α: Pulse widths have
been observed to roughly scale as some power
of frequency over some range of frequencies
(Kuzmin et al. 1986); theoretical descriptions
of the emission mechanism for canonical (slow-
period) pulsars also predict such scalings (Ru-
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Figure 4. Short-term residuals R(ν, t) vs S/N for PSR B1937+21.
See Figure 1 for more details. The dotted line shows
±3
√
σS/N(S|W eff,1500)2 + σDISS(1500 MHz|∆td,0,∆νd,0)2,
i.e., the error ranges without the inclusion of σJ, since it is the only pulsar
of the ones we show with a visible contribution on the scale of the plot;
at lower frequencies the DISS component becomes far more dominant.
The magenta points show residuals in the 430 MHz band (recall that the
channel bandwidth is much less and therefore the average S will be lower
in comparison to the other bands) and very clearly show the effect of σDISS
increasing at lower frequencies; this effect can also be seen in the 820 MHz
band residuals (red).
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Figure 5. Short-term residuals R(ν, t) vs S/N for PSR J0023+0923.
See Figure 1 for more details. The magenta points show residuals in the
430 MHz band (recall that the channel bandwidth is much less and therefore
the average S will be lower in comparison to the 1500 MHz band). This pul-
sar shows no definitive detection of jitter. The dashed lines show the 95%
upper limit on the constant (Model A) σJ, scaled to 80 s since AO was used
to observe this pulsar.
derman & Sutherland 1975; Machabeli & Usov
1989). Width variations for MSPs are observed
to follow closer to constant frequency depen-
dence though with emission characteristics po-
tentially similar to canonical pulsars (Kramer et
al. 1999). As a reminder, from the profiles used
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in this analysis we see that there are clear fre-
quency dependencies for the profile component
widths. As the rms jitter should be correlated to
the width of the pulse (e.g., a narrow pulse shape
cannot result from single pulse emission varying
greatly in phase), we tested a standard power-
law-dependence model. We referenced our re-
sults to 1000 MHz.
D. Power-law frequency dependence plus con-
stant, σJ,1(ν) = σJ,1,1000(ν/1000 MHz)α +
σJ,1: Thorsett (1991) found the frequency de-
pendence of pulse component separation in
slow-period pulsars could be described in the
functional form of a power law plus a constant
term over a wide range of radio frequencies;
the power-law index was negative for the pul-
sars analyzed. Similarly, Xilouris et al. (1996)
found that pulse widths could be described in
the same form (this is consistent with Kuzmin et
al. (1986) for the power-law index at the high-
est frequencies). As with Model C, we refer-
enced the power-law rms jitter component to
1000 MHz.
E. Log-polynomial frequency dependence, σJ,1(ν) =∑kmax
k=0 σJ,1,k(log10(ν/1000 MHz))
k, kmax ≥
1: This model offers more flexibility and po-
tential smoothness across frequency than the
power-law dependence. For pulsars with suffi-
cient number of residuals at high S/N, we in-
cluded higher-order polynomial terms by suc-
cessively increasing the value of kmax and test-
ing for signficance using an F-test.
For each pulsar, we ran our MCMC pipeline and obtained
likelihood functions for each of the models. The results for
each pulsar are shown in Table 3. We report detections of
σJ that are 2σ significant, listing the median and the 1σ
(±34.1%) confidence interval. Otherwise we list the 95%
upper limits. For Models C and D we required that rms jitter
values be significant at the 2σ level or we did not report the
estimated parameters. Values of α provided in the tables are
listed as the median with the 1σ confidence intervals. The last
column shows the preferred model with the lowest Bayesian
Information Criterion (BIC; Schwarz 1978), calculated as
BIC = ln(Nresid)Nparam − 2 ln(L(θˆ| {Si,Ri, νi} ,χ))
(16)
where Nresid is the number of residuals and Nparam is the
number of jitter-model parameters; models with an increased
number of parameters are therefore penalized. Table 4 is in
the same format as Table 3 except that we have scaled the
values of σJ,1 to σJ,30, the rms jitter for a 30-minute obser-
vation, for convenience.
We show short-term residuals R for five select pul-
sars from the data set analyzed. Figure 1 shows R for
PSR J1713+0747 as a function of S/N. We color the resid-
uals by frequency band for visual clarity only and stress
that our analysis keeps full frequency information for all
of the residuals. The solid lines show ±3σR for all pa-
rameters referenced to 1500 MHz. We have taken the σJ
value from the constant model (Model A) and have scaled
it to 120 s using Eq. 3 (note that many of the residuals
were measured with AO and have 80 s subintegrations).
The dashed lines show ±3σS/N(S|W eff,1500), i.e., the error
ranges from the template-fitting component error only. We
see that even the approximate σS/N(S) does not adequately
describe the increased variance of the residuals at large S/N.
Figures 2 and 3 show the residuals for PSRs J1909−3744 and
J0645+5158, respectively. Figure 4 shows the residuals for
PSR B1937+21, which we observe with both telescopes (the
parenthetical note about 80 s subintegrations with AO again
applies). Lastly, we show the residuals for PSR J0023+0923
in Figure 5, where we do not detect jitter via any model. The
calculation of the lines use the 95% upper limits on σJ in
the constant model; The dashed line is very barely visible
against the solid line, showing our lack of detection.
We summarize the results of our single-pulsar analyses as
follows.
• We detect significant jitter in 43/48 pulsars.
• We find significant frequency dependence for 30 pul-
sars.
• The number of pulsars preferred for each model:
Model A: 13,
Model B: 5,
Model C: 19,
Model D: 1,
Model E2: 4,
Model E3: 1.
• No pulsars show significant Model E4 parameters.
4.1. Summary Statistics
Here we look at the overall statistics of jitter in our data
set. Since pulse periods vary and therefore the absolute value
of σJ,1 is expected to vary, we instead look at the statistics
of the jitter parameter at 1500 MHz, kJ;1500 ≡ σJ,1;1500/P .
Figure 6 shows a continuous histogram, the normalized sum
of the likelihoods for kJ;1500 (see NG9WN for more details),
using the preferred model per pulsar. Those values which
are more constrained appear sharper with higher peaks since
each likelihood has unit area. The median jitter parameter
value is kJ;1500 = 0.014+0.034−0.008, consistent with the estimates
over the entire 1500 MHz band provided in NG9WN. We
found that the frequency choice for kJ did not matter sig-
nificantly in our analyses. For example, looking at a range
of frequencies across the 1500 MHz band where all pulsars
were observed, the total deviation in the estimated median
kJ(ν) was about 0.005, much lower than the scatter shown
in Figure 6, i.e., the ensemble set for values such as kJ;1000
do not vary much from kJ;1500. An analysis of individ-
ual pulsars and the frequency-dependence components may
yield insights into subtle variations in the emission mecha-
nisms between MSPs versus canonical pulsars (e.g., again
see Kramer et al. 1999).
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Figure 6. Continuous histogram of the jitter parameter kJ;1500.
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Figure 7. Jitter parameter kJ;1500 vs duty cycle. We use the rms jitter
at 1500 MHz from the preferred model per pulsar and the full width at half
maximum (W50;1500) as a measure of the pulse width. The blue dashed
line shows where both quantities are equal and the solid green line shows
the best-weighted fit. The weighted correlation coefficient is R = 0.59.
Figure 7 shows the correlation of kJ;1500 with the duty cy-
cle at 1500 MHz, defined as the full width at half maximum
(FWHM) of the pulse (centered around the main peak) di-
vided by the pulse period, W50;1500/P . While our rms jitter
values represent the composite quantity for all of the individ-
ual components stochastically varying, we still expect that
rms jitter should be correlated with the widths of the pulses.
In nearly all cases, we see that the rms jitter is smaller the
FWHM of the template profiles. Note that the FWHM may
not represent the FWHM of an individual component as the
“main pulse” (the component(s) with the highest intensity) of
10
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Figure 8. Jitter parameter kJ;1500 vs number of pulse components. The
solid green line shows the best-weighted fit. The weighted correlation coef-
ficient is R = 0.46.
a pulse profile may consist of several components. Nonethe-
less, we find moderate correlation between kJ;1500 and the
duty cycle at 1500 MHz. We calculated the square root of
the coefficient of correlation as
R =
1−∑(kJ;1500 − k̂J;1500
σkJ;1500
)2
/
∑( kJ;1500
σkJ;1500
)21/2
(17)
where k̂J;1500 is the estimated jitter parameter from a linear
fit and σkJ;1500 represent the errors on the measured jitter pa-
rameters. The ratio in the bracket is simply the variance of
the residuals of the fit over the variance of the data. The cor-
relation between kJ;1500 and W50;1500/P is R = 0.62.
Figure 8 shows the correlation of kJ;1500 with the num-
ber of components Ncomponents;1500 of the pulse profile at
1500 MHz. To determine the number of components, using
PYPULSE we fit von Mises functions to the templates,
f(x|a, b) = e
b cos(x−a)
2piI0(b)
, (18)
the circular analog of the Gaussian function where a and b
are the two parameters describing each von Mises function
and I0 is the modified Bessel function of the first kind. We
performed the fit iteratively until either (i) the residuals of
the templates minus the fit were less than 0.01 of the max-
imum, (ii) adding more components were deemed insignifi-
cant via an F-test with a significance value of 0.05 (i.e., at the
“2σ” level), or (iii) 20 components were fit. With high S/N
observations of the NANOGrav pulse profiles, Gentile et al.
(2018) have detected microcomponents with low amplitudes
and thus even with a cutoff of 1% of the maximum there may
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be additional observable emission for some pulsars. In this
analysis, we see again moderate (but less than the duty cy-
cle) correlation between kJ;1500 and Ncomponents;1500, sug-
gesting that an increased number of components may lead
to an increase in the amount of the total rms jitter. Note that
our estimates of the number of components may be biased by
the use of von Mises functions in the fit if the true emission
beams are not well-described by such functional forms.
We looked at correlations of kJ;1500 with W eff,1500 to see
if the rms jitter values were related to the “sharpness” of the
templates (see Eq. 2) but found no significant relationship.
We also looked for correlations between kJ;1500 and DM to
see if scintillation noise misestimates were significantly bi-
asing our results but found no relationship as well.
In addition to looking at the individual kJ;1500 values,
we fit a likelihood for a single global frequency depen-
dence of kJ. We assumed a power-law form kJ(ν) =
kJ;1000(ν/1000 MHz)
γ since many of the pulsars that show
frequency dependence of the rms jitter have Model C as the
preferred model. While variations in the Model C α terms
are large, this modeling allows us to come up with an av-
erage frequency dependence for the rms jitter across all of
our pulsars by leveraging all of the residuals simultaneously,
potentially more sensitive than creating and comparing con-
tinuous histograms as in Figure. 6.
With the above motivation, we define the global likelihood
over pulsars as
Lglobal(kJ;1000, γ| {Sn,i,Rn,i, νn,i,χn}) =∏
n
∏
i
L(kJ;1000, γ| {Sn,i,Rn,i, νn,i} ,χn) (19)
where n is an index over all pulsars. As before, we used the
Gaussian PDF in Eq. 9 to model the individual residuals and
then jitter component of the total rms white noise per pulsar
via Eq. 3 is simply
σJ(ν|kJ;1000, γ) = kJ;1000(ν/1000 MHz)
γP√
Np
. (20)
After running our MCMC analysis, we estimated the global
parameters to be kJ;1000 = 8.43 ± 0.03 × 10−3, γ =
−0.42 ± 0.01. When scaled to 1500 MHz with the uncer-
tainties propagated, we find kJ;1500 = 7.10 ± 0.04 × 10−3,
i.e., ≈0.7% which is about half the estimate from the contin-
uous histogram (Figure 6) but still consistent given the large
uncertainties from that method. The error we report here is
derived from the confidence intervals for the two parameters
and does not include the systematic variations between the
per-pulsar parameters, i.e., a wide range of estimates of α.
4.2. Interpulse Statistics
While all of our pulsars show complicated profile shapes,
several show distinct interpulses ∼50% of pulse phase away
from the main pulse. The only pulsar with high enough
S/N in both the main pulse and interpulse for us to an-
alyze was PSR B1937+21. Since we observe this pulsar
with both AO and GBO, we have data covering four fre-
quency bands. The main pulse at 1400 MHz and 2300 MHz
shows a second smaller component overlapping the primary
in phase; the interpulse shows a similar feature. At 430 MHz
and 820 MHz, pulse broadening from interstellar scatter-
ing causes the smaller components to blend into the primary
ones.
We split each profile ≈25% of pulse phase after the main
pulse and repeated the likelihood analysis on each section in-
dividually using the preferred Model E3. While there were
significant deviations in the third coefficient, σJ,1,2 (the coef-
ficient on the quadratic term), the slight but consistent varia-
tions in the other two coefficients between the main pulse and
interpulse meant that the total σJ,1 was consistent between
both components and therefore we find no significiant vari-
ation between the rms jitter for both the main pulse and in-
terpulse of PSR B1937+21. Even though the scintillation pa-
rameters for this pulsar, and therefore σDISS, may be chang-
ing over time, the scintillation noise should be equal for the
main pulse and interpulse. Therefore, the measure of jitter
between both sets will be unbiased by uncertain interstellar
parameters.
When we tested the other jitter models, we found ∼ 2σ
variations in Model A (constant), due largely to the sig-
nificant variations in the 2300 MHz band (main pulse:
σJ,1;2300 = 11.6 ± 0.8 µs, interpulse: σJ,1;2300 = 17.4 ±
1.5 µs) in Model B (N -band); the other models were largely
consistent between main pulse and interpulse. The deviation
in the 2300 MHz jitter estimates causes the same shift in
the Model E3 coefficient described above and so we do not
believe the difference in values is intrinsic to the pulsar. The
likely cause for the discrepancy is a lower interpulse S/N at
2300 MHz coupled with known RFI contamination in that
band at AO.
4.3. Testing the Time-dependence of Jitter
Just as pulse profiles are known to be stable over long pe-
riods of time, we expect that the statistics of jitter will re-
main stable over these timescales. For PSRs J1713+0747
and J1909−3744, we looked at the time-dependence of our
rms jitter measurements. We chose these two as they are
high-S/N pulsars with low scintillation noise and so varia-
tions in the scintillation parameters will not bias σR largely.
We repeated our main procedures of testing the various mod-
els for frequency dependence except we looked at subsets of
the residuals separately in one-year bins spanning from 2010
to 2016 (inclusive, covering the total time range of our ob-
servations).
Figure 9 shows the results for PSR J1713+0747. The
breaking points for the Model B curves were chosen to be in
between the edges of the frequency bands. We see fairly good
agreement in the frequency-dependence of σJ,1 over time and
compared to the global fit (black, drawn behind because there
is a large spread over the 820 MHz band); the shaded regions
show the∼ 1σ errors. However, we see significant variations
in the 820 MHz band, possibly due to longer-term variations
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in the scintillation parameters over time resulting in biases in
our jitter estimates.
Figure 10 shows the results for PSR J1909−3744. We see
significant deviations per year for the four years where Model
B is significant, with the lowest values in 2013 and 2015 ver-
sus 2011 and 2012. The highest S/N data (counting all data
with S & 100) is in 2014; therefore one likely explanation
for the higher σJ,1 values across the 1500 MHz band in other
years may be due to other systematics such as RFI. Via simu-
lations of residuals containing only template-fitting and jitter
errors, we found that only a few number of high-S/N resid-
uals (of order a few tens) were required to make a confident
and unbiased detection of jitter.
Brook et al. (submitted) looked at pulse-profile variability
in the NANOGrav 11-yr data set (last observation at the end
of 2015) but found no significant variations for either pul-
sar. Levin et al. (2016) showed no significant variations in τd
in the NANOGrav 9-yr data set (last observation at the end
of 2013) for PSR J1909−3744 and only slight variations in
PSR J1713+0747 though with neither a long-term trend nor
correlated with DM.
Long-term variations in the scinillation parameters could
explain the offsets in σJ,1 for PSR J1909−3744, coupled
with the lack of sensitivity of our method to distinguish
the frequency dependence. The upper bound on σDISS can
be taken as ≈ τd (when nISS → 1), and of we consider
only the values across the 1500 MHz band where τd,0 =
4.1 ns (Table 1), then variations in the parameters of or-
der a few could explain the differences in the estimated rms
jitter. Therefore, we cannot say definitively if the rms jit-
ter in PSR J1909−3744 is changing over time or if biases
such as from long-term variations in the scintillation param-
eters, or even RFI, are causing the difference we observe.
Given our timing sensitivity, even subtle levels of RFI will
easily affect the data; note that the 30-minute rms jitter val-
ues for PSR J1909−3744 are a factor of ∼ 2 lower than for
PSR J1713+0747 at the highest frequencies but up to an or-
der of magnitude lower than at the lowest frequencies and
therefore are more susceptible to low-level systematic errors.
If we assume that the 2014 value is the true value of σJ,1
and the others are biased by RFI or polarization-calibration
errors, or if the scintillation parameters and thus σDISS val-
ues are varying over long timescales, then our estimates of
the overall rms jitter intrinsic to PSR J1909−3744 (again de-
noted with a caret) may be overestimated in Tables 3 and 4
by a factor of ∼2 at least, suggesting that PSR J1909−3744
may be more intrinsically higher-precision than we predict
here.
5. DISCUSSION: THE OPTIMIZATION OF PULSAR
TIMING ARRAYS
We have characterized the frequency dependence of jit-
ter in pulsars observed by NANOGrav. Jitter values can be
obtained robustly from a single or few high-S/N observa-
tions, so viewing a pulsar during one or a few scintillation
maxima (from long integrations and/or large bandwidths) is
critical. Improvements in those estimates of jitter and the
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Figure 9. Estimated frequency-dependent jitter models per year for
PSR J1713+0747. The preferred models per year are plotted along with
the global fit. The shaded regions show the ∼ 1σ errors. The right-hand
axis shows the 30-minute rms jitter.
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Figure 10. Estimated frequency-dependent jitter models per year for
PSR J1909−3744. The preferred models per year are plotted along with
the global fit. The shaded regions show the ∼ 1σ errors. The right-hand
axis shows the 30-minute rms jitter. We note that our models likely overes-
timate the rms jitter values intrinsic to the pulsar due to contamination from
other systematics as discussed in the text.
frequency dependence require as many high S/N observa-
tions as possible. Varying scintillation-noise parameters bias
σDISS and therefore our estimates of σJ; these parameters
need to be monitored as frequently as possible for proper
modeling. Scintillation parameter variations along with other
interstellar propagation-delay variations will also affect the
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noise modeling on longer timescales (e.g., scatter broaden-
ing changes causing frequency-dependent red noise in TOAs;
Lentati et al. 2017).
As larger telescopes and/or telescopes with wideband re-
ceivers come online, σS/N is becoming negligible in compar-
ison to σJ and σDISS; already we are seeing this is true for
many NANOGrav observations since we can detect jitter. For
interferometers with the capability to form sub-arrays, obser-
vations can be optimized by pointing at multiple high-S/N
pulsars simultaneously, allowing for an increase in the num-
ber of pulses Np and reducing the overall jitter error in favor
of increasing the sub-dominant σS/N error.
Jitter becomes dominant depending on its frequency de-
pendence (Lam et al. 2018b). Consider jitter with a power-
law scaling as in Model C in the high-S/N regime. At high
frequencies, nISS → 1 so σDISS ≈ τd ∝ ν−22/5. We find
that σJ typically has a shallower scaling than this (includ-
ing for the other frequency-dependence models) and there-
fore σDISS will become negligible at the highest frequencies
compared to σJ as one would naively expect from observa-
tions of scatter broadening and dynamic spectra. At lower
frequencies where scatter broadening increases as does the
number of scintles, then σDISS ∝ ν−8/5. The cross-over fre-
quency is then
νcross = ν0
(
σJ,0
σDISS,0
)−1/(α+8/5)
(21)
where again the subscript ‘0’ denotes quantities at some
reference frequency ν0. If the ratio of σJ,0/σDISS,0 at
1500 MHz is roughly 10−100 (NG9WN) and α > −8/5,
then νcross will be <1500 MHz, which is typically what we
find. As we expect, jitter will dominate for most of our higher
frequencies except for pulsars at high DM.
Similarly, in the moderate-S/N regime when we must con-
sider template-fitting errors, i.e., when σS/N & σJ, we have
to first order S ∝ ν−αflux where αflux ≈ 1.6 is the pul-
sar’s flux spectral index (Jankowski et al. 2018), and there-
fore σS/N ∝ ναflux , i.e., the template-fitting errors increase
at higher frequencies. This simplification ignores frequency-
dependent pulse-profile evolution, pulse broadening from
scattering, system temperature variations, etc. Following this
simplification, as above we have
νcross = ν0
(
σJ,0
σS/N,0
)−1/(α+αflux)
(22)
so that since typically we have α & −1.6, νcross will even-
tually dominate at higher frequencies. Therefore, for opti-
mal precision timing with higher center frequencies, we ex-
pect that jitter will begin to become the dominant white-noise
term and understanding the statistics of jitter within our data
will become a requirement in the era of low-frequency GW
characterization.
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