How can we capture the hidden properties from a tensor and a matrix data simultaneously? Coupled matrix-tensor factorization (CMTF) is an e ective method to solve this problem because it extracts latent factors from a tensor and matrices at once. Designing an e cient CMTF has become more crucial as the size and dimension of real-world data are growing explosively. However, existing methods for CMTF su er from two problems: 1) methods for dense data are not applicable to sparse real-world data, and 2) methods based on CANDECOMP/PARAFAC (CP) decomposition su er from high test error because they do not capture correlations between all factors. In this paper, we propose S 3 CMTF, a fast, accurate, and scalable CMTF method. S 3 CMTF achieves high speed by exploiting the sparsity of real-world tensors, and high accuracy by capturing interrelations between factors. Also, S 3 CMTF accomplishes additional speed-up by lock-free parallel SGD update for multi-core shared memory systems. We present two methods, S 3 CMTF-naive and S 3 CMTF-opt. S 3 CMTF-naive is a basic version of S 3 CMTF, and S 3 CMTF-opt improves its speed by exploiting intermediate data.
INTRODUCTION
Given a tensor data, and related matrix data, how can we analyze them e ciently? Tensors (i.e., multi-dimensional arrays) and matrices are natural representations for various real world high-order data. For instance, an online review site Yelp provides rich information about users (name, friends, reviews, etc.), or about businesses (name, city, Wi-Fi, etc.). One popular representation of such data includes a 3-way rating tensor with (user ID, business ID, time) triplets and an additional friendship matrix with (user ID, user ID) pairs. Coupled matrix-tensor factorization (CMTF) is an e ective tool for joint analysis of coupled matrices and a tensor. e main purpose of CMTF is to integrate matrix factorization [15] and tensor factorization [13] to e ciently extract the factor matrices of each mode. e extracted factors have many useful applications such as latent semantic analysis [7, 20, 25] , recommendation systems [11, 22] , network tra c analysis [23] , and completion of missing values [1, 2, 16] . However, existing CMTF methods do not provide good performance in terms of time, accuracy, and scalability. CMTF-Tucker-ALS [18] , a method based on HOSVD (Tucker factorization) [6] , has a limitation that it is only applicable for dense data. For sparse real-world data, it assumes empty entries as zero and outputs highly skewed results which are impractical. Moreover, CMTF-Tucker-ALS does not scale to large data because it su ers from high memory requirement by M-bo leneck problem [17] (see Section 2.3 for details). CMTF-OPT [1] is a CMTF method based on CANDECOMP/PARAFAC (CP) decomposition [13] . It has a limitation that it does not take advantage of all inter-relations between related factors because CP decomposition model represents a speci c case of HOSVD model in which each factor is related to only a few number of other factors. erefore, CMTF-OPT undergoes a low model capacity and results in high test error. In this paper, we propose S 3 CMTF (Sparse, lock-free SGD based, and Scalable CMTF), a fast, accurate, and scalable CMTF method which resolves the problems of previous methods. S 3 CMTF performs parallel stochastic gradient descent (SGD) update, thereby providing much be er time complexity than previous methods. S 3 CMTF has two versions: a basic implementation S 3 CMTF-naive, and an improved version S 3 CMTF-opt which exploits intermediate data for e cient computation. Table 1 shows the comparison of S 3 CMTF and other existing methods. e main contributions of our study are as follows:
• Algorithm: We propose S 3 CMTF, a fast, accurate, and scalable coupled tensor-matrix factorization algorithm for matrix-tensor joint datasets. S 3 CMTF is designed to eciently extract factors from the joint datasets by taking advantage of sparsity, exploiting intermediate data, and parallelization. (business, city)), we observe interesting hidden factors and relations among users and businesses.
e rest of paper is organized as follows. Section 2 gives the preliminaries and related works of the tensor and CMTF. Section 3 describes our proposed S 3 CMTF method for fast, accurate and scalable CMTF. Section 4 shows the results of performance experiments for our proposed method. A er presenting the discovery results in Section 5, we conclude in Section 6.
PRELIMINARIES AND RELATED WORKS
In this section, we describe preliminaries for tensor and coupled matrix-tensor factorization. We list all symbols used in this paper in Table 2 . Table 2 : Table of symbols. Symbol De nition X input tensor G core tensor N order (number of modes) of the input tensor I n dimensionality of n-th mode of input tensor X n dimensionality of n-th mode of core tensor G α a tensor index (i 1 i 2 · · · i N ) x α the entry of X with index α X (n) mode-n matricization of a tensor U (n) n-th factor matrix of X {U} set of all factor matrices of X u (n) i the i-th row vector of U (n) {u} α ordered set of row vectors {u (1) 
factor matrix for the coupled matrix Y v k the k-th row vector of V Ω X index set of X Ω n,i X subset of Ω X having i as the n-th index
Tensor
A tensor is a multi-dimensional array. Each 'dimension' of a tensor is called mode or wa . e length of each mode is called 'dimensionality' and denoted by I 1 , · · · , I N . In this paper, an N -mode of N -way tensor is denoted by the boldface Euler script capital (e.g. X ∈ R I 1 ×I 2 ×···×I N ), and matrices are denoted by boldface capitals (e.g. A). x α and a β denote the entry of X and A with indices α and β, respectively.
We describe tensor operations used in this paper. A mode-n ber is a vector which has xed indices except for the n-th index in a tensor. e mode-n matrix product of a tensor X ∈ R I 1 ×I 2 ×···×I N with a matrix A ∈ R ×I n is denoted by X× n A and has the size of I 1 ×· · ·I n−1 × ×I n+1 · · · × I N . It is de ned:
where a ji n is the (j, i n )-th entry of A. For brevity, we use following shorthand notation for multiplication on every mode as in [14] :
where {A} denotes the ordered set {A (1) , A (2) , · · · , , A (N ) }. We use the following notation for multiplication on every mode except n-th mode.
We examine the case that an ordered set of row vectors {a (1) , a (2) , · · · , a (N) }, denoted by {a}, is multiplied to a tensor X. First, consider the multiplication for every corresponding mode. By Equation (1),
k denotes the k-th element of a (m) . en, consider the multiplication for every mode except n-th mode. Such multiplication results to a vector of length I n . e k-th entry of the vector is
where Ω n,k X denotes the index set of X having its n-th index as k. α = (i 1 i 2 · · · i N ) denotes the index for an entry.
HOSVD (Tucker Factorization)
Higher Order SVD (HOSVD) is one of the most popular tensor factorization models and is also known as Tucker factorization. HOSVD approximates an N -mode tensor X ∈ R I 1 ×I 2 ×···×I N into a core tensor G ∈ R 1 × 2 ×···× N and factor matrices U (1) 
where α is a tensor index (i 1 i 2 · · · i N ), and u (n) i n denotes the i n -th row of factor matrix U (n) . {u} α denotes the set of factor rows {u (1) 
Note that the core tensor G implies the relation between the factors in HOSVD formulation. When the core tensor size satis es 1 = 2 = · · · = N and the core tensor G is hyperdiagonal, it is equivalent to CANDECOMP/PARAFAC (CP) decomposition. ere is orthogonality constraint for HOSVD: each factor matrix is a column-wise orthogonal matrix (e.g. U (n)T U (n) = I for n = 1, · · · , N where I is an identity matrix).
Coupled Matrix-Tensor Factorization
Coupled matrix-tensor factorization (CMTF) is proposed for collective factorization of a tensor and matrices. CMTF integrates matrix factorization and tensor factorization.
De nition 2.1. (Coupled Matrix-Tensor Factorization) Given an N-mode tensor X ∈ R I 1 ×···×I N and a matrix Y ∈ R I c ×K where c is the coupled mode, X ≈X = G × {U}, Y ≈Ỹ = U (c) V T are the coupled matrix-tensor factorization. U (c) ∈ R I c × c is the c-th mode factor matrix, and V ∈ R K × c denotes the factor matrix for coupled matrix. Finding the factor matrices and core tensor for CMTF is equivalent to solving arg min
where • denotes the Frobenius norm.
Various methods have been proposed to e ciently solve the CMTF problem. An alternating least squares (ALS) method CMTF-Tucker-ALS [18] is proposed. CMTF-Tucker-ALS is based on Tucker-ALS (HOOI) [6] which is a popular method for solving HOSVD. Tucker-ALS su ers from a crucial intermediate memory-bo leneck problem known as M-bo leneck problem [17] that arises from materialization of a large dense tensor X × −n {U} T as intermediate data where
Most existing methods use CP decomposition model forX where 1 = 2 = · · · = N and the core tensor G is hyper-diagonal [1, 3, 8, 10, 19] . CMTF-OPT [1] is a representative algorithm for CMTF using CP decomposition model which uses gradient descent method to nd factors. HaTen2 [9, 10] , and SCouT [8] propose distributed methods for CMTF using CP decomposition model. Turbo-SMT [19] provides a time-boosting technique for CP-based CMTF methods. Note that Equation (5) requires entire data entries of X and Y. It shows low accuracy when X and Y are sparse since empty entries are set to zeros even when they are irrelevant. For example, an empty entry in movie rating data does not mean score 0. For the reason above methods show low accuracy for real-world sparse data; what we focus on this paper is solving CMTF for sparse data.
De nition 2.2. (Sparse CMTF) When X and Y are sparse, sparse CMTF aims to nd factors only considering observed entries. Let W (1) and W (2) indicate the observed entries of X and Y such that
We modify Equation (5) as arg min
where * denotes the Hadamard product (element-wise product).
CMTF-Tucker-ALS does not support sparse CMTF. For CP model, CMTF-OPT provides single machine approach for sparse CMTF, and CDTF [24] and FlexiFaCT [3] provide distributed methods for sparse CMTF. However, CP model su ers from high error because it does not capture the correlations between di erent factors of di erent modes because its core tensor has only hyper-diagonal nonzero entries. 
PROPOSED METHOD

1.Lock-Free
Overview
In this section, we describe S 3 CMTF (Sparse, lock-free SGD based, and Scalable CMTF), our proposed method for fast, accurate, and scalable CMTF method. CMTF methods for dense data are prone to get high errors because of zero-lling for empty entries. On the other hand, CP-based methods show high prediction error because of simplicity of the model. Our purpose is to devise an improved sparse CMTF model and propose a fast and scalable algorithm for the model. We propose a basic version of our method S 3 CMTF-naive and a time-improved version S 3 CMTF-opt. Figure 2 shows the overall scheme for S 3 CMTF. S 3 CMTF-naive adopts lock-free parallel SGD for the parallel update, and S 3 CMTF-opt further improves the speed of S 3 CMTF-naive by exploiting intermediate data and reusing them.
Objective Function & Gradient
We discuss the improved formulation of the sparse CMTF problem de ned in De nition 2.2. For simplicity, we consider the case that one matrix Y ∈ R I c ×K is coupled to the c-th mode of a tensor X ∈ R I 1 ×···×I N . Equation (6) takes excessive time and memory because it includes calculations for empty entries. erefore, we formulate the new CMTF objective function f to exploit the sparsity of data. f is the weighted sum of two functions f t and f m where they are element-wise sums of squared reconstruction error and regularization terms of tensor X and matrix Y, respectively.
where λ m is a balancing factor of two functions.
, Ω X is the nonzero index set of X, and λ r e denotes the regularization parameter for factors. We rewrite the equation so that it is amenable to SGD update.
. Note that Ω n,i n X is the subset of Ω X having i n as the n-th index. Now we formulate f m , the sum of squared errors of coupled matrix and regularization term corresponding to the coupled matrix.
We calculate the gradient of f (Equation (7)) with respect to factors for stochastic gradient descent update. Consider that we pick one index among tensor index α = (i 1 · · · i N ) ∈ Ω X and matrix index β = (j 1 j 2 ) ∈ Ω Y . We calculate the corresponding partial derivatives of f with respect to the factors and the core tensor as follows.
We omit the detailed derivation of Equations (8) for brevity. Note that our formulated coupled matrix-tensor factorization model is also applicable to dense data and easily generalized to the case that multiple matrices are coupled to a tensor. We couple multiple matrices to a tensor for experiments in Sections 4 and 5. Figure 3 : Example graphs induced by S 3 CMTF objective function (Equation (7)). A matrix Y is coupled to the second mode of X with a factor matrix V. Each node represents a factor row or the core tensor. Each hyperedge includes corresponding factors to an SGD update. (a) Induced hypergraph with core tensor. Every hyperedge corresponding to tensor entries includes G. (b) Induced hypergraph without core tensor. e graph reveals sparsity as every node is shared by only few hyperedges.
Lock-Free Parallel Update
How can we parallelize the SGD updates in multiple cores? In general, SGD approach is hard to be parallelized because each parallel update may su er from memory con icts by a empting to write the same variables to memory concurrently [5] . One solution for this problem is memory locking and synchronization. However, there are much overhead associated with locking. erefore, we use lock-free strategy to parallelize S 3 CMTF. We develop parallel update scheme for S 3 CMTF by adapting HOGWILD! update scheme [21] .
De nition 3.1. (Induced Hypergraph) e objective function in Equation (7) induces a hypergraph G = (V , E) whose nodes represent factor rows and core tensor. Each entry of X and Y induces a hyperedge e ∈ E consisting of corresponding factor rows or core tensor. Figure 3a shows an example induced graph of S 3 CMTF.
Lock-free parallel update guarantees near linear convergence property of a sparse SGD problem in which con icts between di erent updates rarely occur [21] . However, in our formulation, every update of tensor entries includes the core tensor G as shown in Figure  3a . We allocate the update of core tensor G to one core to solve the problem. en we obtain a new induced hypergraph in Figure  3b . e newly obtained hypergraph satis es the sparsity condition for convergence. Lemma 3.2 proves the convergence property of parallel updates. (Convergence) If we assume that the elements of the tensor X and coupled matrix Y are sampled uniformly at random, lock-free parallel update of S 3 CMTF converges to a local optimum.
P
. For brevity, we assume that the dimension and rank of each mode are I and , respectively. We use the notations used in Equation (2.6) of [21] . For a given hypergraph G = (V , E), we de ne Ω := max e ∈E |e |, ∆ := max ∈V |{e ∈ E : ∈ e}| |E|
Algorithm 1 S 3 CMTF-naive
Input: Tensor X ∈ R I 1 ×···×I N , rank ( 1 , · · · , N ), number of parallel cores P , initial learning rate η 0 , decay rate µ, coupled mode c, and coupled matrix Y ∈ R Ic ×K Output: Core tensor G ∈ R 1 ×···× N , factor matrices U (1) , · · · , U (N ) , V 1: Initialize G, U (n) ∈ R In × n for n = 1, · · · , N , and V randomly 2: repeat 3: for ∀α = (i 1 · · · i N ) ∈ Ω X , ∀β = (j 1 j 2 ) ∈ Ω Y in random order do in parallel 4: if α is picked then 5: if β is picked then 
First, consider the case when the tensor order is 2. Ω has the same value, and ∆ has doubled value of the matrix factorization problem in [21] : Ω ≈ 2 , ∆ ≈ 
S 3 CMTF-naive
We present a basic version of our method, S 3 CMTF-naive. S 3 CMTFnaive solves the sparse CMTF problem by parallel SGD techniques explained in Sections 3.2-3.3. Algorithm 1 shows the procedure of S 3 CMTF-naive. In the beginning, S 3 CMTF-naive initializes factor matrices and core tensor randomly (line 1 of Algorithm 1). e outer loop (lines 2-16) repeats until the factor variables converge. e inner loop (lines 3-14) is conducted by several cores in parallel except for line 7. In each inner loop, S 3 CMTF-naive selects an index which belongs to Ω X or Ω Y in random order (line 3). If a tensor index α is picked, then the algorithm calculates the partial gradients of corresponding factor rows using compute gradient (Algorithm 2) in line 5, and updates factor row vectors (line 6). Core tensor G is updated by only one core (line 7); the number P of cores is multiplied to the gradient to compensate for the one-core update so that SGD uses the same learning rate for all the parameters. If Algorithm 2 compute gradient(α,x α ,G) Input: Tensor entry x α , α = (i 1 · · · i N )∈ Ω X , core tensor G Output: Gradients
a coupled matrix index β is picked, then the gradient update is conducted on corresponding factor row vectors (lines 9-13). At the end of the outer loop, the learning rate η t is monotonically decreased [4] . (line 15). QR decomposition is applied on factors to satisfy orthogonality constraint of factor matrices (lines [17] [18] [19] [20] . QR decomposition of U (n) generates Q (n) , an orthogonal matrix of the same size as U (n) , and a square matrix R (n) ∈ R n × n . Substituting U (n) by Q (n) (line 19) and G by G × 1 R (1) · · · × N R (N ) (a er Nth execution of line 19) result in an equivalent factorization [12] .
In the same manner, we substitute V by
S 3 CMTF-opt
Reusing the intermediate data. ere are many redundant calculations in S 3 CMTF-naive. For example, G × −n {u} α is calculated for every execution of compute gradient (Algorithm 2) in line 5 of Algorithm 1. In S 3 CMTF-opt, we save the time by storing the intermediate data of calculatingx α and reusing them.
De nition 3.3. (Intermediate Data)
When updating the factor rows for a tensor entry x α =(i 1 ···i N ) , we de ne (j 1 j 2 · · · j N )-th element of intermediate data S:
ere is no extra time required for calculating S because S is generated while calculatingx α . Lemma 3.4 shows thatx α is calculated by summing all entries of S. 
P . By Equation (4),x α is the sum of all entries of S
We use S to calculate gradients e ciently. (8).
Algorithm 3 compute gradient opt(α,x α ,G)
Input: Tensor entry x α , α = (i 1 · · · i N )∈ Ω X , core tensor G Output: Gradients
where α = (i 1 i 2 · · · i N ) and is element-wise division. P . In Lemma 3.4, Equation (9) is proved. To prove the equivalence of Equation (10) i n where α = (i 1 · · · i N ) ∈ Ω X and δ = (j 1 · · · j N ) ∈ Ω n,k G . We use Equation (3) for the proof.
Next, to show the equivalence of Equation (11) and the second equation of Equations (8) , it su ces to show 1 × {u} T α = S G.
S 3 CMTF-opt replaces compute gradient (Algorithm 2) of S 3 CMTFnaive with compute gradient opt (Algorithm 3), a time-improved alternative using Lemma 3.6. We prove that the new calculation scheme is faster than the previous one. P . We assume that I 1 = I 2 = · · · = I N = I for brevity. First, we calculate the time complexity of compute gradient (Algorithm 2). Given a tensor index α, computingx α Memory usage
Analysis
We analyze the proposed method in terms of time complexity per iteration. For simplicity, we assume that I 1 = I 2 = · · · = I N = I , and 1 = 2 = · · · = N = . Table 3 summarizes the time complexity (per iteration) and memory usage of S 3 CMTF and other methods. Note that the memory usage refers to the auxiliary space for temporary variables used by a method. 
P
. First, we check the time complexity of S 3 CMTF-naive (Algorithm 1). When a tensor index α is picked in the inner loop (line 4 of Algorithm 1), calculating gradients with respect to tensor factors (line 5) takes O(N 2 N ) as shown in Lemma 3.7. Updating factor rows (line 6) takes O(N ), and updating core tensor (line 7) takes O( N ). If a coupled matrix index β is picked (line 9), calculating˜ β (line 10) takes O( ). Calculating and updating the factor rows corresponding to coupled matrix entry (lines 10-12) take O( ). All calculations except updating core tensor (line 7) are conducted in parallel. Finally, for all α ∈ Ω X and β ∈ Ω Y , S 3 CMTF-naive takes O(|Ω X |N 2 N /P + |Ω Y | /P) for one iteration. S 3 CMTF-opt uses compute gradient opt instead of compute gradient in line 5 of Algorithm 1, whose time complexity is shown in Lemma 3.7. Overall running time per iteration for S 3 CMTF-opt is O(|Ω X |N N /P + |Ω Y | /P).
EXPERIMENTS
In this and the next sections, we experimentally evaluate S 3 CMTF.
Especially, we answer the following questions. 
Experimental Settings
Data. Table 4 shows the data we used in our experiments. We use three real-world datasets (MovieLens 1 , Net ix 2 , and Yelp 3 ) and generate synthetic data to evaluate S 3 CMTF. Each entry of the realworld datasets represents a rating, which consists of (user, 'item', time; rating) where 'item' indicates 'movie' for MovieLens and Net ix, and 'business' for Yelp. We use (movie, genre) and (movie, year) as coupled matrices for MovieLens and Net ix, respectively. We use (user, user) friendship matrix, (business, category) and (business, city) matrices for Yelp. We generate 3-mode synthetic random tensors with dimensionality I and corresponding coupled matrices. We vary I in the range of 1K∼100M and the number of tensor entries in the range of 1K∼100M. We set the number of entries as |Ω Y | = 1 10 |Ω X | for synthetic coupled matrices. Measure. We use test RMSE as the measure for tensor reconstruction error.
where Ω t est is the index set of the test tensor, x α represents each test tensor entry, andx α is the corresponding reconstructed value. Methods. We compare S 3 CMTF-naive and S 3 CMTF-opt with other single machine CMTF methods: CMTF-Tucker-ALS and CMTF-OPT (described in Section 2.3). To examine parallel performance, we run two versions of S 3 CMTF-opt: S 3 CMTF-opt1 (1 core), and S 3 CMTF-opt20 (20 cores). We exclude distributed methods [3, 8, 10] because they are designed for Hadoop, and thus take too much time for single machine environment. For CMTF-Tucker-ALS, we use a MATLAB implementation based on Tucker-MET [14] . For CMTF-OPT, we use MATLAB implementation of CMTF Toolbox 1.1 4 . We implement S 3 CMTF with C++, and OpenMP library for multi-core parallelization. Note that MATLAB might give an advantage to the competitors on speed because it supports auto-parallelization and high-degree optimization for matrix and array calculations. However, our main contributions still hold even in the case: S 3 CMTF scales to large data and a number of cores with high accuracy.
We conduct all experiments on a machine equipped with Intel Xeon E5-2630 v4 2.2GHz CPU and 256GB RAM. All parameters are set to the best found values. We mark out-of-memory (O.O.M.) error when the memory usage exceeds the limit and out-of-time (O.O.T.) error when the iteration time exceeds 10 4 seconds.
Performance of S 3 CMTF
We measure the performance of S 3 CMTF to answer Q1. As seen in Figure 1 and 4, S 3 CMTF improves the test error of existing methods by 2.1∼4.1× and decreases the running time for one iteration by 11∼43×. e details of the experiments are as follows.
Accuracy. We divide each data tensor into 80%/20% for train/test sets. e lower error for a same elapsed time implies the be er accuracy and faster convergence. Figure 1 shows the changes of test RMSE of each method on three datasets over elapsed time which are the answers for Q1. S 3 CMTF achieves the lowest error compared to others for the same elapsed time. For Net ix and Yelp, CMTF-Tucker-ALS shows O.O.M. error. On MovieLens, the best error of competitors is 2.904 of CMTF-OPT. In the same elapsed time, S 3 CMTF-opt20 achieves 3.6× lower error, 0.8037. For Net ix, we improve the error of CMTF-OPT (3.764) by 4.1× to achieve 0.9147. In Yelp, the best error of CMTF-OPT is 2.663. S 3 CMTF-opt20 shows the lowest error of 1.253 in a few tens of iterations, and a er then, it falls into an over-ing zone. S 3 CMTF-opt20 achieves 2.1× less error than the best of CMTF-OPT.
Yelp
MovieLens Netflix 10 1 10 2 10 3 10 4 Iteration time (sec) Figure 4 : Running time of each method for one iteration. S 3 CMTF-opt20 is 11∼43× faster than existing methods. Running time. We empirically show that S 3 CMTF achieves the best speed in terms of running time. Figure 4 shows the average running time of each method on the three data. S 3 CMTF-opt20 improves the running time of the best competitor by more than an order of magnitude for all datasets. In Yelp, S 3 CMTF-opt20 takes 25s for an iteration which is 11× faster than 283s of CMTF-OPT. In MovieLens, S 3 CMTF-opt20 takes 18s, 23× faster compared to 415s of CMTF-OPT. For Net ix, S 3 CMTF-opt20 achieves 43× faster running time (140s) compared to that of CMTF-opt (6,100s). Note that CMTF-Tucker-ALS shows O.O.M. error for all data except for MovieLens. ough S 3 CMTF-naive and S 3 CMTF-opt1 show comparable running times to that of CMTF-OPT for an iteration, they converge faster and are more accurate as shown in Figure  1 since they capture inter-relations between factors with higher model capacities. 
Scalability Analysis
We inspect scalability of our proposed method and others to answer Q2, in terms of two aspects: data scalability and parallel scalability. We use synthetic data of varying size for evaluation. As a result, we show the running time (for one iteration) of S 3 CMTF follows our theoretical analysis in Section 3.6. Figure 5c shows the linear Speed up of S 3 CMTF-naive and S 3 CMTF-opt. S 3 CMTF-opt earns higher Speed up than S 3 CMTFnaive because it reduces reading accesses for core tensor by utilizing intermediate data.
DISCOVERY
In this section, we use S 3 CMTF for mining real-world data, Yelp, to answer the question Q3 in the beginning of Section 4. We capture latent linear relations lying in data e ectively by jointly factorizing related data, which is hard to achieve with simple matrix or tensor factorizations. Latent Factor Analysis. We nd several latent factors from the Yelp review data. We perform S 3 CMTF on Yelp to factor matrices for each dimension. Each column of factor matrices represents a latent factor. Table 5 shows the latent factors of the 'business' dimension. Note that each latent factor represents a certain aspect of a business very well: e.g., the businesses with high value for their rst latent factor are related to 'Beauty & Health'. We observe a notably interesting phenomenon. For factor F3, many 'Walgreens' businesses from di erent locations are highly ranked simultaneously.
is clearly shows that the factorization result is highly reliable. S 3 CMTF e ectively captures latent factors by using not only review data but also additional information on user friendship, as well as city and category information of businesses.
CONCLUSION
We propose S 3 CMTF, a fast, accurate, and scalable CMTF method. S 3 CMTF signi cantly decreases the running time by lock-free parallel SGD update and reusing intermediate data. S 3 CMTF boosts up prediction accuracy by exploiting the sparsity of data, and interrelations between factors. S 3 CMTF shows 2.1∼4.1× less error compared to the previous methods and improves the running time by 11∼43×. S 3 CMTF shows linear scalability for the number of data entries and parallel cores. Moreover, we show the usefulness of S 3 CMTF for latent factor analysis by applying S 3 CMTF to a realworld data Yelp. Future works include extending the method to a distributed se ing.
