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Flocks of birds, schools of fish, insects swarms are examples of coordinated motion of a group that
arises spontaneously from the action of many individuals. Here, we study flocking behavior from
the viewpoint of multi-agent reinforcement learning. In this setting, a learning agent tries to keep
contact with the group using as sensory input the velocity of its neighbors. This goal is pursued by
each learning individual by exerting a limited control on its own direction of motion. By means of
standard reinforcement learning algorithms we show that: i) a learning agent exposed to a group
of teachers, i.e. hard-wired flocking agents, learns to follow them, and ii) that in the absence of
teachers, a group of independently learning agents evolves towards a state where each agent knows
how to flock. In both scenarios, i) and ii), the emergent policy (or navigation strategy) corresponds
to the polar velocity alignment mechanism of the well-known Vicsek model. These results show
that a) such a velocity alignment may have naturally evolved as an adaptive behavior that aims at
minimizing the rate of neighbor loss, and b) prove that this alignment does not only favor (local)
polar order, but it corresponds to best policy/strategy to keep group cohesion when the sensory
input is limited to the velocity of neighboring agents. In short, to stay together, steer together.
The spectacular collective behavior observed in insect
swarms, birds flocks, and ungulate herds have long fas-
cinated and inspired researchers [1–6]. There are many
long-standing and challenging questions about collective
animal behavior: How do so many animals achieve such
a remarkably synchronized motion? What do they per-
ceive from their environment and how do they use and
share this information within the group in order to co-
ordinate their motion? Are there any general rules of
motion that individuals obey while exhibiting collective
behavior? Since the last few decades, these questions
have been addressed with systematic field observations
coupled with mathematical models of animal behavior.
Data from experimental observations have been analyzed
in order to infer the rules that individuals follow in a
group [7–11] and numerous models have been proposed
to explain the observed flocking behavior [12–18]. The
great majority of flocking studies [1–17], except for few
exceptions (see [18] references therein), are based on a
velocity alignment mechanism that ensures that neigh-
boring individuals move in the same direction. However,
the origin of such a velocity alignment, from a cognitive
point of view, is not known, and neither its biological
function.
The natural mathematical language that we will use
here to discuss collective motion is the framework of
Multi Agent Reinforcement Learning (MARL) [19, 20].
In this scheme, the agents can perform actions in re-
sponse to external cues that they can sense from the en-
vironment as well as from other agents. The goal of each
agent is to achieve a given objective. In the case at hand,
the agents are individuals who can observe the behavior
of their close neighbors and react by steering according
to some rule. Since it has been hypothesized that there
exist many benefits associated to group-living, such as
predator avoidance [21] and collective foraging [22], we
assume that the objective of the agents is to increase
or maintain the cohesion of the group. The essence of
Reinforcement Learning (RL) is that, by repeated trial
and error, the agents can learn how to behave in an ap-
proximately optimal way so as to achieve their goals [23].
Here, we show that velocity alignment emerges sponta-
neously in a RL process from the minimization of the
rate of neighbor loss, and represents a optimal strategy
to keep group cohesion.
In the following we will consider individual agents that
move at constant speed in a two-dimensional box with
periodic boundary conditions. The density of agents is
kept fixed to ρ = 2 agents/(unit length)2. Updates are
performed at discrete time steps as follows. For the i-th
agent, the position update is:
rt+1i = r
t
i + v0v
t
i∆t , (1)
where rti and v
t
i , with ||vti || = 1, are the position and
moving direction, respectively, of the agent at time t;
the term v0 corresponds to the speed, which we fix
to v0 = 0.5, and ∆t = 1. At each time step, each
agents makes a decision on whether keeping the current
heading direction or performing a turn. The decision-
making process is based on the sensorial input of the
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2agent, which corresponds to the angular difference be-
tween the (normalized) average velocity defined by Pi =
(
∑
|rj−ri|<R v
t
j)/ni (with ni the number of neighbors of
agent i within its perception range R) and the moving
direction of the agent vti . Below, we take R = 1. We can
express the state as
sti = arg(Pi,v
t
i) , (2)
where the function arg(Pi,v
t
i) is defined as arccos(Pi ·
vti/||Pi||) for Pi ·(vti)⊥ > 0 with (vti)⊥ obtained by rotat-
ing pi/2 counter clockwise the unit vector vti , and minus
this quantity otherwise. This means that sti ∈ [−pi, pi).
For computational simplicity, we discretize sti by dividing
2pi into Ks equally spaced elements. In the RL language,
the relative angle sti is the contextual information that
defines the current state of the i-th agent. Knowing sti,
the agent updates vti by turning this vector an angle a
t
i
vt+1 = R(ati)vt , (3)
where R(ati) is a rotation matrix. Note that there are Ka
possible turning angles, equally spaced in [−θmax , θmax ].
In the RL jargon, choosing the turning angle ati represents
an ”action” performed by the agent. The association of
a given state sit with an action a
i
t is called a policy.
Policy evaluation takes place at each time step as the
agent receives a (negative) reinforcement signal in the
form of a cost ct+1i for losing neighbors within its percep-
tion range R
ct+1i =
{
1, if nt+1i < n
t
i
0, otherwise
(4)
where nti is the current number of neighbors. The goal
of the learning agent is to find a policy that minimizes
the cost. To achieve this goal the agent makes use of
a simple learning rule [23, 24]. The i-th learning agent
keeps in memory a table of values Qi(s, a) for each state-
action pair (here a matrix Ka × Ks) which is updated
at each step of the dynamics – only for the entry that
corresponds to the state just visited and the action just
taken – according to
Qi(s
t
i, a
t
i)← Qi(sti, ati) + α[ct+1i −Qi(sti, ati)] . (5)
This update rule effectively constructs an estimator for
the expected cost that will be incurred by starting in a
given state and performing a given action. The policy at
each time-step is based upon the current Qi according to
so-called −greedy exploration scheme:
ati =
{
argmin
a′
Qi(s
t
i, a
′) with prob. 1− 
an action at random with prob. 
. (6)
In the simulations we have used α = 0.005 and various
different schedules for the exploration probability [23].
We start by considering the case when there is a single
learning agent in a crowd of N teachers (see Figure 1)
FIG. 1. Learning to flock within a group of teachers.
(A) Scheme of reinforcement learning. (B) Neighbors (black)
within the perception range of the learner (red).
who have a hard-wired policy:
ati(s
t
i) =
 s
t
i if |sti| ≤ θmax
θmax if s
t
i > θmax
−θmax if sti < −θmax
. (7)
This decision rule is nothing else but a version of the Vic-
sek model of flocking with a discrete number of possible
moving direction and limited angular speed. Thus, teach-
ers display robust collective motion. The learning agent,
on the contrary, does not have a fixed policy, but one that
evolves over time as it acquires experience, i.e. by visit-
ing a large number states, and evaluating the outcome of
executing its actions. In this case we find that for suit-
ably chosen learning rates α and exploration probability
 the algorithm approaches an approximately optimal so-
lution to the decision-making problem after some period
of training.
In simulations, we break the training session into a
number of training episodes of equal prescribed duration
of 104 time steps. In each episode the teachers start with
random initial positions and velocities. After a transient,
they form an ordered flock and at this time we introduce
the learner and implement the learning algorithm. At
the very beginning, the learner starts with a Q-matrix
with all zero entries, which in a case of optimistic ini-
tialization (the naive learner expects to incur no costs),
a choice that is known to favor exploration [23]. From
one episode to the following, the learner keeps in mem-
ory the Q-matrix that it has learned so far. During the
training session, we measure the success of the learning
process with the average cost that a learner pays per time
step, that is the rate at which it is losing contact with
the teachers (see Fig. 2A). As the training progresses,
the rate at which neighbors are lost starts from an initial
value of 0.5, meaning that on average the learner loses
contact with some neighbor every other step, to decrease
and eventually saturate down to a value around 0.1 mean-
ing that the contact is kept for 90% of the time. In the
insets of Fig 2A we show samples of short trajectories
of the learner and some teachers at the early and later
phase of the training process. We observe that in the
early phase of the training, the learner essentially moves
at random (see movie1.mp4) and eventually it learns to
stay within the flock (see movie2.mp4). In Fig 2C we
3FIG. 2. Single learner results. (A) Performance of the learner as training progresses. The error bars indicate standard deviation
in the values in 20 training sessions. In the inset, some short trajectories of the learning agent (red) and teachers (black) at
the stages indicated by the arrows. The number of teachers is N = 200. The maximal turning angle is θmax = 3pi/16. (B) The
Q-matrix, i.e the average cost incurred for a given state-action pair by the teachers. White stars shows the action a taken by
the teacher when in state s. (C) Q-matrix of the learner at the end the training session. White stars denote the best estimated
action of the learner for each state.
show that the policy discovered by the learner is identi-
cal with the pre-defined policy of the teachers, see Eq.
(7) and Fig. 2B. It is important to remark that the one
and only goal of the learner is to keep contact with its
neighboring teachers, not to imitate their behavior. It
simply turns out that the best strategy for the learner is
in fact the underlying rule that was assigned to teachers.
Now, let us move our focus to the situation where
there are no teachers, but only N independently learning
agents (see Figure 3). A distinctive difficulty of applying
reinforcement learning to the multi-agent setting is that
all individuals have to concurrently discover the best way
to behave and cannot rely upon knowledge previously ac-
quired by their peers. However, we find that N learning
agents are able to overcome this hurdle and are actually
capable of learning to flock even in the case when all of
them start as absolute beginners (all Q-matrices initial-
ized to zero).
To characterize the performance of the learners, we
measure the average rate of loss of neighbors. In Fig 4A
we show the average cost for various groups sizes and
state-action space discretizations {Ks,Ka}. The cost
reaches a small and steady value after few hundreds of
episodes. As the group size grows, the performance re-
mains essentially the same. Conversely, refining the dis-
cretization allows to further reduce the costs: for 128 rel-
ative alignment angles and 28 turning angles the agents
do not lose neighbors for about 97% of the time.
The resulting Q-matrix at the end of the training, av-
eraged over all learners, is shown in Fig. 4B. The colors
represent the numerical values in the Q-matrix and the
discovered policy is shown with white points. We ob-
serve that the discovered policy is the same that the one
learned by the single agent with N teachers.
FIG. 3. Multi-agent concurrent learning. (A) Multiple
agents with their perception range. (B) Agents interact with
short-range, reciprocal interactions.
4FIG. 4. Results for the multi-agent concurrent learning. (A) Average performance of learners in groups of different sizes.
Black, magenta and blue colors corresponds to state-action spaces of size {Ks,Ka}={32, 7}, {64, 14}, {128, 28} respectively.
Error bars indicate standard deviation in the average values for each agent. (B) Average Q-matrix at the end of the training
for N = 200 agents with combination of {Ks,Ka}={32, 7}. White points indicate actions with estimated minimum cost for
given state. The colors represent values in the Q-matrix.
It is worth stressing that all agents independently learn
the same strategy. We have collected the values of the
Q-matrix for a given state (s = 0) and different actions,
for all agents, at the end of training. The histogram
for the frequency of Q values is shown in Fig. 5 where
one can observe that there is a clear gap that separates
the estimated costs for the optimal turning angle, which
lie around 0.1, from the suboptimal actions that have
significantly larger costs.
A customary measure of the degree of alignment is the
polar order parameter:
ψ(t) =
1
N
∣∣∣∣∣
∣∣∣∣∣
N∑
i=1
vti
∣∣∣∣∣
∣∣∣∣∣ . (8)
If all the agents are oriented randomly then, as N →∞,
ψ → 0 whereas if all the agents are oriented in the same
direction then ψ = 1. In Fig 6 we show the evolution of
order parameter versus the average cost as the multi-
agent learning is advancing. We observe that in the
early phases of training the rate of loss of neighbors is
comparatively high and the direction consensus among
the agents is low, in agreement with the notion that the
agents are behaving randomly (see movie3.mp4). As the
learning progresses, the agents discover how to keep cohe-
sion, and in doing so they achieve a highly ordered state
(see movie4.mp4).
Therefore we conclude that the obtained results proves
that the velocity alignment mechanism of the Vicsek
model (see Eq. (7)) – based on energy minimization
of spin-spin interaction of the XY model – can spon-
taneously emerge, counterintuitively, from the minimiza-
tion of neighbor-loss rate, and furthermore represents an
optimal strategy to keep group cohesion when the per-
ception is limited to velocity of neighboring agents. In
FIG. 5. All agents independently learn the same optimal
strategy. The histogram shows the frequency of a give numer-
ical value of Q(0, a) across all learners, at the end of training.
The best action a = 0 always performs better than any other
action. The same holds for other states (not shown). Data
obtained with N = 100 agents, Ks = 32, Ka = 7.
5summary, if the agents want to stay together, they must
learn that they have to steer together.
FIG. 6. Average polar order parameter 〈ψ〉 versus the rate
of loss of neighbors. In the insets we show a few short trajec-
tories of naive and trained agents.
In more general terms, we have shown that Multi-
Agent Reinforcement Learning can provide an effective
way to deal with questions about the emergence of collec-
tive behaviors and the driving forces behind them. Our
present contribution is just an initial step in this direction
and we feel that prospective applications of this approach
remain largely unexplored.
For instance, in the present work we have decided at
the outset the structure of the perceptual space of the
agents, namely the choice of the radius of perception as
the relevant parameter and of the relative angle as the
relevant state variable. In doing so, we bypassed funda-
mental questions like: Is the metric distance the most
appropriate choice for ranking neighbors ? How should
the information given by other individuals be discounted
depending on their ranking ? A more ambitious approach
would tackle these issues directly through MARL and try
to learn from experience what are better choices of the
state variable that allow to achieve optimal cohesion.
As another example, here we have tasked our agents
with the goal of keeping contact with neighbors, which
in itself is understood to be a secondary goal motivated
by the primary need of avoiding predators (safety by the
numbers) or of increasing the efficiency of foraging. Can
one recapitulate the congregation behavior by tasking
agents with the primary goal itself ? More explicitly,
would agents learn to align themselves by rewarding be-
haviors that reduce their risk of being predated or in-
crease their chance of getting some food ?
Also, in this paper we have considered a group of iden-
tical agents. When agents differ for their perceptual abil-
ities or their dexterity in taking the appropriate actions,
then competitive behaviors may arise within the group
and the problem acquires a new challenging dimension.
How much heterogeneity and competition can be toler-
ated before it starts impacting the benefit of staying in
a group ?
These and many other questions lend themselves to be
attacked by the techniques of MARL and we believe that
the approach that we have delineated here will show its
full potential in the near future.
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