Spoken medical dialogue is a valuable source of information for patients and caregivers. This work presents a first step towards automatic analysis and summarization of spoken medical dialogue. We first abstract a dialogue into a sequence of semantic categories using linguistic and contextual features integrated in a supervised machine-learning framework. Our model has a classification accuracy of 73%, compared to 33% achieved by a majority baseline (p<0.01). We then describe and implement a summarizer that utilizes this automatically induced structure. Our evaluation results indicate that automatically generated summaries exhibit high resemblance to summaries written by humans. In addition, task-based evaluation shows that physicians can reasonably answer questions related to patient care by looking at the automatically-generated summaries alone, in contrast to the physicians' performance when they were given summaries from a naïve summarizer (p<0.05). This work demonstrates the feasibility of automatically structuring and summarizing spoken medical dialogue.
I. Introduction
Medical dialogue occurs in almost all types of patient-caregiver interaction, and forms a foundation for diagnosis, prevention and therapeutic management. In fact, studies show that up to 80% of diagnostic assessments are based solely on the patient-caregiver interview. 1 Automatic processing of medical dialogue is desirable in multiple contexts -from clinical and educational, to financial and legal. Caregivers can use the results of this processing for informed decision-making, researchers can benefit from large volumes of patient-related data currently unavailable in medical records, and health care providers can enhance communication with patients by understanding their concerns and needs. All of these users share a common constraint: none of them wants to wade through a recording or transcript of the entire interaction.
To illustrate the difficulty of accessing medical dialogue, consider 30 seconds of an error-free transcript of an interaction between a dialysis patient and a nurse (see Figure 1 ). This excerpt exhibits an informal, verbose style of medical dialogue -interleaved false starts (such as "I'll pick up, I'll give you a box of them"), extraneous filler words (such as "ok") and nonlexical filled pauses (such as "Umm"). This exposition also highlights the striking lack of structure in the transcript: a request for more supplies (e.g. "kidney", which in this context refers to a dialyzer) switches to a question about a patient's symptom (e.g. shoulder pain) without any visible delineation customary in written text. Therefore, a critical problem for processing dialogue transcripts is to provide information about their internal structure. This paper presents the first attempt to analyze, structure and summarize dialogues in the medical domain. Our method operates as part of a system that analyzes telephone consultations between nurses and dialysis patients in the home hemodialysis program at Lynchburg Nephrology, the largest such program in the United States. 2 By identifying the type of a turnClinical, Technical, Backchannel or Miscellaneous -we are able to render the transcript into a structured format, amenable to automatic summarization. The Clinical category represents the patient's health, the Technical category encompasses problems with operating dialysis machines, the Miscellaneous category includes mostly scheduling and social concerns, while Backchannels capture greetings and acknowledgments.
In addition, automatically processing medical dialogue has important implications for the development and evaluation of conversational systems. Current methods for developing automated dialogue systems rely on large amounts of labeled data for training; 3 human annotation of this material is an expensive and lengthy process. Our system can provide an initial annotation which can be further refined by a human, if necessary. Furthermore, for evaluation of automated dialogue systems, structure of the dialogue can be analyzed and compared to humanhuman dialogues. An interesting direction in analyzing the performance of automated dialogue systems is their comparison with human-human dialogues. Understanding similarities and differences in structure between human-human and machine-human dialogues can further advance the development of automated systems. Our method may also be used for mixed conversational systems, in which part of the dialogue is routed to an automated system (i.e. scheduling), as opposed to a clinical or technical query, which requires the attention of a human caregiver. Finally, our classification allows a provider to distill the portions of the dialogue that support medical reasoning and are of primary interest to clinicians. In the long run, knowing the distribution of patient requests can improve the allocation of resources, and ultimately provide better quality of health care.
Our system has two main components:
Structure Induction We present a machine learning algorithm for classifying dialogue turns with respect to their semantic type. The algorithm's input is a transcription of spoken dialogue, where boundaries between speakers are identified, but the semantic type of the dialogue turn is unknown. The algorithm's output is a label for each utterance, identifying it as Clinical, Technical, Backchannel and Miscellaneous. Our algorithm makes this prediction based on a shallow meaning representation encoded in lexical and contextual features. We further improve the classification accuracy by augmenting the input representation with background medical knowledge.
Summarization
We introduce a novel way to extract essential dialogue turns within our domain of spoken medical dialogue using the discourse structure just described. Our goal is to provide a caregiver with a succinct summary that preserves the content of a medical dialogue, thereby reducing the need to leaf through a massive amount of unstructured and verbose transcript.
In order to assess the performance of the summarizer and the contribution of structure induction, we describe a framework for evaluation of medical dialogues. Our first evaluation method follows an intrinsic methodology, commonly used in the text summarization community. 4 We compare automatically-generated summaries with a "gold standard" summary created by humans, assuming that a better automatic summary exhibits high overlap with a "gold standard" summary. Our second evaluation is task-based. Doctors were asked to use our summaries to answer questions concerning various aspects of patient care, ranging from clinical assessment to scheduling issues. We compare their responses to randomly-generated summaries and to a "gold standard" summary.
II. Related Work
In recent years, a variety of summarization algorithms have been developed for text, 5, 6 and are primarily applied for summarizing newspaper articles. 7, 8 Our work builds on these approaches in the design of a summarization algorithm for medical dialogues. For instance, some of the features used in our algorithm, such as position information and sentence length, have been shown useful in summarization of written materials. 9, 10, 11 Our emphasis on spoken discourse sets us apart from the efforts to interpret written medical text. 12, 13, 14 In particular, our work differs in two significant directions:
1. The essential component of our method is structural representation of dialogue content, tailored to the medical domain. We show that this scheme can be reliably annotated by physicians, effectively computed and integrated within a summarization system.
2. We propose a novel task-based evaluation method that assesses usefulness of our summaries in the medical setting. Research in text summarization has revealed that designing a taskbased evaluation is challenging; frequently a task does not effectively discriminate between systems. In contrast, we show that our task-based evaluation does not suffer from this drawback, and can be used to evaluate other summarization systems for medical dialogues.
III. Method

A. Data Collection
We collected our data from the Lynchburg Nephrology program, the oldest and largest home hemodialysis program in the United States. 2 All phone conversations between nurses and 25 adult patients treated in the program from July to September of 2002 were recorded using a telephone handset audio tap ("QuickTap", made by Harris, Sandwich, IL) and a recorder. The home hemodialysis nurses recorded the conversations whenever a call was made and stopped the recorder when the conversation ended.
All patients and nurses whose questions and answers were recorded read and signed an informed consent form approved by the MIT Committee on the Use of Humans as Experimental Subjects.
At the end of the study period, we received a total of six cassette tapes, consisting of 118 phone calls, containing 1,574 dialogue turns with 17, 384 words. The conversations were transcribed, maintaining delineations between calls and speaker turns. The data were then divided chronologically into training and testing sets. The distribution of semantic types for each set is shown in Table 1 .
B. Structure Induction
Semantic Taxonomy
Our annotation scheme was motivated by the nature of our application -analysis of phone consultations between a nurse and a dialysis patient. It is defined by four semantic types - 
Kappa agreement
Two domain experts, specializing in Internal Medicine and Nephrology, independently labeled each dialogue turn with its semantic type. Each annotator was provided with written instructions that define each category and was given multiple examples (see Appendix A). To validate the reliability of the annotation scheme, we computed agreement using the kappa coefficient. 15 Complete agreement would correspond to a kappa of 1.0. We computed the kappa to be 0.80, which is "substantial" agreement. 15 This kappa suggests that our dialogue can be reliably annotated using the scheme we developed.
Basic Model
Our goal is to identify features of a dialogue turn that are indicative of its semantic type and effectively combine them. Our discussion of the selected features is followed by a presentation of the supervised framework for learning their relative weights.
Feature selection: Our basic model relies on three features that can be easily extracted from the transcript: words of a dialogue turn, its length and words of the previous turn.
Lexical Features Clearly, words of an utterance are highly predictive of its semantic type. We expect that utterances in the Clinical category would contain words like "pressure", "pulse"
and "pain", while utterances in the Technical category would consist of words related to dialysis machinery, such as "catheter" and "port". To capture colloquial expressions common in everyday speech, our model includes bigrams (e.g. "I am") in addition to unigrams (e.g. "I"). 
Durational Features
Feature weighting and combination:
We learn the weights of the rules in the supervised framework using Boostexter, 16 a state-of-the-art boosting classifier. Each object in the training set is represented as a vector of features and its corresponding class. Boosting works by initially learning simple weighted rules, each one using a feature to predict one of the labels with some weight. It then searches greedily for the subset of features that predict a label with high accuracy.
On the test data set, the label with the highest weighted vote is the output of the algorithm.
Data Augmentation with Background Knowledge
Our basic model relies on the shallow representation of dialogue turns, and thus lacks the ability to generalize at the level of semantic concepts. Consider the following scenario: the test set consists of an utterance "I have a headache" but the training set does not contain the word "headache." At the same time, the word "pain" is present in the training set, and is found predictive of the Clinical category. If the system knows that "headache" is a type of "pain", it will be able to classify the test utterance into a correct category. In our previous work, we described methods that bridge this gap by leveraging semantic knowledge from readily available data sources. 17 These methods identify the semantic category for each word, and use this information to predict the semantic type of a dialogue turn.
Our best algorithm derives background knowledge from clusters of semantically-related words automatically computed from a large text corpus. Clustering provides an easy and robust solution to the problem of coverage as we can always select a large and stylistically appropriate corpus for cluster induction. This is especially important for our application, since patients often use colloquial language and jargon. In addition, similarity based clustering has been successfully used in statistical natural language processing for such tasks as name entity recognition and language modeling. 18, 19 To construct word classes, we employ a clustering algorithm that groups together words with similar distributional properties. 18 In our experiments, we applied clustering to a corpus in the domain of medical discourse that covers topics related to dialysis. We downloaded the data from a discussion group for dialysis patients available in the following url:
http://health.groups.yahoo.com/group/dialysis_support. Our corpus contains more than one million words corresponding to discussions within a ten-month period. We empirically We also used semantic types from a large-scale human-crafted resource, UMLS, for data augmentation. Unfortunately, the results we obtained are less successful than those using word clusters. a The first four rows of Table 3 show the contribution of different features of the basic model.
Results of Semantic Type Classification
Words of the dialogue turn alone combined with both the length of the turn and the words of the previous utterance achieve an accuracy of 70%. Table 4 shows the most predictive features for each category. The last row in Table 3 demonstrates that adding background knowledge improves the performance of the model modestly, achieving a 3% gain over the basic model.
Even at the current level of performance (73%), we are able to use this model's predicted semantic types to generate summaries that are comparable to manual summaries created by physicians (see Section V).
In an effort to determine whether predictive features are easily identifiable by humans, we also compare the accuracy of our model to that of a classification algorithm that uses manually identified words chosen from our data. 20 In this approach, a domain expert manually identifies the most predictive features for each category, instead of automatically learning it from the data.
For every category, an expert assigned a set of representative words. The weight of the words is determined by the count of instances it occurred in the training data for that particular category.
When a new data segment is presented, we computed the score for each class by summing the word scores derived from the training data for every word in the segment that appears in the expert's list. The class with the highest vote wins. This model achieves an accuracy of 61%. This unexpectedly low result demonstrates the complexity of semantic annotation for medical dialogues, and justifies the use of machine learning methods.
C. Summarization
In the next section, we describe our method for automatically extracting key dialogue turns using the semantic types we defined. The extracted dialogue turns will comprise the summary for each dialogue.
Telephone dialogues between caregivers and patients may provide additional information to the health team for individual management of patients as well as for identifying the bulk of patient requests. Availability of this data is important for continuity of individual patient care as well as for proper allocation of health resources. However, an entire transcript of dialogue is not helpful for caregivers who are often pressed for time. Summarized versions of the transcript, which preserves the main contents, will provide the information in a more concise form.
Our extraction method consists of three consecutive steps:
Step 1: Remove Backchannels -By definition, backchannels contain greetings and acknowledgements that carry very little information value for health care providers. Removing backchannels should not affect the quality of information that is essential in summarization.
Examples of backchannels are "Hello.", "Hi, is Martha there?", "That's ok." and "Thank you. " We remove all backchannels from the dialogues at the beginning of the process.
After this, each dialogue only contains dialogue turns from the following three categories:
Clinical, Technical and Miscellaneous.
Step 2: Dialogue Segmentation -Our manual corpus analysis revealed that a typical dialogue in our domain contains more than one topic. 21 Therefore, a summary has to include dialogue turns representative of each topic. We computed topics by segmenting a dialogue into blocks of Figure 3 .
Step 3: Dialogue Turn Extraction -Next, we extract key utterances from each segment.
Following a commonly used strategy in text summarization, we select the leading utterance of each segment. 22 We hypothesize that the initial utterance in a segment introduces a new topic and is highly informative of the segment's content.
This extraction strategy may be deficient for long segments since such segments may discuss several topics of the same semantic type. For instance, a patient may discuss his vital signs while doing dialysis and then proceed to talk about back pain. Thus, for segments with more than two dialogue turns, we select the longest dialogue turn in addition to the initial one. We hypothesize that introducing a new topic will contain a lot of new information and will therefore contain more words. Figure 3 shows one run of the algorithm. The summarizer compresses a conversation of 14 into five key dialogue turns.
Predicted Semantic Type vs. True Semantic Type
Our summarization takes as input a dialogue in which every turn is annotated with its semantic
type. An obvious way to obtain this information is to use an automatic classification method described in Section B for generating semantic types for each dialogue turn. We refer to these automatically generated labels as "predicted semantic types." In our experiments, we also consider summaries that use "true semantic types," that is, types manually assigned by human experts to each dialogue turn. Analyzing the performance of the model based on the "true semantic types" would allow us to measure whether structural information helps. Comparing summaries based on "true semantic types" with summaries based on "predicted semantic types"
would reveal the impact of classification accuracy on the quality of the produced summaries.
Note that there is one caveat in this comparison: summaries of the two types may have different lengths for the same dialogue. This happens because our summarization method captures changes in conversation topics by identifying switches in semantic types of the dialogue turns.
We found that summaries based on "true semantic types" contain 38% of the original dialogues, compared to the summaries based on "predicted semantic types" which contained 53% of the original dialogues. The discussion of our evaluation results in the next section takes this discrepancy into account.
IV. Evaluation Method
We first describe two alternative summarization strategies that we use for comparison with our system. We then introduce two evaluation frameworks for testing our summarizer.
A. The "Gold Standard" -Manual Dialogue Turn Extraction
We created a "gold standard" summary for evaluating our automatically extracted dialogue turns.
Two physicians were given instructions to select dialogue turns that cover the most essential topics within each dialogue. For each dialogue, we limited the number of dialogue turns the human subjects could select ranging from a single turn up to 1/3 of the total turns in a dialogue (see instructions in Appendix B). We obtained summaries for 80 dialogues. Twenty summaries were summarized by two physicians while the remaining 60 were summarized by a single physician.
Measure of Agreement
We assess the degree of agreement between two humans by comparing selected dialogue turns for 20 dialogues that both physicians summarized. First, we calculated their percentage of agreement in manually selecting dialogue turns that best represent each dialogue. Second, we calculated an odds ratio to further illustrate agreement. Percentage of agreement is defined as the number of dialogue turns that both physicians included in the summary, divided by the total number of dialogue turns in the summary. The actual observed agreement is 81.8% between the two physicians. In addition, we computed the kappa to be 0.5, which is "substantial" agreement. 15 We also computed the odds ratio, which shows the relative increase in the odds of one subject making a given decision, given that the other subject made the same decision, is 10.8. It indicates that the odds of Subject 2 making a positive decision increases 10.8 times for cases where Subject 1 makes a positive decision, which is statistically significant (p<0.0003, log odds ratio). 23 These two measurements indicate that dialogue turn extraction can be reliably performed by humans in our domain.
B. Baseline Summary
The baseline summaries were produced by randomly selecting a third of the dialogue turns within each dialogue, independently of their semantic types. Random baselines are routinely used for comparison in the natural language domain. 24, 25 In a task-based evaluation, random extraction methods commonly rival automatic methods since humans can compensate for poor summary quality by their background knowledge.
We therefore have the complete dialogue and four types of summaries for each dialogue: the "gold standard", a randomly generated baseline, summaries based on "true semantic types", and summaries based on "predicted semantic types". Appendix C shows a sample of all four summaries with the original complete dialogue.
C. Intrinsic vs. Extrinsic Evaluation
Our evaluation is composed of two parts -intrinsic and extrinsic. 26, 27 In the intrinsic part, we compare the automatically generated summaries to the "gold standard." The key assumption is that automatically generated summaries that have higher overlap with the "gold standard" are better summaries. In the extrinsic part, we do a task-based evaluation and measure how useful the summaries are in preserving information important in the medical setting.
Intrinsic Evaluation
To measure the degree of overlap between an automatically computed summary and the "gold Using these measures, we compare automatically generated summaries using "predicted semantic types" and "true semantic types" with the "gold standard" and the random baseline. We use 2-tailed Fisher's Exact test to determine statistical significance.
Extrinsic (Task-Based) Evaluation
Our goal in this section is to determine whether the summaries are sufficient to provide caregivers with information that is important for patient care. We consulted with dialysis physicians and nurses to create a list of key questions based on topics that commonly arise between hemodialysis patients and caregivers. 2, 28 (see Table 5 ) The questions address relevant issues in clinical assessment, technical support and overall delivery of quality patient care.
We distributed 200 dialogues, comprised of the complete version of 40 dialogues and four "summaries" of these same dialogues: (1) the manually created summaries; (2) the summaries based on randomly-extracted dialogue turns; (3) summaries based on the "true semantic types" of the dialogue turns; and (4) summaries based on the "predicted semantic types" of the dialogue turns. We had five licensed physicians (who did not participate in the selection of questions or in the manual summarization process) answer each of the six "yes/no" questions using each of 40 dialogues. It has been noted previously that when humans are asked to answer otherwise (e.g.
NA or unknown), other factors come into play, such as a person's degree of decisiveness in committing to a response. Humans who are indecisive may tend to answer "NA" to a lot of questions and further bias the results. A similar experimental design has been adopted in other summarization systems. 29 The physicians received written instructions prior to performing their one hour. Based on the complete dialogue, 30% of the answers to these questions are "yes" and 70% are "no." The characteristics of the complete data set are provided in Table 6 below. We compare the number of questions that physicians answered correctly using our summaries with answers based on the "gold standard" and the random baseline. Sign test was used to measure statistical significance.
V. Summarization Results
We report the results of the intrinsic and extrinsic evaluation.
A. Intrinsic Evaluation
The precision, recall and F-measure for the random baseline and the computer-generated summaries are shown in Table 7 . The results indicate that machine-generated summaries outperform random summaries by a wide margin. The results of 2-tailed Fisher's Exact test comparing various summaries is shown in Table 8 . As expected, recall was better for the summary that was generated using the predicted semantic types compared to true semantic types because it contained more dialogue turns. It is more important to note the effect on precision, which is less influenced by the length of the summaries. Precision was significantly better for both summaries compared to the random baseline and there was no difference between the precision of the two summaries. These results demonstrate the contribution of structural information to text summarization.
B. Extrinsic (Task-Based) Evaluation
We report the results of physicians' answers to each of our six questions when given various summaries for 40 dialogues. We assume that answers based on the complete dialogues are the correct ones. The numbers of correct responses are shown in Table 9 for each summary type. The summaries based on true semantic types outperformed all other summaries. Computer generated summaries based on predicted semantic types performed comparably, allowing physicians to correctly answer 81% of questions.
Statistical significance was measured using Sign test comparing summaries generated using our method to random summaries as shown in Table 10 . Sign test has been used in the speech recognition domain to show systematic evidence of differences in a consistent direction, even if the magnitudes of the differences are small. 30 The automatically generated summaries outperform random summaries on five questions, with a tie for the sixth (see Table 9 ). Using one-tailed Sign test, this difference was significant. This test is applicable for our evaluation: we want to measure the degree of improvement our method has over the random baseline. Using two-tailed Sign test, there is no significant difference between computer-generated summaries and manually-generated or random summaries.
VI. Conclusion and Future Work
This work presents a first step towards automatic analysis of spoken medical dialogue. The backbone of our approach is an abstraction of a dialogue into a sequence of semantic categories.
This abstraction uncovers structure in informal, verbose conversation between a caregiver and a patient, thereby facilitating automatic processing of dialogue content. Our method induces this structure based on a range of linguistic and contextual features that are integrated in a supervised machine-learning framework. We demonstrate the utility of this structural abstraction by incorporating it into an automatic dialogue summarizer. Our evaluation results indicate that automatically generated summaries exhibit high resemblance to summaries written by humans.
Our task-based evaluation shows that physicians can reasonably answer questions related to patient care by looking at the summaries alone, without reading a full transcript of a dialogue.
We believe that further refinement of the presented summarizer would ultimately spare the physician from the need to wade through irrelevant material ample in dialogue transcripts.
Automatic segmentation of dialogues by topics and the use of more expressive statistical models to capture the sequential structure of dialogue will likely enhance the summarizer's performance.
In the future, we plan to extend this work in three main directions. First, we will apply our method to automatically recognized conversations. Clearly, automatic speech recognition will introduce mistakes in a transcript. At the same time, we will have access to a wealth of acoustic features that provide additional cues about dialogue content. For instance, a pause may be a strong indicator of topic switch. Therefore, we will explore the use of acoustic features to compensate for recognition errors in the transcript. Second, we will refine our annotation scheme to include more semantic categories. This would support a deeper analysis of medical dialogue.
To achieve this goal, we will experiment with more expressive statistical models able to capture the sequential structure of medical dialogue. Possible modeling methods include hidden Markov models and conditional random fields. 31, 32 Finally, we will explore query-based summarization as opposed to generic summarization 33 . In our current implementation, the summaries are not tailored to specific information needs of a care provider. By knowing what information is of 
Appendix A: Request for Annotation
We provide here the instructions and examples for annotating dialogue turns within our dialogues.
A.1. Instructions
Dear Doctor, I would like to request your participation in annotating a transcription of a telephone dialogue between dialysis nurses and patients. This annotation will be used to help identify the most frequent reasons for calls to a dialysis unit by actual patients. It will be used in conjunction with other methods in helping identify the topics that are pertinent to patients who undergo home hemodialysis.
The dialog will be segmented by utterances or each person's turn in the actual dialogue. Each turn will be labeled as belonging to one of several categories:
1. Clinical 2. Technical 3. Greetings and acknowledgements
Miscellaneous
As implied by the category names, a clinical utterance is anything that pertains to a clinical topic, such as the patient's health, medications, laboratory tests (results) or any concerns or issues the patient or nurse has regarding the patient's health. Examples include:
1. You see, his pressure's dropping during his treatments.
Do you want me to do blood test?
A technical utterance relates to machine problems, troubleshooting, electrical, plumbing, or any other issues that require technical support. This also includes problems with performing a procedure or laboratory test because of lack of or defective materials, as well as a request for necessary supplies. Procedures for doing a laboratory test will also be classified as technical.
Examples include:
1. The machine is stuck 2. That's where you spike it, the second port is the one where you draw from.
Greetings include "hellos" and "goodbyes" that are typically located at the beginning and end of a call.
Acknowledgements and confirmatory responses to questions include "aha", "ok", "alright", "yes", etc. Examples of this category include:
1. Hello, is S__ there?
Thanks for calling.
Any other utterances can be classified as miscellaneous. These include (but are not exclusive to) scheduling (a clinical or technical meeting or appointment), personal conversations, etc. Examples include:
1. I'll call you back
I'm just helping out till they get back from vacation
An utterance should be taken within the context of the conversation. (e.g. "I'm taking two" should be categorized as clinical if the conversation is regarding how many tablets a patient is taking.) However, "ok", "yes" and other acknowledgements should be categorized as confirmations.
Please indicate the categorizations by marking the clinical utterances with "C", the technical utterances with "T", acknowledgements/greetings with "A" and miscellaneous utterances with "M". A sample annotation is given below.
An utterance can be categorized into more than one topic. If any utterance appears to belong to more than one topic, please indicate both categories. For example,
1. "You know the meter on the machine, and I couldn't get it to come out so I called technical support. He said someone will call him but nobody called me."
This can be technical because it concerns the machine or miscellaneous because it refers to someone who needs to call.
You can indicate "T" or "M" in this case. This participation is voluntary and any specific data you provide will not be published or made available without your consent.
Thank you.
A.2. Sample of Annotated Dialogue
C Just changed it this morning, he said it's not sore. It's still got the dressing on it, didn't take it out last night in case it drains again. Technical:
1. Umm, I'm out of kidneys.
2. That's where you spike it; the second port is the one where you draw from.
Miscellaneous: Table 3 : Accuracy of the models based on various feature combinations
Models Accuracy
Dialogue turn 69%
Dialogue turn with length 70%
Dialogue turn with previous turn 68%
Basic Model (Dialogue turn with length and previous turn) 70%
Knowledge-Augmented Model 73% Computer-generated using true semantic type vs. Manual
NS NS
Computer-generated using predicted semantic type vs.
Manual NS NS
Computer-generated using predicted semantic type vs. true semantic type NS NS
