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RESUME
Avec la mécatronique, la recherche effectuée dans ce domaine touche nécessairement à
plusieurs disciplines. Cela engendre des problèmes de recherche applicationnels très diversifiés.
C'est pourquoi il est important d'établir une plateforme de travail à l'aide d'outils académiques
modulaires qui permet de passer d'un algorithme ou d'un problème d'application vers un
prototype fonctionnel à tester en laboratoire sur FPGA. Une méthodologie intégrant des outils
comme Xilinx System Generator, SimPowerSystems et GAPPA offre un environnement de
développement organique qui peut évoluer avec la direction de la recherche, tout en évitant les
coûts d'une solution commerciale intégrée. De plus, l'accessibilité de ces outils et l'élaboration de
cette méthode permettent d'éviter les coûts et le temps de formation du personnel nécessaire
avec des outils commerciaux plus complexes. Dans un cadre académique, cela facilite l'intégration
de nouveaux étudiants dans un projet de recherche.
La méthode de prototypage rapide est développée afin d'offrir à l'usager de la plateforme de
développement une procédure optimale de conception, de validation, de co-simulation et
d'optimisation du modèle. Une application de commande vectorielle des moteurs à induction
devant répondre à des conditions d'exécution sévères (un court temps de réponse, une taille sur
FPGA décente, etc.) est ici proposée afin de développer et tester cette méthode de conception.
Les temps de développement sont évalués et la précision des résultats est analysée afin de
confirmer la viabilité de cette méthode de prototypage.
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CHAPITRE 1
Introduction et problématique
1.1 Introduction générale
Cette recherche s'inscrit dans le cadre d'une thèse de maîtrise en ingénierie, dont le sujet
consiste à réaliser la commande vectorielle des moteurs à induction sur une seule puce
reconfigurable tout en respectant une contrainte de temps de calcul de quelques microsecondes.
Cela est fait pour remédier aux implementations DSP (digital signal processors) nécessitant des
temps d'exécution assez longs, notamment si l'on inclut l'algorithme de calcul PWM (pulse-width
modulation) ainsi que des estimateurs complexes de grandeur difficilement mesurables. De plus,
cette recherche vise la mise en place d'une plateforme de travail et d'une méthode de
développement standardisées de manière à fournir une technique de conception optimale pour
des applications futures.
1.2 Contexte et revue bibliographique
Actuellement, les fonctions algorithmiques sont généralement implémentées sur deux types
de plateforme programmable, soit les DSPs et les FPGA (field programmable gate arrays). Les
FPGAs peuvent exécuter de multiples opérations en parallèle, ce qui leur donne un avantage sur
les DSPs dans le domaine de la mécatronique comme indiqué dans [1]. L'intérêt de ce domaine
d'ingénierie interdisciplinaire est de concevoir des systèmes automatiques puissants et de
permettre le contrôle de systèmes hybrides complexes. Des plateformes DSP incluant une carte
comme la DS1103 de dSPACE sont d'excellents outils encore aujourd'hui utilisés pour le
prototypage rapide de contrôle, tel que dans [2] et [3]. Comme ces cartes utilisent des DSPs à
virgule flottante avec un langage logiciel de haut niveau, ce sont des outils moins appropriés pour
supporter le contrôle d'applications hautement modulaires. Avec des langages à description
matérielle comme le VHDL et des outils de synthèse pour FPGAs reconfigurables peu coûteux, le
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prototypage rapide d'algorithmes modulaires et complexes constitue une solution efficace déjà
observable dans [4][5][6] .
Cependant, le développement sur ces puces n'est pas simple et une plateforme de travail
intégrée devient nécessaire afin de concevoir, modéliser, simuler et optimiser. Comme i! s'agit
d'une plateforme de recherche, il est intéressant de vérifier la viabilité des outils académiques
accessibles et maintenus indépendamment en assurant les liens entre chaque outil. De cette
manière, chaque module de développement peut évoluer et faire bénéficier à la méthode des
nouvelles fonctionnalités et performances sans délai important.
Pour le contrôle vectoriel, les modules clés comme l'estimateur de flux, la transformée de
Park, les régulateurs PI (proportional-integral) et le générateur PWM sont particulièrement
exigeants en calcul. Leur réalisation matérielle avec l'outil de conception DSP System Generator de
Xilinx (XSG) œuvrant dans l'environnement Matlab/Simulink constitue le cœur de cette thèse.
Particulièrement, la recherche s'intéresse à la méthode de conception qui assure la détermination
rapide des précisions d'entrée et de sortie en termes de bits pour chacun des nombreux blocs
constituant le contrôle vectoriel. L'intégration de l'outil GAPPA pour accélérer l'établissement et
l'optimisation des précisions d'un modèle XSG au sein d'une méthode de prototypage n'a pas, au
mieux de notre connaissance, de précédents dans la littérature. Un exemple du type d'utilisation
actuelle de GAPPA est présenté dans [7].
Pour le design et la simulation, les plateformes commerciales offertes par les compagnies
canadiennes RTDS Technologies [8] et OPAL-RT [9] proposent des performances intéressantes,
mais les coûts sont très élevés. De plus, ces solutions intégrées force l'usager à ne pas profiter de
la flexibilité de gérer des outils académiques indépendamment. Comme alternative aux coûts
importants des systèmes commerciaux, les auteurs de [10] [ l l ] proposent une solution peu
coûteuse qui se nomme VTB-RT (Virtual Test Bed Real Time). Cette méthode utilise du matériel
commun (des PCs ordinaires) et le système d'exploitation Linux. Il est cependant nécessaire
d'effectuer la configuration de ces systèmes et de migrer les modèles vers ces outils, ce qui force
l'usager à dépendre une fois de plus d'une solution d'un tiers parti. La méthode de
développement de cette thèse va plutôt regarder l'intérêt d'intégrer les modèles XSG à des
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modèles SPS [SimPowerSystems) dans l'environnement Simulink et de simuler à l'aide du mode de
co-simulation appelé « co-simulation libre » qui utilise un FPGA dans la boucle.
Les résultats de cette thèse serviront comme base de conception pour le prototypage rapide
de toutes sortes d'algorithmes de contrôle haute performance déjà existants ou à venir, ainsi que
d'autres applications diverses (MEMS, biologie, etc.).
1.3 Problématique
Cette recherche vise le développement d'un contrôle vectoriel avec PWM et génération
d'ondes entièrement sur FPGA, ainsi que d'une plateforme de travail pour toutes les phases du
développement à l'aide d'outils académiques accessibles et gérés individuellement. La méthode
de prototypage rapide doit être suffisamment flexible pour être réutilisée lors de projets futurs de
mise en oeuvre d'algorithmes complexes, et ce, tout en exploitant la plateforme de travail de façon
optimale.
Le temps d'exécution du contrôle vectoriel ne doit pas dépasser quelques us, même si la
physique de l'électronique de puissance ne nous fournit qu'une contrainte de l'ordre de 25 u.s
pour des raisons de dissipation d'énergie chez les modules de puissance [12]. En respectant une
condition temporelle aussi sévère, on démontre qu'il est possible d'utiliser cette technique pour
des algorithmes encore plus complexes. Aussi, cette méthode de développement anticipe les
avancements technologiques au niveau de l'électronique de puissance qui permettraient alors de
profiter d'un contrôle d'une telle rapidité.
La méthode proposée couvre la dernière étape pour un prototype jugé fonctionnel après
simulation, soit l'intégration avec le matériel physique pour tests en laboratoire. Pour ce faire, le
prototype doit être placé dans la logique du FPGA (Virtex II pro) contenu sur la carte PCI Amirix
AP1000, fournie au laboratoire par la Canadian Microelectronics Corporation (CMC). Cette carte
communiquera avec la carte AIO PMC66-16AISS8AO4 de General Standards Corporation pour
recevoir les signaux de l'électronique de puissance. La communication entre les deux cartes
16
s'effectue via l'interface PMC. Personne n'ayant précédemment développé une application pour la
carte Amirix utilisant la communication PMC avec une carte d'entrée/sortie, c'est en collaboration
avec mon collègue Stéphane Simard que le pilote logiciel et la logique permettant la
communication en question sont développés. La partie logique (sur FPGA) sera discutée en détail
dans cette recherche puisque son développement est requis pour assurer le bon fonctionnement
de la plateforme de travail. Cette logique supplémentaire est développée dans cette recherche
afin de communiquer avec le pilote logiciel ainsi que la carte AIO. L'achat de cette carte AIO a
d'ailleurs influencé CMC dans le choix d'une carte d'acquisition à coupler à la carte Amirix, et notre
système de communication entre ces cartes fait l'objet d'un contrat entre CMC et l'UQAC.
Le prototypage rapide de la commande vectorielle sur FPGA présente avant tout une
problématique de méthodologie. Pour un système simple en boucle ouverte, l'implémentation,
l'analyse des résultats et la correction du modèle posent peu de difficultés, car les entrées et les
sorties peuvent rapidement être comparées aux résultats souhaités d'un modèle de référence.
L'opération est plus difficile lors du prototypage rapide d'un système complexe en boucle fermée.
La nature modulaire d'un système complexe développé avec les outils Simulink - XSG (dont les
licences sont fournies par CMC) demande le débogage individuel des différents modules.
Cependant, les entrées et les résultats d'un bloc dépendent nécessairement des autres blocs du
modèle. Les sorties du système y sont réinjectées et affectent les résultats subséquents. Comme il
n'est pas possible de tester chaque module individuel en boucle fermée immédiatement après sa
conception, la technique de prototypage rapide doit tout de même permettre de vérifier la validité
des blocs avant l'assemblage final.
La méthode de prototypage doit également fournir une manière d'évaluer la précision du
modèle. Comme les valeurs de chaque module devront être comparées à un résultat théorique
idéal provenant du modèle de référence Matlab en virgule flottante, cette comparaison doit être
juste. Cela serait facile à vérifier s'il s'agissait d'un système en boucle ouverte, mais dans le cas
d'une boucle fermée, les valeurs désirées doivent être les mêmes à l'entrée et à la sortie du bloc.
En résumé, la méthode doit traiter chaque bloc en boucle ouverte, mais en lui injectant des
signaux de boucle fermée provenant du modèle de référence. Une fois l'assemblage du prototype
terminé, la réponse de la commande vectorielle est comparée à la référence, et les résultats sont
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analysés. Il y aura nécessairement des variations entre les résultats, surtout à l'initialisation du
système, mais l'analyse doit en tenir compte et juger si le prototype offre la réponse souhaitée,
avec la précision demandée. Aussi, la précision doit être évaluée et ajustée en fonction de tous les
cas possibles pour une certaine gamme de valeurs (ex : pour couvrir les paramètres d'un large
éventail de moteurs différents).
La méthode de prototypage rapide doit donc satisfaire les caractéristiques suivantes :
• la généralité (pour être facilement adaptée à un autre algorithme de contrôle ou à un autre
moteur);
• la flexibilité d'analyse (pour produire des résultats différents, comme la précision des calculs,
avec un minimum de modifications);
• l'exactitude des résultats (pour la réponse du système et la précision).
Une fois la méthode de prototypage développée, l'obtention des résultats pour l'analyse et le
débogage se fait par simulation. Ici encore, la complexité du contrôle pose problème. Si l'on désire
effectuer le prototypage d'un contrôle dont le temps de calcul est très court, on doit aussi utiliser
des vitesses d'échantillonnage très courtes. Le nombre de calculs fait ainsi croître le temps de
simulation. Un exemple chiffré donne une bonne idée du problème.
Soit un contrôle nécessitant 200 coups d'horloge. À une vitesse de 100 MHz, on obtient un
temps de contrôle de 2 u.s. Si un contrôle doit être déclenché à toutes les 25 u.s, il faut —— x
200 = 40 000 000 coups d'horloge simulés pour observer les résultats du moteur pendant 5
secondes. Le contrôle comporte un nombre élevé d'opérations mathématiques et une grande
précision (un grand nombre de bits pour la partie entière et fractionnaire des opérandes), ce qui le
rend trop lent (plusieurs jours) à simuler par des logiciels comme Matlab - Simulink. De plus, ces
tests impliquent qu'une quantité massive de résultats soit accumulée dans Matlab, ce qui a pour
conséquence d'alourdir davantage les opérations. On trouve une solution partielle à la lenteur des
simulations dans la co-simulation offerte par XSG qui utilise le FPGA pour effectuer le travail du
prototype. Il est une fois de plus nécessaire de trouver une manière optimale d'intégrer cet outil à
la méthode de prototypage rapide, car la préparation de chaque co-simulation est relativement
longue. Bien que Xilinx fournisse des exemples de modèles pour illustrer le gain de temps avec la
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co-simulation, il n'est pas possible de trouver une étude dans la littérature qui nous permet de
bien estimer les temps impliqués dans l'utilisation de cet outil. La recherche permet de mieux
estimer les cas où la co-simulation XSG est un bon choix et le temps que cela va impliquer dans le
processus de développement. La plateforme de co-simulation utilisée est la carte Xilinx ML402
fournie par le Conseil de recherches en sciences naturelles et en génie du Canada (CRSNG).
Le contrôle ne doit pas seulement être simulé à l'aide de valeurs théoriques. Il faut pouvoir le
tester dans un environnement réel, c'est-à-dire, en le reliant à un moteur. Évidemment, vu le coût
des équipements et la sécurité du personnel, il serait illogique et totalement irresponsable de
brancher le prototype au moteur et d'observer ce qui se passe. Ce moteur doit avant tout être
simulé, et c'est le toolbox SPS de Matlab-Simulink qui sera employé à cet effet. Cependant, le
couplage des blocs SPS et XSG n'est pas une simple question de branchements. Afin de simuler les
deux entités simultanément, les contraintes temporelles doivent être considérées. Le moteur est
simulé en termes de temps, alors que le prototype XSG est simulé en pas d'horloge. Un couplage
temporel doit donc se faire pour assurer une bonne simulation. Une fois ce couplage achevé,
l'intégration des outils de co-simulation de XSG devient critique pour accélérer la simulation.
Les moteurs et modules de puissance (CRSNG) sont installés au laboratoire ainsi que les
filtres, une charge résistive qui permet de varier les couples de charge et les connecteurs
manquant pour assurer la communication entre tous les appareils.
1.4 Objectifs et méthodologie de recherche
La recherche est amorcée par une revue de la littérature concernant le contrôle vectoriel, les
implementations de commande des moteurs électriques sur FPGA, et ('implementation space
vector PWM (SVPWM) sur FPGA. En parallèle, les détails de la méthode de prototypage rapide sur
FPGA sont définis de manière brouillonne. Pendant ce temps, l'outil XSG est exploré en détail afin
de bien maîtriser ses fonctionnalités.
19
Avec les étapes de la préparation complétées, le développement du premier prototype du
contrôle vectoriel est amorcé en se basant sur les équations théoriques de ce type de contrôle
(voir annexe A). La méthode de prototypage rapide est modelée afin d'obtenir des résultats
cohérents et de perdre un minimum de temps pendant le développement. Les erreurs commises
et les outils non appropriés permettent de particulièrement bien cerner le flux optimal de
conception. Pour le contrôle vectoriel, les blocs individuels sont développés et testés, ainsi que
l'ensemble du modèle. La réponse du système obtenue est comparée à celle du modèle de
référence de commande vectorielle, et la précision est optimisée en conséquence. Cette étape
d'ajustement de la précision du modèle avec l'outil GAPPA (section 4) devient un point critique de
la méthode avant d'entamer le processus de développement.
Une fois le prototype apte à respecter toutes les conditions temporelles, il peut être
synthétisé et ensuite chargé dans un FPGA. L'outil de co-simulation de XSG est utilisé pour
remplacer le modèle du prototype dans Matlab-Simulink par un bloc unique qui communique avec
le FPGA via un lien ETHERNET.
Une version SPS de l'équipement (moteur et module de puissance) est conçue pour connecter
au bloc du prototype à co-simuler. Pour une première estimation du modèle en conditions
physiques réelles, le contrôle théorique (une version modifiée du modèle Matlab de référence) est
couplé au moteur virtuel afin d'estimer la réponse attendue. Lorsque le moteur fonctionne bien
avec ce contrôle, celui-ci est remplacé par la version XSG (le prototype). Ici, un travail est effectué
afin de respecter les contraintes temporelles, car les deux systèmes sont vus différemment par
Matlab-Simulink. Le prototype est simulé en termes de pas d'horloge, et le moteur en temps
effectif.
Pour les étapes précédentes du développement, la co-simulation matérielle ne peut être
employée, car un grand travail de débogage doit encore être effectué. Pour éviter que les
simulations s'éternisent pendant des semaines, une précision de contrôle moins agressive est
utilisée pendant les tests du système de commande vectorielle (pour la génération de signaux
PWM). L'idée est d'obtenir de bonnes courbes de réponse sans toutefois s'occuper de la précision
qui sera ajustée plus tard.
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Lorsque le couplage est fonctionnel, la co-simulation matérielle est utilisée pour accélérer le
temps de calcul, afin de vérifier une plus grande plage de résultats et d'évaluer la précision de ces
derniers.
Comme le prototype est développé pour FPGA, l'espace et le temps sont considérés. Pour
l'espace, la cellule logique (CL) est l'unité de mesure utilisée. Pour le temps, deux échelles sont
nécessaires; lorsque l'ensemble du système est considéré, incluant moteur, contrôle et PWM,
c'est la u.s, et pour les composants implémentés strictement sur le FPGA, les coups d'horloges font
office de référence.
En ce qui concerne le prototypage, plusieurs informations doivent être compilées. Les temps
d'exécution de chaque composant du contrôle, en coup d'horloge, sont déterminés en analysant
le chemin critique d'un bloc et en confirmant par simulation. Les ressources du FPGA nécessaires
au bloc sont évaluées grâce à un outil d'estimation de XSG qui fournit un résultat après synthèse,
placement et routage. Finalement, des estimations de temps de simulation sont calculées selon les
diverses techniques utilisées. Toutes ces informations sont aussi amassées pour le système en
entier, une fois qu'il est fonctionnel et débogué. Avec ces statistiques, il devient possible de
fournir une échelle réaliste pour accompagner les étapes de la méthode de prototypage, facilitant
l'estimation en gestion de projet. Cela permet par exemple au développeur utilisant la méthode
de prédire à l'avance la taille du FPGA nécessaire à son application, et d'approximer le temps de
développement que le projet demandera. Cela donne aussi une idée de l'effort qui doit être
fournit dans l'optimisation du prototype aussi bien en termes de densité logique que de temps
d'exécution.
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CHAPITRE 2
Algorithme et plateforme
2.1 Introduction et schématisation de l'algorithme
Avant d'amorcer le développement du prototype, il faut étudier l'algorithme utilisé. Dans le
cas présent, il s'agit de la commande vectorielle. La recherche bibliographique permet d'identifier
des articles et des sources qui expliquent la commande afin d'en tirer les équations
mathématiques. On peut alors schématiser la commande vectorielle sous forme de boîtes
connectées par des fils. Chacun de ces blocs va produire des sorties en appliquant les entrées aux
équations du bloc.
2.1.1 Contrôle vectoriel
Le choix du contrôle vectoriel est intéressant comme application utilisée afin de créer une
méthode de prototypage optimale. C'est sa complexité et sa modularité qui offrent un défi
intéressant ainsi qu'un bon terrain d'évaluation pour des outils de co-simulation. La présence
d'une racine carrée et d'une division offre aussi l'avantage de pouvoir appliquer et vérifier
l'implémentation de ces opérations selon un modèle non restaurant plus économique en terme de
ressources logiques (voir section 3.4). Les résultats de l'implémentation de ces opérations ont
permis de publier deux articles sur le sujet que l'on retrouve à l'annexe I.
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figure 1 - Contrôle vectoriel
La figure 1 montre comment le contrôle vectoriel est scindé sous forme modulaire. Les
équations de chaque module se retrouvent à l'annexe A. Dans cette recherche, la lecture de la
vitesse se fait avec capteur.
2.1,2 Survol du portillonnage (délais d'activation et temps de maintien)
Avant la venue des larges FPGAs disponibles aujourd'hui, les méthodes utilisées, incluant
l'utilisation de DSPs seuls ou en combinaison avec des microcontrôleurs spécialisés, permettaient
un temps de cycle total de plus de 100 u.s. Il n'y avait alors pas de manière efficace d'implémenter
le SVPWM, ce qui causait l'obtention d'une période de commutation aux alentours de 1-5 kHz,
produisant ainsi du bruit audible.
L'introduction de FPGAs plus puissants durant les années 90 a permis pour la première fois de
diminuer la quantité de traitement à gérer par le DSP à l'aide de coprocesseurs PWM sur un FPGA
de petite taille. Dans le domaine du contrôle de moteur, cela a permis d'augmenter la fréquence
de commutation à 10-15 kHz, réduisant nettement le bruit perceptible.
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Avec les FPGAs d'aujourd'hui, un contrôle large et complexe comprenant le générateur
SVPWM au complet peut se trouver sur une seule puce, tout en supportant des fréquences de
l'ordre de 50 kHz. Il serait même possible d'obtenir des fréquences aussi élevées que 100 kHz
(transistors MOSFET), mais l'utilité d'une telle vitesse demeure pour l'instant questionnable vu
que la dissipation d'énergie est proportionnelle à la fréquence de commutation et que le courant
généré par les transistors de puissance (IGBT, GTO) diminue selon la même proportion. Même à
20 kHz, la dissipation d'énergie est importante.
Par exemple, l'équipement utilisé dans notre laboratoire supporte, selon le manufacturier,
une fréquence de commutation maximale de 20 kHz. Cependant, il est recommandé de ne pas
utiliser une fréquence au-delà de 16 kHz sauf si absolument nécessaire, comme dans le cas d'un
contrôle nécessitant une très large bande. Une fréquence de 16 kHz offre l'avantage d'une tension
de sortie avec moins de distorsions causées par l'insertion du temps mort. Les simulations du
contrôle vectoriel en boucle fermée de cette recherche sont donc paramétrées afin de reproduire
une telle fréquence.
Ces désavantages limitent l'intérêt d'utiliser des onduleurs à très haute fréquence de
commutation. Un exemple d'application où la fréquence doit être limitée est l'opération de gros
moteurs industriels lorsqu'un fort courant est requis de l'onduleur. Pour des applications sur
plateformes autonomes (ex. : robots mobiles), c'est la dissipation d'énergie qui doit être
minimisée. Une fréquence de 16 kHz semble donc largement suffisante pour la plupart des
applications de contrôle, tout en demeurant à l'extérieur de la bande de fréquence audible.
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figure 2 - Portillonnage PWM asymétrique
Ces contraintes sont prises en considération lors de la maximisation de la fréquence
d'échantillonnage et de contrôle. Afin d'optimiser cette dernière sans augmenter la fréquence de
commutation, un portillonnage PWM asymétrique est employé. Ceci permet d'obtenir une
période d'échantillonnage Ts qui est égale à la moitié de la fréquence de commutation T. La figure
2 illustre le cycle d'acquisition (ACQ), de contrôle (CTL) et de calcul des délais d'activation (FCalc)
qui sont observables à la fin de la période 7S. Le délai d'activation 7y représente le temps
nécessaire avant d'allumer les transistors de puissance, alors que le temps de maintien Td
représente le temps où ces transistors continuent de conduire. Ces temps suivent l'équation
Tf + Td = Ts.
Même s'il existe sur le marché des transistors de puissance qui atteignent presque 100 kHz
(MOSFET), les calculs de ce travail seront effectués en considérant une fréquence de commutation
de 16 kHz exigée par le module de puissance IGBT utilisé dans cette recherche. Cette fréquence
offre un temps de commutation de 62.5 u,s, soit un échantillonnage de 31.25 u.s. Il est important
de s'assurer d'avoir suffisamment de temps pour l'achèvement du cycle de temps TcycXe qui se
représente selon l'équation Tcyde — Tacq + Tctl + TFcalc . La section 3.3 illustre que le
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Tctl + TFcaic nécessite environ 2 u.s. Avec des convertisseurs analogues numériques (ADC) qui
supportent 1 million d'échantillons par seconde (MSPS), soit Tacq — 1 |is, cela donne un
Tcycle = 3 u.s, ce qui est très rapide.
Ceci veut dire que la technologie permet de réduire le temps de calcul d'un algorithme
complexe de contrôle à quelques u.s. Des algorithmes divers pourront donc être modifiés et
adaptés afin de bénéficier de cette accélération. Un exemple est illustré à la figure 2 où l'utilisation
d'un générateur SVPWM asymétrique permet d'effectuer deux cycles de contrôle complets au lieu
d'un seul à l'intérieur d'une période de commutation tout en respectant la physique.
2.1.3 Lecture de vitesse provenant d'un encodeur optique
Le moteur utilisé comporte un encodeur optique afin de fournir l'information concernant la
vitesse de rotation actuelle de l'engin. Il y a 5 sorties observées, soit : A, B, INDEX, +5 et GND.
Chaque signal correspond à un fil de couleur, illustré à la figure 3.
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figure 3 - Fils de l'encodeur optique
L'encodeur optique traduit la position angulaire en signal électrique. Pour chaque rotation du
moteur, 1000 lignes d'encodage produisent 1000 changements d'état sur les lignes A et B. Donc,
plus la période d'un signal sur A ou B est longue, plus le moteur tourne lentement. Le retard entre
les signaux A et B permet quant à lui de déterminer la direction de rotation de l'engin.
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En cherchant dans la littérature, on trouve l'article [13] qui propose une méthode de lecture
de signaux d'un encodeur optique optimale sur FPGA. Les lectures de vitesses sont alors précises
pour un grand nombre de scénarios vu la possibilité d'ajuster la méthode de calcul selon la
fréquence à traiter. En basse vitesse, ('implementation utilise une méthode de comptage de
période alors qu'en haute vitesse, c'est un comptage de fréquence.
Dans le cadre de ce travail, un simple décodeur sera employé afin de pouvoir plus rapidement
passer à la phase de tests. Ce décodeur ne va pas changer, qu'il opère en basse ou en haute
vitesse. Vu la présence de 1000 changements d'état par rotation, un intervalle de 1 ms est
observé par le FPGA, et la vitesse moyenne est estimée en calculant la valeur de rotation par
minute (RPM) correspondante à l'aide de l'équation X x = Y rpm où X est le nombre
* '
 K
 ^ 1000 lignes K
de lignes détecté par seconde.
Cette méthode de lecture moyenne agit comme un petit filtre sur la vitesse mesurée. Un
échantillon de 1 ms est suffisant pour la dynamique du moteur qui sera testé en laboratoire, alors
que le filtrage devrait empêcher les vibrations de trop affecter les résultats.
2.2 Référence Matlab de l'algorithme
Même en connaissant les équations qui forment l'algorithme, il est nécessaire de vérifier la
validité du prototype. Il faut établir une référence Matlab de l'algorithme; une version
fonctionnelle de l'algorithme de contrôle dont les résultats peuvent être accumulés dans le logiciel
Matlab. Comme les données numériques sont faciles à importer dans l'environnement Matlab,
nos données de référence peuvent être générées dans n'importe quel logiciel qui peut exporter
ses résultats. Souvent, cette référence sera le résultat d'une autre recherche ou de
l'aboutissement d'autres travaux. Dans le cas présent, un modèle de commande vectoriel
développé sous Matlab par le professeur Rachid Beguenane [14] sera utilisé comme référence. Le
fait d'établir une telle référence a une conséquence importante pour la réalisation des objectifs : si
le prototype donne, avec les mêmes entrées que pour la référence, des sorties qui approchent
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celles de la référence en respectant une contrainte d'erreur déterminée, le prototype peut être
optimisé et co-simulé. En d'autres termes, le prototype est considéré comme étant valide.
2.2.1 Contrôle Vectoriel
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figure 4 - Interface du contrôle Simulink (référence)
La figure 4 représente l'implémentation de référence Simulink du contrôle vectoriel basé sur
le modèle de [15]. Comme il s'agit d'une référence, la précision maximale de Matlab est utilisée.
L'interface à la sortie et à l'entrée du bloc qui contient le modèle correspond exactement à
l'interface de contrôle vectoriel implémenté en utilisant l'outil XSG. Ceci permet de facilement
substituer ces systèmes dans l'environnement de test qui comprend les engins SPS ainsi que le
bloc de portillonnage (voir section 4.9).
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2.2.2 Portilloenage (délai d'activation et temps de maintien)
Pour le calcul des délais d'activation ainsi que pour le portillonnage, la référence Matlab est
facilement transférable vers un bloc de fonction embarquée (code à l'annexe C dans
l'environnement Simulink. Ces blocs (figure 5) sont utilisés dans la simulation en boucle fermée de
la référence Simulink couplée aux équipements modélisés par SPS. De plus, le bloc portillonnage
sera réutilisé lors de la co-simulation du contrôle vectoriel XSG car il s'agit d'un processus séparé
qui ne peut être co-simulé dans le cadre de cette application (voir explication à la section 4.8).
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figure 5 - Calcul des délais d'activation et portillonnage (embedded Matlab functions)
2.2.3 Moteur et électronique de puissance
Le toolbox SPS est utilisé afin de modéliser le moteur et le module de puissance dans un
environnement de contrôle vectoriel complet. Le développement du modèle XSG de contrôle
vectoriel dépend fortement des paramètres utilisés pour identifier le moteur SPS simulé. C'est
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pourquoi les paramètres de ce moteur partagent la nomenclature des variables utilisées pour le
modèle XSG. Il n'y a donc pas de fichier d'initialisation particulier pour le bloc SPS illustré à la
figure 6.
figure 6 - Module de puissance et moteur à induction (SPS)
Lors du développement, un premier ensemble de paramètres est utilisé qui correspond au
moteur retrouvé dans un tutoriel de SPS. Ce moteur est choisi pour faciliter le test du
portillonnage en comparant les résultats avec ceux du tutoriel SPS de SVPWM. Une fois le modèle
XSG fonctionnel, les paramètres du moteur disponible en laboratoire qui sera la cible de tests
physiques sont utilisés. Ces paramètres sont illustrés dans le tableau 1.
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Moteur Motorsoft 2928
Puissance
Vitesse
Voltage
PP
Rs
LS,LR
RR
J
250 W
4000 RPM
42 V
1
8.1 n
0.8155 H
3.8048 Q
0.0014 kg m2
tableau 1 - Paramètres du moteur en laboratoire
Un des objectifs de la plateforme de développement établie dans cette recherche étant la
versatilité du modèle généré, le changement de paramètres entre deux moteurs si complètement
différents démontre la flexibilité offerte par la plateforme de travail. Cela démontre aussi que
l'optimisation n'est pas trop agressive, ce qui limiterait l'étendue des valeurs que peuvent prendre
les paramètres du moteur.
Les tensions et les courants sont filtrés avant leur introduction au contrôle vectoriel. Lors du
développement du modèle, des filtres d'ordre 4 et de fréquence de 5000 Hz sont utilisés afin de
faciliter le débogage du modèle et de mieux évaluer la précision de sortie de celui-ci. Une fois le
modèle assez performant selon les standards du développement, des filtres de fréquence de 500
Hz sont utilisés, ce qui correspond à ceux fabriqués par le technicien de département pour le
montage en laboratoire.
2.3 Collecte des données de la référence
La dernière étape préparatoire en ce qui concerne l'algorithme consiste à effectuer la collecte
des données de la référence. Comme le prototype XSG est développé bloc par bloc, ces derniers
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sont nécessairement reliés par des signaux intermédiaires. Ceux-ci sont bien identifiés lors de la
schématisation de l'algorithme, mais ils peuvent être difficiles à identifier dans le modèle de
référence. En effet, ce dernier peut être un code complexe sans forme graphique qui se prête mal
à l'identification rapide de signaux. Il faut malgré cela isoler chacun de ces signaux (si possible)
dans la référence et accumuler les résultats pendant une simulation (figure 7). Ces données seront
utilisées pour tester individuellement chaque bloc du prototype avec XSG. Vu la complexité de
l'algorithme, il est clair que la quantité de données produites sera énorme. Heureusement, il n'est
pas nécessaire d'accumuler une trop grande plage de données pour les signaux intermédiaires. Il
s'agit ici de vérifier que nos équations reflètent le comportement de la référence, sans plus. Les
cas extrêmes (valeurs trop grandes, trop petites, dépassements, etc.) seront gérés plus tard dans
le projet à l'aide de l'outil GAPPA (voir section 4.2). Cependant, il faut être plus rigoureux pour
l'ensemble du système. Il faut simuler plus longtemps en accumulant les entrées et sorties de
l'ensemble de l'algorithme, sans les signaux intermédiaires (figure 8). Dans le cas de la commande
vectorielle, un profil de vitesse et de charge est utilisé pour tester le contrôle. La vitesse de
référence est changée, ainsi que la charge, et les résultats sont notés. Ceci présente l'avantage de
pouvoir afficher la réponse du système sous forme de graphiques qui peuvent ensuite être
comparés avec ceux du prototype.
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figure 7 - Collecte des données de référence (Contrôle Simulink)
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2.4 Platerforme Amirix
Bien qu'il s'agisse de la dernière étape de développement qui sera suggérée dans la méthode
de prototypage rapide produite dans ce travail, il est nécessaire de tout de suite explorer les
détails de la plateforme de test en laboratoire. Cette dernière est composée de deux cartes, soit
une carte de développement Amirix AP1000 et une carte d'acquisition analogique numérique
PMC66-16AISS8AO4 de General Standards. Cette dernière se branche à la carte Amirix via le bus
PCI mezzanine (PMC). La recherche mentionne aussi une carte Xilinx ML402. Cette carte est
utilisée strictement pour la co-simulation car sa configuration pour cette étape est plus rapide.
Notre achat de carte AIO a influencé CMC qui cherchait une carte d'acquisition à joindre à la
plateforme Amirix AP1000 afin d'offrir une solution complète aux groupes de recherche
académiques de son réseau. Comme la documentation et les exemples fournis par Amirix ne
contiennent pas de projets utilisant la communication via PMC (ni sur la plateforme Linux
embarquée, ni sur le Baseline de la carte), un contrat entre CMC et l'UQAC (travail réalisé par
notre équipe de recherche) fut signé avec pour objectif de produire le nécessaire pour assurer la
communication des deux cartes, ainsi qu'une méthodologie simple pour utiliser la carte AIO à
partir de la logique matérielle du FPGA. Cet ajout au Baseline de la carte Amirix est maintenant
utilisé à l'échelle nationale dans la recherche des circuits intégrés et le domaine de MEMS (Micro
Electro Mechanical Systems). Comme il s'agit d'une étape de la méthode de prototypage de cette
recherche, les détails de développement de la communication sur la carte Amirix sont présentés
dans l'annexe B.
CHAPITRE 3
Modèle System Generator
3.1 Brève description
Dans le cadre de cette recherche, le développement du prototype s'effectue avec le logiciel
XSG. Il s'agit d'un toolbox développé par Xilinx pour être intégré dans l'environnement Matlab-
Simulink et qui laisse l'usager créer des systèmes hautement parallèles pour FPGA. Les modèles
créés sont affichés sous forme de blocs, et peuvent être raccordés aux autres blocs et autres
toolbox de Matlab-Simulink comme SPS. Une fois le système complété, le code VHDL généré par
l'outil XSG reproduit exactement le comportement observé dans Matlab. Pour le prototypage
rapide, le choix de cet outil est facilement explicable. Le système de contrôle devant être vérifié et
simulé souvent et rapidement pendant tout le développement, il est beaucoup plus simple
d'analyser les résultats avec Matlab qu'avec les outils habituellement associés au VHDL, tel que
Modelsim. Aussi, le modèle peut ensuite être couplé à des moteurs virtuels (à l'aide du toolbox
SPS) et des simulations en boucle fermée sont réalisables. Quand le prototype fonctionne, le
passage vers la plateforme matérielle pour des tests sur le terrain est rapide, ce qui rend la
validation du prototype un projet réalisable à court terme.
3.2 Méthode de développement
Avec une banque de résultats provenant de la référence établie, le développement des blocs
du prototype peut se faire. L'outil XSG est utilisé afin de produire un modèle qui va tout de suite
fonctionner sur le matériel une fois achevé et validé.
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3.2.1 Développement de bioc individuel et validation de premier niveau
L'avantage d'utiliser XSG pour le prototypage rapide devient plus évident lorsqu'il est
nécessaire de tester un bloc achevé. Il suffit de brancher aux entrées les données intermédiaires
obtenues de la référence. En simulant, on recueille les données à la sortie pour ensuite les
comparer avec les données de la référence. Notons qu'il peut y avoir une certaine erreur, car une
précision arbitraire selon le nombre de bits des opérandes est employée. L'outil GAPPA va plus
tard permettre d'ajuster cette précision (voir section 4.2). Pour l'instant, il faut seulement vérifier
le comportement du bloc.
Lorsqu'un bloc se comporte bien, ce test s'effectue assez rapidement, car le temps de
simulation est plus court. Nous avons déjà mentionné que les signaux intermédiaires ne sont pas
emmagasinés en trop grand nombre, de façon à rendre le temps de simulation acceptable.
Cependant, lorsqu'un bloc ne répond pas comme il se doit, le travail devient plus important. Dans
le cas de la commande vectorielle, plusieurs blocs sont d'une complexité importante comme le
bloc découplage ou le bloc estimateur de flux du rotor. La provenance de l'erreur à l'intérieur du
bloc est souvent difficile à identifier. Il faut alors reprendre notre méthode en traitant le bloc
comme un algorithme séparé. On retourne vers la référence afin d'identifier les signaux que l'on
retrouve à l'intérieur du bloc problématique, et une nouvelle collecte de données est effectuée.
Ensuite, de nouvelles sorties temporaires sont instanciées à l'intérieur du bloc fautif pour tenter
d'identifier la source du problème.
Afin de rapidement identifier si le comportement du modèle XSG correspond au modèle
théorique Simulink, les résultats des deux modèles sont comparés. Cependant, il s'agit de tests qui
ne serviront pas seulement lors du développement initial, mais qui seront sollicités lors de toutes
les phases de débogage. Ainsi, il est important d'établir certaines règles afin d'accéder
rapidement à cet environnement lorsqu'un problème survient. Deux méthodes sont ici
proposées : la méthode simultanée et la sainte croyance.
Voyons premièrement les conditions communes aux deux méthodes.
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Le bloc XSG utilise le même fichier d'initialisation que le modèle final
II est important d'utiliser le même fichier d'initialisation que le modèle XSG final afin
de ne pas avoir à créer d'autres copies de ce fichier. Chaque fichier supplémentaire
d'initialisation doit être modifié si un changement de constante, de précision, etc. est
effectué. Lorsqu'un modèle est composé de nombreux blocs, maintenir un nombre égal de
scripts d'initialisation devient une source d'erreurs trop importante.
Les données (entrées et sorties) sont toutes dans une même source
Dans les deux méthodes proposées, les entrées proviennent de l'enregistrement des
signaux lors d'un test en boucle fermée du système de référence (Simulink et SPS).
Comme tous ces signaux sont enregistrés au même endroit (ex. : fichier MAT), il est
important de toujours utiliser cette source, même si une seule portion des signaux est
utilisée. Encore une fois, la maintenance de multiples fichiers doit être évitée pour
minimiser les causes d'erreur et faciliter la réutilisation de l'environnement de bloc
individuel lors de débogage avancé.
Les entrées respectent la nomenclature des signaux du modèle de référence Simulink
Dans un système complexe, plusieurs signaux sont insérés dans des blocs différents
afin de subir plusieurs traitements. Il convient donc d'utiliser le même nom pour un signal
injecté dans plusieurs blocs différents. Dans l'environnement de bloc individuel, les
entrées sont souvent des signaux provenant du workspace ou d'un fichier. Comme la
deuxième règle spécifie que l'on doit utiliser un seul et même fichier de source, les noms
des entrées vont devoir correspondre dans chaque environnement de test. Les sorties ne
vont pas se plier exactement à cette règle selon la méthode choisie.
Les blocs sont encapsulés exactement comme dans le modèle final ou de référence
II est important d'utiliser le même routage de fils afin de pouvoir supprimer et
remplacer un bloc rapidement lors de modifications à vérifier.
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• L'analyse des résultats se trouve dans un fichier Matlab unique au bloc, exécutable en tout
temps
Chaque bloc doit avoir son fichier Matlab d'analyse qui va générer les résultats (et
souvent, les graphiques) permettant de valider le bloc XSG. Un seul fichier par bloc assure
que l'utilisateur n'a pas besoin de faire fonctionner les autres blocs (ou de commenter des
lignes du fichier Matlab) pour faire une analyse. Le fichier doit également pouvoir produire
une analyse en tout temps, afin que l'usager puisse faire une pause dans sa simulation et
analyser les résultats obtenus jusqu'à cette pause, sans devoir compléter un temps donné
de simulation.
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3.2.1,1 La méthode simultanée
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figure 9 - méthode simultanée (bloc individuel)
L'environnement contient une source d'entrée, deux blocs et deux ensembles de sorties. La
source d'entrée commune aux deux blocs provient du modèle de référence Simulink. Ces signaux
sont ensuite injectés dans le bloc XSG ainsi que son bloc Sinnulink correspondant, en parallèle. Les
deux sorties (XSG et référence) sont ensuite enregistrées et comparées à l'aide du fichier d'analyse
Matlab créé pour le bloc. Cette méthode est la plus efficace pour tester la correspondance des
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deux blocs, car ceux-ci sont tous les deux isolés et doivent traiter les mêmes entrées. Les
connexions et délais entre les blocs du système ne sont donc pas une cause d'erreur possible dans
ce scénario.
Cependant, la comparaison des deux systèmes occasionne souvent des problèmes de
« timing ». Le nombre de pas nécessaire pour le traitement n'est pas forcément le même pour les
deux blocs, ce qui engendre l'insertion de blocs supplémentaires pour synchroniser les résultats à
comparer et introduit conséquemment une nouvelle source d'erreur. Mais le plus gros
désavantage de cette méthode est que, advenant un changement dans le bloc XSG, les contraintes
temporelles peuvent être appelées à changer, ce qui signifie que l'usager doit modifier le
mécanisme de synchronisation entre les deux blocs. Un tel ouvrage ralentit l'usager lors de tests
de débogage et détériore la facilité de réutilisation de l'environnement.
3.2.1.2 La sainte croyance
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slw1
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y
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Generator
stw2
figure 10 - méthode de la sainte croyance
Cette méthode ne contient qu'un seul bloc par environnement, soit le bloc XSG. Pour des
entrées qui proviennent de la simulation du modèle Simulink théorique entier, le bloc XSG traite
ces données et produit des résultats qui sont ensuite comparés aux résultats enregistrés aux
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sorties du même bloc dans le modèle théorique entier. On suppose ici que le bloc du modèle
théorique est juste, et que les sorties théoriques utilisées sont fiables pour l'analyse.
L'avantage d'une telle méthode est la rapidité d'utilisation. Un seul bloc doit être simulé par
l'ordinateur, un seul ensemble de sorties doit être enregistré, et l'environnement ne change
jamais, peu importe les modifications apportées au bloc XSG. La réutilisation de cet
environnement est donc très grande, et le débogage s'effectue rapidement.
Cependant, un changement des constantes et paramètres de n'importe quel bloc du système
affecte les résultats du système de référence Simulink. Donc, pour chaque changement de
constante, la simulation du modèle de référence en entier doit à nouveau être effectuée. Cela
n'est pas toujours nécessaire en utilisant la méthode simultanée, car pour une même entrée, les
deux traitements sont simulés. Pour un modèle complexe (figure 11), ce désavantage peut coûter
du temps plutôt qu'en sauver. Le plus grand désavantage est au niveau de la précision
d'identification, car cette méthode ne permet pas de détecter un problème qui vient des
interconnexions entre les blocs. Par exemple, un usager pourrait chercher longtemps le problème
de correspondance entre deux sorties, alors qu'avec la méthode simultanée, l'erreur serait la
même à la sortie des deux traitements, ce qui confirme que le bloc XSG démontre le même
comportement que son bloc de référence. Bien que plus rare, ce cas peut se produire et ralentir
l'identification d'un problème surtout dans un système qui comporte de nombreux délais,
registres et bascules d'entrée et de sortie.
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figure 11 - Estimateur de flux rotorique (bloc complexe)
3.2.2 Développement d'ensemble, liaisons et validation de deuxième niveau
Le test de chaque bloc individuel peut sembler laborieux, mais le temps investi dans cette
étape se rentabilise lors du débogage du système complet. En effet, il serait laborieux de chercher
le bloc fautif qui rend le système complet inopérant. Plus le test des blocs individuels est
rigoureux, moins le test du système complet est laborieux. Souvent, comme dans le cas de la
commande vectorielle, le défi est alors de bien synchroniser les blocs entre eux. C'est ici que des
signaux « START » et « READY » peuvent être implémentes afin de s'assurer que le traitement des
données se fait dans le bon ordre. Il ne s'agit plus ici d'un problème d'ordre mathématique, mais
plutôt d'ordre logistique.
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3.3 Contrôle vectoriel
Le contrôle vectoriel XSG est divisé selon les mêmes blocs schématisés lors de la prise de
connaissance de l'algorithme de contrôle. De cette façon, il est plus facile de comparer et de tester
les blocs de manière individuelle durant le développement. Le résultat d'assemblage de tous les
composants est illustré à la figure 12. Des schémas internes de chaque sous-système composant le
contrôle vectoriel se trouvent à l'annexe E.
Œ >
-Il*»-
figure 12 - Contrôle vectoriel complet XSG
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En incluant le calcul des délais d'activation [firing), le contrôle demande 122 pas d'horloge
avec une précision adéquate pour donner les résultats observés à la section 4.10. Comme illustré
dans la section 2.1.2, le contrôle ne s'effectue que deux fois pour une période de commutation, ce
qui signifie qu'à une vitesse d'horloge de 62.5 MHz (environs 2 us), il a amplement le temps de se
compléter. Advenant le cas où il serait désirable d'effectuer des contrôles en série, il faut
considérer qu'on doit attendre 70 pas d'horloge entre chaque échantillonnage. Ceci est dû au fait
que l'opération de division et celle de racine carrée présentes dans le système doivent produire un
résultat avant de traiter une nouvelle valeur (voir section 3.4).
La figure 13 illustre les propriétés d'un bloc d'opération XSG où la précision peut être changée
par une valeur ou une variable. La section 4.2 explique l'importance d'utiliser des variables et
l'outil GAPPA pour déterminer ces précisions. La précision des signaux d'entrée de tout le système
(courants, tensions, vitesse) est représentée sur 16 bits, car il s'agit de la précision offerte par la
carte AIO utilisée au laboratoire.
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j H ardwaie notes: T o use the internal pipeline stage of the dedicated
j multipfiei you must select 'Pipeline for maximum performance',
Bstic I Advanced j Implementation j
Precision:
P Full <? User defined
Usei Defined Precision —
Output type;
& Signed (2"s comp) f Unsigned
Number of bits |18
Binary point [Ï4
Quantisation:
(* Truncate C Round [unbiased: */• Inf)
Overflow
(* Wrap P Saturate f~ Flag as error
Optional Port
f~ Provide enable port
Latency
Help Apply
figure 13 - propriétés d'un bloc XSG
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3.4 Division et Racine carrée
II est possible d'utiliser une version non restaurante de la racine carrée et de la division afin
de garder petite la taille du système et d'obtenir une meilleure précision. En effet, les opérations
de division et de racine carrée fournies par XSG sont des implementations CORDIC lourdes et peu
précises. Après de nombreux tests en utilisant les versions 7, 8.1 et 8.2 de XSG (les résultats n'ont
pas été vérifiés avec la nouvelle version 9), l'opération de racine carrée CORDIC de XSG ne donne
qu'une grossière approximation du résultat lorsqu'une grande précision fractionnaire est
demandée. De plus, la lourde implementation de cette opération nécessite un long temps de
synthèse lors de la génération d'un bloc co-simulé ou du fichier BIN pour des tests sur le terrain.
Dans le cas du contrôle vectoriel, la précision offerte par l'opérateur racine carrée n'est pas
suffisante, et le contrôle diverge. La division CORDIC offre pour sa part une précision très
satisfaisante et permet le bon fonctionnement d'un algorithme comme le contrôle vectoriel.
Cependant, sa grande taille et sa vitesse d'exécution moins grande peut la rendre moins
intéressante pour une application très complexe qui nécessite déjà beaucoup de ressources du
FPGA.
Les versions non restaurantes décrites dans l'annexe I de ces deux opérations offrent la
précision désirée, mais elles ne peuvent pas recevoir plusieurs valeurs à traiter avant
l'accomplissement de l'opération. Pour une valeur X à l'entrée de la racine carrée, il n'est pas
possible de changer X pour une valeur Y tant que le résultat de la racine de X n'est pas obtenu.
Heureusement, comme le contrôle vectoriel s'effectue très rapidement et s'insère
confortablement entre deux échantillonnages, les versions non restaurantes peuvent être utilisées
sans effet négatif. Les opérations sont complétées longtemps avant qu'un nouvel échantillonnage
doive être traité. De plus, le nombre de pas nécessaire pour effectuer une racine carrée est coupé
de moitié avec cette nouvelle implementation, tandis que la division nécessite le même nombre
de pas d'horloge.
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Les tailles et performances des opérateurs sont comparées au tableau 2. Il s'agit de versions
qui n'ont jamais été optimisées pour les FPGAs auparavant. Les schémas XSG des versions non
restaurantes crées dans XSG pour cette recherche se trouvent à l'annexe F.
32 bits (14 binary point)
Slices
FFs
BRAMs
LUTs
lOBs
Emb. Mults
TBUFs
Nbr. de pas
Vitesse
Sqrt NON
CORDIC
60
82
0
103
0
0
0
24
238.112 MHz
Sqrt
CORDIC
1377
2289
0
2425
0
6
0
51
58.666 MHz
Diff.
2295%
2791%
n.a.
2354%
n.a.
600%
n.a.
213%
25%
Division NON
CORDIC
124
96
0
218
0
0
0
48
173.408 MHz
Division
CORDIC
1806
3132
0
2981
0
3
0
47
76.963 MHz
Diff.
1456%
3263%
n.a.
1367%
n.a.
300%
n.a.
98%
25%
tableau 2 - Tailles des opérateurs division et racine carrée
3.5 Portillonnage (délai d'activatïon et temps de maintien)
Les blocs de portillonnage précédemment implémentés à l'aide du bloc de fonction
embarquée (voir section 2.2.2) dans Simulink sont maintenant créés avec XSG (figure 14 et figure
15).
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figure 14 - Portillonnage
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figure 15 - Calcul des délais d'activation
Le calcul du temps mort (figure 16) qui s'effectue à l'intérieur du bloc de portillonnage est
basé sur un algorithme développé par OPAL-RT dans [9] et adapté à la situation de la recherche. Le
fichier d'initialisation Matlab dicte le temps mort désiré avec la constante dead t ime .
fT">«' »f to
s
—[—^ _ ^
I Aiktj.nl
figure 16 - Calcul du temps mort
Afin de tester le bon fonctionnement du portillonnage avant son intégration au sein du projet
entier, celui-ci est inséré dans un tutoriel fournit par SPS. Il remplace alors le portillonnage de base
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s'y trouvant, et le débogage peut s'effectuer jusqu'à l'obtention d'une précision adéquate. Les
résultats sont observables à la figure 17.
figure 17 - Courants, vitesse et torque du moteur avec simulation du portillonnage XSG
Le profii suivant donne les résultats de la figure 19.
freq=10;
Ua=0;Ub=0;
for k=Ts:Ts:3
Wref=2*pi*(freq/p) ;
i f k > (0.3)
freq=30;
end
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i f k > (0.8)
freq=10;
end
i f k > (1.7)
freq=50;
end
i f k > (2.5)
freq=5;
end
figure 18 - Courants, vitesse et torque du moteur avec simulation du portillonnage XSG
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3-6 Lecture de vitesse provençal ct'iia encodeur optique
[.'implementation de la lecture de vitesse simple se trouve à la figure 19. Il s'agit d'un filtre
simple qui calcule la vitesse moyenne pour une plage de temps spécifiée. Une implementation
beaucoup plus efficace décrite dans [12] sera éventuellement développée et testée avant
d'effectuer des tests plus poussés en laboratoire. Pour des tests préliminaires et la vérification des
connexions, cette méthode est suffisante.
figure 19 - Lecture de vitesse d!uîi encodeur optique (modèle simple)
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CHAPITRE 4
GAPPA et les outils de vérification XSG
4.1 Introduction à GAPPA
Un outil fort intéressant appelé GAPPA (Génération Automatique de Preuves de Propriétés
Arithmétiques) est développé au Laboratoire de l'Informatique du Parallélisme en France. Cet outil
permet de vérifier et prouver les propriétés numériques de programmes qui font de l'arithmétique
en virgule flottante et en point fixe. C'est ce dernier volet qui nous intéresse pour la présente
recherche, car il s'agit du volet qui peut grandement réduire les temps de développement avec
XSG (ou même un projet codé à la main en langage HDL).
Le programme est utilisé pour trouver l'intervalle des valeurs possibles pour les équations des
modèles afin d'utiliser le nombre minimal de bits pour les opérandes. Il permet aussi de connaître,
pour une équation donnée, l'erreur du résultat pour un nombre de bits alloué à la partie
fractionnaire d'un opérande. Cette erreur peut être calculée en fonction de l'équation théorique
ou en la comparant à une équation dont le nombre de bits pour chaque opérande diffère. En
conséquence, cela permet non seulement d'optimiser davantage le modèle, mais également de
déterminer rapidement comment arriver à une précision désirée sans devoir longuement simuler
ou co-simuler dans Matlab. L'intégration de cet outil au sein d'une méthode de prototypage
rapide est un apport important de cette recherche.
4.2 Premier niveau - Pre-XSG
4.2.1 Scripts
Avant de commencer la fabrication du modèle XSG, les équations et sous-systèmes du
contrôle vectoriel sont représentés avec des scripts GAPPA. Ces scripts vont permettre de
connaître les précisions requises de chaque opérateur XSG afin d'obtenir des résultats d'une
précision adéquate dans tous les cas possibles pour une étendue de valeur d'entrée.
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Bien que la syntaxe GAPPA contenue dans la documentation du logiciel soit vaste, seuls
certains aspects s'appliquent dans cette recherche.
Les opérateurs XSG comportent toujours deux paramètres de précision, soit un nombre de
bits alloués à la partie binaire d'un résultat, et un nombre de bits total (partie binaire + partie
entière). Dans un script GAPPA, la partie binaire est indiquée avec la notation de virgule fixe, soit :
@cla rk_sub_ i sb_Cmul t l = f i x e d< - 14 , dn>; irKmarv peint;, -ie l a rmi 'IL i p i i oat". ion
Ce qui signifie que l'opérateur Cmultl du bloc sub_isb dans le système Clark va avoir 14 bits
pour sa valeur binaire de sortie.
Ensuite, lorsqu'une opération mathématique est effectuée, la contrainte de point fixe est
appliquée :
clark_res clark_sub_isb__Cmultl = isa*isb;
Ici, clark_res est le résultat de la multiplication des deux signaux isa et isb avec une précision
de point binaire de 14 bits.
Une fois que toutes les équations et variables sont établies, les questions sont posées au
logiciel.
{ isa in [-100,100] A
isb in [-100,100]
->
clark_res in ? A
clark_res - CLARK_RES_THEORIQUE in ?
Cela signifie que pour des entrées isa et isb de n'importe quelle valeur entre -100 et 100,
nous voulons connaître l'étendue des valeurs de réponse possible de clark_res. Aussi, nous
demandons l'erreur maximale en comparant clark_res à sa valeur théorique (il suffit de coder la
ligne « CLARK_RES_THEORIQUE = i s a * i s b ; »).
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4.2.2 Migration vers Matlab/XSG
II est important de connaître à l'avance l'étendue possible des constantes de multiplication
utilisées dans les équations traitées par GAPPA. Lorsqu'un algorithme complexe est modélisé, le
nombre de ces constantes grandit rapidement, ce qui force l'usager à produire des scripts GAPPA
contenant un plus grand nombre de constantes. De plus, lorsque le nombre de blocs augmente
dans notre modèle complet, le nombre de scripts GAPPA augmente non linéairement car il y a
souvent plusieurs scripts pour un bloc donné.
Lorsque le processus de prototypage est suivi une première fois pour des conditions de tests
données, la difficulté qui sera expliquée ci-dessous n'apparait pas nécessairement. C'est-à-dire
que lorsque le premier débogage du système est effectué, il est souvent nécessaire d'utiliser des
constantes de multiplication qui ne changent pas puisque l'on effectue des tests sur un moteur qui
ne change pas non plus. Une fois que les changements de vitesse et d'autres profils sont effectués
avec succès pour le moteur de test, il convient de refaire des tests pour un moteur différent. C'est
ici que les constantes sont changées pour des valeurs qui peuvent parfois être totalement
différentes.
Même si la planification des scripts GAPPA d'origine est supposée anticiper des changements
aussi radicaux de valeurs, il se peut que certains chemins logiques du modèle n'allouent pas le
nombre nécessaire de bits pour assurer la propagation de résultats d'une précision souhaitée.
L'apparition de nouveaux cas problèmes lors de changement de paramètres nécessite de revoir la
taille de certains signaux afin d'accommoder les nouvelles conditions. Malheureusement,
l'identification rapide de la source (ou des sources multiples) peut s'avérer difficile même si la
complexité du modèle est modeste, et s'avérer impossible lors de cas très complexes. C'est
pourquoi une seconde analyse GAPPA est souvent souhaitable, et le grand nombre de constantes
rend l'identification des signaux encore plus difficile.
Il est donc important d'établir un système de correspondance entre les scripts GAPPA et les
scripts Matlab d'initialisation. Supposons ici qu'un fichier Matlab est utilisé strictement pour
définir les constantes des opérateurs, afin de ne pas mélanger ces valeurs avec d'autres types
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d'initialisation telle que la définition des profils. Le fichier Matlab ne doit contenir que les valeurs
des constantes fixes utilisées dans le modèle, qui ne changeront pas lors du fonctionnement pour
un moteur donné. Aussi, il doit contenir pour chaque opérateur XSG qui le demande le nombre de
bits pour la partie entière et fractionnaire (2 constantes par opérateur). Dans le cas des
multiplicateurs ou autres opérateurs qui nécessitent un plus long délai afin de répondre aux
exigences temporelles du modèle, ces délais pourront aussi se trouver dans ce fichier. Finalement,
les mêmes noms doivent correspondre entre les scripts GAPPA et Matlab, afin de faciliter
l'identification lors de modifications dans l'un ou l'autre de ces outils. À titre d'exemple, voici le
1 2
script GAPPA de la transformé de Clark dont l'équation est : isp — -f=isa + ~j=hb
# GAPPA
# Optimisation de Park Transform
# Operateurs
@clark_sub_isb_Cmultl = fixed<-14,dn>; # Binary point de la
multiplication
@clark_sub_isb_AddSub = fixed<-14,dn>; # Binary point de l'addition
# Constantes et entrees
@isa_bp = fixed<-14,dn>;
@isb_bp = fixed<-14,dn>;
@clark_sub_isb_s3_cte = fixed<-14,dn>;
# Equations Théoriques
s3 = 0.57735026918963;
ISBETA = (isa + (2*isb)) * s3;
# Conversion des entrees et cte
gisa = isa_bp(isa);
gisb = isb_bp(isb);
gs3 = clark_sub_isb_s3_cte(s3);
# Equation Pratiques
add_res clark_sub_isb_AddSub = gisa + (2*gisb);
clark_res clark_sub_isb_Cmultl = add_res*gs3;
# Analyse
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isa in [-100,100] A
isb in [-100,100]
-s,
ISBETA in ? A
clark_res in ? A
add_res in ? A
dark res - ISBETA in ?
La figure 20 montre le résultat de l'exécution du script précédent avec l'outil GAPPA.
\sT JB8dsasi)i:.uqac.ca:/home/jg/opt •• •.'.;ii'.-.-'/-ir.4:i'.iii^'''-'^ï'''
[jqHdaasoc aptl?
[jgBdaaaoc opt]$
[jgSdaasoc opt]$
[jgBdaaaoc opt]$
[jg@d9asoc opt]$
[jgSdaaaoc opr]$ gappa < clark. txt
Résulta for iaa in [-100, 100] and isb in [-100, 100]:
ISBETA in [-18752e96072212623b-48 {-173.205, -2^(7.43634)1, 487S2896[]72212623b-48 {173.205, 2"(7.43634))]
add_rea in [-75b2 {-300, -2"(8.22B82)], 75b2 {300, 2"(8.22882))]
clart_res in [-709425b-12 {-173.199, -2"{7.43629)I, 709425b-12 {173.199, 2"(7.43629)1]
Clar*_re3 - ISBETA in [-833650732113407b-57 {-0.00578461, -2"(-7.43356)), 809619853221375b-S7 {0.00561787, 2"(-7
|
figure 20 - Résultat de l'exécution GAPPA
Comme Terreur est satisfaisante et les valeurs entières maximales sont maintenant connues,
le script d'initialisation Matlab peut être généré.
i s a_bp = 14 ;
isaj3p_T = isa_bp + ceil(Iog2{(100)+1));
isb_bp = 14;
isb_bp_T = isb_bp + ceil(Iog2 ( (100)+1));
clark sub_isb_s3_cte = 14;
clark_sub_isb_s3_cte_T = clark_sub_isb_s3_cte + ceil(Iog2 ( (0)+1));
clark_sub_isb_Cmultl = 14;
clark_sub_isb_Cmultl__T = clark_sub_isb_Cmultl + ceil(Iog2((173)+1));
clark_sub_isb_AddSub = 14;
clark^sub isb AddSub T = clark sub isb AddSub + ceil(Iog2 ( (300)+1));
La figure 21 montre comment ces variables sont utilisées dans XSG pour rendre les
changements de précisions facilement et rapidement variables.
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figure 21 - Précision variable dans un bloc XSG
L'exécution de l'équation en version XSG confirme bien les prédictions de GAPPA (figure 22).
Il est donc possible de déterminer les précisions optimales (le minimum de bits) avec plusieurs
exécutions de GAPPA qui sont presque instantanées, sans jamais devoir refaire des simulations
XSG qui sont plus coûteuses en temps et plus difficiles à analyser afin de couvrir toutes les
possibilités et cas critiques.
figure 22 - Résultat d'exécution XSG
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La visualisation du processus à suivre laisse voir qu'une automatisation pourrait être
considérée. Un parseur qui analyserait les scripts 6APPA afin de trouver les différentes constantes
et précisions pourrait ensuite générer les constantes à insérer dans le fichier d'initialisation de
constantes Matlab. En plus d'accélérer le développement et faciliter le débogage, un tel outil
éviterait les cas où la nomenclature entre les deux outils ne correspond pas.
Tous les scripts GAPPA de cette recherche se trouve à l'annexe G.
43 Deuxième Niveau - Post-XSG
4.3.1 Optimisation de bloc individuel
Une fois que le prototype complet répond de la même manière que la référence, on passe à
l'étape de deuxième niveau. Cette étape n'est pas toujours nécessaire, mais deux cas précis y font
appel. Premièrement, si l'usager désire optimiser l'espace sur FPGA pour un moteur donné (les
paramètres autrement variables du contrôle seront donc toujours les mêmes), les scripts GAPPA
originaux peuvent être modifiés en diminuant l'étendue possible des constantes. Les précisions
(en nombre de bits) sont donc diminuées au minimum requis par la configuration sélectionnée
pour une marge d'erreur voulue. La taille de la logique au sein du FPGA est alors grandement
optimisée.
L'autre cas arrive lors de la situation inverse. Supposons qu'un moteur complètement
différent doit être contrôlé, et que ses paramètres ne sont pas gérés par les scripts GAPPA
d'origine. Des modifications doivent alors être apportées afin d'éviter les dépassements au niveau
des opérateurs. C'est une situation qui, sans l'aide de GAPPA, peut prendre des semaines de
travail lorsqu'on modifie les valeurs directement dans le modèle XSG. Les tests GAPPA sont quasi
instantanés et couvrent tous les cas possibles. Les simulations du système entier sont longues et il
est difficile de couvrir tous les cas extrêmes. De plus, les scripts GAPPA vont tout de suite indiquer,
après chaque exécution, si l'erreur provient du script actuel. Dans la simulation du modèle entier,
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il faut analyser les signaux intermédiaires pour trouver les sources d'erreur, ce qui est difficile dans
un système complexe avec rétroaction.
4.3.2 Validation de premier niveau et de deuxième niveau
Contrairement à la section 3.2, il est recommandé après une intervention GAPPA post-XSG
d'effectuer une validation de deuxième niveau avant de retourner aux tests de blocs individuels.
Comme il s'agit ici d'optimisation ou de correction de bogues de tailles d'opérateur, les
modifications aux scripts GAPPA permettent de rapidement identifier les causes de dépassement
et les optimisations possibles. Du coup, il est souvent suffisant de revérifier la réponse du modèle
XSG dans son ensemble pour voir si les changements ont porté fruit. Advenant le cas où ces
simulations sont sans succès, des évaluations de blocs individuels (en utilisant la méthode
simultanée ou la sainte croyance, section 3.2.1) sont envisageables.
Dans le cas d'une optimisation, il est également possible de comparer la nouvelle réponse
optimisée à l'ancienne, sans faire appel aux données accumulées à partir du modèle de référence
(Simulink ou Matlab, voir section 2.3).
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4.4 Analyse temporelle (Outil XSG)
Le prototype est jugé fonctionnel quand sa réponse et sa précision sont adéquates. Mais,
avant de pouvoir le charger dans le FPGA ou même de le simuler avec des outils comme
ModelSim, il faut procéder à l'analyse temporelle. Il s'agit d'une des étapes les plus longues du
développement. Lorsque les blocs du prototype sont développés, on désire faire fonctionner un
bloc sans se soucier des contraintes de temps. Mais une fois que son fonctionnement est vérifié,
on doit prendre le temps d'enregistrer les entrées et sorties ainsi que d'ajouter des registres de
délai afin de respecter les contraintes temporelles établies. Dans le cas de la commande
vectorielle, supposons un contrôle qui doit s'effectuer en environs 3 u.s. Si le contrôle nécessite
approximativement 122 pas d'horloge, cela signifie qu'il doit fonctionner à une vitesse d'au moins
41 MHz. On doit également s'assurer que la carte cible est capable d'assumer une telle vitesse, ce
qui n'est pas un problème dans la présente recherche. Pour effectuer ces vérifications, XSG
propose l'outil d'analyse temporelle (timing analysis tool). Cet outil montre à l'utilisateur de
manière graphique (figure 25) et textuelle (figure 24) les chemins critiques (les plus lents) ainsi que
ceux qui ne réussissent pas à respecter les contraintes (ex : si un signal ne peut se rendre de la
sortie d'un élément synchrone à l'entrée d'un autre élément synchrone en un pas d'horloge).
L'utilisateur peut ensuite trouver des tactiques en vue d'accélérer ces chemins.
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figure 24 - Analyse temporelle (détails des délais)
figure 25 - Analyse temporelle (identification des délais sur le modèle XSG)
Le problème est que l'analyse temporelle est longue à effectuer. Plus un système est
complexe, plus l'analyse prend du temps à être générée. De plus, il faut faire l'analyse de chaque
bloc individuellement, faire les ajustements et revérifier. Chaque analyse peut facilement prendre
de 10 à 15 minutes et il faut souvent en effectuer plusieurs sur un même bloc avant de trouver le
problème. Finalement, on effectue cette analyse sur le système complet, ce qui demande une
période de temps encore plus importante.
4.4.1 Analyse de bloc individuel
Le résultat de l'analyse temporelle permet à l'usager d'insérer les délais et registres de façon
manuelle aux bons endroits dans un système XSG ainsi que d'ajuster la latence de certains
opérateurs comme la multiplication. La figure 26 représente le bloc estimateur de w XSG avant
l'analyse temporelle. Après avoir utilisé l'outil, des délais sont ajoutés (figure 27) pour assurer le
respect des contraintes temporelles.
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figure 26 - Bloc XSG avant analyse temporelle
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figure 27 - Bloc XSG après analyse temporelle
Tous les blocs figurants à l'annexe E ont passé par le processus d'analyse temporelle. C'est
pourquoi on peut y observer beaucoup de blocs de délais. Il est également bon de noter que dans
plusieurs situations, il est avantageux d'insérer de multiples délais d'un pas d'horloge plutôt qu'un
seul délai de plusieurs pas d'horloge. Cela permet à XSG de mieux optimiser la logique générée et
d'obtenir une taille plus petite. Cependant, les expériences conduites dans le cadre de cette
recherche indiquent que ces gains d'espaces sont en général très minimes et ne valent pas
nécessairement le désavantage d'un modèle XSG plus encombré à cause des blocs
supplémentaires.
4.4.2 Anaîyse d'ensemble
Après la vérification que chaque sous-système respecte bien les consignes temporelles, il est
important d'utiliser l'outil sur le système entier. Dans le cas du contrôle vectoriel, on observe tous
les délais insérés après l'analyse temporelle du système dans la figure 12. Le contrôle vectoriel
développé dans cette recherche fonctionne à une vitesse supérieure à 100 MHz, ce qui est
nécessaire pour la co-simulation sur carte ML402 (voir section 4.7). En ce qui concerne la carte
Amirix, le contrôle vectoriel ne va tourner qu'à une vitesse de 62.5 MHz. Le modèle respecte donc
amplement cette condition.
4.5 Comparaison à AccelDSP
La compagnie Xilinx produit depuis peu un nouvel outil qui se nomme AccelDSP. Cet outil
permet de passer d'un modèle en code Matlab vers un bloc XSG ou un bloc HDL prêt à intégrer
dans un projet de l'usager. Cet outil propose également une manière optimisée de vérification
d'un modèle selon un niveau de précision désiré.
Dans AccelDSP, l'usager peut spécifier une précision de X bits pour son modèle HDL. Une
version en langage C est alors générée afin d'accélérer la simulation des résultats pour
comparaison avec un modèle théorique en virgule flottante. Le désavantage de cette méthode est
que l'usager ne peut utiliser cette technique de simulation à l'intérieur d'une boucle comme va le
permettre la co-simulation XSG. Aussi, l'outil GAPPA permet d'optimiser tous les opérateurs à
l'intérieur d'un bloc individuellement. Ceci est plus long, certes, mais peut permettre une
meilleure optimisation de l'espace lors de problèmes complexes.
Finalement, l'outil AccelDSP force l'usager à écrire son code en Matlab, ce qui n'est pas l'objet
de cette recherche. Dans le cas présent, c'est l'outil XSG qui permet de rapidement implémenter
un projet avec une orientation matérielle. AccelDSP s'adresse plutôt aux développeurs qui sont
moins familier avec l'aspect physique d'une implementation. Dans un tel cas, l'outil AccelDSP fait
un travail fabuleux.
4.6 Introduction à la co-simulation (XSG)
Pour simuler la partie XSG du système, il est possible d'utiliser deux techniques de co-
simulation qui utilisent le FPGA de la plateforme ML402 afin de gérer la logique de contrôle. Un
mode pas à pas (single step), dans lequel Simulink dicte au FPGA lorsqu'un pas d'horloge doit être
simulé, ainsi qu'un mode de co-simulation libre (free running) où la logique est exécutée sur le
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FPGA à pleine vitesse de 100 MHz. La communication entre Simulink et le FPGA est assurée par un
lien ETHERNET gigabit dans les deux modes d'opérations.
Il est très difficile dans la littérature d'obtenir des informations sur l'efficacité et sur le temps
nécessaire lors de l'utilisation de ces méthodes. Cette recherche permet de mieux évaluer la
performance de cet outil, ce qui fait d'ailleurs l'objet d'un article de conférence présenté en
Floride à l'été 2007 et disponible à l'annexe I. L'utilisation du mode de co-simulation libre dans
cette recherche pour déjouer le simulateur de Matlab est un apport important de ce travail.
4.7 Co-simulation de modèles avec attente
Le mode pas-à-pas de co-simulation permet d'améliorer le temps de simulation lorsqu'une
partie d'un gros système en boucle ouverte est remplacée. Cela est d'autant plus vrai si la partie
du système qui n'est pas créée avec XSG ne contient que des blocs qui peuvent être accélérés par
Simulink.
En boucle fermée, ce bénéfice de performance est aussi observable, mais seulement si le
système XSG ne nécessite pas un grand nombre de pas pour effectuer son traitement des
données. Si le nombre de pas nécessaire pour un traitement est plus grand que le nombre de pas
entre deux valeurs à traiter, un ajustement dispendieux doit être effectué. La période Simulink
pour la simulation d'un pas d'horloge du FPGA (un pas pour le modèle XSG) doit être réduite, alors
que le reste du modèle Simulink doit continuer de fonctionner à la même vitesse. Dans un
environnement où la taille d'un pas est fixe, cette taille doit être suffisamment réduite pour que le
système XSG puisse compléter son opération entre deux acquisitions de données. L'exemple qui
suit permet de mieux comprendre cette problématique.
Pour ('implementation du contrôle vectoriel choisie dans le cadre de cette maîtrise, 122 pas
sont nécessaires pour un contrôle sur des données acquises. Pour une fréquence
d'échantillonnage de 16 kHz, la génération des signaux PWM est divisée en 100 sections, soit deux
zones de 50 divisions, ce qui offre un bon compromis entre la précision du contrôle et le temps de
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simulation. Comme nous avons vu à la section 2.1.2, bien que ce ne soit pas le nombre de sections
qui sera utilisé dans des conditions physiques réelles, il s'agit d'un bon compromis pour réduire le
temps de simulation à un stade où la précision absolue n'est pas encore nécessaire.
Ici, la taille de pas fixe est 625 ns (— -), ce qui est déjà assez petit pour causer un long
temps de simulation du système. Puisque la génération de signaux PWM est divisée en deux, pour
chaque tranche de 50 divisions, un contrôle de 122 pas est effectué. Donc, le contrôle vectoriel
122
doit s'effectuer 2.44 fois (—) plus rapidement que le reste du système Simulink. La taille de pas
fixe est donc divisée par 2.44 et devient environ 256 ns, ce qui rend la simulation encore plus
longue, sans compter le temps perdu à cause du surdébit nécessaire pour synchroniser les pas du
FPGA avec les pas Simulink. En d'autres mots, comme la génération de signaux PWM et la
simulation du moteur SPS s'effectuent en peu de pas alors que le contrôle demande beaucoup de
pas, le couplage des deux entités force un pas de simulation très petit et une simulation très
longue.
La co-simulation libre permet au FPGA de fonctionner à pleine vitesse en tout temps. Ce n'est
plus l'environnement Simulink qui dicte au bloc co-simulé lorsque son horloge doit être activée, ce
qui réduit le surdébit de la communication entre FPGA et Matlab. En accord avec l'objectif de
développer une méthode intéressante en milieu académique, la plateforme utilisée pour la co-
simulation est le Virtex 4 ML402 SX XtremeDSP Evaluation Platform (figure 29). Il s'agit d'une
plateforme accessible, offrant assez de puissance et de flexibilité pour assurer la co-simulation de
modèles complexes. C'est également une plateforme déjà supportée par XSG pour la co-
simulation, ce qui assure un bon fonctionnement lors de l'utilisation de la méthode détaillée dans
cet écrit. Il n'est pas nécessaire de configurer une nouvelle cible de co-simulation dans XSG, ce qui
accélère davantage le développement. La vitesse d'horloge de cette plateforme lorsqu'utilisée en
co-simulation libre est de 100 MHz. Pour 122 pas, cela signifie que le contrôle vectoriel s'effectue
en 1.22 u.s. Le contrôle peut donc être complété aisément entre deux acquisitions de données
alors que le reste du système Simulink fait son travail. Peu importe le pas de temps Simulink
utilisé, il fut impossible d'observer des problèmes où la co-simulation n'avait pas le temps de
traiter les données qui lui étaient envoyées.
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Le désavantage de cette méthode de simulation est que, contrairement à la co-simulation pas
à pas, la synchronisation doit être assurée par le modèle XSG et non par Simulink. Dans le cas du
contrôle vectoriel, un simple signal de démarrage est envoyé au bloc afin d'amorcer son
traitement. Comme il est impossible de prédire combien de signaux seront alors vus par le bloc
XSG, ce dernier utilise un simple mécanisme (figure 28) afin de ne s'activer qu'à la fin d'un signal
de démarrage. Celui-ci peut donc être d'une durée arbitraire et un seul traitement sera lancé.
In
i
 1 1
1 ^ j
to start Relational
figure 28 - Simple synchronisation d'un bloc XSG co-simulé
Le signal de démarrage est doublé, et un délai est inséré dans un des deux signaux. Ceux-ci
sont enfin comparés afin de déterminer la fin du signal envoyé, et c'est alors qu'une pulsation est
communiquée au contrôle vectoriel.
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.8 Test sur matériel
figure 29 - Carte de co-simulation Xilinx ML402
L'option de co-simulation offerte par XSG assure également que îe modèle testé va répondre
correctement une fois implémenté sur la plateforme matérielle ciblée. Une fois qu'un prototype
XSG a été suffisamment testé dans l'environnement Simulink et que l'analyse temporelle assure à
l'usager que le modèle peut fonctionner à la vitesse désirée, il est nécessaire de reconfigurer un
FPGA avec la logique du design pour vérifier que la transition vers le domaine matériel
n'occasionne pas de bogues imprévus. Une fois sur FPGA, le design est souvent analysé avec un
outil tel que Chipscope qui permet d'analyser les signaux internes de la puce en pleine action.
Chipscope est d'ailleurs disponible depuis XSG, ce qui facilite grandement son utilisation au sein
d'un projet.
Dans le cas d'une co-simulation libre, la partie XSG du système fonctionne entièrement sur !e
FPGA de la carte de co-simulation utilisée, et ce, à pleine vitesse. Le comportement sur matériel
peut donc tout de suite être analysé, débogué et optimisé. Si un problème non présent lors de
simulations dans l'environnement Simulink (du modèle XSG) est introduit en co-simulation, l'outil
chipscope (qui s'intègre facilement dans XSG et Simulink) ou de simples sorties temporaires de
débogage permettent de rapidement identifier la cause de la complication. Même si l'usager
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désire analyser un grand nombre de signaux internes lors de la co-simulation, l'utilisation de la
communication Ethernet gigabit offre une large bande passante qui le permet.
Dans le cas de l'application du contrôle vectoriel développé dans cette recherche, cette
technique a permis d'identifier un problème de dépassement lors de l'utilisation du bloc
soustraction XSG où la gestion du dépassement doit être mise à wrap. Une fois ces problèmes
réglés, l'analyse FPGA-in-the-loop peut être lancée.
4.9 FPGA-ïn-the-Ioop; co-simulation avec SimPowerSystems
figure 30 - Co-simulation avec portillonnage, moteur et module de puissance
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figure 31 - Interface du bloc XSG co-simulé
Lors des tests et de l'analyse d'un système de contrôle fait avec XSG, une des difficultés
majeures est de vérifier ce design en boucle fermée. Bien qu'une simulation en boucle ouverte
avec des valeurs de référence soit efficace pour confirmer le bon fonctionnement de l'algorithme,
cette méthode comporte deux désavantages. Premièrement, elle ne représente pas comment le
système va se comporter avec rétroaction, et deuxièmement, il faudra de toute façon effectuer un
test en boucle fermée avant de brancher le système à l'équipement de laboratoire.
Le test en condition de boucle fermée utilise le module de puissance et le moteur simulé avec
SPS (voir section 2.2.3). Le portillonnage PWM est simulé par le bloc de «fonction embarquée »
Matlab. Ici, pour des raisons de synchronisation, on ne peut co-simuler le portillonnage sur FPGA
car il doit fonctionner selon la même horloge que le bloc SPS.
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figure 32 - Réponse du système XSG co-simulé (rouge, lisse = profil, bleu = réponse)
Type de simulation
co-simulation libre
co-simulation pas à pas
Simulation du modèle Simulink en mode accéléré
Temps de simulation
1734 s
174610 s (48 heures)
763 s
tableau 3 - Temps des 3 méthodes de simulation
Le tableau 3 affiche les performances de simulation pour un profil de vitesse donné (qui est le
même pour les trois tests, voir figure 32). Les tests sont tous effectués sur la même plateforme,
soit un PC Intel P4 3.4GHz, pour une même précision de 50 divisions par demi-période de
commutation (voir section 2.1.2). Les résultats montrent que si l'on compare avec un modèle de
contrôle entièrement Simulink (en mode accéléré de Simulink), une simulation du modèle XSG
avec co-simulation pas à pas demande environs 229 fois plus de temps. La simulation sans aucune
co-simulation est encore plus longue, ce qui rend ces deux modes de fonctionnement non
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envisageables pour un développement rapide. En revanche, la co-simulation libre ne demande
qu'environ 2.27 fois le temps nécessaire à la simulation Simulink. Des tests avec différents profils
et des blocs individuels (plutôt que le contrôle entier) confirment un facteur d'environs 2 ou 3 fois
en temps de simulation.
Les résultats des expériences conduites dans le cadre de cette recherche permettent de
conclure que si le temps de simulation Simulink est acceptable pour l'usager, la co-simulation libre
représente une bonne option. Si le temps Simulink est déjà inacceptable pour l'usager, il doit alors
envisager une autre solution de simulation (plateforme en temps réel, etc.).
4.10 Résultats de profils simulés
Le premier profil de vitesse (figure 33) représente une co-simulation du système entier avec
des filtres théoriques de 4eme ordre et de fréquence 5000 Hz. Le nombre de divisions d'une demi-
période de commutation est à 256, ce qui offre une grande précision, mais rallonge le temps de
simulation. Les articles de conférence à l'annexe I contiennent également d'autres profils et
résultats obtenus grâce au travail produit dans cette recherche.
Pour chaque figure, la ligne ROUGE (lisse) identifie le profil et la ligne BLEUE (plus sinueuse),
la réponse du moteur.
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figure 33 - Réponse de vitesse - 256 divisions - Filtre 5000 Hz
La seconde figure 34 représente la même simulation, mais avec un nombre de 100 divisions,
ce qui rend la simulation 2.7 fois plus rapide en gardant une allure de courbe très acceptable (pour
des fins de simulation). Il s'agit du type de modification de précision que l'usager peut faire afin de
tester la réponse de son système dans plusieurs cas critiques comme des dépassements. Une fois
le bon comportement confirmé, une simulation qui demande plus de précision peut être lancée.
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figure 34 - Réponse de vitesse -100 divisions - Filtre 5000 Hz
Finalement, la figure 35 montre l'effet de changer le filtre pour une fréquence plus réaliste de
500 Hz, ce qui engendre les oscillations attendues à plus grande vitesse.
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CHAPITRE 5
Résumé de la méthode, travaux futurs et conclusion
L'établissement d'une méthode de prototypage rapide est un objectif important de ce travail.
Il est donc important de bien en isoler les étapes. Cette description modulaire permet à la fois à
l'usager de la méthode de suivre le processus de développement proposé par l'auteur de cette
recherche, mais aussi de mieux évaluer l'envergure du travail pour chacune des étapes à franchir.
Le prototypage rapide sur la plateforme de développement doit franchir les étapes suivantes :
5.1 Schématisation de l'algorithme
Voir section 2.1
5.2 Référence Matlab et collecte de données
Voir section 2.2
5.3 Création des scripts GAPPA (Pre-XSG) en pire cas possible (PCP)
Voir section 4.2
5.4 Création du fichier d'initialisation Matlab
Voir section 4.2.2 et 3.5
5.5 Création du modèle System Generator
Voir section 3
5.6 Optimisation avec GAPPA (Post-XSG)
Voir section 4.3
5.7 Co-simuïatïon en boucle fermée (FPGA-in-the-loop)
Voir section 4.9
5.8 Instanciatîon du projet XSG sur la plateforme Amirix
Voir section Annexe B
5.9 Travaux futurs et ajouts intéressants à la méthode
La méthode de développement rapide créée dans cette recherche permet maintenant à
l'usager de partir d'un algorithme d'application et de le porter vers une plateforme expérimentale
afin de prouver la faisabilité du concept. Les étapes de la méthode sont très détaillées de manière
à éviter à l'usager de commettre des erreurs de configuration lors de l'utilisation des outils
impliqués dans le processus. Le cheminement est également décrit de manière à ce que l'usager
ne perde pas de temps supplémentaire lors des phases de débogage (grâce à GAPPA) et lors de
('implementation sur la carte Amirix (grâce au livrable CMC).
Une des forces de la méthode de cette recherche réside dans le fait d'utiliser des outils
académiques disponibles à l'équipe de recherche, plutôt que de payer un tiers parti pour une
solution complète en un produit qui n'offre pas nécessairement les performances désirées. La
flexibilité de pouvoir effectuer séparément la mise à jour des différents modules de la méthode
permet de rapidement bénéficier des améliorations apportées par ces nouvelles versions.
Cependant, certaines tâches pour passer d'un outil à l'autre gagneraient à être automatisées
davantage.
Le meilleur exemple est la génération d'un script Matlab et des blocs XSG personnalisés.
Actuellement, l'usager doit utiliser la même nomenclature entre ces trois outils et copier les
valeurs de GAPPA vers le fichier Matlab, pour ensuite copier les noms de variable dans des blocs
XSG correspondants.
Beaucoup de temps serait économisé avec la création d'un outil qui :
• analyse les scripts GAPPA pour déterminer les noms et valeurs des variables de point binaire;
• exécute ces scripts pour ensuite évaluer le nombre de bits nécessaire pour la partie entière
des opérandes;
• crée un fichier d'initialisation Matlab;
crée un fichier MDL contenant les blocs XSG avec leurs paramètres.
Présentement, les co-simulations du contrôle vectoriel fonctionnent et offrent des résultats
intéressants. Cependant, les tests avec le moteur du laboratoire n'ont pas encore été effectués. Il
faut encore implémenter un bon lecteur de vitesse provenant d'un encodeur optique [13] et
obtenir le connecteur d'expansion fabriqué par un technicien pour la carte Amirix APlOOO.
5.10 Possibilités futures et applications
Avec une plateforme de développement ainsi qu'une méthode de prototypage pour l'utiliser,
il est maintenant possible de traiter de nouveaux problèmes dans des domaines divers afin de
rapidement prouver le fonctionnement d'un concept à l'aide d'un prototype sur puce FPGA.
De plus, le contrôle vectoriel conçu avec XSG est utilisé deux fois par période de commutation
(voir section 2.1.2), ce qui démontre le fonctionnement de cette méthode pour obtenir une
génération de signaux PWM asymétrique. Bien qu'en simulation, les résultats avec et sans cette
méthode ne diffèrent pas, il s'agit d'un moyen de réduire les harmoniques fournies au réseau et
de produire une onde sinusoïdale plus propre. Il sera intéressant de vérifier le comportement une
fois les tests en laboratoire effectués. C'est une méthode qui serait avantageuse particulièrement
lors de l'usage d'onduleurs multi-étages, ce qui peut également servir de base pour une recherche
intéressante.
5.11 Conclusion
Les objectifs de cette recherche se divisaient en trois volets qui ont été abordés et complétés.
Premièrement, l'établissement d'une plateforme de travail à l'aide d'outils académiques
modulaires qui permet de passer d'un algorithme ou d'un problème vers un prototype fonctionnel
pouvant être testé en laboratoire. Dans le domaine de la recherche, cela est spécialement
important car cela permet d'obtenir la précision voulue et la puissance désirée de chaque module
de la plateforme. Une solution commerciale intégrée n'offre souvent pas cette flexibilité (sans
parler des coûts). Ici, chaque outil ou module matériel peut être changé selon la direction de la
recherche. L'utilisation des outils retrouvés dans le milieu académique au lieu d'une coûteuse et
complexe solution intégrée d'un tiers parti présente aussi de nombreux avantages dans un cadre
de recherche. Un étudiant peut rapidement appliquer ses connaissances actuelles des outils et
participer à la réalisation d'un projet sans nécessiter une longue formation. Pour le groupe de
recherche, il s'agit d'une économie car le prix d'une telle formation pour du personnel temporaire
peut souvent s'avéré très important. De plus, le milieu universitaire a souvent accès aux nouvelles
licences des dernières versions de logiciels comme XSG et Matlab.
Ensuite, une méthode de prototypage rapide fut développée afin d'offrir à l'usager de cette
plateforme de développement une méthode efficace de conception, de validation et
d'optimisation. Ceci permet d'éviter les pertes de temps souvent occasionnées par des erreurs de
configuration, un manque de documentation des outils ou un manque de rigueur. Il s'agit aussi
d'un outil permettant de mieux estimer les temps de développement, de débogage et de
simulation avant de commencer un projet. De plus, cette méthode assure le lien entre les
différents outils comme GAPPA, XSG, XPS, etc. Les scripts de migration entre les applications ainsi
que les méthodes jugées optimales d'intégration de chaque outil sont fournies afin que l'usager
perde le moins de temps possible et puisse simplement se concentrer sur l'application de sa
recherche. L'intégration de GAPPA au sein du processus de conception est un apport important de
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cette recherche qui permet d'économiser beaucoup de temps, et qui simplifie énormément
l'identification de bogues dans un modèle complexe.
Finalement, l'application du contrôle vectoriel devant répondre à des conditions d'exécutions
sévères (un court temps de réponse, une taille sur FPGA décente, etc.) offre une réponse simulée
très acceptable en respectant les contraintes établies. Ce contrôle pourra maintenant être testé
avec l'équipement en laboratoire. C'est aussi cette application qui a permis de développer la
méthode efficace de conception, sans quoi, elle n'aurait été qu'une fabrication purement
théorique sans preuve à l'appui. Ce problème complexe permet de vérifier la faisabilité d'utiliser la
méthode de prototypage pour générer un prototype fonctionnel et des temps de développement
que cela implique. Notamment, cet exemple a permis de vérifier l'efficacité d'utiliser la co-
simulation libre d'une nouvelle manière afin de simuler des modèles XSG avec attente liés à
d'autres modules Simulink ordinaires. Cette recherche vérifie qu'une telle utilisation du mode de
co-simulation libre est fiable, et elle offre une idée des temps de simulation auxquels l'usager peut
s'attendre.
L'application de contrôle vectoriel a également permis de tester en pratique les versions non
restaurantes optimisées pour FPGA de la racine carrée et de la division. Ces résultats furent
importants afin de publier les deux articles sur le sujet que l'on retrouve à l'annexe I.
Les divers résultats de cette recherche offrent donc une fondation solide à l'équipe de
recherche pour attaquer diverses problématiques d'application, tout en ayant les outils
nécessaires pour mieux estimer le temps de développement requis pour ce genre de tâche.
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ANNEXE A
Équations du contrôle vectoriel
Tiré de l'article "Towards the System-on-Chip Realization of a Sensorless Vector Controller with
Microsecond-order Computation Time"
I) Speed PI Controller:
2) fl^wr Fh« Pi Controller:
itd = kpst! + hf I tf dt : tt = ** -
J?) /?o/«/- F/iiX Estimator Block:
cos 0 = —f~ \ sin
with
Lr
) Current PI Controller:
5) Decoupling:
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with
M à
Dd = -
LT
•
 M
+
6) uJ Estimation:
7) Clarke Transforms:
and
1 , V'3
1 v'3
Use = -^ÎJ-fca
S) Park Trailsfomis:
9) PT:
i i \ ? i
\ {»* } ~ \ f«
~~ \ - sin 0 cos 0 .
10) PT1;
,,_i ( cos(? — sinflT i /
cosO
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.-.d: '".-,•; Stator voltage of d-axis and ç-axîs
*d, hq Stator current of d-axis and <j-axis
> Rotor flux modulus
,
1
 Angular speed of the id.q) reference frame
Stator and rotor inductances
Mutual inductance
Stator and rotor resistances
Leakage coefficient of the motor
Constant: ~
Number of pole pairs
Rotor speed, or angular frequency
(measured or estimated)
Inertia] momentum
Friction coefficient
Torque load
M
a
J
f
Ti
Lr
Rr
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ANNEXE B
Plateforme Amirix
6.1 Connectivité
6.1.1 AÏO
C'est la carte AIO qui, sur la plateforme de travail, agit comme interface entre le FPGA de la
carte Amirix et l'électronique de puissance du laboratoire. Les 8 entrées analogiques qui
supportent un échantillonnage de 2 MSPS sont suffisamment rapides pour supporter la
dynamique explorée à la section 2.1.2 où les détails quant à la vitesse d'échantillonnage des
tensions et courants sont exposés.
Un ruban de 80 conducteurs lie la carte à une plaque d'interconnexion qui est ensuite reliée
aux ports de l'électronique de puissance. Cette plaque a été conçue par un technicien selon les
spécifications de notre équipe de recherche. Les 3 tensions et 3 courants du moteur sont, après
avoir été filtrés via des filtres aussi produits par le technicien de département (spécification des
filtres à la section 2.2.3), convertis par la carte AIO et ces valeurs rejoignent le FPGA via le PMC qui
est rattaché au Processor Local Bus (PLB) via le Processor Bus Dual PCI Bridge (figure 36).
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figure 36 - Plateforme Amirix AP1000
6.1.2 FPGA
Même si la carte AIO possède des entrées et des sorties numériques, ce ne sont pas ces
dernières qui sont utilisées afin d'envoyer les signaux PWM au module de puissance et de recevoir
les signaux de l'encodeur optique de vitesse du moteur. Il s'agit d'opérations où le nombre de pas
d'horloge est critique. L'utilisation de la communication sur le PLB et le PMC ne peut garantir,
même s'il y a peu de trafic sur le bus dans notre cas, le nombre de pas exact avant le transfert
d'une valeur entre le FPGA et la carte AIO. De plus, le portillonnage et la lecture de vitesse doivent
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s'exécuter en parallèle avec le contrôle vectoriel. Cela signifie qu'un seul de ces processus peut lire
ou écrire à ia fois sur la carte AIO (dans le mode de communication choisi pour les besoins de cette
recherche).
Ces raisons font que le portillonnage et la lecture de vitesse seront gérés directement par le
FPGA via les connecteurs d'expansions de la carte Amirix AP1000. Malheureusement, bien que
très nombreux, les ports d'entrée et de sortie de la carte utilisent des connecteurs Samtec CON
0.8mm. Une carte d'adaptation sur mesure composée d'un circuit imprimé et des connecteurs
correspondants est fabriquée par le technicien de département afin de convertir les connexions en
broches standards qui facilitent l'interface avec l'équipement du laboratoire. Cela facilite aussi la
tâche de débogage, car les signaux sont beaucoup plus faciles à observer sur un oscilloscope grâce
à cet adaptateur de connexion.
6.2 Logique matérielle
6.2.1 Le Project Xilinx Platform Studio (XPS)
L'outil utilisé pour la gestion de la logique matérielle du FPGA de la carte Amirix est le Xilinx
Platform Studio (XPS). CMC fournit un projet de base modifié (basé sur une source fournie par
Amirix) qui contient tous les fichiers nécessaires pour la génération d'un fichier BIN à instancier sur
le FPGA. Ce fichier BIN est transféré à la mémoire de configuration Flash de la carte pour ensuite
reconfigurer le FPGA. Au cours de cette recherche, la programmation directe via JTAG n'est pas
utilisée, car il fût découvert que cela rend le Linux embarqué inopérant. Ce point important
n'étant nulle part documenté, l'usager de la méthode doit ici en prendre bonne note. Une fois
programmée, la logique de l'usager attend la confirmation du logiciel d'initialisation de la carte
PMC avant de commencer son traitement.
Dans le cadre du contrat CMC, le traitement effectué par le FPGA dans la phase 1 du contrat
est un filtre FIR. La phase 2 du même contrat implique la création d'opérations plus compliquées,
où l'usager peut sélectionner les signaux qu'il désire envoyer à la carte AIO à partir de générateurs
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d'onde sinusoïdale CORDIC (crées pour le contrat). Le fichier VHDL est conçu de manière à
simplifier ('implementation de n'importe quelle opération sans avoir besoin de modifier le reste du
code, ce qui est l'intérêt principal au sein de la méthode de prototypage rapide de cette
recherche. Le projet contient un bloc hw_math (Hardware Math Operation) déjà instancié et
connecté au PLB à l'adresse 0x2A001000 (figure 37). Les LEDS et commutateurs de la carte Amirix
sont aussi connectés en tant que sorties et entrées, respectivement. Même le logiciel de
l'utilisateur (qui fonctionne sur la plateforme Linux) peut accéder aux valeurs des commutateurs
via le registre de statut et de contrôle (CSR illustré à la figure 40).
,v, -Filters
r-ï C Bus Interface C
Instance
plb_psb_btidge_i
opb_bus
plb_psb_bridge_i
ppc405_i
ppc405_i
ppc405_ppcjtag_chain
ppc405_ppcjtag_chain
.
Ports fi Addtesse
| Name /
MDCR
MDCH
MDCR
MDCR
3 Generate Addresses
1 Address
PLB_PSB_FPGA_
DS0CM_DCR
IS0CM_DCR
DSOCM.DCR
IS0CM_DCR
Base Address
0x30000000
Ox4EO0O00O
.REG 0x30002000
Obi 000100000
0b1000010000
High Address
0x3FFFFFFF
0x4EFFFFFF
Obi 000100011
Obi 000010011
Size
25ÊM
18M
U
4
4
U
U
[Lock
•
D
•
n
n
D
n
j ICache | DCache Bus Connection
dcr_bus
dcf_bus
No Connecta
No Connection
ihw math 0
plb_bus
plb2opb_bridge_i
opb_uart1S550_i
opbjnlcj
plb_ddt_controllerj
plb_bram_if_cntlr_i
plb2opb_bridge_i
plb2opb_biidge_i
plb2opb_bridge_i
plb2opb_bridge_i
MSPLB
SDCR
SDCR
SOPB
SOPB
SPLB
SPLB
SPLB
SPLB
SPLB
SPLB
DCR
Ox2A001000
0b0000000000
0b0100000000
0x4C000000
Ox4D00OO0O
0x00000000
c_baseaddr: c_highaddr OxFFFFOOOO
RNG0
RMG1
RNG2
RNG3
0x20000000
0x28000000
0x4C000000
0x2A0011FF
ObOO11111l11
ObOI11111111
0x4CFFFFFF
0x4DFFFFFF
OxiFFFFFFF
OxFFFFFFFF
0x27FFFFFF
0x29FFFFFF
0x4FFFFFFF
512
256
25G
1EM
16M
512M
64K
128M
32M
S4M
U
•D
D
Q
Q
Q
• a Q
a
a
a
D
plb bus
dcr_bus
dcr_bus
opb_bus
opb_bus
plb_bus
plb_bus
plb_bus
p(b_bus
p!b_bus
plb_bus
figure 37 - Instance de hw_math dans le Baseline Amirix
Le bloc hw_math est instancié sur le PLB. C'est un choix avantageux, car un bloc à cet endroit
peut effectuer une communication de type master vers le bus PSB, ce qui serait impossible à partir
du bus OPB (figure 38).
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Pour accélérer la génération de logique, les options du Mapper et du Place and Route sont
configurés à la valeur STD (standard) dans le fichier d'options d'implémentation
(etc/fast_runtime.opt) qui se trouve dans Project Files (figure 39). Si l'usager désire un niveau
d'effort plus agressif, ces options doivent être changées pour la valeur HIGH, ce qui demande
beaucoup plus de temps. Cette attente supplémentaire se chiffre en heures selon les expériences
conduites dans le cadre de cette recherche.
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figure 39 - fichier d'options d'implémentation (etc/fast_runtime.opt)
6.2.2 Software / User Logic interaction
La logique est programmée de manière à lire les opérandes à une adresse sur le bus
(addrjn). Cette donnée est ensuite traitée par une opération arbitraire et le résultat peut être
renvoyé sur le bus à une adresse de sortie (addr_out). Les deux adresses doivent être fournies,
ainsi que le nombre d'opérandes (op_cnt) à la logique par le logiciel utilisateur avant de
commencer le traitement des données. La communication s'effectue selon les étapes suivantes :
1. Le logiciel écrit addrjn dans le registre slv_regl, addr_out dans le registre slv_reg2 et le
op_cnt dans slv_reg3
2. Le logiciel dit à la logique de démarrer son traitement en changeant le bit slv_regO(8) à 1
(slv_reg étant le CSR)
3. Le traitement se complète dans la logique et le bit 9 de C_BASEADDR+0x0 est mis à l
4. Le logiciel détecte ce changement et envoie un ACK en rechangeant le bit slv_regO(8) à 0
5. La logique se remet en attente et le bit 9 de C_BASEADDR+OxO est remis à 0
II s'agit du fonctionnement du produit livrable conçu pour CMC et qui sert à la plateforme de
développement établie dans cette recherche. Dans le cas de l'exemple d'application du contrôle
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vectoriel, il est mentionné dans la section 3.2 que les sorties de la carte AIO ne seront pas utilisées.
Le logiciel n'est donc pas ici obligé de fournir une adresse de sortie addr_out.
Le contrôle vectoriel étant une opération continue, il n'est pas non plus nécessaire de
spécifier un nombre d'opérandes à traiter, ni de confirmer le traitement matériel à l'aide du bit 9
de C_BASEADDR+OxO. Le départ et l'arrêt du contrôle peuvent être gérés soit par le logiciel ou par
un autre signal envoyé au FPGA. La seule condition importante est que le logiciel communique à
la logique que la carte AIO est bien initialisée sur le bus PCI.
0-7: Dipswitches 8: Start HW 9:HWdone 10-31: Réservé
figure 40 - C BASEADDR+OxO : Registre de contrôle et statut (CSR)
6.2.3 Le modèle esclave de lecture des registres
La communication sur le bus PLB et le bus OPB du FPGA de la carte Amirix supporte une
architecture CoreConnect d'IBM. Ainsi, les modes de communication master et slave sont
disponibles pour n'importe quelle logique instanciée dans le Baseline de la carte Amirix (pourvu
que la communication des bus internes soit respectée selon la figure 38).
Dans le projet livrable, 4 registres esclaves sont disponibles aux autres périphériques du bus,
soit les adresses C_BASEADDR + 0x0, C_BASEADDR + 0x4, C_BASEADDR + 0x8 et C_BASEADDR +
OxC. L'application de filtre de démonstration du produit livrable ne fait pas usage des registres 2 et
3. Le registre 1 est utilisé pour renvoyer la valeur calculée par la logique au logiciel usager, alors
que le registre 0 devient un registre de contrôle et statut (CSR, illustré à la figure 40). Il est
composé des signaux suivants :
0-7 : L'état des dipswitches de la carte Amirix AP1000
8 : Signal du logiciel qui déclenche le traitement de la logique
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9 : Signal de la logique qui indique au logiciel que le traitement est complété
10-31: réservé
La figure 41 illustre comment ces différents signaux sont gérés par le multiplexeur du système
de registres esclaves.
SLAVE RIG REÎJ3 FROC : process ( slv
beçiii
case slv reç read select is
when "1000" ">
when "0100" =>
when "0010" ™>
when "0001" »>
when ethers =>
end csse;|
er.d process SLAVE
slv ip2bus data
slv ip2blj3 data
slv ip2bus dat-*
slv ip2bu3 data
slv ip2bus data
1EG RZAD_PROC;
M u • j i .• • • •
reç read select
<" dip switch 5
<- MATH RES;
<» slv regi;
<» slv reg2;
<« (others => '
, slv regO, slv real, slv reç2, slv reg3 ) is
slv regO(S) 5 hw i-orlc done £ slv r e g O d O to 3 1 ) ;
0') ;
figure 41 - MUX du modèle esclave des registres (hw math)
6.2.4 La machine d'état
La machine d'état qui se trouve dans le produit livrable pour CMC se comporte de la manière
suivante :
• Détection d'un signal de démarrage sur slv_regO(8) (voir CSR)
• Lecture d'une adresse de lecture des données d'entrée (addr_in); d'une adresse de sortie
(addr_out) et d'un nombre d'opérandes à traiter sur slv_regl, slv_reg2 et slv_reg3,
respectivement.
• Vérification du compte d'opérande et préparation de requêtes de lecture (choisir t'adresse où
la valeur lue sera inscrite, comme C_BASEADDR + OxC par exemple). S'il n'y a plus
d'opérandes, retour vers un état d'attente.
• Requête de lecture sur le bus et attente du ACK.
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• Traitement de la donnée, nombre d'opérandes décrémenté et incrémentation de l'adresse de
lecture (si c'est le cas).
• Écriture du résultat à l'adresse de sortie (requête et attente du ACK).
• Retour à l'état de vérification du compte d'opérandes.
Ce livrable est présenté dans la méthode de développement de cette recherche, car tous les
éléments de communication de base y sont présents. L'application du contrôle vectoriel requiert
beaucoup moins de généralité, et supprime certaines étapes de communication qui pourraient
être pratiques dans une autre application. Le fait d'offrir un code générique dans cette méthode
de développement permet à l'usager de rapidement porter son application XSG vers la plateforme
Amirix en enlevant ce qui n'est pas nécessaire dans le Baseline, plutôt qu'en rajoutant des
fonctions manquantes (ce qui implique du temps supplémentaire pour tester ces fonctions).
Pour l'application du contrôle vectoriel, une adresse de sortie n'est plus nécessaire, car les
délais d'activation sont envoyés au module de puissance via les sorties du FPGA et non de la carte
AIO. Il n'y a pas non plus de compte d'opérandes, car le contrôle s'effectue en continu. La machine
se comporte de la manière suivante :
• Détection d'un signal de démarrage (soit envoyé par logiciel ou par un signal directement lié
au FPGA)
• Lecture d'une adresse de lecture des données d'entrée (addr_in), correspondant à la source
de données de la carte AIO (selon le mode de configuration de cette dernière).
• Attente de signal de démarrage d'acquisition (provenant du processus de portillonnage).
• Requête de lecture sur le bus et attente du ACK.
• Traitement des données et résultats enregistrés pour le processus de portillonnage qui
s'exécute en parallèle.
• Retour à l'état d'attente de démarrage d'acquisition.
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6.2.5 Intégration de fichiers NGC
Le modèle XSG généré par l'usager (voir section 4) donne comme résultat un fichier NGC qui
est en réalité une boîte noire comprenant le code VHDL du système. Il n'est pas facile de trouver la
documentation sur l'intégration d'un fichier NGC au sein d'un projet XPS, et c'est pourquoi la
méthode est reproduite dans cette section :
1. Dans le fichier MPD, changer le paramètre OPTION STYLE pour la valeur MIX comme dans
l'exemple suivant :
OPTION IPTYPE = PERIPHERAL
OPTION IMP_NETLIST = TRUE
OPTION HDL = VHDL
OPTION IP_GROUP = MICROBLAZE:PPC:USER
OPTION CORE_STATE = DEVELOPMENT
OPTION STYLE = MIX
2. Créer un dossier « netlist » dans le répertoire « pcore » qui va maintenant contenir 4
répertoires (data, devl, hdl et netlist)
3. Inclure un fichier BBD dans le dossier « data » qui va contenir le texte suivant :
FILES
blackboxl.ngc, blackbox2.ngc, blackbox3.edn
Et non la syntaxe suivante :
FILES blackboxl.ngc, blackbox2.ngc, blackbox3.edn
4. Mettre tous les fichiers NGC dans le dossier « netlist »
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6.2.6 Génération de fichier BIN et configuration sur Amirix
Une fois le Baseline adapté aux besoins spécifiques d'une application, le projet doit être
synthétisé et un fichier de reconfiguration pour la carte Amirix est créé. Cependant, ce fichier ne
peut être transmis à cette dernière via le port JTAG car cette procédure empêche l'accès au
système Linux embarqué. Il est donc nécessaire d'utiliser la mémoire flash de configuration. La
carte Amirix APlOOO contient 2 Intel Strataflash Flash memory devices (tableau 4); un pour la
configuration et un pour l'exécution de code (contenant U-Boot et ses variables de configuration,
qu'il ne faut pas écraser).
Bank
1
2
Adresse
0x20000000
0x24000000
Size
0x1000000 (16MB)
0x1000000 (16MB)
Taille
16
16
Mode
16
8
Description
Program Flash
Configuration Flash
tableau 4 - Les 2 Intel Strataflash Flash memory devices
Région
0
1
2
Bank
2
2
2
Secteurs
0-39
40-79
80 -127
Description
Configuration 0
Configuration 1
Configuration 2 (AMIRIX Default Platform)
tableau 5 - Configurations sur carte Amirix APlOOO (Configuration Flash)
La mémoire de configuration (tableau 5) se divise en trois régions de configuration. Il est
recommandé de ne pas écraser la région 2, car il s'agit de la configuration par défaut d'Amirix.
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Pour charger en mémoire le fichier BIN créé avec l'outil XPS, il faut configurer un serveur TFTP sur
le PC hôte et utiliser le terminal afin de se brancher sur la carte Amirix et utiliser les commandes
U-Boot de transfert TFTP (le tout est automatisé à l'annexe C grâce à AutoHotKey). Une fois le
fichier sur la carte, une commande de reconfiguration (selon une région choisie) reconfigure et
redémarre la carte Amirix AP1000.
6.3 Logiciel et pilotes
L'accès au système Linux embarqué sur la carte Amirix permet d'utiliser un pilote logiciel afin
d'initialiser la carte AIO sur le bus PCI. L'initialisation ne s'effectuant qu'une seule fois avant le
départ du traitement de la logique, il n'y a pas de pénalité dans l'efficacité et le temps de réponse
du contrôle vectoriel (ou d'une autre application).
6.3.1 Opérations de préparation logicielle
Les pilotes et logiciels de l'usager sont copiés sur une carte compactflash qui est ensuite
montée comme système de fichier sur l'environnement Linux embarqué. Les pilotes sont ensuite
chargés avec les paramètres de la logique, soit l'adresse de base (ex. : 0x2A000000) et la taille de
l'espace d'adressage.
Comme il s'agit d'une routine de commandes qui est souvent employée lors de tests en
laboratoire, il est avantageux d'utiliser une solution automatisée. Le logiciel gratuit AutoHotKey
(AHK) permet d'automatiquement entrer les différentes commandes nécessaires au terminal à la
simple pression d'une combinaison de touches du clavier. Le script AHK se trouve à l'annexe C.
Une fois la configuration effectuée, le logiciel usager peut être lancé afin de configurer la carte AIO
et de signaler à la logique que son traitement peut être amorcé.
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ANNEXE C
Code Embedded du portillonnage
function [out_pu, out_pv, out_pw, start] = Emfiregate(c_value,count, in_fu,
in_fv, in_fw)
Teq = 100;
Vdc = 400;
">:• Outputs COMPLETE PULSE
simout_pulse_u = 0;
simout_pulse_v = 0;
simout_pulse_w = 0;
count_value = c_value;
section_steps = count_value+l;
section_time = Teq;
count ori = count;
cur_zone = 1;
K Zone picker
if count > section_steps
count = count - section_steps;
cur_zone = 2;
end
start = 0;
:;: Precision avec deux contrôles
if count == section_steps-2
start = 1;
end
'•: Precision avec un seul contrôle
% if count ori =-• (section steps* 2)-5
i stait. = 1;
•v end
'•) Partial Outputs
out_pu = 0 ;
out_pv = 0 ;
out_pw = 0 ;
% for i = 1:angles size
'•'••. Restart Counter
:
*count. ~- 1 ;
% Conversion des inputs
s_fu = in_fu/section_time * section_steps;
s_fv = in_fv/section_time * section_steps;
s_fw = in_fw/section_time * section steps;
•sfoi: j -- 1 : section_steps
:; ZONE 1
if cur_zone == 1
% Pour pulse fu
if count < s_fu
out_pu = 0 ;
else
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out_pu = 1 ;
end
'•• Pour puise fv
if count < s_fv
out_pv = 0 ;
else
out_pv = 1;
end
:
': Pour pulse £w
if count < s fw
out_pw = 0;
else
out_pw = 1;
end
elseif cur zone == 2
= Pour pulse fu
if count < (section_steps - s_fu)
out_pu = 1;
else
out_pu = 0;
end
•: Pour pulse fv
if count < (section_steps - s_fv)
out_pv = 1;
else
out_pv = 0 ;
end
[i
- Pour pulse fw
if count < (section_steps - s_fw)
out_pw = 1;
else
out_pw = 0 ;
end
end
-•. Increase count
'•
;
:count = count -I- 1 ;
'•:•. Accumulation des pulses
simout_pulse_u = out_pu;
simout_pulse_v = out_pv;
simout_pulse_w = out_pw;
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ANNEXE D
Script Autohotkey pour Amirix
#4::
If Win Active aplOOO - HyperTerminal
Send insmod /mnt/hwlogic.o{Enter}
Sleep 200
Send insmod /mnt/aio.o{Enter}
Sleep 200
Send cd /dev{Enter}
Send mknod hwlogic c 254 0{Enter}
Sleep 200
Send mknod aio c 253 0{Enter}
Sleep 200
Send /mnt/initaio
return
#3::
IfWinActive aplOOO - HyperTerminal
Send insmod /mnt/hwlogic.o{Enter}
Sleep 200
Send insmod /mnt/gscl6aiss8a04.o 0{Enter}
Sleep 200
Send cd /dev{Enter}
Send mknod hwlogic c 254 0{Enter}
Sleep 200
Send mknod gsd6aiss8aO4O c 253 0{Enter}
Sleep 200
Send /mnt/testapp
;0x01000000 0x02000000 5
return
IfWinActive aplOOO - HyperTerminal
Send rmmod hwlogic{Enter}
Sleep 200
Send rmmod gscl6aiss8aO4{Enter}
Sleep 200
Send umount/mnt{Enter}
return
#2::
IfWinActive aplOOO - HyperTerminal
Send insmod /mnt/logic2/logic.o base_addr=0x2A001000{Enter}
Sleep 200
Send insmod /mnt/aio.o{Enter}
Sleep 200
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Send cd /dev{Enter}
Send mknod logic c 254 0{Enter}
Sleep 200
Send mknod aio c 253 0{Enter}
Sleep 200
Send /mnt/init_aio{Enter}
return
#m::
IfWinActive aplOOO - HyperTerminal
Send mount/dev/discs/discO/partl /mnt{Enter}
Sleep 200
return
#1::
IfWinActive aplOOO - HyperTerminal
Send setenv serverip 132.212.202.166{Enter}
Sleep 200
Send setenv ipaddr 132.212.201.223{Enter}
Sleep 200
Send erase 2:0-39{Enter}
MsgBox, 4 , , Tftp download.bin?
IfMsgBox, No
return
WinActivate aplOOO - HyperTerminal
Send tftp 00100000 download.bin{Enter}
MsgBox, 4 , , Copy to config flash 0?
IfMsgBox, No
return
WinActivate aplOOO - HyperTerminal
Send cp.b 00100000 24000000 00500000{Enter}
MsgBox, 4 , , Load config 0?
IfMsgBox, No
return
WinActivate aplOOO - HyperTerminal
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Send swrecon{Enter}
return
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ANNEXE E
Blocs individuels du contrôle vectoriel XSG
Firing Signals
figure 42 - Contrôle vectoriel, vue extérieure
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figure 43 — Contrôle vectoriel, vue intérieure
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figure 44 - PI, vue d'ensemble
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figure 45 - PI, vue intérieure
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figure 47 - Transformée de Park
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figure 48 - Transformée inverse de Park
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figure 49 — Estimateur de <o
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figure 50 — Bloc decoupling
119
G >
oid_psy_r
i\ab)
Delay2
Delay6
Delay5
Delay4
De!ay3
CMult
x 0 jÎ75«
CMull2
Delay?
Delayô
Delay9
> b
AddSub
DelaylO
Dq
Dd
figure 51 - Calcul de Dq et Dd
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figure 56 — Racine carrée non restaurante dans l'estimateur de flux rotoriques
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ANNEXE F
Schémas de racine carrée et division
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figure 57 — Racine carrée non restaurante
figure 58 - Division non restaurante
ANNEXE G
Scripts GAPPA
# Optimisation de Clark
# Operateurs
@clark_sub_isb_Cmultl = fixed<-14,dn>; # Binary point de la multiplication
@clark_sub_isb_AddSub = fixed<-14,dn>; # Binary point de l'addition
# Constantes et entrees
@isa_bp = fixed<-14,dn>;
@isb_bp = fixed<-14,dn>;
@clark_sub_isb_s3_cte = fixed<-14,dn>;
# Equations Théoriques
S3 = 0.57735026918963;
ISBETA = (isa + (2*isb))*s3;
tt Conversion des entrees et cte
gisa = isa_bp(isa);
gisb = isb_bp(isb);
gs3 = clark_sub_isb_s3_cte(s3);
# Equation Pratiques
add_res clark_sub_isb_AddSub = gisa + (2*gisb);
clark_res clark_sub_isb_Cmultl = add_res*gs3;
# Analyse
{ isa in [-100,100] A
isb in [-100,100]
ISBETA in ? A
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clark_res in ? A
add_res in ? / \
clark_res-ISBETAin?
# Optimisation de current_pi
@curpi_mulb = fixed<-16,dn>; #Binary point des mult
@curpi_mulbl = fixed<-2O,dn>; #Binary point des mult
# Théorique
kp_vit = 1;
Ts = 0.00005;
kivi t =1 .5 ;
ISQ= (sp_ref*kp_vit) + ((sp_ref*Ts)+(sp_ref*Ts))*ki_vit;
# Pratique
a curpi_mulb= sp_ref*kp_vit;
b curpi_mulbl= sp_ref*Ts;
c curpi_mulbl= b+b;
d curpi_mulbl= c * ki_vit;
glSQcurpi_mulbl = a+d;
{ sp_ref in [-170000,170000]
a in ? A
b in ? A
c in ? A
d in ? A
ISQin ? A
glSQin?A
gISQ-ISQin?
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# Optimisation de decoupling I
@decoupl_mull = fixed<-2O,dn>; #Binary point des mult
@decoupl_addl = fixed<-18,dn>; #Binary point des mult
# Théorique
LsSigma = 0.0037540626371672;
Lm_Lr = 0.88167962483031;
Lm = 0.015160569362457;
#-(Rr/Lr)*(Lm/Lr)
compl = -15.6337629210242;
mLsSigma = -0.0037540626371672;
Dq = ((isd*w)*LsSigma) + ((w*psy_r)*Lm_Lr);
Dd = (((isd*Lm)-psy_r)*compl) + ((w*isq)*mLsSigma);
# Pratique
a decoupl_mull= isd*w;
b decoupl_mull= a*LsSigma;
c decoupl_mull= w*psy_r;
d decoupl_mull= c*Lm_Lr;
gDq decoupl_addl= b + d;
e decoupl_mull= isd*Lm;
f decoupl_addl= e-psy_r;
g decoupl_mull= f*comp!;
h decoupl_mull= w*isq;
i decoupl_mull= h*mLsSigma;
gDd decoupl_addl= g+i;
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{ w in [-400,400] A
psy_r in [-4,4] / \
isd in [-400,400] A
isq in [-400,400]
->
# a in ? A
# b in ? A
# cin ? A
# ein? A
# f in ? A
Dq in ? A
Dd in ? A
gDq-Dqin? A
gDd - Dd in ?
# Optimisation de decoupling 2
@decoup2_mull = fixed<-20,dn>; #Binary point des mult
@decoup2_addl = fixed<-18,dn>; «Binary point des mult
# Théorique
LsSigma = 0.0037540626371672;
usq = (vsq*LsSigma) + Dq;
usd = (vsd*LsSigma) + Dd;
# Pratique
a decoup2_mull= vsq*LsSigma;
b decoup2_mull= vsd*LsSigma;
gusq decoup2_addl= a + Dq;
gusd decoup2_addl= b + Dd;
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{ Dq in [-3000,3000] / \
Dd in [-3000,3000] / \
vsd in [-400,400] A
vsq in [-400,400]
usq in ? / \
usd in ? A
gusq - usq in ? A
gusd - usd in ?
# Optimisation de Inverse de Park
@invpark_mulb = fixed<-16,dn>; #Binary point des mult
@invpark_addb = fixed<-14,dn>; #Binary point des add
# Théorique
USA = (usd*cost) - (usq*sint);
USB = (usd*sint) + (usq*cost);
# Pratique
a invpark_mulb= (usd*cost);
b invpark_mulb= (usq*sint);
c invpark_mulb= (usd*sint);
d invpark_mulb= (usq*cost);
gusa invpark_addb= a-b;
gusb invpark_addb= c+d;
{ usd in [0,400] A
usq in [0,400] A
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cost in [-1,1] A
sintin [-1,1]
->
a in?A
b in ? A
c in?A
din? A
USA in ? A
gusa-USAin?A
USB in ? A
gusb-USBin ?
# Optimisation de Park Transform
@park_in_isa =fixed<-8,dn>;
@park_in_isb = fixed<-10,dn>;
@park_in_cos = fixed<-14,dn>;
@park_in_sin = fixed<-14,dn>;
@park_mulbl = fixed<-10,dn>;
@park_mulb2 = fixed<-ll,dn>;
@park_mulb3 = fixed<-ll,dn>;
@park_mulb4 = fixed<-10,dn>;
@park_addb = fixed<-ll,dn>; #
@park_subb = fixed<-ll,dn>;
# Théorique
ISD= (isa*costj + (isb*sint);
ISQ=(isb*cost)-(isa*sint);
it Pratique
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a park_mulbl= (isa*cost);
b park_mulb2= (isb*sint);
c park_mulb3= (isb*cost);
d park_mulb4= (isa*sint);
gisd park_addb= a+b;
gisq park_subb= c-d;
{ isa in [-100,100] A
isb in [-174,+174] A
cost in [-1,1] A
sint in [-1,1]
->
a i n ? A
b in ? A
c in ? A
d in ? A
ISDin?A
gisd - ISD in ? A
ISQin?A
gisq - ISQin ?
# Optimisation de psy_sB
@psysb_cmul = fixed<-10,dn>;
@psysb_sub = fixed<-10,dn>;
@psysb_imul = fixed<-10,dn>;
# Théorique
Rs = 0.3014;
Ts = 0.0001;
psysa = usA- (Rs*isA);
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ia = Ts*psysa;
# Pratique
emu 1res psysb_cmul= (Rs*isA);
gpsysa psysb_sub= usA - cmulres;
gia psysb_imul=Ts*gpsysa;
{ usA in [-500,500] A
isA in [-174,174]
->
cmulres in ? / \
gpsysa in ? A
gia in ? A
gpsysa - psysa in ? A
gia - ia in ?
# Optimisation de psy_SA
@psysa_cmul = fixed<-10,dn>; #Binary point des mult
@psysa_sub = fixed<-10,dn>; #Binary point des mult
@psysa_imul = fixed<-10,dn>; #Binary point des mult
# Théorique
Rs = 0.3014;
Ts = 0.0001;
psysa = usA - (Rs*isA);
ia =Ts* psysa;
# Pratique
cmulres psysa_cmul= (Rs*isA);
gpsysa psysa_sub = usA - cmulres;
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gia imul= Ts*gpsysa;
{ usA in [-500,500] A
isA in [-100,100]
->
cmulres in ? / \
gpsysa in ? A
gia in ? A
gpsysa - psysa in ? A
gia - ia in ?
Optimisation de psy_RB
@psyrb_cmul = fixed<-ll,dn>;
@psyrb_sub = fixed<-ll,dn>;
@psyrb_cmu!2 = fixed<-15,dn>;
# Théorique
sigmaLs = 0.0037540626371672;
LrM = 1.13419883122791;
addres = psy_sA-(isA*sigmaLs);
psyrA= addres*UM;
# Pratique
gmulres psyrb_cmul= (isA*sigmaLs);
gaddres psyrb_sub = psy_sA-gmulres;
gpsyrA psyrb_cmul2= gaddres*LrM;
{ psy_sA in [-552,552] A
isA in [-174,174]
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gmulres in ? A
gaddres in ? / \
gpsyrA in ? A
gpsyrA - psyrA in ? A
gaddres-addres in ?
# Optimisation de psy_RA
@psyra_cmul = fixed<-ll,dn>; «Binary point des mult
@psyra_sub = fixed<-ll,dn>; #Binary point des mult
@psyra_cmul2 = fixed<-15,dn>; #Binary point des mult
# Théorique
sigmaLs = 0.0037540626371672;
LrM = 1.13419883122791;
addres = psy_sA-(isA*sigmaLs);
psyrA= addres*LrM;
# Pratique
gmulres psyra_cmul= (isA*sigmaLs);
gaddres psyra_sub= psy_sA-gmulres;
gpsyrA psyra_cmul2= gaddres*LrM;
{ psy_sA in [-552,552] A
isA in [-174,174]
->
gmulres in ? A
gaddres in ? A
gpsyrA in ? A
gpsyrA - psyrA in ? A
gaddres-addres in ?
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# Optimisation de fiuxpi
@fluxpi_mulb = fixed<-14,dn>;
@fluxpi_mulbl =fixed<-29,dn>;
@fluxpi_sp = fixed<-14,dn>;
# Théorique
kp_vit = 10000;
Ts = 0.00005;
ki_vit = 20500;
ISQ= (sp(sp_ref)*kp_vit) + ((sp(sp_ref)*Ts)+(sp(sp_ref)*Ts))*ki_vit;
# Pratique
a fluxpi_mulb= sp(sp_ref)*kp__vït;
b fluxpi_mulbl= sp(sp_ref)*Ts;
cfluxpi_mulbl= b+b;
d fluxpi_mulbl= c * ki_vit;
gISQfluxpijnulbl = a+d;
{ sp_ref in [-4,4]
->
a in ? A
b in ? A
c in ? A
d in ? A
ISQ in ? A
glSQin?A
gISQ-ISQin?
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# Optimisation de w_est
@west_in_wr = fixed<-6,dn>;
@west_in_psir = fixed<-14/dn>;
@west_in_isq = fïxed<-ll,dn>;
@west_cmul = fixed<-10,dn>;
@west_add = fixed<-10,dn>;
# Théorique
LmRrLr = 0.268824117610761;
# Pratique
w = (2*w_r)+ (i_sur_p*LmRrLr);
gisq west_injsq= i_sq;
gpsir west_in_psir= psi_r;
gwr west_in_wr= w_r;
divres = i_sq/psi_r;
cmulres cmul= i_sur_p*LmRrLr;
addres add= (2*w_r) + cmulres;
{ w_r in [-400,400] A
i_sur_p in [-274000,274000]
#psi_r in [0.001,1] A
#i_sq in [0.001,274]
->
cmulres in ? A
addres in ? A
addres - w in ?
# Optimisation de Speedjii
@spi_mulb = fixed<-14,dn>;
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@spi_mulbl = fixed<-26,dn>;
@spi_sp = fixed<-14,dn>; #Binary point de sp_ref input
# Théorique
kp_vit = 325;
Ts = 0.00005;
ki_Vrt = 3250;
ISQ= (sp(sp_ref)*kp_vit) + ((sp(sp_ref)*Ts)+(sp(sp_ref)*Ts))*ki_vit;
# Pratique
a spi_mulb= sp(sp_ref)*kp_vit;
b spi_mulbl= sp(sp_ref)*Ts;
c spi_mulbl= b+b;
d spi_mulbl= c * ki_vit;
glSQspi_mulbl = a+d;
{ sp_ref in [-500,500]
->
a in? A
b in ? A
c in ? A
d in ? A
ISQin?A
glSQin?/ \
gISQ-ISQin?
# Optimisation de rotorl
@rotorl_mull = fixed<-17,dn>;
@ rotor l_mu 12 = fixed<-19,dn>;
@rotorl_mul3 = fixed<-17,dn>;
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@rotorl_mul4 = fixed<-17,dn>;
@rotorl_addl = fixed<-16,dn>;
@rotorl_add2 = fixed<-16,dn>;
@rotorl_add3 = fixed<-16,dn>;
# Théorique
Rs = 0.3014;
Ts = 0.00005;
sigmaLs = 0.0037540626371672;
LrLm = 1.13419883122791;
psy_sA = ((u_sA - (i_sA*Rs)) * Ts) + ((u_sA - (i_sA*Rs)) * Ts);
psy_rA = (psy_sA - (i_sA*sigmaLs))*LrLm;
# Pratique
a rotorl_mull= i_sA*Rs;
b rotorl_addl= u_sA - a;
c rotorl_mul2= b*Ts;
d rotorl_add2= c+c;
e rotorl_mul3= i_sA*sigmaLs;
f rotorl_add3= d-e;
g rotorl_mul4= f*LrLm;
{ u_sA in [-400,400] A
i_sA in [-400,400]
->
# a in ? A
# b in? A
# c in ? A
# e in ? A
# f in ? A
psy_rA in ? A
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psy_sA in ? A
d - psy_sA in ? / \
g - psy_rA in ?
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ANNEXE H
Module de puissance et Moteur SPS
figure59-Bloc SPS
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Implementation of Division and Square Root Using XSG for FPGA-Based
Vector Control Drives
Jean-Gabriel Mailloux, Stéphane Simard and Rachid Beguenane
Groupe ERMETIS, Département des Sciences appliquées, Université du Québec à Chicoutimi,
Chicoutimi (QC), G7H 5B1, Canada
Abstract: The present study deals with hardware implementation of vector control for AC motors using XSG
tool. Rotor flux estimation is done through a mathematical formula necessitating two divisions and one square
root extraction. These are implemented using non restoring algorithms. FPGA implementations of such
operators are considerably smaller compared to the division and the square root derived from XSG Core Library.
More importantly, the corresponding modules exhibit a moderate operating frequency of more than 100MHz
and present an infinite precision which matches with the idealized floating point Simulink model.
Key words: Vector control, rotor flux, non-restoring algorithm, division, square root, xilinx system generator
INTRODUCTION
To hardcode modern control laws of complex
mechatronic systems, Hardware Description Languages
(HDL), such as Verilog and VHDL, are not suitable for the
designers who are unfamiliar with. A design and
verification tool, such as Xilinx System Generator (XSG)
for DSP design under Simulink is ideal to tackle the
problems within the algorithm design stage by providing
the designer an early proof-of-concept of the hard coded
control algorithms. In fact XSG takes the graphical
algorithmic approach and extend it to FPGA development
by using dedicated Simulink Blockset (Xillinx, 2006). The
knowledge of HDL, necessary to program FPGA devices,
is then not required for DSP designers. This is because
the XSG tool can automatically translate the algorithm into
FPGA resource and loaded onto the FPGA device.
In the present study, XSG is used to prototype a
complex control algorithm which is the vector control, a
well known control strategy for AC drives. The use of
XSG in electromechanical control systems has been
subject of few papers. The authors of Ricci and Le-Huy
(2003) have already modelled the widely used DTC
algorithm, whereas study (Vasarhelyi et al, 2005) has
presented the FPGA prototyping of a vector control
system for a tandem converter fed induction motor. The
divisions and square roots are often involved in many
control schemes for electrical drives. For example, the
vector control scheme contains a rotating rotor flux
analyser. The computation of its modulus and its two axial
components involve two divisions and one square root.
To rapidly prototype the algorithm, the XSG based FPGA
implementation of vector control is first done using IP
cores for divisions and square root, leading to a huge
logic utilization. Then modules for square root and
division, based on non-restoring algorithms, are
specifically designed for the estimation of rotor flux.
The hardware implementation of division and square
root extraction, either for VLSI or FPGA, is hard given the
complexity of the algorithms involved in their
computation. This field has been the subject of many
investigations in order to implement various algorithms,
such as Newton Raphson, SRT-Redundant, Non
Redundant, Restoring and Non-Restoring (Kabuo et al.,
1994; Birman et al, 1990; Bannur and Verma, 1985;
O'Leary, 1994; Harris et al, 1997; Sorkin, 2006;
Deschamps, 2006). The Non-Restoring algorithms, for
division and square root extraction, are considered as a
better compromise in terms of complexity and precision
(Li and Chu, 1997; Diromsopa et al, 2001 ; Mamane et al,
1997).
The present study is aiming to implement a fixed
point division and square root modules using Xilinx
System Generator (XSG) blocks. The designed modules
are applied to the XSG-based vector control design
replacing though the IP cores. A performance comparison,
in terms of area and speed, between the two scenarios
will be deeply discussed. In brief study reminds the
Corresponding Author: Rachid Beguenane, Groupe ERMETIS, Département des Sciences appliquées,
Université du Québec à Chicoutimi, Chicoutimi (QC), G7H 5B1, Canada
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theoretical background, respectively of vector control and
non restoring algorithms for the division and square root
operators, used for a fixed point FPGA implementation.
The implementation results in the context of vector
control for AC drives and a comparison in the case of
using IP cores provided within XSG environment will be
performed.
INDUCTION MOTOR VECTOR
CONTROL SCHEME
The precise control of AC motors, such as the
induction motor, needs an independent control of the
stator current components that produce the required
magnetizing flux and the electromechanical torque, in the
same way as with the DC motor. This can be handled
through sophisticated control algorithms, such as the
vector control. This has several variants and rotor flux
orientation control scheme, shown in Fig. 1, is one of
them. This is derived from the electromechanical model of
the induction motor in an adequate reference frame (d, q),
known as Park domain. The mathematical description and
the corresponding vector control algorithm can be found
in many references (Beguenane et al., 2006).
From Fig. 1 one can notice the vector control
scheme presenting many blocks, each performing one
particular task. For instance, the rotor flux estimator
block evaluates the magnetizing flux using one of
the exiting techniques such as Kalman Filter,
MRAS, etc. The straightforward and less
complicated method is the one derived from the
electromechanical model of induction motor. In fact the
modulus and the orientation of rotor flux can be computed
as follows:
With
and
cos0 =
L
Rotor flux modulus
¥„ , ¥rp : Components of rotor flux in (a, (3) stationary
frame
us«= Mip : Components of stator voltage in (a, (i)
stationary frame
ij» i=p : Components of stator current in (a, p")
stationary frame
Rs, Ls : Stator resistance and inductance
M : Mutual inductance
o : Leakage coefficient of the motor
Vector control scheme is fully implemented using
XSG under Simulink environment as illustrated in Fig. 2.
The computation of rotor flux necessitates two divisions
and one square root. For a rapid validation of the
algorithm, these operations have been implemented using
a CORDIC IP cores provided within XSG interface. This
leads to a massive logic in terms of LUTs and FFs. In
order to reduce the consumption, the non-restoring
division and square root algorithms have been coded in
XSG.
Fig. I : Rotor flux oriented control scheme
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Fig. 2: Vector control coded in XSG
IMPLEMENTATION OF NON RESTORING
DIVISION AND SQUARE ROOT USING XSG
Restoring and non-restoring algorithms are the basic
digit recurrence schemes for division and square root
extraction. The restoring algorithm uses an additional step
to conditionally restore the partial remainder to its
previous value when the difference is negative. Non-
restoring algorithms always store the difference in the
partial remainder register, eventually correcting the
remainder, if necessary, by an addition in the next step. It
is then the preferred algorithm to implement the division
and square root operations in FPGA.
Non-restoring division: Binary division reduces to
subtracting a set of numbers, each being 0 or a shifted
version of the divisor Y, from the dividend X. The main
equation for division is
X = (Y-Q) + R
with Q and R being respectively the quotient and the
remainder. This equation, along with the condition R < Y,
Fig. 3: Iterative non-restoring divider
completely defines unsigned integer division and the
expressions for the quotient and the remainder can be
derived as follows
Q = X/Y,R = X-(Y-Q)
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To obtain a fractional quotient, non restoring
division can be performed iteratively by a sequence of
additions and subtractions and shifts as illustrated in
Fig. 3.
Non-restoring square root: Every pair of most significant
bits of the unsigned 2n-bit radicand D = (d2n.,...d|,),
corresponds one bit of n-bit square rootQ = (qn.i...q0). The
square root algorithm starts by initializing the quotient
Q = (qn.,...q0) to (0...0). Iteratively from j = n-1 down to 0,
the remainder R is computed and shifted adequately as
illustrated in the scheme of Fig. 4. In case of RiO, the
square root bit q; is set to 1, otherwise it is reset to 0.
Implementation with XSG: The non-restoring division
and square root algorithms were optimally and
synchronously coded in XSG under Simulink environment
using embedded blocs such as adders, muses, inverters,
etc. The implementations are fully parameterized with the
widths declared as generic parameters of the XSG
modules. This permits to select an arbitrary precision and
word lengths for different operators of the division and
square root. The mapping onto FPGA is done through
ISE tool and the designs are analyzed in order to define
their performances in terms of area usage and speed.
Figure 5 and 6 illustrate the XSG codes of the division and
square root for a particular case of 32-bits operators with
14 bits for binary point.
ANALYSIS AND IMPLEMENTATION RESULTS
To evaluate the precision of the proposed division
and square root modules relatively to CORDIC IP Cores
from XSG interface, Fig. 7 and 8 shows the computed rotor
flux with respect to the idealized Simulink model for each
case. The test is conducted under a complete closed loop
where the motor and its power drive are simulated using
SimPowerSystem. The rotor flux is controlled to have a
reference value of lWb, under various speed profiles and
loads.
l«0>>hifiedlcftltinu0
2 « (Q-ehiBed left 2 times)
Fig. 4: Iterative non-restoring SQRT
CD*
NcgMtJ Mint
Fig. 5: XSG code for parameterized non restoring division
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Fig. 6: XSG code for parameterized non restoring SQRT
Rotor flux modulus Rotor flux modulus
Fig. 7: Rotor Flux computed with CORDIC IP Cores
vs. a floating point value from Simulink
model
One can notice, for a particular precision of 32-bit,
with the proposed modules the error is nil whereas it is
about 1 % when IP Cores are used.
Synthesis was targeted to evaluate the FPGA
resources. The synthesis results are gathered in
Table 1 for the division module and in Table 2 for the
square root. In each case, the maximal operating
frequency is given.
0.5
Fig. 8: Rotor Flux computed with non restoring
operators vs. a floating point value from Simulink
model
Table 1: Synthesis results for FPGA implementation of non-restoring
division and CORDIC based division (32-bits, 14 bits for binary
point)
Parameter
Slices
FFs
LUTs
Embedded multipliers
Steps for completion
Speed in MHz
Non restoring
division
124
96
218
0
48
173
CORDIC
based division
1806
3132
2981
3
47
77
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Table 2: Synthesis results for FPGA implementation of non-restoring
SQRT and CORDIC based SQRT (32-bits, 14 bits for binary
point)
Parameter
Slices
FFs
LUTs
Embedded multipliers
Steps for completion
Speed in MHz
Non restoring
division
60
82
103
0
24
238
CORDIC
based division
1377
2289
2425
6
51
59
CONCLUSION
Some signal digital processing applications exhibit
algorithms with one or more fixed-point square roots
and/or divisions. In FPGA, integer square rooters and
dividers are provided from an IP libraries provided by
FPGA vendors. Besides their huge area utilization, they
are limited in terms of precision and often the precision of
the result don't exceed 32 bits. In the present study, the
vector control algorithm for induction motor drives is
implemented using XSG under Simulink. The rotor flux,
which necessitates a couple of divisions and one square
root extraction, is implemented based on a non restoring
division and square root algorithms. The detailed study
has shown the main advantage of such implementation
which resides on its huge logic saving. Moreover, the
proposed implementations of such operators lead to an
impressive precision and are many times fast compared to
the IP Cores.
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Optimal FPGA implementation of Unsigned Bit-serial division
Stéphane Simard, Jean-Gabriel Mailloux, Rachid Beguenane
Abstract — In the present paper, we show that a slight modification to a well-known unsigned
nonrestoring division algorithm leads to an optimal mapping of a bit-serial divider to FPGA
hardware. Advantages of the proposed implementation are: minimal area occupancy, and no
online delay (i.e. the MSB of the quotient is obtained right with the next clock cycle after input of
the first bit of the operands). Synthesis results are presented for two different Xilinx families of
FPGAs, and different operand widths up to 64 bits. These results show that the number of 4-input
LUTs occupied by one such divider is at most equal to operand length, and that the maximum
clocking frequency largely exceeds 100MHz in every case tested.
Keywords: FPGA, Unsigned division, Nonrestoring, Bit serial
I. Introduction
By its very nature, division is an iterative process,
where a single digit of the quotient is produced per
iteration stage. In other words, the quotient is always
produced with the most significant digits first (MSDF)
in a serial fashion. In every stage during this process, all
of the digits of the divisor are needed in parallel, but a
single digit of the dividend is consumed.
Restoring and nonrestoring algorithms are the basic
digit recurrence schemes for division. While the
restoring algorithm uses an additional step per stage to
conditionally restore the partial remainder to its
previous value when the difference is negative,
nonrestoring algorithms always store the difference in
the partial remainder register, eventually correcting the
remainder by an addition in the next step. Nonrestoring
algorithms are therefore simpler, and faster. It is to be
remarked that the fastest known division algorithm is
nonrestoring SRT division.
Let N be the number of iterations needed with a
divisor N digits wide. A divider module can be
implemented either as a single stage that loops N times
onto itself ("sequential divider"), or by unrolling the
basic iteration to construct a large array of N stages
("array divider"), which involves duplicating the
hardware for a stage as many times as the number N of
iterations needed. Pipelining between stages is then
usually needed in order to increase clocking frequency.
An array divider is JV times faster than a sequential one,
but also occupies in the order of N times as much chip
area.
Conventional implementations accept both operands
in parallel, and, by parallelizing the quotient, give the
result in the same fashion. They can either be
sequential, or array dividers. Digit-serial
implementations, on the other hand, are sequential in
nature. They accept at least one operand (the dividend)
serially, MSDF, and produce the result in the same way.
Sequential dividers, either parallel or serial, are often
preferred in applications where economy of chip area is
a concern, for example in some large digital signal
processing and/or control applications. The simplest
form of a sequential divider, with regards to the natural
workings of division, is a digit-serial one, but
conversion to parallel form is often needed in order to
connect to other arithmetic operators, such as adders
and multipliers.
Previous examples of serial dividers have been
presented in [l]-[4]. In [5], a fully parallel FPGA
implementation of division has shown the advantages of
the non-restoring algorithm versus the restoring one in
terms of speed and logic size. In [6], a fast radix 4
division algorithm using lookup table based FPGAs
implementation has been presented. The quotient digits
are determined by observing three most-significant
radix 2 digits of the partial remainder. Implementations
of bit-serial division which lead to very compact
modules have been presented only for VLSI [1-4].
Marnane et al. [4] presented a two's complement serial-
parallel divider based on the non-restoring algorithm.
For n -bit divisor, the circuit provides a latency of
n
 clock cycles before producing the first bit of the
result.
The implementation proposed in this paper, which
takes one operand in series, and the other in parallel,
maps perfectly to the underlying FPGA hardware while
having no online delay (i.e. the MSB of the output is
available after the first clock cycle). This is made
possible thanks to a slight modification to conventional
unsigned nonrestoring division, and it leads to an
implementation having roughly the same size as a carry-
propagate adder. A divider with such characteristics
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would be very adaptable to all kinds of interfaces with
other arithmetic operators, as well parallel as serial, and
could even serve as a basic building block for array
dividers on FPGAs.
Minimizing the output delay is very useful in MSBF
computations, for example when one is interested only
in the most significant bits of the result. With signed
nonrestoring division, an additional correction stage
would be necessary, and the online delay could become
O(N). This will be addressed in a subsequent article.
This paper is organized as follows. We begin in
section II with a brief review of the nonrestoring
division algorithm, followed in section III by a detailed
description of a novel FPGA structure for unsigned
divisions. Its compactness and its minimal latency of
only one clock cycle will be proved in Section IV which
will discuss the implementation results before
concluding in section V.
II. Non-Restoring Division Algorithm
The problem of binary division reduces to subtracting
a set of numbers, each being 0 or a shifted version of
the divisor Y, from the dividend X . The main equation
for division is
X = {YQ)+R (1)
with Q and R being respectively the quotient and the
remainder. This equation, along with the condition
R -< Y, completely defines unsigned integer division,
and the expressions for the quotient and the remainder
can be derived as follows
= X/R
X-(YQ)
(2)
(3)
To obtain a fractional quotient, division can be
performed by a sequence of subtractions and shifts. In
each cycle or step j , the remainder is compared against
the divisor. If the remainder is larger, then the quotient
bit is set toi, otherwise it is set to 0. The comparison
between the divisor and the remainder is the most
critical operation. If this is done by subtracting Y from
R, then whenever the result is negative the remainder
must be restored to its previous value. This is a
restoring division as it requires a subtraction followed
by an addition to restore for each zero in the quotient. In
non-restoring division, the decision whether to perform
addition or subtraction in each step is based on the sign
digit of the current partial remainder R . It only requires
one operation, either addition or subtraction for each bit
in quotient. Its algorithm can be found in many papers
and text books, and it is summarized as follows
Algorithm 1 : Non-restoring Parallel Division
X , Y , Q and R are n -bits words
[Initialisation]
[Recurrence]
for j = 0 ... n-\ do
-step 1: RQ = 2RQ (shift left both R and Q by one
bit, the MSB is lost)
-s teal : if R>0 then R = R-Y else R = R + Y
end if
- step 3: if R > 0 then qQ = 1 else q0 = 0 end if
( R is computed from previous if statement and q§ is the updated
LSB of Q )
end for
[Posterior correction for the remainder to be positive]
if R < 0 then R = R + Y end if
III. Optimal Mapping for FPGA
In order to derive an optimal mapping of bit-serial
unsigned division to FPGA, a slight modification has
been made to Algorithm 1, leading to Algorithm 2,
which directly maps to the underlying hardware in a
very simple way. Algorithm 2 is stated as follows:
Algorithm 2 : Non-restoring bit-serial Division
Y, is an n -bits parallel word, X is an n -bits loaded serially
MSB first, i.e. Xt
R , is an n -bits parallel word, Q is an M -bits outputted
serially MSB first, i.e. qt
NOTE : Xn_,, and qn_\ are MSB bits, JC0 , and q0 are LSB
bits
[Initialisation]
i? = 0
[Recurrence]
for j = n — \ . . .0 do
X = 2X (shift left X by one bit, MSB bit Xy is
added/subtracted to/from Y giving a new R )
if R> 0 then R = R-Y else R = R + Y end if
if R > 0 then q} = 1 else Çj = 0 end if ( R is
computed from previous if statement)
end for
[Posterior correction is possible by adding a supplementary
iteration]
Fig. 1 illustrates the proposed mapping of
Algorithm 2 to FPGA circuitry leveraging dedicated
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carry logic. Dedicated carry logic is a fast circuit
resource present in most modern FPGAs that take care
of carry propagation outside LUTs, thus sparing the
need for extra logic. The divider module of Fig. 1
consists of n add-sub-register cells, plus one additional
full adder cell, for the operation to be unsigned. As the
dividend is being loaded serially, MSBF, the quotient is
produced in the same fashion with no online delay.
Each iteration, the addition/subtraction of the divisor
Y to/from the partial remainder R when the previous
value of R is negative/positive. The XOR gates along
with the input carry implement conditional
addition/subtraction. It can be noticed that non-restoring
division should always start by a subtraction, hence the
presence of an inverter to force the control signal
AddSub to be ' 1 ' at startup.
-Clear
AddSub
Fig. 1. Unsigned bit-serial non-restoring divider
The circuit could be clocked at very high frequencies
by pipelining the carry propagation, if it weren't for the
presence of retroaction, necessary for the division
algorithm to run correctly. The retroaction therefore
constitutes the design's critical data path that limits
maximum clocking frequency.
IV. Synthesis Results
The proposed divider has been described in the
VHDL hadware description language, and simulated.
Care has been taken to ensure the insertion of a
dedicated carry chain. The implementation has been
synthesized for performance evaluation using the ISE
toolkit from Xilinx, and ModelSim has been used for
simulation in order to validate the proposed design. Fig.
2 shows some simulation examples for different
operand widths. It can be observed that, in all cases, the
MSB of Y is available right on the next clock cycle after
input of the MSB of X, therefore no online delay.
nnmnnruinnJmrLrimrLrLririjwir^
'Divisor parallel word :OOO060O00101(5d)
Dividend serial bits : 111111111111 (409Sd)
I—Quotient serial bits : 001100110011 ( = 819d = 4095/5)
(a) Example 1 (operands are 12-bil words): 4095 / 5 = 819
Y[9-0) '
n n n
Dividend serial bits
Quotient serial bits
Divisor parallel word : 0000100000 ( 32d )
: 0010010100 (148d)
: 0000000100.101 ( = 4.625d= 148/32)
(b) Example 2 (operands are 10-bit words): 148 / 32 = 4.625
CLR i-T!
Ï19.0] Divisor parallel word :OOOOl001(9d)
. Dividend serial bits : 00011101 (29d)
Quotient serial bits : 00000011.00111....
(=3.2222... =28/9)
(c) Example 3 (operands are 8-bit words): 29 / 9 = 3.22222...
Fig. 2. Functional simulation of bit-serial non-restoring division
with one clock cycle of latency
Currently, the CLR signal, which clears the partial
remainder, is the only control signal needed to initialise
the divider. Operator control has been left very simple
for more flexibility, and the user may add posterior
control signals if desired.
TABLE I
SYNTHESIS RESULTS FOR FPGA IMPLEMENTATION
OF BIT-SERIAL NON-RESTORING DIVISION
N
8
12
16
32
64
Frequncy (MHz)
Spartan 2
XC2sl5-6
164
151
139
129
112
Virtex 2
XC2v40-6
304
284
269
228
177
Slices
6
8
10
18
36
Area
FFs
9
13
17
34
68
LUTs
10
14
18
34
66
Synthesis results for different operand widths,
targetting Spartan 2 and Virtex 2 FPGA families from
Xilinx, are gathered in Table I. In each case, the results
show that not only this architecture leads to a very low
area usage, but it achieves a quite reasonable maximum
clocking frequency of more than 100 MHz — even up
to as much as 64 bits wide.
V. Conclusion
In the context of advanced DSP and control
algorithm prototyping on FPGA, fixed-point dividers
are often needed, which most of the time are
instantiated from IP libraries provided by FPGA
vendors. Besides being huge, vendor-supplied divider
cores often have limited operand width and result
precision.
Stéphane Simard, Jean-Gabriel Mailloux, Rachid Beguenane
The divider structure proposed in this paper has led
to a very compact FPGA implementation thanks to a
modified nonrestoring bit-serial unsigned division
algorithm. As it can be coupled to almost any
arithmetic network, either with parallel or serial
operands, through very simple conversions, it can be
used efficiently in a wide array of applications,
especially those using a sign-and-absolute-value
numerical representation. An adaptation for two's
complement representation can be made simply by
conditionally negating the quotient as a function of the
signs of both operands.
Performances claimed for the proposed divider on
FPGA have been confirmed by synthesis and
simulation.
The expected timings have been confirmed by
simulation, and the synthesis results have shown the
implementation to consume a number of 4-input LUTs
at most equal to operand width, and maximum clocking
frequencies largely exceeding 100 MHz were obtained
in every case tested. We can therefore conclude that the
proposed structure is optimal for FPGA devices with
dedicated carry logic. In addition, it is worthwhile to
mention that an equivalent VLSI implementation can
also be easily derived.
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Optimized FPGA Mapping of a Bit-serial Square Root Operator With Minimum
Output Delay
Stéphane Simard1, Jean-Gabriel Mailloux1, Rachid Beguenane1
Abstract - We propose an FPGA implementation of a bit-serial square root operator based on
the nonrestoring algorithm which optimally maps to the underlying hardware, and has minimal
output delay. The most significant bit (MSB) of the square root is obtained right with the next
clock cycle after input of the first bit of the radicand. Synthesis results for different radicand
widths in the range of 8 to 64 bits forgetting two different Xilinx families of FPGAs have shown
this design to consume a number of 4-input LUTs at most twice the given width, and maximum
clocking frequencies in excess of 100 MHz are possible in all cases. The proposed operator has
been designed for use in advanced control loops, and has been found suitable for the intended
purpose.
Keywords: Template, International Review on Computers and Software
I. Introduction
This contribution has been motivated by the need for
a compact, yet relatively fast square root operator for
use in an advanced electric motor controller. The
vendor-supplied square root included with some
reputable design automation software was based on the
general CORDIC algorithm, and turned out to be
unsuitable. In any configuration, this operator had an
inadequate 40-stage pipeline depth, consumed a huge
amount of chip area, and still could not be clocked
faster than about 58 MHz. The target application needed
a system-wide clocking of around 100 MHz. The square
root input had to be 32-bit precision fixed-point
including 14 fractional bits, and the output had to be 16-
bit with as much fractional precision. For some
unexplained reason, the root produced by the vendor's
operator turned out to have not more than one decimal
digit accuracy after the point, even though it did in fact
output an impressive 74 bits in total. As an indication,
the following table (Tab. 1) lists some comparative
figures between the vendor-supplied CORDIC
implementation and our own proposal on a Virtex-4
SX35 FPGA(XC4VSX35-10).
TABLEI
INDICATIVE COMPARISON BETWEEN THE VENDOR-SUPPLIED SQUARE
ROOT VS. THE PROPOSED DESIGN (32-BIT FIXED-POINT INPUT, 1 4-BIT
FRACTIONAL), WITH THE XC4VSX35-10 AS TARGET
Square root Virtex __ . . . _. Max.
. , . „,. FFs 4-LUTs ,.implementation Slices freq.
Vendor:
Proposed:
1377
60
2289
82
2425
103
58.666
238.112
The square root operator proposed here has been
designed for minimum delay, and minimum area usage
on FPGA. It is therefore internally organized as a single
looping stage, and has a bit-serial flow where the n-bit
radicand and the resulting root are presented with their
most significant bit first (MSBF). In order to obtain an
implementation that maps to FPGA hardware as well as
possible while having minimal bit output delay, a
slightly modified version of a conventional nonrestoring
algorithm has been used. This has led to the simplest
and most area efficient FPGA mapping of a bit-serial
square rooter with a bit output delay of only one clock
cycle.
Digit-serial architectures, such as those proposed in
[1] and [2], even though they are more complicated,
might sometimes be considered when seeking a
compromise between the speed of parallel array
operators and the economy of bit-serial ones. While the
former are mostly used in chip designs where a few
critical arithmetic operators are shared and reused by
different operations, for instance in microprocessors, the
latter are often preferred in applications where chip area
economy is a concern, such as custom circuits for some
large digital signal processing and/or control
applications. In application-specific circuits, as opposed
to processors, even though individually slower serial
operators might be used, great computations speeds can
be attained thanks to the direct linking of operations in
the form of arithmetic networks, with no need for such
overhead as instruction decoding.
The MSBF mode is convenient when one is only
interested in a certain number of the most significant
digits of the result, as computations do not need to be
allowed to progress further. On the opposite, it is worth
knowing that serial dividers and square rooters are able
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to provide arbitrary fractional precision if left running
long enough with the same operands. For instance, a
bit-serial square rooter such as the proposed one,
provides one additional bit of precision per clock cycle
it is left running.
Minimizing the bit output delay is useful in MSBF
computations as it allows for the time-overlapping of
cascaded operations, which improves the overall speed
in an arithmetic network. For example, if the output of a
bit-serial square root is fed as input to a bit-serial
divider, the divider receives the MSB of its input and
starts its computation only one clock cycle after the
input the MSB of the square root operand. The two
operators are thus practically computing simultaneously.
Several implementations of nonrestoring square root
can be found in the littérature, as well for VLSI as for
FPGA. Examples include [4]-[6] for VLSI, and [7], [8]
for FPGA. In [7], two floating point implementations
have been proposed, and in [8], it is a 32-bit fixed point
one. However, although these implementations were
synthesized using design automation software, and
evaluated for FPGA, they are not bit-serial designs, as
in our own proposal, and as their design goals were
different, their mapping to FPGA hardware has not been
shown to be optimized.
The paper is organized as follows. Section II
describes the conventional nonrestoring square root
algorithm versus the modified version. Section III
presents the proposed FPGA mapping for fixed-point
square root. Its compactness and its minimal delay of
only one clock cycle will be shown in Section IV which
will discuss the implementation results before
concluding in section V.
II. The nonrestoring algorithm
Square root extraction is fundamentally an iterative
process, where a single digit of the root is produced
every step. Hardware square root operators are
generally based either on restoring or nonrestoring
algorithms, as it is the case for divider operators, and
can be tailored to different needs by trading off area for
speed or vice versa. Nonrestoring algorithms [3] are the
fastest and most area-efficient ones for hardware
implementation, as they do not use an extra step for
restoring the reminder to its previous value in the cases
where the current quotient digit turns out to be zero
after trial. Depending on the design objectives, the flow
of operands and results will be selected to be parallel or
serial, and the internal architecture will be organized
either as an array of successive stages when trading off
for speed, or as a single looping stage when trading off
for area.
Binary square root algorithms start by initializing the
square root 2 = (?„-, - q0) to ( ° - °). The square root of
a 2«-bit radicand has n bits. To each pair of the most
significant bits of the unsigned radicand ^ = ^«-i — ^o)
correspond a single bit of the integer part of
e = k,-i-9o). For i ^ - ' d o w n to 0, qi is first
assumed to be 1, and a trial remainder
R = D-QQ = (rll...r0) ; s computed. In the cases where
this remainder turns out to be negative, this indicates a
wrong guess, and the way this is handled differentiates
between restoring and nonrestoring algorithms. A
restoring algorithm takes an extra step to restore R to its
previous value, and corrects ?J to be 0 instead of 1. In a
nonrestoring square root, the remainder is computed
differently depending on the sign of its previous value,
and, as in the restoring version, qi is corrected
accordingly. In this case, however, everything is done
on-the-fly, and there is not an extra step to slow down
the computations. The nonrestoring square root
procedure is formalized in Algorithm 1, and a
corresponding circuit is shown in Fig. 1.
Algorithm 1 : Nonrestoring Square Root
[Initialisation]:
For the algorithm to function correctly, the remainder
is extended by an extra sign bit. Initially:
Note: v '~1 are respectively the OR and
Concatenation operators. (*x^m) means shift
(•) left by m bits.
[Recurrence]:
for n - 1 to 0 do
i f i ?>0
then R' = (R •« 2 ) v
else R' = (R •<•< 2)
end if
2J ) - (2-01)
1rf2, )+ (g -, 11)
if # ' > 0 then e = ((g-«l)v(0. . .0l) else
end if
l\ — K
end for
[Correction]:
\ÎR < 0 then R = R + Q ~> 11 end if
Algorithm 1 performs a set of substitutions or
additions depending on the sign of the remainder
computed during the previous iteration. The radicand is
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the one and only operand. It can be remarked that every
step a pair of bits of the radicand is processed
simultaneouly, starting with the two most significant
bits, and shifting left by two positions to fetch the next
ones.
<J2 r v1 d 2 n . 2
11 « Q (n-bit)
2 « D (2n-bit)
(n+2)-bit
adder/sub
' n+1
R ( (n+2)-bit )
R[n*1) R [n-1 .. 0)
1 < < (D -shifted left 1 lime)
2 < < (Q-shifted led 2 times)
Fig, 1. Circuit Implementing Algorithm 1
As for the fonts and the sizes of the headings, this
manuscript in itself constitutes a good example.
III. Optimized FPGA Mapping
In order to meet the objectives stated in introduction,
an optimized mapping of Algorithm 1 to FPGA
hardware has been devised, as illustrated in Fig. 2. This
constitute proof by construction. The core of the design,
composed of a conditional add/subtract cell made up of
an XOR gate, a full adder, and a register, is very simple,
and tightly fit within a 4-input LUT with dedicated
carry logic on FPGA. The result is a very compact
operator which can either be used as is in a serial
arithmetic network, or be adapted to a parallel data flow
by serializing the radicand, and parallelizing the root.
The Clear signal is the only control signal needed to
initialize the partial remainder and the root. Control
management has been left to the minimum for more
flexibility. Besides the compactness and economy of
this design, its bit output delay is indeed of only one
clock cycle, and is therefore minimal.
IV. Simulation and Synthesis Results
The proposed design has been described in VHDL
(VHSIC Hardware Description Language), and tested
by simulation. Care has been taken in the HDL
description to ensure that a dedicated carry chain would
be inferred at the hardware synthesis step, in order to
obtain a proper performance evaluation. The software
tools used were ModelSim for simulation, and Xilinx
XST for synthesis. Fig. 3 shows simulation examples
for different radicand widths. It can be observed that the
MSB of the root is indeed provided on the next clock
cycle just after the Clear signal.
Performance evaluation for different radicand widths
has been done by hardware synthesis targetting two
different Xilinx FPGA families: the Spartan 2 and the
Virtex 2. The results for maximum frequency and
estimated area consumption are gathered in Table II.
TABLE II
SYNTHESIS RESULTS FOR MAXIMUM FREQUENCY AND AREA
CONSUMPTION
N
8
12
16
20
24
32
64
Freq. (
Spartan 2
XC2sl5-6
133
129
125
121
117
110
102
MHz)
Virtex 2
XC2v40-6
251
244
237
231
225
215
188
Slices
13
18
24
30
35
46
92
Area
FFs
23
33
43
53
63
83
164
4LUTs
16
22
28
34
40
52
100
V. Conclusion
Some algorithms used in digital signal processing
and control applications include one or more fixed-point
square roots. IP libraries provided by design automation
vendors can be used, provided that they meet the
application's requirements. Unfortunately, the libraries
from prominent vendors often have important
drawbacks, such as limited clocking speeds, and
important area occupancy as a function of precision.
We have proposed a very simple mapping of a bit-
serial nonrestoring square root to FPGA hardware that
leads to a very compact, and relatively fast operator.
Our discussion has shown that the main advantages of
this operator are: minimal bit delay (of only one clock
cycle) and optimal FPGA mapping using dedicated
carry logic, as it consumes a number of slices at most
equal to two times the radicand width.
The implementation has been tested for two Xilinx
families with different radicand widths up to 64 bits. In
every tested case, simulation and synthesis results
corroborate the claim of very low area usage, and show
that maximum clocking frequencies of more than
100 MHz can be achieved, which is considered fast on
FPGA.
The proposed bit-serial square root operator can be
coupled to any arithmetic network, either with a parallel
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or a serial data flow, through simple conversions.
Equivalent VLSI implementations can be easily derived
for use in ASIC design.
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Clear
Fig. 2: Optimized FPGA mapping of bit-serial nonrestoring square root
CLK
CLR
D[7..O] L
Q[3..O]
R[5..O] -
'[7:6] "
J
1
1
0000
000000
00
n
Radicand parallel word
0000 I
1 111111 1
I 11 I
: 00110001
0001
000010
00
(49d)
1
1
I
0011
000011
01
J 0111
1 oooooo
[
1
1
DONE
Square root serial bits : qi = 0 - 1 - 1 - 1 ( = 7d)
DONE signals the last b i t of the result
where Q[3..0]=0111,R[S..0]=OO0000
(a) Example for n = 8.- ^00110001 =011 (^49 = 7).
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CLK
CLR
Q[5..O]
R[7..O] J.
Radicand parallel word : 111100111101 (3901d)
T I 111110 |"
101111001
I 00 1 11 11 I 01 I 00
qi
DONE
(b)
Square root serial bits : qi = 1 -1 -1 - 1 - 1 - 0 (=62d)
DONE signals the last bit of the result
where Q[5..0]=111110,R[7..0]=10111100
Example form = 12 : ^11110000111101 =111110 (^3901 - 62).
CLK
CLR
D[19..O]
qi
DONE
Radicand parallel word : 00001010100000000000(43ÔÔ8d)
Square root serial bits : 0011001111 (207d)
DONE signals the last bit of the result
(c) Example far n = 20 .V0000101 0100000000000 =0011001111.
Note: Depending on the placement of the fixed point, this corresponds to
V43008 = 207,^10752 = 103.5,^2688=51.75,^672 = 25.875, VÎ68 = 12.9375 , V42 = 6.46875,
/ÏÔ5 = 3.23875,72.625 = 1.616875 or Vo.65625 = 0.8046975.
Fig. 3: Functional Simulation Examples for Different Radicand Widths
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FPGA implementation of Induction Motor Vector
Control using Xilinx System Generator
Jean-Gabriel Mailloux, Stéphane Simard, Rachid Beguenane
Groupe ERMETIS, Département des Sciences appliquées
Université du Québec à Chicoutimi,
555, boulevard de l'université, G7H 5B1 (QC), Canada
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Abstract: - Mechatronic systems are complex interdisciplinary products where many parts are present that
overlap each other; electronic control board, electromechanical machines, and power drives. With FPGAs, their
control can run faster as multiple operations are executed in parallel. A simulation tool that facilitates the direct
translation into hardware of mechatronic control algorithms is desirable. The Xilinx System Generator (XSG), a
high-level tool for designing high-performance DSP systems under Simulink, has emerged as an excellent tool
for such purpose. In this paper such tool is exercised to implement the conventional vector control algorithm
for AC drives, which exhibit a good level of complexity.
Key-Words: - FPGA, System Generator, Induction Motor, Vector Control
1 Introduction
The control of mechatronic systems, a
complex interdisciplinary product, can run
faster with FPGAs as multiple operations are
executed in parallel. It is then highly desirable
to have a simulation tool that can easily make
the direct translation into hardware of control
algorithms with no-knowledge of any Hardware
Description Language (HDL). The Xilinx
System Generator (XSG), a high-level tool for
designing high-performance DSP systems under
Simulink environment, has emerged as an
excellent tool advisable for such purpose. In
fact the XSG takes the graphical algorithmic
approach and extends it to FPGA development
by using dedicated Simulink Blockset [1]. The
knowledge of HDL, necessary to program
FPGA devices, is then not required for DSP
designers who are not familiar with. This is
because the XSG tool can automatically
translate the algorithm into FPGA resource and
loaded onto the FPGA device. The XSG tool
has been used in some areas, such as to cite
few; developing hardware-based computer
vision algorithms from a system level approach
[2], designing a reconfigurable video encryption
[3], implementing a wide variety of neural
models with the performance of custom
analogue circuits or computer clusters [4],
The present work is aiming to show the
usefulness of using XSG to prototype complex
control algorithms such as the vector control, a
well known control strategy for AC drives,
particularly those based on induction motors
[5]. The authors of paper [6] have already
modelled the widely used DTC algorithm where
they have used two FPGA boards with the
control algorithm implemented on the master
board, while the other board controls the power
inverter.
The authors of [7] have presented a number
of papers on FPGA prototyping of a vector
control system using XSG. They mainly
developed new IP modules specifically
dedicated for vector control design. Moreover,
no experimental results were reported to
illustrate the profiles of the controlled signals as
the design has been tested only in open loop
without coupling the vector control design with
a virtual induction motor drive.
In this paper the vector control, considered
as a special field of digital signal processing
exhibiting a complex modularity, is designed
using XSG version 8.1. The design will be
tested in closed loop with the electromechanical
drive being modelled with SimPowerSystems
blockset. Section 2 presents briefly the vector
control algorithm in order to derive the
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corresponding scheme from which the
algorithm is implemented using XSG, which is
the focal point of section 3. Section 4 discusses
the implementation analysis and provides some
simulation results while section 5 sketches few
conclusions.
2 Vector Control Principle
Vector control is the first method which
makes it possible to artificially give certain
linearity to the torque control of the induction
motor. Precise induction motor control requires
the independent control of the stator current
components producing the required
magnetizing flux and the electromechanical
torque, in the same way as with the DC motor.
There are several variants of vector control,
among them the rotor flux orientation control
scheme as shown in Fig. 1. This is derived from
the electromechanical model of the induction
motor in the Park reference frame (d, q), known
as Park domain. The mathematical description
and the corresponding vector control
expressions can be found in [8].
3 Vector Control Modeling with XSG
Initially, an algorithm is designed and
simulated at the system level with the floating-
point Simulink blocksets. A hardware
representation for FPGA implementation is then
derived using XSG, a plug-in tool to the
Simulink modelling software. The later
provides a bit-accurate model of FPGA circuits
and automatically generates a synthesizable
VHDL code for implementation in Xilinx
FPGAs. It contains common parameterizable
blocks that enable bit-true and cycle-true
modelling. For vector control modelling, the
blocks used are mostly multipliers, adders,
MACs, etc. Some complex arithmetic operators,
such as square-root and division used in rotor
flux estimation, are embedded from the Xilinx
IP core generator. The important feature of the
XSG tool is a quick evaluation of the algorithm
response when modifying data width and
coefficient width of the used variables and
parameters. The design and simulation process
of the vector control algorithm consists of the
following steps:
1. Start by coding separately each module of the
vector control algorithm using Xilinx blocks,
shown in Fig. 1. An example of PI controller,
duplicated 4 times, is illustrated in Fig. 2. This
particular instance of vector control requires an
external start signal to execute, meaning that the
MACs used in the four Pis are also driven by an
enable signal so as not to overflow.
2. Once completed, use the Xilinx Gateway
blocks to automatically convert floating-point
numbers from the Simulink environment into
the fixed-point numbers for the XSG
environment. There are Gateway-in and
Gateway-out blocks to define respectively the
inputs and outputs of the vector control fully
designed with Xilinx blocks (Fig. 3).
3. Import pre-existing hardware
implementations that may not exist in the base
XSG blockset. For example, the CORDIC
square-root function from the Xilinx IP core
generator is useful for rotor flux estimation
(Fig. 4). The recent versions of XSG offer these
math functions in their Xilinx Reference
Blockset.
4. Depending on the bit precision desired for
each module and for the system as a whole, the
XSG blocks are optimized through the setup of
their number of bits and binary point position.
Any method may be used to deduce the optimal
values, but a tool such as GAPPA [9] proves
very helpful in pinpointing the best numbers.
5. Interface the XSG design with any other
Simulink resource for simulation, analysis or
other purposes. For example, to simulate the
vector control in closed loop, Embedded
MATLAB functions are used to emulate the
PWM firing and gating signals generation while
the SimPowerSystems blockset is used to model
the power drive and induction motor. The
simulated induction motor used in this paper
has the following parameters nominal power of
2238 VA, 220 Vrms, 5.87 Arms, 2 pairs of poles
and 60 Hz frequency.
6. Verify the results using stimuli inputs, for
reference speed and load torque, and scopes or
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other visual outputs to evaluate the algorithm
response.
4 Analysis and Simulation Results
In order to validate the XSG vector control
algorithm, an example of one particular test is
depicted. Under rotor flux rated value and a
slight load, the modelled drive starts from
standstill, and then smoothly accelerates to an
arbitrary speed of 286 rpm, slows down,
reverses, accelerates to -286 rpm, slows down
again to standstill and goes back up to 573 rpm.
After the first 7 seconds, a very similar speed
profile is conducted for another 7 seconds for
nominal load. Speed response of the vector
control algorithm is shown in Fig. 4, and the
corresponding rotor flux profile is illustrated in
Fig. 5. As we can see, the speed is well
controlled while the rotor flux is kept regulated
to its rated value of 1 Wb, which is the
objective of vector control.
Once the vector control is tested, hardware
blocks can be synthesized and downloaded into
a desirable FPGA device. Table 1 shows the
implementation results for each developed
module when targeting the Virtex-4 device and
using an overall precision of 16 bits. We can
notice the rotor flux estimator module is the
most resource intensive as it requires the use of
one square-root and two division operations, all
of which are implemented with the CORDIC
Xilinx IP core.
5 Conclusion
An FPGA implementation of the
conventional vector control algorithm for AC
drives has been presented using the XSG tool
under Simulink environment. The XSG is very
practical since knowledge of any HDL is
unnecessary; and it renders algorithm
prototyping more accessible and less laborious
as it permits an automatic extraction of bit-file
targeting commercial FPGA devices.
An equivalent ASIC design could then be
easily derived for mass production. The design
has been validated by integrating the vector
control designed solely with XSG blocks into a
closed loop where the PWM firing and gating
signal generation, power drive, and induction
motor are modelled using standard Simulink
blocks and the S imPower Systems blockset.
Table 1 : Vector Control Modules Characteristics
(16 bits precision)
Module Name
Decoupling
Pis (All 4 Pis)
Park Transform
Inverse Park
Clarke
Transform
Rotor Flux
Estimator
co estimator
Total Estimated
Ressources
Resources
Slices
965
703
666
624
102
3066
299
6425
FFs
995
463
1124
1064
67
4763
267
8743
LUT
s
1759
1143
1268
1206
148
4505
459
10488
A test has been conducted when the
complete AC drive runs under a particular
speed profile and physical resources for the
FPGA have been estimated.
The massive available number of XSG
blocks and dedicated libraries for implementing
advanced control algorithms makes it a highly
suitable environment for designing and
simulating the control systems in modern
FPGAs with the advantage of being close to
real hardware.
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ABSTRACT
The Xilinx System Generator (XSG) Simulink blockset allows
for rapid design of control algorithms to be implemented on a
FPGA with no VHDL coding and yet much control over the
hardware implementation. As a blockset, it benefits from easily
linking to other tools offered in the Simulink environment, like
the SimPowerSystems (SPS) blockset. When the complexity of
a control algorithm increases, the single-step simulation
approach of XSG requires a very small fixed-step size in
Simulink if used in conjunction with SPS, so that the output of
the motor may be processed by the control before the next
PWM signal is generated. Using free-running co-simulation, the
complications of setting the Simulink simulation parameters for
both blocksets are avoided, and only SPS needs to be
considered. This paper shows how free-running co-simulation is
used to simulate the closed loop vector control system of an
asynchronous induction machine, where the control is
implemented in XSG and the induction machine and power
electronics in SPS. The design is tested and co-simulated using
a Gigabit Ethernet connection between the host PC and target
FPGA.
Keywords: Xilinx System Generator (XSG), field-
programmable gate array (FPGA), free-running co-simulation,
vector control, induction motor.
INTRODUCTION
Mechatronic systems are complex interdisciplinary products
where many parts are present and overlap each other. With
FPGAs, their control can run faster as multiple operations are
executed in parallel [1]. However, their development is not easy
and an integrated software solution is essential to complete all
the steps related to their design, simulation, and optimization.
For a control algorithm to be implemented on a prototyping
platform, it is necessary to have a simulation tool that can
represent the target hardware with an automatic generation of
the necessary code from the algorithm model. This is to avoid
the overwhelming task of rewriting the control algorithm for
implementation in software languages, like C, or hardware
description languages (HDL), like VHDL. The latter offers a
speed advantage over its sequential counterpart, but designers
are not always familiar with HDL. The concepts of Hardware
in the Loop (HIL) and co-simulation using the existing software
and hardware tools present an alternative solution. These enable
a cost efficient design and verification of modern control laws
for future mechatronic systems. Among these tools, the well
established the Mathworks Matlab/Simulink and XSG, a
dedicated blockset working in the Matlab/Simulink
environment, are an ideal mixture to tackle the problems within
the algorithm design stage by providing the designer an early
proof-of-concept of the hard coded control algorithms. The
XSG blockset provides the user with a library of blocks, similar
to the traditional Simulink ones, but they represent functions
which can be implemented in a FPGA. In order to run advanced
and computing-intensive control algorithms, a FPGA-based
prototyping platform is then possible with XSG under Simulink
environment. This can be used to simulate accurately the
hardware and to automatically generate the corresponding
VHDL code, with no need to create two different models, one
for the simulation and one for the implementation.
Proprietary solutions for HIL simulation have been proposed by
some industrial companies. Among these, one can mention the
Canadian RTDS Technologies and OPAL-RT Technologies.
The first one provides real time simulation tool mainly to test
electrical power systems [2], and the second provides HIL
simulation services and products from small rapid control
prototyping systems to large-scale distributed real-time
simulators [3]. In order to compensate for these expensive
commercial systems, the authors of [4, 5] propose a cost
effective solution called VTB-RT (Virtual Test Bed Real Time)
that combines open-source software and low-cost off-the-shelf
hardware for power electronics controls. The proposed solution
still needs a complex configuration, requiring the setup of
additional off-the-shelf hardware and Linux as the OS for VTB-
RT. Oftentimes, budget, time or financial constraints do not
allow for the implementation of such platforms for using
solutions such as VTB-RT.
The focus of the current paper is to present an alternative rapid
prototyping platform based only on the well established
educational and cost-effective XSG/Simulink environment. To
show the feasibility of this approach, a real world design
example is used; the conventional vector control drive for
induction motors, which exhibits a sufficient degree of
complexity and heterogeneity. For safety purposes and to
reduce unnecessary turn-around cycles with the real plant to
perform hardware in-the-loop simulation, SPS blockset under
Simulink is used to model the electromechanical parts. In our
case these parts are the induction machine and its power supply.
A graphical environment based on a fixed point XSG dataflow
is then used to capture suitable algorithms that are the vector
control and PWM gating signal generation. An academic
precision evaluation tool called Gappa [6] is used to optimize
the silicon logic for cost-efficient FPGA devices. To assess the
performances, the results are compared with the same
algorithm, previously simulated under Simulink and considered
as a reference ideal floating-point algorithm.
Similar works have been done in the past. In their paper [7], the
authors have modeled the widely used DTC algorithm. Given
the FPGA state of the art at the time when the authors carried
out their research, they used two FPGA boards (possibly to
target a cost effective FPGA device) with the control algorithm
implemented on the master board, while the other board
controlled the power inverter and digitized the measures. The
authors of [8] have presented a number of papers on FPGA
prototyping of a vector control system using XSG. They mainly
developed new IP modules specifically dedicated for vector
control design without using the co-simulation concept.
Moreover, besides estimating hardware resources and execution
times for each module block, no experimental results were
reported to illustrate the profiles of the controlled signals as the
design seems to have only been tested in open loop.
This paper presents a FPGA-based rapid prototyping platform
using the free-running co-simulation feature of the
XSG/Simulink environment for the design and verification of
modular high performance algorithms for mechatronic systems.
The complete solution offers an easy-to-use programming
interface, and shorter turn-around cycles that make it a realistic
rapid prototyping platform, ideal for education and academic
research.
In the following section, the reasoning behind the choice of
vector control as an application example is explained. Next the
design procedure using the proposed method is presented to
illustrate the important steps, notably the timing analysis and
hardware testing phases. The issues related to timing in both
domains; floating-point Simulink and fixed-point XSG, as well
as the interaction between them will be fully discussed. Finally
an application example using a Vector Control induction drive
is presented and the co-simulation results are discussed.
CHOICE OF VECTOR CONTROL
The vector control scheme was used because its complexity
provides a good terrain for simulation time comparisons. Many
variants of vector control schemes exist, and abundant literature
is readily available concerning them [9], The rotor flux
orientation version in its simplest form is used as an application
example for the purpose of this paper. The mathematical
description and the corresponding vector control expressions
can be found in [10]. The presence of the square root operation,
used in rotor flux estimation, is especially useful in
demonstrating the flexibility of testing different design
approaches through free running co-simulation. Said equation
for the rotor flux estimator is
vu _
T r -
, vu2
+ T r
where 4^ is the rotor flux modulus [10].
To rapidly ensure that the rotor flux estimator equations are
well implemented, a rough simulation using the CORDIC
square root XSG implementation is run. The advantage of first
using this version of square root is that it accepts input even if it
has not completed the previous calculation. This means that
new data acquisition from the motor can occur even if the
vector control is not done processing the previous values. The
user can send an array of values to be processed, without
waiting for additional steps in between each input.
In the case of the vector control design, it requires 122 steps for
completion. The XSG square root operation requires 51 steps
before generating a result. If the latter did not accept new values
before completion, the user would have to wait at least 51 steps
before sending each new value through the vector control
algorithm. The simulation time would therefore be 51 times
longer. Once it's been established that the equations are
correctly represented in the design with the XSG square root
block, two problems arise.
First, the XSG CORDIC square root block runs too slowly
when setup to obtain a precision great enough for the rotor flux
estimation to be accurate. Free-running co-simulation requires a
speed of 100 MHz whereas the XSG square root will only run at
58.779 MHz. This slows down the vector control system,
which for 122 steps (excluding firing signals generation) would
then complete in 2.07 us. While the XSG CORDIC square root
block could run at this speed in actual conditions (because it
still makes for a very fast control speed), it cannot be co-
simulated using the XSG free-running mode given the 100 MHz
requirement. Secondly, the high precision required of the square
root operation means that the CORDIC XSG version will reach
an impressive size. These two issues render the XSG CORDIC
square root approach impractical as opposed to the use of a
smaller, more precise square root operation.
The square root operation used in this paper is an iterative
implementation of a conventional nonrestoring square root
algorithm, tailored to use fast carry logic in FPGAs. While very
small in size and precise enough for good rotor flux estimation
in 27 steps, it has one disadvantage; it has to complete before
accepting a new value. But since vector control will be run at
100 MHz, those 27 steps will complete in 270 ns. This is
considerably slower than the sampling rate of our overall closed
loop system and thus the vector control will always complete
before new data is sent to it. Given that the square root
operation is the only part of the vector control system which
cannot accept more than one value at a time, this
implementation of vector control can support a sampling rate of
3.7 MHz. Using this square root scheme is therefore a perfectly
viable option.
This new constraint is what forces the use of different
simulation methods. If the user wants to simulate 15 minutes
(using CORDIC square root) worth of data with this new square
root version, the simulation will last at least 27 times longer,
meaning almost 7 hours. At this stage in the design process of
the vector control design, this is not acceptable.
CO-SIMULATION FOR DESIGNS WITH MANY STEPS TIMING ANALYSIS
Single-step co-simulation can improve simulation time when
replacing one part of a bigger system. This is especially true
when replacing blocks that cannot be natively accelerated by
Simulink, like embedded Matlab functions. Replacing said
block with an XSG co-simulated design will shift the burden
from Matlab to the FPGA and the block no longer remains the
simulation's bottleneck.
In a closed loop setting, this performance benefit holds true, but
only as long as the replaced block does not require a lot of steps
for completion. If the XSG design requires more steps to
process the data it is sent than is necessary for the next data to
be ready for processing, a costly (time wise) adjustment has to
be made. The Simulink period for one simulated FPGA clock
(one XSG design step) must be reduced, while the rest of the
Simulink system runs at the same speed as before. In a fixed
step Simulink simulation environment, this means that the fixed
step size must be reduced enough so that the XSG system has
ample time to complete between two data acquisition.
In the vector control design chosen for this paper, completion
requires 122 steps. For a sampling rate of 32 kHz, the
generation of a PWM signal is divided into 100 sections (two
zones divided by 50) which is a good compromise between
precision and simulation time. The simulation fixed-step size is
then 625 ns which is already small enough to hinder the
performance of simulating the SPS model. Since the PWM
signals generation is divided in two zones, for every 50 steps of
Simulink operations (PWM signal generation and SPS model
simulation), the 122 steps of vector control must complete. The
XSG Simulink System Period must be adjusted for the XSG
model to run 2.44 times faster than the other Simulink
components. The simulation fixed-step size becomes 2.56 ns,
thus prolonging simulation time, later shown in table 1. In other
words, since the SPS model and PWM signals generation take
little time (in terms of steps) to complete whereas the vector
control scheme requires numerous steps, the coupling of the two
forces the use of a very small simulation fixed—step size.
Free-running co-simulation means that the FPGA will always
be running at full speed. Simulink will no longer be dictating
the speed of a XSG step as was the case in single-step co-
simulation. With the Virtex-4 ML402 SX XtremeDSP
Evaluation Platform, that step will now always be 10 ns.
Therefore, even a very complicated system requiring many
steps for completion should have ample time to process its data
before the rest of the Simulink system does its work.
Nevertheless, a synchronization mechanism should always be
used for linking the free-running co-simulation block with the
rest of the design. In this paper, a simple yet robust delay
method, shown in figure 1, has been used to ensure an exterior
start signal will not be mistakenly interpreted as more than one
start pulse.
No matter then chosen hardware co-simulation method (free-
running or single-step), the user must go through two steps that
are always necessary when moving the design from Simulink to
an actual FPGA: timing analysis and hardware testing.
The XSG co-simulation feature allows the user to run a design
on the FPGA found on a certain platform. While it is possible
for the user to create new targets for testing, this is not the
subject of this paper. Therefore, the target used for the example
application herein is one of two preprogrammed targets in XSG,
the Virtex-4 ML402 SX XtremeDSP Evaluation Platform
illustrated in figure 2. Before actually generating a BIT file to
reconfigure the XC4VSX35-FF668-10C which is found on that
board, it must meet a certain speed requirement. Whether the
co-simulation is done through JTAG or ETHERNET, the design
must be able to run at 10ns (100 MHz).
Figure 2 - Virtex-4 ML402 SX XtremeDSP Evaluation Platform
As long as the design is running inside Simulink, there are
never any issues with meeting timing requirements for the XSG
model. The idea often is to get a prototype working as quickly
as possible, and thus the user is mostly concerned with the
algorithm. At this point in the design, numerous adjustments
and changes will likely occur, and having a lot of delay blocks
in the way will only serve to slow down development. Once
completed, the design will need be simulated on the FPGA,
which means that the synthesis will occur. If the user launches
the co-simulation block generation, the timing errors will be
mentioned quite far into the process. This means that, after
waiting for a relatively long amount of time (sometimes 20-30
minutes depending on the complexity of a design and the speed
of the host computer), the user notices the failure to meet timing
requirements with no extra information to quickly identify the
problem. This is why the timing analysis tool must always be
run prior to co-simulation. While it might seem a bit time-
consuming, this tool will not simply tell you that your design
does not meet requirements, but it will tell you where the
longest delays are found. It will even mark in red the paths in
Simulink where constraints are not met. With the help of this
tool, the user can add delays and adjust latencies until a speed of
100 MHz is achieved so that the hardware testing may begin.
Figure 1 - Delay method of synchronization
HARDWARE TESTING
The co-simulation option provided by XSG also ensures that
our design will respond correctly once implemented in
hardware. Once a prototype has been sufficiently tested in the
Simulink environment and is ported to and FPGA platform, a
tool such a chipscope is often used to test and debug the design.
It allows the user to inspect the signals inside the FPGA to
identify problems or to measure the accuracy of the
implementation. While this process is very useful for fine
tuning a prototype, it is somewhat wasteful time wise when
eradicating glitches and bugs in design phases.
Because co-simulation loads the actual design onto the FPGA,
the behavior of the design on the chip and running at full speed
is immediately tested. If a glitch appears that was not present
when doing Simulink simulations, the user needs only add more
outputs to pinpoint the source of the problem (instead of using
chipscope or similar tools). Should the user need analyze a great
many output signals for debugging purposes or otherwise, it is
faster to choose the ETHERNET method of co-simulation since
it offers a larger bandwidth [11]. For the duration of the design
period, it is a good idea to keep a few debug output signals to be
used when trying to identify the source of a problem. Having
them there means that the designer needs only change the
internal routing of signals within the XSG design, whereas the
the interface with other subsystems inside Simulink is left
unchanged (figure 3). In the case of the vector control
implementation of this paper, this technique allowed for the
discovery of a glitch concerning overflow handling of the XSG
subtractor block. While there were no errors when running the
simulation in Simulink, the co-simulated block proved erratic
when choosing the saturation method instead of wrap(i.e., to
discard bits to the left of the most significant representable bit).
Once all major glitches have been fixed, the results of closed
loop simulation can be analyzed.
DC Voltage Source 1 "
Figure 4 - SPS plant
TESTING IN CLOSED LOOP
When testing and debugging a control system made with XSG,
one of the challenges is to test the design in a closed loop
setting. While an open loop simulation using a theoretical
model (be it in Simulink or Matlab) can provide an array of
input and output data to compare against the XSG design's
results, that method has two disadvantages. It does not fully
represent how well the system will react in a closed loop
environment, and it doesn't change the fact that closed-loop
testing will still have to be conducted later on.
Testing of the control algorithm in closed loop is facilitated by
the use of the SPS blockset which simulates both the motor and
power electronics (figure 4). PWM signal generation is done
through the use of two embedded Matlab function blocks to
show the flexibility of coupling XSG co-simulated blocks with
various Simulink tools (figure 6).
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The results shown in figure 5 represent the system response
when using the co-simulated vector control block in response to
six quick changes in speed reference under slight load.
Type of simulation Simulation Time
Free-running co-simulation
Single Step co-simulation
Simulink Vector Control
1734 s
174610 s (48 hours)
763 s
Table 1 - Simulation Times and Methods
Table 1 shows the decrease of simulation time afforded by the
free-running vector control. The tests were conducted on a
standard personal computer with an Intel P4 3.40Ghz CPU. For
the same precision in results (50 divisions per zone) and the
same amount of data to be simulated (speed variations over a
period of 7 seconds), a single-step approach would require
100.7 times longer to complete, thus being an ineffective
approach.
A third test is conducted where the PWM signal generation
block is connected to the SPS model but the vector control is
done entirely in Simulink blocks. The increase in simulation
time using the XSG model as opposed to the non real-time
Simulink model is only 2.27 times.
CONCLUSION
This paper explains how free-running co-simulation in XSG can
be used to test and debug a XSG model in order to have a
working prototype with reasonable performance which can then
be fine tuned and further developed. While commercial tools
like RT-LAB grant the means for real-time analysis of control
designs and greatly facilitate fine-tuning of these systems,
implementing such solutions during the design phase is not
always practical.
Before testing a design against real physical constraints, like
connecting it to a real motor, it is simulated so as not to damage
the equipment (often a costly ordeal). But moving from a XSG-
SPS design to a real-time simulation platform involves a lot of
time for synthesis, conversions and other miscellaneous
processes. This time is irrelevant when compared to the time
saved in running long simulations of a working prototype. But
when the user is still debugging a design, a lot of modifications
are required to fix the various bugs and glitches, get the desired
response, etc. What this means practically is that there is a lot of
back and forth between design and simulation. Therefore, if it is
possible to reduce the time involved in getting ready for a
simulation, the user can quickly get a working prototype out of
a XSG design that can be tested in real conditions. With the
help of SPS to create a model of the plant in a system, free-
running co-simulation using the same host computer used for
development of the model and a target FPGA allows for rapid
testing of a control algorithm without investing time and
resources in setting up third party solutions for simulation
acceleration.
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Abstract—The aim of this research is to implement sensorless
vector control algorithms on a single, eventually reconfigurable,
chip, with a computation timing constraint of, at most, 1-6
microseconds, and a concern for implementation cost. In this
article, we discuss the implementation problems and tradeoffs
involved in meeting these goals on Field-Programmable Gate
Arrays (FPGAs). To be able to fit a complete induction motor
vector controller on a single, inexpensive FPGA chip, we estimate
the area/time requirements of each module involved in sensorless
vector control. We discuss, in particular, the tradeoffs of imple-
menting the key modules, the speed and flux observers and the
Clarke and Park transformations. The speed and flux observers
here under consideration are extended Kalman filter-based.
I. INTRODUCTION
Technological progress depends more and more on miniatur-
ization and increasingly fast and powerful computing systems,
and we witness a true revolution in microelectronics. In almost
every field, significant progress now greatly depends on ad-
vances in nanotechnologies and their applications. The design
of lighter, less cumbersome, and more economic application-
specific computing processors becomes required in order to
reach increasingly demanding performances.
The very fast evolution of CMOS integrated circuit fabrica-
tion technologies already makes it possible to design complete
digital systems integrated on the same chip.
The reconfigurable chips known as FPGAs (Field-
Programmable Gate Arrays) currently on the market are man-
ufactured at a level of integration of around 90 nanometers
or less, and usually comprise several millions of gates on the
same chip. They offer considerable advantages for accelerating
the time to market, and reduce the development and production
costs.
In field of electric motor control, with which we are
concerned in this research, the real-time computing capacity
of traditional approaches using PC computers and off-the-shelf
digital signal processors (DSPs), is largely superseded. One
must now turn to nanotechnologies in order to obtain adequate
hardware acceleration. FPGAs, light and relatively inexpen-
sive, are usually more powerful than traditional devices, and
appear therefore ideal for implementing real-time control
systems without involving the considerable costs traditionally
related to the design and fabrication of application-specific
integrated circuits (ASIC).
The semiconductor industry is trying to design digital signal
controllers (DSCs) having a computing time of only a few
microseconds for the precise and robust control of electric
motors. It would actually be possible of increasing the current
operating efficiency of electric motors, now in the order of
approximately 40-60%, up to 90%.
The high cost and complexity of the required electronics
always constituted a significant impediment to the implemen-
tation of complex algorithms within a dynamic of only a few
microseconds. The DSC technology, traditionally composed of
DSPs coupled to a microcontroller unit or a microprocessor,
is presently reaching its physical limits, with a minimal com-
puting time about 6 microseconds for the most minimalistic
implementation of vector control using a speed sensor. The
challenge to which we attack ourselves here is to realize on
a single chip, without using a speed sensor, and in an even
shorter lapse of time, the most sophisticated vector control
algorithms, where the speed and the flux will not be measured,
but estimated by hardware. We will see the complexity of these
estimates in the following discussion.
II. INDUCTION MOTOR VECTOR CONTOL
The characteristics of the induction motor are basically non-
linear. Vector control, also called flux directed control, is the
first method which makes it possible to artificially give a
certain linearity to the torque control of the induction motor.
Speed sensors are however necessited, in general, for the
implementation of vector control. This does not pose any
problem as long as the induction motor is used for regular
motion control using a position or speed encoder, but whenever
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Fig. 1. IM Vector Control Scheme
it is impossible to connect a sensor to the motor shaft, the
implementation proves difficult. It is then necessary to carry
out vector control without using a speed sensor, with all the
difficulties that that poses.
Precise induction motor control requires the independent
control of the components of its input current producing the
field and the couple, as it is the case with the DC motor. The
only theoretical solution which makes it possible to realize
such an independence of control consists in breaking up the
stator current into its components in a domain or a suitable
frame of reference. By taking a synchronously revolving frame
of reference, with the space vector of rotor flux as phasor
of reference, it is mathematically possible to separate the
stator current in two independent components isd and isq,
respectively controlling the field and the torque of the motor.
Decoupling between the effects of the components of the
current then makes it possible to simplify the control of the
mechanical variables of the drive, and to impose on the motor
fast variations of the rotor flux at starting and at constant
power.
A. Induction Motor Model in Park Domain
The electromechanical model of the induction motor in the
Park reference frame (d,q), known as Park domain, synchro-
nously revolving at speed u>, is stated as follows:
Usd =
Usa =
—— *
Lr dt r ( }
d
'd t '
M
 T
— UJ^r (2)
M(3risd ;
LÛ = PpLJr +
Jr 3 ^ M
dT J
(3)
(4)
(5)
with
u sq Stator voltage of d-axis and g-axis
isd, isq Stator current of d-axis and g-axis
i'r Rotor flux modulus
u> Angular speed of the (d, q) reference frame
Ls, LT Stator and rotor inductances
M Mutual inductance
Rs, Rr Stator and rotor resistances
a Leakage coefficient of the motor
Pr Constant: Lr/R,.
Pp Number of pole pairs
u>T Rotor speed, or angular frequency
(measured or estimated)
J Inertial momentum
/ Friction coefficient
Ti Torque load
B. System Block Diagram
In the following, we develop the mathematical expressions for
the blocs in Fig. 1. The starred (*) variables are the input
references for the PI controllers. In general, e denotes the
error signal, and kp, ki, the PI controller parameters. The a
and P subscripts denote the components of the corresponding
variables in the stationnary (a, P) reference frame. The a, b,
and c subscripts denote the components of the corresponding
variables in the stationnary (a, b, c) reference frame. 9 is the
angular position of the rotor flux vector, with 8 = J u> dt.
a) Speed PI Controller:
ev dt ;
b) Rotor Flux PI Controller:
i*sd = kP,tf + k*f f ff àt\
c) Rotor Flux Estimator:
ev = UJ* -
É , =
cos 8 — s in 9 = •
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with
= jj (#«« - crLsisa)
= f(u -
J s
d) Current PI Controller:
e) Decoupling:
with
Dd=-c
Dq
M d
7--TT
L/r at
M
/) Omega (LJ) Estimator:
= PpUJr
g) Clarke Transformations:
and
7fsa + 7i
Usa =
USc — ~^
A /3
h) Park Transformation:
=PT[ :
with
PT = cos 8 sin 9
— sin ^ cos 9
i) Inverse Park Transformation:
with
pT - i = cos 9 — sin 9
sin 8 cos 9
When it is necessary to carry out vector control without
using a speed sensor, the speed can be calculated from the
values of the current and voltage of an AC motor. Open-
loop solutions give a certain speed estimate, but inherently
bear a large error. For better results, it is necessary to de-
sign an estimator or a filter. The Kalman filter has a good
dynamic behavior, a good resistance to perturbations, and it
can function at stand still. Designing a filter for an AC motor
remains however a very complex problem which requires the
calculation of the motor model in real time. Moreover, it is
necessary to calculate the filter equations, which normally
implies several matrix multiplications as well as one matrix
inversion. These requirements can nevertheless be satisfied
by a high-performance computing processor. Fig. 2 shows
the speed-sensorless induction motor vector control scheme
including the speed and rotor flux estimator based on an
extended kalman filter (EKF). The tradeoffs involved in the
implementation of this estimator constitute the core of the
present research and require in-depth analysis and careful
considerations which will make the object of a subsequent
study.
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III. IMPLEMENTATION ANALYSIS
The basic IM vector control scheme (Fig.l) comprises 24
multiplications (including multiplication by a constant and
squaring), 3 divisions, and only one square root operation.
We further observe that the division and square root operators
are localized in close mutual coupling inside the rotor flux
and UJ estimators. Because of the fact that cos 9 = ^ra/^r
and sin 9 — ^r0/^T, no actual sine or cosine computation is
involved.
Most modern FPGAs embed several tens, even up to a
couple hundreds, of small, ultra-fast, 18x18 VLSI multipliers,
which can readily be used in signal processing applications.
All multiplications involved in an implementation of the IM
vector control scheme can efficiently be implemented using
these embedded multipliers.
The division and square root operators, thanks to their
small number and the modest operand width required, can
efficiently be implemented by traditional hardware modules
without being overcostly in area. An extensive comparative
study of divider implementations on FPGAs, including all
kinds of restoring, non-restoring, and SRT dividers has been
presented in [1]. It is even possible to implement dividers
based on the small embedded 18x18 multiplier blocks [3],
[4].
The matrix operations involved in implementing the EKF-
based estimator are outside the scope of the present article.
We analysed the system of Fig.l using the Xilinx blockset
in Simulink. This analysis revealed that the required internal
precision would be of at least 32 bits. We will show in the next
section the results of a straightforward FPGA implementation
of this design using System Generator.
IV. AREA AND TIME ESTIMATES
We did a worst case analysis of the system implementation
as a network of on-line modules following the methodology
proposed in [2]. Table II shows our area cost estimates for a
16-bit on-line implementation. The arithmetic modules imple-
mentation data presented in Table I have been taken from [2]
for the on-line (ol-XXX) modules and SRT-DIV, while NR-
SQRT is our home implementation of a non-restoring parallel-
sequential square root. We see from Table III that the on-
line delay on the bottleneck path of the system is about 116
clock cycles. One lap of the whole control loop therefore takes
about 164 clock cycles to complete, taking into account the
required conversions back and forth between standard binary
and redundant number representations. Estimating that this on-
line design could be clocked at 100 MHz on a Virtex-II FPGA,
its total computation time would therefore be of around 1.6
microseconds.
For a crude, but rather convincing, comparision with a 32-
bit parallel arithmetic implementation, the synthesis results of
the VHDL code generated using System Generator, targetting
TABLE I
16-BIT ARITHMETIC MODULES IMPLEMENTATION RESULTS
(MOSTLY FROM [2])
Module
ol-ADD
ol-cMUL
ol-cMAC
ol-MUL
ol-Div
SRT-DIV
NR-SQRT
<5
2
1
2
4
5
N/A
N/A
CLB
3
14
16
93
115
36
25
LUT
4
24
27
149
187
58
28
FF
5
18
19
139
122
34
43
Freq.
(MHz)
-
89
86
79
57
78
-
TABLE II
16-BIT ON-LINE IMPLEMENTATION AREA ESTIMATES
4 Error Differences
Speed PI Controller
Rotor Flux PI Controller
Q-Current PI Controller
D-Current PI Controller
Decoupling
Park Transform
Inverse Park Transform
Clarke Transform 1
Clarke Transform 2
Inverse Clarke Transform
Rotor Flux Estimator
u) Estimator
TOTAL
LUT
4
55
55
55
55
584
604
604
53
53
58
1039
241
3460
FF
5
65
65
65
65
540
566
566
42
42
48
791
165
3025
TABLE III
ESTIMATED ON-LINE DELAY OF THE BOTTLENECK PATH
Module
Clarke Transformation
Rotor Flux Estimator
Park Transformation
a; Estimator
TOTAL
ol-delay
19
38
23
36
116
TABLE IV
SYSTEM GENERATOR SYNTHESIS RESULTS FOR VIRTEX II xc2v2000-4
Slices
Flip-flops
LUTs
MULT18xl8
6484
4700
11086
50
TABLE V
NUMBER OF CLOCK CYCLES ON THE BOTTLENECK PATH FOR THE
SYSTEM GENERATOR DESIGN
Module
Clarke Transformation
Rotor Flux Estimator
Park Transformation
u> Estimator
TOTAL
N Cycles
Variant A
3
77
6
34
120
N Cycles
Variant B
3
15
6
3
27
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a Virtex II xc2c2000-4 FPGA, are presented in Table IV. The
dividers and square root operators used in this design are all
sequential, based on the non-restoring algorithm. On lap of
the complete control loop of an implementation of this design
using the minimum possible number of registers takes 131
clock cycles at a maximum frequency of 50 MHz. The total
computation time is therefore of about 2,5 microseconds.
In addition, two variants of this design have been evaluated
where each arithmetic module outputs are registered. The first,
Variant A, uses sequential dividers and square root operators,
while the second, Variant B, uses a 1-clock version of the same
operators. Variant A can be clocked up to around 100 MHz and
takes 120 clock cycles to complete one lap of the whole control
loop. The maximum frequency of Variant B is about 8 MHz,
and one lap takes 27 clock cycles. From this data, a simple
calculation tells us that the computation time of Variant A is
about 1.2 microseconds, while that of Variant B is about 3.4
microseconds.
V. CONCLUSION
For the basic IM vector control scheme using a speed sensor,
our analyses and estimations showed that, thanks to the ab-
sence of actual sine and cosine functions computations, and to
the localized, small number of dividers (3 of them) and square
root operators (only 1) involved, an FPGA implementation in
parallel arithmetic using the embedded multipliers present in
modern FPGAs has the potential to outperform one in on-line
arithmetic, while not being overcostly in area. Even at twice
the number of bits of precision than used in the on-line design,
the parallel designs compare advantageously with the on-line
one, both in area cost and computation time.
On-line arithmetic might reveal superior characteristics,
however, when implementing the sensorless, EKF-based, vec-
tor control scheme, because of the intrinsic complexity of
the matrix operations involved and the consequently increased
system size. This will make the object of a further study.
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