Introduction
Knowledge of phase behavior of polymer solutions is a necessity for industrial and laboratory processes and understanding of it allows for the optimization of design and processing conditions. Partially miscible polymer solutions usually have two boundaries, the upper critical solution temperature (UCST) and lower critical solution temperature (LCST). These two characteristics of partially miscible polymer solutions depend on the molar mass of polymer and also the pressure.
The theta temperature is defined as the critical miscibility temperature at the limit of infinite molar mass. Since a solution may exhibit two critical miscibility temperatures, a polymer solution may display two theta temperatures.
In the case of exothermic solutions, an increasing of temperature leads to less positive second virial coefficients and the theta temperature corresponds to a LCST in the limit of infinite molar mass ( ) (LCST θ ). The theta temperature corresponds to an UCST in the case of endothermic solutions ( ) (UCST θ ) [1] .
is the LCST at infinite molar mass, as a result, it is not affected by molar mass of polymers. Also, it can serve as an upper temperature limit for polymer processing in the form of solution. Solvent systems that exhibit this LCST behavior have been suggested for applications where partial miscibility above and below LCST offers advantages [2, 3] .
Prediction of physicochemical properties of materials from their molecular structure has been one of the wishes of the scientists and engineers for a long time. One of the useful methods which applied for this purpose is quantitative structure-property relationship (QSPR). QSPR is defined as a mathematical model which predicts the physical, mechanical, or chemical properties of materials from their chemical structures. The main goal of QSPR studies is to find a relationship between the structure of a compound expressed in terms of numeric characteristics associated with its chemical structure (which are called molecular descriptors) and the properties of interest.
Once a correlation between structure and desired property is found, any number of compounds, including those not yet synthesized, can be readily screened on computer in order to select structures with the properties desired. Thus QSPR approach conserves resources and accelerates the process of development of new molecules for use in any purpose. Also, since theoretical descriptors derived solely from the molecular structure would be involved, the relation should, in principle, be applicable to any chemical structure.
There are more than thousand of molecular descriptors available in the literature to represent the molecular structure, and one usually faces the problem of selecting those which are the most representative for the property under consideration [4] .
There are many methods for estimating LCSTs, including ) (LCST θ . As stated by Melagraki et al. [5] , these methods can be divided into three main groups. The first group is those methods that have a solid theoretical background but they require vapor-liquid equilibrium, and also liquid-liquid equilibrium experimental data for obtaining their parameters [6] [7] [8] . The ability of these methods for prediction of new systems is unknown. The second group of methods for estimating ) (LCST θ is the empirical models which relates ) (LCST θ to other physicochemical properties [9] [10] [11] [12] 13] . These correlations are simple and have reasonable accuracy, but they cannot be used to systems for which the required physicochemical properties are not available. The third group of methods for estimating ) (LCST θ is QSPR analysis. These types of methods have two main advantages in comparison to previous methods. For development of a QSPR model, molecular descriptors which, are computed only from chemical structure of compounds, are applied. As a result, these types of methods do not need any additional information (i.e. other physical properties or vapor-liquid or liquid-liquid equilibrium data). On the other hand, the prediction power of these types of models are always checked during development of the models, as a result, these types of models can be accurately applied for any regular systems.
The first attempt to apply QSPR analysis for prediction of ) (LCST θ is related to the work of Liu and Zhong [14] who applied the molecular connectivity indices (a special group of molecular descriptors [4] There are several comments about the previous QSPR studies of Liu and Zhong [13] , Melagraki et al [5] , and Xu et al. [15] . In previous works, all authors tried to develop their QSPR models based on a special group of molecular descriptors (connectivity indices in work of Liu and Zhong [14] , 3D descriptors in the work of Melagraki et al [5] , and topological descriptors in the work of Xu et al. [15] ). This phenomenon caused the obtained results to be not the best results which can be obtained by QSPR analysis. Another comment is related to the method of selection of most statistically effective molecular descriptors on ) (LCST θ of polymer solutions. All three groups of authors [5, 14, 15] have used the MLR technique. This technique has several disadvantages that are presented elsewhere [16] . Another important comment is related to the study of the nonlinear behavior of the molecular descriptors on ) (LCST θ of polymer solutions, as a complementary work (such as application of neural networks).
In the present study, first the genetic algorithm based-multivariate linear regression (GA-MLR) is applied to select the most statistically effective molecular descriptors on the ) (LCST θ of polymer solutions from a pool of 3328 molecular descriptors which belong to many types of molecular descriptors.
Then by means of the results of GA-MLR, a feed forward neural network is constructed for predicting ) (LCST θ of polymer solutions.
Results and Discussion
In this section, it is better we refer to comments which were presented in introduction part of this paper. First comment is related to the types of molecular descriptors which should be used to develop a QSPR model. Physical properties are usually the result of many types of interactions, as a result, in this work 3228 molecular descriptors from many types, were used. Diversity of molecular descriptors can represent many interactions between molecules. Also, the GA-MLR was applied to find the most statistically effective molecular descriptors of polymer and solvent on ) (LCST θ . Comparison between the presented results of Tab. 5 and previous works [5, 14] shows that the presented multi-linear equation (see Tab. 3), is quite as accurate as previous works, but there are eight parameters. The obtained small modification in first part of calculations is the result of application different types of molecular descriptors and application of a powerful method for selection of molecular descriptors from the pool of 3328 molecular descriptors (GA-MLR). It should be noted that Melagraki et al. [5] presented a nine-parameter multi-linear equation, and Xu et al. [15] presented a ten-parameter multi-linear equation for prediction of ) (LCST θ with the same data set.
Nine-parameter multi-linear equation proposed by Melagraki et al. [5] shows MRE of 3.76% over experimental data set (both training and test sets) which was used in this study. Also the ten-parameter multi-linear equation proposed by Xu et al. [15] shows MRE of 4.95% over this data set. The eight-parameter multi-linear model presented in this study shows MRE of 4.04%. This model is better than the model proposed by Xu et al. [15] and has two parameters less than that model. But, it is not possible to compare this model with the model proposed by Melagraki et al. [5] , because, MRE of the model proposed by Melagraki et al. [5] has better than MRE of this study, but has one parameter more than this model. As a result, application of diverse 3328 molecular descriptors and also application of GA-MLR caused small modification in comparison to previous models. The second comment which is presented in introduction part of this paper is related to the nonlinear study for QSPR analysis. The major modification in the presented work is related to the application of neural networks for nonlinear study of the obtained multi-linear equation by GA-MLR. 
Conclusions
In this paper, a complete QSPR analysis was performed for prediction of ) (LCST θ polymer solutions. This QSPR study contains two parts: linear study and nonlinear study. The result of first part is input of the second part. This optimized FFNN is accurate and can be applied for prediction of ) (LCST θ any regular polymer solutions.
Materials and Methods

Data set
The data set which is used in this study contains the 169 experimental ) (LCST θ for polymer solutions including 12 polymers and 67 solvents. This data set is compiled by Liu and Zhong [17] . This data set was used to develop QSPR models by Liu and Zhong [14] , Melagraki et al [5] , and Xu et al. [15] . As a result, comparison between this study and their studies is possible.
Determination of Molecular Descriptors
Each polymer solution is formed from a polymer and a solvent. As a result the phase behavior of polymer solution is a function of the both polymer and solvent and we must consider all molecular descriptors of polymers and also all molecular descriptors of solvents.
In this work, the monomer compounds were used to determine the molecular descriptors of polymers. After providing the data set, all molecules (polymers and solvents) were drawn into Hyperchem software [18] and pre-optimized using the MM+ molecular mechanics force field. A more precise optimization was done with AM1 method in Hyperchem and thereafter, molecular descriptors were calculated using the optimized molecular structure of compounds by means of Dragon software [19] . Dragon can calculate 1664 molecular descriptors for any optimized chemical structure. These molecular descriptors contain many types of molecular descriptors such as connectivity indices and topological descriptors. For more information about the types of the molecular descriptors which Dragon can calculate, refer to Dragon software user's guide [19] .
In this part, totally 3328 molecular descriptors for each polymer solutions were computed by means of Dragon (1664 molecular descriptors for polymer and 1664 molecular descriptors for solvent).
GA-MLR Calculations
After calculation of molecular descriptors, we can develop our models for prediction of ) (LCST θ . In QSPR study, the main problem is to find a multivariate linear equation with minimum input parameters (molecular descriptors) which can predict the desired property ( ) (LCST θ ) with the best accuracy. This problem is classified in the field of subset variable selection. In other words, we should select the best subset variables from the set of 3328 molecular descriptors which can predict ) (LCST θ with the best accuracy.
One of the best solutions of this problem is genetic algorithm-based multivariate linear regression (GA-MLR). In this method, genetic algorithm is used for selection of best subset variables with respect to an objective function which is usually defined as the sum of square error between obtained values of the model and the corresponding values in dataset. In this work, we use GA-MLR algorithm which has been proposed by Leardi et al. [20] and has been successfully used by the author of this paper in his previous works [15, [21] [22] [23] . This algorithm has been designed for feature selection by means of genetic algorithm search which is suitable for this problem.
In the first part of calculations, data set was divided into two sub-datasets. First is training set and contains 112 polymer solutions and, second is test set and contains 57 polymer solutions. Training set is used to develop the model and test set is only used to check the validity of model and is not used to develop model. In this study we used the same training set and test set which had been used by Xu et al. [15] .
Inputs of our program are the pool of 3328 molecular descriptors, and the number of desired molecular descriptors which we want to obtain in our study. In the first step, we started with one molecular descriptor models. Based on the training set, the best multivariate one molecular descriptor linear model was obtained, GA-MLR. In next step, we should examine two molecular descriptors multivariate linear models. After obtaining the best two molecular descriptors model by GA-MLR, we should compare the best one molecular descriptor model with the best two molecular descriptors multivariate linear model. In this comparison, we should consider the effect of increase in number of molecular descriptors on the increasing accuracy of these two models. If the increase in the number of molecular descriptors showed a sensible increase in accuracy of model, we must continue this procedure and increase number of molecular descriptors to three and then we should find the best three molecular descriptors multivariate linear model, by GA-MLR. If the increase in the number of molecular descriptors did not show any sensible effect on accuracy of model, we must stop our search. The best model has been obtained.
As the procedure presented in previous paragraph, we must repeat our work to find the best three, four, five, and so on, molecular descriptors multivariate linear models. The behavior of the obtained multivariate linear model (eight-parameter linear equation) presented in Tab. 3, is shown in Fig. 2 . The MRE of the model over all experimental data is 4.14%. This value is quite equal to the MRE of the previous works, but the number of parameters of presented model is less than previous models. This obtained result is the first part of calculations.
Tab. 3. The best obtained multi-linear equation by GA-MLR and its properties.
Regression
Neural Network Calculations
The three-layer feed forward neural networks with the sigmoidal (hyperbolic tangent) transfer function have been the standard techniques used in QSPR modeling [24] . In order to consider the nonlinear behavior of different molecular descriptors which were entered into the best multivariate linear model, obtained in previous section, threelayer feed forward neural networks (FFNN) were used. This part of calculations was done in Neural Network Toolbox, available in MATLAB software (Mathworks Inc. Software).
In this section, the structure of the three-layer FFNN which was used to study is explained step by step during solving the problem.
The first work is dividing the main dataset into two datasets, first for training network and second for testing it. Neural networks are good at fitting functions and there is a proof that a simple neural network can fit any dataset very well; as a result for checking the prediction power of the neural network, usage of test set is needed. Test set is only used for checking the produced neural network and is not used to train it. In this work 57 polymer solutions of 169 polymer solutions were randomly allocated to test set and all remaining 112 polymer solutions were allocated to training set.
The schematic of the three-layer FFNN which was used in this work are shown in Fig. 2 .
Input
Hidden Layer Output Layer Fig. 3 . The schematic structure of three layer feed forward neural network used in this study.
We can simplify the results of the three-layer FFNN in the form of Eq. (1).
In this equation, T is the input matrix and is a nds nparam × matrix where is the number of molecular descriptors (it is equal to 8 in this work) and is the number of polymer solutions available in the training set (it is equal to 112 in this problem).
is the ith-column of the matrix T . is the weight matrix of the second layer in our FFNN and is a matrix which is the number of neurons in the hidden layer.
is the bias matrix of second layer and is a
is the weight matrix of output layer (third layer) and is a
is the bias of output layer (third layer) which is a scalar quantity.
is he ith output of this network which must be compared with ith physical property.
Usually, all inputs and outputs of FFNN are normalized between -1 and +1, for decreasing the accounting error. This work was performed in this section, by means of the minimum and maximum values of any descriptors as well as output values.
The values of , , , and are obtained by minimization of an objective function which is commonly the mean squared error between the outputs of neural network and the target values. This minimization is usually done by LevenbergMarquart algorithm. This algorithm is rapid and accurate in process of training neural networks [24] . In most cases first the number of neurons of hidden layer ( ) is fixed, then it is tried to produce a neural network which can predict the target values with the best accuracy. Then this work is repeated till the best neural network is obtained. In many n cases especially in three-layer FFNNs, it is better the number of neurons of hidden layer is optimized, as a complementary work.
In this work, a three-layer FFNN was generated to predict ) (LCST θ of polymer solutions, then the number of neurons of hidden layer of this three-layer FFNN was post-optimized for obtaining the best number of neurons of hidden layer. As can be seen in Fig. 3 , the best number of neurons of hidden layer which is obtained is equal to 10. It should be noted that all FFNNs with structure 8-1-1 to 8-20-1 were checked to obtain the best FFNNs. The MRE of these FFNNs are shown in the Fig. 3 .
The best three-layer FFNN which was obtained for prediction ) (LCST θ of polymer solutions has the structures 8-10-1 and shows and MRE 1.67% over all experimental data set. The values of , , , and for this FFNN are presented in Tab. 6. Also the predicted values of
in comparison to experimental data are presented in Fig. 1 .
Tab. 6.
Weight and bias matrices of the best obtained three layer feed forward neural network. The obtained MRE by this FFNN over all experimental data is 1.67%. This value, in comparison to previous works, shows considerable modification.
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Molecular Descriptors ID Polymer Solvent
Meccpolymer 
DISPvpolymer
Mor17m-polymer
MDDDsolvent piIDsolvent
X3v-solvent
MATS2m-solvent
