Abstract. We study a class of second-order linear hyperbolic partial differential equations in spatial dimension d, driven by spatially correlated Gaussian noise that is white in time and concentrated in space on a hypersurface. For the case of isotropic Gaussian noise concentrated on a sphere, we give an explicit necessary and sufficient condition on the spatial covariance of the noise which guarantees that the solution of the equation is a function-valued process indexed by time. In the case of spatially homogeneous noise concentrated on a hyperplane H, we provide a necessary and sufficient condition for existence of a function-valued solution, defined everywhere outside of H, as well as a (different) necessary and sufficient condition for existence of a real-valued process solution, defined for all times and in all of space (including on H). A sufficient condition for Hölder continuity is provided, and existence and uniqueness for a non-linear form of the equation is established.
Introduction
This paper surveys some recent developments in the study of stochastic partial differential equations (s.p.d.e.'s) driven by boundary noises, as developed in [10, 11, 16] . We shall present the main results, along with some ideas and intuitions concerning the proofs, and point out other relevant results in the literature.
S.p.d.e.'s are partial differential equations with random source terms, which are strongly irregular, both in time and space. They provide models for physical phenomena with temporal and spatial variations that are too rapid to be well described by deterministic models. Examples of such phenomena are to be found in various domains, such as oceanography [1, 6] , fluid mechanics [5] or mathematical finance [3] .
There are several approaches to the study of s.p.d.e.'s. We follow mainly the approach of J. B. Walsh [28] , who considers partial differential equations driven by additive noises (mainly space-time white noise). Solutions of such equations are described as random fields indexed by the time and space variables, and are expressed as generalized stochastic integrals with respect to a martingale measure constructed from the noise under consideration. A different approach is described in [13, 14] , where solutions are processes indexed by the time variable with values in some functional space over the space variable, namely Banach or Hilbert spaces. We will also use some aspects of this approach.
Our focus is second order hyperbolic partial differential equations driven by boundary noises. A typical example is the equation that describes wave propagation in ordinary three-dimensional space perturbed by a noise concentrated on a surface. This type of situation might for example arise in the study of the sound wave produced by the noise of rain falling on the surface of a lake. This noise is composed of a large number of small contributions (namely the droplets of rain); on a large scale, it is therefore natural to consider that it is Gaussian. Moreover, it is concentrated on a surface (namely the lake surface), so the pressure wave emitted by this noise satisfies (in a first order approximation) a wave equation driven by an additive noise source concentrated on the surface of the lake.
There is a growing literature on partial differential equations driven by boundary noises, though the noise is generally considered as a stochastic boundary condition. However, most studies concern either the case where the space dimension is equal to one (see [12, 17] ), or the case where the equation is parabolic (see [18, 27] ). Here, we consider hyperboblic equations in higher dimensional space, which presents specific difficulties because of the singularity of the Green kernel of such equations.
Our generic equation will be of the form
where L is a second order linear hyperbolic operator given by
{Ḟ (t, x), (t, x) ∈ R + × S} is a generalized Gaussian process and δ S is the Dirac measure on some hypersurface S in R d . Since this equation is linear, it always has a solution in the space of Schwartz distributions (which satisfies a weak formulation of the equation), that is formally given by
where σ is the uniform measure on S and G is the Green kernel of the operator L. Note that the above formal expression needs to be rigorously defined as the stochastic integral of a deterministic (Schwartz) distribution G with respect to a martingale-measure constructed from the noiseḞ (the details are carried out in [8, 16] ). Under mild assumptions on the covariance of the noise, it is possible to show that for each t ∈ R , u(t, ·) belongs to a space of distributions on R d .
-if we want to study related non-linear models, but wish to avoid defining the non-linear transformation of a Schwartz distribution, we also need u to be function-valued.
In the following, we focus on two particularly simple examples of surfaces: the (hyper)sphere and the hyperplane in R d . As we will see, the results obtained in both cases show significant similarities. The noise will be concentrated on one of these surfaces, and within the surface, will exhibit sufficient symmetry, such as isotropy or spatial homogeneity. In this way, it remains possible to use Fourier analysis techniques developed for hyperbolic s.p.d.e.'s driven by spatially homogeneous noises (see the references mentioned above).
Isotropic Gaussian noise on a sphere
For simplicity, we will consider here equation (1.1) in the spatial domain D = B(0, 1) ⊂ R d , driven by noise concentrated on the sphere S = ∂D. This equation, together with vanishing initial conditions and Neumann boundary conditions, is expressed as follows:
where L is the operator defined in (1.2) and ∂u ∂ν is the normal derivative of u at the boundary. It is possible to show that the weak formulation of this equation (see [10] for more details) is the same as that of the equation
so that the boundary noise can also be interpreted as a stochastic boundary condition. In any case, the weak solution is given by the formal expression
where G is the Green kernel of the operator L in the domain D.
We now specify the precise assumptions to be made on the noiseḞ . As mentioned above, the process {Ḟ (t, x), (t, x) ∈ R + × S} is assumed to be a generalized centered Gaussian process with covariance
where δ 0 is the Dirac measure at 0 and g is a symmetric non-negative definite distribution on
(which needs therefore not necessarily be a function). Our objective is to establish the minimal condition on g which guarantees that u is a function-valued process. For this, we need the classical spectral theorem which states that there exists an orthonormal basis {e n , n ∈ N} of L 2 (D) and non-negative numbers {λ n , n ∈ N} tending to infinity as n → ∞ such that ∆e n (x) + λ n e n (x) = 0, x ∈ D, and ∂e n ∂ν (x) = 0, x ∈ S.
Let us now define the coefficients
needed to state the first result. 
Proof. We give a (formal) sketch of the proof, since details can be found in [10] . Assume for simplicity that a = b = 0. The Green kernel of the operator L can be decomposed in the basis {e n } as follows:
where the G n (t) are given by
We can therefore rewrite u formally as
and a formal use of formulas (2.3), (2.4) and Fubini's theorem yields
It is straightforward to check that for fixed t ∈ R + ,
from which the result follows.
While condition (2.5) is necessary and sufficient, it is not as explicit as we would like. For instance, it is not immediately clear whether space-time white noise on the sphere satisfies this condition or not. So we would like to translate this condition into a more explicit form. For this, we need the following supplementary assumption on the noise : we assume that the covariance g is isotropic, that is, that there exists some function f on [−1, +1] such that g(x, y) = f (x · y) (in a distributional sense), where x · y represents the Euclidean inner product of x and y in R d . If the covariance function f is continuous, then it must have a very special form, given by Schönberg's theorem [25] . 
for all n ≥ 1, c 1 , . . . , c n ∈ R, x 1 , . . . , x n ∈ S, if and only if there exists non-negative numbers {a l , l ∈ N} such that
where the P l (d, ·) are the (generalized) Legendre polynomials defined by
and Γ is the Euler Gamma function.
In order to have at hand a more general class of isotropic covariances f which need not be continuous functions, we can simply replace (2.6) by the weaker condition that there exists some r > 0 such that
The following theorem is valid for any space dimension d ≥ 2.
Theorem 2.3. Equation (2.1) (or equivalently equation (2.2)) driven by isotropic noise with spatial covariance given by (2.7) has a unique weak solution u such that u(t, ·) ∈ L 2 (D) for all t ∈ R + if and only if
The proof of this theorem relies on Theorem 2.1 and precise estimates of the eigenvalues λ n and the eigenfunctions e n , which both involve Bessel functions. In particular, rather recent estimates [4] on the behavior of zeros of Bessel functions are needed. A second key ingredient is a trace theorem for Sobolev spaces [2] . For complete details, the reader is referred to [10] .
Condition (2.8) is explicit, because given a particular covariance f , we can directly compute the coefficients a l and check whether condition (2.8) is satisfied or not. For instance, a short calculation shows that the coefficients of white noise (which corresponds to f (cos θ) = δ 0 (θ)) are of order
so when d ≥ 2, condition (2.8) is never satisfied and the solution u is not L 2 (D)-valued (recall that this is also the case of a space-time white noise spread over the whole domain D (see [28] )).
In the case where d = 2, the noise is concentrated on a circle. If we assume in this case that f (viewed as a distribution on the circle) is non-negative (and therefore a measure), it can be checked [10] that condition (2.8) is equivalent to the following integral condition on f :
Notice that Theorem 2.3 does not tell us when the solution of the equation is a real-valued process {u(t, x), (t, x) ∈ R + × D}. Indeed, an L 2 (D)-valued function needs not necessarily be well defined at every point in D. We will obtain a precise answer concerning the difference between these two notions of solution in the following section, in the case of equations driven by noise on a hyperplane.
Spatially homogeneous Gaussian noise on a hyperplane

The linear case
In this section, we will often write an element x ∈ R d as x = (x 1 , x 2 ) ∈ R d−1 × R, where x 1 denotes the first d − 1 coordinates of x and x 2 the last coordinate of x. We assume here that the boundary noiseḞ is concentrated on the hyperplane x 2 = 0 and therefore we consider the following equation in
where L is the operator defined in (1.2) and {Ḟ (t, x 1 ), (t, x 1 ) ∈ R + × R d−1 } is assumed to be a generalized centered Gaussian process with covariance
where f is a non-negative definite distribution in the Schwartz space
As in Section 2, we can formally write the weak solution u of equation (3.1) as
where G is the Green kernel of the operator L in R d . We would now like to establish an optimal condition on f which guarantees that the solution u of (3.1) is a real-valued process, indexed by (t, x) ∈ R + × R d . Let us respectively denote by F T , F 1 T and
We will need the following Bochner-Schwartz theorem (see [26, Chap. VII, Thm XVIII]), analogous to Theorem 2.2. The measure µ is called the spectral measure of the noiseḞ ; it is the continuous analog of the sequence (a l ) of the preceding section.
We can now state the following theorem. 
Proof. We only sketch the main ideas. If u(t, x 1 , x 2 ) is a well-defined random variable, it is then certainly Gaussian, being the stochastic integral of a deterministic integrand with respect to a Gaussian process, therefore its variance must be finite. We compute this variance, using formally (3.3) together with (3.2):
by Theorem 3.1. Assume for simplicity that a = b = 0. In order to compute F 1 G(s, ξ 1 , x 2 ), let us first note that for any dimension d ≥ 1, we have the following expression for the Fourier transform of the Green kernel in R d :
So by the Fourier inversion formula and formula I.5.83 in [20] , we have
where J 0 is the zero-order regular Bessel function. Using standard estimates on J 0 , it is possible to show that (3.5) is finite for all x 2 = 0 if and only if condition (3.4) is satisfied. For complete details, see [11] .
Theorem 3.2 provides a different type of statement than Theorem 2.3, since it gives the existence of a real-valued random field {u(t, x 1 , x 2 )} rather than the existence of an L(D)-valued random process {u(t, ·)}. However, under condition (3.4), the random field {u(t, x 1 , x 2 )} need not be well defined on the hyperplane x 2 = 0. For this, a slightly stronger condition is needed, as the following theorem shows. Theorem 3.3. Equation (3.1) has a unique weak solution u such that {u(t, x), (t, x) ∈ R + × R d } is a real-valued process if and only if
The proof of this theorem is also based on precise estimates of the Bessel function J 0 . For complete details, the reader is referred to [11] .
Conditions (3.4) and (3.6) are both necessary and sufficient conditions and, of course, there exist noisesḞ with a spectral measure µ that satisfies (3.4), but not (3.6). Note that white noise, which has spectral measure δ 0 , does not satisfy either of the two conditions (3.4) or (3.6) when d ≥ 2, as was the case for white noise on the sphere and condition (2.8) in the preceding section.
If f is non-negative (and therefore a measure on R d−1 ), then condition (3.4) can be expressed as an explicit condition on f . Indeed, (3.4) implies (and is "nearly implied" [11] by)
Observe the similarity of the case d = 2 with condition (2.9) for a noise on a circle. Under a slightly stronger condition than (3.6), it is possible to establish some regularity properties of the solution u. This is the object of the following theorem. outside the hyperplane x 2 = 0.
The proof of this theorem relies on the Kolmogorov continuity theorem and on precise estimates of the variance of the increments of the process u; it is related to the estimates of [24] concerning s.p.d.e.'s driven by spatially homogeneous noises spread over the whole space. Complete details are given in [11] .
The non-linear case
With the results of Section 3.1, it is now possible to consider the following non-linear equation, which was one of the objectives mentioned in the introduction:    Lu(t, x) = (α(u(t, x 1 , 0)) + β(u(t, x 1 , 0))Ḟ (t, x 1 )) δ 0 (x 2 ), (t, x) ∈ R + × R d , u(0, x) = ∂u ∂t (0, x) = 0, The assumptions on d and f are needed to give a rigorous meaning to the stochastic integral on the right-hand side, which is an extension of the martingale-measure stochastic integral, as developed in [8, 16] .
Theorem 3.5. Under condition (3.6) and the above assumptions, there exists a unique random field {u(t, x), (t, x) ∈ R + × R d } which is a mild solution of (3.9).
Proof. The key idea is to consider first the restriction of equation (3.10) to the hyperplane x 2 = 0, and to show, using Picard's iteration scheme as in [8, 9] , that there is a unique solution of this restricted equation. Then formula (3.10) defines the solution u(t, x) for x 2 = 0 and all t > 0. Full details are provided in [11] . 
