We propose a novel cluster based distributed routing algorithm in a generalized form for heterogeneous wireless sensor networks. Heterogeneity with respect to number/types of communication interfaces, their data rates and that with respect to energy dissipation model have been exploited for energy and throughput efficiency. The algorithm makes routing assignment optimized for throughput and energy and has a complexity of 2 * log log
Introduction
A cluster based energy and throughput optimized routing algorithm for heterogeneous wireless sensor networks has been proposed here. Nodes in the network might be equipped with multiple radio/interfaces with diverse data rates. Nodes are assumed to possess different energies initially and they may dissipate energy at different rates depending upon the interface of communication being used.
The entire routing process comprises of three steps. Firstly, a value for cluster radius is computed for optimal energy consumption. Secondly, a set of clusters are formed within the network. Nodes with higher residual energy are more likely to become Cluster Heads (CH) here. Finally, intra-cluster route assignment is done through Linear Programming (LP). The LP combines both throughput and energy optimization factors in the objective function. With this route and Cluster assignments, nodes operate for a number of cycles or rounds before clusters are reformed and routes are re-assigned.
The entire algorithm is distributed and the complexity of route computation scales up well with network size. Various performance measurement experiments have been conducted to study the behaviour of routing strategy. The results show that the energy optimizations and throughput optimizations perform well in optimizing their respective objectives. Also, the energy consumption in the network scales up well with respect to the network size.
Related Work
The work in [1] proposes a Linear Programming model for calculating upper bounds on network lifetime. LP equations model CH rotation within a same cluster for uniform consumption of energy resources. Once a network is divided into a set of clusters using genetic formulations, the authors use LP equations to make CH assignment and subsequent rotation. The use of genetic approach for the initial cluster formation makes the complexity of the algorithm, a polynomial with respect to network size. Thus, scalability issues arise when the size of the network is very large.
The work in [2] proposes a distributed approach for building energy efficient hierarchical clusters in constant time. The approach forms uniform clusters and makes use of residual energies of nodes while selecting CHs.
Nevertheless, there is a fair chance for nodes with lower energies to get grouped within a same cluster. This happens when nodes exhibit high degree of heterogeneity with respect to energies and having a high spatial density.
The work related with uniform cluster formation in [3] focuses on forming closely packed clusters with packing efficiency close to hexagonal close packing. Such cluster formations are effective in homogeneous networks with nodes having similar energy values, similar energy consumption functions and similar data loads. On a heterogeneous network, some non-uniform clusters biased towards energy rich nodes should have scope for formation.
The work on hierarchical cluster based routing in [4] proposes a distributed algorithm which first distributes the network into random clusters. Then, a set of high energy nodes within clusters are selected which serve as CHs. They also formulate a genetic algorithm for the initial cluster formation. The application of genetic approach makes the algorithm cost intensive for large networks.
The approach in [5] is for homogeneous networks. They formulate a set of Linear Programming equations to minimize the maximum cluster size in the network, since this is equivalent to minimizing energy consumption in a homogeneous network.
The work in [6] , proposes a strategy to organize raw sensor nodes into clusters for energy efficient communication among nodes in the organized cluster. They calculate two parameters p (probability for a node becoming CH and set up CH election) and k (cluster hop radius). A set of mathematical equations are set up with these two as variables and these equations have been optimized to minimize total energy and thereby deriving optimal values for p and k. Based on these values they formulate a single level and multi-level cluster based routing algorithms. We use the results of this work to derive the optimal cluster radius which is required for formation of clusters.
The work in [7] , formulates a set of Integer Programming equations for cluster assignment for optimal network lifetime. They then propose a heuristic algorithm for routing. However, the formulation doesn't consider nodes with multiple/radio interfaces. Also, the ILP (integer linear programming) and the heuristics use variables whose order is a polynomial with respect to the size of the network.
Dearth of published work in handling node heterogeneity in a generalized manner together with the idea of tuning the degree of conflicting optimization objectives of energy and throughput, have been the major sources of motivation to carry out the work.
Problem Description and Model
The nodes in the network are deployed randomly over a field in an adhoc mode. There is a base-station which offloads the sensory information collected by nodes to a wired network. The nodes sense information periodically and communicate amongst themselves to pass their data to the base-station.
Given the data load that nodes must sense periodically, the problem is to route the data so that the life-time of the network and throughput are optimized to a degree specified by the design parameter (managed by the network administrator). Nodes have multiple interfaces for communication with differing data rates, energy dissipation models.
The Routing Approach
The routing strategy involves three steps. Firstly, an optimal cluster radius based on analysis and approximations in [6] is chosen. Then, the entire network is divided into a set of clusters with nodes having higher residual energy having higher probability of becoming CHs. Then, a set of Linear Programming equations are solved within each cluster to assign routes for each node within a cluster towards the CH. These equations consider multiple radio/interfaces, their data rates, residual energy values of nodes, throughput of delivery etc into consideration while making route computations. These steps are explained in detail in the subsections to follow.
Optimal Cluster Radius Selection
Selection of an optimal cluster radius for minimum energy consumption is of prime importance. This has been done on the basis of work in [6] . The approach and how it has been adopted to our work has been briefed here.
Assume that nodes are distributed randomly with a density of  in a spatial 2-dimensional square area. Now let be a random variable representing the number of sensors in a square area of side with mean
is the probability that a node is a CH, then there will be CHs in the area. Let i denote the length of the segment from node i (co-ordinates i 2 a n p np D x , i ) to the base-station which has been assumed to be at the centre of the square area without loss of generality. The expected value of is given by
-are treated as defined in [6] . 3 Now, let the plane be divided into cells with each CH belonging to one (center) cell. Figure 1 shows such an example. Let us assume that each non-CH joins the nearest cluster. Now the plane can be visualized as a set of exclusive zones of clusters. For this model, although there are minor changes in Equations (4), (6) , (7) and (8) of [6] , the final result of [6] still holds as shown below. Define C to be the total energy spent in the system. Then, We use the square distance power consumption, i.e. the energy of transmission is proportional to the square of the distance transmitted. Now, if is the average hop distance and is the average energy consumption for transmitting equal data by all nodes in a cluster cell, then is given by
Removing the conditioning on N yields,
The first term in the product involved in the above
 is the expected number of hops and the second term is multiplied because the energy value is a square function of transmission distance. , by all non -CHs in the square area is given by
06 c a  . This is same as Equation (9) in [6] . 
Here, we have clusters and let us assume that these clusters take shapes of squares of equal area as shown in Figure 1 . Now, the optimal cluster radius cluster is approximated as half diagonal distance of such a square.
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Cluster Formation Methodology
Once, an optimal cluster radius has been chosen, the network is divided into a set of exclusive clusters. The following steps outline the algorithm for cluster formation.  Sorting. All nodes in the network are arranged in decreasing order of residual energy. Initially all nodes in the network are unclustered.  Cluster formation. The node with highest residual energy among unclustered nodes is chosen as a CH. All nodes around it falling within the chosen cluster radius (which are neither CHs nor members of other clusters) become members of this cluster.  Termination. The previous step is continued until each and every node in the network is either a CH or a member of a cluster. Although the above algorithm runs in a polynomial order of the size of the network, it can be parallelized. The above algorithm has been presented for the purpose of better comprehension of the cluster assignment strategy. The distributed version of the above algorithm is given below.
 Sorting. Here, the nodes are sorted in decreasing order of residual energy in a distributed manner. Initially a set of nodes are selected randomly (which are distributed uniformly across the network) which participate in sorting. Once the first round is complete, the CHs of current round participate in sorting for cluster election for the next round.
The nodes can perform distributed sorting by using quick sort algorithm presented in Subsection 9.4 of [8] . Figure 2 shows the initial network with nodes unclustered. Unclustered nodes are shown in green. Figure  3 shows how clusters are built based upon residual energy values. A node among the unclustered nodes with highest residual energy spawns a new cluster. This continues until every node in the network is clustered. CHs are marked red while non CHs are shown yellow.
Intra Cluster Route Assignment through Linear Programming
The LP formulations presented here are for a single cluster. These equations are solved for each and every cluster separately. The variables and parameters used in the LP formulation are tabulated in Table 1 for quick reference. The column T indicates the type of the term -whether it is a variable or a parameter. 
Constraints:
Equations representing constraints mostly dictate data balancing among nodes involved in routing. These equations take diverse aspects into account like multiple radio/ interfaces, energy, link data rate, throughput etc.
Total data received at a node should be equal to the sum of data forwarded by all other nodes to the node 
A non-CH node should forward all of its received data and its own data to CH or to other nodes for onward transmission to the CH. 
Energy for reception of data on a node is calculated by noting down all the data that is being transmitted to the node for onward transmission to CH.
Energy of transmission of data on a node is calculated by noting down the amounts of data, the node has to forward to other nodes, and their distances from the node. Square distance energy consumption model is used in which the transmission energy consumed is roughly proportional to the square of the distance of transmission as shown below.
Fraction of energy consumed at a node is calculated by taking a ratio of total transmission energy and reception energy consumed at a node and its initial energy.
Sum of transmission costs at each link is calculated as below. The has to be minimized for optimal throughput. 
All data in the cluster should reach the . 
Routing Algorithm on Nodes after Route Assignment
The LP is run on CHs. Based on the values of ijk , CHs create a variable on each node of their respective clusters. This contains a list of nodes to which the given node has to transmit data along with the the amount of data and the interface on which the communication has to be made.
next nextlist radios on
end while radios off  Once the data reaches CHs, it is routed amongst themselves towards the base-station using a shortest path based algorithm.
Complexity Analysis
Overall complexity of the cluster formation algorithm is determined by taking the individual complexities of the following phases. Assume s and nodes.
 CH selection and spawning As seen in Subsection 4.2, the algorithm for initial selection of nodes which send advertisements consists of log k steps. At each of these steps, discarding a lower energy node which falls within a distance of cluster R from a higher energy node takes at most   
The value of depends on cluster density as shown k earlier in Subsection 4.1. In any case, the distributed approach brings down the complexity of the algorithm.
Advantages of the Approach
Some of the advantages of our approach are listed below:
 Since nodes have a precomputed routing assignment via LP solution, most of the non-CHs can turn their radios on/off appropriately to conserve energy.  Non-CHs are exempted from the overhead of maintaining routing state. Thus, they can run with constrained memory.  Reconfiguration and re-formation of clusters periodically ensures uniform consumption of energy resources across CHs. LP based solution ensures uniform energy consumption within clusters.  Generalized approach taking care of multiple node heterogeneity like multiple radio/interfaces, energy values, data transmission rates etc in the formulation.
 A tunable design parameter  is provided to the end user to specify the degree of performance of the algorithm with respect to conflicting optimization requirements -throughput vs energy.
Results
It has to be noted that our research work with distributed clustering algorithm is very much different from other published work. It is a novel approach treating heterogeneity with respect to multiple node interfaces, data transfer rates, initial energy values and power consumption models. The tunable design parameter  can be used to vary the degree of performance of the algorithm with respect to throughput optimizations and energy optimizations. Thus, the performance evaluation done in this section evaluate the algorithm with respect to its own parameter settings. The results show that the energy optimizations and throughput optimizations perform well in optimizing their respective objectives. Also, the energy consumption in the network scales up well with respect to the network size.
Implementation of the algorithms discussed in the document have been done on ns3 wireless networks. [10] .
Some Definitions
 Network Lifetime: The network is assumed to be dead when atleast 1% of nodes in the network have depleted their energy completely. Accordingly, the Network Lifetime has been defined as the difference between the point of time at which 1% nodes deplete their energy and the point of time at which the network starts its operation.  Datapercycle: Nodes in the network operate in cycles. During each cycle, a node has to transmit some information to its CH . The amount of data per cycle which a node is supposed to sense and transmit is termed as Datapercycle.  Cycle Time: The total time taken by all nodes in the network to finish with the transmission of their Datapercycle to their CH s. The network operates in rounds or cycles. During each cycle , every node has to transmit its to its for the onward transmission to the Base Station. The energy spent during such transmissions has been accounted for analysis in various experiments. After each cycle, clusters are reformed and routes are reassigned.
Datapercycle CH

Network Characteristics
Network characteristics have been summarized in Table  2 .
Nodes for simulation were generated randomly on a square area and were assigned initial energies randomly in the specified range. Several plots (exp 1, exp 2, exp 3) have been made for the same experiment by initializing the seed value of the random node generator with different values.
Route Assignment
Consider the following cluster of nodes -318, 280, 298, 299, 319, 320, 321, 335, 336, 337, 349 with node 318 as the CH. Other parameters defined for these nodes are shown in x -axis for two random experiments is shown in Figure   4 . The network lifetime has been measured in terms of number of NS3 Simulation seconds. A high value of  makes the lifetime optimization part of the optimization function in LP formulation to dominate, and a low value makes the throughput optimization part to dominate. The results of the experiment which depict this behaviour is shown in the graph.
Plot of Cycle Time versus 
A plot of Cycle Time on y-axis versus  on x-axis for three random experiments is shown in 
Plot of Energy Consumed versus Node Density
A plot of total energy consumed in the network versus Node Density for 1 cycle of operation (at optimal cluster radius as derived in Subsection 4.1 ) is done in Figure 6 . (5) and (6) have been scaled down by a constant value of 300 000. Node density has been shown in terms of number of nodes per 10 6 m 2 square area. The plot shows that the total energy consumed in the network scales up well with respect to the network size.
Plot of Energy Consumed vs Cluster Radius
for Different Node Densities Figure 7 shows the plot of energy consumed vs cluster radius for different node densities. Node densities have been shown as number of nodes per 10 6 m 2 for each of the different curves. Curves have expected shapes with minimas. However there is a discrepancy between theoretical optimal cluster radius and actual optimal cluster radius which can be explained on the basis of the following reasons.
 The theoretical analysis and derivation assumes uniform clusters, whereas actual clusters formed are non uniform with variable number of nodes.  The theoretical analysis assumes square clusters, whereas the actual clusters which are formed can have any shape.
Results of experiments show that 1.5 times the theoretical cluster radius should be a good approximation for the actual optimal cluster radius for our network. 
Conclusions and Future Works
In this work, we have discussed the design, implementation and results of a hierarchical throughput and energy optimized, cluster based routing algorithm for heterogeneous wireless sensor networks. Firstly, the algorithm selects an optimal value for cluster radius, based on random variable analysis and approximations. Then, cluster assignment based on residual energies of nodes are made in a distributed manner using the cluster radius computed. Finally, Linear Programming equations are used for optimal intra-cluster routing assignment. The formulation considers multiple radios, interfaces, energy values, throughput of delivery etc of nodes into account. Also, there is a tunable design parameter  which can be varied depending upon the requirements of performance optimizations -throughput vs energy.
Various performance measurement experiments have been conducted and the results have been reported. These results show that the energy optimizations and throughput optimizations perform well in optimizing their respective objectives. The significance of choosing an optimal cluster radius has been shown. Also, the energy consumption in the network scales up well with respect to the network size.
In the near future, we would like work on the following aspects:
 Design of a message prioritization scheme such that throughput optimized paths are reserved for prior most messages while, ordinary ones can take energy optimized paths.  Extension of the algorithm to support a generalized multi-level cluster hierarchy.  Invention of suitable techniques for handling security and privacy.
