. produces an estimated distribution P for P and suffers a loss L P , P .
The cumulative risk for the statistician is the average total loss up to time n. Of special interest in information theory, data compression, mathematical finance, computational learning theory and statistical mechanics is thê Ž . special case when the loss L P , P is the relative entropy between the * tt rue distribution P and the estimated distribution P . Here the cumula-* t tive Bayes risk from time 1 to n is the mutual information between the random parameter ⌰* and the observations Y , . . . , Y .
n
New bounds on this mutual information are given in terms of the Laplace transform of the Hellinger distance between pairs of distributions indexed by parameters in ⌰. From these, bounds on the cumulative minimax risk are given in terms of the metric entropy of ⌰ with respect to the Hellinger distance. The assumptions required for these bounds are very general and do not depend on the choice of the dominating measure. They apply to both finite-and infinite-dimensional ⌰. They apply in some cases where Y is infinite dimensional, in some cases where Y is not compact, in some cases where the distributions are not smooth and in some parametric cases where asymptotic normality of the posterior distribution fails. mathematical finance, computational learning theory and statistical mechanics. This is the relative entropy function. Further, in these fields, special importance is given to the cumulative relative entropy loss suffered in a sequential estimation setting, in which there are n total observations, but these observations arrive one at a time, and at each time t a new, refined estimate P is made for the unknown true distribution P , based on the t * t y 1 previous observations. This is the setting that we study in this paper. The average of the cumulative loss over all sequences of n observations Ž generated according to the true distribution is the cumulative relative . Ä 4 entropy risk. For a given family P : g ⌰ of distributions, two types of risk are of interest in statistics. One is the minimax risk, which is the minimum worst-case risk over possible true distributions P , where * g ⌰, and the * minimum is over all possible sequential estimation strategies. The other is the Bayes risk, which is the minimum average-case risk over possible true distributions P drawn according to a prior distribution on ⌰, and the * minimum is again over all possible sequential estimation strategies. For cumulative relative entropy loss, the Bayes risk has a fundamental information-theoretic interpretation: it is the mutual information between a random variable representing the choice of the parameter * of the true distribution w x w x w x and the random variable given by the n observations, see 15 , 23 and 35 . This provides a beautiful connection between information theory and statistics.
w x w x This connection also extends to other fields, as is discussed in 6 and 15 . In data compression, the cumulative relative entropy risk is the redundancy, which is the expected excess code length for the best adaptive coding method, as compared to the best coding method that has prior knowledge of the true w x w x w x distribution, see 15 , 28 and 42 . The minimax risk is called the ''informaw x tion'' channel capacity in 18 , page 184. In mathematical finance and gambling theory, the cumulative relative entropy risk measures the expected reduction in the logarithm of compounded wealth due to lack of knowledge of Žw x w x. the true distribution 7 and 15 . In computational learning theory, this risk is the average additional loss suffered by an adaptive algorithm that predicts each observation before it arrives, based on the previous observations, as compared to an algorithm that makes predictions knowing the true Žw x w x. distribution 31 and 32 . Here we assume that the observation at time t iŝ predicted by the ''predictive'' probability distribution P , formed by the t adaptive algorithm using the previous t y 1 observations, and that when this t th observation arrives, the loss is the negative logarithm of its probabilitŷ under P . Finally, in statistical mechanics, the Bayes risk can be related to t Žw x w x. the free energy 43 and 44 .
In this paper, we provide upper and lower bounds on the Bayes risk for cumulative relative entropy loss in the form of Laplace integrals of the Ä 4 Hellinger distance between pairs of distributions in P : g ⌰ . We illustrate these bounds in a number of special cases, then use them to characterize the asymptotic growth rate of the minimax risk in terms of the metric entropy of Ä 4 P : g ⌰ under the Hellinger distance. The methods used here have the advantage of simplicity, with proofs amounting to little more than simple applications of Jensen's inequality. The results are also quite general. The bounds apply to both finite-and infinite-dimensional ⌰. They apply in some cases where the space of observations is infinite dimensional, in some cases where it is not compact, in some cases where the distributions are not smooth and in some parametric cases where asymptotic normality of the posterior distribution fails. The bounds are also fairly tight. However, in smooth parametric cases, our general bounds are too crude to give the precise estimates of the low-order additive constants that were obtained by Clarke w x and Barron 15, 16 .
The paper is organized as follows. In Sections 2 and 3 we give precise definitions of the risks that we evaluate and discuss the conditions required for our bounds to hold. Here we also compare our bounds to those obtained previously by other authors. The bounds are given in Section 4, followed by examples in Sections 5 and 6 showing how they can be applied. Then in Section 7 we give the characterization of the minimax risk. Finally, we discuss some possible further work in Section 8.
Basic definitions, notation and assumptions.
The following notation and assumptions will be used throughout the paper.
Let Y be a complete separable metric space. All probability distributions on Y discussed in this paper are assumed to be defined on the -algebra of Borel sets of Y. Let ⌰ be a set, and, for each g ⌰, let P be a probability distribution on Y. We assume that, for any / * g ⌰, the distributions associated with and * are distinct in the sense that there is a Borel set Ž . Ž . S ; Y such that P S / P S . In addition, we assume there is a fixed
We will also need to treat probability distributions over ⌰, which we will refer to as prior distributions. As each g ⌰ is associated with a distinct distribution P on a complete separable metric space, we can define prior distributions on ⌰ with respect to the Borel sets of the topology of weak Ä 4 convergence of the P measures. We assume that the set P : g ⌰ is itself measurable w.r.t. this topology. All prior distributions on ⌰ used in this paper are assumed to be Borel distributions of this type, and suprema over priors are also assumed to be only with respect to Borel distributions of this w x type. Further discussion of these issues can be found in the appendix of 21 .
Finally, for integer-or real-valued functions f and g, we say f ; g if Ž . Ž . Ž . Ž . lim f n rg n s 1, and f 7 g if lim inf f n rg n ) 0 and
f n rg n -ϱ. All logarithms are natural logarithms unless othn ªϱ Ž . erwise specified. We assume throughout that 0 log 0 s 0 log xr0 s 0, where x is any nonnegative finite number. We will also employ functions taking w x values in the extended reals yϱ, qϱ , and, in particular, use the extended log function obtained by defining log 0 s yϱ and log ϱ s ϱ. Expectations over extended real-valued functions are defined whenever they do not take both the value qϱ with positive probability and the value yϱ with positive probability. The expectation is qϱ if this value has positive probability and similarly for yϱ.
3. Statement of the problem: the game of estimating a probability distribution. We view the problem of estimating a probability distribution Ä 4 from the set of distributions P : g ⌰ as a game in which Nature plays against the statistician. First, Nature picks * g ⌰. We refer to * as the Ž . n the values y s y , . . . , y . In particular, for every t and every y , P 1 ty1 t is a distribution over Y called the predictive distribution at time t, and the set of all such predictive distributions, for all t and y ty1 , is called thê Ž . predictive strategy of the statistician, denoted simply as P. Note that in this formulation the statistician does not estimate the parameter * itself, but rather the distribution it represents. This allows the statistician, if Ä 4 necessary, to use predictive distributions that are not in the set P : g ⌰ .
The statistician suffers some loss by using a predictive distribution in place of the true distribution P . We define this loss as the KL-divergence or * relative entropy between the true distribution and the predictive distribution. For general distributions P and Q, the relative entropy between P and Q is defined by
If the statistician uses the strategy P, then the risk to the statistician at time t, when * is the state of Nature, is given by the average loss ty15 r * s dP D P P .
Ž .
Ž .
The cumulative risk for the first n observations is
This paper examines only cumulative risk, which is henceforth referred to simply as risk, while the risk at time t is referred to as the instantaneous Ž . risk. The cumulative risk has a particularly simple interpretation. For anŷˆn strategy P, define the distribution P on Y by n n ty1ˆ< P y s P y y .
Ž . Ł t t ts1
In this way, we can identify prediction strategies with joint distributions on Y , . . . , Y . Then 1 n n dP y Ž .
. by the chain rule for relative entropy see, e.g., 18 , page 23 .
Of course, the statistician seeks a strategy that minimizes risk. One approach assumes that Nature is a strategic adversary and hence selects the worst case * for any particular strategy of the statistician. In this case, the best strategy for the statistician is one that minimizes the worst-case risk, and the value of the game is the minimax risk R minimax s inf sup R * .
Ž .
n n , P P *g⌰ A strategy P that achieves this minimax value is called a minimax strategy. The other approach is the Bayesian approach, where one seeks to minimize the average risk. Here we might imagine that Nature chooses * at random according to a prior probability distribution on ⌰. Then the statistician Ž . seeks to minimize the average risk according to , and the value of the game is the Bayes risk form a Bayes strategy for relative entropy loss, which we call P Bayes . To see Ž . this, note that by 1 the difference between the average risk for an arbitrarŷ Bayes strategy P and the strategy P is
It follows that the Bayes risk for relative entropy loss is given by 
n . Ž . I ⌰*; Y ; Dr2 log n when Y is the real line and the conditional distributions P are a smooth family of densities indexed by a real-valued parameter vector in a compact set ⌰ of dimension D, and certain other conditions apply. In this case, they were even able to estimate the lower-order additive terms in this approximation, which involve the Fisher information and the w x entropy of the prior. Further related results were given by Efroimovich 23 w x w x and Clarke 14 . Clarke and Barron 15 gave a detailed analysis, with applications, of the risk of the Bayes strategy as a function of the true state of Nature, discussing the relation of the Bayes risk to the notion of redundancy in information theory and giving applications to hypothesis testing and portfolio selection theory. These results were extended to the Bayes and w x Ž w x. minimax risk in 16 see also 6 . Related lower bounds, which are often w x quoted, were obtained by Rissanen 49 , based on certain asymptotic normalw x ity assumptions. Amari 1, 2 has developed an extensive theory that relates the risk when * is the true state of Nature to certain differential᎐geometric properties of the parameter space ⌰ in the neighborhood of * involving Ž w x w x w x. Fisher information and related quantities see also 38 , 54 and 56 .
Some authors have also looked at the value of the relative entropy risk in w x w x w x w x w x nonparametric cases as well, for example, 5 , 9 , 50 , 53 and 55 . Also, the issue of consistent estimation of a general probability distribution with w x w x respect to relative entropy is addressed in 8 and 28 . However, in the nonparametric case, more extensive work has been done in bounding the risk Ž w x w x. for other loss functions see, e.g., 20 and 36 . While this work is too extensive to summarize here, we do note that some authors have also taken the general approach that we take here in using notions of metric entropy Ž . defined later and specifically using the Hellinger distance in obtaining these Ž w x w x w x w x w x. bounds e.g., 9 ᎐ 12 , 29 , 40 and 52 . The only authors we have found who have applied this methodology to the relative entropy risk are Wong and w x Ž . w x Shen 53 see Corollary 1, page 360 and Barron and Yang 9 . This work is somewhat complementary to ours, in that it treats instantaneous risk, whereas we focus on cumulative risk. The tools that Wong and Shen employ are considerably more sophisticated, involving bracket entropy methods from empiricial processes, and it appears that the boundedness assumptions they Ž . Ž make e.g., in Theorem 6 are a bit stronger than ours see the following . discussion and at the end of Section 4.2 . Different assumptions and different Ž . methods using Fano's inequality are used to obtain related general results w x in 9 .
In this paper, we describe a new approach, employing the Hellinger metric and certain Laplace integrals, to bounding both the Bayes and the minimax risks for the cumulative relative entropy loss. For most ⌰ the bounds are fairly tight. We show this for ⌰ that satisfy some general conditions. To describe the conditions needed, for ␣ ) 1, define the ␣-affinity between Ž . Ž . ␣ Ž . 1y ␣ distributions P and Q by P, Q s H dP dQ
. To obtain useful bounds ␣ on the minimax risk, we need to assume that ⌰ is such that there exist some ␣ ) 1, some constant C ) 0 and some distribution Q on Y such that, for all * g ⌰,
␣ *
Call this the ''␣-affinity boundedness condition'' on ⌰. By fixing ␣, a separate condition of this type can be defined for each ␣ ) 1. The condition needed for the Bayes risk upper bound is similar, except that we need only that the Ž . expectation of P , Q is at most C, when * is drawn at random according ␣ * to the prior. A related boundedness condition is used in the investigation of consistent w x density estimation with respect to relative entropy risk in 8 . There it is assumed that there is some constant C ) 0 and some distribution Q on Y such that, for all * g ⌰,
K L *
This might be called the ''relative entropy boundedness condition.'' It is clear that the minimax risk R minimax is infinite for ⌰, even for n s 1, if the relative n entropy boundedness condition is not satisfied. So this condition is necessary w for the analysis of the minimax risk to be nontrivial. It should be noted that Ž 5 . since D P Q s ϱ whenever Q does not dominate P, the assumption that
we mentioned in Section 2 that all the distributions P for g ⌰ have a common dominating measure is actually weaker than the relative entropy boundedness condition. Hence, the minimax risk is trivially infinite without this assumption, showing that we obtain essentially no loss in generality by x making this assumption. In fact, it can be shown that the ␣-boundedness condition that we impose in our results on minimax risk is strictly stronger than the relative entropy boundedness condition for all ␣ ) 1. However, in some sense, it is not much stronger than the relative entropy boundedness condition, as it can also be shown that a simple function of the ␣-affinity, the I-divergence defined later, approaches the relative entropy as ␣ approaches 1 w x 47 . Furthermore, it can be shown that the ␣-affinity boundedness condition is weaker than the integrable envelope condition, Hsup dP -ϱ, used in *g ⌰ * w x the minimax analysis of relative entropy risk in 53 . Further discussion of the relationship between these conditions is given at the end of Section 4.2. Note that there we reparametrize by setting ␣ s 1 q , ) 0, to avoid confusion with another usage of ␣.
In the following sections, we also discuss the sense in which these boundedness conditions may be viewed as assuming that the minimax risk is finite for alternate definitions of the loss function, in this case by using an ␣-affinity in place of the relative entropy. This viewpoint allows us to bound the minimax risk for the cumulative relative entropy loss for each n G 1 in terms of a function of n plus an additive constant that is the minimax risk for n s 1, but using an ␣-affinity loss with ␣ ) 1 in place of the relative entropy Ž . loss see Lemma 7 .
4. Bounds on mutual information and relative entropy distance to a mixture. Since we can obtain the minimax risk as a supremum of Bayes risks, we now focus our attention on the Bayes risk. As noted previously, the . We now give general bounds on this mutual information. In addition, since the risk for a particular state of Nature * using the Bayes strategy P Bayes is n 5
Ba yes
s HP d , we will seek bounds for this quantity as well. The n, latter bounds actually address the general problem of bounding the relative entropy distance from an n-fold product distribution to a mixture of such distributions.
In obtaining these bounds, we use several notions of ''distance'' between probability distributions based on the ␣-affinities. One such family of disw x tances are the I-divergences introduced by Renyi 47 . For any real ␣ / 1 and distributions P and Q, the I-divergence of order ␣ is defined by
For 0 -␣ -1, a related set of distances is defined by
Since ␣ x q 1 y ␣ y y x y G 0 for any x, y G 0 and 0 F ␣ F 1, the integrand is everywhere nonnegative in the rightmost definition of D , showing
Ž . Ž 5 . 1 y x, it follows that I P Q G D P, Q , and hence I P Q G 0 as well.
␣ ␣ ␣
Since ylog x f 1 y x for x near 1, these quantities are similar when the Ž . ␣ Ž . 1y ␣ ␣-affinity H dP dQ is close to 1. Finally, for the case ␣ s 1, we define
Since log z F z y 1, it follows that y y x y x log yrx G 0 for all x, y G 0. Hence the integrand in the rightmost expression is everywhere nonnegative. Ž . Ž 5 . It can be shown that both D P, Q and I P Q are increasing in ␣ for
One important special case of the aforementioned distances is the squared Hellinger distance
Unlike the other distances and divergences discussed previously, the distance Ž .
since it is symmetric and satisfies a triangle inequality. This metric has been used to give bounds on the risk of estimation procedures in statistics by many w x w x authors, including Le Cam 40 , Birge 10, 11 , Hasminskii and Ibragimov w x w x 29 and van de Geer 52 . 
The upper bound of part 1 is similar to results given in 5 and is mentioned there for the case P s Q. To the best of our knowledge, the lower bound and the results in part 2 are new.
The proof is given in a series of lemmas and calculations. We prove the upper bounds of both parts of the theorem first, then the lower bounds. In establishing the bounds in part 2, we will show that there is a set of -measure at most e y␥ on which the lower bound fails and similarly for the upper bound. Hence, both bounds hold on the complement of the union of these two sets, which has -measure at least 1 y 2 e y␥ .
We begin with the upper bounds. This requires the following lemma which w x has been previously utilized in the framework of statistical physics 51 .
Ž .
Ž . LEMMA 1. Let P s P w be a measure on a set W and Q s Q v be a Ž . measure on a set V. For any real-valued function u w, v ,
PROOF. First note that by Holder's inequality, for any real-valued functions u and u and 0 F ␣ F 1,
Taking logs, this shows that log H dP w e is convex in u. The result W then follows by applying Jensen's inequality. I
We also use this simple lemma, suggested to us by Meir Feder. Let Ž . P s P v, w be a measure on the product space V = W, with conditional Ž < . Ž . distribution P v w on V and marginal distribution P w on W.
LEMMA 2. For any sets W and V, measure P on V = W, and nonnegative
s 0 on a set of positive measure. Otherwise, note that by Jensen's inequality
H H V=W V=W
Ž . For the second part, the case where f v, w s 0 for a set of v positive measure under the conditional distribution of V given w is similarly trivial, and otherwise note that
The first inequality follows from Markov's inequality and the second from Jensen's inequality. I
In establishing the upper bounds, we use Lemma 2 with
Here we assume all y such
that dM s 0 have been removed from the domain of f, so that f is finite.
n,
The conditions of the lemma are satisfied, since this function is nonnegative and˜n
Employing Lemma 2 with this choice of n, ⌰ * f, the following chain of inequalities holds for all * except for a set of -measure at most e y␥ :
where the first inequality follows from Lemma 2, part 2, and the second one from Lemma 1. The last equality follows from the fact that the KL-divergence Ž w x is additive over the product of independent distributions see, e.g., 18 , page . n 23 . Note that by our convention that 0 log 0 s 0, for each *, the set of y n Ž n . such that dP y s 0 can simply be removed in the first equality and then The upper bound of part 1 of Theorem 2 is established in a very similar manner. Here we note that
where the inequality follows from Lemma 2, part 1. The remainder of the proof consists of the identical chain of inequalities as in the preceding proof of the upper bound of part 2, except that we take expectation over * and we do not have the term q␥.
We turn now to the lower bounds. Here we use the following lemma, which Ž . is new, as far as we can tell. Let P s P v, w be a measure on the product Ž < . space V = W, with conditional distribution P v w on V and marginal distri-Ž . bution P w on W. For any 0 -F 1, define
It is easy to see that I W; V is well defined 34 . Note that I W; V s Ž . I W; V , the mutual information between W and V.
2.
< < Pr w*: dP v w* ) 0 and dP v w*
PROOF. This follows from Lemma 2 using the function
W
The conditions of the lemma are satisfied, since f is nonnegative and
Hence, the lower bound holds
trivially. Otherwise, a set of such y n of measure 0 can be ignored, and, using part 2 of Lemma 3 with W s ⌰ and V s Y n , we can show that the following inequalities hold except on a set of * with -measure at most e y␥ :
H 1y *
⌰
As in the proof of the upper bound, to avoid division by 0 and to apply Lemma n n Ž n . 3, we can remove the set of y such that dP y s 0 from the first line and * reintroduce it in the fourth line. Setting ␣ s 1 y , this establishes the lower bound of part 2.
As with the upper bound, the lower bound of part 1 is established easily by removing the y␥ terms and taking expectation over * in the previous chain of inequalities, using part 1 of Lemma 3 in line 2. This establishes the lower bounds and completes the proof of Theorem 2. I A few brief comments about Theorem 2 are in order. First, note that if in part 2 we let ␥ grow with n in a suitable way, we obtain bounds which asymptotically hold for almost all * g ⌰. An even stronger result is obtained Ž .
when we choose ␥ n such that Ý e -ϱ. This holds, for example, if we ns 1 Ž . let ␥ n grow faster than log n. Then the first Borel᎐Cantelli lemma shows that, for almost all * g ⌰, the bounds will be violated only a finite number of times as n ª ϱ.
It should also be noted that, in the important special case when P s Q, the upper bound of part 2 of the theorem holds with ␥ s 0, since we can omit the first few steps of its derivation in this case, where ␥ is introduced. Thus, both this strengthened upper bound and the given lower bound hold on a set of measure 1 y e y␥ in this case.
Finally
It is possible to state a variant of Theorem 2 using the D -distances. Here Ž .
Clearly, this constant does not depend on the choice of the dominating measure .
COROLLARY 1.
For every 0 -␣ -1 and n G 1,
For any ␥ ) 0, there exists a subset ⌰ of ⌰ with measure at least ␥ 1 y 2 e y␥ under the prior such that, for all * g ⌰ , 
The upper bounds of Corollary 1 follow from Theorem 2 and this lemma by setting Q s P . I Whenever dP is uniformly bounded above 0 and below ϱ for all y and Ž . for some choice of the dominating measure, B ⌰ is finite, and this corollary . This new theorem requires only the Bayes version of the weaker 1 qaffinity boundedness condition described in Section 3, for some ) 0. For a fixed prior , define 
We have the following theorem.
for every n G 1,
Ž . under the prior such that, for all * g ⌰ , 
..x such that log log 1r rlog 1r F r2 and F exp y␣r 2 1 y ␣ . Then 2 log 1r 2 log 1r
The proof of this lemma is given in the Appendix. Now let U be the Bayes strategy as defined previously. Since R
U is well defined. For each g ⌰, let
s log n D P , P q .
Bayes
Since H d * R * s R , the result then follows from Theo- whenever Y is finite and whenever Y is a bounded set in R k for some k G 1 Ä 4 and the densities in P : g ⌰ are uniformly upper bounded. Hence, Theorem 3 always applies in these cases.
Ž . Theorem 3 also applies in many cases where S ⌰ is infinite; an example of such a case is given in the following section. To characterize the types of ⌰ Ž . and priors not covered by Theorem 3, let us define the function f for Ž . can be shown that ⌰, is irregular.
Examples.
We now illustrate Theorems 2 and 3 by applying them to a few simple problems. We begin with a classical case in which each point g ⌰ is a vector of D real numbers, ⌰ is a compact set and the prior is Ž . specified as a density d . To apply Theorem 2, fix * g ⌰ , where * is in ␥ the interior of ⌰. We assume that the prior d is continuous and positive at Ä 4 *. We also assume that P is a smooth family of probabilities such that the
Ž .
Fisher information matrix at *, defined by J * , where
exists and is positive definite. In this case, we will focus on the bounds on the risk for individual *, rather than bounds on the mutual information. Even the simplest choice Q s P will be sufficient to obtain a useful bound in the smooth case. For large n, obviously the main contributions to the inner expectations in Theorem 2 come from small neighborhoods of *. Hence, under certain regularity conditions, Laplace's method can be used to evaluate these expectations asymptotically. We perform a Taylor expansion of thẽ exponents in Theorem 2 to second order in the difference between and * using the partial derivatives
Note that these results are also valid for ␣ s 1. Hence, Laplace's method would yield for the lower bound
Ž . Ž .
A similar expression is obtained for the upper bound. By evaluating the Gaussian integrals, we get 
Thus, our simpler methods do not give the best known additive constants in the bounds for this classical case, but they do provide good bounds for large n. w x Ž . As pointed out by Clarke and Barron 15 , the scaling ; Dr2 log n of the Bayes risk for the smooth parametric families is strongly related to the asymptotic normality of the properly normalized posterior distribution. It is interesting to look at nonregular families of probabilities for which the Ž posterior fails to converge to a nontrivial limit. For conditions that are w x. necessary for convergence, see 26 . As an example for such nonsmooth densities, we study the following simple family on ‫:ޒ‬ 
ž /
Hence, an asymptotic scaling ; log n for the risk is observed. This gives a factor of 2 difference compared to the risk of a smooth one-dimensional family of densities. Finally, we will consider an example where both the parameter space and the space of observations are infinite dimensional. We assume that an Ž . unknown real continuous function x with 0 F x F 1 is corrupted by a Gaussian white-noise process. The statistician observes n random functions  Y , t s 1, . . . , n, which, conditioned Ž . For the case where the prior over the space of functions x is a Gaussian w Ž . x measure such that x is a realization of a Gaussian random process , our bounds can be evaluated in closed form. We will restrict ourselves to the case Ž n . of the mutual information I ⌰*; Y and use the fact that, for Gaussian processes and c ) 0, c
Here , k s 1, 2, . . . , ϱ, are the eigenvalues of the process on the interval 
Hence, asymptotically,
Notice that, in the preceding examples, it was always the case that, 1 asymptotically, the best bounds were obtained with the value ␣ s . In 2 general, for large n, the value of the Laplace transform
H ␣ * ⌰ĩ n the lower bound of Theorem 2 is largely determined by those such that Ž 5 . I P P is near 0, that is, such that P is close to P . The same also holds␣ * * for the corresponding Laplace transform
in the upper bound. However, it can be shown that, as the distributions P and Q become close, in the sense that dPrdQ ª 1 uniformly, then
Hence, we might expect to very often get the best asymptotic lower bound in 1 Ž . Theorem 2 by choosing ␣ s , so as to minimize 1r␣ 1 y ␣ . This choice also 2 1 has another desirable property, since, as mentioned previously, for ␣ s , the 2 distance D used in Corollary 1 and Theorem 3 is then the squared Hellinger ␣ distance, which has some nice metric properties that we will exploit later in applications of the bounds. For these reasons, in what follows, we will for 1 simplicity restrict ourselves to the case ␣ s , using the notation
6. Bounds on the cumulative risk for countable ⌰. Recall that we have assumed that, for all distinct , * g ⌰, the conditional densities dP Ž . and dP differ on a set of positive measure and hence D P , P ) 0. We
can make this assumption without essential loss of generality, since, otherwise, we can replace ⌰ by a set of equivalence classes with the property that Ž . ' * iff dP s dP except on a set of measure 0 in a natural way, without * changing the risks we are interested in calculating.
denote the entropy of the random variable ⌰*, distributed according to the prior measure . The entropy of ⌰* may be infinite. Then
the conditional entropy of ⌰ given Y n . Note that this quantity is nonnegative.
Ž .
When H ⌰ is finite, it is easily verified that Ž .
w x Ž . This result generalizes a similar result in 16 Corollary 1 by removing the additional conditions assumed there. More general results, including the w x Ž w x. preceding corollary, follow from results in Pinsker's book 45 see also 4 . Applying Theorem 1 and taking the supremum over in Corollary 2, minimax < < it follows that if ⌰ is finite, then, for all n, R F log ⌰ and n minimax < < lim R s log ⌰ . It also follows that if ⌰ is infinite, then
n ªϱ n w x In the case that ⌰ is finite, the results of Renyi 48 show further that thé Ž n . Ž . difference I ⌰*; Y y H ⌰* converges to 0 exponentially fast in n. We also obtain this result as follows.
. where the second inequality follows from ylog 1 q x G yx. I Assuming as before that the densities dP and dP are different for j / i, j i an application of the Cauchy inequality yields H dP dP -1 for j / i.
Hence, the corollary shows exponential convergence. Finally, let us note that Theorem 2 and Corollary 1 can also be used to n Ž . characterize the mutual information between ⌰* and Y Bayes risk in the general case when ⌰ is uncountably infinite but finite dimensional. This was w x demonstrated in 33 . Here, in the sequel, we focus instead on the minimax risk.
Bounds on minimax risk using covering and packing numbers, and metric entropy. For each
*, g ⌰, let h *, s D P , P . Ž . Ž .
H L *
As mentioned previously, we assume that, for distinct states of Nature , * g ⌰, the conditional distributions P and P differ on a set of positive * Ž . measure. Under this assumption, ⌰, h is a metric space. We show how bounds on the minimax risk can be obtained by looking at properties of this metric space. These are the packing and covering numbers, and the associw x ated metric entropy, introduced by Kolmogorov and Tikhomirov in 37 and Ž w x w x w x commonly used in the theory of empirical processes see, e.g., 12 , 22 , 27 w x. and 46 .
Ž . For the following definitions, let S, be any complete separable metric space. 
Ž . DEFINITION 2 Packing and covering numbers . For ) 0, an -cover of S Ž . is a subset A : S such that for all x g S there exists a y g A with x, y F Ž . . We denote by N N S, the cardinality of the smallest finite -cover of S, or we use ϱ if no such finite cover exists. For ) 0, an -separated subset of S is Ž . a subset A : S such that, for all distinct x, y g A, x, y ) . We denote by Ž . M M S, the cardinality of the largest finite -separated subset of S. This quantity is infinity if arbitrarily large such sets exist.
w x
The following lemma is easily verified 37 .
Ž It follows that the metric entropy K K and the condition defining total . boundedness can also be defined using either the packing or the covering numbers in place of D D , to within a constant factor in .
Kolmogorov and Tikhomirov also introduced an abstract notion of the w x dimension of a metric space in their seminal paper 37 . In the following, the metric is omitted from the notation, being understood from the context. Ž . Ž . Ž . respectively. When dim S s dim S , then this value is denoted dim S and called the metric dimension of S. Thus,
log 1r ª0 Ž .
1
Using the results given in the theorems from Section 4, with ␣ s , we can 2 obtain bounds on the minimax risk R minimax in terms of the metric entropy of n Ž . the space ⌰, h . For every ) 0, let bounds on the Bayes risk. It is the minimax risk for a game much like the one we are studying, except that the relative entropy loss is replaced by the Ž . 1 q -affinity loss, and we have fixed the number n of observations to 1.
Ž . LEMMA 7. Assume ⌰, h is totally bounded. Then, for all n G 1,
G0 G0
Furthermore, for any ) 0 such that R minimax -ϱ, an -separated subset of ⌰ of maximal size and let be the discrete prior distribution on ⌰ that is uniform over the elements of A. Using Theorem 1 and Corollary 1, we have
Since this holds for all , it follows that
G0
To complete the proof of part 1, simply note that Ä 4 ylog x q y G ylog 2 max x , y s ylog 2 q min ylog x , ylog y .
It follows that as follows:
The second inequality follows by ignoring all but the ith term in the inner sum whenever the index on the outer sum is i and noting that, because the diameter of is at most ,
K L *
for all *, g . The last equality follows from the fact that the entropy of a i finite distribution is maximal for the uniform distribution. theorem. I
The method used in obtaining the upper bound in the preceding result is a Ž w x w x. familiar one see, e.g., 4 and 31 . The method for obtaining the lower bound by choosing a discrete prior on a well-separated set of is also similar in many respects to standard lower-bound methods, such as those that use Ž w x w x w x. Fano's inequality or Assouad's lemma see, e.g., 9 , 11 and 55 , but the method is particularly clean in the present framework, giving a fairly good match to the upper bound.
In 
Ž .
Then we have the following lemma.
LEMMA 8. For every integer n G 1, Ž .
The last inequality follows similarly, using the last inequality of Lemma 7. I Ž .
Ž . Essentially, when F n and F n log n are close asymptotically, as can 1. If ⌰ is finite, then
Actually, only the upper bounds in parts 2 and 3 of the theorem require the assumption that there exists ) 0 such that R minimax -ϱ.
1, 1q
PROOF. As mentioned after Corollary 2, part 1 follows from that corollary and Theorem 1. Parts 2 and 3 and the second half of part 4 follow easily from Lemma 8 by plugging in the appropriate rates for f and f and solving l u for F and F . We illustrate this for part 3; the others are similar. Since
Solving D log 1r s n , we find that
and hence by 14 D F n s F n ; log n.
Ž .
From the lower bound of Lemma 8, it follows that
Ž . Let g n s log n. From the second upper bound of Lemma 8, it follows that
The result in part 3 follows.
To verify the first half of part 4 and part 5, first note that the minimax risk R minimax is nondecreasing in n. Furthermore, if R minimax is finite, then it can n n grow at most linearly, as is seen in the following series of inequalities: w x by Barron and Yang 9 , a further restriction to uniformly lower-bounded densities makes the Hellinger distance equivalent to the L -distance on this 2 class of functions and does not change the metric entropy of this class w x asymptotically. By a result of Clements 17 , the metric entropy of ⌰ under Ž .
y1 rŽ pq␦ .
. The asymptotic growth rate of the minimax risk R minimax for the preceding n example, and many others, can be determined using the following consequence of Lemma 8.
Ž . where N s nra. Here we use property 1 of l x . Hence,
Ž . and thus, by 14 and again using property 1 of l x ,
F n 7 n l n .
Ž . Ž .
l By similar reasoning,
u From the lower bound of Lemma 8 and property 1, it follows that
nªϱ n l n Ž .
From the second upper bound of Lemma 8, it follows that, for any unbounded, Ž . increasing function g n ,
␣r ␣q2 ␣ rŽ ␣q2. and hence, using Theorem 5 and the fact that K K ⌰, h 7 , we get R minimax 7 n 1rw2Ž pq␦ .q1x .
n Finally, note that, as ␣ ª ϱ, the lower bounds in Theorem 5 show that R minimax approaches a linear growth rate, the fastest possible for finite n minimax risk. So this theorem covers all the interesting growth rates. Theorem 5 is not applicable in all cases. In particular, it can be shown that the condition that R minimax -ϱ in Theorem 5 and the preceding results of 1, 1q this section cannot be removed. For example, this condition is violated by the Ž .
minimax ⌰ defined in Example 1. In this case, ⌰, h is totally bounded and R ; n 2 ' Ž . n, yet K K ; 1r , which would yield via Theorem 5 an estimated rate of n minimax ' for R . This is off by a factor of n . Of course, the lower bounds in n Theorem 5 and the preceding results are valid in this and any other case without any special assumptions, but, in this case, we see that they are not tight.
8.
Discussion, open problems, further work. We have shown that, w under relatively weak assumptions in particular, whenever there exist a Ž . distribution U and a ) 0 such that the 1 q -affinity between P and U is x uniformly bounded for all g ⌰ , one can obtain explicit bounds on the Ž n . mutual information I ⌰*; Y between the true parameter and the observations in terms of a Laplace transform of the Hellinger distance in ⌰, and from these one can obtain bounds on the cumulative minimax risk in estimating a distribution in ⌰ under relative entropy loss in terms of the metric entropy of ⌰ with respect to Hellinger distance. In fact, in each case, only the upper bounds depend on the assumptions; the lower bounds hold for any ⌰. We also show by example that some assumptions are needed to get the type of general characterizations of the mutual information and minimax risk in terms of the Hellinger distance that we obtain. It remains open to get a useful characterization of these quantities for the cases where our assumptions do not hold, and to get more precise bounds when they do.
w x In 34 we also show how general bounds on instantaneous risk in estimating a distribution for various other loss functions can be derived in a very simple manner from the bounds on cumulative relative entropy risk. While the resulting bounds are not usually as tight as those obtained by more direct methods for specific ⌰, this approach does have the advantage of giving a simple, unified and general treatment to this problem, moreover, one in which no more sophisticated mathematical methods than Jensen's inequality are needed to derive the results. In the future, we hope to further explore the applications of these results to specific estimation problems, such as the ''concept learning'' or ''pattern classification'' problems examined in current machine learning and neural network research. Some initial results along w x w x w x Ž w x w x. these lines can be found in 33 , 44 and 57 see also 24 and 41 .
There are also several other directions for further research one might pursue. Apart from general tightening of the bounds, these include treating the case of nonindependent observations, extending the results giving bounds for individual * in Theorems 2 and 3 to the case where P is not a * distribution in ⌰ but is ''close to'' a distribution ⌰ and giving a more complete Ž n . characterization of the mutual information I ⌰*; Y in terms of the metric entropy properties of ⌰ for the infinite-dimensional case, as was done for the w x finite-dimensional case in 33 .
APPENDIX
Here we give the proof of Lemma 5. 
