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Abstract
Two matrix vector spaces V,W ⊂ Cn×n are said to be equivalent if SVR = W
for some nonsingular S and R. These spaces are congruent if R = ST . We
prove that if all matrices in V andW are symmetric, or all matrices in V and
W are skew-symmetric, then V and W are congruent if and only if they are
equivalent.
Let F ∶ U × ⋅ ⋅ ⋅ × U → V and G ∶ U ′ × ⋅ ⋅ ⋅ × U ′ → V ′ be symmetric or skew-
symmetric k-linear maps over C. If there exists a set of linear bijections
ϕ1, . . . , ϕk ∶ U → U ′ and ψ ∶ V → V ′ that transforms F to G, then there exists
such a set with ϕ1 = ⋅ ⋅ ⋅ = ϕk.
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1. Introduction and main results
If two pairs of complex n×n matrices (M,M ′) and (N,N ′) are congruent,
then they are equivalent; that is,
∃ nonsingular S ∶ S(M,M ′)ST ∶= (SMST , SM ′ST ) = (N,N ′)
Ô⇒ ∃ nonsingular P and Q ∶ P (M,M ′)Q = (N,N ′).
Mal’cev writes in [17, Chapter VI] that quite unexpectedly the converse is
also true under certain conditions:
Let M and N be either both symmetric or both skew-symmetric,
and let M ′ and N ′ be either both symmetric or both skew-
symmetric. If (M,M ′) and (N,N ′) are equivalent, then they
are congruent.
(1)
Since each square complex matrix A can be expressed as the sum of the
symmetric matrix (A+AT )/2 and the skew-symmetric matrix(A−AT )/2, the
statement (1) implies that
two complex matrices A and B are congruent if and only if(A,AT ) and (B,BT ) are equivalent. (2)
This fact admits to derive a canonical form of complex matrices under con-
gruence from the Kronecker canonical form of matrix pencils; see [14, Section
2]. The statement (2) is extended in [18, 20] (see also [14, 15, 21]) to arbitrary
systems of forms and linear maps.
If (A,AT ) and (B,BT ) are equivalent, then P (A,AT )Q = (B,BT ) for
some nonsingular P and Q, and so (PAQ,QTAP T ) = (B,B). Taking R ∶=
QT , we rewrite (2) as follows:
two complex matrices A and B are congruent if and only if
PART = RAP T = B for some nonsingular P and R.
(3)
This paper is a continuation of the article [7], in which the statement (3) is
extended to multilinear forms. We extend (3) to matrix spaces, matrix tuples,
and multilinear maps. The main results are Theorem 1 about congruence of
matrix tuples and Theorem 2 about congruence of k-linear maps. In Remark
2 we show that Theorem 2 in the case of bilinear maps (i.e., for k = 2) follows
from Theorem 1.
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1.1. Matrix tuples up to congruence and *congruence
Let F be a field or skew field with a fixed involution a ↦ a¯; that is, a
bijection F→ F (which can be the identity if F is a field) such that a + b = a¯+b¯,
ab = b¯a¯, and a¯ = a for all a, b ∈ F. If A is a matrix over F, then A∗ ∶= A¯T .
Definition 1. Two t-tuples
A = (A1, . . . ,At), B = (B1, . . . ,Bt)
of n × n matrices over F are
• symmetrically equivalent if SART = RAST = B,
• *symmetrically equivalent if SAR∗ = RAS∗ = B,
• congruent if SAST = B, and *congruent if SAS∗ = B
for some nonsingular S and R.
Recall that a real closed field P is a field whose algebraic closure is two-
dimensional over P; for example, P = R. The characteristic of each real closed
field is zero.
Let p, q ∈ {0,1,2, . . . }. A (p, q) block diagonal matrix is a matrix of the
form
[A 0
0 B
] , A is p × p,
B is q × q.
The following theorem generalizes (3).
Theorem 1 (proved in Section 2). Let A and B be two t-tuples of n × n
matrices over F.
(a) Let F be an algebraically closed field of characteristic different from
2. Then A and B are symmetrically equivalent if and only if they are
congruent.
(b) Let F be a real closed field. Then A and B are symmetrically equivalent
if and only if there exists a t-tuple C of (p,n−p) block diagonal matrices
such that A is congruent to C and (Ip ⊕ −In−p)C is congruent to B.
(c) Let F be an algebraically closed field or the skew field of real quater-
nions. Let a nonidentity involution on F be fixed. Then A and B
are *symmetrically equivalent if and only if there exists a t-tuple C of(p,n − p) block diagonal matrices such that A is *congruent to C and(Ip ⊕ −In−p)C is *congruent to B.
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1.2. Matrix tuples up to weak congruence and *congruence
Definition 2. Let F be a field. Two t-tuples A and B of n × n matrices
over F are weakly symmetrically equivalent, weakly *symmetrically equiva-
lent, weakly symmetrically congruent, or weakly symmetrically *congruent if
there exists a nonsingular t × t matrix Λ = [λij] over F such that A is sym-
metrically equivalent, *symmetrically equivalent, symmetrically congruent,
or symmetrically *congruent to the t-tuple
C ∶= (λ11B1 + ⋅ ⋅ ⋅ + λ1tBt, . . . , λt1B1 + ⋅ ⋅ ⋅ + λttBt). (4)
If A and B are weakly *symmetrically equivalent, then A is *symmetri-
cally equivalent to C of the form (4). By Theorem 1, A is *congruent to C,
and so A and B are weakly *congruent, which ensures the following corollary.
Corollary 1 (of Theorem 1). Let A and B be two t-tuples of n ×n matrices
over F.
(a) Let F be an algebraically closed field of characteristic different from 2.
Then A and B are weakly symmetrically equivalent if and only if they
are weakly congruent.
(b) Let F be a real closed field. Then A and B are weakly symmetrically
equivalent if and only if there exists a t-tuple C of (p,n−p) block diagonal
matrices such that A is congruent to C and (Ip ⊕ −In−p)C is weakly
congruent to B.
(c) Let F be an algebraically closed field with a fixed nonidentity involution.
Then A and B are weakly *symmetrically equivalent if and only if there
exists a t-tuple C of (p,n − p) block diagonal matrices such that A is
*congruent to C and (Ip ⊕−In−p)C is weakly *congruent to B.
Remark 1. The word “symmetrically” in (a) and (b) of Theorem 1 and Corol-
lary 1 can be deleted if the matrices in A and B are all symmetric or all
skew-symmetric. The word “*symmetrically” in (c) can be deleted if the
matrices in A and B are all Hermitian.
The problem of classifying matrix t-tuples up to weak congruence arises
in many branches of mathematics:
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• In multilinear algebra: if U and V are vector spaces with bases e1, . . . , en
and f1, . . . , ft, then each bilinear map F ∶ U×U → V is given by a t-tuple
(A1, . . . ,At) of n × n matrices as follows:
F(x, y) = ([x]Te A1[y]e)f1 + ⋅ ⋅ ⋅ + ([x]Te At[y]e)ft
in which [x]e and [y]e are the coordinate vectors of x, y ∈ U . We can
reduce (A1, . . . ,At) by transformations of weak congruence changing
the bases in U and V .
• In the theory of tensors: by [10], the problem of classifying matrix t-
tuples up to weak equivalence contains the problem of classifying an
arbitrary system of tensors of order at most three.
• In the theory of groups: each finite p-group G of exponent p ≠ 2 with
central commutator subgroup G′ is given by a skew-symmetric bilinear
map
G/G′ ×G/G′ → G′
(g1G′, g2G′)↦ [g1, g2] ∶= g−11 g−12 g1g2
between the vector spaces G/G′ andG′ over the field Fp with p elements,
and so G is given by a tuple of skew-symmetric matrices over Fp defined
up to weak congruence (see [4, Lemma 5.2] and [19]). The problem
of classifying nilpotent Chernikov p-groups with elementary top also
reduces to the problem of classifying tuples of skew-symmetric matrices
over Fp up to weak congruence; see [8].
• The problem of classifying local commutative algebras (respectively,
Lie algebras with central commutator subalgebra) over a field of char-
acteristic different from 2 contains the problem of classifying, up to
weak congruence, of matrix t-tuples in which all matrices are symmet-
ric (respectively, skew-symmetric); see [4, Section 4] and [5, 11].
Some classes of matrix 2-tuples are classified up to weak equivalence in
[2, 3, 9]. By [4, 5], the problem of classifying matrix 3-tuples up to weak
equivalence is wild, and so it contains the problems of classifying each system
of linear maps and representations of each finite dimensional algebra; see [6]
and [1, Proposition 9.14].
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1.3. Matrix spaces up to congruence and *congruence
Definition 3. Let F be a field. Two matrix vector spaces V,W ⊂ Fn×n over
F are equivalent if SVR = W , congruent if SVST = W , and *congruent with
respect to an involution a↦ a¯ on F if SVS∗ = W for some nonsingular S and
R.
Corollary 2 (of Theorem 1). Let V and W be two vector spaces of n × n
matrices over F.
(a) Let F be an algebraically closed field of characteristic different from 2.
Let the matrices of V and W be all symmetric or all skew-symmetric.
Then V and W are equivalent if and only if they are congruent.
(b) Let F be a real closed field. Let the matrices of V and W be all symmet-
ric or all skew-symmetric. Then V and W are equivalent if and only if
there exists a space U of (p,n − p) block diagonal matrices such that V
is congruent to U and (Ip ⊕ −In−p)U is congruent to W.
(c) Let F be an algebraically closed field with a fixed nonidentity involution.
Let all matrices of V and W be Hermitian. Then V and W are equiv-
alent if and only if there exists a space U of (p,n − p) block diagonal
Hermitian matrices such that V is *congruent to U and (Ip ⊕ −In−p)U
is *congruent to W.
Proof. Let us prove (a), the statements (b) and (c) are proved analogously.
Let V and W be equivalent; that is, SVR = W for some nonsingular matrices
S and R. Let A1, . . . ,At be a basis of V. Then the matrices
B1 ∶= SA1R, . . . , Bt ∶= SAtR
form a basis of W . The tuples (A1, . . . ,At) and (B1, . . . ,Bt) are equivalent,
and so they are congruent by Remark 1. Hence, V andW are congruent.
1.4. Multilinear maps
Definition 4. Two k-linear maps
F ∶ U × ⋅ ⋅ ⋅ ×U → V, G ∶ U ′ × ⋅ ⋅ ⋅ ×U ′ → V ′ (5)
with k ⩾ 2 over a field F are
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• equivalent if there exist linear bijections ϕ1, . . . , ϕk ∶ U → U ′ and ψ ∶
V → V ′ such that
∀u1, . . . , uk ∈ U ∶ G(ϕ1u1, . . . , ϕkuk) = ψF(u1, . . . , uk), (6)
which means that the diagram
U
ϕ1

× ⋅ ⋅ ⋅ × U
ϕk

F // V
ψ

U ′ × ⋅ ⋅ ⋅ × U ′
G // V ′
is commutative;
• symmetrically equivalent if there exist linear bijections ϕ1, . . . , ϕk ∶ U →
U ′ and ψ ∶ V → V ′ such that
∀σ ∈ Sk, u1, . . . , uk ∈ U ∶ G(ϕσ(1)u1, . . . , ϕσ(k)uk) = ψF(u1, . . . , uk), (7)
in which Sk is the permutation group;
• congruent if there exist linear bijections ϕ ∶ U → U ′ and ψ ∶ V → V ′
such that
∀u1, . . . , uk ∈ U ∶ G(ϕu1, . . . , ϕuk) = ψF(u1, . . . , uk). (8)
The direct sum of k-linear maps (5) is the k-linear map
F ⊕ G ∶ (U ⊕U ′) × ⋅ ⋅ ⋅ × (U ⊕U ′)→ V ⊕ V ′
(u1 + u′1, . . . , uk + u′k)↦ F(u1, . . . , uk) + G(u′1, . . . , u′k).
A k-linear map F ∶ U × ⋅ ⋅ ⋅ × U → V with k ⩾ 2 is symmetric (respectively,
skew-symmetric) if
F(u1, . . . , ui−1, uj , ui+1, . . . , uj−1, ui, uj+1, . . . , uk)
is equal to F(u1, . . . , uk) (respectively, −F(u1, . . . , uk)) for all i, j ∈ {1, . . . , k}
with i < j and all u1, . . . , uk ∈ U .
The following theorem generalizes [7, Theorem 2] about k-linear forms
(i.e., with F instead of V and V ′).
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Theorem 2 (proved in Section 4). Let
F ∶ U × ⋅ ⋅ ⋅ ×U → V, G ∶ U ′ × ⋅ ⋅ ⋅ ×U ′ → V ′
be two k-linear maps with k ⩾ 2 over F.
(a) Let F be an algebraically closed field of characteristic different from
2. Then F and G over F are symmetrically equivalent if and only if
they are congruent. In particular, if F and G are both symmetric or
both skew-symmetric, then they are equivalent if and only if they are
congruent.
(b) Let F be a real closed field. Then F and G are symmetrically equivalent
if and only if there exists a k-linear map H⊕K such that F is congruent
to H ⊕K and H ⊕ −K is congruent to G.
2. Proof of Theorem 1
We prove Theorem 1 by the method that is developed in [20], described
in details in [21], and is used in [15, 16] and other articles. The reader is
expected to be familiar with it. In order to better understand the nature of
Theorem 1, in the next section we also give a direct proof of the statement
(a).
The method developed in [20] reduces the problem of classifying systems
of linear maps and forms to the problem of classifying systems of linear
maps. Bilinear and sesquilinear forms, pairs of symmetric, skew-symmetric,
and Hermitian forms, unitary and selfadjoint operators on a vector space with
indefinite scalar product are classified in [20] over a field F of characteristic
≠ 2 up to classification of Hermitian forms over finite extensions of F (and so
they are fully classified over R and C).
Let F be a field or skew field with a fixed involution a ↦ a¯. Each finite
system consisting of vector spaces over F, and linear maps and sesquilinear
(bilinear if a↦ a¯ is the identity) forms between these spaces is considered in
[20] as a representation of a graph with undirected and directed edges. Its
vertices represent vector spaces, its undirected edges represent forms, and its
directed edges represent linear maps. We give all forms and linear maps by
their matrices if all the vector spaces are of the form Fk with k ∈ {0,1,2, . . . }.
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Let A = (A1, . . . ,At) and B = (B1, . . . ,Bt) be two t-tuples of n×n matrices
over F. Consider the corresponding representations
A ∶ Fn
⋱
A1
A2
A3
At
B ∶ Fn
⋱
B1
B2
B3
Bt
(9)
of the graph
G ∶ u
⋱
α1
α2
α3
αt
with t undirected loops. All matrices Ai and Bi in (9) represent sesquilinear
(bilinear if a ↦ a¯ is the identity) forms on the vector space Fn. The repre-
sentations (9) are isomorphic if there exists a nonsingular matrix S ∈ Fn×n
such that
SupY(A1, . . . ,At)S = (B1, . . . ,Bt)
in which SupY ∶= ST if a↦ a¯ is the identity, and SupY ∶= S∗ if a ↦ a¯ is nonidentity.
The representations (9) define the representations
A ∶ Fn
AupY
1
33
AupY
t
⋯
DD
A1
++
At
...

Fn B ∶ Fn
BupY
1
33
BupY
t
⋯
DD
B1
++
Bt
...

Fn (10)
of the quiver with involution
G ∶ u
α∗
1
33
α∗
t
⋯
EE
α1
++
αt
...

u∗
Applying [20, Theorem 1] (or [21, Theorem 3.1]) to representations of G
and G, we obtain the following:
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(A) If F is an algebraically closed field of characteristic different from 2,
then A is isomorphic to B if and only if A is isomorphic to B.
(B) Let F be an algebraically closed field with a fixed nonidentity involution,
or a real closed field, or the skew field of quaternions over R with a fixed
nonidentity involution.
– Each representation of G is uniquely, up to isomorphisms of sum-
mands, decomposes into a direct sum of indecomposable represen-
tations.
– If A is an indecomposable representation of G and A is isomorphic
to B, then A is isomorphic to B or −B.
By the statement (B), if A is isomorphic to B and A is isomorphic to a
direct sum A1 ⊕ ⋅ ⋅ ⋅ ⊕Ar of indecomposable representations, then the direct
summands can be renumbered such that B is isomorphic to A1 ⊕ ⋅ ⋅ ⋅ ⊕As ⊕
−As+1 ⊕ ⋅ ⋅ ⋅ ⊕ −Ar, in which 0 ⩽ s ⩽ r.
The representations (10) are isomorphic if there exist nonsingular matri-
ces P and Q such that
P (A1, . . . ,At,AupY1 , . . . ,AupYt )Q = (B1, . . . ,Bt,BupY1 , . . . ,BupYt );
that is, PAQ = B and PAupYQ = BupY. By the last equality, QupYAP upY = B. If
R ∶= QupY, then PARupY = RAP upY = B, which means that the matrix t-tuples A
and B are symmetrically equivalent if the involution a ↦ a¯ is the identity,
and they are symmetrically *equivalent if a ↦ a¯ is nonidentity. Therefore,
Theorem 1 follows from (A) and (B).
3. Direct proof of Theorem 1(a)
Let F be an algebraically closed field of characteristic different from 2.
Suppose that two matrix t-tuples A = (A1, . . . ,At) and B = (B1, . . . ,Bt) are
symmetrically equivalent; that is, PART = RAP T = B for some nonsingular
P and R. Thus, PAiRT = RAiP T = Bi, and so P (Ai,ATi )RT = (Bi,BTi ) for
each i ∈ {1, . . . , t}.
Let Q ∶= (RT )−1, then P (Ai,ATi ) = (Bi,BTi )Q and the diagram
○
Ai

AT
i

Q
// ○
Bi

BT
i

○
P
// ○
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is commutative. Define the pair (Ci,CTi ) as follows:
○
Ai

AT
i

Q
//
In
**❤ ❣ ❢
❞ ❝
❜ ❴ ❭ ❬ ❩
❳
❲
❱
○
Bi

BT
i

Q−1
// ○
Ci

CT
i

Ci ∶=Q
TBiQ
CTi =Q
TBTi Q
R ∶=QTP
○
P //
R
44❱
❲
❳
❩ ❬ ❭ ❴ ❜ ❝
❞ ❢
❣
❤○
QT
// ○
(11)
and obtain the commutative diagram
○
Ai

AT
i

In // ○
Ci

CT
i

RT // ○
Ai

AT
i

○
R
// ○
In
// ○
Therefore,
○
Ai

RT // ○
Ai

○
R
// ○
and so
○
Ai

f(RT )
// ○
Ai

○
f(R)
// ○
for each polynomial f ∈ F[x].
Since AiRT = Ci, the diagram
○
Ai

f(RT )
//
R−T f(RT )
**❤ ❣ ❢
❞ ❝
❜ ❴ ❭ ❬ ❩
❳
❲
❱
○
Ai

R−T
// ○
Ci

○
f(R)
//
f(R)
44❱
❲
❳
❩ ❬ ❭ ❴ ❜ ❝
❞
❢
❣
❤○
In // ○
is commutative. Hence f(R)Ai = Ci(R−Tf(RT )) and
Ci = f(R)Ai(R−T f(RT ))
−1
= f(R)Ai(Rf(R)−1)
T
.
By [12, Section VIII, § 6] or [13, Section 6.4], there exists f ∈ F[x]
such that f(R)2 = R. Since R is nonsingular, f(R) is nonsingular too,
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f(R) = Rf(R)−1, and Ci = f(R)Aif(R)T . By (11), Bi = Q−TCiQ−1 =
Q−Tf(R)Aif(R)TQ−1. Taking S ∶= Q−Tf(R), we obtain Bi = SAiST . The
matrix S is the same for all A1, . . . ,At. Therefore, B = SAST , i.e. A is
congruent to B.
4. Proof of Theorem 2
Definition 5. Let F ∶= (F1, . . . ,Ft) and G ∶= (G1, . . . ,Gt) be two t-tuples of
k-linear forms
F1, . . . ,Ft ∶ U × ⋅ ⋅ ⋅ ×U → F, G1, . . . ,Gt ∶ U ′ × ⋅ ⋅ ⋅ ×U ′ → F (12)
on vector spaces U and U ′ over a field F. We say that F and G are
• symmetrically equivalent if there exist linear bijections ϕ1, . . . , ϕk ∶ U →
U ′ such that
∀σ ∈ Sk, u1, . . . , uk ∈ U ∶ Gℓ(ϕσ(1)u1, . . . , ϕσ(k)uk) = Fℓ(u1, . . . , uk) (13)
for each ℓ = 1, . . . , t;
• congruent if there exists a linear bijection ϕ ∶ U → U ′ such that
∀u1, . . . , uk ∈ U ∶ Gℓ(ϕu1, . . . , ϕuk) = Fℓ(u1, . . . , uk) (14)
for each ℓ = 1, . . . , t.
Let G ∶ V × ⋅ ⋅ ⋅ × V → F be a k-linear form. A linear map τ ∶ V → V is
G-selfadjoint if
G(v1 . . . , vi−1, τvi, vi+1 . . . , vn) = G(v1 . . . , vj−1, τvj , vj+1 . . . , vn)
for all v1, . . . , vn ∈ V and all i, j.
The proof of Theorem 2 is based on the following theorem, which is given
in [7, Theorems 2(a) and 3] for t = 1.
Theorem 3. Let F = (F1, . . . ,Ft) and G = (G1, . . . ,Gt) be two t-tuples of
k-linear forms (12) over F.
(a) Let F be an algebraically closed field of characteristic different from 2.
Then F and G are symmetrically equivalent if and only if they are
congruent.
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(b) Let F be a real closed field. Then F and G are symmetrically equivalent
if and only if there exists a t-tuple H ⊕K of k-linear forms such that
F is congruent to H ⊕K and H ⊕ −K is congruent to G .
Proof. (a) Let us show that this statement can be proved as [7, Theorem
2(a)]. Let F and G be symmetrically equivalent; that is, there exist linear
bijections ϕ1, . . . , ϕk ∶ U → U ′ satisfying (13). Let ϕ1 = ⋅ ⋅ ⋅ = ϕr ≠ ϕr+1 for
some r < k. It suffices to prove that ϕ1, . . . , ϕk in (13) can be replaced by
ψ1, . . . , ψk such that
ψ1 = ⋅ ⋅ ⋅ = ψr+1. (15)
We have
Gℓ(. . . , ϕrui, . . . , ϕr+1uj, . . . ) = Gℓ(. . . , ϕr+1ui, . . . , ϕruj, . . . ) (16)
for all ℓ = 1, . . . , t, 1 ⩽ i < j ⩽ k, ui, uj ∈ U , and all elements
v1, . . . , vi−1, vi+1, . . . , vj−1, vj+1, . . . , vk ∈ V that are represented by the points.
Write vi ∶= ϕr+1ui, vj ∶= ϕr+1uj, and consider the linear map τ ∶= ϕrϕ−1r+1 ∶ V →
V . By (16),
Gℓ(. . . , τvi, . . . , vj , . . . ) = Gℓ(. . . , vi, . . . , τvj , . . . ).
Therefore, τ is Gℓ-selfadjoint for each ℓ.
Let λ1, . . . , λs be all the distinct eigenvalues of τ , and let
V = V1 ⊕ ⋅ ⋅ ⋅ ⊕ Vs, τi ∶= τ ∣Vi has the single eigenvalue λi
be the decomposition of V into the direct sum of τ -invariant subspaces. By
[7, Lemma 6],
Gℓ = Gℓ1 ⊕ ⋅ ⋅ ⋅ ⊕ Gℓs, Gℓi ∶= Gℓ∣Vi
for each ℓ = 1, . . . , t. By [7, Lemma 4(a)], there exists fi(x) ∈ F[x] such that
fi(τi)r+1 = τ−1i . Then
ρ ∶= f1(τ1)⊕ ⋅ ⋅ ⋅ ⊕ fs(τs) ∶ V → V
is Gℓ-selfadjoint and ρr+1 = τ−1.
Define the linear bijections
ψ1 = ⋅ ⋅ ⋅ = ψr+1 ∶= ρϕr, ψr+2 ∶= ϕr+2, . . . , ψk ∶= ϕk.
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Since ρ is Gℓ-selfadjoint and
ρr+1ϕr = τ
−1ϕr = (ϕrϕ−1r+1)−1ϕr = ϕr+1,
we have
Gℓ(ψ1u1, . . . , ψnun) = Gℓ(ρϕru1, . . . , ρϕrur, ρϕrur+1, ϕr+2ur+2, . . . , ϕkuk)
= Gℓ(ϕru1, . . . , ϕrur, ρr+1ϕrur+1, ϕr+2ur+2, . . . , ϕkuk)
= Gℓ(ϕ1u1, . . . , ϕkuk) = Fℓ(u1, . . . , uk).
The equality Gℓ(ψσ(1)u1, . . . , ψσ(k)uk) = Fℓ(u1, . . . , uk) for an arbitrary σ ∈ Sk
is proved analogously. Therefore, ψ1, . . . , ψk can be used instead of ϕ1, . . . , ϕk
and (15) holds.
(b) This statement can be proved as [7, Theorem 3].
Proof of Theorem 2. Let us prove (a); the statement (b) is proved analo-
gously.
Let k-linear maps
F ∶ U × ⋅ ⋅ ⋅ ×U → V, G ∶ U ′ × ⋅ ⋅ ⋅ ×U ′ → V ′
with k ⩾ 2 be symmetrically equivalent; that is, (7) holds. Let f1, . . . , ft be a
basis of V . Then f ′1 ∶= ψf1, . . . , f
′
t ∶= ψft is a basis of V
′. Let
F ∶= (F1, . . . ,Ft), G ∶= (G1, . . . ,Gt)
be two t-tuples of k-linear forms (12) defined by
F(u1, . . . , uk) = F1(u1, . . . , uk)f1 + ⋅ ⋅ ⋅ +Ft(u1, . . . , uk)ft
G(u′1, . . . , u′k) = G1(u
′
1, . . . , u
′
k)f
′
1 + ⋅ ⋅ ⋅ + Gt(u′1, . . . , u′k)f
′
t
(17)
for all u1, . . . , uk ∈ U and u′1, . . . , u
′
k ∈ U
′. Substituting (17) in (7), we obtain
(13) for each ℓ = 1, . . . , t. Therefore, F and G are symmetrically equivalent.
By Theorem 3, they are congruent; that is, (14) holds for some linear bijection
ϕ ∶ U → U ′ and all ℓ = 1, . . . , t. By (17), (8) holds for this ϕ and for ψ from
(7). Hence, F and G are congruent.
In particular, if F and G are both symmetric or both skew-symmetric
and they are equivalent, then they are congruent since F ∶ U × ⋅ ⋅ ⋅ ×U → V is
symmetric if
∀σ ∈ Sk, u1, . . . , uk ∈ U ∶ F(uσ(1), . . . , uσ(k)) = F(u1, . . . , uk);
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it is skew-symmetric if
∀σ ∈ Sk, u1, . . . , uk ∈ U ∶ F(uσ(1), . . . , uσ(k)) = sign(σ)F(u1, . . . , uk).
For example, if F and G are skew-symmetric and (6) holds, then (7) holds
too since
G(ϕσ(1)u1, . . . , ϕσ(k)uk) = sign(σ−1)G(ϕ1uσ−1(1), . . . , ϕkuσ−1(k))
= sign(σ−1)ψF(uσ−1(1), . . . , uσ−1(k))
= ψF(u1, . . . , uk)
for each σ ∈ Sk and all u1, . . . , uk ∈ U . Thus, F and G are symmetrically
equivalent, and so they are congruent.
Remark 2. Theorem 2 in the case of bilinear maps (i.e., for k = 2) follows
from Theorem 1. Let us prove this fact for the case of an algebraically closed
field F of characteristic different from 2. Let bilinear maps
F ∶ U ×U → V, G ∶ U ′ ×U ′ → V ′
over F be symmetrically equivalent; that is,
∀x, y ∈ U ∶ G(ϕ1x,ϕ2y) = G(ϕ2x,ϕ1y) = ψF(x, y) (18)
for some linear bijections ϕ1, ϕ2 ∶ U → U ′ and ψ ∶ V → V ′.
Choose bases e1, . . . , en in U and f1, . . . , ft in V . Write
F(ei, ej) = a
(1)
ij f1 + ⋅ ⋅ ⋅ + a
(t)
ij ft, a
(1)
ij , . . . , a
(t)
ij ∈ F,
and define the n × n matrices
A1 ∶= [a
(1)
ij ], . . . , At ∶= [a
(t)
ij ].
Then
F(x, y) = ([x]Te A1[y]e)f1 + ⋅ ⋅ ⋅ + ([x]Te At[y]e)ft.
Analogously,
G(x, y) = ([x]Te′B1[y]e′)f
′
1 + ⋅ ⋅ ⋅ + ([x]Te′Bt[y]e′)f
′
t
in some bases of U ′ and V ′.
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Let us prove that the matrix t-tuples
A ∶= (A1, . . . ,At), B ∶= (B1, . . . ,Bt) (19)
are weakly symmetrically equivalent. Let Φ1, Φ2, and Ψ = [λij]ti,j=1 be the
matrices of ϕ1, ϕ2 and ψ in these bases. By (18),
([x]Te ΦT1B1Φ2[y]e, . . . , [x]Te ΦT1BtΦ2[y]e)
T
= Ψ([x]Te A1[y]e, . . . , [x]Te At[y]e)
T
.
Hence, [x]Te ΦT1 (B1, . . . ,Bt)Φ2[y]e = [x]Te Ψ̃[y]e where
Ψ̃ ∶= (λ11A1 + ⋅ ⋅ ⋅ + λ1tAt, . . . , λt1A1 + ⋅ ⋅ ⋅ + λttAt).
Thus, ΦT1 (B1, . . . ,Bt)Φ2 = Ψ̃. By (18), we can take ϕ2 and ϕ1 instead of
ϕ1 and ϕ2, and obtain ΦT2 (B1, . . . ,Bt)Φ1 = Ψ̃. Therefore, the t-tuples (19)
are weakly symmetrically equivalent. By Corollary 1(a), they are weakly
congruent; that is, we can take Φ1 = Φ2. Then ϕ1 = ϕ2, and so F and G are
congruent.
Acknowledgements
V. Futorny was supported by the CNPq (304467/2017-0) and the
FAPESP (2018/23690-6). V.V. Sergeichuk was supported by FAPESP
(2018/24089-4). The work was started when V.V. Sergeichuk visited the
Ben-Gurion University of the Negev.
References
[1] M. Barot, Introduction to the representation theory of algebras,
Springer, Cham, 2015.
[2] G. Belitskii, M. Bershadsky, V.V. Sergeichuk, Canonical form of m-
by-2-by-2 matrices over a field of characteristic other than two, Linear
Algebra Appl. 418 (2006) 15–19.
[3] G. Belitskii, M. Bershadsky, V.V. Sergeichuk, Normal form of m-by-n-
by-2 matrices for equivalence, J. Algebra 319 (2008) 2259–2270.
[4] G. Belitskii, A.R. Dmytryshyn, R. Lipyanski, V.V. Sergeichuk,
A. Tsurkov, Problems of classifying associative or Lie algebras over a
field of characteristic not two and finite metabelian groups are wild,
Electr. J. Linear Algebra 18 (2009) 516–529.
16
[5] G. Belitskii, R. Lipyanski, V.V. Sergeichuk, Problems of classifying as-
sociative or Lie algebras and triples of symmetric or skew-symmetric
matrices are wild, Linear Algebra Appl. 407 (2005) 249–262.
[6] G.R. Belitskii, V.V. Sergeichuk, Complexity of matrix problems, Linear
Algebra Appl. 361 (2003) 203–222.
[7] G.R. Belitskii, V.V. Sergeichuk, Congruence of multilinear forms, Linear
Algebra Appl. 418 (2006) 751–762.
[8] Y. Drozd, A. Plakosh, On nilpotent Chernikov p-groups with elementary
tops, Arch. Math. 103 (2014) 401–409.
[9] R. Ehrenborg, Canonical forms of two by two by two matrices, J. Algebra
213 (1999) 195–244.
[10] V. Futorny, J.A. Grochow, V.V. Sergeichuk, Wildness for tensors, Linear
Algebra Appl. 566 (2019) 212–244.
[11] V. Futorny, T. Klymchuk, A.P. Petravchuk, V.V. Sergeichuk, Wildness
of the problems of classifying two-dimensional spaces of commuting lin-
ear operators and certain Lie algebras, Linear Algebra Appl. 536 (2018)
201–209.
[12] F.R. Gantmacher, The Theory of Matrices, Vol. 1, AMS Chelsea Pub-
lishing, Providence, RI, 1998.
[13] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge U.P.,
Cambridge, 1991.
[14] R.A. Horn, V.V. Sergeichuk, Canonical forms for complex matrix con-
gruence and *congruence, Linear Algebra Appl. 416 (2006) 1010–1032.
[15] R.A. Horn, V.V. Sergeichuk, Canonical matrices of bilinear and
sesquilinear forms, Linear Algebra Appl. 428 (2008) 193–223.
[16] R.A. Horn, V.V. Sergeichuk, Representations of quivers and mixed
graphs, Chapter 34 in: L. Hogben (Ed.), Handbook of Linear Algebra,
2nd ed., CRC Press, 2014.
[17] A.I. Mal’cev, Foundations of Linear Algebra, W.H. Freeman & Co., San
Francisco, 1963.
17
[18] A.V. Roiter, Bocses with involution, in: Ju.A. Mitropol’skii (Ed.), Rep-
resentations and Quadratic Forms, Inst. Mat. Akad. Nauk Ukrain. SSR,
Kiev, 1979, pp. 124–126 (in Russian).
[19] V.V. Sergeichuk, The classification of metabelian p-groups, Matrix prob-
lems, Akad. Nauk Ukrain. SSR Inst. Mat., Kiev, 1977, 150–161 (in Rus-
sian); MR0491938.
[20] V.V. Sergeichuk, Classification problems for system of forms and lin-
ear maps, Math. USSR, Izvestiya 31 (3) (1988) 481–501. Theorem 2 is
corrected in arXiv:0801.0823.
[21] V.V. Sergeichuk, Canonical matrices of isometric operators on indefinite
inner product spaces, Linear Algebra Appl. 428 (2008) 154–192.
18
