ABSTRACT Accurate analysis of tourist movement is essential for a country to devise sustainable policies for promoting and growing tourism. From the activities of tourists and the spots they visit, the amount of revenue generated for a particular region can be predicted. However, the tourist preferences evolve and vary from one user to another, and thus, a tourist spot favorite for one set of users is not preferred by another set of users. This paper aims to design and implement a novel application to recommend an optimal travel route based on user constraints. The user constraints can be the maximum time, distance, and popularity of a particular place. The real data are collected from the Wi-Fi routers installed at different tourist spots of Jeju Island, South Korea. We apply a Markov chain model to predict the popularity of different places on the short-and long-term bases. The popularity index alongside user constraints is provided to find optimal routes. A responsive web-based prototype is developed to collect user constraints, and, in response, recommends optimal routes using the Google Maps directory services. The results indicate the difference between the short-and long-term popularities to prove the effectiveness of the Markov chains in forecasting long-term behavior. The system is made responsive for all sizes of screens to make it uniformly serviceable on mobile phones. The accuracy of the system is computed based on the historical data and the recommendation system, and it is ascertained to fall between 95% and 100% all the time. Furthermore, the results are compared with popular state-of-the-art methods, and they are found to be significantly better than that in the long-term location prediction.
I. INTRODUCTION
Evolution of the global tourism industry has contributed a vital role in the economic advancement of a nation. In a survey in 2016, it was found that the World Travel and Tourism Council rated a 3.1% growth of the tourism, which was higher than the estimated global GDP growth (2.3%) [1] . The global tourism industry leads to significant growth regarding employment by affording 107.83 million jobs or 3.6% of total jobs in 2015, and it is forecasted that this will grow
The associate editor coordinating the review of this manuscript and approving it for publication was Hao Shen. up to 135.88 million jobs by 2026. The capital investment in 2026 is expected to be USD 1254.2 billion, with global tourist visitors expected to be 1.93 billion, generating expenditure of USD 2056.0 billion. Thus, international travelers' investment shares much in the worldwide tourism industry.
Accurate prognostication of international visitor figures is becoming essential for authorities to be able to devise proper sustainable tourism and marketing policies. Governments should thoroughly examine the varying number of foreign sightseers. The variety of global tourism and their movement patterns have raised an uphill job of predicting popular trajectories and routes [2] , [3] . The diversity of mobile phone has offered to ascend to a whole new range of location-based applications. Consequently, these applications are gaining popularity nowadays. For instance, with Google maps, one can comfortably experience the benefit of location-aware services such as requesting routes, famous places, getting information on eateries, and much more. In this paper, we design and implement a recommendation system to predict the popularity of a traveling route by considering other tourists historical trajectories (traces) that are generated by routers installed on various locations. Such data of paths predict the behavior of people's travel movements and pattern between different tourist spots. One primary goal of this work is to discover the most popular places using the real data collected for Jeju Island, South Korea. It is a significantly distinct work given the novelty of data from existing route planning methods that consider a rather old and in most cases, simulated data. The second goal of this work is the most popular route recommendation which covers the top most popular spots and at the same time considers user constraints and preferences. The optimal route is necessarily a statistical result derived from the actual traveling routes conducted by other people in the past. The significance of this work is useful mainly for visitors who are visiting Jeju Island for the first time and are entirely unfamiliar to the different traveling spots. For example, a tourist who is currently on Manjanggul Cave would want to travel nearest popular places within 5 hours. The system will find all the popular routes covering the topmost locations considering the route time within 5 hours. This approach is dynamic and varies according to user constraints. The route selection is entirely dependent on the number of places a user would want to visit and the total time and distance based on the user preferences. If a traveler's priority is time, the system will recommend the shortest route falling within the time constraint, but if the preference is the popularity of places, then the system will provide a route covering more popular sites instead of the shortest path. That being said, the shortest path is not necessarily the most favored route. Additionally, for different route planning constraints, different patterns should be considered, e.g., for tour planning, it is better to adopt the trajectories of previous tourists rather than local people's driving trajectories.
Given the current location and the travelers' preferences, one can check all existing routes covering a specified number of sites and the possible trajectories. Then the route with the top optimal index is deemed to be the most popular one. For instance, if a user wants to visit five popular locations with maximum 120 km distance as a constraint, the routes which fall in the range of 120 km, and at the same time more accessible will be recommended. All those routes which are not meeting any user constraints will be discarded. We find the popularity index of the route sets using the popularity of the locations. A route can be a combination of different trajectory segments, and the popularity of each segment can be determined by looking into historical data and finding the pattern of users. It is worth considering that the word ''popular'' is prejudiced. Different people might have varying ideas of explaining the popularity, and we intend to propose a reasonable one and address the problem of how to discover the optimal route combining trajectory segments. The result is based on a movement pattern in the dataset that we use in this work. We use the Markov Chain model to find the steady-state long-term behavior of the different spots and predict the popularity based on the state probabilities of each location.
In literature, many route recommendation systems endure. The more common of them are using driving patterns and behaviors [3] - [8] which are regarded as less related to the proposed system in a sense that it analyses users' traveling behaviors, but, in contrast, they largely concentrate on extracting the sequential patterns of objects' trajectories. These patterns can aid in recommending a drive turn at some junction in a general case, but they are not adequate and reasonable to find a popular route based on the number of visits to a certain location that falls in the route.
To address the above-mentioned limitations, the contribution of this paper primarily is to give a recommendation tool which would be equally effective to both government policymakers and sightseers. It should be noted that merely counting the number of mobile tourists is not enough to discover the popularity of a certain spot. The fundamental goal of this work is to utilize this information based on the dataset and find the pattern of movements in the long-term as well as short-term. The long-term and short-term popularity of these locations can be used by policymakers and law enforcement agencies to devise certain policies and adjust the budget accordingly. The mechanism of forecasting and popular route prediction is common and different machine learning techniques are used such as deep neural networks, decision tree and support vector machines but the problem with these techniques is that they predict the behavior irrespective of the amount of time in future the forecasting will hold accurate. Therefore, considering the goal of this work, they are not a suitable approach. We use a stochastic approach known as Markov Chain [9] which has inherent support of predicting long-term and short-term behaviors inside a dataset, making it an ideal candidate considering the scope of this work. In Markov Chain, we construct a transition matrix from raw data, which shows short-term transition probabilities from one location to another. Then with an initial state vector and transition matrix, the probabilities are converged to predict the long-term popularity index of different locations, and an intermediate result to capture the moving behaviors between sites and to facilitate the search of the popular route. Subsequently, the popularity of a route is defined as the summation of individual popularities of the locations covering the route. Thus we focus on recommending different trajectories based on cumulative popularity index and user preferences to create a general view of traffic which can be utilized in a broad spectrum of applications.
To achieve the goal, we propose to handle a few challenges which are stated below. First, we need to form a transition matrix from a dataset to demonstrate the popularity VOLUME 7, 2019 of location in the short-term. We define those locations which have got highest probabilities as popular spots. It is a challenge because the data is in raw form and a lot of preprocessing is needed to render it in a form which lay a basis for transition matrix. For this, unique-location count algorithms are proposed to find unique locations from different routes in the data. Second, the values of popularity for locations and routes need to be converged to a steady-state. So, we can no longer use the unique count number location as a measurement. For this, we consider the Markov Chain model to find the steady-state convergence probabilities of each location. By doing so, we provide a reasonable way to measure the long-term popularity of a route and finally, combining these short-term and long-term popularities with user constraints and preferences to form the optimal route. The optimal route is maximizing the popularity index of location and minimizing the distance and time of the route. The algorithm proposed for this has the same end goal as the Dijkstra's algorithm [10] , and the resulting route is a path consists of a series of locations that maximizes the product of transition probabilities. In a nutshell, the basis of the route planning approach in this work is to ''learn'' from history and recommend a route by digging the most popular path from a mobile travelers dataset and at the same time considering visitors constraints and preferences. Thus, the paper principally performs the following additions to the state-of-the-art solutions:
• It proposes and implements an algorithm to form the transition matrix using Markov Chain after some preprocessing operations of the dataset which has a collection of historical trajectories of mobile visitors inside Jeju Island, South Korea
• It proposes a popularity index formula based on steady-state convergence principle of the Markov Chain model and presents an algorithm to predict the long-term popularity of different locations of Jeju Island.
• It also proposes an optimization objective for a route, which is a function of the popularity index of sites in the route, distance, and time of the route. Thus, the formula aims at maximizing the popularity index and minimizing the distance and time.
• Finally, to prove the effectiveness of the algorithms, the paper develops an application which takes user constraints such as maximum time and distance and recommends an optimal route based on the objective functions. The rest of this paper is organized as follows. In Section 2, the related work is described in detail, and different strategies and research relevant to route predictions and optimization are highlighted. The system model and proposed formulae are introduced in Section 3. Section 4 presents the conceptual architecture of the proposed work and exhibits a series of experiments performed in subsections. Moreover, the proposed algorithms are presented and explained, and the obtained results are elaborated. In Section 5, the optimization mechanism is discussed, and the user constraints and preferences are demonstrated with examples. Section 6 covers the implementation environment and outlines the tools and technologies used in incorporating this work. The recommendation system and the execution results are presented in Section 6. Section 7 provides the significance of the proposed system and evaluate its performance and accuracy with respect to other state-of-the-art methods, and finally, Section 8 concludes the paper.
II. RELATED WORK
Optimal route recommendations based on historical movements data is a highly relevant topic. Route optimization and prediction are based on user preferences and available constraints. Sometimes, a user wishes for a route with less traffic [11] , [12] while another time shortest path is preferred. Nevertheless, the main goal is still pattern extraction and mining [3] , [6] , [11] , [13] , [14] , grouping similar routes and trajectories [15] , [16] , route prediction [7] , [8] , [17] and hot path mining [18] , [19] including pattern mining [3] , [6] , [13] , [14] , trajectory clustering [15] , [16] , hot route discovery [18] , [19] , trajectory prediction [7] , [8] , [17] etc. Nevertheless, none of the afore-mentioned research approaches the challenge of discovering the most popular routes from one given location to another based on defined user constraints and preferences, and in many cases, uses simulated data. The work in this paper is based on real data and is mainly related to constraints-aware route planning, while the large bulk of previous work is dealing with a general prediction and mining challenges. The work in [16] , [18] concerning the mechanism to discover hot routes are considered more closer to this work in recognizing paths which are often sighted by users. Sacharidis et al. [18] propose a density-based algorithm FlowScan for extracting popular routes as per the rule ''traffic density-reachable''. It is rather a route grouping algorithm which is based on the density of traffic. This idea is also portrayed in [15] , [16] , but they group trajectories by individual line segments. Sacharidis et al. also developed an on-line algorithm in [18] to search and maintain the list of paths which often senses motions by more than a specific number of mobile objects. These works are suited more for mining routes that are often toured from the whole world whereas our work is specific to Jeju Island to search the regularly visited routes or path segments for a query with a start location, maximum allowed time, maximum distance and number of places to visit.
The patterns mining techniques for trajectory prediction in [3] , [6] , [13] , [14] could conceivably assist in predicting a popular path. In [6] , Giannotti et al. investigated the enigma of distinct mining patterns known as T-pattern. T-pattern is a series of temporally annotated points, and the aim is to predict all T-patterns using Support Vector Machine. A T-pattern could be perceived as a central pattern which symbolizes movement through a series of points. Thus, if the starting location and destination are just right on the series, it is suggested a recommended route and vice versa. Nevertheless, this work is based on start and end locations and doesn't consider the waypoint in between, so this idea does not go well with the paper context, where the number of waypoints and constraints need to be considered. Apart from the above literature, a more recent idea is of the region of interest (ROI) which is employed for estimating a route as a series of tokens, but this is not adequately correct for pointing precise navigation for path devising goal.
Likewise, in [3] and [14] , the existing idea of sequential pattern mining algorithms is utilized for investigating regular trajectory segments that are visited more often. In [13] , the movement in periodic fashion is mined, and the areas are examined too. In the pre-processing phase of our solution, an algorithm is produced for retrieving frequently visited location by using the movement path and path segments, and subsequently, the transition matrix. The grounds of this algorithm is comparable to the density-based clustering algorithm DBSCAN in [20] , which identifies a density-based SCAN. In [21] , Cao et al. also propose an approach to retrieve a road network from trajectories. However, their method is designed primarily for identifying edges while road intersections are not elegantly clarified. The work in [22] are intended mainly for discovering road intersections, but they require an underlying roadmap available in advance for training a classifier, while in our algorithm, the trajectories may be un-constraint and the roadmap availability is not assumed. Other similar work includes planning routes by analyzing traffic contingency [23] , seeking alike routes [24] - [28] , shortest path [10] , [29] , shortest path on time-dependent networks [30] , predicting the fastest route by mining speed patterns [31] , etc. Nevertheless, all the work above is not able to address the problem of obtaining and acquiring the popularity of a route. Similarly, the use of a Markov Chain is commonly used in predicting the stochastic behavior of the data. In [32] - [34] , Markov Chain is used for arterial route travel time distribution and road congestion prediction. A variation of Markov Model has also been in use for route popularity [35] , [36] . Grey prediction models [37] have also attracted considerable regard since these models can characterize an unexplored system from limited data [38] - [40] , without expecting conformance to statistical hypotheses, such as normal distributions. The extensively applied grey model with a first order differential equation and a single variable, GM(1,1), for example, can be set up using only four recent sample data points [40] , [41] . The above instances in the literature indicate the significance of Markov chains in case of stochastic behavior in tourism data; however, the use of Markov Chain is not limited to this context but also is widely used in network control system [42] , [43] in which the stochastic behavior is non-linear. Markov jump [44] , [45] is used to reliably profile event-triggered control issue in such systems. Similarly, Deep Neural Networks [46] and Recurrent Neural Networks (RNN) [47] are also widely adopted in location prediction considering the data is time series. However, for data having a long sequence of routes, the performance and accuracy of these algorithms suffer significantly. In such cases, the Markov Chain and Hidden Markov Chain are the preferred choices. In this work, we use a simplified Markov Chain model, and much of the preprocessing is handled with powerful data processing tools to efficiently predict and recommend an optimal route based on user preferences and constraints, which is, to the best of authors knowledge, the first of its kind for Jeju Island, South Korea region.
III. SYSTEM MODEL
The main goal of this work is to analyze the stochastic behavior of the real data collected from routers and to predict the famous spots and routes from the data. The block representation of the proposed system is depicted in figure 1 . The popularity indexes of all the locations in short-term and in long-term are provided as inputs alongside user-defined constraints. The system processes these functions according to optimization objective function, which is described in subsequent sections. The system returns the optimal route based on user constraints and the popularity of the locations. The flow diagram of the system is exhibited in figure 2 . The first step is to analyze the input flow data to find stochastic characteristics of different locations using Markov Chain. Using the data, we see the transition probabilities from one place to another. The transition matrix is then provided to the Markov Chain model to find steady state probabilities. Similarly, from the transition matrix, short-term probabilities are computed which are taken as the probabilities of specific locations from one location to another. In addition to the probability transition matrix, a distance transition matrix is also computed based on the latitude and longitude of all the tourist sites. These three parameters are provided alongside user constraints, which are time, current location, and maximum distance. Once the optimization objective function receives all the input parameters, it computes the optimal route, which meets user constraints and at the same time popular both in the short and long-term.
In the following subsections, we describe a systematic approach for finding the input parameters for the optimization function. The parameters are the popularity index of locations VOLUME 7, 2019 FIGURE 2. Detailed system flow diagram.
in short-term, the popularity index of locations in long-term, distance matrix, and user preference weights.
A. MARKOV CHAIN BASED POPULARITY FORECASTING
The proposed approach is based on the statistical concept of the Markov Chain and aims to forecast the popularity measure of all places of Jeju Island in long-term while characterizing the stochastic behavior of the real data we collected.
Markov process is widely used in modeling the dynamics of stochastic systems and the state transitions of complex stochastic systems. A Markov process X (t), t ∈ T is a stochastic process with the property that, given the system state at time t, X (t), for a time s > t, the system state X (s) is not influenced by the system states, X (u) for u < t that is, prior to the time t. P is a transfer matrix; the matrix elements are not negative, and the sum of all the various elements is equal to 1, expressed in the probability of each element. The element in the matrix is the probability that the transition occurs from the previous spot to current spot in our example use case. In simple words, a stochastic system is said to be meeting the Markov property if the future states are not dependent on the steps that led up to the current state. In formal term the for locations l = (l o , l 1 , l 2 − − − l n ) the markov property is:
The probability of X n+1 being in state j, given that Xn is in state i is called the one-step transition probability. Multi-step transition probability can be calculated according to one-step transition probability and the Markov property as shown below:
A transition matrix P for Markov Chain X at time instant t is an n×n matrix which contains the probabilities of transition from one state to another. In particular, given an ordering of a matrix's rows and columns by the state space S, the (i, j) th element if the matrix P is given by
For instance, if at time t a tourist is on location l 1 the probability that the user moves to location l 2 will be on P 1 2 location of the transition matrix P.
Transition matrix shows the transition probabilities from one state to another in the short-term. These probabilities are converged into a steady state matrix by multiplying with an initial state vector repeatedly. Let I is the initial state vector having any arbitrary distribution.
The I after nth multiplication is given by:
If the transition matrix is irreducible and periodic, the n-step transition matrix converges to a stationary distribution with each column different than the short-term transition matrix; that is,
In order to compute the distance transition matrix, for all the locations in dataset, the distance is calculated using the Haversine formula. The Haversine formula calculates the distance between two locations on earth, considering it as a sphere if their latitudes and longitudes are known as used in recent studies [48] , [49] . It is instrumental in navigation and is sometimes regarded as a special case of spherical trigonometry. For any two locations [l 1 , l 2 ] on earth, the Haversine of the central angle between them is given by
where φ represents the latitude of the location, γ is the longitude of the location, d is the distance and D is the diameter of the earth. hav is the haversine function which is given by:
combining equation (7) and (8), the distance d is found as:
or
putting the values of Haversine function from equation (8) gives rise to
C. OPTIMIZATION OBJECTIVE FUNCTION
The objective of the optimization function is to find a route which has less distance and time and covers more popular sites at the same time. Therefore, the optimization function tends to minimize distance and time and maximize popularity index. Based on these assumption the optimal index is formulated. The first parameter to consider is the popularity index (P i ) and the objective is to maximize it as shown in equation: (12)
where p s is the short-term probability and p l is the long-term probability. The time and distance constraints need to be minimized by the objective function. i.e,
Based on equation (12) and (13) the optimization index formula is given by
where ψ is the optimization function and the route having a maximum of ψ is the most recommended route and α, and β are user preferences.
IV. CONCEPTUAL ARCHITECTURE
The goal of this paper is to perform a series of experiments to refine and preprocess the dataset and extract some useful patterns. Once the data has been preprocessed, the next step is to apply the Markov Chain model for learning the stochastic behavior of the data regarding the long-term popularity index of input locations. The proposed methodology is summarized in figure 3 . There are four layers; input, process, learning, and optimization. The dataset is taken as raw input and sent to the process layer. The process layer performs a series of experiments to refine the raw data. Experiments include tagging of data, cleaning of data to remove redundant records, feature extraction for extracting columns of interest, and finally distance matrix for all the locations. The Markov Chain model is applied in the learning phase to predict the stochastic behavior of the data. In this paper, we are interested in the popularity index of all the locations of Jeju Island. Once we get the popularity index and distance data, we apply optimization based on user preferences to find an optimal route which covers the most popular locations within specified user constraints. In the following subsections, a description of all the experiments performed and algorithms developed are presented. Table 1 summarizes the notations used in all algorithms.
A. EXPERIMENTAL DATA
As mentioned earlier, real data based on the mobile tourist is gathered for the year 2017-2018 from different locations of Jeju Island, South Korea. The data has attributes like date of the connection. The date is split across month, half and quarter for granularity purposes. Apart from this, the moving path is recorded, showing the tourist movements across different locations. Additionally, the number of tourists are counted for the route, and the duplicate count is also noted down, which represents the number of tourists who travel part of the route. The difference between the total path count and duplicate path count is that in case of total path count, the mobile tourist covered the whole trajectory while in case of duplicate the tourist covered part of the trajectory. A chunk of the dataset is shown in figure 4 . have been tagged for efficient processing. A location is tagged using the index of the location and the first three letters of the location. For instance, Seopjikoji is tagged as SEO-002. Once the locations are labeled, the tagged places are replaced in the preprocessed dataset. Secondly, the trajectories are in an arrow separated string, so algorithm 1 is used to parse the list and make a panda data frame to show the location and the total tourists passed through the location. The symbols and acronyms used in the algorithm have already defined in table 1.
The result of the algorithm 1 returns the total unique locations and their corresponding count. Table 2 shows chunk of the result of algorithm 1. The computational complexity of the algorithm is computed, taking into account two distinct operations. Firstly, the iterative operations shown in lines 3 to 6 are the most expensive in terms of time and space. It has two loops, the outer of which is traversing the whole dataset whereas the inner one is traversing the unique locations in the route. If the number of rows in the dataset is taken as n and the number of location in nth row is taken as k, for r in tpl do 6: ν ← Append ν(r, [tpc]) 7 : for r, iter in ν do 8: then the computational complexity is O(nk). Secondly, lines 7,8 traverse the unique location extracted, and thus, it also contributes marginally. If the total location is represented as l, then the overall time complexity of algorithm 1 is O(nk + l). The space complexity of algorithm 1 is O(l) where l is the number of unique location extracted as a result of algorithm 1.
The total visits per location which are parsed from the real data, serve a useful purpose for finding the pattern for the popularity of the location. Figure 5 shows a circular line graph which shows location tags on the circumference of the circle and their respective count inside the ring. The inner sub-circles display different ranges of counts. For instance, the innermost circle represents those locations whose count is more than 25000 and the outer most circle denote that the count is in the range 0-5000. 
C. TRANSITION MATRIX BASED SHORT-TERM LOCATION POPULARITIES
Transition Matrix is one of the preliminary steps in applying the Markov Chain model on a dataset. In this paper, states are the existence of tourists on a certain location, and transitions are the movement of tourists from one location to another to form a trajectory segment. Thus, the rows and the columns show the locations and the values of the matrix are the transition probabilities. For this use case, the input data is the unique tagged locations with their respective counts as computed in algorithm 1. The data is a two-dimensional data frame. The indices show locations while columns represent the counts. The total count for each transition is computed to form the transition matrix. A transition is represented as LocA => LocB, so a string matching algorithm is applied to search for every row in the dataset dynamically, and if found, the respective count against that index is noted. In the end, the duplicate transition is summed up to see the unique transitions. Algorithm 2 describes the method to find the transition matrix. The symbols and acronyms used in the algorithm have already defined in table 1.
Algorithm 2 Transition Matrix Calculation From the Dataset and the Count of Every Locations
Create a DataFrame with index and columns to unique locations 3: 
[r]
The time complexity of algorithm 2 is illustrated by considering lines 4 to 12. As there are two for loops each dealing with traversing the unique locations, therefore the time complexity is in the order of O(n 2 ) where n is the number of unique locations. It appears from the complexity that the algorithm is quadratic in scale but since the n is very small considering the tiny geographical area of Jeju island, so the overall impact of is minimal. Furthermore, it also generates and populates a panda matrix of nXn order, so the space complexity is also O(n 2 ).
The transition matrix generated as a result of algorithm 2 is summarized in table 3. The first row and the first column show the locations and rest of the rows show the transition probabilities. The matrix is a hollow matrix because the probability of going from one location to itself is always 0.
D. STEADY STATE CONVERGENCE BASED ON LONG-TERM LOCATION PROBABILITIES
As discussed in Section 3, in the Markov Chain, if an initial state vector representing any arbitrary distribution is repeatedly multiplied with the transition matrix, it converges to a steady state. The steady state is a state which can't be changed after further multiplication with the transition matrix. In this state, the system is characterizing the long-term behavior of the data. In this subsection, we outline the result of steady state convergence and depicts how it converges to a steady state. Figure 6 shows the effect of long-term probabilities for n = 100.
The convergence of the probabilities is validated by comparing the n = 100 and n = 200, and the difference was entirely negligible. n is made to increase from 5 to 200, and initially, the difference is visible, but after 50 repetitions, the states are converged, and no matter how many times more we multiply the initial state's vector, the result is always same. It is depicted in figure 7   FIGURE 6 . Steady state long-term probabilities. The difference between n = 5, n = 10 and n = 200 is considerably noticeable but the difference between 100 and 200 is not visible which means the probabilities values are almost same for n = 100 and n = 200. Thus, it can be confirmed that the states at n = 100 are converged and shows the long-term popularities of locations.
V. PROPOSED OPTIMAL ROUTE SELECTION
In this paper, optimal routes are recommended based on user constraints and the popularity of data in a long-term and short-term basis. The long-term and short-term popularity of the data is computed based on the Markov Chain model. In this section of the paper, the aim is to define user constraints and to describe how it affects a typical route recommendation system if one of these constraints varies. One of the primary issues in any recommendation system is the time and distance constraints. The optimal route must satisfy user constraints for effective recommendations. In the following subsection, we describe the mechanism of approaching each user constraint.
A. DISTANCE TRANSITION MATRIX
In describing the model, we derive the formula for distance calculation using equations. In the Markov Chain model, stochastic modeling probabilities of state transition are represented in a matrix called transition matrix. For distance, we also represent a distance transition matrix which shows the distance of each location to another. This transition matrix helps in correlating the popularity of locations with its distance. Algorithm 3 describes the mechanism of how to compute the distance transition matrix. The symbols and acronyms used in the algorithm have already defined in table 1. 
10:
d ← Equation (11) 16:
The time complexity of algorithm 3 is very much identical with that of algorithm 2 in a sense that bulk of the computation is performed in two for loops, as shown in lines 3 until 16. As there are two for loops, each dealing with traversing the unique locations; therefore, the time complexity is in the order of O(n 2 ). In this case, it generates and populates a panda matrix of nXn order from the distance values, so its space complexity is also in the order O(n 2 ). The result of applying algorithm 3 is summarized in table 4. It shows the input location and its distance in kilometers to all other location.
B. TIME TRANSITION MATRIX
In addition to distance, time is also one constraint that can be tackled and is crucial for any recommendation system. Ideally, time is computed based on distance and speed. However, the speed of the vehicle varies according to road conditions, traffic flow, the slope of the road, and many more. Also, the type of vehicle plays a role in such formulations. In this paper, we consider slope and distance for average time calculation of a specific route. The slope is a function of steepness difference of source and destination location. As it is known from elementary math that speed = distance time and this implies to time = speed x distance. The slope can be found by a popular slope-intercept formula slope = mx + b. If b = 0 then both formulae are same and the slope is responsible for the speed of a vehicle. That being said, the average slope of a place can be found by elevation of source and destination. The average slope can be given by equation (15) 
where E d is the elevation of the destination location and E s is the elevation of the source location. The elevation can be found by utilizing Open Elevation API [50] to which the latitude and longitude of a certain location are passed, and the elevation of the location is returned as a response. Figure 8 shows a typical API request and the response. We give the latitude and longitude of location Manjangul, which is 33.52 and 126.77, respectively. These parameters are passed as a query string to open-elevation API, and in response, we get a JSON string which shows the elevation as 85. If the slope is a positive value, it means the route from source to destination is a climbing route, and otherwise, if it is a negative value.
C. USER PREFERENCES
In designing a recommendation system that is aware of user choices, it must consider them by recording them. Sometimes the user gives preference to one constraint than to others. For instance, if for a user, time is more critical, then it would mean the weight of the time is more than other parameters and so one. The user preferences are represented in weights, which is static in the start but is dynamically updated for the same user based on the history and pattern of travelers. In this paper, we design a preference vector which shows the weight of short-term popularity, long-term popularity, distance, and time. 
VI. IMPLEMENTATION ENVIRONMENT
This section provides an overview of the tools and technologies used in implementing and evaluating the proposed recommendation system. The tools and technologies being used in this work are summarized in table 5.
The primary programming language which has been used as a core is Python. The latest version at the time of implementing this project is 3.6. Python is a common yet very powerful programming language. It is extensively exercised for producing stellar applications be it web-based, desktop-based applications or even a data-extensive application performing data analysis and simulation on massive sets of data.
Python is an open-source programming language, and a vast community of developers is contributing patches and modules for any applications. The choice of Python as a core programming language has been made for numerous reasons. First, it is equally successful among researchers doing data-extensive processing and for web programmers developing cutting-edge applications. Second, it is effortless to learn and adapt. Finally, it has strong API support, and security patches are developed actively. For dataset processing, we use a very popular library of Python known as Pandas. Pandas library makes use of the Numpy library to enable efficient data processing. The primary unit of data is presented in the form of a data frame. Data frame stores data and exposes various helper methods to retrieve, search, update, and to do any operation with the data much like database queries. The recommendation system is designed and implemented using a python framework named Flask. Flask is a Model-ViewController based mini-framework. It is mini-framework in a sense that it does not utilize the full-fledged features of an MVC framework. It uses only those modules which are required on demand and consequently, it brings efficiency in its core. Modules of the framework are loosely coupled and can be utilized as per demand. For Front-End technologies, we use HTML5, CSS3, and JavaScript. We also use Bootstrap 3 and a powerful Front-End framework for re-using the code and making the tool responsive to run on mobile screens too [51] . The significant part of the presentation has been developed with the help of a Jinja Templating Engine. As part of the implementation of this work, a Web-based Graphical User Interface (GUI) based on latest web tools like HTML5, CSS3, Javascript and Bootstrap is developed to enable users to interact with the user interface with best user experience screens. Bootstrap 3 is used for providing the application with the ability to adapt to screens of any width. Thus, the proposed application works both on mobile screens as well as on desktop screens.
VII. EXECUTION RESULTS
In this section, we describe different user preferences and constraints and apply the proposed optimization formula, as described in section 2. The optimization formula is based on the optimization index and is needed to be maximized. The optimization index is based on long-term location probabilities, short-term location probabilities, distance, and time. For maximizing the optimization index, distance and time need to be minimized, and location popularities need to be maximized. Thus, a more popular and closer location has higher optimization index than a location with less popularity and high distance and time. Algorithm 4 shows the mechanism of finding candidate routes based on user constraints. The symbols and acronyms used in the algorithm have already defined in table 1.
In the optimization approach, as presented in algorithm 4, different transition matrices are read alongside the dataset. The transition matrices are split based on the initial locations. Afterward, based on the distance and time constraints, those locations are included in the candidate subset which can safely satisfy the user constraints. The optimization index is then computed based on the formulae described in section 3 and then sorted to get the most popular top places. The computational complexity of algorithm 4 is computed based on the traversing time of Pandas data frame according to user preferences. Pandas exploit efficient searching techniques using a variety of functions, and the time is even further decreased if the data frame is sorted beforehand. Consequently, the worst-case execution time is still linear. Another major computationally expensive operation is the iterative approach to go through the candidate location and find the route which gives rise to the shortest path. If the worst-case execution time is considered the overall complexity of the algorithm is O(3n + clogc + c) where n is the number of rows in the dataset and c is the number of candidate locations which meet user preferences. clogc is the sorting time for the shortest path, and logc is the searching time.
A. RESULTS
In this part of the paper, different user constraints and preferences are varied to observe the different recommended routes satisfying constraints and giving more weights to the users' preferences. The cases for which the proposed recommendation system is tested are summarized in table 6 .
In each case, we vary the initial starting location and user preferences. The user preferences are their priorities to certain weights. For instance, a user might be more interested in a popular location in short-term than in the long-term. In this case, the value of sw will be the highest. Similarly, if a user would like to emphasize more on maximum time, then the tw weight will be the highest of all values and the route recommended will be within the time the user has specified. On the other hand, in finding the optimal route, a user can specify some constraints. For instance, the initial location, the total number of locations the user wants to visit, the total distance at maximum, and the maximum time he wants to spend on the route. Table 7 to 12 summarize the top optimal locations which satisfy user constraints as well as user preferences. These places recommend the highly popular tourist spots based on the experimental data and at the same time, meet user constraints.
From the cases mentioned above, it is clear that the route selection is based on the popularity of the locations in the short-term and long-term as well as user preferences. For instance, in case 2 and case 3, the only difference is that the user gives more preference to the location popularity in the long-term and the resultant route is significantly different for both cases.
B. CLIENT APPLICATION
In this subsection of the paper, we describe the client front application, which has developed using Flask and Google MAPS API. The application lets users enter their preferences and constraints using a web form. Once the form is submitted, the route summary and the Google Map directions are returned as a response. Figure 9 shows the main interface for the application.
The main components of the interface are user preference form, Google map, and a table shows the routing summary. Figure 10 and Figure 11 show the result for 7 locations. The routing summary displays the candidate locations which meet user constraints and according to user preferences.
The application is responsive to adapt on every screen and thus can be used pretty easily on mobile screens and even tablet devices. Figure 12 shows the screenshots of various interfaces on mobile size screens. 
VIII. DISCUSSION AND SIGNIFICANCE
In this part of the paper, we aim to signify the contribution of this work and discuss the results achieved. The significance of this work is evaluated with the accuracy analysis, evaluation of the efficiency of the proposed solution with other state-of-the-art methods, and finally with its computational complexity. As discussed in the earlier sections, the Markov Chain model characterizes the behavior of the data stochastically by analyzing the historical pattern within the data. For examining the accuracy of the system, we run the application 100 times. The run of the system is not manually done but rather performed using Selenium testing environment. In the parameter, we have specified the sample size, and the resultant route is recorded for each cycle of the running life. The route tags are then decoded to actual names, and the generated route string is compared in the dataset for confirmation of the route. In the data some routes were found exactly similar, some routes were exactly dissimilar while some of them were route sharing some similar and dissimilar routes. We found the accuracy of the system using the following equation:
where S is the number of similar routes, S p is the number of partially similar routes, λ is the number of similar hops in a route, Di is the number of dissimilar routes, and pDi is the number of partially dissimilar routes. The percentage accuracy of the system is computed using 100−Error. The result of the first 10 routes, 15, routes, and 20 routes is shown in figure 13 . The experiments have been automatically performed using Selenium IDE, and the resultant route is searched in the dataset. In every case, the number of similar routes and partially similar routes was more than partially dissimilar and completely dissimilar nodes. The maximum error found in the experiments were 5% for iteration = 10. The reason for this is the insufficiency of the data. For this said case, only 3 routes using the locations were found out of which, one was completely similar, one was having a single hop different, and one was partially dissimilar. Those locations which are too often visited has higher accuracy than those who are comparably less popular.
The second factor is the evaluation of the proposed system in terms of accuracy and time with other state-of-the-art methods. The dataset is a time series data and is not labeled, so recurrent neural network, grey model, and deep neural network are chosen to compare their performance gain with Markov Chain-based recommendation system. Additionally, the goal of the paper is not only the forecasting of popular spots in the short-term but also in the long-term. For this, the data is split across 4 quarters of the year 2017. The first quarter is validated with the 4th quarter as long-term forecasting, whereas the 2nd quarter is validated with the 3rd quarter as a short-term evaluation. For accuracy calculation, equation (16) is used. The results of the experiments are summarized in a bar graph, as shown in figure 14 . The short-term accuracy of the recurrent neural network is slightly higher than the Markov Chain, but in the long-term, its accuracy is significantly lower. The deep neural network has the highest difference of accuracy in terms of short-term and high-term evaluation whereas grey model's accuracy is slightly lower than others, but the accuracy is stable in long-term as well which makes it the second best solution to Markov Chain. It is the reason why most of the modern studies are focused towards the combination of grey and Markov Chain to make better forecasting, particularly in tourism industries. Similarly, Long Short-Term Memory (LSTM) RNN could potentially improve the long-term accuracy, but it still has the limitation of long sequence which makes it not ideal in this case considering the route length in the dataset is long on average.
Another major aspect of the proposed recommendation system is the data processing time of the system. In addition to selecting an efficient solution based on the nature of the data, we use powerful Pandas API which is made for big data processing and even with a massive set of data it takes considerably less time than other technologies. There are efficient methods of searching, sorting, and other operations within the data, which makes it super helpful in massive datasets processing. There are more than 36000 records in the dataset and processing them using any other techniques, would have taken a lot more time. The main slow operation was the processing the whole data and forming transition matrix, which barely took 2 minutes, which is very much small given the massive amount of data. For a complete epoch of the data, it took 5 minutes to extract the stochastic behavior of the system and converge long-term probabilities. The algorithm complexity also suggests that the slowest operation is in the order of O(n 2 ) in case of forming transition matrices, but since the number of unique locations in Jeju is very limited [up to 36], so it would not affect the overall performance.
To systematically evaluate the response time of the proposed recommendation system from applying user preference query to displaying of results, it is automatically tested 20 times using selenium. The setup time, the worst-case response time (WCRT), average response time, and best-case response time (BCRT) are recorded. The setup time is the slowest time, but it is done only once to find steady states. In the case of deep neural networks, the setup time is equivalent to training time. The response time comparison is shown in figure 15 . The setup time of all the methods is significantly different. While the deep neural network is on the slowest slide, but it can be further enhanced by tweaking the number of epochs and hidden layer at the cost of accuracy. The Markov Chain model uses steady state matrix formation as a setup phase, which is the fastest among all. The access time is the time taken by the system to take user preference query and return the optimal route. For all the methods, this time is in the order of a few seconds. In the case of Markov Chain, the worst-case time is only 3 seconds, whereas the average response time is just over a second, which is very fast considering the massive set of data. Grey model is the next faster solution with the average response time of only 4 seconds. Other methods also perform reasonably well but considering all the measure such as long-term accuracy, setup time and WCRT; the Markov Chain is by far the smarter choice among the state-of-art methods.
IX. CONCLUSION
In this paper, we have worked around a real dataset based on the locations of Jeju Island, South Korea. We have extracted the visitor's movement routes and patterns and analyzed the stochastic behavior of the data using Markov Chain model.
As part of the Markov Chain model, we formed different transition matrices indicating probabilities transition, distance, and time transitions among different locations. The long-term steady states predictions alongside user preferences and constraints helped in finding optimal routes within user constraints. A recommendation system is developed to take user constraints such as current location, number of locations to visit, maximum time and maximum distance from users and return optimal routes on Google Maps having maximum index within input constraints. The application is responsive, so it can easily be accessed on mobile phones as well. The performance is evaluated with respect to different state-ofthe-art methods, and it has been learned that the system accuracy is always within 95 to 100% whereas the long-term accuracy which is one of the central goals of this paper is the highest among all solutions. Based on the performance and the novelty of data, the proposed recommendation system is regarded as a significant contribution to the state-of-the-art.
