ABSTRACT. In this paper, we introduce the concepts of statistical monotone convergence and statistical order convergence in a Riesz space, and establish some basic facts. We show that the statistical order convergence and the statistical convergence in norm need not be equivalent in a normed Riesz space. Finally, we introduce the statistical order boundedness of a sequence in a Riesz space.
Introduction
The concept of Riesz space (also called vector lattice) was first introduced by F. Riesz in [15] . Since then many others have developed the subject. The first contributions to the theory came from H. Freudenthal [7] and L. V. Kantorovich [9] . Most of the spaces encountered in analysis are Riesz spaces. They play an important role in optimization, problems of Banach spaces, measure theory and operator theory. They have also some applications in economics (see [1] ).
One of the fundamental concepts in the study of Riesz spaces is the "order convergence", which leads to the concept of order continuity. The order convergence in a Riesz space does not necessarily correspond to a topology in the sense that order and topologically convergent nets or sequences are the same. The book by A. C. Zaanen [19] presents a good and detailed investigation of this material. Order convergence will be the basic tool of our study.
2010 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: Primary 40A05; Secondary 46B42. K e y w o r d s: Riesz space, statistical monotone convergence, statistical order convergence, statistical convergence in norm, statistical order boundedness. The abstract of this work was presented in "A Symposium on Positivity and Its Applications in Science and Economics" which was held at Abantİzzet Baysal University (Bolu, TURKEY) on September 17-19, 2008. As for the theory of statistical convergence, it is also an active area of research. The statistical convergence was first introduced by H. Steinhaus [17] , as a generalization of ordinary convergence for real sequences (see also [6] ). Since then it has been studied by many authors. An important application of the theory can be found in [12] . The statistical convergence has also been discussed in more general abstract spaces such as locally convex spaces [11] , Banach spaces [3, 10] , and fuzzy number spaces [14] . However, these studies handle the statistical convergence with respect to a given topology. Recently, Z. Ercan [5] introduced the notion of statistically u-uniformly convergent sequence in a Riesz space, and thus handled the statistical convergence and the order convergence together. The aim of our work is to introduce the concept of statistical order convergence in a Riesz space, which is a natural generalization of order convergence and statistical u-uniform convergence. In this context, we try to establish basic definitions and obtain some basic results.
We can outline our work as follows. In Section 2, some preliminary definitions related to Riesz spaces and statistical convergence are presented to make the paper self-contained. In Section 3, the concepts of statistical monotone convergence and statistical order convergence in a Riesz space are introduced, and some main results are obtained. It is also shown that the statistical order convergence and the statistical convergence with respect to a norm topology are not equivalent in general. Finally, we introduce the concept of statistically order bounded sequence in a Riesz space and prove a basic theorem.
Preliminaries
First, we list some of the basic concepts related to the theory of Riesz spaces and refer to [19] for more details.
Ò Ø ÓÒ 1º A real vector space E (with elements f, g, . . . ) with a partial order ≤ is called an ordered vector space if E is partially ordered in such a manner that the vector space structure and the order structure are compatible, that is to say,
(ii) f ≥ θ implies αf ≥ θ for every α ≥ 0 in R, where θ is the null element with respect to addition.
If, in addition, E is a lattice with respect to the partial ordering, then E is called a Riesz space or also a vector lattice. Now let E be a Riesz space. For any f ∈ E, we write f + = f ∨θ, f − = (−f )∨θ and |f | = f ∨ (−f ). If |f | ∧ |g| = θ, then we write f ⊥ g. In this case, f and g are said to be disjoint.
A sequence (f n ) in E is said to be increasing if f 1 ≤ f 2 ≤ . . . , and decreasing if f 1 ≥ f 2 ≥ . . . . This is denoted by f n ↑ or f n ↓ respectively. We will call a sequence which is increasing or decreasing as monotonic. If f n ↑ and sup f n = f exists in E, we write f n ↑ f . Similarly, if f n ↓ and inf f n = f exists, we write
A sequence (f n ) in E is said to converge in order to f if there exists a sequence p n ↓ θ such that |f n − f | ≤ p n holds for all n. In this case we will write f n ord − − → f . Note that monotone convergence is a particular case of convergence in order (order convergence).
A sequence (f n ) in E is said to be order bounded if there exists an order
Finally, we recall some of the basic concepts related to statistical convergence. Let K be a set of positive integers. The natural density of K is defined by
where |{k ∈ K : k ≤ n}| denotes the number of elements of K not exceeding n.
where K c is the complement of the set K in N (see [13] ).
If (f n ) is a sequence such that (f n ) satisfies property P for all n except a set of natural density zero, then we say that (f n ) satisfies property P for almost all n and we abbreviate this by a.a.n ( [8] ).
in X is said to be statistically convergent in norm to x ∈ X provided that for each ε > 0, the set
has natural density zero. In this case, we will write x n st-norm
In the following, we generalize the statistical continuity of a real function (see [2, 4] ).
Ò Ø ÓÒ 4º
Let X and Y be normed linear spaces. A mapping f : X −→ Y is said to be statistically continuous at a point
If f is statistically continuous at each point of a set M ⊂ X, then f is said to be statistically continuous on M .
Main results
In this section, first we introduce the concept of statistical monotone convergence in a Riesz space, and present some basic results. The notion of statistical monotonicity was first introduced in [18] for real sequences. We extend it to sequences in Riesz spaces. Note that a smi sequence may contain a subsequence of decreasing or incomparable elements of E but the index set of such a subsequence has natural density zero. A similar condition holds for a smd sequence.
Following [8] and [16] , we easily obtain the following result.
Ì ÓÖ Ñ 1º Let E be a Riesz space and (f
is statistically monotonic if, and only if, there exists a monotonic sequence (g n ) such that f n = g n for a.a.n.
Ì ÓÖ Ñ 2º Let E be a Riesz space and (f n ) be a sequence in E. Then we have the following:
Then there exists a set
(ii) This part is similar to (i).
The converse implications in the above theorem do not hold in general, as can be seen in the following example. Example 1. Let a sequence (f n ) be defined in R 2 (which is equipped with the coordinatewise ordering) as follows:
where k ∈ N. Thus we have δ {n ∈ N : f n f n+1 } = 0, but there does not exist
Ò Ø ÓÒ 6º Let E be a Riesz space and (f n ) be a sequence in E. If there
Note that monotone convergence implies statistical monotone convergence but the converse does not hold in general, as can be seen in the following example.
Example 2. Let us consider the Euclidean space R 2 with the coordinatewise ordering. Now define a sequence (f n ) in this space as
where k ∈ N. Thus we have f n ↑ st (1, 0) . Observe that the whole sequence (f n ) is not monotonic, but it is statistically monotonic.
Remark 1º
It is known that if f n ↑ f , then f n k ↑ f for every subsequence (f n k ) such that n 1 < n 2 < . . . . Similarly, for a decreasing sequence. However, this may not hold in the setting of statistical monotone convergence. For instance, let us consider the sequence in the preceding example. The subsequence (f n k ), where n k = m 2 for some m ∈ N, does not have a supremum. It may also happen that a smi sequence contains a subsequence of decreasing or incomparable elements. This can be seen via the sequence (f n ) defined by
2 with the coordinatewise ordering. Similar cases are also possible for a smd sequence.
The following theorem states that the statistical limit of a statistically monotone convergent sequence is uniquely determined.
Ì ÓÖ Ñ 3º
P r o o f. We will prove the first part of the theorem. The other part can be proved similarly. Assume that f n ↓ st f . Then there exists a set
If there is not such a set L, then there is nothing to prove. We will show that inf k∈N f m k = f . First, we have f n k ≥ f for every k ∈ N, and the sets K and L are almost equal since δ (K ∩ L) = 1. Now we can find an n k ∈ K and m l ∈ L such that n k = m l , and thus
This pair of indices is not unique, in fact, we can find infinitely many of them. Continuing in this way, we get f m k ≥ f for every k ∈ N. Hence f ∈ E is a lower bound of the subsequence (f m k ). Now suppose that there is another lower bound of (f m k ), say, g ∈ E. Namely, let f m k ≥ g for every k ∈ N. Then we can find an f n k 1 such that f n k 1 = f m k ≥ g for some k ∈ N. Continuing in this way, we can construct a subsequence f n k 1 , f n k 2 , . . . of (f n k ) such that g is a lower bound of f n k l l∈N . Since f n k ↓ f , the infimum of every subsequence of (f n k ) is f . Hence we get g ≤ f . Since g is arbitrary, it follows that inf
Similarly, for a smd sequence. 
The last statement holds for every l ∈ K ∩ L, and hence
(iii) By hypothesis, there exist two sets
decreasing. Now let us consider the set S = K ∩ L ∩ M , where δ (S) = 1. Then for every s ∈ S we can write θ ≤ r s ≤ p s ↓ θ and (r s ) is decreasing. Hence r s ↓ θ, which shows that r n ↓ st θ. Now let us assume that (r n ) is smi. Then there exists a set T = {t 1 
Thus, r n = θ for every n ∈ K ∩ T ∩ L, which shows that r n = θ for a.a.n.
Statistical monotone convergence is a particular case of a more general convergence, namely, the statistical order convergence which we introduce as follows.
Ò Ø ÓÒ 7º Let E be a Riesz space. A sequence (f n ) in E is statistically order convergent to f ∈ E provided that there exists a sequence (p n ) such that p n ↓ st θ and a set K = {n 1 < n 2 < . . . } ⊂ N with δ (K) = 1 such that |f n − f | ≤ p n for every n ∈ K. In this case, we have δ n ∈ N : |f n − f | p n = 0, and we write f n st-ord − −−− → f . We call f the statistical order limit of (f n ).
Observe that order convergence implies statistical order convergence but the converse does not hold in general, as can be seen in the following example.
Example 3. Let us consider the set of all real numbers R with the usual order. Define (f n ) in R as
where k ∈ N. If we choose
we get |f n | ≤ p n for every n ∈ K. Hence f n st-ord
Note that a statistically order convergent sequence need not be order bounded, and a subsequence of a statistically order convergent sequence need not be statistically order convergent. These facts can be seen in the following example.
Example 4. Let (f n ) be a sequence in R defined by
if n is prime
In the following theorem, we characterize the statistical order convergence.
Ì ÓÖ Ñ 5º Let E be a Riesz space and (f n ) be a sequence in E. Then (f n ) is statistically order convergent to f ∈ E if, and only if, there is another sequence (g n ) such that f n = g n for a.a.n and which is order convergent to the same limit f .
P r o o f.

Necessity:
This part is clear from Definition 7.
Sufficiency:
Assume that f n = g n for a.a.n and g n ord − − → f . Then there exists a sequence (p n ) such that p n ↓ θ (hence p n ↓ st θ) and |g n − f | ≤ p n for every n ∈ N. Thus, we can write
Since g n ord − − → f , the latter set on the right side of (3.1) is empty. Hence we have
Thus, δ {n ∈ N :
Ì ÓÖ Ñ 6º In a Riesz space E, we have the following:
(i) The statistical order limit is uniquely determined.
(ii) The statistical order limit is linear.
(iii) Statistical monotone convergence implies statistical order convergence.
(iv) The lattice operations ∨ and ∧ are statistically order continuous.
Then we can find sequences (p n ) and (q n ) such that p n ↓ st θ and q n ↓ st θ, and a set K = {n 1 < n 2 < . . . } with δ (K) = 1 such that
Thus, we get
for every k ∈ N, which shows that f = g. On the other hand, we have
Thus, we get The first assertion follows from the arguments of (ii) and the relation
Similarly, we get f n ∧ g n st-ord 
Finally, using the arguments just above and considering the inclusion
(vi) Assume that f n st-ord − −−− → f and f n ≥ θ for a.a.n. In this case, we have
P r o o f. By assumption, there exist sequences (p n ) and (q n ) such that p n ↓ st θ and q n ↓ st θ, and two sets L, M ⊆ N with δ (L) = δ (M ) = 1 such that
and |h n − f | ≤ q n and q n ↓ θ along the set M.
STATISTICAL ORDER CONVERGENCE IN RIESZ SPACES
Thus, we can write
where (p n + q n ) ↓ st θ by Theorem 4 (ii). This shows that g n st-ord
In the following theorem, we present some properties of the statistical convergence in norm in a Riesz space.
Ì ÓÖ Ñ 8º Let E be a real normed Riesz space and (f n ) be a sequence in E. 
for each ε > 0. By assumption, each set on the right side of (3.2) has natural density zero. Thus, we get where ε > 0 is arbitrary.
Then (g n ) is order bounded, δ {n ∈ N : h n = θ} = 0 and f n = g n + h n .
Ì ÓÖ Ñ 10º A statistically order convergent sequence in a Riesz space E is statistically order bounded.
P r o o f. Straightforward from Definitions 7 and 8.
Conclusion
In the present paper, we have introduced a more general type of convergence for the analysis of sequences in Riesz spaces, namely, the statistical order convergence, and investigated its basic properties. We have also shown by an example that the statistical order convergence and the statistical convergence in norm need not be equivalent in an arbitrary normed Riesz space. Finally, we have introduced the statistical order boundedness of a sequence in a Riesz space. We think that these results could provide a more general framework for the investigation of convergence and boundedness with respect to the order in Riesz spaces.
