Introduction
Over the past ten years, there has developed an extensive literature dealing with the study of granular flows motivated largely from important industrial and engineering applications, such as the transportation and storage of bulk materials.'*' As a nonlinear disorder system, the flow of a granular material has become a model through which a more basic understanding of nature might be obtained. For example, the avalanche of a sand pile has been employed by Bak et al. 3 ,4 for th;h;;od;e;f t;hl;;-calFh_la " senlldf organized criticality," Barker' refer to as "theories for everything." Granular flows are classified into the following regimes: rapid flow or the "grain inertia" regime named by Bagnold,6,7 quasistatic flow or the flow at initial failure, and there are certain transitional regimes between rapid and slow flows. There are many theories describing these flows with particular attention focused on the quasistatic and rapid flow regimes. Two representatives are Spencer's "double shearing" theory' which is based on elastic-plastic theories and "kinetic" theories which stem from gas dynamics. 1,9-12 There have also been attempts to combine the quasistatic and kinetic theories in order to study the transitional flows.3, '4 For rapid granular flow, a good deal of work has been done on the development of kinetic theories'~2~9-'2 and much progress has been made over the past years. It is now accepted that the no-slip boundary condition used for traditional fluids does not apply to granular materials, although the slip mechanism at the boundary is not properly understood. 15-" Recently, attention has focused on incorporating the correct boundary conditions into these theories. '8-24 Couette and chute flows of granular materials are used as the standard model systems for both experimental and theoretical formulations and nearly every theory has been applied to these flows. 1,12,'3~18221,25-27 Despite these efforts, however, there is still considerable disagreement and it remains a highly controversial area. In particular for Couette flow, how does the boundary interact with the flow, what are the correct density and velocity profiles and how does the flow behave at the boundaries are all questions for which there are no generally agreed upon answers. [15] [16] [17] To attempt to answer some of these questions, we extend our previous study of granular chute flow28 to simple shear Couette flow using a molecular dynamics-like simulation program. We study boundary effects on the flow field by employing actual boundaries, and both geometrically "smooth"
and "rough" boundaries are examined. We find that the speed of the boundary and the assumed particle fraction have significant impact on the roughness of the boundary and consequently the density profile and slip velocity at the boundary as well.
The paper is organized as follows. In the next section we describe our simulational model and computer program, and in Section 3 we discuss simulation details for Couette flow. Our results on geometrically smooth and rough boundaries are discussed in Section 4 in connection with recent similar work of Campbell,'5~'6 Savage and Dai, 17 and Louge et al. 29 In Section 5 we examine the effects of boundary speed on the flow field, and in Section 6 we study the effect of different particle fractions.
Simulational method
The computer simulation of granular flows has proved to be an important tool bridging theory and experiment. A large number of models and methods have been developed and a recent review of some of these computational techniques is given by Dobry and Ng.30 New models and methods are continually emerging, such as the Cellular Automata method described by Savage,31 and the kinetic theory mentioned in the previous section has also been implemented for computer simulation by Ma et a1.32 Among the various methods, the application of a general Molecular Dynamics (MD) technique to granular flows has been one of the most extensively used.33-44 The main difference between molecular and granular systems is the particle-particle interaction mechanism. In a granular system, the interaction between particles is assumed to be short-ranged and by contact (collision) only. Unlike molecular systems, granular materials lose energy at collision or in motion. Except for these differences, the dynamical simulation procedure is the same for both systems. Both involve solving the Newtonian equations of motion and following the trajectories of individual particles. For this reason, the dynamical simulation techniques for granular materials are also named Molecular Dynamics35.36 or the Molecular Dynamics-like technique by Walton3' In the MD simulation of granular materials, the particles are generally assumed to be "soft" in the sense that they are allowed to deform or overlap slightly. However, granular particles are generally hard, and a rigid (nondeformable) assumption has also been made that is referred to as a "hard" particle model. Assuming a binary-collisiononly mechanism similar to that used in the kinetic theory, a hard particle simulational model program has been developed and applied to many rapid granular flows by Campbell' and his coworkers. In a recent paper, Savage and Dai17 refer to both the soft and hard particle simulation techniques as the Molecular Dynamics (MD) method.
In reality the interaction between real granular particles is extremely complicated. They interact nonlinearly in a manner that depends on many factors, such as the history of deformation, particle shapes, cohesion, and interfacial media, etc.34,38X39 In practical modelling, there is a need to make simplifications according to the desired degree of accuracy required. Recently, the present authors have employed a general simplified mechanical model (soft) for the interaction of granular materials and developed a two- dimensional dynamical simulation program following the general MD simulation scheme4' and which has been applied to the chute problem.28 In our simplified two-dimensional (discs) model, the particle-particle interaction forces are resolved into normal (connecting two centers of the contacting particles) and shear or tangential (rotated 90" counterclockwise from the normal) directions, res P ectively, as shown in where 6r and 6i are particle-particle overlap and relative velocity in the normal direction, K and D are elastic and damping constants, and (Y and p are certain parameters. In the shear direction, we have employed a similar form to that used for the normal component, namely
where 6r, and 6k, are the relative displacement and velocity between contacting particles in the shear direction, the parameters K * and D * are elastic and damping constants, and y and A are certain parameters. These parameters are determined either empirically or according to well-known laws. The values of the parameters used in this paper are identical to those employed previously **: K=104,K*=102,D=102andD*=5,ff=3/2,P= 0, y= 1 and h=O.
In the shear direction, the maximum nonslip shear force according to Coulomb's law is pf,, with p the static coefficient of friction. Thus we expect that the shear force Appl.
would not exceed pf, for any collision or interaction and we adopt the form f, = min( f,* y PfJ (3) and in this paper, a value of CL = 0.4 has been used. In addition to contact forces, granular particles generally also experience body forces such as gravitation, electric and magnetic forces, etc. Here we consider only simple granular shear flows and assume that gravitation and other body forces may be ignored. Couette flow with gravitation has recently been studied by Thompson and Grest41 and Zhang and Campbell42 using similar methods. The rotation (spin) of particles is due to surface shear forces, and the torque is calculated from
where R is the radius of the particle. In this paper we use particles of the same size. For each particle i, the program first checks the interparticle distances dij with every other particle j and determines the contacting (colliding) particles with the interparticle distance dij < 2R. The program then calculates forces and torques acting on each particle by every other contacting particle in terms of the above force laws (l)-(4). Once the forces are determined in the normal and shear directions, these forces are then transformed into the reference x and y coordinates as shown in Figure la , and the total force and torque acting on each particle are calculated. The Gear five values predictor-corrector algorithm discussed by Allen and Tildesley4' has been employed to advance the particle's position and velocity. The time step 6t = 5 X lop4 is used throughout the paper.
Modelling Couette flow
As stated earlier, Couette flow is one of the most extensively studied systems both theoretically and experimentally. Physically there are many different ways of producing shear on the flow. The essential difference between chute and Couette flows is the driving force. Couette flow is driven by two horizontal boundaries moving in opposite directions while chute flow is driven solely by gravitation. As indicated in Figure lb the flow is assumed to be restrained between the two shown parallel boundaries. The shearing on the flow can be produced by either moving one of the boundaries and leaving the other one stationary or by moving both boundaries in opposite directions at a speed of + U as shown in Figure lb . Campbell's~'6 employ the former case, while Savage and Dai" employ the latter case for their computer simulations.
For simple Couette flow, there should be no difference between the two methods providing the relative velocity of the boundaries is the same. Indeed our results show that there is no difference in the final fully developed flow but more time steps are required in the case of a single moving boundary. In this paper, we report our results for the case of two moving boundaries.
In traditional continuum mechanics, the main issue for shear flow is the stress-strain relation. In computer simula-84
Appl. Math. Modelling, 1996, Vol. 20, January tions, it is generally assumed that the distance between the two parallel boundaries H is large enough that boundary effects can be ignored. In this event one can study a sample volume (area) in the flow field by employing a periodic boundary condition in all dimensions (both in the x direction and the perpendicular y direction for two dimensions). This sample volume is called a control volume or unit cell and this type of boundary condition is referred to as a Lees-Edwards type boundary condition.40 Savage called this flow the unbounded shear flow" and there are a number of computer simulations that employ this type of boundary condition. [43] [44] [45] [46] To examine boundary effects on the flow, such as those of the kinetic theory,'s-24 explicit (model) boundaries have to be employed. In the flow stream direction (x direction in Figure lb) , the length is still assumed to be very long and the periodic boundary condition is applied in this direction, and real (parallel) boundaries are employed for the perpendicular direction y. Several recent computer simulations on Couette flow have considered explicit boundaries,15-17,29 and there are many different ways of constructing the "real" boundary. A flat wall is employed in Campbell's mode14' while Louge et a1.29 and Savage and Dai" attach particles to the boundary.
In experiments, the rough boundary is also constructed by attaching particles on the boundary walls,1,48-51 while the flat wall is regarded as a smooth boundary. In computer experiments, a uniform layer of monosized fixed on the boundary is found to be smooth' ! articles and a randomly distributed or random sized particles fixed on the boundary is considered to be rough.'7,52 Campbell16 also concludes that some larger particles distributed more than eight particle diameters apart on the otherwise flat boundary is the roughest boundary.
The actual geometrical roughness of a real boundary is certainly a very interesting question.
In this work, we construct the boundaries by attaching a uniform layer of particles on the boundary for the smooth boundary and attach some larger particles (two times the diameter of the flow particles) with eight particle diameters apart on the otherwise uniformly distributed boundary layer for the rough boundary as shown in Figures 2a and 2b. Our model boundaries are very similar to those employed by Louge et a1.29 Savage and Dai, " and Campbell16 and have also been employed in our earlier chute problem.*'
Our unit cell is a 1 X 1 square and the international system of units are assumed in our model without further mention. The particle diameter is taken to be 0.05 and the particle mass is set to be 1. The number of particles N employed in each simulation run is determined by the particle fraction (or "density") defined as V = (N X a)/A with A = 1 the total area of the unit cell and a = ,rrR' is the area of each particle. For example, 362 particles are employed for V= 0.70 and 77 particles for V= 0.15. The particles are initially arranged at the center of the unit cell without contact and given a small initial velocity V, = f 0.1. We should point out that the final fully developed flows are independent of this initial condition.
The fully developed flow is determined by the steady average kinetic energy, density, translational and rotational velocity distributions.
Our results show that the kinetic (b energy, density, and translational velocity distributions are fully developed after less than 3 X lo4 time steps for all of our calculations. The development of the rotational velocity, however, is extremely slow. Typical time steps are 1.8 X lo5 for the rough boundary and 3 X lo5 for the smooth boundary. We divide our unit cell into smaller squares such that the diagonal of each subunit is the particle diameter. This ensures that at each time step only one particle can occupy a subunit. A subunit is occupied by a particle once the center of this particle is in the subunit. For each time step, we record those subunits that are occupied by a particle. Once a subunit is occupied by a particle, we record the velocity components:
V,, V,,, and V,, which are, respectively, the flow, perpendicular, and rotational velocities. We average our results over 3 X lo4 steps after the rotational kinetic energy is stablized. The density profiles for each subunit are determined directly from the "count number" of visiting particles during the averaging. Once the density (number of particles visited) and averaged velocities are determined for each subunit in the unit cell, we then average these properties over the flow direction x and the profiles across the flow width y are then obtained.
Our method is similar to most computer simulations adopted in the literature. Figures 3~2-3~ show the typical translational and rotational kinetic energy per particle against time steps as well as the averaged perpendicular velocity component Vy for a fully developed state with a rough boundary. The particle fraction is V = 0.45 and the boundary speed is U = k 20. We observe that the rotational kinetic energy per particle is much smaller than the translational kinetic energy per particle, which is consistent with our earlier work on chute flows." The zero averaged V, is consistent with physical expectations. For the smooth boundary (data not shown), the features of the translational and rotational kinetic energies and the perpendicular velocity V, are very similar to those shown in Figures 3~2-3~ except that the translational kinetic energy per particle is significantly smaller than that for the rough boundary. These features are general characteristics for all of our calculations and we do not discuss them further here.
Geometrical rough and smooth boundary conditions
We now discuss our results by comparing them with Campbell's recent computer simulations'5,'6 on geometrically rough and smooth boundaries and in particular for the density, flow, and rotational velocity profiles.
In part 1,15 Campbell re-examined two artificial particle-boundary interaction mechanisms proposed in earlier papers,47x53,54 the so-called type A and type B boundary conditions. The type A boundary condition assumes that when a particle collides with a boundary, the surface velocity of the departing particle has the same velocity as the boundary surface. The type B boundary condition assumes that the velocity of the center of the departing particle has the same velocity as the moving boundary. For a real system these assumptions constitute extremes. In contrast, in our simulational model we make no such assumptions apart from the basic force laws described in Section 2 so that our model should apply more accurately to real materials.
In part II, I6 Campbell examined the rough and smooth boundaries with the type A particle-boundary interaction mechanism. We believe that the reason for employing the type A rather than the type B mechanism is that it produced a low density zone at the boundary for chute flo~,~~ which had been claimed by earlier experiments,55 while the type B boundary condition produced no low density zone at the boundary.54 Campbell and Brennen in a earlier paper 47 stated that the type B boundary condition more closely approximates real experiments. We mention in passing that our recent work on the chute flow2' indicates that no such low density zone exists at the boundary, and this is consistent with the recent experiments of Ahn et a1.56 and Drake.57v58 Figures 4a-4c show the density p, flow velocity V,, and rotational (spin> V, profiles across the flow field y with the rough boundary. The particle fraction is V = 0.45, the same value as that used by Campbell16 and the boundary speed is U = f 20. A snapshot of this flow is that shown in Figure 2b . The density profile, Figure 4a , shows a low density zone at the boundary and is uniformly distributed at the center of the flow field. There is a slip velocity at the boundary, shown in Figure 4b , since the velocity of the particles at the boundaries is -& 15. This contradicts the results of Campbell'6 who predicts a uniform density distribution and no-slip for the rough boundary. The uniformly distributed rotational velocity profile shown in Figure 4c is, however, similar to that of Campbell.
Figures 5a-5c show the density p, flow velocity V,, and rotational velocity V, profiles across the flow field y for the smooth boundary with the same conditions as in Figures 4~3-4~ . A snapshot of this flow is that shown in Figure 5a shows no low density zone at the boundary. This is also in contrast to Campbell's results for the smooth boundary with a type A boundary condition'6 that shows a low density zone for the smooth boundary. The larger boundary slip velocity shown in Figure 5b and the roughly uniform rotational velocity profile shown in Figure 5c , on the other hand, are very similar to those obtained by Campbell l6 for the smooth boundary.
We now compare our results with those obtained by Louge et a1.29 and Savage and Dai." The boundary conditions employed by Louge et a1.29 are very similar to our smooth boundary, and our density and stream velocity profiles are in excellent agreement with their results. Savage and Dai" employ a slightly different boundary to our smooth boundary but also obtained similar density and velocity profiles. One of the interesting common features is that the density profiles obtained indicate a small oscillation at the boundary as shown in Figure 5a . As explained previously, 28 this actually indicates a slightly higher density at the boundary. We return to this point in Section 6. The general agreement between our results and those of Louge et a1.29 and Savage and Dai I7 does not explain the difference between ours and those of Campbell.16 From our results, it seems understandable that the low density zone at the rough boundary is due to the existence of larger boundary particles, and the smooth boundary should produce uniform density profile. The slip velocity on the rough boundary is smaller than that on the smooth boundary, which indicates that our geometrically rough boundary is indeed rough in the sense that it has produced a resistance to the slip at the boundary. However, there is still a slip in contrast to the "no-slip" claimed by Campbell.16 The reason for these differences could be the different simulational model programs employed (the soft against hard models). Interestingly, Savage and Dai17 employed both models but did not mention any difference in their paper. The other possible reason may be the type A boundary condition. Unfortunately, Campbell did not discuss the type B boundary condition for the rough boundary. 16 In many analyses of granular flows, the boundary is assumed to be rough in order to have the no-slip boundary condition (see Ahmadiz5 for Couette flow and Kruyt and Vere159 for chute flow). Based on this assumption, Ahmadi2' shows a density profile with low density at the boundary and maximum density at the center of the flow field for the simple Couette flow based on his kinetic theory. These results are consistent with our work for the rough boundary.
As mentioned in Section 1, the main difference between granular flow and a conventional fluid is the slip velocity at the boundary. The slip velocity is defined as
where U is the speed of the moving boundary and the V,, is the particle velocity at the boundary. The shear rate of the flow is then T=dV,/dy=2(U-V,)/H (6) where H is the distance between the two parallel boundaries. If there is no slip at the boundary, the knowledge of the shear rate determines the speed of the boundary. Unfortunately this is not the case for granular materials and it is not surprising that the slip mechanism at the boundary has received much attention recently.15-17 Because there is no obvious relation between the boundary speed and the shear rate of the flow field, the boundary speed will be an important factor in determining the overall flow properties.
Speed of boundary
The results shown in Figures 4a-4c and Figures 5a-5c are obtained at the boundary speed U = f 20. By keeping all other parameters the same, we now study the boundary speed at U = 5 5. Figures 6a and 6b show the density p and stream velocity V, profiles with the rough boundary. We can see that the velocity of the particles at the boundaries is now at Vxb = +5, which is the same as the moving boundaries, and the no-slip condition at the boundary V, = 0 is achieved. However, the density profile at the boundaries still shows a low density zone which is still inconsistent with the results of Campbell.16 The corresponding results for the smooth boundary are shown in Figures 6c and 6d . We observe that there is a slip velocity V, = 2.6, and the density profile now shows a low density zone at the boundary in contrast to the U = f20 case shown in Figure Sa geometrical roughness of our smooth boundary at sufficiently slow boundary speed. These results provide strong evidence that the boundary roughness very much depends on the speed of the boundaries. To further show the effects of boundary speed we study a low density case at V = 0.15. Figures 7a and 7b show the density profiles obtained for the rough boundary with identical conditions except for different boundary speeds employed, U = + 10 and U = 5 30. At U = + 10, there is a low density zone and a maximum density at the middle of the flow field as expected from our above results on the rough boundary. Interestingly, at the speed of U = + 30, the density is uniformly distributed, which is similar to the density profile for the smooth boundary shown earlier. This shows that the rough boundary becomes effectively smooth at relatively high boundary speeds.
These results show that the effects of geometrical roughness on the flow depend to a large extent on the boundary speed. A smooth boundary can become rough and a rough boundary can behave as if it were smooth. Without considering the boundary speed (or alternatively the shear rate), there is no absolute meaning of rough and smooth based soley on the geometrical roughness. Physically this is not difficult to understand.
As stated earlier, the slip at the boundary is an important characteristic for granular flows but the slip mechanism at the boundary is not properly understood.'5S'6 In their theoretical analysis of chute flow, Hutter and Schweiwiller60,61 employ a viscous sliding law at the base boundary, It is also believed that the boundary slip depends on the geometrical roughness of the boundary, and 88
Appl. Math. Modelling, 1996, Vol. 20, January of different coefficients of restitution on the slip velocity have been discussed by Savage and Dai17 and Hanes et a1.50 A coefficient of boundary roughness has also been introduced in the flow analysis using the kinetic theory by Gutt and Haff.18 We consider that it would be interesting to look at the slip velocities as a function of the speed of the boundary. For the purpose of illustration, Figures 8a and 8b show the slip velocities as a function of the boundary speeds with a particle fraction of V = 0.30 for both rough and smooth boundaries. Within the speed range of f lo-f 30, it is clear that the relation between the slip velocity and boundary speed is nonlinear, particularly for the rough boundary.
It is more linear for the smooth boundary; however, an exact functional relation has yet to be determined.
Variation of particle fraction
The above discussion shows that interesting results may be obtained from an examination of different boundary speeds. The particle fractions employed, however, are arbitrary and, as we have seen, the slip velocity at the boundary not only depends on the boundary geometry but also on the speed of the boundary. The question now arises as to what is the difference between different particle fractions? To do this we have repeated the above calculations on different boundary speeds for different particle fractions and for both rough and smooth boundaries. 
Appl.
Figures 9a and 9b summarize the slip velocities against boundary speeds. The particle fractions employed are V = 0.15, 0.30, 0.45. The relations between the slip velocity and the boundary velocity, shown in Figure 9a for the smooth boundary, are more linear than those for the rough boundary shown in Figure 9b . Generally the slip velocities are larger for the geometrically smooth boundary than those for the geometrically rough boundary. They also show that as the particle fraction increases, the slip velocity at the boundary decreases for the same boundary. The extension of the curves for lower boundary speeds shows that the curves approximately go through the origin for the smooth boundary while there is a finite intercept for the rough boundary. These results indicate that our smooth boundarv is indeed smooth in the sense that there are always slip velocities as long as the shearing is driven by the boundaries.
For the rough boundary shown in Figure 9b , the relation between boundary speed and the slip velocity is clearly nonlinear. The intercept on the axis of boundary speed indicates that our rough boundary is rough in the sense that it produces no-slip at some range of lower boundary speeds. For our particular rough boundary case, this speed range is about U = 0-+ 5. For other geometrically rough boundaries, the range of boundary speed for the no-slip condition may be different, but some limited range is expected. Beyond this range there will be a slip velocity that is in contrast to the claim of Campbellt6 that a rough boundary always produces a no-slip boundary condition. 
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The roughness of a boundary may be defined as the rate at which a boundary produces the slip velocity and we define a coefficient of roughness as e, = V,/U (7)
Thus, the smaller the value of e,, the rougher the boundary. This definition is useful because we can determine the shear rate if we know the coefficient of roughness and the speed of the boundary or vice versa. Figures 1Oa and lob show the coefficient of roughness as a function of the boundary speeds for different values of the particle fraction U for both smooth and rough boundaries. In general, the e, are smaller for the rough boundary as expected. As a comparison, the values obtained by Richman and Chou24 are closer to our rough boundary case. The larger the fraction V, the rougher the particles feel for the same boundary. For the smooth boundary, it happens that the larger the boundary speed, the rougher the boundary, while for the rough boundary, there is a maximum around some boundary speed such as U = + 20 for our rough boundary. Finally, we return to the point made in Section 4 on the density profile with the smooth boundary shown in Figure  5a . The small oscillations at the boundary are in agreement with recent results of Savage and Dai17 and Louge et a1.29 As stated previously, this oscillation in fact shows a higher density zone at the boundary. Savage and Dai refer to this higher density as a "layer" phenomena observed earlier by Campbell and Brennen.47 Here we extend our studies by varying the particle fractions from V = 0.15 to V = 0.70 with the same smooth boundary condition and boundary speed of U = f 10.
Figures lla-llf show the density profiles with particle fractions of V = 0.30, 0.50, 0.70 and their snapshots. At V = 0.30, there is no higher density zone at the boundary, while at i = 0.70 there is a minimum density at the middle of the flow field. As the particle fraction varies from lower to higher, the thickness of the higher density phase at the boundary is gradually increased. This indicates some "phase transition" behavior such that at low particle fractions such as V = 0.30 there is no higher density phase and only a single "hot" phase, while at high fractions such as the V = 0.70 there is no lower density phase and only a single "cool" phase. Between them there is a transitional phase where both hot and cool phases coexist, such as at V = 0.50. The phase is hot in the sense that the particles are more randomly arranged with lower particle density. The cool phase represents the more regular layered arrangement with higher density. It seems that the boundary plays the role of a "nuclear" for the densitification process. In connection with the discussions on the "heat" transfer for the granular flows,' the boundaries seem to act as the "heat adsorber."
Conclusions
The results presented in this paper show how complicated boundary effects can be on simple granular shear flow. Because of the existence of a slip velocity at the boundary, which is one of the main differences from a conventional fluid and the unknown slip mechanism for a granular flow, the consideration of the boundary speed becomes very important. We have shown that the roughness of a boundary depends not only on the physical geometry of the boundary but also at least on the boundary speed (or the shear rate if we know the slip) and the particle fraction in the flow. Without consideration of the boundary speed, a geometrically rough or smooth boundary has no absolute meaning, and a geometrically rough boundary can become smooth and a smooth boundary may become rough. The relationship between the slip velocity and the boundary speed is found to be generally nonlinear and depends on the geometrical roughness and the particle fraction. Any real geometrically rough boundary can produce a no-slip boundary condition only within some range of boundary speeds (or roughly the shear rate). The density profile also depends on the boundary geometry and speed. At higher particle fractions, a smooth boundary acts as a nuclear for the densitification or layer phenomena which provides some evidence to suggest that the boundary acts as a "temperature' ' adsorber.
