MiRNAs are a kind of small non-coding RNAs that are not translated into proteins, and aberrant expression of miRNAs is associated with human diseases. Since miRNAs have different roles in diseases, the miRNA-disease associations are categorized into multiple types according to their roles. Predicting miRNAdisease associations and types is critical to understand the underlying pathogenesis of human diseases from the molecular level. Results: In this paper, we formulate the problem as a link prediction in knowledge graphs. We use biomedical knowledge bases to build a knowledge graph of entities representing miRNAs and disease and multi-relations, and we propose a tensor decomposition-based model named TDRC to predict miRNA-disease associations and their types from the knowledge graph. We have experimentally evaluated our method and compared it to several baseline methods. The results demonstrate that the proposed method has high-accuracy and high-efficiency performances. Availability: https://github.com/BioMedicalBigDataMiningLab/TDRC Contact:
Introduction
A non-coding RNA is an RNA molecule that is incapable of being translated into protein (Mattick and Makunin, 2006) . MicroRNAs (miRNAs) are a kind of small non-coding RNAs containing about 22 nucleotides (Bartel, 2004) , and increasing evidences have revealed that miRNAs play crucial roles in multifarious biological processes (Chen and Zhang, 2015) , such as cell growth (Karp and Ambros, 2005) , tissue differentiation (Miska, 2005) , cell proliferation (Cheng, et al., 2005) , embryonic development and apoptosis (Xu, et al., 2004) (Lu, et al., 2008) . Recently, it is discovered that aberrant expression of miRNAs is associated with human diseases (Jiang, et al., 2009) . For example, miR-129, miR-142-5p, and miR-25 were differentially expressed between pediatric central nervous system neoplasms and normal tissue, indicating their role in oncogenesis (Sredni, et al., 2011) . Therefore, the identification of miRNA-disease associations is critical to understand the molecular mechanisms of miRNA-related diseases , improve the discovery of potential biomarkers (Jones, et al., 2014) and the develop novel therapies (Li, et al., 2009 ) Reverse transcription PCR (Siebert, 1999) and northern blotting (Varallyay, et al., 2008) are traditional wet methods for identifying miRNA-disease associations, but they are time-consuming and costly. Recently, researchers have created several databases (Huang, et al., 2019; Jiang, et al., 2009; Li, et al., 2014; Yang, et al., 2010) about miRNA-disease associations, which facilitate the development of computational methods to predict miRNA-disease associations.
In the last few years, large amounts of prediction models have been proposed to predict miRNA-disease associations. For example, Mørk et al. (Mørk, et al., 2014) provided a method to link miRNAs to diseases by network analysis of verified or inferred miRNA-protein associations and text-mined protein-disease associations. Xuan et al. (Xuan, et al., 2015) developed a new method based on random walk to predict potential miRNA-disease associations and extended this method for the diseases without any known related miRNAs. Chen et al. (Chen, et al., 2016) released a novel computational method to calculate the miRNA-disease association prediction score, which integrated Gaussian interaction profile kernel similarity, disease semantic similarity, miRNA functional similarity and known miRNA-disease associations. Similarly, You et al. (You, et al., 2017) constructed a heterogeneous network composed of miRNA similarity subnetwork, disease similarity subnetwork and miRNA-disease association network, and then inferred potential miRNAdisease associations by depth-first search algorithm. Later, a similar heterogeneous network was built by Liu et al. (Liu, et al., 2017) , where the miRNA similarity is calculated by using miRNA-gene and miRNA-lncRNA associations, and the disease similarity is derived by integrating disease semantic similarity and disease functional similarity, and they adopted random walk with restart method on the heterogeneous network to infer miRNA-disease associations. Chen et al. (Chen, et al., 2017) proposed a model, which selected k-nearest neighbors (KNN) of each miRNA (or disease) by KNN algorithm based on the similarity network and implemented SVM (support vector machine) ranking model to rank the neighbors, and then scored the possibilities of associations on the basis of the neighbors ranking through weighted voting. Xiao et al. (Xiao, et al., 2017) applied graph regularized non-negative matrix factorization model to uncover miRNA-disease associations, which integrated the disease semantic information, miRNA functional information and miRNAdisease associations. Chen et al. (Chen, et al., 2018) introduced inductive matrix completion model for completing the miRNA-disease association matrix. Zeng et al. (Zeng, et al., 2018) adopted structural perturbation method on the miRNA-disease bilayer network to infer potential links between miRNAs and diseases. Recently, Peng et al. (Peng, et al., 2019) developed a deep learning framework for miRNA-disease associations identification, which included three components: network-based feature extractor, auto-encoder-based feature selector and CNN-based (convolutional neural network) association predictor. Zhang et al. proposed a novel similarity-based framework to predict unobserved miRNA-disease associations, which only required known miRNA-disease associations.
All above methods can only predict the existence of miRNA-disease associations. However, it has been reported that miRNAs have different roles in influencing diseases (Huang, et al., 2019) , and it is different to understand the pathogenesis of human diseases associated the dysregulations of miRNAs only through exploring binary miRNAdisease associations. Therefore, Chen et al. (Xing, et al., 2015) made the first attempt to predict multiple types of miRNA-disease associations using the restricted Boltzmann machine, but the model named RBMMMDA merely makes use of known multiple types of miRNAdisease associations and not considers the relationships of miRNA-miRNA pairs or disease-disease pairs. Accordingly, Zhang el at. proposed a semi-supervised model named NLPMMDA to leverage the network-based label propagation algorithm for inferring multiple types of miRNA-disease associations. NLPMMDA employed label propagation on miRNA similarity network and disease similarity network to propagate label information of each type of miRNA-disease associations in turns. Despite NLPMMDA incorporates the information of disease similarity and miRNA similarity, it treats one type of miRNAdisease associations as an independent task but ignores the correlations between association types.
In this paper, we formulate the problem as a link prediction in knowledge graphs. We use biomedical knowledge bases to build a knowledge graph of entities representing miRNAs and disease and multi-relations, and propose a tensor decomposition model, named as tensor decomposition with relational constraints (TDRC) to predict multiple types of miRNA-disease associations based on the knowledge graph. TDRC captures multilinear correlations among miRNA mode, disease mode and type mode, by using tensor CANDECOMP/PARAFAC (CP) decomposition model. The CP model can map the miRNAs and diseases into a common latent space. Second, the miRNA-miRNA similarity and the disease-disease similarity are regarded as real-world relations of miRNA-miRNA pairs and disease-disease pairs. Then real-value functions, that can project two vectors of the common latent space into a real, are devised to model the realistic relations and impose relational constraint terms on the tensor decomposition model. Finally, the joint model is effectively optimized by our proposed algorithm. TDRC not only considers the relationship among association types, but also can fully incorporate the information of miRNA-miRNA similarity and diseasedisease similarity. Our contributions are summarized as follows:
 To our best knowledge, we have the first attempt to introduce tensor decomposition methods for predicting multiple types of miRNAdisease associations. Tensor decomposition model can capture multiple types of associations between miRNA and disease, which can help broaden our understanding about the underlying molecular basis of diseases associated with miRNAs.  We investigate the effects of several tensor decomposition-based models on predicting multiple types of miRNA-disease associations. Further, we propose a novel method TDRC which imposes the relational constraints into tensor decomposition models for integration of miRNA-miRNA similarity and disease-disease similarity.  We devise a high-efficiency optimization algorithm for our proposed model TDRC in virtue of alternating direction method of multipliers (ADMM) framework, and resort conjugate gradient (CG) method to avoid computing an inverse matrix in inner iterations of ADMM for less time and space complexity.  The experimental results reveal that tensor decomposition methods can overperform the baseline method NLPMMDA. Especially, compared with other tensor-based methods, our proposed method TDRC can produce robust and competitive performance in predicting multiple types of miRNA-disease associations and make great progress in running time.
Materials

Datasets
The Human MiRNA Disease Database (HMDD) is a database that contains experimentally verified human miRNA-disease associations. HMDD v2.0 (Li, et al., 2014) used to serve as a comprehensive data source in many previous miRNA-related computational researches, especially in the work (Xing, et al., 2015; Zhang, et al., 2018) about predicting multiple types of miRNA-disease associations because the associations curated in it were classified into four types based on the evidence from genetics, epigenetics, circulation and miRNA-target interactions. Recently, HMDD v3.0 (Huang, et al., 2019) have been released. Comparing to HMDD v2.0, this new version covers more entries, provides 2 more categories (tissue and other) and more accurate classifications. We downloaded five types of miRNA-disease associations (The associations in the "other" category are not able to be downloaded with some unknown problem) from HMDD v3.2 (released in March 27, 2019). To get dense data, we delete those miRNAs (diseases) that involve less than two associations in total across all categories. Then a dataset is derived, which contains 16341 multi-type miRNA-disease associations, involving 713 miRNAs and 447 diseases. Besides, we conduct the similar preprocessing on HMDD v2.0 dataset which was collected in our previous work and obtain a complementary dataset, which contains 1492 associations, involving 324 miRNAs and 169 diseases. Data statistics are detailed in Table 1 . Besides, we downloaded disease descriptors from Medical Subject Heading (MeSH). MeSH is a comprehensive controlled vocabulary thesaurus about life science for the facility of searching. Disease descriptors can be used to calculate disease semantic similarity (Wang, et al., 2010) .
Knowledge graphs and problem description
Knowledge graphs (KGs) are directed graph-structured representations of real-world multi-relational data, which store entities and their relations in triple form (ℯ , , ℯ ) , with and denoting subject and object entities and a relation (Balazevic, et al., 2019) . In recent years, the applications of knowledge graphs (KGs) have been of rapid growth in many different domains, including bioinformatics (Ali, et al., 2019; Mohamed, et al., 2019; Muñoz, et al., 2019) .
Given a set of miRNAs ℰ = {ℯ , ℯ , … , ℯ } , a set of diseases = { , , … , } and a set of association types ℛ = { , , … , }, we can construct a knowledge graph using multiple types of miRNA-disease association with miRNAs as subject nodes, diseases as object nodes and association types as relations. A triple (ℯ , , ) as a link in the knowledge graph denotes the association between the miRNA ℯ and the disease is classified into the type. Despite some associations have been retrieved and classified, there are still a large amount of associations unverified. Inferring those potential links in the knowledge graph can enhance our comprehension of the underlying pathogenesis of diseases at molecular level of miRNAs. To this end, an increasingly popular method is to serve the link prediction problem in the knowledge graph as a binary tensor completion problem (Trouillon, et al., 2017) .
As an extended concept of matrices, tensors are multidimensional arrays (Kolda and Bader, 2009 ). The order of a tensor is the number of dimensions, also known as ways or modes. The above constructed knowledge graph can naturally be organized as a binary three-way tensor ∈ {0, 1} × × with miRNA mode, disease mode and type mode. An entry is set to 1 if (ℯ , , ) ∈ . Otherwise, the entries are set to 0. The tensor is extremely sparse with many unknown entries, and our goal is to recover it to predict the missing link in the knowledge graph. It is challenging to reach the goal only by using known links in the knowledge graph. Hence, we consider some auxiliary information to tackle the challenge.
Auxiliary information
According to MeSH descriptors, the hierarchical relationships of diseases can be transformed into Directed Acyclic Graphs (DAGs), where nodes represent the diseases and edges represent the relationships between different diseases. As described in (Wang, et al., 2010) , DAGs can be used to calculate disease semantic similarity. For a disease , a DAG denoted as ( ) = ( ( ), ( )) is constructed, where ( ) is the set of all ancestors of (including itself) and ( ) is the set of links from ancestor disease to their children. The semantic contribution of disease ∈ ( ) to disease can be calculated as:
where ∆ is the semantic contribution factor, and we set ∆= 0.5 in this work. Then the semantic value of disease is defined as:
Finally, the semantic similarity between two diseases and is calculated by:
Moreover, we resort to the measure mentioned in (Xiao, et al., 2017) to calculate the miRNA functional similarity between two miRNAs ℯ and ℯ as follows:
where (ℯ ) represents the set of diseases that are associated with ℯ in at least one association type, | (ℯ )| is the number of elements in the set (ℯ ) and * = ∈ (ℯ ) ( , ).
Methods
CANDECOMP/PARAFAC decomposition
CANDECOMP/PARAFAC (CP) decomposition (Kolda and Bader, 2009 ) is one of the most common tensor decomposition models which can be applied to modeling knowledge graph. Given a third-order tensor ∈ ℝ × × , CP decomposition is represented as:
∈ ℝ × and ∈ ℝ × are factor matrices, which are usually thought of as latent features in each mode. ⟦ , , ⟧ is the reconstructed tensor and its ( , , ) th element is calculated by ∑ , where , and denote respectively the ( , ) th element of , the ( , )th element of and the ( , )th element of . We call as the rank of the approximated tensor ⟦ , , ⟧. Only one weak upper bound on the maximum rank of the tensor is known (Kruskal, et al., 1989) : rank( ) ≤ { , , }. In general, is set Fig. 1 . the illustration of TDRC much lower than rank( ) so that the low rank property of the reconstructed tensor is enforced.
Tensor decomposition with relational constraints
In order to apply tensor decomposition to predict multiple types of miRNA-disease associations, the CP model can be formulated as the following optimization problem:
, ,
where ‖ ⋅ ‖ is the norm of a tensor, ∈ {0, 1} × × is the miRNAdisease-type tensor; ∈ ℝ × , ∈ ℝ × and ∈ ℝ × are the factor matrices with respect to the miRNA, disease and type mode. The optimization problem (1) can be readily solved by alternating least squares (ALS) method (Kolda and Bader, 2009 ).
Nevertheless, the reconstructed tensor often overfits the original tensor which results in difficulty of accurately recalling potential ternary associations. Besides, it arises challenge while only using observed data to complete such a sparse tensor. Recently, many studies (Chen and Li, 2019; Zhang, et al., 2018) have revealed that different data sources can help to approach the task of tensor completion. Thus, we define collective optimization terms to incorporate auxiliary information, including miRNA-miRNA functional similarities and disease-disease semantic similarities.
The disease-disease semantic similarities measure correlations among diseases and miRNA-miRNA functional similarities reflect relationships among miRNAs. Note that the factor matrices and share a common latent space with dimensionality of rank , where the th miRNA is encoded as a vector : and the th disease is represented as a vector : ; and recall that : is the th row vector of the factor matrix and : is the th row vector of the factor matrix . We can design a real-value function : ℝ × ℝ ⟶ ℝ to estimate the relationship between two miRNAs (or diseases) by mapping two vectors as a real value. Moreover, it is expected that the function be able to model the realworld relationships. In this paper, simply, we use the function ( , ) = to approximate the real-world relational data, where is a projection matrix, and are the vectors in the common latent space. Since we have two different kinds of auxiliary information, the approximation errors are minimized by:
, , ( − : : ) + ( − :
where and control the impact of relational information in each part. Different projection matrices and ensure distinct functions to capture various relational information. and are precomputed in section 2.3.
Furtherly, the optimization problem (4) can be reformulated in matrix form:
where ‖ ⋅ ‖ is the Frobenius norm, ∈ ℝ × is the miRNA-miRNA functional similarity matrix with as its ( , )th element and ∈ ℝ × is the disease-disease semantic similarity matrix with its ( , )th element.
To ensure the smoothness of the relational functions, we further introduce regularization on the projection matrices. By combining Eq. (1), Eq. (3) and regularization terms, we can obtain the following objective function of TDRC:
, , , 1 2 ‖ − ⟦ , , ⟧‖ + 2 (‖ ‖ + ‖ ‖ )
where is the regularization coefficient. In the following section, we will show an effective algorithm to solve the problem (4). The whole model architecture is illustrated in Fig. 1. 
Model training
In this section, we develop an alternately updating rule for optimizing the objective function (4), by solving the following subproblems iteratively:
 The subproblem regarding the factor matrix is a classical least squares problem and hence we directly use the closed form solution for updating ;  The subproblem regarding the factor matrices is equivalently addressed as an equality-constrained problem, and we obtain the updating rule for using alternating direction method of multipliers (ADMM) method. Similarly, the updating rule for is given in an analogous way;  The subproblems regarding the projection matrices , keep the same optimization structure, and hence we develop an efficient solver for the unified problem using a transformed conjugate gradient (CG) method.
Updating the factor matrix
Clearly, when the other variables ( , , and ) are fixed, updating is identical to solving the following objective function (Kolda and Bader, 2009) :
where ( ) is the mode-3 matricization of tensor and ⊛ denotes the Khatri-Rao product. The updating rule for is given by:
Updating the factor matrices and
Fixing , , and , the updating rule for the factor matrix is obtained through solving the objective function:
where ( ) is the mode-1 matricization of tensor . Given that Eq. (7) is a fourth-order function of , it is difficult to solve it directly. Inspired by (Kang, et al., 2019) , we convert it to an equivalent equality-constrained problem by introducing an auxiliary variable:
where is an auxiliary variable. And then we resort to ADMM method to solve the problem (8).
First, the augmented Lagrangian function of (8) is introduced as:
is the trace of a matrix, > 0 is called as the penalty parameter and is the Lagrange multiplier. Then, and can be solved by setting the corresponding first partial derivative to zero. We have:
where = ⊛ and = ; is an identity matrix of size ( × ).
Finally, the Lagrange multiplier and the penalty parameter are updated as follows:
where > 1 is a given parameter. For the factor matrix , while fixing , , and , one can observe that the subproblem regarding it shares the similar optimization structure as (7). Therefore, can be updated in the same way:
where = ⊛ , = and ( ) is the mode-2 matricization of tensor .
Updating the projection matrices and
Considering that the objective functions regarding and keep the analogous structure, we unify them into the following generalized optimization problem regarding :
where is or ; correspondingly, is or ; is or .
∈ ℝ × and ∈ ℝ × are corresponding factor matrices or . The objective function (12) can be cast as a regularized least squares regression problem:
is a vectorization operator that stacks all columns of a matrix into a long vector and ⊗ is the Kronecker product. By setting its first derivative to zero, we can obtain the following system of linear equations:
Accordingly, can be updated directly by:
But a great challenge will arise. Recall that ( ⊗ ) ⨂( ⊗ ) + ⨂ is a matrix with size of ( × ). The closed form solution (14) requires inversing an × matrix whose time complexity is ( ), and it also consumes a great deal of memory, which can hardly be regarded as feasible when the given free parameter is very large. Thus, inspired by (Yu, et al., 2014) , we can exploit the structure in (13) to develop an efficient solver via conjugate gradient (CG) method.
We follow the iterative procedure of CG (Hestenes and Stiefel, 1952) , and remold the updating rule in each iteration. Simply, the gradient and the Hessian matrix of ( ( )) are calculated by:
At the first step of CG, the residual vector is initialized as ( ) = −∇ ( ( ( ) )), where ( ( ) ) is an initial guess for solution. We set = ( ), and then after some deductions, we have:
The conjugate vector is initialized as ( ) = ( ) . We set = ( ), so we have ( ) = ( ) . Then, at the th iteration, the matrices ( ) , ( ) and ( ) can be updated via the following rules:
We repeat the process (16) until ‖ ( ) ‖ is small enough, then we can obtain an approximate solution for the system (13). Note that the matrices are invariant in each iteration, we can calculate them previously. Thus, the time-consuming operations in each iteration are multiplications of three matrices, which can be done in ( + + ) time and in ( + + ) space.
Optimization algorithm
According to above deductions, the algorithm for solving the optimization problem (4) are summarized in Algorithm 1.
Algorithm 1 Algorithm for solving problem (4)
Input: known miRNA-disease-type ternary association tensor ; miRNA similarity matrix ; disease similarity matrix ; , , and ;
Output: the factor matrices , and Initialization , and are initialized randomly; = = , = = 1, = 1.1
Repeat 1: Update and using (refer to Algorithm 1) = CG( , , , , );
= CG( , , , , ); 2: Update via (8) 3: Update , , and as in (9), (10) 4: Update , , and as in (11) Until convergence CG( , , , , ) for solving the problem (12) Initialization are initialized to zero; is initialized by (15); ( ) = ( ) For = 0, 1, 2, ⋯ Update , and as in (16) Until ‖ ( ) ‖ is small enough output 4 Experiments
Parameter analysis
Our proposed method TDRC can predict unobserved multiple types associations between miRNAs and diseases based on observed associations. To investigate performance of prediction models, we randomly pick out 20% of all known multi-type miRNA-disease associations for testing and remove them, and the remaining 80% are used for training prediction models. The testing set and all unverified associations are served as unobserved associations and scored by the models. Then we randomly select a subset of unverified associations as a negative sample set with an equal size as testing set. This subset and the testing set are together treated as candidate list ranked for evaluating the performance of the models. TDRC has four hyperparameters: is the rank of the reconstructed tensor, and control the contributions of miRNA-miRNA functional similarity and disease-disease sematic similarity, and is the regularization coefficient. We fix = 0.001 and consider analyzing the influence of the other parameters on performance of TDRC. Traversing within [2, 4, 6, 8, 10] and , both in the range [2 , 2 , 2 , 2 , 2 ] , we build TDRC models by using different combinations of these parameters. The models are evaluated in HMDD v3.2. As a result, TDRC produces the best AUPR score of 0.9295 when = 4 , = 1.0 and = 0.125 . Then, we set = 4 , and investigate the influence of and . As shown in Fig. 2(a) , the change law of the predictive ability with varying the values of and seems not obvious. The cause may be that miRNA-miRNA functional similarity derives from (but not equal to) disease-disease semantic similarity, which leads to the difficulty of trade-off between them. Further, we fix = 1.0 and = 0.125 , and test the impact of . As illustrated in Fig. 2(b) , the performance of TDRC decreases as increases. On one hand, it may be due to the weak statistical property of the type mode that is only 4dimensionality; on the other hand, it suggests that low-rank property of the reconstructed tensor may help to better the performance. In the following discussion, we fix = 4, = 1.0 and = 0.125. 
Comparison methods
As previously mentioned, most existing methods only focus on predicting binary associations of miRNA-disease. To our best knowledge, only two methods can handle the multiple types of miRNA-disease associations, and we select the latest one (NLPMMDA) as a baseline method. Also, to evaluate the effeteness of TDRC, we compare with several additional tensor decomposition-based methods, due to their capacities for inferring the ternary associations of miRNA-disease-type. We concisely describe all comparison methods and their experimental settings as below.
 NLPMMDA : It solely propagated label information of a single type of miRNA-disease associations across miRNA-miRNA similarity network and disease-disease similarity network alternately until a stable state, and then repeated multiple times across types to obtain different inferred scores for a miRNAdisease pair.  CP decomposition (CP): It directly optimizes Eq. (1) by alternating least squares (ALS) algorithm.  TFAI (Narita, et al., 2012) It used auxiliary information to introduce within-mode graph Laplacian regularizations into CP model and adopt ALS algorithm to solve its optimization problem. To be fair, we use the same auxiliary information to construct graph Laplacian regularizations. Particularly, the TFAI model used in this paper can be formulated as the following optimization problem:
In Eq. (17), is the Laplacian matrix from the miRNA-miRNA similarity and defined as = − where is the diagonal matrix whose th diagonal element is the sum of all elements in the th row of . The Laplacian matrix = − is defined similarly.  AirCP (Ge, et al., 2016) : It is a tensor completion model based on CP decomposition using Laplacian regularizations to integrate auxiliary information. To be more distinct, AirCP model used in this study can be formulated as the following optimization problem: 
where the Laplacian matrices are defined as before; the completion constraint ( ) = ( ) means that the observed values in the known sparse tensor remain the corresponding entries in the undetermined tensor . This model can be solved by using alternating direction method of multipliers (ADMM) algorithm.
All comparison models are tuned on HMDD v3.2 dataset. NLPMMDA has two free parameters:
and . We set = (as the same as the corresponding paper) and vary them from 0.1 to 0.9 at a step of 0.1. In our experiments, NLPMMDA produces the best AUPR with = = 0.4. As set in our model, we set the rank = 4 in all CP-based comparison models and set the regularization coefficient = 0.001 in AirCP. Moreover, for TFAI and AirCP, we use the grid-based search to tune , in the range [2 , 2 , 2 , 2 , 2 ] , and eventually set = 0.5 , = 2.0 for TFAI and = 2.0 , = 2.0 for AirCP. All methods use the same convergence criteria for a fair comparison. Tensor products and other fundamental operations in the implementations of all tensorbased methods use the tensor learning tool "tensorly" (Kossaifi, et al., 2019) . The performances of all methods will be shown in the next section. Table 2 shows the experimental results of all the aforementioned methods on HMDD v3.2 dataset and HMDD v2.0. In terms of AUPR, TDRC obviously performs better than all the comparison methods on HMDD v3.2 but is second only to AirCP on HMDD v2.0. AirCP, as a sparse tensor completion method, may be more suitable for more sparse data. Hence, it performs better than other methods on the HMDD v2.0 dataset that is sparser than HMDD v3.2. Furthermore, we have some extra observations. Compared with the network-based method NLPMMDA, tensor-based methods make significant improvement. To be more specific, the AUPR scores of TDRC, CP, TFAI and AirCP are respectively 27.94%, 26.77%, 26.21% and 28.30% higher than NLPMMDA on average. The reason for the gap between NLPMMDA and other tensor-based models is that NLPMMDA only separately models the binary association of each type but tensor-based models dissect the data in a higher dimensional perspective and capture complicated ternary relationships. One can also observe that TFAI only slightly outperforms CP on HDMM v3.2 and even worse on HDMM v2.0, which may be attributed to its weak ability of merging with the auxiliary information. In contrast, the proposed method TDRC achieves much better performance than TFAI, and it is reasonably believed that TDRC makes better use of the auxiliary information. Synthesizing the results on two datasets, TDRC can produce robust and competitive performance compared with other tensor-based methods. Considering NLPMMDA performs much worse than other methods, we only discuss the advantages of our proposed method TDRC over other tensor-based methods subsequently.
Performances
To better support the above discussion, we randomly select different proportions of all known multi-type miRNA-disease associations (from HMDD v3.2) for testing at a ratio range from 10% to 30% (in a step size of 5%). All results are calculated in our above-mentioned evaluation measure and showed in the Fig. 3 . The result under the ratio of 20% is exactly displayed in Table 2 . From Fig. 3 , one can observe that the performances of all methods decrease while the removed proportion increases except for AirCP. The higher removed proportion means the sparser tensor inputted in the models. We argue that AirCP has potential for handling sparse data. But in general, smaller variation of the performance that TDRC produce than other methods across all scenarios turns out its robustness, which also ensures its competitiveness against AirCP in sparse data scenario.
To be more significant, TDRC makes tremendous improvement in terms of running time. To illustrate the high-efficiency of TDRC, we use the whole ground-truth tensor in HMDD v3.2 and pre-calculated similarities as input, executive the codes of all tensor-based models on a PC with 4-core i7 CPU and 24GB RAM for 20 times, and list the average running times of 20 runs in the Table 3 . Obviously, our proposed TDRC runs extremely faster than the other methods. As mentioned in previous sections, CP and TFAI use the "workhorse" ALS algorithm which can take many iterations to converge (Kolda and Bader, 2009) . Moreover, at each inner alternating iteration in TFAI, it needs to solve two Sylvester equations with size of ( × ) and ( × ) separately (recall that is the number of miRNAs and is the number of diseases), which is badly time-consuming. Oppositely, the ADMM algorithm used in TDRC and AirCP seems to be more efficient. AirCP merges the auxiliary information by using the Laplacian regularization coarsely based on an assumption that two similar objects should be close to each other in the embedding space produced by tensor decomposition. It leads to the dilemma of the trade-off between the tensor decomposition term and the Laplacian regularization terms, so that the algorithm used in AirCP needs many iterations to converge. Compared with AirCP, our proposed model TDRC couples the auxiliary information with tensor decomposition by accurately modeling the value representing the relation between two objects. The strong coupling between the relational constraint terms and the tensor decomposition term may help the algorithm take less iterations to converge. Accordingly, our proposed method TDRC displays better efficiency.
Case study
In this part, we further evaluate the practical capability of TDRC for predicting unobserved miRNA-disease associations. We build our model by using all known four types of miRNA-disease associations in our HMDD v2.0 dataset, and then we can get predictive scores for those unknown miRNA-disease-type triples. We rank the miRNA-type pairs related with a specific disease and find evidences from HMDD v3.2 for top-ranked 20 predictions. Fig. 4 shows the numbers of confirmed miRNA-disease-type associations in top 20 predictions for 15 diseases which have great attention. One can observe that the top-20 predictive precision for some diseases are no less than 50% , especially for lung neoplasms with predictive precision of 80%. Therefore, TDRC has great potential of predicting disease-associated miRNAs and the corresponding association type.
Discussion
Predicting multiple types of miRNA-disease associations is helpful for understanding the pathogenesis of human diseases associated the dysregulations of miRNAs. To our best knowledge, only two methods have been proposed for this task. One method only uses known multiple types of miRNA-disease associations to build predictive model but not considers any auxiliary information which makes it difficult to perform well. And the other method, called NLPMMDA, integrates miRNA-miRNA similarity and disease-disease similarity as auxiliary information, but only considers binary miRNA-disease associations in each type independently and overlooks the relationship among association types. In this study, we introduce tensor decomposition methods for predicting unobserved miRNA-disease-type ternary associations. Further, we propose a novel tensor decomposition-based method, called TDRC, which imposes the relational constraints into tensor decomposition model for integration of miRNA-miRNA similarity and disease-disease similarity. We devise a high-efficiency optimization algorithm for our proposed model TDRC in virtue of ADMM framework, and resort conjugate gradient (CG) method to avoid computing an inverse matrix in inner iterations of ADMM for less time and space complexity. Experimental results show that tensor decomposition methods overperform the baseline method NLPMMDA. Especially, compared with other tensor-based methods, our proposed method TDRC can produce robust and competitive performance with less training time. Case studies also manifest practical capability of TDRC in inferring associated miRNA-type pairs for some popular diseases.
Based on the experimental results, AirCP can produce better performance on sparser data. It gives a natural idea that imposing tensor completion constraint into TDRC may improve its ability in coping with sparse tensor, which will be investigated in our future work. Moreover, more tensor decomposition forms will be concerned, such as Tucker decomposition (Tucker, 1966) , DEDICOM (Harshman, 1978) and so on. We will also pay much attention to many similar bioinformatics issues that are applicable to be handled by tensor-based models, such as drugtarget-disease ternary associations (Chen and Li, 2019) and multirelational drug-drug interaction (Jin, et al., 2017) ..
