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We propose a realization of chiral Majorana modes propagating on the hinges of a 3D antiferromag-
netic topological insulator, which was recently theoretically predicted and experimentally confirmed in the
tetradymite-type MnBi2Te4-related ternary chalgogenides. These materials consist of ferromagnetically ordered
2D layers, whose magnetization direction alternates between neighboring layers, forming an antiferromagnetic
order. Besides surfaces with a magnetic gap, there also exist gapless surfaces with a single Dirac cone, which
can be gapped out when proximity coupled to an s-wave superconductor. On the sharing edges between the two
types of gapped surfaces, the chiral Majorana modes emerge. We further propose experimental signatures of
these Majoana hinge modes in terms of two-terminal conductance measurements.
DOI: 10.1103/PhysRevB.99.195431
I. INTRODUCTION
Majorana edge mode, appearing as a gapless excitation
on the boundary of a topological superconductor (TSC), has
attracted a lot of attention because of its unusual property
in analogy to the theoretically proposed Majorana fermion
in particle physics, which is its own antiparticle [1–5]. The
zero-dimensional version of Majorana modes are zero-energy
excitations localized at the ends of a 1D TSC, and thus give
rise to degenerate many-body ground states, which can be
used as nonlocal qubits and memory for quantum computing
[6–8]. Engineering Majorana zero modes in a variety of
systems has been proposed theoretically [9–14] and tested
experimentally [15–26].
The 1D chiral Majorana mode (CMM) is a unidirectionally
propagating mode appearing on the boundary of a 2D p ± ip
chiral superconductor [27], which has a full pairing gap in the
bulk and can be regarded as the superconducting analog of a
Chern insulator. The propagation of the 1D CMMs has been
shown in Ref. [28] to give rise to the similar qubit operations
as Majorana zero modes do, enabling performing quantum
computation with CMMs.
On the experimental side, the CMMs were proposed to be
realized in a heterostructure comprising a quantum anomalous
Hall insulator (QAHI) and an s-wave superconductor [29–32].
Based on this proposal, it was reported in a recent experiment
[33] that the CMM was observed via a transport measurement
of e2/2h conductance plateau in a QAHI-TSC-QAHI junction
formed with a Cr-doped (Bi, Sb)2Te3 thin films in proximity
with a Nb superconductor.
*Corresponding author: yangpeng@caltech.edu
However, the interpretation of this conductance plateau as
a signature for the presence of CMMs is under debate. In
this experiment, an external magnetic field is required to tune
the thin film into a magnetization reversal stage, when the
system is near a QAHI-normal insulator phase transition [33].
It is expected that the system in this magnetization reversal
stage is extremely inhomogeneous, which leads to alterna-
tive explanations of the conductance plateau under strong
disorders without CMMs [34–36]. Hence, it is desirable to
have a platform hosting CMMs without suffering from sample
inhomogeneity, as it happened in the Cr-doped (Bi, Sb)2Te3
thin films.
Very recently, a new 3D bulk material, the “antiferromag-
netic topological insulator” (AFMTI) [37], was predicted the-
oretically [38–40] and confirmed experimentally [40–44] in
the tetradymite-type MnBi2Te4-related ternary chalgogenides
(MB2T4: M = transition-metal or rare-earth element, B = Bi
or Sb, T = Te, Se, or S). This material has both topological
nontrivial band structure, as well as intrinsic magnetic order,
namely an interlayer antiferromagnet with perpendicular mag-
netic anisotropy. Because of the intrinsic magnetization, the
magnetic gap created is expected to be large and uniform,
and would presumably raise the observable temperature of the
quantum anomalous Hall effect [45]. It is worth mentioning
that the magnetic gap was already observed by ARPES [40],
while a finite anomalous Hall effect was also measured by
transport experiments [41,43].
Given the very nice properties of the AFMTI, and the
experimental feasibility of growing clean bulk samples, one
may ask if one can use the AFMTI as a platform to create ro-
bust CMMs? In this manuscript, we provide a definite answer
to this question. Particularly, if an s-wave superconductor
is coupled to the AFMTI surfaces with zero net magnetiza-
tion, which is parallel to the antiferromagnetic direction, a
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FIG. 1. (a) Majorana hinge modes (blue and red arrows) at the
edge of the interface (in grey) between an AFMTI and an s-wave
SC. The antiferromagnetic ordering and the magnetization direction
are both assumed to be along z direction. We also assume the left
and right surfaces (in pink) to have opposite magnetization. (b) The
AFMTI can be regarded as magnetic layers, which are ferromagnet-
ically ordered within each layer, and antiferromagnetically ordered
between layers. (c) Effective description of the left-bottom-right
surfaces of the AFMTI, in which the hinge modes appears at the
domain wall between magnetic gapped (pink) and superconducting
gapped (grey) regions.
superconducting gap would be induced on these surfaces. We
propose that the CMMs can be created on the hinges of the
AFMTI [Fig. 1(a)], which is shared by magnetically gapped
surfaces and the superconducting gapped surfaces.
The advantage of our proposal is that the CMMs are
expected to be observed at a higher temperature, thanks to
the intrinsic magnetic order in the bulk crystal of the AFMTI.
Since no additional magnetic proximity/fields is required, the
complication when the magnetism and superconductivity are
spatially overlapping, as in those 2D platforms [Cr-doped
(Bi, Sb)2Te3 thin films], can be avoided. More intriguingly,
it was shown that by manipulating the number parity of layers
of the AFMTI such as MnBi2Te4, one is able to switch the
system between a quantum anomalous Hall state and an axion
insulator state [38]. We will demonstrate in our manuscript
that the propagating direction of the CMMs can also be
controlled, using the idea of changing the number of AFMTI
layers. This would make our proposal more flexible in design-
ing complicate networks of CMMs than the one in Ref. [46],
in which a trivial antiferromagnetic insulator was used.
It is worth mentioning that searching for systems with
hinge modes is one of the active directions in the field
of higher-order topological insulators and superconductors
[47–54]. The AFMTI with proximity superconducting gaps
proposed in this work can be regarded as an “extrinsic”
second-order topological superconductor. By “extrinsic,” it
means the hinge modes depend not only on the bulk band
structure, but also on the boundaries, i.e., on the lattice ter-
mination. Another example of “extrinsic” second-order topo-
logical systems is a three-dimensional time-reversal invariant
topological insulator (TRITI) placed in a magnetic field in
a generic direction, such that there is a finite magnetic flux
through all surfaces [55,56]. These systems should be distinc
from the “intrinsic” second-order topological systems with
corner or hinge states, which do not depend on lattice termina-
tion. These systems require additional approximate crystalline
symmetries, including reflection symmetry [49,52], as well
as rotation symmetries [51,52]. (Please refer to Ref. [54]
for a more thorough discussion on the differences between
“extrinsic” and “intrinsic” higher-order topological systems.)
The rest of the paper is organized as follows. We will
first recall the basic properties of an AFMTI in Sec. II, and
demonstrate that proximity superconductivity does open a gap
on the AFMTI surfaces with zero net magnetization, despite
the broken time-reversal symmetry. In Sec. III, we show
that the CMMs appear at the hinges of the AFMTI, which
are shared by the magnetically gapped and superconducting
gapped surfaces. In Sec. IV, we discuss experimental sig-
natures of these CMMs in terms of transport measurements.
Finally, we conclude in Sec. V.
II. ANTIFERROMAGNETIC TOPOLOGICAL INSULATOR
The AFMTI can be viewed as a TRITI with additional
staggered time-reversal breaking terms [37], such as anti-
ferromagnetically ordered layers of magnetic moments as
shown in Fig. 1(b). This picture was recently demonstrated by
ab initio calculations of materials such as MnBi2Te4 [38,39].
In MnBi2Te4, the staggered magnetic potential that breaks the
time-reversal symmetry, is generated by the Mn atoms, while
topological states are introduced by the Bi-Te layers same as
in Bi2Te3 [57]. It was reported that the states close to the Fermi
level are p bands of Bi/Te, and the Mn d bands are far away
from the band gap with an extremely large exchange splitting
(>7 eV) [38].
Despite the broken time-reversal  symmetry, the AFMTI
can have topological nontrivial features, because the symme-
try S = T1/2 is preserved [37], where T1/2 is a primitive
lattice translation symmetry that itself is broken by the an-
tiferromagnetic order. One important difference between the
AFMTI and the TRITI is that not all surfaces are gapless.
Indeed, the surfaces are gapless only when they preserve the
bulk symmetry S , and these surfaces are of type A (anti-
ferromagnetic). There are other surfaces which break the S
symmetry, and are of type F (ferromagnetic). As shown in
Fig. 1(a), the top, bottom, front, and back surfaces of the
AFMTI are of type A, whereas the left and right ones are type
F surfaces.
It has been shown in Ref. [9] that the gapless surface states
of a time-reversal invariant topological insulator (TRITI), can
be gapped out by either breaking the time-reversal symmetry,
when the surface is coupled to an magnetic insulator, or by
superconductivity, when the surface is coupled to an s-wave
superconductor. At the domain wall between the two gapped
regions, the CMMs will emerge.
In an AFMTI, the gapped surface state on a type F surface
is very similar to the one on a TRITI surface coupled to a
magnetic insulator. On the other hand, the type A surface has
zero net magnetization and hosts a single gapless Dirac cone.
Then the natural question to ask is that is it possible to gap
it out by coupling to an s-wave superconductor? If so, on the
sharing hinges between the two types of gapped surfaces, the
CMMs should appear as indicated in red and blue arrows in
Figs. 1(a) and 1(c).
Although both a TRITI surface and a type A surface of
an AFMTI support a single gapless Dirac cone, the gapless
nature of these two kinds of surfaces are not expected to
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be the same. While the former is protected by the physical
time-reversal symmetry, the latter is protected by the com-
posite symmetry S . It is unclear whether introducing s-wave
superconductivity can also gap out the type A surface of an
AFMTI, in the same way as it does on a TRITI surface, despite
the broken physical time-reversal symmetry.
In the following, we will first demonstrate analytically that
a generic type A surface of an AFMTI can indeed be gapped
out by s-wave superconductivity. We will then numerically
verify this on a concrete tight-binding model on a cubic lattice
[37], which captures all essential (topological) properties of a
realistic AFMTI.
A. Generic considerations
1. Nature of gapless type A surfaces
For a generic surface states of a TRITI, it can be gapped out
immediately as the time-reversal symmetry is broken, while
this is not the case for a type A surface of an AFMTI. To
further understand the difference between the latter and a
generic TRITI surface with time-reversal breaking potentials,
let us consider an AFMTI with a Bloch Hamiltonian written
as H(k), where k is a point in the 3D Brillouin zone. Recall
that the AFMTI can be viewed as a TRITI with a staggered
time-reversal breaking field switched on, without closing the
bulk gap. Thus, the AFMTI acquires a sublattice structure
with opposite time-reversal breaking fields on the two types
of sublattices within a unit cell. If we introduce a set of Pauli
matrices μ j , j = x, y, z, for this sublattice degree of freedom,
we can write the Bloch Hamiltonian of the AFMTI as
H(k) = H0(k) + V μz, (1)
where H0(k) is the Bloch Hamiltonian for a TRITI, and
the potential V breaks the physical time-reversal symmetry,
namely, {,V } = 0.
Let us denote the lattice vectors as a j for j = 1, 2, 3, and
introduce k j = k · a j as the coordinate in the Brillouin zone.
Without loss of generality, we can assume the AFMTI ac-
quires an antiferromagnetic order along a3. Since the AFMTI
has a symmetry S = T1/2, where T1/2 is a half lattice trans-
lation along a3, we have that the effective 2D Hamiltonian
Heff (k12) = H(k)|k3=0 (2)
has an effective time-reversal symmetry realized by
S = μx as
SHeff (k12) = Heff (−k12)S, (3)
with k12 = (k1, k2). Because of this effective time-reversal
symmetry, this 2D system acquires a Z2 topological classi-
fication, as in a quantum-spin-Hall insulator [58].
To understand the robustness of the gapless Dirac cone
on the type A surfaces, let us first consider V = 0, when
H(k) = H0(k) is a TRITI with gapless surface states. This
means Heff (k12) is in a nontrivial phase that supports helical
boundary modes.
Indeed, we have [Heff (k12), μx] = 0 when V = 0, which
means Heff (k12) can be block diagonalized into two blocks
according to the eigenvalues ±1 of μx. Due to Z2 topological
classification of Heff , only one of the two blocks supports a
pair of helical modes, while the other block is trivially gapped.
Let us consider the system is only periodic along a2 and
open along a1, we can denote the effective Hamiltoinian of
the gapless block describing the edge along a2 by
Hedgeeff (k2;V = 0) = k2, (4)
where  is a two-by-two Hermitian matrix with eigenvalues
1 and −1, after rescaling the Fermi velocity of the helical
modes to unity. We further denote the gapped Hamiltonian of
the other block as hgap(k2).
When we switch on the time-reversal breaking potential V ,
a coupling is introduced between the two blocks correspond-
ing to the ±1 eigenvalues of μx. The low-energy Hamiltonian
of the gapless sector can be written as
Hedgeeff (k2) = k2 + V hgap(k2)−1V †. (5)
Since {,V } = 0 and hgap(k2) respects the time-reversal sym-
metry , V h−1gapV † will also respect  and the helical edge
mode cannot be gapped out. This leads to the robustness of
the gapless states on the type A surfaces.
2. Proximity induced superconducting gap
What happens if we introduce s-wave superconductivity on
the type A surfaces? Let us keep the open boundary condition
along a1 as we did above, and couple the type A surface of the
AFMTI parallel to a2 and a3, to an s-wave superconductor,
such as Nb. We still keep the periodic boundary condition
along a2 and a3.
Due to superconducting proximity effect, an intraorbital
s-wave pairing ( j) = 〈c†A,k23↑β ( j)c†A,−k23↓β ( j)〉 = 〈c†B,k23↑β
( j)c†B,−k23↓β ( j)〉 can be created. Here c†X,k23( j)σβ (X = A, B,
σ =↑,↓) creates an electron at either of the two sublattices
A or B, in orbital β, with momentum k23 = (k2, k3) and spin
σ , at the coordinate j along a1. The induced pairing strength
( j) decays exponentially into the bulk along a1, namely,
( j) = 0 exp(− j/ξ ), with a localization length ξ .
The Bloch Bogoliubov–de Gennes (BdG) Hamiltonian for
the AFMTI with proximity induced s-wave pairing has the
following form:
HBdG(k23) =
(H(k23) −iσy
iσy −H(−k23)∗
)
, (6)
where we have introduced the Pauli matrices σx,y,z for the
spin degree of freedom, and have chosen the time-reversal
operation as  = −iσyK, with complex conjugation K. The
matrix H(k23) above corresponds to the Hamiltonian of the
AFMTI, with real-space representation used along a1 and is
local in k2, k3 due to the periodic boundary condition. The
pairing matrix  is diagonal in real space coordinate along
a1 and is local in k2, k3 as well.
Similar to the analysis of the gapless modes without su-
perconductivity, one can focus at k3 = 0 and demonstrate
that the gapless modes can indeed be gapped out by s-wave
superconductivity. We will denote
HBdGeff (k2) = HBdG(k23)|k3=0, (7)
which corresponds to substituting H(k23) by Heff in Eq. (6).
Using the same approach in analyzing the helical edge
states of Heff , we first set the time-reversal breaking field
V to zero, which gives rise to [HBdGeff (k2), μx] = 0. Hence,
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HBdGeff , same as Heff , can be block diagonalized into two
blocks corresponding to the eigenvalues ±1 of μx. We can
further make use of the effective time-reversal symmetry
S = −iμxσy for Heff , and write the low-energy edge BdG
Hamiltonian as
HedgeBdGeff (k2;V = 0) = (k2τz + τy) ⊕ (hgap(k2)τy + τy),
(8)
where τx,y,z are Pauli matrices in the Nambu space.
We see the edge along a2 are indeed gapped out when
superconductivity is introduced. Particularly, the nature of
the gaps in the two sectors, which correspond to the ±1
eigenvalues of μx, are very different. The first sector [first
term in Eq. (8)] contains a pair of superconducting gapped
states, originating from the original gapless helical modes.
While in the other sector, the gap is much larger and its nature
is the same as the one in a trivial insulator, assuming the gap
of hgap(k2) is much larger than the superconducting pairing
strength .
When we switch on the time-reversal breaking field V
before closing the bulk gap, a coupling is introduced between
the two sectors. However, the low-energy theory of the gapped
edge does not change and is still given by the superconducting
gapped helical modes, namely,
HedgeBdGeff (k2) = k2τz + V (hgap(k2)τy + τy)−1V † + τy,
(9)
where the additional term V (hgap(k2)τy + τy)−1V † respects
the time-reversal symmetry .
Thus we see that the type A surface of an AFMTI can
indeed be gapped out by s-wave superconductivity, due to
proximity effect. Moreover, the low-energy nature of this
gapped surface states is exactly the same as the one obtained
from gapping out a TRITI surface by superconductivity.
It is worth mentioning that in the above discussion, we have
assumed the superconducting proximity effect is induced by
local electron tunneling between the AFMTI type-A surface
and the s-wave superconductor. Thus the proximity-induced
superconductivity is then well approximated by the on-site
s-wave pairing amplitude which decays exponentially into
the bulk [14]. In fact, the accurate profile of the induced
superconducting pairing potential near the type-A surface will
depend on the strength of the proximity coupling (interface
quality, lattice mismatch, etc.), as well as the superconducting
pairing potential of the bulk superconductor. These require
much more sophisticated ab initio modeling involving real-
istic lattice structures and material parameters, which will be
investigated in the future.
3. Majorana modes
In the previous discussion, we have shown that the type-
A surface with superconductivity, and the type-F surface in
an AFMTI resemble the two gapped regions with different
topology in the 2D Fu-Kane model. On the other hand, we
know that the 3D second-order topological insulators follow
the same topological classification of the 2D (first-order)
topological insulator, in the sense that a 3D second-order topo-
logical insulator can be regarded as gluing a 2D topological
insulator on its 2D boundaries [48,49].
Hence, we expect the CMMs appear on the sharing hinges
between the two types of gapped surfaces of the AFMTI,
due to the above mentioned correspondence to a 2D Fu-Kane
model [illustrated in Fig. 1(c)]. In the following, we will
consider a concrete tight-binding model [37], and explicitly
verify the results obtained from the above general discussion.
B. Tight-binding model
The tight-binding model is constructed from a four-band
TRITI model defined on a cubic lattice (lattice constant equals
to 1) with the following Bloch Hamiltonian [59]:
HTI(kx, ky, kz ) = mρz +
∑
j=x,y,z
(t cos k jρz + λ sin k jσ jρx ),
(10)
where σ j and ρ j ( j = x, y, z) are two sets of Pauli matrices
for spin and orbital degree of freedom. The time-reversal
symmetry in this system is realized by  = −iσyK, with
complex conjugation K. Note that the system is a strong
topological insulator for |m| ∈ (|t |, 3|t |) with finite spin-orbit
coupling (λ 	= 0). To have an AFMTI, we further introduce a
staggered time-reversal-breaking field alternating between V
and −V in neighboring layers along the (¯1¯11) direction, where
{,V } = 0.
In the antiferromagnetic state, the unit cell contains two
sublattices A and B, with staggered potential V and −V ,
respectively. Let us choose A and B sit at positions (0,0,0) and
(0,0,1), with respect to the original cubic lattice vectors xˆ, yˆ, zˆ.
We can then define the new basis vectors a1 = xˆ + zˆ, a2 =
yˆ + zˆ, and a3 = 2zˆ for the enlarged unit cell after introducing
the staggered exchange field.
The onsite potentials on the A and B sites are
HA = mρz + V, HB = mρz − V, (11)
respectively. The hopping terms
T±x = (tρz ± iλρxσx )/2, (12)
T±y = (tρz ± iλρxσy)/2, (13)
T±z = (tρz ± iλρxσz )/2 (14)
connect site A to its six nearest neighbors of site B along ±xˆ,
±yˆ and ±zˆ directions, respectively.
In terms of the basis vectors a1, a2, and a3, the above
hopping terms translate into coupling within the same unit cell
H0AB = T−z, and various of hopping terms between neighbor-
ing unit cells Ha1AB = Tx, Ha1−a3AB = T−x, Ha2AB = Ty, Ha2−a3AB =
T−y, and Ha3AB = Tz, where HdAB denotes the vector d denotes
the relative position of the involved two unit cells.
Let k be the Bloch momenta and k j = k · a j ( j = 1, 2, 3),
and let us choose V = Mσz, then the Bloch Hamiltonian of
this AFMTI can be written as
H(k) = H0(k) + V μz, (15)
where the time-reversal invariant part is
H0(k) = mρz + V (k)(cos(k3/2)μx + sin(k3/2)μy), (16)
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with
V (k) = t
[
cos
(
k1 − k32
)
+ cos
(
k2 − k32
)
+ cos
(
k3
2
)]
ρz
− λ
[
sin
(
k1 − k32
)
σx + sin
(
k2 − k32
)
σy
+ sin k3
2
σz
]
ρx. (17)
Here we have introduced Pauli matrices μi, i = x, y, z for the
sublattice degree of freedom.
Note that H(k) breaks the time-reversal symmetry because
of the term V μz. However, the system is invariant under the
composite operation consisting both a half-period translation
along a3 and the time-reversal operation. Formally, we have
S(k)H(k) = H(−k)∗S(k), (18)
with S(k) = T1/2(k), where
T1/2(k) = eik3/2[cos(k3/2)μx + sin(k3/2)μy] (19)
describes the basis transformation when the system is trans-
lated along a3 by half a period.
At k3 = 0, an effective time-reversal symmetry realized
by S = −iμxσyK emerges, with S2 = −1, for the two-
dimensional Hamiltonian Heff (k12) = H(k12, k3 = 0), such
that
SHeff (k12) = Heff (−k12)∗S. (20)
Note that there is no topological invariants associated with
k3 = π , since S(k3 = π )2 = 1.
C. Band structure of the surface states
In this tight-binding model, the (100) surface parallel to
a2, a3 is gapless and is of type A (same to the (010) surface),
whereas the (¯1¯11) surface parallel to a1, a2 is gapped, and
thus is of type F. The bulk and surface band structures along
these terminations are shown in Figs. 2(a) and 2(b), where we
FIG. 2. Bulk and surface band structures for AFMTI, along the
(a) (¯1¯11) and [(b) and (c)] (100) surfaces, in which we fixed one
momentum (k1 or k3) to zero. (c) is the BdG band structure when
superconducting pairing potential /t = 0.1 was introduced at the
surfaces, which decays exponentially into the bulk along a1 with
decaying length ξ = 3. The surface states are indicated by red dashed
lines. The other parameters are λ/t = 0.5, m/t = 2, and M/t = 1.2
with 18 unit cells along the finite direction.
assumed the open boundary condition along a1, and we find
that the surface states of type F and type A surfaces are indeed
gapped and gapless, respectively.
To numerically confirm the superconducting proximity
effect, we consider a finite number of unit cells along a1,
and choose the periodic boundary condition along a2 and
a3, such that the momenta k2 and k3 are still well defined.
Using Eq. (6), and taking a spatial dependent pairing potential
( j) =  exp(− j/ξ ) decaying at length scale ξ , the BdG
bulk and surface spectra along (100) planes can be calculated.
The dispersion of the gapped surface states at k3 = 0 are
shown in Fig. 2(c).
III. MAJORANA HINGE STATES
Recall that CMMs appear at the domain wall between
the two gapped regions, due to superconductivity and mag-
netisim, respectively [9]. In the proximity coupled AFMTI
model introduced above, the common shared hinges between
type F and type A surfaces are exactly such domain walls, as
one introduces superconductivity on these type A surfaces.
To demonstrate such chiral Majorana hinge modes, let us
assume the system is finite along a1 and a3, and periodic
along a2. The superconducting proximity effect is modeled
by introducing the intraorbital s-wave pairing potential which
decays exponentially from the (100) surfaces into the bulk,
described previously.
In Fig. 3(a), we show the bulk and hinge band structure, in
which there are doubly gapless chiral modes propagating with
positive and negative velocities, as indicated by red dashed
lines. These gapless chiral states are indeed localized around
the hinges shared by (¯1¯11) and (100) surfaces, which are the
top/bottom and left/right edges in Fig. 3(b).
Note that when we have an even number of layers along
a3, the top and bottom (¯1¯11) surfaces will carry opposite mag-
netization, which creates two CMMs with the same chirality
located in a diagonal fashion with respect to each other, as
a3
a1
⊗ a2
⊗

(a) (b)
FIG. 3. (a) Bulk and hinge band structure for the proximity
coupled AFMTI, with periodic boundary condition along a2 (k2 is
well defined). The other parameters are the same as in Fig. 2(c). The
hinge states are indicated by red dashed lines. (b) Norm of the hinge
state wave functions at k2 = 0 as a function of positions. The blue and
red circles denote the A and B sites. The blackness inside the circles
indicate the magnitude of the wave function norm. (Left) One of the
doubly degenerate CMMs propagating inward, along a2. (Right) One
of the doubly degenerate CMMs propagating outward, along −a2.
The numbers of layers along a1 and a3 are 18 and 36 (18 for A and
18 for B), respectively.
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a3
a1
⊗ a2
⊗
FIG. 4. Norm of the four hinge state wave functions at k2 = 0 as
a function of positions. The blue and red circles denote the A and
B sites. The blackness inside the circles indicate the magnitude of
the wave function norm. The propagating directions of the modes
are indicated by the symbol “⊗” and “” for along a2 and −a2. The
numbers of layers along a1 and a3 are 18 and 35 (18 for A and 17 for
B), respectively.
shown in Fig. 3(b). The double degeneracy of the gapless
modes is due to the two fold rotation symmetry with axis
along a2, which relates the two diagonally aligned hinges
along a2.
When we change the number of layers along a3 from
even to odd, the magnetization of top surface and bottom
(¯1¯11) surfaces points to the same direction. We still have four
gapless CMMs, due to the four edges shared by (¯1¯11) and
(100) surfaces. However, the two hinge modes with the same
chirality will appear on the same side of the (100) surface,
as shown in Fig. 4. Moreover, the two chiral CMMs with the
same chirality will have slightly different velocities, due to
lack of symmetry which relates one another.
Thus, by changing the number of layers along the antifer-
romagnetic order direction of the AFMTI, one is able to en-
gineer the CMMs with desired propagating directions, which
can be used, for example, to design a transport experiment
detecting the CMMs, as discussed in the following.
IV. EXPERIMENTAL SIGNATURE
To detect the CMMs at the hinges of the AFMTI, we
propose a transport measurement based on the setup shown
in Fig. 5(a), in which the AFMTI is surrounded by the s-wave
superconductor, such that the top surface be type F, and all
type A surfaces sharing edges with the top surface are in
proximity with the superconductor. Moreover, we require the
top surface to have a region in which the number of layers
along the T1/2 direction differs by one from that of the rest
of the surface. This type of device may be created by taking
a Nb superconductor which is hollow inside. Thus one can
use it as a mask to grow the layered MnBi2Te4 inside of the
superconductor.
Because of the antiferromagnetic ordering, this creates two
domain walls between regions with different magnetizations
on the top surface. Thus we expect to have a single chiral
electron modes on each of the domain walls, propagating in
opposite directions [37,38,56], see Appendix A for details.
Furthermore, there are CMMs appearing on these sharing
edges between the two types of surfaces. The propagating di-
rections of these CMMs are determined by the magnetization
(b)(a) (c)
SC
AFMTI
1
2
2
1
21
VG
γ2
γ1
ψA
ψD
γ3
ψC
γ4
ψB
ψA
ψD
ψCγ1
ψB
γ3
γ4
γ2
FIG. 5. (a) Setup for transport measurement of the CMMs. The
top surface of the AFMTI is type F, in which there is a region with
opposite magnetization direction compared with the rest of the sur-
face, as indicated with different colors. All type A surfaces sharing
edges with the top surface are in proximity with the superconductor
from the side. We connect leads 1 and 2 at the two domain walls
between regions with opposite magnetizations. (b) The pattern of the
chiral electron modes (double lines) and the CMMs (single lines) on
the top surface, in which the arrows indicate propagating directions.
(c) Setup up for measuring quantum coherence of CMMs, viewed
from the top surface, in which the color indicates the magnetization
direction. In the yellow region, a gate with voltage VG is added. The
superconductor is proximity coupled to the outer and inner surfaces
of the AFMTI from the side.
direction, and the relative alignment between type F and type
A surfaces.
In Fig. 5(b), we illustrate these chiral electron and Majo-
rana modes in green and red lines on the edges of the top sur-
face, with arrows indicating the their propagating directions.
Note that the chiral electron mode are shown as (green and
red) double lines given the fact that the chiral electron mode
can be decomposed as two chiral CMMs. We further connect
leads 1 and 2 to these two chiral electron modes, as illustrated
in the figure, and measure the conductance σ12 between
them. We show in the following that σ12 = e22h , same as the
signature of CMM proposed in the QAHI-TSC-QAHI system
[30,33].
Let us denote the chiral electron mode flowing out
from (into) leads 1 and 2 as ψA and ψB (ψC and ψD).
These modes can be decomposed into CMMs as ψA = (γ1 +
iγ2)/2, ψB = (γ4 + iγ3)/2, ψC = (γ1 − iγ3)/2, and ψD =
(γ4 + iγ2)/2 [30]. Consider a scattering event by regarding
(ψA, ψ†A, ψB, ψ†B ) as incident modes, and (ψC, ψ†C, ψD, ψ†D)
as outgoing modes, then the scattering matrix S, which
relates the incident modes and the outgoing modes, can
be obtained, see Appendix B. In particular, we find the
probabilities for an incident electron from lead 1 in chan-
nel ψA transmits into ψC as an electron and into ψ†C as
a hole are both 1/4, which leads to the two-terminal con-
ductance σ12 = e22h according to the generalized Landauer
formula [60].
The quantum coherence of the CMMs can be demonstrated
using an Majorana interferometer depicted in Fig. 5(c), in
which we add a gate at voltage VG in a region of the chiral
electron mode ψD = γ4 + iγ2, creating a term HG = VGψ†DψD
within a length lG through which ψD travels. This leads
to a phase-dependent two-terminal conductance σ12 = (1 +
cos ϕG)e2/2h [28].
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V. CONCLUSIONS
In this work, we proposed to realize CMMs in a 3D AFMTI
(such as MnBi2Te4) in proximity with an s-wave supercon-
ductor (such as Nb). This is based on an important result of
our work, that the type A surface of an AFMTI can indeed be
gapped out by proximity-induced s-wave superconductivity.
More interestingly, the nature of this gapped surface state
is the same as the one from gapping out a TRITI surface
with superconductivity, despite the absence the physical time-
reversal symmetry.
Our proposal has certain advantages over the existing
platform for CMMs. First, since the material realization of the
AFMTI, the MnBi2Te4-related ternary chalgogenides, are 3D
bulk crystals with intrinsic magnetic order, the temperature
for observing the CMMs will be presumably higher than the
one in the existing 2D CMMs platforms, such as Cr-doped
(Bi, Sb)2Te3, which is extremely inhomogeneous. Second, as
there is no need to introduce external magnetic field, which
is required in the 2D platforms, the complication when the
magnetism and superconductivity are spatially overlapping
can be avoided.
Another nice feature of the proposed system is that a new
degree of freedom, namely the number of layers, emerges
and can be manipulated. We have demonstrated that one
is able to create a network of chiral propagating electron
modes and CMMs in a controlled fashion [37,38], by engi-
neering step edges on type F surfaces of the AFMTI. This
can be applied to the detection the CMMs, in terms of a
measurement of the two-terminal conductance. Moreover, a
Majorana interferometer in Fig. 5 can also be created, which
will demonstrate the braiding properties of the CMMs [28].
Thus, the AFMTI/superconductor platform is an excellent
candidate for topological quantum computing with CMMs.
Last but not least, our proposal realizes an extrinsic 3D
second-order topological superconductor, making our work
also valuable to the active field of searching for topological
corner and hinge modes. This platform may be used to study
the difference between the CMMs in 3D and the ones 2D, such
as the spatial localization behavior, as well as the fate of the
CMMs under additional perturbations [61].
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APPENDIX A: CHIRAL ELECTRON MODES ON THE
DOMAIN WALL OF THE AFMTI
Due to the antiferromagnetic order in the AFMTI, the mag-
netization direction of type F surface alternates as we change
the number of layers along the antiferromagnetic direction.
The step edge between regions with layer numbers differ by
one can be regarded as a domain wall, on which the massive
Dirac field changes its sign. Thus a chiral electron mode is
expected on this step edge [37]. In the following, we show
this chiral electron mode in the tight-binding AFMTI model,
as well as the coexisting chiral Majorana modes.
Let us take the previous introduced AFMTI model, and
assume the system is finite along a1 and a3, and periodic
along a2. We further assume there is a step edge along
a2, on one of the type F surface parallel to a1 and a2, as
shown in Fig. 6(a). The proximity induced superconductivity
is introduced by hand by adding a pairing potential , which
decays exponentially into the bulk at a length scale ξ , on the
left and right surfaces parallel to a2 and a3.
Since the system is periodic along a2, one can go the
momentum space and compute the BdG band structure as
a function of the corresponding momenta k2, as shown in
Fig. 6(b). We actually obtain six chiral modes inside the bulk
gap. Among these gapless modes, two of them correspond to
a chiral electron mode localized at the step edge, whose wave
functions at k2 = 0 are shown in Figs. 6(c) and 6(d). The rest
four are chiral Majorana modes localized at the outer four
hinges of the AFMTI, with wave functions at k2 = 0 shown
in Figs. 6(e)–6(h).
APPENDIX B: SIGNATURES OF CMMS IN TERMS OF
TWO-TERMINAL CONDUCTANCE σ12
In this section, we provide more details on the calculation
of the two-terminal conductance σ12.
Let us first consider the setup in Fig. 5(b) of the main
text. One can imagine the system as a normal-superconductor-
normal junction with chiral electron modes flowing out from
(into) leads 1 and 2 are ψA and ψB (ψC and ψD), which can be
decomposed into CMMs as ψA = (γ1 + iγ2)/2, ψB = (γ4 +
iγ3)/2, ψC = (γ1 − iγ3)/2, ψD = (γ4 + iγ2)/2 [30]. Because
of this decomposition, we have⎛
⎜⎜⎝
ψC
ψ
†
C
ψD
ψ
†
D
⎞
⎟⎟⎠ = S
⎛
⎜⎜⎝
ψA
ψ
†
A
ψB
ψ
†
B
⎞
⎟⎟⎠, S = 12
⎛
⎜⎝
1 1 −1 1
1 1 1 −1
1 −1 1 1
−1 1 1 1
⎞
⎟⎠,
(B1)
where S is the scattering matrix.
The two-terminal conductance is given by generalized
Landauer formula [60]
σ12 = g11g22 − g12g21g11 + g22 + g12 + g21 , (B2)
where
gi j = e
2
h
(
δi j −
∣∣Seei j ∣∣2 + ∣∣Sehi j ∣∣2), (B3)
with i, j = 1, 2 corresponding to the lead label, and Sαβi j
(α, β = e, h) is the matrix element of S, in which the basis is
ordered as (1e, 1h, 2e, 2h). Using the scattering matrix S, we
have g11 = g22 = e2/h and g12 = g21 = 0. Thus σ12 = e2/2h.
This conductance can also be obtained in the following way
[28]. Let us use |nX nY 〉 to denote an eigenstate of the occu-
pation operators of modes ψX , ψY , with eigenvalues nX , nY
(X,Y = A, B,C, D). If we consider one electron coming from
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a3
a1
⊗ a2
(a) (b) (c) (d)
(e) (f) (g) (h)
FIG. 6. AFMTI with a step edge along a2 on one of the type F surface parallel to a1 and a2. The system is finite the directions of a1 and
a3, and periodic in a2. The blue and red circles denote the A and B sites. (b) Bulk and hinge (including the step edge) band structure for
the AFMTI, in which the left and right surfaces parallel to a2 and a3 are gapped out by proximity induced superconductivity, with a pairing
potential exponentially decaying into the bulk. The gapless hinge states (electron or Majorana modes) are indicated in red. [(c)–(h)] Norm of
the hinge state wave functions at k2 = 0 as a function of positions. The blackness inside the circles indicate the magnitude of the wave function
norm. [(c) and (d)] Chiral electron modes (doubled in BdG Hamiltonian) on the step edge. [(e)–(h)] Four CMMs on the four outer hinges. The
parameters are /t = 0.1, λ/t = 0.5, m/t = 2, M/t = 1.2, and ξ = 3. The system contains 30 layers along a1, and 24 or 25 layers along a3.
from lead 1 or 2, then the system is prepared in state |1A0B〉 or
|0A1B〉, which translate into a linear combination of the basis
state in the outgoing channel via
(|1C0D〉
|0C1D〉
)
= M
(|1A0B〉
|0A1B〉
)
, M = 1√
2
(
1 −1
1 1
)
. (B4)
Hence, we see the probability of finding the electron incident
from lead 1 or 2 is given by | 〈0C1D|1A0B〉 |2 = 1/2, giving
rise to the conductance of e2/2h.
To compute the two-terminal conductance σ12 in Fig. 5(c)
of the main text, we make use of the above approach by
considering an incident electron coming from lead 1 or 2,
namely, we prepare the system in |1A0B〉 or |0A1B〉. We can
imagine the electron propagation in this system in terms of
two steps. First, the incident electron propagates into modes
ψC and ψD [left top and right bottom of Fig. 5(c)] after
experiencing the gate voltage VG, which transforms |0C1D〉 →
e−iϕG |0C1D〉. In the second step, the electron propagates back
into mode ψ ′A and ψ ′B, where ψ ′A and ψ ′B denote the outgoing
mode into leads 1 and 2. The whole process can be described
by the following transformation:(|1A′0B′ 〉
|0A′1B′ 〉
)
= MVM
(|1A0B〉
|0A1B〉
)
, V =
(
1 0
0 e−iϕG
)
.
(B5)
The conductance is thus given by
σ12 = e
2
h
|〈0A′1B′ |1A0B〉|2 = 1 + cos ϕG2
e2
h
. (B6)
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