Geometric Particle Swarm Optimization (GPSO) is a recently introduced formal generalization of traditional Particle Swarm Optimization (PSO) that applies naturally to both continuous and combinatorial spaces. Differential Evolution (DE) is similar to PSO but it uses different equations governing the motion of the particles. This paper generalizes the DE algorithm to combinatorial search spaces extending its geometric interpretation to these spaces, analogously as what was done for the traditional PSO algorithm. Using this formal algorithm, Geometric Differential Evolution (GDE), we formally derive the specific GDE for the Hamming space associated with binary strings and present experimental results on a standard benchmark of problems.
INTRODUCTION
Two relatively recent additions to the Evolutionary Algorithms (EAs) family are Particle Swarm Optimization [4] , inspired to the flocking behavior of swarms of birds, and Differential Evolution [12] , which is similar to PSO, but it uses different equations governing the motion of the particles. Despite their relatedness, DE is known to produce consistently better performance than PSO on many problems. In fact, DE is one of the most competitive EAs for continuous optimization [12] .
In their initial inception, both PSO and DE were defined only for continuous problems. In both algorithms, the motion of particles is produced by linear combinations of points Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. in space and has a natural geometric interpretation. There are only few extensions of DE to combinatorial spaces [12] [11] [1] [10] . Some of these works recast combinatorial optimization problems as continuous optimization problems and then apply the traditional DE algorithm to solve these continuous problems. Other works present DE algorithms defined directly on combinatorial spaces that, however, are only loosely related to the traditional DE in that the original geometric interpretation is lost in the transition from continuous to combinatorial spaces. Furthermore, every time a new solution representation is considered, the DE algorithm needs to be rethought and adapted to the new representation.
GPSO [7] is a recently devised formal generalization of PSO that retains a simple geometric interpretation of the dynamics of the particles in space. GPSO can be applied to any search space endowed with a distance and associated with any solution representation to derive formally a specific GPSO for the target space. Recently, specific GPSOs were derived for different types of continuous spaces and for the Hamming space associated with binary strings [8] , for spaces associated with permutations [9] and for spaces associated with Genetic Programming trees [14] .
The objective of the present paper is to generalize the DE algorithm to combinatorial spaces extending its geometric interpretation to these spaces, analogously to what was done for the traditional PSO algorithm, derive the specific GDE for the Hamming space associated with binary strings and present experimental results on standard benchmark problems.
THE GEOMETRY OF REPRESENTATIONS
In this section, we introduce the ideas behind a recent formal theory of representations [6] which forms the context for the generalization of DE presented in the following sections.
Familiar geometric shapes in the Euclidean plane such as circles, ellipses, segments, semi-lines, triangles and convex polygons can be defined using distances between points in space. For example, a circle is the locus of points from which the distance to the centre c is a given constant value, the radius r. By replacing in the definition of a shape, say a circle, the Euclidean distance with a different distance, say the Hamming distance, we obtain the definition of a circle in the Hamming space. A circle in the Hamming space looks quite different from a circle in the Euclidean plane, however they both share the same geometric definition. Analogously, if we replace the Euclidean distance with the Manhattan dis-tance, we obtain the definition of a circle in the Manhattan space. A number of simple geometric shapes based on the Manhattan distance in the plane have been derived explicitly (see Taxicab Geometry [5] ). We can in fact replace the Euclidean distance in the definition of any geometric shape with any distance meeting a minimum number of requirements (metric), obtaining the corresponding shape in a space with a different geometry. We can also raise the level of abstraction and replace the Euclidean distance with a generic metric, obtaining an abstract shape, such as for example an abstract circle. An abstract circle captures what is common to all circles across all possible geometries. Any property of an abstract circle is also a property of any space-specific circle.
Search algorithms can be viewed from a geometric perspective. The search space is seen as a geometric space with a notion of distance between points, and candidate solutions are points in the space. For example, search spaces associated with combinatorial optimization problems are commonly represented as graphs in which nodes corresponds to candidate solutions and edges between solutions correspond to neighbour candidate solutions. We can endow these spaces with a distance between solutions equal to the length of the shortest path between their corresponding nodes in the graph. Geometric search operators are defined using geometric shapes to delimit the region of search space where to sample offspring solutions relative to the positions of parent solutions. For example, geometric crossover is a search operator that takes two parent solutions in input corresponding to the end-points of a segment, and returns points sampled at random within the segment as offspring solutions. The specific distance associated with the search space at hand is used in the definition of segment to determine the specific geometric crossover for that space. Therefore, each search space is associated with a different space-specific geometric crossover. However, all geometric crossovers have the same abstract geometric definition.
In analytic geometry, in which points of the Cartesian plane are in one-to-one correspondence with pairs of numbers, their coordinates, the same geometric shape can be equivalently expressed geometrically as a set of points in the plane, or algebraically, by an equation whose solutions are the coordinates of its points. This is an important duality which allows us to treat geometric shapes as equations and vice versa. There is an analogous duality that holds for geometric search operators. Candidate solutions can be seen as points in space, geometric view, or equivalently, as syntactic configurations of a certain type, algebraic view. For example, a candidate solution in the Hamming space can be considered as a point in space or as a binary string corresponding to that point. The binary string can then be thought as being the coordinates of the point in the Hamming space. This allows us to think of a search operator equivalently as (i) an algorithmic procedure which manipulates the syntax of the parent solutions to obtain the syntactic configurations of the offspring solutions using welldefined representation-specific operations (algebraic view), or (ii) a geometric description which specifies what points in the space can be returned as offspring for the given parent points and with what probability (geometric view). For example, uniform crossover for binary strings [13] is a recombination operator that produces offspring binary strings by inheriting at each position in the binary string the bit of one parent string or of the other parent string with the same probability. This is an algebraic view of the uniform crossover that tells how to manipulate the parent strings to obtain the offspring string. Equivalently, the same operator can be defined geometrically as the geometric crossover based on the Hamming distance that takes offspring uniformly at random in the segment between parents.
There are two important differences between these two definitions of the same operator. The geometric definition is declarative, it defines what offspring the operator returns given their parents without explicitly telling how to actually generate the offspring from the parents. The algebraic definition, on the other hand, is operational, since it defines the search operator by telling for each combination of parents how to build the corresponding offspring. The second important difference is that the geometric description of a search operator is representation-independent and refers only indirectly to the specific solution representation via a distance defined on such representation (i.e. edit distances such as the Hamming distance which can be defined on the binary string representation as the minimum number of bit-flips to obtain one string from the other). In contrast, the algebraic definition of a search operator is representation-dependent and uses operations which are well-defined on the specific solution representation but that may not be well-defined on other representations (e.g. bit-flip on a binary string is not well-defined on a permutation).
The duality of the geometric search operators has surprising and important consequences [6] . One of them is the possibility of principled generalization of search algorithms for continuous spaces to combinatorial spaces, as sketched in the following. Given a search algorithm defined on continuous spaces, recast the definition of the search operators expressing them explicitly in terms of Euclidean distance between parents and offspring. Substitute the Euclidean distance with a generic metric, obtaining a formal search algorithm generalizing the original algorithm based on the continuous space. Consider a (discrete) representation and a distance associated with it (a combinatorial space) and use it in the definition of the formal search algorithm to obtain a specific instance of the algorithm for this space. Use this geometric and declarative description of the search operator to derive its algebraic and operational definition in terms of manipulation of the underlying representation. As mentioned in the introduction, we applied this methodology to generalize PSO to any metric space and derived the specific search operators for a number of representations. In the following sections, we use it to generalize DE. This methodology can be used to generalize to combinatorial spaces other algorithms naturally based on a notion of distance. This includes search algorithms such as Response Surface Methods, Estimation of Distribution Algorithms and Lipschitz Optimization algorithms, and also Machine Learning algorithms.
CLASSIC DIFFERENTIAL EVOLUTION
In this section, we describe the traditional DE [12] (see algorithm 1).
Algorithm 1 DE with differential mutation and discrete crossover 1: initialize population of N p real vectors at random 2: while stop criterion not met do 3: for all vector X(i) in the population do 4:
pick at random 3 distinct vectors from the current population X1, X2, X3 5:
create mutant vector U = X3+F ·(X1−X2) where F is the scale factor parameter 6:
set V as the result of the discrete recombination of U and X(i) with probability Cr
set the i th vector in the next population Y (i) = V 9:
end if 12:
end for 13:
for all vector X(i) in the population do 14:
set
end for 16: end while
The characteristic that sets DE apart from other evolutionary algorithms is the presence of the differential mutation operator (see line 5 of algorithm 1). This operator creates a mutant vector U by perturbing a vector X3 picked at random from the current population with the scaled difference of other two randomly selected population vectors F · (X1 − X2). This operation is understood being important because it adapts the mutation direction and its step size to the level of convergence and spatial distribution of the current population. The mutant vector is then recombined with the currently considered vector X(i) using discrete recombination and the resulting vector V replaces the current vector in the next population if it has better fitness.
The differential mutation parameter F , known as scale factor, is a positive real normally between 0 and 1, but it can take also values greater than 1. The recombination probability parameter Cr takes values in [0, 1] . It is the probability, for each position in the vector X(i), of the offspring V inheriting the value of the mutant vector U . When Cr = 1, the algorithm 1 degenerates to a DE algorithm with differential mutation only (because V = U ). When F = 0, the algorithm 1 degenerates to a DE algorithm with discrete crossover only, as U = X3. The population size Np normally varies from 10 to 100.
GEOMETRIC DIFFERENTIAL EVOLUTION
Following the methodology outlined in section 2, in this section we generalize the classic DE algorithm to general metric spaces. To do this, we recast differential mutation and discrete recombination as functions of the distance of the underlying search space, thereby obtaining their abstract geometric definitions. Then, in section 5, we derive the specific DE for the Hamming space associated with binary strings by plugging this distance in the abstract definition of the search operators. 
Generalization of differential mutation
Let X1, X2, X3 be real vectors and F ≥ 0 a scalar. The differential mutation operator produces a new vector U as follows:
The algebraic operations on real vectors in equation 1 can be represented graphically [12] as in figure 1. Real vectors are represented as points. The term X1 − X2 is represented as a vector originating in X2 and reaching X1. The multiplication with the scaling factor F produces a vector with the same origin and direction but with a different length. The addition of X3 to the scaled vector corresponds to the translation of the origin of the scaled vector from X2 to X3 keeping invariant its direction and length. The point of the (graphical) vector so obtained corresponds to the real vector U . Unfortunately, this graphical interpretation of equation 1 in terms of operations on vectors does not help us to generalize equation 1 to general metric spaces because the notions of vector and operations on vectors are not well-defined at this level of generality. In the following, we propose a generalization based on interpreting equation 1 in terms of segments and extension rays, which are geometric elements well-defined on any metric space. To do that, we need to rewrite equation 1 in terms of only convex combinations of two vectors, which are the algebraic dual of segments. A convex combination of a set of vectors is a linear combination of these vectors provided that their weights are all positive and sum up to one. Equation 1 can be rewritten as:
By dividing both sides by 1 + F and letting W =
1+F
we have: 
The distances from E to the endpoints of these segments can be determined from equation 3 as they are inversely proportional to their respective weights. Since the point U is unknown (but its weight is known), it can be determined geometrically by firstly determine E as convex combination of X1 and X3; then, by projecting X2 beyond E (extension ray) obtaining a point U such that the proportions of the distances of X2 and U to the point E is inversely proportional to their weights. In the Euclidean space, the constructions of U using vectors (figure 1) and convex combinations (figure 2) are equivalent (algebraically, hence geometrically).
Segments and extension rays in the Euclidean space and their weighted extensions can be expressed in terms of distances, hence, these geometric objects can be naturally generalized to generic metric spaces by replacing the Euclidean distance with a generic metric. We will present their abstract definitions in section 5 before specifying these operators for the Hamming distance on binary strings.
The differential mutation operator U = DM (X1, X2, X3) with scale factor F can now be defined for any metric space following the construction of U presented in figure 2 as follows:
2. Get E as the convex combination CX(X1, X3) with
3. Get U as the extension ray ER(X2, E) with weights
Generalization of discrete recombination
After applying differential mutation, the DE algorithm applies discrete recombination to U and X(i) generating V . Discrete recombination is a geometric crossover under Hamming distance for real vectors [6] . The Hamming distance (HD) for real vectors is defined analogously to the Hamming distance between binary strings: it is the number of sites with mismatching values across the two vectors. From its definition, we can derive that the Cr parameter of the discrete recombination is proportional to the expected number of values that V inherits from U . Therefore,
E[HD(U, V )] = Cr · HD(U, X(i)) and E[HD(X(i), V )] = (1 − Cr) · HD(U, X(i)).
Consequently, Cr and 1 − Cr can be interpreted as the weights of U and X(i), respectively, of the convex combination that returns V in the space of real vectors endowed with Hamming distance. In order to generalize the discrete recombination, by replacing hamming distance with a generic metric, we obtain the abstract convex combination operator CX introduced in the previous section. So, we have that the generalized discrete recombination of U and X(i) with probability parameter Cr generating V is as follows: V = CX(U, X(i)) with weights (Cr, 1 − Cr).
In the classic DE (algorithm 1), replacing the original differential mutation and discrete recombination operators with their generalizations, we obtain the formal Geometric Differential Evolution (see algorithm 2). When this formal algorithm is specified on the Euclidean space, the resulting Euclidean GDE does not coincide with the classic DE. This is because, whereas the original differential mutation operator can be expressed as a function of the Euclidean distance, the original discrete recombination operator can be expressed as a function of the Hamming distance for real vectors, not of the Euclidean distance. The Euclidean GDE coincides with an existing variant of traditional DE [12] , which has the same differential mutation operator but in which the discrete recombination is replaced with blend crossover. Interestingly, blend crossover lives in the same space as differential mutation and their joint behavior has a geometric interpretation in space.
BINARY GDE
In this section, we present definitions of convex combination and extension ray and their weighted extensions in general metric spaces, and derive formally their specifications to the Hamming space for binary strings. These specific operators can be plugged in the formal GDE (algorithm 2) to obtain a specific GDE for the Hamming space, the Binary GDE.
Convex combination
The notion of convex combination in metric spaces was introduced in the GPSO framework [7] . The convex com- 
(B, C)/d(A, B) = WA (the weights of the points A and B are inversely proportional to their distances to C).
When specified to Euclidean spaces, this notion of convex combination coincides with the traditional notion of convex combination of real vectors. In the Euclidean space, C is uniquely determined, however this is not the case for all metric spaces. In particular, it does not hold for Hamming spaces. When CX is specified to Hamming spaces on binary strings, we obtain the recombination operator outlined in algorithm 3 [7] . This algorithm returns offspring if
end if 8: end for 9: return string C as offspring ER(B, A) ). The extension ray in a metric space can be defined indirectly using metric segments, as follows.
Extension ray

Definition 1. Given points A and B, the (metric) extension ray ER(A, B) is the set of points C that satisfy
In this paper, only the part of the extension ray beyond B will be of interest because the point C that we want to determine, which is, the offspring of the differential mutation operator, is never between A and B by construction.
In the following, we define the weighted extension ray for general metric spaces consistently with the geometric interpretation presented in section 4.1. The weighted extension ray ER is defined as the inverse operation of the weighted convex combination CX, as follows. A, w ab ), (B, w bc ) ) of the points A (origin) and B (through) and weights w ab and w bc returns those points C such that their convex combination with A with weights w bc and w ab , CX((A, w ab ), (C, w bc ) ), returns the point B.
Definition 2. The weighted extension ray ER((
Notice that from this definition follows that the weights w ab and w bc in ER are positive real numbers between 0 and 1 and sum up to 1 because they must respect this condition in CX.
The set of points returned by the weighted extension ray ER can be characterized in terms of distances to the input points of ER, as follows. This characterization may be useful to construct procedures to implement the weighted extension ray for specific spaces. We used it, together with representation-specific properties of the extension ray in the Hamming space on binary strings, in the derivation of the Binary Extension Ray Recombination (algorithm 4).
In order to gain an intuitive understanding of how an extension ray looks like in the Hamming space, let us consider an example of extension ray originating in A = 110011 and passing through B = 111001.
The relation C ∈ [A, B] is satisfied by those C that match the schema S1 = 11 * 0 * 1. This is the set of the possible offspring of A and B that can be obtained by recombining them using the uniform crossover.
The relation B ∈ [A, C] is satisfied by all those C that match S2 = * * 1 * 0 * . This is the set of all those C that when recombined with A using the uniform crossover can produce B as offspring.
The following theorem characterizes the extension ray in the Hamming space in terms of schemata. Proof. Proof of statement 1 : the schema so defined corresponds to the set of the possible offspring of A and B that can be obtained by recombining them using the uniform crossover. This crossover operator corresponds to the uniform geometric crossover under Hamming distance which returns offspring in the segment between parents.
Proof of statement 2 : all C matching the schema S defined in this statement recombined with A can produce B as offspring. This is because at each position (in A, B and C) when in the schema S there is * the bit in B at that position can be inherited from A. When in the schema there is a bit (0 or 1) the bit in B at that position can be inherited from C. Furthermore, only the strings C matching S can produce B when C is recombined with A.
Using the characterization of the weighted extension ray in terms of distances (lemma 1) and the characterization of the extension ray in the Hamming space in terms of schemata (theorem 2), we were able to derive the weighted extension ray recombination for this space (see algorithm 4). Theorem 3 proves that this recombination operator conforms to the definition of weighted extension ray for the Hamming space. HD(A, B) ) (this is the probability of flipping bits away from A and B beyond B) 5: for all position i in the strings do 6:
if B(i) = A(i) and random(0,1) ≤ p then 8:
set C(i) to the complement of B(i) 9:
end if 10: end for 11: return string C as offspring Proof. This can be shown as follows. The number of bits in which A and B differ are HD(A, B) . The number of bits in which A and B do not differ is n − HD(A, B) .
For the bits in which A and B differ, the string C equals B. For each bit in which A and B do not differ, C does not equal B with probability p. So, the expected distance between B and C is E[HD(B, C)] = (n − HD(A, B) ) · p. HD(A, B) 
By substituting p = HD(B, C)/(n −
EXPERIMENTS
We implemented the GDE algorithm for binary spaces within a Java framework, 1 and investigated its performance on some benchmark problems. The proposed algorithm was compared with three other algorithms:
• cGA: A canonical Genetic Algorithm, with roulette wheel fitness-proportionate selection, uniform crossover and bitflip mutation.
• tGA: a Genetic Algorithm with truncation selection, with a selection threshold of popsize/2.
• ES: A µ+λ Evolution Strategy, with µ = λ = popsize/2 and bitflip mutation.
For the first benchmark suite, we also compared it with:
• BPSO: Discrete Binary PSO of Kennedy and Eberhart, using the results presented in [3] .
For the ES and GAs, the bitflip mutation works as follows: each bit in the chromosome is considered, and with probability p this bit is flipped. In the experiments involving these algorithms, this parameter was systematically varied between 0.0 and 0.5 in increments of 0.01. For the experiments involving GDE, the key parameters F and Cr were systematically varied between 0.0 and 1.0 in increments of 0.1.
In all experiments, the length of any single run was set to 4000 function evaluations, in order to be directly comparable with the results of Kennedy and Eberhart. For GDE, GA and ES the population size was varied systematically: sizes of 10, 20, 40, 80 and 160 were tried, with the numbers of generations limited appropriately: 400, 200, 100, 50 and 25.
Spears-DeJong functions
We used three of the same benchmark problems that Kennedy and Eberhart tested their binary PSO on. These are William Spears' binary versions of DeJong's functions f 1, f 2 and f 3.
2 (We did not use f 4 and f 5 due to unresolved differences between different versions of the code, which might be due to differing numerical precision in different systems; further, Kennedy and Eberhart do not report precise results for f 4.)
Each configuration (parameters and population size) was tested twenty times, and the average best score of each run was recorded, as well as how many of the runs that reached the global optimum. The results are summarized in table 1. The parameters were optimized separately for each combination of benchmark function and algorithm, and only the results of the best configuration are reported here. The best parameter settings found are reported in tables 2 and 3.
The GDE algorithm appears to work best with small population sizes, 10 or 20 individuals (and thus more generations). On f 1, there is a clear preference for high values (e.g. 0.9) of both F and Cr, whereas on f 2 the algorithm seems to work best with values of around 0.3 for both parameters.
In comparison, both GAs always work best with large populations and relatively high mutation rates (>0.1). The ES seems to be relatively insensitive to population size, as long as the mutation rate is in the region 0.05-0.1.
The compressed fitness structure of f 1 and f 2, with many local optima with values differing from the global optimum only in the third decimal, is apparently a bad match with fitness-proportional selection; the landscape of f 3 has similar characteristics but to a lesser degree. Therefore, the results of the canonical GA are the worst on all problems.
Both the evolution strategy and the GA with truncation selection are strictly better on all benchmarks than the canonical GA; binary PSO is better than ES in that it reaches optimum more often on f 1 and f 2; and GDE is the best algorithm overall, as it is as good as BPSO on f 2 and f 3 but reaches the global optimum almost twice as often on f 1. 
NK Landscapes
In order to more systematically test the behaviour of GDE on landscapes with varying amount of epistasis, we performed additional experiments using NK fitness landscapes, as proposed by Kauffman [2] . NK landscapes have two paramters: N , the number of dimensions, was fixed to 100 in our experiments; K, the number of dependencies on other loci per locus was varied between 0 and 4. the same way as with the Spears-DeJong experiments above. All evolutionary runs lasted for 10000 function evaluations, which were allocated either as population size 100 and 100 generations or as population size 10 and 1000 generations.
The results in table 4 show that GDE is a very competitive algorithm overall. For population size 100, GDE is the best of the four algorithms for K of 1, 2 and 3, and a close second for K of 0 and 4. For population size 10, GDE is the best algorithm for all K except K = 0. The results further show that the ES and the GA with truncation selection perform significantly better than the canonical GA for all K. Table 5 shows the best parameter settings for GDE for different K. Apparently, for low K larger population sizes are preferred, and for higher K smaller populations do better. Interestingly, for all K the best configuration is very low F and medium to high Cr. Table 6 presents the best parameter settings found for ES and GA. A very clear trend is that ES works best with small populations and both GAs with larger populations; ES also generally prefers lower mutation rate than the GAs. Table 4 : Results on the NK landscape benchmark.
Average maximum fitness at the last generation for each algorithm using K values between 0 and 5, using population sizes of both 10 and 100. 50 runs were performed for each configuration.
CONCLUSIONS
In this paper, we have generalized DE from continuous to generic combinatorial spaces by extending the geometric interpretation of the classic DE to general metric spaces. Table 6 : Best mutation settings found for GA and ES on the NK landscape benchmark. The GAs always performed best with population size 100, and the ES with population size 10.
The algorithm obtained (GDE) can then be formally specified for specific spaces and specific representations. We have illustrated this by deriving the specific GDE for the Hamming space associated with binary strings. The binary GDE compared on a standard benchmark against a set of classic evolutionary algorithms performed best in the comparison.
In future work, we will extensively test the binary GDE on a larger set of benchmark functions. Also, we will specify the formal GDE for search spaces associated with permutations and test it on hard combinatorial optimization problems. Differential Evolution is similar to other classical derivation-free methods for continuous optimization that make use of geometric constructions of points to determine the next candidate solution (e.g. Nelder and Mead method and Controlled Random Search method). We will use the same technique to generalize these algorithms to general metric spaces.
