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COUNTRY AND SIZE EFFECTS IN FINANCIAL RATIOS: A EUROPEAN
PERSPECTIVE
ABSTRACT
Harmonised aggregate financial statements are published by the European Commission in
the BACH database.  This information is organised by country, size of firm, and year.
Financial ratios obtained from this database are analysed using multivariate statistical
techniques in order to explore country and size effects.  The data relates to three size
groups, eleven countries, fourteen years, and fifteen financial ratios.  It is found that
financial ratios reflect the size of the firm, but that the way in which this is reflected varies
between the different countries. It is also found that there are no significant size related
differences in financial profitability, but that such differences appear when countries are
compared.  Important regularities are found over time.  Some time effects are also found in
the way countries react to the business cycle.
Keywords:  BACH database, firm size, Central Balance Sheet, three-way scaling,
INDSCAL, financial statement analysis, European business evolution.1
COUNTRY AND SIZE EFFECTS IN FINANCIAL RATIOS: A EUROPEAN
PERSPECTIVE
1. INTRODUCTION
Does size matter? Small firms have long been found to differ from large firms in many
respects. The study of size effects and the way these are reflected in the financial structure
of the firm, has a long pedigree; Hall (1987).   Size effects have been found in capital
markets; Rees (1995), Cooke (1992); and in bankruptcy prediction; Ohlson (1980), Peel,
Peel and Pope (1986).  Rivaud-Danset et al (2001) compared the financial structure of
small and large firms.  Chung (1993) studied the debt structure of small and large firms.
The relationship between size and export behaviour has been studied by Calof (1994) and
Pierre-Andre (1997).
A way of acknowledging the importance of size, and to control for it, is to work with ratios.
This is done in the present paper.  Ratio analysis relies on the principle of proportionality.
There has been much debate about proportionality in the literature; McLeay and Fieldsend
(1987), Fieldsend et al (1987).  If proportionality applies, no size effect should be found
when working with ratios.   However, it will be shown that size is important in the financial
structure of European firms, and that its importance has not varied over time.
This paper studies size effects in European firms, as reflected in the BACH database.  Other
studies of financial structure of European firms, which also use this database are Rivaud-
Danset et al (2001), Serrano et al (1999 and 2001).
The Directorate General for Economic and Financial Affairs of the European Commission
collects and harmonises annual company accounts statistics for European countries.   This
is published in the BACH (Bank for the Accounts of Companies Harmonised) database.
Data for BACH is provided by the institutions that form part of the European Committee of
Central Balance Sheet Data Offices (ECCB); European Commission (2000).  A list of these
institutions can be seen in Table 1.  The BACH database is a very rich data source.  It
contains information by year, country, industrial sector, and size.   From the original data,2
15 financial ratios were computed.  Table 2 shows the list of ratios and their definition
according to BACH conventions. These are the same ratios used by the European
Commission (1997 and 1998), and the same ratios on which previous studies were based.
These are ratios of means and not means of ratios, since firm level data is not available;
McLeay (1986).
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Data was available for 14 years, 11 countries, 3 size groups, 15 financial ratios, and 19
industrial sectors.  The sector that provided the highest number of observations is
manufacturing, which accounted for 67% of the total.  This study, in order to control for
homogeneity, is based on manufacturing data only.  In total, and taking into account that
there are missing observations, there were 6428 data items.
Size can be measured in a variety of ways; e.g., number of employees, turnover, total asset
value.   The European Commission recommendation 96/280/CE gives priority to number of
employees in the definition of size.  However, there is general agreement that, for the
purposes of economic research, turnover captures best the effect of size; Ozkan (1996),
Titman and Wessels (1988), Rajan and Zingales (1995).  BACH uses turnover as an
indication of size.  Three size groups are contemplated: small enterprises, defined as having
a turnover smaller than 7 million EUR; large enterprises, with a turnover of 40 million
EUR or more; and medium sized enterprises, which contains the in-between group.  A
further group, containing all firms, a weighted average of the previous data set, is also
available in BACH.
The research questions are as follows.  Taking all the data into account, in what sense is the
structure of financial ratios different between companies that belong to the different size
groups?   Which financial ratios best reflect the differences?  In which countries are the
differences more accentuated? Questions can also be asked about the relationship between
size and country of origin. Is it possible to find country effects in the financial ratio3
structure of firms of a given size? Is the financial structure of small Italian firms closer to
the financial structure of large Italian firms, than to the financial structure of small Spanish
firms?   Finally, if there are size and country effects, how do these evolve over time?
To address the above questions, a series of analyses were performed.  First, differences
between ratios for the different size groups are explored by means of univariate ANOVA.
This is done in section 2.  Second, a three-group Linear Discriminant Analysis (LDA), in
section 3, highlights the classification ability of the ratios.  The main body of the paper is
formed by a three-way scaling analysis of the data using the INDSCAL model of Carroll
and Chang  (1970).  Section 4 discusses this model and its relevance to the present
situation. Hierarchical cluster analysis of the original data attempts to further explore
similarities and differences between size and country.  The paper is completed with a
conclusion section.
2. INITIAL DATA ANALYSIS OF THE FINANCIAL RATIOS
The first step in the analysis was to explore up to what point there are differences between
financial ratios for firms in the different size groups.  In order to do this, the mean and
standard deviation of each ratio was calculated for each size group.  The results for the
complete data set are shown in Table 3.  This exercise was repeated for each country and
each year, although the results are not reported here.  It was clear that there are differences.
The largest differences appear to be related to ratios 12 (debt structure), 6 (relative share of
staff costs), and 7 (staff costs relative to value added). Simple visual examination of Table
3 suggests that ratios 3 (return on equity), 8 (relative share of financial charges), and 14
(debt structure) have lower discriminatory power.  Are the observed differences significant
or just the result of random variation? This question was addressed by means of univariate
ANOVA analysis.
 
Table 3 about here 
The discriminatory power of the ratios can be assessed by the value of the F statistic.
Results for the complete data set and for individual countries are summarised in Table 4.4
For the complete data set, the last column in Table 4, and taking financial ratios one at a
time, an F test on Wilk´s lambda finds that, with the exception of ratio 3 (return on equity),
all ratios have discriminatory power.  It can be seen that the ratios without discrimination
power vary from country to country, suggesting that there are country effects in the
structure of different sized firms in the different countries.  Ratio 3, when acting on its own,
does not have discriminatory power in four out of the eleven countries.  This issue will be
further explored below.
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3. THREE-GROUP LINEAR DISCRIMINANT ANALYSIS
The previous section has demonstrated that most ratios have ability to discriminate between
the different size populations, and that this is true of all the countries.  Here we use linear
functions made up by linear combinations of financial ratios as discrimination tools.  Since
the objective of the exercise is to discriminate between three populations, two LDAs are
needed.  LDA has many limitations when applied to financial data; Eisenbeis (1977).
Despite this, it has been widely used in financial and accounting research; Altman et al
(1981).
Three-group discriminant analyses were performed for every country and for the complete
data set.  Model selection was based on a stepwise procedure based on Wilk´s lambda, as
implemented in the computer package SPSS.  Model selection involves an element of data
reduction.  If two ratios are highly correlated, only one of them will form part of the final
discrimination function. Thus, it is possible for two discriminant functions to appear to be
different when in reality they use interchangeable ratios.
The results are seen in table 5.  This table shows, for each country and for the total data set,
the variables that enter in the discriminant functions.  These variables are ordered by
classification importance (by their impact on Wilk´s lambda).  Therefore, when a long list
of variables is given, the variables that come towards the end of the list have little impact5
on the classification function.  It is usual to use discriminant functions with few variables,
but in this case two discriminant functions are involved in each data set, because three
groups are being discriminated, and the same variable may have different impact in each
function.  It can be seen in Table 5 that the variables that appear to have a higher
discriminant power are ratios 12, 6, and 7, in line with the results of the univariate
exploratory analysis.  Ratio 3 appears to have very little discriminatory power with respect
to size.  This result is also coherent with the findings of the univariate analysis.
Discriminant analysis shows that it is possible to classify firms into groups according to
financial ratios, and indirectly indicates that the proportionality assumption in ratio analysis
does not hold, but it does not explain the rationale of the classification; i.e., in what sense
are the ratios of small firms different from the ratios of large firms?  This is an issue whose
answer will be sought with the help of scaling and clustering models.
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The classificatory power of the various discriminant functions is also shown in Table 5.
The last four columns in this table contain the percentage of firms that have been correctly
classified by the discriminant functions.  Of these, the first three columns give the
percentage of correctly classified cases by size, while the last column shows the overall
classification accuracy.  As far as individual countries are concerned, the overall
percentages vary between 76.6% for Spain and 97.5% for Germany.  Clearly, the highest
the classification accuracy, the more different are the financial structures of the differently
sized firms.
The last row in Table 5 deserves special attention.  The group named “Total” is made up of
all the firms without taking into account country of origin.  Classification accuracy is much
lower, both overall and for the different size groups.  This suggests that information of
country of origin is of great importance, and that there is a country effect.  This may result
in apparently different discrimination functions being used for different country data.  In
other words, there may be differences between small and large firms in France, and there
may be differences between small and large firms in Netherlands, but the differences6
between large and small firms, in terms of financial structure, are not the same in both
countries.  This will also be explored below.
4. A GLOBAL IMAGE AND ITS LOCAL FEATURES
This section attempts to visualise the main characteristics of the data set in order to provide
a global image of its main features.  In order to clarify the exposition, it will be divided into
several subsections.  It will start with a summary description of the model. The next
subsection will concentrate on time invariant characteristics of the data.  This will be
followed by a short discussion of change over time; specific country effects will this way
become apparent.  Cluster analysis, and a discussion of its results, will form the last
subsection.
4.1.  Three-way scaling models.
Scaling models are members of the class of multivariate statistical methods.  They have the
peculiarity of attempting to visualise the main characteristics in the data, so that any
relationship that may exist between the different data items is revealed in a statistical map.
This way of proceeding has the advantage of making the results of the analysis explicit to
the non-specialist, although understanding the mathematical basis of the methods requires
strong technical knowledge.   Scaling models have long been used in finance, accounting
and management; Green and Maheshwary (1969), Moriarity and Barron (1976), Belkaoui
and Cousineau (1977), Rockness and Nikolai (1977), Frank (1979), Libby (1979), Belkaoui
(1980), Brown (1981), Emery et al (1982), Bailey et al (1983), Mar-Molinero and Ezzamel
(1991), Mar-Molinero et al (1996), Mar-Molinero, and Serrano-Cinca (2001), and Serrano-
Cinca et al. (1999 and 2001).
Scaling models start from a measure of distance between two data items of interest.  This is
known as a measure of dissimilarity.  If there is little difference between two items of data,7
the dissimilarity measure will be small; if the two items of data are very different, the
dissimilarity measure will be large.  Next, statistical maps, or configurations, are built in
such a way that each data item is represented in the configuration by a point.  If the
dissimilarity between two data items is small, these two points are placed near each other in
the space; if the measure of dissimilarity is large, these points are placed far away in the
space.  There are statistical tests that can be used to assess the quality of the representation,
and special techniques are available to add meaning to the results.
The data set that is being analysed is four way: country, size, year, financial ratios.  We
want to explore how size and country effects are reflected in yearly accounts.  The fifteen
financial ratios will be treated as variables.  An observation will be the value of such
financial ratios for firms of a given size, in a specific country, during a given year.
There are various scaling models that can represent three way data.  Examples are Tucker´s
(1966) extension of Factor Analysis; the PARAFAC model of Harshman (1970); and
Ramsay’s (1982) MULTISCALE.  Three way scaling models have been reviewed by Kiers
(1998). The approach chosen in this particular piece of research, is the Individual
Differences model of Carroll and Chang (1970), or INDSCAL.  INDSCAL produces two
kinds of output, a common map, that summarises what remains invariant over the various
data sets that form the input to the model, and a series of weights, which show the way in
which the various data sets differ from each other.












ij ∂ , is the dissimilarity measure between cases i and j for year k.
di x  is the co-ordinate in dimension d of case i in the common map,
dj x  is the co-ordinate in dimension d of case j in the common map,8
k
d w  is the weight associated with dimension d during year k,
k
ij ε  is a residual term.
The estimation algorithm is described in detail in Chang and Carroll (1969).  An improved
algorithm was developed by Pruzansky (1975).
Before proceeding any further, it is important to realise that each financial ratio has its own
specific units of measurement.  This would make the results data dependent.  To avoid it,
ratios were standardised to zero mean and unit variance.  The measure of dissimilarity is the
euclidean distance between standardised ratios.
Similarities were obtained between combinations of country and size.  For example, a
measure of dissimilarity was calculated between small French firms and large German
firms.   There was a similarity matrix for each year, making a total of 14 similarity
matrices.    All countries and sizes were involved in each matrix, as was the group 0, or
summary for the country. There are eleven countries, and four group sizes in each country,
which results in dissimilarity matrices with 44 rows and 44 columns.  As an example, a
section of the matrix of dissimilarities for 1998, is given in Table 6.  A cell in the
dissimilarity matrix reflects how different the financial structure of the companies in the
country and group size at the beginning of the row is from the financial structure of the
companies in the country and group at the beginning of the column.
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In some cases data was not available.  Some countries were slow to join the BACH
database, and others did not provide data for a particular ratio.  For ratios 8 and 9, Austria
did not provide data for small firms; these were estimated to be equal to the ratios of the
medium-sized firms.  This procedure introduces an element of error, but scaling methods
are robust to errors in the data, and it was preferred to work with estimated data in a few
observations rather than loose observations.9
The model generated two sets of information: a common map that contains what remained
invariant during the period under study, and a set of weights that contain information about
evolution over time.  These two aspects will be discussed in sequence next.
4.2.  The common map.
The common map, which summarises what has remained invariant during the fourteen
years under consideration, contains 44 points, one for each combination of size and
country.  These are points located in the space.  A series of Principal Component Analyses,
and the study of the change in the value of stress, as suggested by Kruskal and Wish (1978)
suggested that a representation in five or more dimensions was appropriate.  Six
dimensions is the maximum allowed by the software used, SPSS.  The common map was
thus built in a six dimensional space.
The results of the estimation were excellent.  The overall measure of fit, R
2, was 0.91
indicating that the model captures 91% of the variation in the data.  As far as matrices for
individual years are concerned, R
2, varied in the range 0.80 to 0.97.
Unlike other scaling models, the configuration reported by INDSCAL is not invariant to
rotation.  The axes of coordinates have to be taken as they appear in the output, and no
rotated configurations are possible.  This appears to be a disadvantage with respect to other
more traditional techniques, such as factor analysis, but it has long been observed that the
axes of coordinates returned by the algorithm can be interpreted, and that the interpretation
often has a meaning within the context of the problem under study.  This does not exclude,
however, that there may be no meaning associated with directions other than the axes.  It is,
for example, possible that diagonal directions may have meaning; Krzanowski (1988).
A map in a six dimensional space is impossible to represent other than
mathematically.  A mathematical map is a set of points with the coordinates of such points
in the space.   In this case, each point is associated with six coordinates.  Not all coordinates
are relevant to the problem under study, and much is to be gained by visual inspection of10
the various possible representations on pairs of two dimensions.  In this case it was found
that the main characteristics of the problem could be observed in the representation in
Dimension 1 versus Dimension 3.  This projection can be seen in Figure 1.  The points
associated with size group 0, the summary for each county, have not been printed in Figure
1 in order not to clutter the visual impact with information which is neither relevant nor
useful in the forthcoming analysis.
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If, in Figure 1, we join, for each country, the three points associated with it, starting from
small firms and ending with large firms, we will see that, with the exception of Germany,
the lines are remarkably straight, and move from the bottom right hand side towards the top
left hand side.  The lines associated with the different countries tend not to cross.  Starting
from the top right hand side, and moving towards the bottom left hand side, countries
appear in the following order: Austria, Finland, the Netherlands, Sweden, France, Italy,
Spain, Belgium, Portugal, Denmark.  The line representing Germany moves horizontally
from right to left.  The points associated with small firms are always at the bottom of the
line, and the points associated with large firms are always at the top of the line. Thus, two
effects appear very clearly in the representation: a country effect and a size effect.  The
country effect appears in the direction SW to NE, while the size effect appears in the
direction SE to NW.  The inclination of the lines associated with the different countries
changes from country to country.  There are two extreme cases: Germany, which produces
an horizontal line, and Sweden whose associated line is almost vertical.  The length of the
line reflects the extent of the differences between small and large firms: the longer the line,
the larger the differences.  Larges lines, and larges differences between small and large
firms, appear in Germany, Portugal and the Netherlands.  The shortest lines, and the
smallest differences are apparent in Spain, Denmark, and Sweden.
Meaning can be attached to the directions in the configuration by means of the technique
known as Property Fitting (Pro-Fit).  Pro-Fit is a regression-based approach that highlights
the way in which a particular characteristic of the data varies through the map; Schiffman et
al. (1981).  The idea is that if the level of the characteristic, say profitability, depends on the11
position on the map, a linear relationship can be established between the level of the
characteristic and the position on the map.  This produces lines very much like North-South
directions in geographical maps.  Being a regression based approach, the usual measures of
goodness of fit are available to assess the quality of the representation.
Before applying the Pro-Fit algorithm, there is an issue to be addressed.  The common map
summarises the behaviour of financial ratios over a fourteen year period.  Thus, for every
financial ratio we have fourteen sets of data, one for each year.  Rather than represent
fourteen vectors on the common map, something that would make interpretation quite
cumbersome, we have worked with average values over the fourteen year period.   All
financial ratios were taken, one by one, as properties.  Working with average values for the
ratios should introduce an errors-in-variables effect and bias down the correlations.  Despite
this, results were excellent.  The lowest value of R
2 obtained was 0.77.   The results, for the
representation in dimensions 1 and 3 can be seen in Figure 2.   The statistical results for the
Pro-Fit estimation are shown in Table 7.
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Figure 2 is the compass that helps to interpret Figure 1.   Remembering that the size effect
is associated with the direction NW-SE, one should look for vectors in Figure 2 that are
oriented in this direction.  Ratios 12 (overall debt), 6 (relative share of staff costs), and 7
(staff costs relative to value added), the ones which were found by univariate ANOVA
analysis to be most associated with size, point precisely in this direction.  Ratios 6 and 7
measure labour productivity, indicating that large firms are more labour productive than
small firms, something that is consistent with large firms being more capital intensive than
small firms; European Commission (1998).  Thus, it could be argued that small firms are
more in debt than large firms; that small firms have higher staff costs both in terms of
turnover and of value added.  Also in this direction but with opposite orientation, are ratios
1 (gross operating profit plus financial charges to turnover), 2 (net profit to net turnover),
and 10 (financial results to net turnover).    Since ratios 1, 2, and 10 relate to margins, this12
suggests that, in the European manufacturing sector, large firms operate with larger margins
than small firms.  It is the moment to remember that ratio 3 (financial profitability) was not
strongly associated with size.  In Figure 2, the vector representing ratio 3 is perpendicular,
in most countries, to the NW-SE directions related to size, indicating that size and financial
profitability are largely independent.  But if both small and large firms are achieving
similar levels of financial profitability, and they have different margins on sales and
different cost structures, particularly staff costs, we are finding differences in corporate
strategy.  Differences in the financial structure of small and large European companies were
also reported by Rivaud-Danset et al (2001), this subject was also studied by the European
Commission (1997 and 1998).  Firms of different sizes reach the same objective travelling
along different paths.
The direction SW-NE, on which the country effect is found, is related, on the positive side,
to ratio 3 (financial profitability); and, on the negative side, to ratios 8 (relative share of
interest charges), and 9 (apparent rate of interest on financial debt).  Clearly, the higher the
interest rates are, the higher is the value of ratios 8 and 9, and the lower the profitability.
This suggests that the highest financial profitability is found in Austria, Finland and the
Netherlands, and the lowest financial profitability is found in Denmark, Portugal and
Belgium.   The reverse is true of relative share of interest charges and apparent rate of
interest on financial debt.  In this last case, the lowest values are found in Austria, Finland
and the Netherlands, while the highest values are found in Denmark, Portugal and Belgium.
As far as the axes are concerned, the ratios associated with Dimension 1 are, on the positive
side, 13 (financial indebtedness) and 5 (valued added to net turnover); and, on the negative
side, 4 (relative share of purchases of goods and services) and 11 (own funds ratio).   Since
large firms are situated towards the W of the map, and small firms are situated towards the
E of the map, the map supports the view that large firms purchase more goods and services
in relation to turnover, have higher own funds ratios, have lower financial indebtedness,
have lower value added to net turnover than small firms.  Small European manufacturing
firms generate more value added, with higher staff costs, achieving similar levels of
profitability.  This further confirms the existence of strategic structural differences between13
large and small firms.  It can be concluded that small European manufacturing firms have a
higher ability to create economic wealth, which is generated by their main activity.
The interpretation of Dimension 1 is particularly relevant to the German case, as the line
that is associated with this country is horizontal.  This suggests that the differences between
small and large firms that have just been identified are particularly accentuated in the
German case.
The ratios associated with Dimension 3 are 14 (long term debt to total debt), and 15
(provisions for liabilities to balance sheet total).  The higher up in dimension 3, the higher
the value of both ratios.  Since large firms tend to be situated towards the top of Dimension
3, this is consistent with large firms having more long term debt and more provisions for
liabilities than small firms.  This is accentuated in the case of Sweden.
In summary, three patterns have been identified: the Swedish case, the German case, and
the rest of Europe.  Differences between small and large firms in Swedish firms relate
mainly to ratios 14 and 15.  Differences between large and small German firms relate
mainly to ratios 4, 5, 11, and 13.  Differences between large and small firms in the rest of
the countries relate mainly to ratios 12, 6, 7, 1, 2, and 10.  It is to be noticed that this is
coherent with the findings of LDA analysis, as reported in Table 5.
4.3. Evolution over time.
Up to now, the analysis has concentrated on invariance over the fourteen year period.  The
common map, as projected in Figure 1, is an average over the fourteen year period.  But
this average hides the evolution from year to year.  Firms react to a dynamic environment
and this may be reflected in their ratio structure.   How does the business cycle affect the
ratio structure of firms of different sizes in the different countries?  Given a particular
country, have differences between small and large firms become larger?  Have they become
smaller?   To shed light on these questions we need to examine the weights calculated by
the model.14
The INDSCAL model reveals the evolution over time through a set of weights, 
k
d w .  These
weights distort the common map by stretching it or contracting it in the direction of the
axes.  Stretching or contracting an axis implies giving that axis more importance or
“salience”.  Examples of the way in which such map distortions reveal important features
of the data can be seen in Kruskal and Wish (1978).  Each dimension, in each particular
year, has associated with it a weight that reveals the salience of that dimension in that year.
The weight by itself is of no particular importance, what matters is the relationship between
the weights; i.e., given a particular year, is Dimension 3 more salient than Dimension 1 or
the other way round?  As only dimensions 1 and 3 have been found to be of relevance to
the present study, only the weights associated with these dimensions will be discussed.  The
relevant statistical tool to compare the weight associated with Dimension 1 with the weight
associated with dimension 3 is Young’s plot; Coxon (1982).   Young’s plot combines a
measure of goodness of fit with a measure of relative importance of each dimension in each
year.  Young’s plot can be seen in Figure 3.
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In Figure 3 we observe that during the years 1987 and 1988, Dimension 3 had more
salience than Dimension 1.  In the remaining years the situation was reversed, with
Dimension 1 having more salience than Dimension 3; this effect was particularly
accentuated during the years 1990, and 1991.
To interpret these results, we need to concentrate on individual cases.  Let start with
Germany.  In Figure 1, the differently sized German firms were situated on a horizontal
line, indicating that Dimension 1 was the discriminating feature with respect to size.  This
dimension was found to be related to ratios 4 and 11.  Dimension 1 has its maximum
salience during the years 1990 and 1991, implying that these were the years when the
differences between small and large firms were most accentuated in Germany.  Dimension
1 has its minimum salience during the years 1987 and 1988, something that is consistent
with the differences between small and large German firms being minimised.15
Sweden provides the other extreme case.  Differently sized Swedish firms are situated on a
vertical line, something that is consistent with Dimension 3 being the main feature that
discriminates between small and large firms in this case.  Dimension 3 was found to be
related to ratios 14 and 15.   This reverses the German case, as the differences between
small and large Swedish firms are maximised when Dimension 3 takes its maximum
salience, in years 1987 and 1988; and are minimised when Dimension 3 takes its minimum
salience, in years 1990 and 1991.
Germany and Sweden provide two extreme cases of changes over time, because the lines in
Figure 1 that are associated with these countries are either horizontal or vertical.  The
general pattern in the remaining countries is that the lines tend to approximate the 45º line.
This is consistent with the differences between small and large firms in the remaining
European countries not being noticeably affected by the passage of time.
4.4. Cluster analysis
It has been argued that in European manufacturing firms there are both size and country
effects, and that these are persistent over time.   It has also been argued that some of the
differences are related to different management strategies.  But, are there strategic groups in
Europe?  Are the ratios of, say, small Italian firms more similar to the ratios of large Italian
firms than to the ratios of small Portuguese firms?
This issue will be addressed by means of hierarchical cluster analysis.  Up to now we have
been working with the projection of a six dimensional map on two dimensions, and this is
necessarily a simplification that may hide important features of the data.  A way of
revealing such features is to complement a scaling exercise with cluster analysis, as
recommended by Arabie et al (1987) and Chatfield and Collins (1980).
In the previous section, it has been observed that there is a remarkable degree of robustness
in time with respect to the results observed in the common map.  Taking this into account,
average values for the financial ratios for the fourteen years have been calculated for each16
country and size group, in the same way as was done earlier on when applying Pro-Fit
analysis.  Combinations of country and size were taken as cases, and standardised ratios as
variables.  Clusters were calculated using Ward’s approach as implemented in SPSS.  This
approach maximises within group homogeneity and between group heterogeneity, and has
been found to be productive in other similar studies; Blashfield (1976), Cool and Schendel
(1987).
The dendrogram that was obtained is shown in Figure 4.  In it, three main clusters can be
observed.   The differences between the clusters are related to country, not to size.  A large
cluster contains Spain (all sizes), Italy (all sizes), Portugal (all sizes), Belgium  (all sizes),
and France (medium and large firms).  A second cluster is formed by Scandinavian
countries:  Finland (all sizes), Denmark (medium and large firms), and Sweden (all sizes).
The last cluster is contains Austria (all sizes) and Germany (all sizes).  It is difficult not to
think of cultural differences, the first cluster could be labelled “Latin”, the second cluster
could be labelled “Scandinavian”, and the last cluster could be labelled “Germanic”.  It is to
be noticed than no cultural variables have been entered in the data, and the clusters are
based solely on financial ratios.  There appear to be three ways of organising manufacturing
companies, a Latin one, a Scandinavian one, and a Germanic one.  Similar findings were
obtained in a previous piece of research, in which the clusters were related to financial
ratios and to the macro-economic environment; Serrano Cinca et al (2001).   There were,
however, exceptions to the general pattern: Netherland does not appear to sit easily in any
of the groups, small French companies and small Danish companies appear together in the
Germanic group.
 
Figure 4 about here 
In Figure 1, the Germanic cluster appears on the East of the configuration, the Scandinavian
cluster appears on the NW of the configuration, and the Latin cluster appears on the SW of
the configuration.  Taking into account the orientation of the directional vectors in Figure 2,
the Germanic cluster appears to be associated with higher than average profitability, high
value added, and high staff costs.  The Scandinavian cluster is characterised by high values17
of profit to turnover.  The Latin cluster has a high ratio of interest charges to net turnover,
and a high apparent rate of interest on financial debt.
5. CONCLUSIONS
In this paper we have studied the financial structure of small, medium sized, and large firms
in eleven European countries over a fourteen year period.  The data was obtained from the
BACH database, which is not at the level of industrial firm, but aggregated by sectors.  The
main themes of the research have been the presence of size and country effects on financial
ratio structure.
Initial data analysis, based on univariate ANOVA, found significant differences related to
size in most ratios, the exception being profitability.  This suggests that, given a particular
country, the differences between small, medium, and large firms do not relate to
profitability, but to the way in which a given level of profitability is obtained.
The existence of financial ratio differences between small, medium, and large companies
was confirmed by three-group linear discriminant analysis.  For each country, high levels of
classification accuracy were found.  But the discriminant functions were found to differ
between countries, suggesting country effects in financial ratio structure.
Both country and size effects became apparent when three-way scaling methods were used.
Size effects were found to be associated with ratios 12 (overall debt), 6 (relative share of
staff costs), 7 (staff costs relative to value added), 1 (gross operating profit plus financial
charges to turnover), 2 (net profit to net turnover), and 10 (financial results to net turnover),
meaning that small firms are more in debt than large firms; that small firms have higher
staff costs both in terms of turnover and of value added, and that large firms operate with
larger margins than small firms.  In general, the differences are not in profitability, but on
the way in which profitability is achieved.  Thus, for a given country, there are size related
strategic differences in costs and balance sheet structure.18
A country effect was found, and it was fount to be related to ratios 3 (financial
profitability), 8 (relative share of interest charges), and 9 (apparent rate of interest on
financial debt).  The highest financial profitability, and the lowest relative share of interest
charges and apparent rate of interest on financial debt were found in Austria, Finland and
the Netherlands, the reverse being true of Denmark, Portugal and Belgium.
Three patterns relating to country and size combinations were identified: the Swedish case,
the German case, and the rest of Europe.  Differences between small and large firms in
Swedish firms were found to be related to ratios 14 and 15.  Differences between large and
small German firms were found to be related to ratios 4, 5, 11, and 13.  Differences
between large and small firms in the rest of the countries were found to be related to ratios
12, 6, 7, 1, 2, and 10.  These differences were found to be important in relation to changes
over time.  Differences in financial ratio structure between small, medium and large firms
remained remarkably stable over time, except in the case of German and Swedish firms.
The question of whether a small Italian firm is more similar to a large Italian or to a small
Finish firm was also pursued.  It was found that strategic groups exist, and these are related
to country and not to size. Three clusters are clearly apparent: a Latin cluster, a
Scandinavian cluster, and a Germanic cluster.
This study has a morale.  Imagine that a small Italian firm wants to increase its profitability.
Our findings suggest that, in general, it would be useless for such a firm to take example
from a large Italian firm.  It would be much more appropriate for the small Italian firm to
model itself on a small Austrian firm.  Monetary union in Europe should make country
related profitability differences a thing of the past.19
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Belgium Banque Nationale de Belgique / Nationale Bank van België
Denmark Statistics Denmark
Finland Tilastokeskus / Statistics Finland
France Banque de France
Germany Deutsche Bundesbank
Italy Centrale dei Bilanci S.r.l.
Netherlands Centraal Bureau voor de Statistiek
Portugal Banco de Portugal
Spain Banco de España
Sweden Statistiska Centralbyrån / Statistics Sweden
Japan Ministry of Finance
United States Department of Commerce
Table 1.  List of institutions that contribute data to the BACH database.24
Definitions of ratios used BACH items
R1.  Gross profit ratio
Ratio of gross operating profit or loss to net turnover U/1
R2.  Net Profit Ratio
Ratio of net profit or loss for the year to net turnover 21/1
R3.  Return on equity
Ratio of profit or loss for the year to equity capital 21/L- A
R4.  Relative share of purchases of goods and services
Ratio of consumption of goods and services to net turnover 5/1
R5.  Value added ratio
Ratio of BACH value added to net turnover T/1
R6.  Relative share of staff costs
Ratio of staff costs to net turnover 6/1
R7.  Staff costs relative to value added
Ratio of staff costs to BACH value added 6/T
R8.  Relative share of financial charges
Ratio of interest charges to net turnover 13/1
R9.  Apparent rate of interest on financial debt
Ratio of interest charges to debt owed to credit institutions 13/F2+I
R10. Ratio of financial result
Financial result on net turnover W/1
R11. Own funds ratio
Ratio of own funds less unpaid share capital to balance sheet total L- A/FL
R12. Overall Debt ratio
Ratio of debt with a remaining period to maturity of more than one year
+ debt with a remaining period to maturity of less than one year to balance sheet total F+I/FL
R13. Ratio of financial indebtedness
Ratio of financial indebtedness balance sheet total F2+I2/FL
R14. Debt Structure
Ratio of debt with a remaining period of maturity of more than one year to debt
With a remaining period of maturity of more than one year + debt with a remaining
Period of maturity of less than one year I/I+F
R15. Ratio of provisions for liabilities and charges
Provisions for liabilities and charges to balance sheet total J/FL
Table 2.  Ratios used in the study, and their definitions according to BACH conventions.25
Small firms Medium firms Large firms TOTAL
Mean St. Dev. Mean St. Dev. Mean St. Dev. Mean St. Dev.
R1 0.095 0.027 0.099 0.038 0.108 0.048 0.101 0.039
R2 0.019 0.072 0.022 0.036 0.031 0.048 0.024 0.054
R3 0.078 0.287 0.077 0.158 0.074 0.257 0.076 0.239
R4 0.603 0.113 0.636 0.101 0.638 0.161 0.627 0.129
R5 0.362 0.062 0.331 0.063 0.316 0.074 0.335 0.069
R6 0.268 0.059 0.232 0.063 0.208 0.063 0.235 0.066
R7 0.735 0.078 0.696 0.133 0.657 0.119 0.695 0.118
R8 0.034 0.039 0.031 0.018 0.032 0.022 0.032 0.027
R9 0.134 0.083 0.143 0.063 0.159 0.149 0.146 0.106
R10 -0.020 0.052 -0.017 0.018 -0.008 0.029 -0.015 0.036
R11 0.295 0.108 0.333 0.094 0.360 0.118 0.330 0.110
R12 0.637 0.095 0.581 0.085 0.524 0.122 0.579 0.111
R13 0.170 0.104 0.181 0.099 0.139 0.100 0.163 0.103
R14 0.290 0.114 0.275 0.103 0.295 0.127 0.287 0.115
R15 0.053 0.046 0.070 0.058 0.102 0.091 0.075 0.071














































































































































































































































































































































































































Table 4.  Univariate ANOVA. F values for each country and p-values
  * Significant at the 0.05 level.27
Accuracy (%)
Ratios in discriminant functions Small Medium Large TOTAL
Austria R9 R12 R13 R10 R8 R7 R11 R5 R4 R14 R2 R3 99.5 94.1 81.0 91.3%
Belgium R15 R9 R14 R11 R6 R8 R4 R13 83.5 81.8 90.1 85.1%
Denmark R10 R5 R12 R8 R14 R9 R11 R2 85.2 84.7 69.3 79.7%
Finland R6 R8 R13 R11 R12 R4 R5 88.6 77.3 81.8 82.6%
France R7 R15 R14 R13 R11 R12 R9 R4 R1 R8 83.0 89.2 81.3 84.5%
Germany R 12 R4 R11 R2 R13 R7 R1 R5 R8 R9 R14 96.7 96.7 99.2 97.5%
Italy R10 R8 R6 R15 R12 R14 R11 R13 R4 R9 81.3 88.4 89.9 86.5%
Netherlands R13 R11 R4 R8 R15 R10 R14 R9 100 86.2 77.3 84.4%
Portugal R12 R6 R15 R13 R14 R5 R4 R10 R8 R2 85.8 82.1 84.8 84.2%
Spain R6 R8 R13 R10 R12 R4 R11 R5 R14 R9 76.5 76.5 77.0 76.6%
Sweden R15 R6 R4 R14 R1 87.5 75.0 76.1 79.5%
TOTAL R12 R6 R15 R11 R13 R8 R3 R14 R7 R1 R2 57.7 55.9 64.1 59.3%
Table 5.  Three-way discriminant análisis. Ratios in order of discrimination importance and correct
classification ratios for each group28
Nl0 Nl1 Nl2 Nl3 Be0 Be1 BeE2 Be3
Nl0 . 0 0 0 .......
Nl1 6.116 .000 . . . . . .
Nl2 4.251 3.760 .000 . . . . .
Nl3 1.092 6.695 4.346 .000 . . . .
Be0 4.290 5.062 3.110 4.499 .000 . . .
Be1 5.874 4.649 3.147 6.038 2.231 .000 . .
Be2 5.609 5.157 3.652 5.765 1.717 1.599 .000 .
1998
Be3 3.789 5.370 3.338 4.015 .810 2.991 2.485 .000
Table 6.  Example of a segment of the distance matrix for the year 1998.29
Directional cosines
γγγγ 1 γγγγ  2 γγγγ  3 γγγγ  4 γγγγ  5 γγγγ  6
FA d j  R
square
-0.23 0.30 0.49 -0.76 -0.20 0.00 52.32 0.877 R1 (-3.736)* (4.738)* (7.995)** (-12.665)** (-3.360) (1.028)
-0.38 0.44 0.60 0.14 -0.53 0.06 40.14 0.845 R2 (-4.422)* (5.028)* (7.180)** (1.734) (-6.567)** (0.828)
0.27 0.72 0.47 0.43 -0.09 0.02 37.98 0.838 R3 (2.509) (6.556)** (4.423)* (4.206)* (-6.508)** (0.220)
-0.40 -0.91 0.01 -0.12 -0.04 0.00 45.97 0.863 R4 (-5.328)* (-11.832)* (0.172) (-1.633) (-0.580) (0.014)
0.61 0.69 -0.27 0.00 -0.29 -0.01 88.52 0.924 R5 (10.869)** (12.073)** (-4.943)* (0.028) (-5.566)* (-0.170)
0.65 0.52 -0.44 0.29 -0.19 -0.03 93.07 0.928 R6 (11.416)** (8.937)** (-7.867)** (5.346)* (-3.630)* (-0.600)
0.53 0.13 -0.56 0.62 -0.02 -0.03 73.75 0.910 R7 (0.442) (0.112) (-0.471) (0.524) (-0.018) (-0.028)
-0.55 -0.05 -0.30 -0.41 -0.13 0.66 20.48 0.731 R8 (-5.406)* (-0.442) (-3.013) (-4.229)* (-1.318) (7.166)**
-0.69 0.26 -0.60 0.10 0.29 0.05 75.29 0.912 R9 (-16.505)** (6.239)** (-14.704)** (2.447) (7.277)** (1.215)
-0.46 0.14 0.47 0.70 -0.21 -0.10 23.74 0.760 R10 (-4.440)* (1.289) (4.579)* (7.117)** (-2.164) (-1.092)
-0.81 -0.01 0.08 -0.27 -0.25 -0.45 61.24 0.894 R11 (-13.096)** (-0.147) (1.350) (-4.602)* (-4.208)* (-8.124)**
0.74 -0.42 -0.38 -0.17 -0.32 0.07 38.59 0.840 R12 (10.565)** (-5.958)* (-5.576)* (-2.569) (-4.856)* (1.185)
0.62 -0.18 0.20 -0.64 0.36 0.00 41.12 0.848 R13 (9.270)** (-2.695) (3.080) (-10.176)** (5.720)* (0.073)
-0.04 0.31 0.50 -0.14 -0.68 0.41 44.45 0.858 R14 (-0.512) (3.984)* (6.743)** (-1.929) (-9.527)** (5.914)*
0.02 0.43 0.28 0.53 0.65 0.15 95.89 0.930 R15 (0.544) (9.638)** (6.528)** (12.675)** (15.627)** (3.672)*
    ** Significant at the 0.01 level (two-tailed test).
    * Significant at the 0.05 level (two-tailed test).
Table 7. Pro-fit Analysis. Regression results for average financial ratios.30
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Figure 1. Common space. Projection on Dimension 1 and Dimension 3 
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Figure 3. Young’ Plot, Dimension 1 versus Dimension 3  
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Figure 4. Dendrogram. Ward´s clustering method.