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ABSTRACT 
If v is a norm on @“, let H(v) denote the set of all norm-Hermitians in can. Let 
S be a subset of the set of real diagonal matrices D. Then there exists a norm Y such 
that S = H(v) (or S = H(v) fl D) if and only if S contains the identity and S is a 
subspace of D with a basis consisting of rational vectors. As a corollary, it is shown 
that, for a diagonable matrix h with distinct eigenvalues )L1,. , A,., Y < n, there 
is a norm 1’ such that h E H(v), but h”$ H(v), for some integer s, if and only if 
1, - &, , Ar - 1, are linearly dependent over the rationals. It is also shown that 
the set of all norms v, for which H(v) consists of all real multiples of the identity, is 
an open, dense subset, in a natural metric, of the set of all norms. 
INTRODUCTION 
For a norm v on I?, the complex n-tuples, an (n x n) matrix h is 
called norm-Hermitian if the numerical range of h with respect to v is real. 
(For a precise definition see Section 1 and the beginning of Section 3.) 
An unsolved problem in this area is 
(1) Given a norm v on Cm, characterize the set H(V) of norm-Hermitian 
matrices. 
An alternative, easier problem is 
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(2) Characterize all subsets S of UY, the set of (n x n) complex 
matrices, such that there exists a norm Y on @” for which S = H(V). 
In an earlier paper [14] (cf. Theorem (6.2)), we solved (1) under the 
additional hypothesis that Y is absolute. (The norm v is absolute if V(X) 
depends only on the absolute values of the coordinates of x in P.) Implicit 
in [14] is the solution of problem 
(2a) Characterize all S in UYn such that there exists an absolute norm 
v on C” for which S = H(v). 
The result is : There exists an absolute norm v with S = H(v) if and only 
if there exists an equivalence relation E on the set of integers (1, 2,. . . , n} 
for which 
S = {F, E U?lhij = hji, for i E i and hij = 0 otherwise}. 
In the present paper we take a step toward a solution of problem (2). Here, 
in Sections 3 and 4 we deal with sets S contained in the set D of real 
diagonal matrices. We solve two problems. The first is 
(2d) : Characterize all subsets S in D such that there exists a norm v for 
which S = H(v) fl D. 
The solution is stated in Theorem 3.3. The second problem is 
(2~) : Characterize all S in D such that there exists a norm v for which 
S = H(v). 
For a solution of (2~) see Theorem 4.54. In describing S we identify 
the space D of real diagonal matrices with lP, the real n-tuples. For each 
of (2d) and (2~) S is characterized by being a subspace of lP which contains 
the identity and which has a basis of rational vectors. By a rational 
vector we mean a vector (ai,. . , a,) where each tci is a rational number. 
In resolving (2d), one could omit the proof of Theorem 3.2, and use instead 
Theorem 4.7. However, we include Theorem 3.2, both to show that the 
more complicated Theorem 4.7 is not required to resolve (2d) and also 
to shed light on the proof of Theorem 4.7. The construction of the norm 
in Theorem 3.2 was motivated by an example due to M. J. Crabb [6]; 
[4, p. 571. The more elaborate norm (4.3) used in the proof of Theorem 
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4.7 is apparently required to deal with the off-diagonal elements of a 
norm-Hermitian matrix without disturbing the desired class of diagonal 
elements. 
A crucial ingredient in the characterization of diagonal norm-Hermitian 
matrices is a theorem on inhomogeneous diophantine approximation. The 
archetypal theorem is due to Kronecker, but for our purposes we require 
the form given in Theorem IV of the appendix. There are several versions 
of the approximation theorem in the literature (Perron [ll], Koksma [9], 
Cassels 151) but we have been unable to find the version we require. We feel 
it is informative to show, as we have done in the appendix, how the different 
forms of the approximation theorem can be derived from Theorem 63, 
p. 153 of [ll], 1st Edition (or Theorem 64, p. 159 of [ll], 4th Edition). In 
fact, Theorem I of the appendix is a restatement of Perron’s Theorem. 
As a consequence of our characterization of diagonal norm-Hermitian 
matrices, we are able to shed light on Problem 4, p. 128, of Bonsall and 
Duncan 141, which concerns norm-Hermitian elements whose powers are 
not all norm-Hermitian. Near the end of Section 3, in Corollaries 3.5 and 
3.6, we give conditions on the eigenvalues of a diagonable matrix h which 
are necessary and sufficient for the existence of a norm with respect to 
which some, but not all, powers of h are norm-Hermitian. In Corollary 
3.7, we show that a norm is absolute if and only if there is diagonal norm- 
Hermitian matrix diag(d,, . , d,) where da - d,, . , d, - d, are linearly 
independent over the rationals. 
In Section 5, we examine the set of norms which allow only the identity 
and its real multiples as norm-Hermitian elements. It is shown that 
almost all norms are of this type. More precisely, we introduce a metric 
in the space of norms on @” and show that the set of norms allowing only 
real multiples of the identity as norm-Hermitians constitutes an open, 
dense set. 
I. NORMS AND DUALITY 
We will be concerned with the vector space of n-tuples of complex 
numbers, C”, over the field @. 
DEFINITIONS 1.1. A semi-norm on @ is a function CT from @” to the non- 
negative real numbers Rf satisfying 
(1) 4x + Y) < o(x) + o(y); X, Y E @“, 
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(2) I = I++); 5 E c, XEC=n, 
where I[[ denotes the absolute valate of 5. A norm is a semi-norm satisfying 
the additional condition 
(3) CT(x) = 0 3 x = 0. 
We denote the usual Euclidean norm on C* by x and use the fact 
that any semi-norm on Cn is continuous with respect to the Euclidean 
norm topology. 
LEMMA 1.2. Let ua, M E d, be an indexed family of semi-norms and 
suppose there exists a norm v on @” such that a,(x) < v(x) for all cc E d and 
all x E Cn. Then CJ defined by 
a(x) = sup CT,(x) 
aeCz2 
is a semi-norm. If oao is a norm for some u0 E -c9, then cr is a norm. 
Proof. Straightforward. 
The dual space of C=“, that is, the space of linear functionals on C”, 
can be identified with Cn and if y is a linear functional, its value at x is 
denoted by (y, x). We assume (y, CC) is conjugate linear in y. If v is a 
norm on CR, then the dual norm vD, on linear functionals, is defined by 
If x, y are in @” and 
vD(y) = sup I(y,x>l. 
X#O 44 
1 = (Y, x) = VD(Y)V(4 
we say that y is dual to x and indicate this relationship by writing y\Ix. 
It is well known that for each x E C”, x # 0, there is at least one y such 
that ~11% and for each y # 0, there is at least one x such that yI Ix (e.g., 
PI). 
LEMMA 1.3. Let q be a norm on 62 and let IS be a semi-norm. Let 
44 = suP(+)> 44). 
Suppose 1 = a(~,) > 17(x0) and that a vector x’ satisfies (x’, x0) = 1 and 
l(X’> %>I < 44 f or all x. Then ~‘11 x0 with respect to v. 
DIAGONAL NORM HERMITIAN MATRICES 379 
Proof. Since (x’, x0) = Y(x,,), it suffices to show that 1(x’, x)1 < V(X) 
for all x. However, I( x’, %)I < a(z) < Y(X) for x E @“. 
DEFINITION 1.4. Suppose v is a semi-norm and is defined by 
v(x) = sup o,(x), 
aes# 
where the g’or are semi-norms. Suppose that for a given x0 E 63 and /3 E zZ, 
~&cl) > sup %(X0). 
as&d 
a& 
Then we say that a4 is active (with respect to v) at x0. 
LEMMA 1.5. Let v be the semi-norm in Definition 1.4. If g4 is active 
at x0, then it is active in a Euclidean neighborhood of x0. 
Proof. Since V(X) < Kx(x) for some constant 
for each CC and, by Lemma 1.2, 
is a semi-norm. Then V(X) = sup(aB(x), vr(x)) and oB(xo) - vl(xo) = E > 0. 
Since both o4 and v, are continuous with respect to x there exists a 
X-neighborhood I’ of x0 such that a,(x) - vi(x) > e/2 for x E V. Hence, 
oB is active in V. 
Let e,, e2, . . . , e, be a basis for C”. Then there exists a unique basis 
ei’, . . . , e,’ for the dual space, satisfying (e,‘, ej) = aij, the Kronecker 
delta. The set {e,‘} is the algebraic dual basis to {e,}. 
DEFINITION 1.6. Let v be a norm on 0. If the basis {ei} and its algebraic 
dual (e,‘> satisfy ei’II e, with respect to v and v(ei) = 1 for i = 1, 2,. . . , n, 
we call (e,} a double-dual basis. 
We will use the result: 
THEOREM 1.7 (e.g. Schneider [13]). For any norm v on Cn there exists 
a double-dual basis with respect to v. 
If er, . . , e, is any basis for Cn then each x is uniquely represented as 
x = CEr uiei. The quantity 1x1, = (~~=, ~M~IP)~‘P defines a norm on 0 
for 1 < p < 03 and as usual we set 1x1, = SU~~,~~,.\CC~!. V _I 
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LEMMA 1.8 (cf. Schneider [13]). Let e,, . . ., e, be a double-dual basis 
with respect to a norm v. Then with respect to this basis 
1x1, < v(x). 
Proof. Suppose x = cyE1 cciei and 1x1, = 1~~1. Then 
14, = Kek’, %>I < @(e,‘)v(x) = v(x). 
DEFINITION 1.9. Let E be a set. A semi-metric on E is a function d 
from E x E into Rf satisfying 
(1) d(x, x) = 0, 
(2) d(x, Y) = 4y, 4, 
(3) d(x, 4 G d(x, Y) + 4y, 4, 
for all x, y, .z E E. If also 
(4 d(x, y) = 0 implies x = y 
then (as usual) d is a metric on E. 
The distance function used in the following lemma is similar to ones 
that have been used in other contexts (e.g. G. Birkhoff [2]). 
LEMMA 1.10. Let N = N(n) be the set of all norms on Cn. Then 
(1) The function defined by 
d( p, v) = log sup @ * sup y(y) 
x+0 44 Y#O f(Y) 
(1.11) 
is a semi-metric on N. 
(2) d(p, v) = 0 if and only if there is a c > 0 such that p = cv. 
Proof. Clearly d(p, p) = 0 and d(p, v) = d(v, p) for all p, v E N. To 
prove the triangle inequality, suppose also that Q E N. Then 
d( p, v) = log sup -- * sup y(y) PM 
%#O 44 YZO P(Y) 
= log P(X) 44 V(Y) O(Y) sup~~~‘sup---~-- 
Z#O 4%) 44 Y#O a(r) f(Y) 
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< log 
P(X) 44 sup ~ * sup ~ V(Y) 44 
%+o 44 W#O 44 SyUGm’2po 1
= 4 p, 4 + d(a, 4. 
If p = cv where c > 0, then obviously d(p, v) = log(c - l/c) = 0. 
Conversely, suppose d(p, Y) = 0 and let 
c = inf PO 
X#O v(x) .
This infinum will be achieved at a point x0 on the unit Euclidean sphere. 
Then 
V(Y) sup --- 3 
P(Y) 
v(xo) - c-1 
#4x0) ' 
so to have d(p, v) = 0 one must have 
suppo<, 
v(x) ’ ’ 
yielding p(x) = Q(X) for all x. 
THEOREM 1.12. Let e be a nonzeqo element of Cn with x(e) = 1 and let 
N, be the set of all norms p on Cn such that p(e) = 1. Then the fzuaction d 
defined in (1.11) is a metric on N, and N, is complete with respect to d. 
Proof. Let d(p, v) = 0 where p, v are in N,. Then by Lemma 1.10 
(part 2), p = cv for some c > 0. But p(e) = v(e) = 1 so p = v. Hence d 
is a metric on N,. 
Let pr be a Cauchy sequence of norms in N,. The Cauchy property 
implies there is an h4 > 0 such that d(p,, x) < M for all Y, implying that 
PA4 G eM for all x on the sphere 
s = {Zx E @Q(x) = l}. 
Further, for x1, x2 E S, 
Id4 - P&2) I < P&1 - x2) 
xh - x2) 
- < eM 
’ x(x1-x2) 
independently of Y, making pr a uniformly-bounded, equicontinuous set 
of functions on S. By the Arzela-Ascoli Theorem [8, p. 2661, the sequence 
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p,., restricted to S, is precompact in the space of continuous real valued 
functions on S and has a subsequence pT converging uniformly to a function 
j. Since p,. is a Cauchy sequence, the whole sequence converges to i. 
Since d(p,., x) < M for all r, restricting to S we see that the limit j must 
be positive on S. We extend j to p defined on C” setting 
P(X) = 1 () xw & T x f 0 0 , x = 0. 
One readily verifies that this homogeneous extension is a norm in N, 
and that d(p,, p) + 0 as Y -+ co. 
2. RATIONAL BASES 
Let Z, Q, and R denote the integers, the rational numbers, and the real 
numbers, respectively. By P, Qn, and [w” we denote the modules (linear 
spaces in the case of Q or R) of n-tuples with values from Z, Q, and R, 
respectively. If tc = (cci, . . . , cx,) belongs to P, Qn, or FP, then we set 
ll~cll = max Icr,(mod 1) 1, 
l<i+l 
(2.1) 
where Iail denotes the absolute value of ai and cr,(mod 1) is the number in 
the interval (- +, 4~1 which is congruent to tci modulo 1. 
DEFINITION 2.2. We say a subspace SC lW has a rational basis if S 
consists of all real linear combinations of a set of vectors (vI, . . . , v,J from Q”. 
If S is a subset of UP we let sp(S) d enote the subspace consisting of real 
linear combinations of elements from S. We are interested in the largest 
subspace contained in the set of vectors that can be approximated “modulo 
1” by vectors in sp(S). Accordingly, we introduce the following: 
DEFINITION 2.3. Let S be a non-empty subset of BP and a a vector in FP. 
Then a E App(S) if and only if for each E > 0 and each real t, there is a 
A E sp(S) such that III - tall < E. 
It is readily seen that App(S) is a subspace of [w” containing S. To 
obtain another characterization of App(S) we introduce the polar of a set S ; 
that is, 
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S1 = {/3 E l&1(8, s) = 0 for all s E S}, 
where (/3, s) denotes the standard scalar product in lP. Even though S 
need not be a subspace, the set S1 will be a subspace and is easily seen 
to have the property that if Si c Ss then S,’ 2 S,I. 
THEOREM 2.4. App(S) = (Sl ll Qen)l 
Proof. We appeal to Theorem IV of the appendix. Let w,, . . ., w, 
be a basis for sp(S) over R and let M be then x m matrix having w,, . . . , w, 
as its columns. An arbitrary element of sp(S) then has the form Mx for 
XER”, while /3 E [w” will be in the polar of S if and only if PM = 0 as a 
row vector. Given M E R”, we have M. E App(S) if and only if A4 of Theorem 
IV (Appendix) holds. But A4 is equivalent to B4 of that theorem which 
states that if p is in Q” and in SI then (p, CX) = 0; that is, tc E (Sl fl Qen)l. 
REMARK. Since SL = (sp(S))l, App(S) = App(sp(S)). 
LEMMA 2.5. Let T c lf2” be a set consisting of rational vectors (elements 
of an). Then TI has a rational basis. 
Proof. The subspace sp(T) c Rn has a basis vi, va, . . . , vq with each 
oi E Qn. A vector M = (tci ** - K,) is in sp(T)l = Tl if and only if it 
satisfies a matrix equation Mu = 0, where M is the q x n matrix having 
01,. . . > ‘0, as its rows. The matrix M contains a q x q submatrix with 
nonzero determinant and hence has a k = n - q dimensional nullspace 
over Q or R. If ml,. . . , wk from Q” are a basis for the nullspace over Q, 
then ze~i,. . . , znk are also a basis for the nullspace over R. 
LEMMA 2.6. For any non-empty set SC W, App(S) has a rational 
basis. 
Proof. Let S- fl Qn = T in Lemma 2.5. 
LEMMA 2.7. A subspace SC [w” has a rational basis if and only if 
S = App(S). 
Proof. If S = App(S), then from Lemma 2.6, S has a rational basis. 
Conversely, if S has a rational basis and has dimension q, the argument 
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given in the proof of Lemma 2.5 shows that SI has a rational basis and 
has dimension n - 4. Since sp(S’- fl an) = Sl, App(S) = (.SL fl Qn)l = 
S’l. But .Sll has dimension q and contains S, so App(S) = S. 
COROLLARY 2.8. App is a “closure” operation; that is, 
(1) SC APPW 
(2) APP APPF) = APP(S) 
(3) S c j: > App(S) c App(S). 
Proof. Item (1) is a consequence of SC .SLL C (9 fl @)l. Item (2) 
follows from Lemmas 2.6 and 2.7. If SC 3 then S1 C .Sl so sL il Q” C 
S-’ n Q” and App(S) = (Sl n @)I zr (Sl n Qn)l = App(S). 
COROLLARY 2.9. If S is any set in [wn then 
APP(S) = n W 
WEY 
where 9 is the collection of subspaces W having rational bases and containing S. 
Proof. If W E Y, then W = sp(W) 2 sp(S) so W = App(W) 1 
App(sp S) = App(S), using Lemma 2.7. Since App(S) E 9, the desired 
equality follows. 
3. DIAGONAL NORM-HERMITIAN MATRICES 
We denote the collection of n x n complex matrices by F,. If Y is a 
norm on C” then we say h E Vn is a v-Hermitian matrix if yl IX with respect 
to Y implies that (y, hx) is real. We let H(V) denote the set of r-Hermitian 
matrices. If D denotes the set of real diagonal matrices in Fn we set 
D(Y) = H(v) n D. In the sequel we will identify D with IV. Note that 
I = (1, 1,. . .) 1) is always in D(Y), and that D(Y) is a subspace of D. 
THEOREM 3.1. Let Y be a norm on @n and let S be a non-empty subset 
of D(v). Then App(S) CD(v). 
Proof. Suppose p = (pi,. . . , pn) is in App(S). Then ior each E > 0 
and each t E R there is an element ;1 = (A,, Ls,. . . , A,) E sp(S) satisfying 
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/iI - tpll < & (cf. (2.1)). S’ mce 1 E D(v), the diagonal matrix 
e2nil = (e2nill,, . . , e2niA,) 
will be an isometry for the norm v (cf. [4, p. 461). Then for any x E @” 
with v(z) = 1, 
lv(e ‘Wq - v(.q = ~v(e2~i$+Wu-~)X) - v(x)I 
= lv(e PniW--1k4 _ v(x)l 
< v((e 
2ni(tu-A) _ I)%). 
A matrix map is continuously dependent on its entries and 
e27Ci(tL1-A) = 1 if pp - I.11 = 0. 
Hence, given 6 > 0, we can find ,? E sp(S) such that 
v((e2=i(tu--l) - 1)x) < &J(X). 
Hence lv(e2nit%) - V(X) < &(x) and it follows that e2nitP is an isometry 
for each real t. But then using Lemma 2, p. 46, of [4] again, we see that 
,u must be v-Hermitian and hence in D(v). 
The following theorem is a counterpart to Theorem 3.1. A strengthened 
version is contained in Theorem 4.7, but we feel that the proof given here 
will help to illuminate the more complicated proof of 4.7. 
THEOREM 3.2. Let S be a subspace of W, and sq!$ose I E S. Then 
there exists a l~orm v on Cn such that D(v) = App(S). 
Proof. Let {e,} be a basis for @” and let {e,‘} be its algebraic dual 
basis. If x = c:=i cciei and I = ~~=i ei’ then (I, X) = cTE1 M,. If J? = 
(21,. . . , A,) is in S we form the semi-norm x + l(l, e%)i, where e% = 
CL, ei’&ei. Such a semi-norm satisfies l(I, eiix)i < vi(x), where vi(x) = 
cF=, ltcil and h ence u defined by 
U(X) = sup l(1, ei%)\ 
ks 
is a semi-norm, by Lemma 1.2. Setting V(X) = vi(x) + o(x) we see that 
v is a norm. 
If p E S, then to show p E D(v) it suffices to show that eifit is a v- 
isometry for all real t (cf. [4, p. 461); that is, that v(eiUtz) = V(X) for each 
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x E 63” and all t E R. It is clear that vi(&%) = vi(x) and since S is a 
subspace, 
sup I(& .‘+(~+t~) %)I = sup l(Z, e%)l, 
1C.S AE.5 
yielding a(e%) = o(x). It follows that eitU is isometric and hence S c D(Y), 
We next show that D(v) C App(S). 
Suppose that ,u’ $ App(S). Then there exists a 6 > 0 and a t E R such 
that for all 3, E S, 112 - +‘I( > 6, and clearly, such a t is non-zero. We let 
t/J = p = (Pi,. . . > pn) and show that p $ D(v). Then it will follow that 
,u’ I$ D(v). We let x be the vector (e-2niul,. . . , e--lnian) and have 
v(e 2niPX) = vi(e2niaX) + sup l(Z, eileani%)l 
L&S 
= n + sup 2 ei+ 
I ~ leS i=l 
= 2n. 
If V(X) # 2n, then elaip is not an isometry and ,u cannot be v-Hermitian. 
But 
V(X) = vi(x) + sup I(& e2ni%)I 
AES 
= n + sup 2 e LEs 1 ;I, 2ni(&--ri) ~ 
and can equal 2n only if, by varying 1 E S, one can come arbitrarily close 
to making the complex numbers e2ni(ni-ui) equal. 
Since we may multiply a complex number by eis, 8 real, without changing 
its modulus and since (6, 8,. . . , 6) E S for each real 8, we need only consider 
those ii for which A1 = ,ui. Hence 
V(X) = n + sup 5 e2niL+L4 
AES i=l 
&=I.% 
where we still have I /A - ,M 1 > 6 > 0. Since I(& - pi) mod 11 > 6 for 
some i > 2, a simple estimate yields 
V(X) < 2n - 2 + (2 + 2 cos 276~9~‘~ < 2n. 
Thus ,U is not v-Hermitian. 
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Since SC D(Y) C App(S), it follows from Lemma 2.7, Corollary 2.8, 
andTheorem3.1 thatApp(S)CAppD(r) = D(Y) andhenceApp(S) = D(Y). 
THEOREM 3.3. Let S be a subset of D. Then there exists a norm v on 
Cn such that S = D(v) if and only if I E S and S is a subspace of D with a 
rational basis. 
Proof. Let S = D(v). Clearly I E S. By Theorem 3.1, App(S) c 
D(v) = S and hence App S = S. It follows by Lemma 2.7, that S is a 
subspace with a rational basis. Conversely, if S contains I and is a subspace 
with a rational basis then, again by Lemma 2.7, App S = S, and it follows 
that S = D(v), for some norm v on C”, by Theorem 3.2. 
COROLLARY 3.4. 
s1= f-I 
Then App(S) = S,. 
Proof. Since D(v) 
Su#pose S is a subset of D and that I E S. Define 
(D(v)Iv is a norm on C” and H(v) 2 S}. 
has a rational basis for each v, App(S) C S1 follows 
from Corollary 2.9. But from Theorem 3.3 there exists a norm v such that 
App(S) = D(v), so App(S) = S,. 
A matrix h E Cnn is called diagonable if there exists a non-singular 
p E C”” such that p-lhp is a diagonal matrix. 
COROLLARY 3.5. Let Al,..., I.,, 1 < Y < n be pairwise distinct real 
numbers. Let h E Cnn be a diagonable matrix with spectrum {Al,. . . , ;I,}. 
For each positive integer s and i E [w, put v,(A) = (1, 1, A2,. . , As) E Rs+l. 
Then there exists a norm v on Cn such that h” E H(v) for m = 1, 2,. . . , s, 
but h” $ H(v) for some k > s if and only if v,(;il), . ., v,(l,) aye linearly 
dependent oveY Q. 
Proof. If v is a norm and the norm vP is defined by vs(x) = v(px), for 
x E C”, then the numerical range of h with respect to v equals the numerical 
range of p-lhp with respect to v, (cf. Nirschl and Schneider [lo]). Hence 
we need consider only diagonal h. Let 3 C ET be spanned by the r-tuples 
Km = (Aim,. . .) J.,“)form=O,l,..., s. Suppose there exists a non-zero 
vector BE Q’ such that xi=, Piv,(l,) = 0. Then /3 E (.‘!I II @), and it 
follows that App(S) # W. Since the numbers & are distinct, the vectors 
Ko, /P, . . . , &c--l span Rr and hence for some k > s, ik $ App(S). 
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Suppose that the eigenvalues Ai,. . . , I,. of h, occur with multiplicities 
ml,. . ., m,, respectively. Let S c Iw” be the span of I, h,. . . , hS with s 
as above. For the same k > s, suppose hk E App(S). Then for each E > 0 
and each real t, there is a ,U E S such that 11,~ - thkII < E. Since, in the 
vector p - th”, the entries are repeated according to the multiplicities mj, 
one sees that j Ifi - tKkI I < e follows for an appropriate j2 E 3. This contra- 
dicts Lk 6 App(S’). Hence hk $ App(S). But by Theorem 3.3 there is a 
norm Y such that App(S) = D(Y), implying hk q! H(V), since hk E D. 
Conversely, let a norm Y and an integers be given. Suppose hl, h2,. . . , hS E 
H(v) and that hk 4 H(V) for some k > s. Then with S as in the last section, 
kk is not approximable modulo 1 by elements of S; that is, App S # [WT. 
Hence S’- fl 02’ # (0) so there is a/3 E Q’, /? # 0, such that c:=i B,z,(;i,) = 0. 
COROLLARY 3.6. Let al,..., A7 and h be as in Corollary 3.5. Then there 
exists a norm v on @” such that h E H(v) but hk $ H(v) for some k > 0, if and 
only if (;i2 - Al,. . ., A, - I,) aye Linearly dependent ovey Q. 
Proof. One uses Corollary 3.5 in the case s = 1 observing that, in the 
notation of that corollary, v,(1,), . . , , ~~(2,) are linearly dependent over 
Q if and only if A2 - Li, . . . , AT - A1 are linearly dependent over Q. 
DEFINITION 3.7. A norm v on c=” is absolute if for every (13,, &, . . . , 0,) 3 
W, the diagonal matrix (e%, . . . , eien) is an isometry. 
COROLLARY 3.8. A norm v is absolute if and only if there exists d E H(V), 
where d is a diagonal matrix (d,, dp,. . . , d,) and d, - d2,. . ., d, - d, aye 
linearly independent ovey Q. 
Proof. If a norm v is absolute then every real diagonal matrix is 
v-Hermitian (cf. [13]) and one can choose the entries so that d, - d,, . . , 
d, - d, are linearly independent over Q. On the other hand, given the 
independence for a real diagonal matrix d = (d,, . . , d,), there is no 
P E Q” satisfying (a, 1) = 0 and (p, d) = 0. Hence App(sp(1, d}) = W, 
which means every diagonal matrix is v-Hermitian (cf. Theorem3.1). Then 
for any diagonal 8 = (0,, . . . , e,), eis is an isometry. 
In the remainder of this section we shall prove the converse of a 
theorem due to Nirschl and Schneider1 [lo]. For a given norm v on Cm and 
1 We are grateful to B. D. Saunders for a suggestion which led to the proof of 
Theorem 3.11. 
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a E Pn let V(a) = {(y, ax)lyj Ix} be the numerical range of a. We begin 
by restating [lo, Theorem 31 (see first line of proof). 
THEOREM 3.9. Let v be an absolute norm on 62, and let a E Cnn. If W 
is an open convex subset of C which contains the spectrum of a, then there 
exists a non-si+zgular s E Cnn such that V(sas-l) C W. 
We first prove a lemma, the proof of which is modeled on the proof 
of.Crabb, Duncan, and McGregor [7, Lemma 1.51. 
LEMMA 3.10 (B. D. Saunders). Let y be a norm, let a E Cnn have distinct 
eigenvalues. Let WI I W, ZI . . be a sequence of closed bounded subsets of C. 
If, for k = 1, 2,. . ., there exists a non-singular matrix sk E 67 such that 
V(s,as,-I) C W,, then there exists a non-singular matrix s in Cnn such that 
V(sas-‘) C nr=, W,. 
Proof. For c E 6Znn, let v(c) = sup{l3$ 11 E V(c)}. Then it is known 
(see Bohnenblust and Karlin [3] or [4, Theorem 1.4.11 that v”(c) < ev(c), 
where v” is the operator norm on Pn associated with v. Since V(~~as,-l) C 
W,, fork = 1, 2,. . . , it follows that {v~(s~us~-~) Ik = 1, 2,. . .} is a bounded 
subset of R. Hence the b, = skask-l, k = 1, 2,. . . , lie in some compact 
subset of Pn, and we may select a convergent subsequence of b,, b2,. . . . 
Without loss of generality, we may assume that br, b2,. . . converges to a 
matrix b. Let d be a diagonal matrix similar to a. Then, for k = 1, 2,. . . , 
there exists qk E Cnn such that qkb,q,-l = d. We may choose the qk so that 
v”(qK) = 1, k = 1, 2,. . . , and then suppose that ql, q2,. . . converges to 
q E 62,. Then q # 0 and qb = dq, and since the diagonal elements of d are 
distinct, it follows that q is non-singular. Hence b is similar to a, say 
b = sas-l, for a non-singular s E Pn. Let yI lx. Then 
(y, sas-tx) = lim(y, skask-lx) E fi W,, 
k-cc k=l 
since nT=r W, is closed. The lemma follows. 
THEOREM 3.11. Let v be a norm on 6Z=“. Let h be a diagonable matrix 
in 43”” with real spectrum {d,,. . ., d,}, where dl - d,,. . ., d, - d, aye 
linearly independent ovey Q. Then the following aye equivalent: 
(i) There is a non-singular s E Pn such that the norm v, is absolute, 
where v, is defined by v,(x) = v(sx), for x E Cn. 
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(ii) For each a E Cnn and each open convex subset W of @ containing 
the spectrum of a there is a non-singular s E Pn such that V,(a) C W, where 
V,(a) is the numerical range of a for the norm v,. 
(iii) For each open convex subset W of C which contains the spectrum 
of h there is a non-singular s E Fn such that V,(h) C W. 
Proof. Since V,(a) = V(sas-I), it follows immediately from (3.9) that 
(i) implies (ii). It is trivial that (ii) implies (iii). Thus we need only prove 
that (iii) implies (i). So suppose that (iii) holds. Let X be the convex hull 
of (4,. . t 4) and let W, = (5 E Cl It - WI < l/k, for some o E X}. By 
assumption, there is a non-singular sk E Vn such that V(s,hs,-‘) C Wk. 
Since di, . . . , d, are pairwise distinct, it follows by Lemma 3.10 that there 
exists a non-singular p E Cnn such that V,(h) = V(php-l) C nT=, W, = 
XC [w. Let s be a non-singular matrix in Fn for which s-lphptp-% = d is 
a diagonal matrix. Then V’,(d) = V(sds-I) = V(php-l) C Iw. Hence 
d E H(v,) and so by Corollary 3.8, the norm v, is absolute. 
4. NORM HERMITIAN MATRICES 
In this section we suppose we are given SC D with App(S) = S and 
I ES, and construct a norm v so that H(v) = S. In order to force all 
v-Hermitian elements to be diagonal, but still preserve all elements of S 
as v-Hermitian we require a more complicated construction than was used 
in the proof of Theorem 3.2. We begin with a technical lemma that will 
be used several times. 
LEMMA~.~. Letel -=E e2 < - * * < Ok be real numbers and let hl, h2,. . . , h, 
be complex. If the function 
f(t) = hleit@l + - * - + h,eitsk 
is real for real t in some neighborhood of t = 0, then the following hold: 
(i) if Bi = 0 for some i, then hi is real, 
(ii) if Bi = - Bj for some pair of indices i, i, then hi = hj, 
(iii) for each i, if there does not exist a i with j # i such that jejl = leii, 
then hi = 0. 
Proof. If, for a given i with ei > 0, there is a i such that ei = - Bj, 
then there is at most one such i and we have 
@it% + ,$,+it@j = (hi - hj)&t% + ,$,@t@j + h#t$. 
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Since trzje-itej + hjei% is real for t real, we can incorporate it into f(t) and 
consider a sum of exponentials in which the absolute values of all exponents 
are distinct. We shall show in this latter case that all coefficients are 
zero except for a possible constant term and show that the constant 
term is real. It will then follow that each difference hi - A,, above, is zero, 
and all parts of the conclusion will follow. 
Suppose then that we have a function 
r(t) = go + gleitml + * * * + t,eitdn 
where the gi are complex constants and the & are real with all values Idi1 
distinct. Assuming r(t) is real for t in a neighborhood of zero, the derivatives 
W(t) = gl(i$l)keitm~ + * * . + gnz(i&Jkeitdm 
will be real for such t. Taking the imaginary part at t = 0 we obtain 
2 Imgj+j4p = 0; p = I, 2,. . . , m. 
j=l 
Since the determinant of the coefficients {+j4”} is of Vandermonde type 
with distinct constants $j4, we must have Imgj = 0 for i = 1,2,. . ., m. 
Similarly, 
Regj(4j)4p+1 = 0, p=o,1,.,., m-l, 
yielding Re gj = 0, for j = 1, 2,. . . , m. Then gj = 0 for j = 1,. . . , m and 
g, = r(t) which must then be real. The lemma is complete. 
Let S be a subspace of [w” having a rational basis, with IES. Define 
a relation on the integers (1, 2,. . . , n> with respect to S, setting i N i if, for 
every element (A,, . . . , A,) in S, iii = lj. The relation is easily seen to be an 
equivalence relation. For a given S suppose there are t equivalence 
classes, denoted by Ci, Cs,. . . , C,. If C, consists of a single integer we call 
C,, and the integer it cbntains, a singleton. Otherwise we call C,, and 
any integer it contains, multiple. 
As before, we use A = (Ar, as,. . . , A,,) to denote a point in Iw” and a diagonal 
matrix in 0,. 
Suppose {eJ is the canonical basis for @” and that {e,‘} is the algebraic 
dual basis. Given an E, 0 < E < $, we describe a collection of functionals 
L to be used in the construction of a norm. A functional 1 = ~~=r yiei’ 
belongs to L if and only if 1 satisfies: 
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There exists i, E C,, Y = 1, 2,. . . , t, and, if C, is multiple, 
jr in C,, jr # i, such that 
(1) Among the coefficients yi,, Y = 1, 2,. . . , t precisely 
one has the value 2 and the remaining r - 1 coefficients have > (4.2) 
the value 1. 
(2) If C, is multiple, yj,/yi, = & E and yt = 0 for t E C,, 
t # i,, t # j7. 
Note that the numbers i,, jr may be different for different elements of L. 
We let 1 stand for an arbitrary functional from the collection L. Later 
we will distinguish among the functionals with subscripts. We now define 
(4.3) 
for each x = ~~=r tciei in @“, where, as before, eiax = z5=iei% ujej. 
LEMhfA 4.4. v defilzed by (4.3) is a norm on @“. 
Proof, For each pair 1 E L and A E S, the map x -+ 1(1, ei%)l is a semi- 
norm and if x = c:=i cciei t is easily seen that 
Thus the semi-norms are uniformly bounded with respect to the I, norm. 
Using Lemma 1.2 we see that v is a semi-norm, so one need only show 
that V(X) = 0 implies x = 0. For this purpose we shall show that there 
exists a 1 = (;ii,. . ., ,I,) from S such that i + j implies li # lj. For each 
pair i, j such that i + i, the set of 1 E S for which iii = lj is a proper 
subspace. Since S is not the union of a finite number of proper subspaces 
(cf. [12]), there exists a 1 = (jlr,. . ., 1,) E S which, after a renumbering of 
the basis vectors, satisfies 
(4.5) 
Let 1. = (%,, . ., A,) satisfy (4.5) and let pi, pa,. . . , ,uz denote the distinct 
numbers occurring among the ai. Then for any 1 E L, the quantity (1, eit”x) 
will be of the form s(t) = eitulpl + . * . + eituzpz where pi = (1, Pix) and 
Pix is the projection ~jECt(e3’, x)ej. If Y(X) = 0, then s(t) = 0 for all 
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real t and its derivatives at t = 0 will vanish. Then PI,. . , /3, will provide 
a solution of 
(4.6) 
Plx-vl + p2’-v-4 + * * * + ,&-lP, = 0 
However, the coefficient matrix of (4.6) is nonsingular, being a Vandermonde 
matrix with distinct ,I_Q, and so (I, Px) = /3, = 0 for each i. But the span 
of the functions in L is all of @“, so Pix = 0 for each i, giving x = 0. 
THEOREM 4.7. Let S be a subs$ace of Rn alzd suppose 
v is defined by (4.3) then H(v) = App(S). 
E S. If the Norm 
Proof. Let F, be a v-Hermitian matrix. We examine what the Hermitian 
condition implies about the elements h,,, of h, and begin with the case in 
which both $J and q are multiple. 
Case mm: 9 E C,, q E C,, both multiple. We assume p # q, but do 
not exclude Y = s. We let 3, be an element of S satisfying conditions (4.5). 
Letl,ELhavei,=pandi,=qifp+q; andleti,=i,=;h,j,=j,=q 
if p N q. Assume yj,/yi, = yj,/yi, = + E and that yi, = 2. Beyond these 
requirements, but maintaining condition 4.2, I, can be arbitrarily chosen. 
Having 0 < F < a, we set y1 = (1 + e2)-l. LettingJ = {.srI~r < sr < l> 
and setting se = E-l(l - sr) one has sr + e.sZ = 1 for sr E J. Further 
es, + s2 < & + &-I(1 - Yr) 
= & + &-I[1 - (1 + &2)-r] 
< 4, 
and one then easily sees that for sr E J, each of the quantities & es1 + se, 
S 1 - ES% sl, * &sl, sz, and & es2 has absolute value less than 1. By the 
continuity of addition and multiplication there is a neighborhood U of J 
in the complex plane such that for zr E U, za exists such that 
(1) zr + FZp = 1, I 
(2) the numbers f ezl + za, z1 - ez2, zl, i ezr, z2, 5 ez2 
i 
(4.8) 
each has modulus less than 1. 
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With I, as fixed above and 1 satisfying (4.5) we define 
yt = e-it21 
1 (4.9) 
and 
xt = ~,e-%(z,ei, + zee+) + BZe+%(ziei, + zsej,) 
where t is real; zi E U; zi, za satisfy (4.8); and 6i, 8a satisfy 
(4.10) 
(1) 82 > 61 3 0, 
(2) f 61 + 262 = 1, 
(3) 6i = 0, if p -4. I 
Suppose we choose any I’ from L and any A’ from S. Then 
1(1’, @‘x,)1 < Sr/(l’, ei(A’fi-tnfi)(.zie,, + .zse$) 1 
+ 6,1(1’, ei(A’q-tAq)(zleis + zaeJ)). 
(4.11) 
Depending upon whether I’ has a coefficient 2 associated with the class 
C,, with the class C,, or with neither class, the expression l(Z’, eiA’xt)l will 
be bounded by a quantity 26iluil + &/aal, 6rjail + 2&laal, or 6&r] + 
&lazl, respectively, where each number ai (i = 1, 2) is either zero or one 
of the complex numbers listed in parts (1) and (2) of (4.8). In any case, 
using (4.11) we see that 
l(L’, eiA’xt)l < 1. 
Thus, referring to (4.3), we conclude that Y(XJ < 1. However, 
(yt, xt) = (ecitAll, xt) = (II, eitAxt) 
= 61 + 262 = 1, 
so Y(ZXJ = 1 and P(yt) > 1. Since, for arbitrary z E Q=“, 
j(yt, z)l = 1(1i, ei”“z)l < sup l(Z’, eiA’z)\ = Y(Z), 
I'EL 
A'ES 
we see that @(yt) = 1 and that ytll xt with respect to v for all real t. 
Consequently, ( yt, hx,) is real for all t. We can write the scalar product as 
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(yt, hx,) = (e-itall, hx,) 
= (II, eitahxt) 
= (L$, 2 (eit(ak-aP)dlt,, + eit(ak-aq)r&tks)e,), 
k=l 
(4.12) 
where 
t km = hki,,,Zl + hkf,Zgt m = Y or-s. (4.13) 
Before pursuing (4.12) further we obtain corresponding expressions 
for the remaining cases. 
Case ms: $ E C, multiple; q E C,, singleton. Let I, have i, = p, 
yj,/yi, = + E and yiS = 2. Define yt by (4.9) and let 
Xt = Gre-it”fi(zIei, + .z,e,,) + f!j2e-% e,. 
Again, yt& and the expression (4.12) is real, where now 
(4.14) 
tk, = hki,Z1 + hkj,h 
1 tk, = hk,. 
(4.15) 
Case sm: p E C,, singleton; q E C,, multiple. Let I, E L have i, = q, 
yj,/yi, = + E and yiS = 2. Define yt by (4.9) and let 
xt = 8,e-itQ ep + SZe-itaq(zrei, + z,eJ. (4.16) 
Again, (4.12) is real with 
(4.17) 
t,, = htki,zr + k,ze. 
Case SS: P E CT, q E C,,.both singletons. We require yi, = 2, define yt 
by (4.9), and set 
xt = BleeitaP ez, ,+ d2e-% e,. (4.18) 
One finds that (4.12) is real with 
t km - hkm m = Y ors. (4.19) 
We now return to examine (4.12). 
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Let q be in Cr. The first necessary condition we obtain is that h,, = 0 
whenever $ + q. For this purpose we take 6i = 0 and maintain this 
assumption through formula (4.31). 
In Case mm, (4.12) yields the real expression 
k$ eit(“k-Vt,,(L,, e,), s = 1. (4.20) 
Since q E C,, the terms ,? k - & are all non-negative and for k in a given 
class C,, Y > 1, all of the terms & - ;I, are equal and positive. Moreover, 
if k E C, and k’ $ C,, then I,?,, - jl,l # 11, - &I. By grouping the terms 
in (4.20) according to equivalence classes for the index k and applying 
Lemma 4.1, we can conclude that for Y > 1, 
s = 1, (4.21) 
or, evaluating (Ii, e,), 
4,s + Etj$ = 0, s = 1. (4.22) 
Were one to follow the same type of argument using a functional 
1s EL, which differs from I, olzly in having E replaced by - E, then with 
yt = eeitalz and 
Xt = Se-%(zlei, - z,eJ (4.23) 
one would arrive at 
t;,, - Et;.,, = 0, s = 1, (4.24) 
with 
t Jcs’ = ski& - kj,Z2. (4.25) 
Adding (4.22) and (4.24) with the use of (4.13) and (4.25), one obtains 
hiriszl + +,j,zp = 0, s = 1, (4.26) 
or, noting (4.8), 
(hi& - ~~,&h + hj,& = 0, s = 1. (4.27) 
Since z1 can vary while maintaining conditions (4.8), Eq. (4.27) can hold 
only if h,, = h+, = /z~,~, = 0. 
DIAGONAL NORM HERMITIAN MATRICES 397 
In Case ms we obtain (4.21) with t,, as in (4.14), yielding 
hi,* + Ehj,Q = 0, qEc1. (4.28) 
Using an 1, E L differing from I, only in having E replaced by - E, setting 
yt = e-it”1 2, and replacing .z2 by - za in (4.14), with 6, = 0, one obtains 
IQ - Ehj,a = 0, PE Cl (4.29) 
or, from (4.28) and (4.29), h,, = Fyi,* = 0. 
l In Case sm, (4.12) provides 
hi*i,zi + hi,i,zz = 0 (4.30) 
from which h,, = hi,i, = 0 follows, using (4.8) and the variability of zi. 
In Case ss, (4.12) immediately yields h,, = 0 for p > 1, with the aid of 
Lemma 4.1. 
Thus, when q E C,, we have shown that 
when p + q. 
h,, = 0 (4.31) 
If the matrix h is partitioned into blocks corresponding to the classes 
C,, C,, . . . , C, one must then have all zero entries in the first column of 
blocks with the exception of the block in the upper left hand corner. We 
will later return to the diagonal blocks. First, however, we proceed to show 
that the other off-diagonal blocks must have entries equal to zero. 
Let 1 < p, q < n. We shall call the pair (p, q) non-degenerate if 
k + P 3 l&c - & # I& - Al. (4.32) 
Otherwise we call the pair (~5, q) degenerate. (As we have already observed 
(~5, q) is non-degenerate if q E Cl.) We proceed by induction. Suppose we 
have shown that for some s > 2, q E C,,, s’ < s - 1 and p + q imply 
h,, = 0. Let q be in C,. We shall show that h,, = 0, for p + q. If (p, q) 
is non-degenerate, then ihe arguments accompanying Eqs. (4.19) through 
(4.31) hold without the restriction s = 1. Hence h,, = 0 follows. 
Now let (p, q) be degenerate. Suppose we have shown that h,, = 0 for 
p E C, with Y < s. Let (p’, 2) be degenerate, where 9’ E C,., Y’ > s. Then 
I&, - ,$I = I& - A,/ for some p E C,, Y < s. Again, the arguments 
accompanying Eqs. (4.19) through (4.31) (without the restrictions = 1) show 
that hz,, - h,,, = 0. But h,, = 0, so h,,, = 0. It suffices, then, to show 
h,, = 0 for p E C, with r < s. 
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Assume p E C,, Y < s and that C,, is the unique class such that p’ E C,, 
implies ID. - 1, = 1, - &. 
Suppose we are in the Case mm. We now use expressions (4.9) and 
(4.10) under conditions (4.8) and (4.11) with 6r > 0. Since, by our induc- 
tive hypothesis, hki, = hlcj, = 0 for k 4 C,, the expression (4.12) contains 
the terms 
e%-?‘6& + &tj,s) + e~%‘-~P)d$i,~s + &tj,!J (4.33) 
together with terms having exponents unequal to & it(,l, - I,). The 
expression (4.12) is still real and Lemma 4.1 enables us to conclude that 
(4# + Etj,s) - (ti,‘s + Etj,*s) = 0, (4.34) 
where the bar denotes the complex conjugate. 
Let I, be a functional from L having yir = 2, yj, = 2~, yiS = 1, yj, = E, 
and having its remaining coefficients equal to those of I,, introduced for 
the case mm at the beginning of the proof. Let y1 = eitalz and let 
Xt = Bsf+Q(zIeil + zzej,) + 6re-%(zIeiS + zZejS), (4.35) 
which differs from (4.10) in having 6r and 8s interchanged. Repeating 
the type of argument given in the last paragraph, but using the quantities 
I,, yt, and xt just defined, one finds ytl j xt, and the reality of (yt, Rx,) yields 
2(4,, + 4,S) - (4,‘S + Et,+) = 0, (4.36) 
with t,, still given by (4.13). Together, (4.34) and (4.36) lead to 
ti,s + &tj,s = 0. (4.37) 
Assume 1, (introduced after formula (4.22)) and l4 differ from 1, and I,, 
respectively, only in having E replaced by - E. Then with yt = e-it??i 
(i = 2, 4) and with an xt differing from (4.10) and (4.35), respectively, 
only in having - zs where zs stands, one can repeat the steps above to 
obtain equations differing from (4.34) and (4.36), respectively, only in 
having - E where E stands. From the new equations one obtains 
ti,s - &tj,s = 0 (4.38) 
in place of (4.37), which, together with (4.37) implies 
ti+ = hiri,zl + hi,i,z2 = 0. (4.39) 
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But we have already seen (cf. (4.30)) that an equation of the type (4.39) 
can hold only if hiri, = 0. 
The argument just completed can be imitated in the Cases ms, sm, and 
ss. For Case ms we refer back to definitions (4.14), (4.15) and the accompany- 
ing discussion. Using (4.12) one obtains 
ti,s + Etj,s - ti,‘s = 0. (4.40) 
Use of an I, differing from I, only in having yi, = 2 rather than yi, = 2 
together with an xt, differing from (4.14) only in having 6r, a2 interchanged, 
provides 
2(ti,s + &tj,s) - ti,‘s = 0. (4.41) 
Combining (4.40) and (4.41) we have ti,s + tjrs = 0. Next, one uses I, 
and 1, differing from l1 and la, respectively, only in having E replaced by 
- F. These, together with appropriate vectors yt andx,, supply the vanishing 
of t@ - &tjrs. Then ti+ = 0, leading as before to hi,is = 0. 
For Case sm we use (4.16) and then the vector obtained by interchanging 
I&, 8a together with the appropriate 1, and la, respectively, to obtain 
ti,s - (ti,‘s + &tj,*s) = 0 = 2ti+ - (ti,‘s + &tj,*s) 
and hence ti+ = h,, = 0. Finally, in the Case ss one uses functionals 
I, and la to obtain h,, = 0. This completes the argument showing that 
q E C, and p + q imply h,, = 0. By induction the assertion holds for 
l<s<n. 
We now know that h can have non-zero entries only in blocks along 
the diagonal. The structure of a multiple block is obtained by further 
examining the Case mm, setting i, = i, = p and iv = jS = q. We use 
(4.9) and (4.10) under conditions (4.8) and (4.11) with 6r = 0 and t = 0. 
Now, the fact that (4.12) is real means that 
(h&l + hm.4 + 4h,,z1 + h,,zz) (4.42) 
must be real. Using 1, (introduced earlier) and replacing z2 by - z2 in 
(4.9) one finds that 
(h,,zr - h,,zz) - +,,zr - h,,zz) 
is real and, subtracting, that 
h,,za + &,,zr 
(4.43) 
(4.44) 
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is real. Since zi + ~2~ = 1, 
J&J + (e‘%, - bh (4.45) 
is real. As zr can vary in a complex open set we conclude that h,, is real and 
h,, = Sh,,. 
But then 
h,, = $h,D = e4hgp (4.47) 
and since 0 < E < t, h,, = 0. 
If we add (4.42) and (4.43) we get the real expression 
h,,zr + eh,,zs = Zr(hpp - h,,) + h,,. (4.48) 
Again, as zr can vary, we see that h,, is real and h,, = ht,,. 
If p is a singleton, and eP is the unit vector having its 9th coordinate 
equal to 1, then $e1, and any 1 E L with yP = 2 are easily seen to be dual 
vectors, forcing +(l, he,) = Iz,, to be real. 
We have shown that a necessary condition for h, represented by {h,,} 
to be Y-Hermitian is that its entries be real and 
h,, = 0 if P#q 
(4.49) 
h,, = h,, if p -4. 
The elements ;I E S, of course, satisfy (4.49), a fact that will also follow 
from the inclusion SC H(v). The inclusion, in turn, follows easily from 
the definition of the norm since 
y(eit%) = sup 1(1, eiA’ei%)l 
1eL 
rl'E.5 
= sup ](l, eii”x)] 
ICI_ 
A"ES 
= Y(X)> (4.50) 
and any 1. generating an isometric group must be y-Hermitian. Since 
SC H(v) and H(V) = D(Y) by (4.49), it follows from Theorem 3.1 that 
App(S) C H(v). It remains to show that H(V) C App(S). We note that 
if S generates just one equivalence class then by (4.49) H(V) consists of real 
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multiples of the identity and thus H(V) C (S) C App(S). Accordingly, 
we can assume that the number z, of equivalence classes, is at least 2. We 
shall show that if h’ 6 App(S) then /z’ 6 H(V). We may restrict attention 
to an h’ satisfying (4.49), since if (4.49) fails, then h’ 4 H(V). Thus let h be 
the diagonal matrix (hi’, . . . , h,‘) where hi’ = JL~’ if i - j. If h’ 6 App(S), 
there exists a 6 > 0 and a t E R such that for any 2 E S, 
II/l - th’ll 3 6. (4.51) 
Since (4.51) cannot be satisfied with t = 0, if we show that h = th’ $ H(v), 
it will follow that h’ 4 H(V). 
From each equivalence class C, choose an integer i, and let 
x = 2te --2nihil ei, + c e--2nihir eir. 
Then for any I E S, 
and 
(4.52) 
(4.53) 
As was noted in the proof of Theorem 3.2, the norm of x will be unaffected 
by taking the supremum over those A E S having Ai, = hi,. 
If 1 = ~~z’=l yiei’ and yi, = 1, then 
I(11 e2%)I<2t+2+z-2 = 32, 
since yiY = 2 for at most one class C, with r # 1. However, if yi, = 2, then 
from the triangle inequality, 
I(& &%)I > 4-c - (t - 1) = 3t + 1. 
So the norm V(X) can be determined by using only functionals in L with 
yi, = 2. Suppose 1 is within this restricted class and that 3, is an arbitrary 
element of S normalized so that &, = hi,. Since, in (4.53), /(lib -Fyi& mod 11 
> 6 for some k > 2, l(1, e2niAx)I has the form 
/4t + yesnie + a3 + * - - + ~$1, 
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where 0 < Y < 1, 6 < 101 < 3 and laij < 1 for 3 < i < t. Hence, using 
the fact that (a2 - p)1/2 < c( - p/(2x) for positive D: and P, we find 
IG e 2n%)\ < (16t2 + 8r cos 2nd + 1)1’2 + t - 2 
< [(4t + 1)2 - 8t(l - cos 2728)]“2 + t - 2 
<4t+1- 
St(l - cos 232s) 
82 + 2 
j-t-2 
= 5t _ 1 _ W - ~0s 274 
8t + 2 
and consequently V(X) is strictly less than 5t - 1. 
If h were v-Hermitian, then v(etn%) would equal V(X). However, eanihn = 
2tei1 +~:=,e,+soifl~Lhasy~, = 2andy+ = 1 forr> 2, then j(l,e2nihx)I = 
5t - 1 from which it follows that v(e29z) > 5t - 1. Consequently, h+H(v) 
and the proof of Theorem 4.7 is complete. 
THEOREM 4.54. Let S be a subset of D. Then. there exists a nomn v on C? 
such that S = H(v) if and only if I ES and S is a subspace of D with a 
rational basis. 
Proof. The “only if” portion is the same as that of Theorem 3.3. In 
the other direction, one obtains S = App S and the desired norm is that 
given in Theorem 4.7. 
While one does not need such an elaborate norm construction to obtain 
the following result, it follows immediately from Theorem 4.7. 
COROLLARY 4.55. For any positive n E B. There exists a norm v on 
UZn such that 
H(v) = {hlh = crl, u real}. 
Proof. In Theorem 4.7 let S be the span of I. 
In the next section we will strengthen this last result. 
5. NORMS WITH TRIVIAL HERMITIANS 
Recalling that Ni = N,(n) is a metric space of norms in 0, we can 
strengthen Corollary 4.55 as follows: 
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THEOREM 5.1. For each positive n E E, the norms in N,(n) which permit 
only real multiples of the identity as Hermitians are dense in N,(n). 
Proof. Since the result is clearly true for n = 1, we may suppose 
n > 2. Let 7 be a norm in N(n). By Theorem 1.7 there is a basis {ei} 
for @n which is double dual with respect to 7, and we use this basis for 
the rest of the proof. Without loss of generality, we assume that the {e,} 
are the canonical unit vectors. 
Let v, = +vE’ where vE’ denotes the norm (4.3) in the case that S is 
th’e span of I and 0 < E < $ is the number entering in the description of 
the space L of functionals. Since ;1 E S has the form cc * I for u E R, the 
expression l(Z, e%)/ equals 1(1, %)I and thus 
YE(X) = 3 “1:: I& %>I. (5.2) 
As S gives rise to just one equivalence class Ci consisting of the integers 
(1, 2, * . . > n}, if x = ~~=i xiei then 
YE(X) = *sup /2X, & 2EcQI 
l<i,j<n 
izj 
= sup lGci f &$I. (5.3) 
l<i,j<R 
i#j 
If / - Im denotes the I, norm with respect to the basis {e,}, then v,(x) < 
(1 + E) 1x1, with equality occurring for x = ei + es. 
By Lemma 1.8, the norm q satisfies 1x1, < q(x), where 1x1, is with 
respect to the double dual basis {ei}. Now we define the norm pE by 
Since 
PEW = sup(r(x), (1 + E)%(X)). (5.4) 
V(X) < sup(r(x), (1 + e)%(x)) 
d sup(+), (1 + e)21&J 
< suP(V(X), (1 + E)2rl(X)) 
= (1 + e)2r(X), 
we obtain ~(x)/P~(x) < 1 and p,(x)/q(x) < (1 + E)~ for all x, or, using the 
semi-metric introduced in Definition 1.9, 
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d(q, PC) < 2 log(l + E) < 28. (5.5) 
If we now show that pE allows only multiples of the identity as Hermitian 
elements, the density of such norms in N(n), and consequently in N,(n), 
follows from (5.5). 
Since I = y,(eJ = 1 for each basis vector e,, the norm (1 + E)Y, in 
(5.4) is active at each basis vector (cf. Definition 1.4). Then from Lemmas 
1.3 and 1.5 it follows that there is a Euclidean neighborhood Ui of each 
basis vector ei so that if x E Ui and y I[ x with respect to v, (or equivalently 
(1 + e)vB) then yll x with respect to ,M~. But for any pair of indices 1 < i, i < n, 
i # j, the neighborhood Ui contains vectors x* = zlei + zeej where zi, ze 
satisfy (4.8). As vector operations are continuous, zi can be allowed to 
vary in an open subset U’ C U, where U was described in connection with 
(4.8). But with I, E L as described before (4X), I,llx+ with respect to v,. 
Likewise Is/lx_ where I, differs from I, only in having E replaced by - e. 
Then the equations (4.42) through (4.48) are valid if h is a p,-Hermitian 
matrix, forcing F, to be a real multiple of the identity. 
The remainder of this section is aimed at showing the openness of the 
set of norms admitting only trivial Hermitians. 
Remarks on Convexity 5.6. If y is a linear functional and c is a real 
number the set 
A = {x E @“IRe(y, x) = c} 
is an affine hy$erplane. If @” is regarded as a Blz-dimensional linear space 
over the real numbers, then A has codimension one. If K is a convex set 
in C” one says that A is a su$$orting hyperpla?ze for K at x0 if 
(1) 
and either 
Re(y, x0> = c 
(2) XEK * Re(y,x) <c 
01 
(2’) 
are satisfied. Suppose K is a convex set which is balanced; that is, has the 
property that x E K implies eiex E K for all real 6. Then if K is supported 
by a hyperplane A at x0 (in the sense of (1) and (2) above) the condition 
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Re(y, x0) = c implies (y, x0) = c. 
Re(y, &‘~a) > c for a suitable 8. 
If p is a norm on F we let 
Otherwise one could obtain 
K, = {x E C”lp(x) < l}. 
Clearly K, is balanced and from the foregoing discussion one easily derives 
the known result that given x with ,LL(X) = 1, one has ~11% with respect 
to p if and only if {ZlRe(y, 2) = l} is a supporting hyperplane for K, at x. 
LEMMA 5.7. Let p. be a Norm and suppose y,Jlx,, with respect to p,,. 
Then, given 6 > 0, there is a 6 > 0 such that if p is a Norm and d(p, ,uO) < 6, 
there aye vectors x, y satisfying x(x - x0) < E, x(y - yo) < E, and ~11% with 
respect to p. 
Recall that x is the Euclidean norm. 
Proof. We use the canonical basis {e,> for 62 so that with x = 
2 cciei and y = 2 piei, (y, x) = 2 clipi and (x, x) = x2(x). 
Suppose that yal / x0 with respect to p0 and that pa(x,) = poD(yO) = 1. 
We let 
B, = {x E @“I)+ - x0 - Yo) G (1 + dX(Yo)l, 
where 0 <w < wi < 1 and wi is chosen so that the ball B,, does not contain 
x = 0. Since y. is dual to x0, we have Re(y,, x) < 1 for each x in the 
unit ball K,O. If x E KDO Cl B, and we write x = x0 + e, then Re( yo, e) < 0. 
Since x(x - x0 - yo) < (1 + w)x(yo), we have 
(1 + 42x2(Yo) > x2(x - x0 - Yo) 
= (e - Yo, e - Yo) 
= (6, e> - 2 %yo, e> + (~0, YO) 
3 x2(4 + x~(Yo)~ 
yielding 
or 
x2(e) < [Cl + mJ2 - llx2(y0) 
x(e) < (30F2X(Yo). (5.8) 
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Since 0 I# Bml, an intermediate value theorem allows one to choose 0 < 
6 < 1 so that, letting xi = (1 - 6)x,,, the equality x(x1 - x0 - ye) = 
(1 + wi)x(y,,) holds and hence, xi E Bml. Now, with 0 < 6 < t/2 we let p 
be any norm satisfying d(p, pO) < 6 with p normalized so that sup pO(y)/p(y) 
= 1. Recalling the definition of d(p, pe), we see that p(x) < edp,,(x) for any 
x and consequently 
#4x1) = P((1 - 8x0) 
< edfO((l - 5)x0) 
< ee12(l - E) 
< 1. 
We now have xi E K, ll B,, and we have normalized , p so that K, E K,,,. 
As a consequence of inequality (5.8) with w = 0, one sees that the Euclidean 
distance from x,, + ye to the set Koo is precisely the distance from x0 + ye 
to x0; that is, ~(y,,). Since K, c K,,, the distance from x0 + y. to K, 
must be (1 + ms)x(Y,J for some 0 < o2 < wi and it is a standard result 
that the minimum distance is achieved at a unique point which we call 
x2. It is known (cf. [15, p. 981) that there is a hyperplane which is support- 
ing for both Bm2 and K, at their common point x2. Since the ball BO, has 
a unique supporting hyperplane at x2: 
GjRe(Yi, 2) = 4 
with Yr = xc, + y. - x2 and c = Re(y,, x2), it must be a supporting 
hyperplane for K,. Denoting c-lyr by y2 we have p(x2) = 1, (y2, x2) = 
Re(y,, x2) = 1 and pD(y2) = 1, so y2 and x2 are dual with respect to p. 
It remains to be seen how far they are from y0 and x,,, respectively. 
Recall that 6 depended upon 5, and 6, in turn, upon wi. Since x2 is in 
B,, n KPo> x(x2 - 4 < (~~J)~‘~x(Yo), using (5.8). In terms of x2 - x0 we 
have 
X(Y2-Yyo) =4Y1-Yo) 
( 
1 
= x y ((x0 + Yo) - x2) - Yo 
1 
1 
= 
’ Re(Yo - (~2 - x01, (~2 zx~) + XO> 
(Yo - (x2 -x0)) - Yo . 
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Since Re(y,, x0) = 1, one easily sees that by choosing oi > 0 sufficiently 
small one can make x(x2 - x0) < E and x(ys - y,,) < E. The value 6 arising 
from the choice of coi, and the dual vectors x = x2 and y = ys then serve 
for the conclusion of the lemma. 
DEFINITION 5.9. Let (X, d) be a metric space and let 9’ be the collection 
of subspaces of a normed linear space V. We say that a map m from X to 9’ 
is upper semi-continuous if the two conditions 
(1) xk E X (k = 1, 2,. . .) and xk converges to x, 
(2) vk E V, vk E m(x,), and vk converges to v, 
imply that v E m(x). 
In the following we identify the space Cnn of n x n complex matrices 
with the Euclidean space @“” and let Y be the collection of subspaces of Cnn. 
THEOREM 5.10. The map H on N, taking a norm v to H(v) C P’ is 
ui?$er semi-continuoahs. 
Proof. Suppose pk (k = 1, 2,. . . ) is a sequence of norms converging 
to p, that h, is Hermitian with respect to plc, and that h, converges to 
h E Fn. We must show that h E H(p). We have a continuous map of 
C” x Fn x Cn (with the product topology) into @ defined by taking 
(y, g, x) to (y, gx). Given lz E Cnn, from above, and yO(/xO with respect 
to p, let (ya, hx,) = z. If, for some dual pair (ya, xc,), z is not real, then 
there exists an E > 0 so that the disc D, = {w E C/ Iw - zI < 5) contains 
no real number. By the continuity of the expression (y, gx), there is an 
E > 0 so that x(y 1 yO) < E, x(x - x0) < F, and x(g - h) < E imply 
(y, gx) E D,. But using the hypotheses of the theorem together with the 
previous lemma, we can find an integer k and vectors yk, xk so that 
X(h, - h) < 8, x(xk - x0) < E, x(yk - y,,) < E, and yk\jxr with respect to 
pk. Then (yk, h,x,) E D, and is also real, a contradiction. Hence z is real 
for each dual pair (ya, xc,) and h is in H(p). 
THEOREM 5.11. The set 
C = {p E N113h E H(p), h # a1, a E R} 
is closed in N1. 
Proof. Suppose that pm E C (m = 1, 2,. . .) and that d(p,, p) -+ 0 as 
m --,co for some PENN. By hypothesis, each space H(p,) contains a 
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Hermitian element 12, which is not a real multiple of I. With ( *, *) 
denoting the Cn ’ inner product we may assume that (h,, I) = 0 and 
(h,, h,) = x2(h,) = 1. Let 
T = {g E F”/x(g - aI) < 4, for some M E R} 
and 
B = k E Cflnlx(d < 2). 
The set B - T contains h, for each integer m and, as B - T is compact, 
we may assume without loss of generality that the matrices h, converge 
as m + co to some h E B - T. Using Theorem 5.10 we see that h E H(p), 
and as h $ T it follows that p E C. 
THEOREM 5.12. The set of norms 
{P E 1c’,lh E H(P) 2 h = cd, u E R) 
is a dense, open subset of N,. 
Proof. The result is immediate from Theorem 5.1 and Theorem 5.11. 
APPENDIX 
We use the notation introduced in Section 2 and in addition let [w”* 
and Znnt denote the spaces of matrices having real and integral entries, 
respectively, and having n rows and m columns. If L E Rnp and M E R”“, 
then [L, M] will denote the element of Rnsrn+p obtained by situating 
L to the left of M. Similarly, if L E R pm and ME Wm then we denote by 
L 
[ I M 
the element of [Wn+p*m obtained by situating L above M. 
The four theorems stated below are all concerned with simultaneous 
diophantine approximation. The first three can be found in the references 
cited, but it is the fourth version we require and, while the result may be 
known to workers in number theory, we could find no reference for it. 
We thought it would be worthwhile to give all four theorems and show 
how each can be obtained starting with a restatement of the Perron result. 
(Perron states the result in terms of the rank and rational rank of the 
matrix M.) By IF!” we denote both the space of row and column n-tuples 
with real elements; the context indicates which is intended. 
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THEOREM I (Perron [ll, Theorem 63, p. 153, 1st edition, or Theorem 
64, p. 159, 4th edition]). The following two statements are equivalent for a 
given M E L%” and M E Rnm: 
Al. For each E > 0 there is a q E Zm such that lMq - tcl, < E. 
Bl. For any B E W, 
(1) J~M=OER”~/I~=OER, 
and 
THEOREM II (Cassels [5, p. 531, Koksma [9, p. 831). Given cc E [w” and 
M E Rnm the following aye equivalent: 
A2. For each E > 0 there is a q E Z” such that (IM, - uI/ < F. 
B2. ForanypE~n,PMEnm’puE~. 
Proof. (Assuming Theorem I). 
A2 2 B2. Suppose /j’ E Zn and PM E Z”. Statement A2 says that for 
any given F > 0 there is a q E Zm, a vector z E Zn, and a vector,u E [w” with 
l,ulm < e such that 
Mq=cr+p+zz. 
Then 
PMq = Ba + Pp + Bz. 
Since the terms /IMq and /3z are integers and since jfi~\~ < \P~,?zE, we 
can make [&I, arbitrarily small by choosing E > 0 small. Thus the 
number Bcr, which is independent of E, must be an integer. 
B2 Z- A2. Now suppose that B2 is satisfied and let [I, AT] = K be 
in [We-m+n . Clearly PK = 0 only if b = 0, so Bl, Part (1) is satisfied. If 
fi E [w” and /JK E Zm+, then P E Hn and PM E Zm which, by B2, implies 
Bee E Z. We have verified Bl and hence Al holds. That is, there is a 
q E Zm+* such that IKq - tc\, < E. Otherwise stated, Mq = a + p - q 
where l,ul, < 8. But then /lMq - cx(/ < E, showing that A2 is satisfied. 
THEOREM III (Koksma [9, p. 831). Given a E W and ME [wQm, the 
following are equivalent: 
A3. For each E > 0 there is an x E Rm such that I(Mx - cc/I < E. 
B3. ForanypEZn,/3M =OEZ*~&EZ. 
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Proof. (Using Theorem II). 
A3 2 B3. The proof is similar to that above, except that in this 
case PMx is the integer 0. 
B3 2 A3. Suppose that B3 holds and that M has the special form 
I 
M= [I L 
where I is m x m and L is in FP-“s” (note that in this case n > m). Write 
a in the form d 
[ 1 c? where cc1 E Rm and u2 E UP-“. Let y be in ZFrn and 
suppose yL E P. Let b = [- yL, y] be the n-tuple having its first m 
entries equal to those of - yL and the last n - m equal to those of y, By 
assumption, p E .P and PM = - yLI + yL = 0 E Hm. Since we are 
assuming B3, we must have /3u = - yLd + yc? E il. Now, assuming 
that y E Hn-” and that yL E P we have shown that y(u2 - Ld) E H. Thus 
B2 holds for the matrix L and the vector cc2 - La1 E [w”-“. Hence A2 
holds for the same pair. That is, for each E > 0 there is a q E P such that 
[J-Q - (us - Lul)ll < E or letting x = q + ~2, IlLx - $1 < E. But 
j/lx - CC111 = /\q + ul - ulll = 0. Hence /lMx - ccl1 < e. This completes 
the proof in the case that 
I 
M= [I L . 
Suppose that M has rank m (and so ?z > m). Then by reordering rows, 
if necessary one can assume that 
where M, is a nonsingular m x m matrix and M, is (n - m) x m. Write 
M as [I i M, where L = M2Ml-l. We are supposing that p E Hn and 
PM = 0 E Zm together imply PCC = 0. If fi E 72” and 
I 
P, =O, [I 
then /J’M = 0 and hence ,Du = 0. According to what was proved in the 
special case above, given E > 0, there is a y E Rm such that 
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I.' !lil II L y-u <E. 
Letting x = Mr-ly one has /lMx - ~((1 < E. This completes the proof 
in the case that rank M = m. 
Finally suppose M has rank k < m (this includes the case n < m). 
By a permutation of rows and columns, if necessary, we can assume M is 
partitioned as 
where M,, is a k x k nonsingular matrix. We can then write 
M= 
MI, 0 _ 
[ 1 M,, 0 *M 
where ii? E Pm is nonsingular. Suppose that /3 E Hn and 
Ml1 
8, =o. 
[ 1 21 
Then PM = 0 E Hm and, as we are assuming B3, fiu E Z. Then from the 
previously established case, there is a & E Rk such that 
We let ze! be the vector in iw” having its first k entries those of w1 and the 
remaining ones zero. Then 
IlE:: ],,;~ <&
and letting x = iI?-lw we have 1 jMx - cc\/ < E. 
THEOREM IV. Given u E 17%” and M E R nm, the following are equivalent: 
A4. For each E > 0 and each real t, there is an x E [w” such that 
IjMx - tall < E. 
B4. Forany,4?EQn,PM=OinZm=>@=0. 
Proof. (Using Theorem III). 
A4 Z- B4. Suppose A4 holds, and for a fixed /? E Q*, PM = 0. Then 
for some integer 9, pp E P and p/_i’M = 0. Choose a non-zero t so that 
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j$~/Itc~j < +. Th en given E such that 0 < 2$nl/Il,e < 1, there is an x such 
that Mx = ta + z + p where z E P and 1~1, < F. Hence 0 = PaMx = 
P& + PBz + Ph and so IPBzl < /Pb + jPP,l < 3 + pnl&,s < 1. 
Since ppz E Z, we obtain Paz = 0. Thus lpfik = lp@ < pnlplcos. Since 
E can be chosen arbitrarily small, it follows that /3x = 0. 
B4 G- A4. Assuming B4, we see that /I E Zm and /3M = 0 E Zm together 
imply that /3&x = 0 E Z, for every t E If& Hence B3 holds with CI replaced 
by tee, for t E R. The implication (B3 => A3) now yields A4. 
We wish to thank B. D. Saunders for his comments on a draft of this 
paper. 
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