Abstract-Stereo vision is useful for a variety of robotics tasks, such as navigation and obstacle avoidance. However, recovery of valid range data from stereo depends on accurate calibration of the extrinsic parameters of the stereo rig, i.e., the 6-DOF transform between the left and right cameras. Stereo selfcalibration is possible, but, without additional information, the absolute scale of the stereo baseline cannot be determined. In this paper, we formulate stereo extrinsic parameter calibration as a batch maximum likelihood estimation problem, and use GPS measurements to establish the scale of both the scene and the stereo baseline. Our approach is similar to photogrammetric bundle adjustment, and closely related to many structure from motion algorithms. We present results from simulation experiments using a range of GPS accuracy levels; these accuracies are achievable by varying grades of commercially-available receivers. We then validate the algorithm using stereo and GPS data acquired from a moving vehicle. Our results indicate that the approach is promising.
I. INTRODUCTION
Stereo vision is a rich sensing modality that is able provide dense bearing, range and appearance information. However, recovery of accurate range data from stereo, which is required for metric mapping and in some cases for path planning and obstacle avoidance, depends on careful calibration of the extrinsic parameters that define the transform between the stereo cameras. Calibration is typically carried out offline, using a specialized calibration target with known geometry.
The need for precision calibration limits our ability to build power-on-and-go robotic systems in which stereo is the primary sensor. Further, although stereo self-calibration (autocalibration) is possible, it is well known that information about the absolute scale of the translation between the cameras cannot be obtained without external measurements, i.e., the length of the stereo baseline is a free parameter [1] .
In contrast to stereo, which is primarily useful for shortrange navigation, wide-area navigation systems such as GPS can supply positioning information over the entire globe. Commodity GPS receivers have become cheap and ubiquitous, and with the removal of selective availability, the accuracy of these receivers has improved dramatically. It should be possible to leverage GPS for a variety of tasks beyond positioning. In this paper we ask the following question: can we use GPS and image feature measurements alone to calibrate the extrinsic parameters of a robot-mounted stereo camera rig, while the robot is operating? We seek a metric calibration of the parameters, with a known scale factor.
To answer this question, we present a theoretical approach and simulation studies and experiments which characterize the feasibility of using GPS for calibration. We formulate the calibration problem using a batch maximum likelihood framework, in which point landmarks are viewed from multiple camera poses. Information about the absolute scale of the scene and the stereo baseline is derived entirely from GPS measurements. The calibration algorithm also produces a map of the landmarks in the environment -this allows calibration to be performed as part of a larger mapping task. Our simulation results are based on trajectory data acquired from a Pioneer 2-AT robot with an on-board GPS receiver. Although we focus on the use of GPS here, the algorithm we describe can be adapted for use with any sensor that is able to provide coarse, wide-area three-dimensional position measurements.
The remainder of the paper is organized as follows. We review related work in Section II below. In Section III, we formally define the calibration problem and motivate our approach. Section IV discusses our methods for landmark position and robot pose initialization, while Section V details the maximum likelihood calibration algorithm. We describe our simulation studies and vehicle experiments in Sections VI and VII, respectively, and present results in Section VIII. Finally, we offer some conclusions and directions for future work in Section IX.
II. RELATED WORK
The problem of camera calibration has been studied extensively in the photogrammetry community, with work dating to the 1940s [2] . Much of the early research focused on calibration for, e.g., aerial mapping, where the necessary level of precision demands the use of sophisticated calibration equipment. The algorithmic techniques, such as bundle adjustment [3] , developed for these applications have now been adopted by computer vision researchers.
Close-range self-calibration of both the intrinsic and extrinsic parameters of a stereo rig is demonstrated by Zhang, Luong the camera frame relative to the world frame. The transform from the right camera to the left camera is represented by the
where the 3 × 1 vector t L R defines the translation of the right camera optical center relative to the left camera optical center, and the vector L R Θ defines the orientation of the right camera frame relative to the left camera frame.
We concatenate the landmark positions and left camera poses together with the right-to-left camera transform and the GPS-to-left camera translation to build the complete parameter vector
where t L G is the 3 × 1 vector that defines the translation of the GPS antenna in the left camera frame. The size of the complete parameter vector is 9 + 6n + 3m. Note that all of the entries in the vector are static quantities which do not depend on time.
We parameterize orientations using a minimal set of three Euler angles. Although there are singularities in this representation, constraints on the motion of the platform prevent us from reaching any of the singular configurations (e.g., the pitch and roll of a land vehicle are typically limited to ±15 degrees).
B. Camera Sensor Model
We use an ideal projective (pinhole) model for both the left and right cameras, and assume that the intrinsic and lens distortion parameters are known. 1 To compute the predicted image measurements, we begin by expressing the position of the i th landmark, at position p W li in the world frame, in the left and right camera frames
Here, C(Θ) is a direction cosine (rotation) matrix, parameterized by the vector Θ of Euler angles. Measurements z L j li and z R j li are the projections of the i th landmark onto the left and right camera image planes, respectively, from the j th left camera pose:
1 We plan to explore full calibration of the both the intrinsic and extrinsic stereo parameters in future work.
where u ij , v ij T is the vector of observed left (resp. right) horizontal and vertical image coordinates, K is the 3 × 3 camera intrinsic parameter matrix, and η ij is a 2 × 1 white Gaussian measurement noise vector with covariance matrix W ij .
C. GPS Sensor Model
Each GPS measurement gives the position of the receiver in the world frame. Accounting for the moment arm of the GPS antenna relative to the left camera optical center, we have
where n j is a 3 × 1 white Gaussian noise vector with covariance matrix S j . This model neglects gross systematic errors due to multipath interference. The occurrence of these types of errors is largely dependent on the operating environment. To avoid incorporating pose measurements that include systematic errors, a chisquared distribution test can be used to reject GPS fixes that lie outside of a specific confidence ellipsoid, based on the measurement covariance [13] . Also, for non-holonomic vehicles such as the Pioneer 2-AT robot, constraints on plausible motions may be used as an additional validation gate for the GPS data -e.g., we typically drive slowly and we know a priori that the robot cannot move significantly in a lateral direction over a short time interval.
IV. LANDMARK POSITION AND ROBOT POSE INITIALIZATION
The batch calibration approach described in Section V is only valid for small-residual problems, in which the initial parameter values are reasonably close to their true values. In particular, if there are large errors in the estimates of one or more landmark positions, the calibration algorithm can converge to the wrong solution, or diverge and fail to provide an answer. The success of the algorithm therefore depends on acquiring good initial landmark and camera pose estimates. We use triangulation in combination with a maximum disparity heuristic to determine the initial landmark positions; camera pose estimates are derived from GPS data. The initialization techniques are described below.
A. Maximum Disparity Initialization
Estimating the camera-relative depth of a landmark in the environment using stereo normally involves some form of triangulation. However, distance values derived from triangulation are significantly affected by small errors in the estimated orientation of either the left or the right camera; these small orientation errors can produce very large errors in an estimated landmark position. The problem is most severe for landmark that lie far from the stereo rig.
We attempt to reduce the effects of triangulation errors using a maximum disparity heuristic. Disparity is a measure of the difference in the projected positions of the landmark on the left and right camera image planes. For a fronto-parallel camera configuration, the horizontal disparity of landmark point i is
where u R lij and u L lij are the projected horizontal image coordinates for the landmark in the right and left cameras, respectively; the disparity value is a negative quantity. For a given, fixed left horizontal image coordinate, landmarks with larger absolute disparity will be located nearer to the cameras.
Most stereo cameras will not, in general, be aligned in a perfectly fronto-parallel configuration, and our initial estimate of the camera pose will have some amount of error (otherwise there would be no need for calibration). However, we can still use our knowledge of the approximate relative pose of the cameras, and of the horizontal disparity, to produce a rough estimate of the landmark position. This approximation is poor for small disparities, but reasonably good for large disparities.
Our approach is to delay initializing the position of landmark i until we find the left camera pose for which the leftright horizontal disparity is the largest possible, relative to all poses where the landmark is visible. We further constrain the image plane points to lie within a fixed horizontal distance of the principal point, which is less than the full size of the image plane. This prevents initialization using points which lie at the edges of the left or right image plane (in our current implementation, points must lie within 250 pixels of the principal point, on either side). We then triangulate the left camera-relative the position of the landmark. The result is that, in the majority of cases, the position of the landmark is initialized when the robot and the landmark are in close proximity, and the initial estimate of the landmark position is reasonably close to the true position. This technique can still fail, however, in cases where one or more landmarks lie far from all of the camera poses (and the maximum disparity value is small); we discuss this issue further in Section VI.
B. Initial Pose Estimation and Landmark Triangulation
The calibration algorithm requires an initial estimate of the left camera pose at the time each GPS measurement is acquired. We initialize the left camera position using the available GPS fix and an approximate GPS antenna translation vector (from, e.g., hand measurements or CAD data etc.). This gives the translation of the left camera relative to the origin of the world frame, but in general GPS does not provide reliable information about the heading of the robot. For a nonholonomic platform (such as the Pioneer 2-AT), and assuming that the left camera optical axis is approximately aligned with the longitudinal axis of the robot, we can estimate heading using a line segment joining the positions defined by two GPS measurements spaced closely in time. 2 Because GPS altitude data is usually less accurate than the horizontal positioning information, we assume that the optical axis of camera is initially horizontal. For camera pose j, the initial 3D positions of the visible landmarks (which have maximum disparity at pose j) are then found by stereo triangulation, using the technique described in [14] . Given a pair of corresponding left and right image point measurements, z L j li and z R j li , we back-project rays from the left and right camera optical centers through the image plane points. If the image plane measurements were error-free, these rays would intersect at a 3D single point, however noise and matching errors inevitably cause the rays to diverge. Instead, we find the midpoint of the shortest perpendicular segment connecting the rays. This midpoint is selected as the initial landmark position, after transforming from the left camera frame to the world frame. More recently, we have also explored the use of an inverse depth-based parameterization for landmark positions, to better represent the landmark position uncertainty [15] .
V. CALIBRATION ALGORITHM
We use a batch iterated maximum likelihood formulation for the complete calibration problem, in which we simultaneously solve for the landmark positions, left camera poses, translation of the GPS antenna, and the extrinsic calibration parameters. First, we stack the image plane and GPS measurements to form the complete observation vector
The value k is the index of the last landmark visible from pose n. The observation covariance matrices for the image plane and GPS measurements are, respectively,
The complete observation covariance matrix is then
Note that, because the image and GPS measurements are independent and uncorrelated, the covariance matrix is block diagonal and can be inverted quickly. We define the parameter and observation error vectors as, respectively,
whereX is the current estimated parameter vector andẐ is the predicted observation vector based onX. 3 The update step of the iterated maximum likelihood algorithm involves linearizing about the current parameter estimate, and we therefore require the Jacobians of the image plane and GPS measurements with respect to the pose and calibration parameters. The Jacobians of an image plane point with respect to the i th landmark position and the j th left camera pose are computed as
The Jacobian of an image plane point with respect to the right camera extrinsic parameters, the Jacobian of a GPS measurement with respect to the j th left camera pose, and the Jacobian of a GPS measurement with respect to the GPS translation parameters are
The complete Jacobian matrix H is formed by inserting the partial derivative matrices above at the appropriate row and column positions. 4 Matrix H is sparse and block diagonal except for the first nine columns -as such, operations involving H are amenable to optimization using sparse matrix multiplication techniques.
The maximum likelihood estimate for the parameters is obtained by iteratively performing a Levenberg-Marquardt update, solving the system
Here, λ is a damping factor which controls the direction of motion along the parameter error surface; larger values of λ force the update more towards gradient descent [3] . The updated estimate for the parameter vector at iteration i iŝ
This process is iterated until convergence. We determine that the estimate has converged when the two-norm of the difference between the six extrinsic parameters over consecutive iterations is less than a small positive constant, ǫ (in our implementation, ǫ = 10 −6 ). If, on iteration i + 1, the squared observation error increases relative to iteration i, we 3 Estimated quantities are denoted with theˆ(hat) symbol. 4 For brevity, we omit the complete Jacobians. The Jacobians with respect to the camera poses are particularly complex because the measurement involves division by the camera-relative landmark depth. update the damping factor as λ new = 10λ old and repeat the iteration using the previous parameter estimate. Otherwise, we decrease λ by a factor of 10 and continue; this is a standard heuristic used in Levenberg-Marquardt optimization. As a last step, we determine the maximum likelihood parameter vector by performing an update with λ = 0.
VI. SIMULATION STUDIES
To evaluate the performance of the calibration algorithm, we initially performed a series of simulation experiments using a combination of real and synthetic data. We drove a Pioneer 2-AT robot equipped with an on-board µBlox LEA-5H GPS receiver [16] in an open area on the USC campus, while logging GPS and wheel odometry data in real time. The update rates for GPS and odometry were 1 Hz and approximately 10 Hz, respectively. Total length of the trajectory was 79.3 m as measured by wheel odometry. The odometry data was used only to verify that there were no gross errors in the GPS measurements.
Based on the area covered by the (real) trajectory of the robot, we then generated a set of 240 landmark points at random positions on an annulus with an inner radius of 5 meters and an outer radius of 13 meters, and with random heights between -0.5 and 0.5 meters. We used this trajectory and set of synthetic landmark points, shown in Figure 3 , as ground truth for our simulations.
For each simulation trial, we captured a pair of simulated images from the stereo cameras at every position along the trajectory for which a GPS fix was available. After projecting all visible landmarks into both the left and right image planes, we added independent, zero-mean Gaussian noise with a standard deviation of 1.0 pixels to the image coordinates, to simulate errors in feature localization. Each (simulated) The results show that, for both configurations, the average residual camera orientation error after calibration is on the order of one millidegree in roll, pitch and yaw. This is to be expected, as camera rotation errors have a large effect on the estimated landmark positions, and the batch estimator must therefore drive the orientation errors close to zero to obtain a low overall residual error. Indeed, we observed exactly this behavior over sequential iterations of batch algorithm: the rotation parameters typically converged first, followed by the translation parameters.
The average residual errors for the translation parameters are somewhat larger. For configuration 1, the average error is less than 4 millimeters along all axes. This result, however, depends on a level of GPS accuracy that can only be achieved by real-time carrier-phase differential receivers -at present, these units are very expensive and their deployment is limited.
For configuration 2, the average residual error is less than 3 millimeters in x and y -along the x direction, the error is less than 6% of the original error value at the start of the simulation. The average residual error along the z axis is larger than along the other axes, however, and slightly larger on average than the initial error introduced at the start of the simulation. Achieving better calibration results for the z translation parameter may simply be a matter of collecting more data. We are exploring this issue.
In analyzing our results, we noted that accurate stereo calibration can sometimes be obtained even when there are relatively large errors in the 3D positions of several landmarks. This is because the calibration algorithm minimizes image reprojection error -for landmarks that are visible from a small number of clustered poses only, and that lie at a significant distance from the cameras in all cases, the reprojection error is relatively insensitive to landmark depth.
Our simulation results are based on incremental GPS measurements that are acquired as the robot or vehicle moves, navigating or performing some other activity. It is possible to obtain more accurate positioning information simply by remaining stationary and filtering a large amount of GPS data. This increased accuracy comes at the expense of the additional time, however, which may be unacceptable in some situations. Results for our experiment with the test vehicle are also in agreement with the values determined using the standard target-based calibration procedure, as shown in Table III . We note that, in practice, when a large number of GPS satellites are in view, the µBlox LEA-5H receiver is able to obtain position fixes with an accuracy significantly better than 2.0 m CEP. We are presently conducting additional experiments to determine the performance of the algorithm under a wider variety of conditions.
IX. CONCLUSIONS AND FUTURE WORK
This paper presented an approach for calibrating a robotor vehicle-mounted stereo rig, using GPS measurements to determine the absolute scale of the scene and of the stereo baseline. This work is a step towards developing robots that can operate for long periods of time without requiring manual sensor re-calibration.
Our results are promising: we obtained reasonable calibration accuracy using GPS measurements with a CEP of up to 0.2 meters. A CEP of 0.2 meters approaches the accuracy available with standard differential GPS, which is readily available in many locations. The batch algorithm establishes a benchmark for other approaches -we believe Example left stereo camera image acquired during one vehicle calibration experiment. that incremental solutions, which incorporate larger numbers of observations over time, should be able to improve upon these results. Further, as the global satellite navigation network grows to incorporate the Russian GLONASS and European Galileo constellations, we can expect even better positioning accuracy from commodity receivers. Also, the algorithm we have described is not limited to GPS -it can be adapted for use with other sensors that provide positioning or ranging information.
There are several directions for future work. We are currently exploring the use of a combination of wheel odometry and GPS measurements to perform full calibration of both the intrinsic and extrinsic parameters of the stereo rig. Based on the batch solution, we are also developing an alternative, sequential estimator formulation. Lastly, we would like to define optimal or near-optimal robot trajectories that enable rapid calibration in the field, based on the uncertainty associated with each calibration parameter.
