hidden layers without adding more parameters through coping with the weights of the lower layers.
Although the RBM and its variants can extract high quality features, scaling them to the size of natural images, such as 200x200 pixels, they are difficult to extract accurate features due to large numbers of visible and hidden units.
The Convolutional Restricted Boltzmann Machines (CRBM), which can generate pint-sized two-dimensional weights through convolution, is a more efficient generative model for full-sized natural images. It is a translation-invariant hierarchical generative model which supports both top-down and bottom-up probabilistic inference [18] . The CRBM and the Convolutional Deep Belief Networks (CDBN), which is stacked by CRBMs, have been successfully applied in handwritten digits recognition, object classification [18] , and pedestrian detection [19] , however, they ignored the sources of instability during the learning procedure. Centered factors were introduced in DBM to reduce the instability caused by approximation and replacement [20] .
In this paper, we propose a novel feature extraction algorithm for scene recognition named Centered Convolutional
Restricted Boltzmann Machines (CCRBM) based on CRBM by integrating the centered factors into the learning procedure of the CRBM model. First, the visible units are redefined using the input data and the centered factors.
Then, the hidden units are learned with a modified energy function by utilizing a distribution function; and the visible units are reconstructed using the learned hidden units. Next, in order to get a better generative ability, Centered Convolutional Deep Belief Networks (CCDBN) is trained in a greedy layer-wise way. Finally, the softmax regression, which is a variant of the logistic regression, is incorporated to perform scene recognition tasks. The main contributions of this paper are as follows:
(1) Compared to the standard CRBM, the CCRBM effectively reduces the sources of the instability caused by the model structure and the approximation in the learning procedure.
... (2) Different to the DBN and DBM, which can only handle small images like handwritten digit images, the proposed CCDBN can train large images, such as natural scene images. Thus, the CCDBN is more suitable for scene recognition.
The remainder of this paper is structured as follows. Section 2 introduces the structure and learning procedure of the RBM and DBN. Section 3 presents the proposed CRBM with the centered factors. The centered factors consist of redefining the energy function of the CRBM, which improves the condition of the optimization problem and promotes the emergence of complicated structures in the CDBN. The softmax classifier, which can be used in multi-class problem, is discussed in Section 4. The performance of the CCRBM with the softmax classifier is evaluated and discussed in Section 5 using fifteen scene categories. Finally, the paper is concluded in Section 6.
Prior Works
In this section, we briefly present some background on the RBM and DBN to facilitate the understanding of this paper.
Restricted Boltzmann Machines
Restricted Boltzmann Machines (RBM) [15] is a bipartite graph with two layers. The probability of the visible variables in an RBM with the parameter set  in accordance with a joint energy  
,;
E v h  is defined as: 
Learning Procedure of Restricted Boltzmann Machines
The parameters of the RBM can be learned by maximizing the likelihood. The derivative of the log-likelihood is
is given in equation (3) During the learning process of the CD algorithm, Gibbs sampling [9] is initialized by the input data, and the algorithm runs a few steps to obtain an approximation of the model distribution. The first step is to compute the 
Deep Belief Networks
Deep Belief Networks (DBN) is a hierarchical generative model and is stacked by sigmoid belief networks and RBMs (as shown in Fig.1 ). There are connections between adjacent two layers, while the units in the same layer are not connected with each other [15] . The parameters of the bottom layer 1  is learned by training an RBM between v and 1 h with the steps described in Section 2.2. After learning the first layer, the parameter 1  is fixed, while the probability  
;
P h v  of the hidden units in the first layer is taken as the input of the second layer 1 h to train the second RBM between 1 h and 2 h . Similarly, other layers can be added to the model through the same procedure.
The above procedure of training the DBN model is illustrated in Fig.1 .
Learning Centered Convolutional Restricted Boltzmann Machines
In this section, we will introduce a novel approach, named CCRBM, by combining centered factors into the learning process in order to reduce the source of instabilities from approximation and structure.
3.1Convolutional Restricted Boltzmann Machines
From the above analysis, it is easy to find that the spatial relationship between different image patches is not considered in the standard RBM since the input image is treated as a vector. As a result, the features extracted from adjacent patches become independent [9] . On the other hand, the standard RBM cannot be applied to large images.
For example, if the input image is 200 200  pixels, the visible variable will be a 40000-vector. It is hard for the RBM to handle such a large input due to computational complexity.
To solve these problems, an extension of RBM, called Convolutional Restricted Boltzmann machines (CRBM), was introduced in [18] . In the CRBM, the energy function   , E v h is defined as:
So energy function is redefined as:
where ''  denotes convolution, and ''  represents the trace, for example
. Just like the standard RBM, the conditional distribution of the CRBM is defined by block Gibbs sampling:
where k ij h represents the i-th row and j-th unit of the k-th group in the hidden layer. 
3.2Training Procedure of Centered Convolutional Restricted Boltzmann Machines

Training Procedure of CRBM in General Way
After understanding the structure of the CRBM, the learning procedure will be introduced in this section. Like the RBM, the real power of the CRBM emerges when it is stacked to form a Convolutional Deep Belief Network (CDBN) [19] . A probabilistic max-pooling operation is used to change the architecture of CRBM to learn high-level representation. As shown in Fig.4 , there are two layers in the original hidden layers: detection layer, whose results are calculated by convolving a feature detector of the previous layer, and the pooling layer which shrinks the results of the detection layer by a constant factor. Each unit in the pooling layer is the max probability of the units in a small area (such as 44  pixels or 10 10  pixels) of the detection layer. Shrinking the activation with max-pooling enables higher-layer representations to be constant to small translations of the observed data and reduce the computational burden. The energy function of this simplified probabilistic max-pooling CRBM is defined as follows:
where k-th group receives the bottom-up signal from layer v as follows:
h is a hidden unit included in the block, i.e.,   Given the hidden layer h , the visible layer v can be sampled in the same way as described in Section 3.1.
3.2.2Centered Convolutional Restricted Boltzmann Machines
In the above learning procedure, there are two sources of instability [20] : (1) Approximation instability: the noisy gradient is resulted from approximation sampling procedure, causing deviation from the true value. For example, the equation (7) instead of the equation (6), and the   
3.3Hierarchical Probabilistic Inference Based on Centered Factors
Like the CDBN, the CCDBN is defined as the stacked CCRBM and each CCRBM is trained through the way in Section 3.2.2. Then, the greedy layer-wise algorithm described in Section 2.3 is used to train the CCDBN. When a given layer is trained, its weight is frozen, and its activations are used as input for the next layer.
As shown in Fig.4 , the architecture of model consists of visible layer V , detection layer H , pooling layer P , and the higher detection layer H  .We suppose H  has K  groups of nodes, and there is a shared weight set   The energy function for the network with the centered factors has two kinds of potentials: unary terms which are in detection layers for each group, and interaction terms between each pair of neighbor layers.
, , ,
where h   is the centered factor of the higher detection layer.
The detection layer receives the bottom-up signal from visible layer the same as equation (19) , and the pooling layer receives the top-down signal from the new detection layer as follows: 
Softmax Regression Model
In order to perform scene recognition, softmax regression was used to classify the scene images in our experiments.
Softmax regression is a variant of the logistic regression model which is only applied to binary classification. In the softmax regression setting, we are interested in multi-class classification, so the label y can take on k different values rather than only two. Thus, we have the training set The fifteen class scene dataset is a dataset of fifteen natural scene categories that expands on the thirteen category dataset released in [24] . The two new categories are industrial and store added by Oliva [26] . 
Experimental Results
We tested the proposed method from the definition of reconstruction of images and visualization of weights using fifteen scene categories dataset, MIT-indoor scene dataset, and Caltech 101 dataset respectively. In the first experiment, we randomly chose 50 images per class from fifteen scene category dataset to assess reconstruction error and convergence rate. In our experiments, the structure of the proposed CCRBM consists of 24 groups of 10x10 pixels filters, and the pooling region is 2x2 pixels. We sampled 100x100 pixels as the input data of the model, and got hidden layer output with 90x90 pixels by averaging the 24 feature maps. The mean values of the pooling layer are regarded as the extracted features of the CCRBM. We conducted experiments using CRBM and CCRBM for iteration times at 200, 300, 400 and 500. The input data of sampled 90x90 image patches and the reconstructed images are shown in Fig.6 , where the left image is the original image; and the right group is the reconstructed images.
The first row of the reconstruction images is the results of the CCRBM and the second one is the results of the CRBM. As we know, the features extracted by the first layer of multilayer models are always the edges. Obviously, we can discover that the features extracted by the CCRBM are more distinct with more details. For example, from the results of CCRBM, we can identify the back and legs of the chair at 500 iterations and also can easily identify the edges of the table and the chair since 200 iterations. In contrast, one cannot distinguish the parts of the chair under the table even at 500 iterations.
We also utilized the same structure of CCRBM to extract features from MIT-indoor scene dataset. We chose 10 categories which are not included in fifteen class scene dataset, such as restaurant, gym, and airport. We randomly chose 40 images per class from the dataset as input data. The training procedure was the same as that in the experiments on fifteen scene categories dataset. The input data and reconstruction results are shown in Fig.7 . It is evident that both CCRBM and CRBM can correctly extract features for simple images. For complicated images, however, the CCRBM can extract more details, such as decorations on the wall, while the CRBM lost most details of chair, carpet, and so on. Obviously, the CCRBM is better than the CRBM in feature extraction.
In the second experiment, in order to evaluate the qualities of the visualization of weights, we sampled 70x70 pixels area as input, and got hidden layer output with 60x60 pixels by averaging 24 groups. The trained weight matrices of CRBM and CCRBM are visualized in Fig.8 . The left group is the results of CRBM and the right one is the results of 4x4 pixels 10x10 pixels Fig.10 .Left is the group with the size of 4x4 pixels. Right is the group with the size of 16x16 pixels. In the left image, the features are more distinct and smooth. In the right image, almost all features are fuzzy; even they can't be regarded as edges. Although the smaller size of filter is better in feature extraction, it cost much more time in computational.
CCRBM. The visualization of the weight matrix indicates the visible units would be maximally activated by the hidden units. As shown in Fig.8 , the CCRBM can extract distinct features without much noise at 50 iterations. In Fig.9 , we displayed the reconstruction error, i.e., the absolute value of the difference between the input data and the reconstruction data, which indicates the generative ability of the model and the accuracy of the reconstruction. It is evident from Fig.9 that the CCRBM performs better than the standard CRBM in the convergence speed and the final stability.
In the experiments, the size of each group affects the quality of extracted features and accuracy of classification.
Small size of filter yields more details and hidden information in the extracted features, however, small size filter will increase the computation burden. Thus, it is important to choose an appropriate size of filters. In this paper, we conducted our experiments with different sizes of filters for the CCRBM; and the trained weight matrix are shown in Fig.10 , from which we can see that the extracted features with 24 groups of 4x4 filters are very distinct, but the computation time is tripled than that using 10x10 filters.
The third experiment is to evaluate the performance of the CCDBN in scene recognition. We constructed a four layer CCDBN to recognize the object images in the Caltech 101 dataset. We randomly chose 15 training images per class and 5 testing images per class from Caltech-101dataset. First, we trained a CCRBM with 24 groups of 10x10 convolution filter and a 2x2 pooling filter. Then, we added the same structure for the second layer. After 500
iterations, the recognition rates of the first layer and the second layer are 56.4% and 61.8% respectively, as shown in Table 1 , the results are better than those of the standard CRBM with the same architecture [18] , Ranzato's method [27] and SVM-KNN model [28] . Finally, we trained the third layer and fourth layer with 24 groups of 6x6 convolution filter and a 2x2 pooling filter. We also got the better results than [29] . The results are shown in Table. 1.
The proposed CCDBN with four layers performs slightly worse than [30] , however, the result of the counterpart was received by combing feature extraction algorithm with several post-processing procedures. [30] took advantage of non-negative sparse coding and low-rank and sparse matrix after feature extraction and utilized locality-constrained linear coding updating image representation.
In addition, we chose 50 training images per class and 20 testing images per class from MIT-indoor scene dataset and trained another CCDBN with four layers. Every layer consisted of 40 groups of 10x10 pixels filters and the pooling region of 2x2 pixels. The trained CCRBM with a softmax classifier was used to recognize scenes on the MIT-indoor scene dataset. The recognition rates are shown in Table. 2. CCRBM [31] performs better than the standard CRBM. And the proposed CCDBN with four layers performs better than most counterparts, such as ROI [2] , DPM [32] , and Hybrid-Parts. In Table. 2 the recognition rate of four-layer CCDBN was slightly lower than that of LPR [33] , but our method is more applicable to practical issue, such as robot location and navigation since CDDBN is an unsupervised method and it can be applied to extract features from any image without label. Once the parameters are successfully estimated, the CCDBN model can be used for all kinds of images. While the parameters of LPR are unique for each kind of scene; and parameters must be trained for another type of scene every times.
Thus, in practice, the proposed CDDBN is widely applicable than the LPR.
Discussion
Scene recognition is a challenging task in computer vision, while feature extraction is a crucial step of the recognition procedure. In recent years, deep learning models such as DBN, DBM, and CNN have attracted more and more attention. As an efficient generative model for full-sized natural images, the CRBM has been successfully used in handwritten recognition, object classification, and pedestrian detection. In this paper, we presented a CCRBM algorithm to cope with the instability of the CRBM caused by approximation and replacement. The CCRBM improves the performance by introducing centering factors during the learning procedure. The experimental results based on the fifteen scene categories dataset indicated that the CCRBM can obtain more distinct and detailed features than the standard CRBM. In addition, the proposed approach is computational efficient thanks to the centering factors. The experiments on Caltech 101 dataset also demonstrated that our method performs better than the standard CRBM. Moreover, to evaluate the performance of CCDBN stacked by CCRBMs in scene recognition,
we constructed a four-layer CCDBN to recognize scene images. The experimental results on Caltech 101 dataset showed that our method performs better than other counterparts. In our experiments, however, we can find that there are some near-null images in the reconstruction results, as shown in the lower middle column of Fig.11 . This is because the original image patches, such as coast, mountain and forest image patches, have few changes of grey values, thus, the values of extracted features will become zero or one after binarization.
Conclusions
In this paper, we have presented a CCRBM model by introducing the centering factors into the learning process of the CRBM. Compared to the standard CRBM, the CCRBM effectively reduces the sources of the instability caused by approximation and the structure of the model. The CCRBM can be widely applied to natural scene images, even for large size images, which is crucial in practical applications. Experimental results over fifteen scene categories, MIT-indoor scene dataset, and Caltech 101 datasets show that the CCRBM can obtain more distinct and detailed features than the standard CRBM. The experiments over MIT-indoor scene dataset and Caltech 101 dataset demonstrate that the CCDBN performs better than other counterparts in terms of accuracy of scene recognition.
Although the proposed method has achieved promising results, further research is needed to find a more efficient approach to feature extraction and scene recognition.
