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ABSTRACT 
Data warehousing is an emerging technology and has proved to be very important for an organization. Today every 
business organization needs accurate and large amount of information to make proper decisions. For taking the business 
decisions the data should be of good quality. To improve the data quality data cleansing is needed. Data cleansing is 
fundamental to warehouse data reliability, and to data warehousing success. There are various methods for data 
cleansing. This paper addresses issues related data cleaning.  We focus on the detection of duplicate records. Also an 
efficient algorithm for data cleaning is proposed. A review of data cleansing methods and comparison between them is 
presented. 
KEYWORDS: Data cleansing; data warehouse; data cleansing techniques; binary search tree. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Council for Innovative Research 
Peer Review Research Publishing System 
Journal: International Journal of Management & Information Technology 
Vol.4, No.1 
editor@cirworld.com 
www.cirworld.com, member.cirworld.com 
 
ISSN 2278-5612 
191 | P a g e                                 J u n e ,  2 0 1 3  
1. INTRODUCTION 
A data warehouse is a subject-oriented, integrated, time variant, non-volatile collection of data in support of management’s 
decision-making process [1]. Many organizations today heavily rely on data for their business and decision making 
processes. The data collected from various sources may have data quality problems in it. These kinds of issues become 
prominent when various databases are integrated. The integrated databases inherit the data quality problems that were 
present in the source database. Data quality plays an important role in the success of the analysis. Therefore data quality 
is important for data warehouse. There are different criteria’s on which the quality of data depend[11]. Therefore The data 
in the integrated systems need to be cleaned for proper decision making. Cleansing of data is one of the most crucial 
steps. In our paper, focus is on one of the major issue of data cleansing i.e. “duplicate record detection” which arises when 
the data is collected from various sources. The algorithm like standard duplicate elimination algorithm , sorted 
neighborhood algorithm , duplicate elimination sorted neighborhood algorithm, and priority queue algorithm already exist 
for data cleaning[3]. All these algorithms follow one common phase i.e. sort the file to bring all duplicate records together. 
This extra phase increases the time complexity of the algorithm.  
In this paper we propose an alternative approach for eliminating records from a file by creating binary search tree. This 
algorithm reduces the execution time and complexity by excluding the extra phase i.e. sorting the file. 
2. RELATED LITERATURE  
Sorted neighborhood method focuses on approximate duplicates detection. This method consists of three steps: First, a 
key is computed by extracting the relevant fields or portion of fields from the database. The choice of the key depends on 
domain knowledge. Efficiency of algorithm heavily depends on the key chosen. The second step is to sort the database 
using the key calculated in first step[9]. Finally a fixed size window is moved to compare the records.. Every new record 
entering in the window is compared with previous records in the window. Suppose the size of the window is w records, 
then every new record entering the window is compared with the previous w−1 records to find “matching” records. The 
complexity of this algorithm is calculated at different phases of the algorithm, the key creation phase requires O(n) 
operations,  the sorting phase requires O(n LOG n),  merging requires O(wn) where N is no. of records in database. So 
total complexity of sorted neighborhood method is O(n log n) if w<log n otherwise O(w n)[2]. 
The drawback of the method is that it depends heavily on the proximity of duplicate records after sorting. If duplicate 
records are far apart after sorting, it is unlikely that they will appear in the same window during the scanning process, and 
hence, will be missed. 
As discussed in token based approach instead of taking all the fields as a key we use smart tokens. Tokens are formed 
using the most important fields of records. This heavily depends on domain knowledge. This is an important step because 
performance of the whole algorithm depends on it. Then the tokens are sorted and compared to identify duplicate records. 
Token-based technique achieves a better result than the record-based techniques of comparable algorithms. The sorting 
phase requires O(n log n) operations where N is maximum number of atomic strings in either field[6]. 
Priority queue algorithm focuses on approximate duplicate detection. It uses a priority queue of sets of records belonging 
to the last few clusters detected [5]. The algorithm sequentially scans the database and find out whether each record 
belongs to a cluster represented in the queue or not. If the record is an existing member of cluster then next record in 
database is scanned otherwise the record is kept in the priority queue. This record is then again checked against existing 
clusters. If it is not the member of any cluster of them then it is assumed as a new cluster in priority queue. With this 
approximate similar records are kept in same cluster. Hence we identify the duplicate records easily. The complexity is 
calculated For fixed T, K, L _and M where T is number of records in database each of length L and K is maximum number 
of sets in the queue with maximum size of each set M , all union-find and priority queue operations take small constant 
amounts of time. For one pass over the database, the number of invocations of the Smith-Waterman algorithm is bounded 
above by TKM . The overall time complexity of one pass is therefore O(TL log TL+TKLM) =O(TL log TL) as there is small 
fixed number of passes, the total time complexity is the same[4].  
Duplicate record elimination using external merge sort method uses modified two way merge sort which removes duplicate 
records along with sorting. If two input runs contain duplicate records, then the output run produced by merging them 
should retain only one copy of each record. Whenever two input tuples are compared and found to be identical, only one 
of them is written to the output run and the other is discarded by advancing the appropriate pointer to the next tuple[7]. 
The complexity of the duplicate elimination process using modified merge-sort is determined by two factors: the number of 
phases and the size of the output runs produced at each phase. The number of phases/operations required to sort a file 
along with duplicate elimination is O(log2N) where N is no. of records in file regardless of the number of duplicate tuples. 
All the above discussed algorithms are used to detect duplicate records and each of them sorts the list as their initial 
phase. Time is wasted in this extra phase as the best time complexity of a sorting algorithm is O(n logn).We proposed an 
algorithm that uses binary search tree and reduces the overhead of sorting the list. 
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3. COMPARISON OF OUR APPROACH AND EXISTING APPROACHES 
The comparison of all the above discussed techniques is given in the Table 1[10]. We compare them on the basis of what 
are the key steps followed by the technique, whether the technique find approximate or exact duplicate of records, and 
there complexities. 
Table 1: Comparison of Existing Techniques 
Approach Key Steps Duplicate Detection Complexity 
Sorted 
Neighborhood 
method 
Key creation + sorting + Merging 
using sliding window 
Approximate duplicate 
detection 
O(nw) where ’ n’ is no. of 
records and ‘w’ is 
window size. 
Token Based 
Algorithm 
Selection of fields + formation of 
tokens + sorting + duplicate 
detection and elimination 
Exact duplicate 
detection 
O(n log n) Where ‘n’ is 
maximum number of 
atomic strings in either 
field. 
Priority Queue 
Algorithm 
Sorting + merging +duplicate 
elimination using priority queue 
Approximate duplicate 
detection 
O(tl log tl) 
Where ‘t’ is no. of 
records with Length ‘l’ 
Proposed 
algorithm 
Selection of fields + formation of 
tokens +BST creation 
Approximate duplicate 
detection 
O(log n) where n is total 
no. of records 
 
4. BINARY SEARCH TREE 
A binary tree T is a binary search tree if each node N of T has the following property: The value of N is greater than every 
value in the left subtree of N and is less than every value in the right subtree of N. Left and right subtree are again binary 
search tree. The main property of binary search tree is that all the nodes have distinct values. To insert an element in a 
BST first of all we find the location of the item if item is not in the tree then it is inserted at that location. Suppose there are 
n data items to be inserted in BST then the average depth of tree is n! that is approximately c log2 n , where c = 1.4. 
Accordingly the average running time f(n) to search an element in BST with n elements is proportional to log2 n that is f(n) 
= O(log2n). We will use this concept in our algorithm to clean data. We propose a framework for the same as discussed 
below. 
5. PROPOSED FRAMEWORK 
The framework of our proposed algorithm is 
 
 
 
 
 
 
 
 
 
Figure 1: Proposed framework 
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5.1 Selection of attributes 
Data warehouse can have hundreds of attributes. All of them  cannot be used for records matching. Therefore attribute 
selection is very important when two records are compared. This is the foundation step for all the other steps. Those 
attributes which are useful for analysis are selected. This requires the domain knowledge. Therefore the key chosen is 
domain dependent.  
5.2 Token formation 
This step makes use of the selected attribute field values to form a token. The tokens can be created for a single attribute 
field value or for combined attributes. For example, contact name address and telephone number attributes are  selected 
to create a combine  token for further cleaning process. Tokens are formed using numeric values, alphanumeric values 
and alphabetic values. Suffix of the attributes are removed like Mr., Dr. and so on. Numeric tokens comprise 
only digits [0 – 9]. Alphabetic tokens consist of alphabets (aA - zZ).  
5.3 Selection of field matching algorithm for similarity computation 
After token formation the next thing is to select the field matching algorithm.These methods consider records as strings 
and compute record similarity using string comparison algorithms. Basically three field matching algorithms exist for 
identification of duplicates[8] : Basic Field matching algorithm, Recursive field matching and Smith-Waterman algorithm. In 
basic field matching algorithm, the degree to which two fields match is the no. of their matching  atomic strings divided by 
their average no. of atomic strings. In recursive field matching algorithm ,two strings match with degree 1.0 if they are the 
same atomic string or one abbreviates the other else their degree of match is 0.0 .The Smith Waterman algorithm 
computes an n x m matrix with given two strings of length n and m whose [i, j] component is the edit-distance between the 
prefix 1..i of one string and the prefix 1.. j of the second string. When the prefixes (or the entire strings) match exactly, then 
the optimal alignment follows the main diagonal. For approximate matches, the optimal alignment is within a small 
distance of the diagonal.  
5.4 Creation of BST/ duplicate elimination 
In this step the tokens are used to create a binary search tree. The first token is taken as the root of the tree. Whenever 
the next record is added to the tree it is compared with the root of the tree. If they match then that record is not inserted 
other wise the record is inserted according to the value of token whether it is smaller or greater than the token value of the 
root node. The above process is repeated with all the tokens and moved to left or right subtree for further matching. The 
record is inserted only in the case when there is no match. Therefore all the matched records are eliminated.  
6. PROPOSED ALGORITHM 
BSTdeduplication( token p, BST T) //insert a token p in BST 
{ 
   if   T=NUL 
    Root(T) ← p //p becomes the root of the tree 
 else if (p<t->element) 
             BSTdeduplication(p,t->left); 
 else if (t->element<p)  
BSTdeduplication(p,t->right); 
 else ; // the token is duplicate token 
} 
7. COMPLEXITY OF PROPOSED ALGORITHM 
Suppose there are n data items to be inserted in BST then the average depth of tree is n! that is approximately c log2 n , 
where c = 1.4. Accordingly the average running time f(n) to search an element in BST with n elements is proportional to 
log2 n that is f(n) = O(log2n).  The complexity of the algorithm depends on the height of the tree. Cost of each operation 
described above is O(h). Where h is the height of the binary search tree. Thus we see that the complexity of this algorithm 
is much less than the existing algorithms. We have also implemented the  discussed approach. 
8. IMPLEMENTATION DETAILS 
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We have developed a prototype for De Duplication of database records extracted from multiple operational systems. It is 
called as BSTdeduplication  It has three components, each executed at different level: 
 
                                                     Figure2  : BSTdeduplication components 
FRONT-END is the interface/server between the user and the database or data warehouse. This is the highest level of our 
framework which hides out all the background details from the user. Here, we use .NET at the front end. It interacts with 
the user with the help of GUI features and accesses the records in the warehouse. 
BACK-END is the lowest level in our framework that deals with the databases present in the data warehouse. ORACLE 
10g was used at the back-end server for creating the database records or managing the data warehouse. It performs all 
the querying, analysis and house-keeping tasks necessary for backup and maintenance of the warehouse. 
MIDDLEWARE between the two levels of our framework is ODBC connectivity. It is necessary to bridge the database 
records with the algorithms as both are implemented in different applications. For our design this middleware is of prime 
importance because it causes smooth transition between the above two levels. 
When the user tries to enter any new record in the database, the algorithms creates its token and insert it into the binary 
search tree . If token is already found in the binary search tree then, the record is discarded and a message is displayed 
on the screen informing the user about the redundancy that exist. Otherwise, the record is successfully added in the data 
warehouse. 
Some of the screenshots of the BST deduplication prototype are shown below: 
 
Figure3: Initial screen 
The database relations are implemented as menus and the operations that can be performed on those databases are 
shown in the drop-down window. User can select the desired relation and perform the desired operation by selecting from 
the drop-down menu.  
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Figure4: Token Created 
Whenever user enters a new record its token is created. If we have existing database then to form the tokens we can 
select token formation button to create tokens. T he tokens can be displayed   
 
Figure5: Token Shown 
Then this token is inserted into the binary search tree. If there is duplication then a proper message is displayed that token 
already present otherwise it is simply added into the binary search tree. 
 
Figure6: BST Creation  
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Figure7: Duplicate record  
The Figure8 shows the existing records that have duplicate entries before applying the deduplication after applying the 
deduplication we get cleaned data shown in figure 9. 
 
Figure8: Showing records with duplication  
 
Figure9: Cleaned data   
Hence, our design approach has taken care of both the aspects that duplicate elimination in existing database  is removed 
and as well as new data that is inserted in the data warehouse is not redundant . Thus we get a clean data warehouse . 
9.  CONCLUSION 
In this paper we have tried to highlight the major problems encountered when data sets are integrated from multiple 
sources. Also we have discussed some of the existing algorithms that have been designed to perform identification of 
exact as well as approximate duplicate records before loading them in the data warehouse. But, we have analyzed that 
they deal with only a limited portion of the problem and do not yield the desired results. In the existing techniques the 
token or records are first of all sorted and then detection /elimination process goes on. The complexity of sorting the  
records or tokens is O( n log n) if best sorting technique is used.  In the proposed approach there is no need to sort the 
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tokens therefore the complexity reduces. The algorithm removes the duplicate record when it is added to the binary search 
tree. We have implemented these operations using Oracle server at the back-end and .NET at the front-end. The 
algorithm is also implemented in c# language.  
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