Electron transport can transition from Ohmic to hydrodynamic when electron-electron scattering dominates, as shown in several recent experiments in systems such as Graphene. We show that microwave-frequency AC sources can excite hydrodynamic behavior involving vigorous vortex generation and reconnection, far more easily than the DC sources used so far. We identify the change of sign in a nonlocal current -voltage phase as a robust probe of the transition to the electronic hydrodynamic regime.
Charge transport in conductors is typically dominated by electrons scattering against phonons and defects, resulting in momentum relaxation with time scale τ mr ∼ 10 −14 − 10 −15 s. In comparison, the time scale τ mc ∼ 10 −12 s of momentum-conserving scattering, primarily due to electron-electron (e-e) scattering, is negligible [1] . 1 Electrons scattering against phonons, defects and moving independent of each other give rise to the characteristically diffusive Ohmic transport. However, in clean systems of select materials, such as in (Al,Ga)As heterostructures ( 4 K) [2, 3] , PdCoO 2 crystals ( 15 K) [4] and Graphene ( 200 K) [5] [6] [7] , electron-electron scattering can be made to dominate with τ mc τ mr . Under these unqiue conditions, electrons can behave collectively resulting in hydrodynamic transport of charge.
In an Ohmic flow, the current J is related to the electric potential Φ through J ∼ ∇Φ. Therefore, the vorticity ω ∼ ∇ × J ≡ 0; the current is irrotational and cannot have vortices. In a hydrodynamic flow however, momentum conservation leads to viscous forces balancing the electric field, ∇ 2 J ∼ ∇Φ, and thus ∇ 2 ω = 0, not ω = 0. This opens up the possibility of generating current vortices and studying their dynamics in electronic systems. Graphene is especially attractive because hydrodynamic behavior can be accessed at temperatures above the boiling point of liquid N 2 , with τ mc ∝ 1/T 2 ∼ 0.1 − 0.3 ps whereas τ mr ∝ 1/T ∼ 1 − 3 ps [5, 6, 8] .
Calculations of hydrodynamic DC transport using fluid models [9] [10] [11] [12] have shown that vortex formation is highly sensitive to several parameters; viscosity of the electron fluid (∝ τ mc ), magnitude of momentum relaxation (∝ τ mr ), as well as device and contact geometries. An immediate question then is, how to robustly excite vortices in a device with dominant momentum-conserving interactions?
In this Letter, we show in doped Graphene that hydrodynamic behavior and vortex formation can be accessed * mani@quazartech.com 1 Note that electron-electron Umklapp scattering relaxes momentum, while small-angle electron-phonon scattering at low temperatures does not; we work with momentum-conserving and momentum-relaxing time-scales to avoid this ambiguity.
in AC transport with much less fine-tuning of the parameters compared to DC transport. We illustrate this by considering a geometry where DC sources are inefficient at generating vortices in the presence of any modest amount of momentum-relaxing scattering (τ mr ∼ 10 ps), and show that these are easily generated by switching to AC sources of experimentally accessible frequencies (∼ GHz). Infact, vortex dynamics are crucial for AC transport to proceed in the hydrodynamic regime, which occurs through vortex formation, mergers through reconnection and annihilation; mechanisms seen widely in classical fluids. In addition, AC sources generate spatiallyextended (> µm) temporal correlations in the form of a definitive phase relationship between a driving current source I(t) and a voltage V (t) measured far from the driving leads. In the Ohmic regime, the measured signal V (t) lags behind the source I(t), whereas in the hydrodynamic regime, collective excitations conspire to generate a signal V (t) that leads the source I(t). We elucidate how this is possible and contrast it with AC transport in the Ohmic regime. Using these correlations, we map the Ohmic and hydrodynamic regimes in the {τ mc , τ mr } phase space for the device and contact geometry considered. Model : We consider Graphene (a) well above the charge neutrality point, where quasiparticle excitations are well-defined, and (b) over length scales (∼ µm) where quantum interference effects are washed out. Transport is then described by the Boltzmann equation that governs the evolution of a charge carrier distribution f (x, k, t) in the 4-dimensional phase space of spatial x ≡ (x, y) and momentum p ≡ (p x , p y ) coordinates,
where the velocity v = ∂E/∂p and E(p) is the band energy. For doped Graphene in the upper band, where the lower band is not needed and where screening is effective. Therefore, the backreaction ∼ E · ∂f /∂p of the self-consistent electric fields E has been ignored. Electrical transport is set up through current injection at device boundaries. The effect of the collision operators are to relax f (x, p, t) to stationary and drifting local thermal distributions, f mr 0 (x, p, t) and f mc 0 (x, p, t) respectively, where
The spatio-temporal variations in f mr and f mc arise implicitly through the Lagrange multipliers {µ mr (x, t), µ mc (x, t)} (needed for charge conservation), {T mr (x, t), T mc (x, t)} (for energy conservation), and a drift velocity v d (x, t) for momentum conserving interactions. These are solved for by imposing the matching conditions, f mr 0
to conserve local energy density, and pf = pf mc 0 to conserve local momentum density in the e-e sector, where = 4/(2π ) 2 d 2 p. The model thus evolves the 4-dimensional electron distribution function f (x, p, t), which additionally requires the solution of 6 Lagrange multiplier constraints at every time step. We numerically integrate this computationally expensive system of equations on a GPU cluster using bolt [15] , a fast, massively parallel high-resolution solver for kinetic theories which uses a finite volume method to achieve O(∆x 2 , ∆p 2 , ∆t 2 ) accuracy, where ∆x, ∆p and ∆t are the sizes of discrete elements in real space, momentum space and time respectively.
A key quantity of experimental interest is the currentvoltage relationship. The current j(x, t) is easily computed using j(x, t) = pf . However, in order to obtain the voltage V (x, t), one needs to solve the generalized 3D Poisson equation ∇ · ( ∇V ) = −enδ(z − z 0 ), where n(x, t) = f is the 2D charge carrier density, z 0 is the location of the 2D sample in the perpendicular direction, e is the charge and (x) is the dielectric function of the substrate. This is considerably simplified if we invoke the Local Capacitance Approximation (LCA) [13] ,
where C = /(4πd) is the capacitance per unit area and d is the thickness of the dielectric substrate. This approximation is valid in the limit where d/ (typically 100 nm) is much smaller than the lateral device scale (∼ few µm).
Setup: We consider a device with dimensions 5 µm × 10 µm, and with contacts of width 1 µm at the center of the left and right edges, as shown in fig. 1(a) . We assume an electron density of n = 10 12 cm −2 in the Graphene device, and ideal Ohmic contacts i.e., the Fermi level of the contact metal is the same as the electron chemical potential in Graphene (at the chosen carrier density). At the location of the contacts, we impose Dirichlet boundary conditions that implement a current source/sink, with the distribution function at both contacts set to a shifted Fermi-Dirac (3) with the drift velocities v
, where L and R denote the left and right contacts respectively and v(t) is a time-dependent magnitude. For DC calculations, we set v(t) = v 0 , where v 0 = 10 −4 v F , which corresponds to a current injection of ∼ 0.1 µA. For AC calculations, we set v(t) = v 0 sin(2πf t), where f is the source frequency.
On all sections of the device boundary not covered by the contacts, we impose perfect reflection on the charge carriers. This corresponds to "free-slip" boundaries in the parlance of fluid models, as opposed to "no-slip" boundaries. The question of what boundary conditions are correct is an open one, but there is increasing evidence in support of free-slip boundaries because of the suppression of the Gurzhi effect [14] in Graphene, which becomes dominant only in the presence of no-slip boundaries [5, 11] .
DC transport:
We first examine signatures of a hydrodynamic regime in the steady-state of DC transport. Consider first, the limit of fast momentum conserving and very slow momentum relaxing interactions, set by the parameters {τ mc , τ mr } = {0.2, 50} ps =⇒ τ mr /τ mc = 250. This results in the formation of electron vortices that flow against the applied current source ( fig. 1(a) ); the distinctive features of a fluid. Further, the nonlocal resistance computed using the voltage measured far from the driving leads divided by the injected current is negative ( fig. 1(c) ), as has been shown using fluid models [10] [11] [12] . Now consider {τ mc , τ mr } = {0.2, 10} ps =⇒ τ mr /τ mc = 50; still expected to be deep in the hydrodynamic regime. However, the current vortices no longer appear ( fig. 1(b) ). We have verified their absence everywhere in the domain down to 25 nm (∼ 0.1 × e-e mean free path); well below the length-scale at which a hydrodynamic description is expected to apply. In addition, the nonlocal resistance is negative only locally ( fig. 1(b,c) ), within 0.5 µm of the driving leads. A further reduction in τ mr to 5 ps (τ mr /τ mc = 25) leads to a disappearance of the local negative resistance as well ( fig. 1(c) ). Note that these results are for our device and contact geometry, and that other geometries may see signatures for a different set of parameters.
AC transport: The situation improves dramatically if we use an AC source with frequency f that is commensurate with hydrodynamic ordering f v F /L 1/τ mc , where L is a device scale. Fast momentum conserving interactions then act to turn the device into a coherent 2D cavity in which AC transport proceeds through an excitation of collective hydrodynamic modes involving vortices that are continuously generated and destroyed. These collective excitations are generated in AC whenever l mr = v F τ mr L, where l mr is the length scale over which momentum relaxation occurs. This condition is easier to satisfy than that required for vortices to appear in DC for our geometry,
, where D is the vorticity diffusion length [9] . Therefore, there is vortex generation in AC even for parameter regimes where current streamlines appear distinctly Ohmic in DC, such as {τ mc , τ mr } = {0.2, 10} ps, where fig. 1(b) for DC, fig. 2(b,c,d )
Temporal correlations: (a) The normalized steadystate voltages V (t) measured by a contact of width 1 µm between y = [8.5, 9.5] µm. Note that all the curves are sinusoidal with the source frequency of 10 GHz and differ only by a well-defined phase. The Ohmic regime {τmc, τmr} = {0.2, 1} ps produces a time-series that lags the source (shaded in blue). However, the signal in the hydrodynamic regime {τmc, τmr} = {0.2, 5} ps leads the source (shaded in red). (b) Spatial dependence of the phase φ vs distance from the driving leads. The sign of φ is spatially highly extended (contrast with fig. 1(c) ). The shaded region shows the contact (also shown in fig. 2(a) ) for which the time series has been plotted in (a).
for AC). Indeed, there is vortex formation in AC even for {τ mc , τ mr } = {0.2, 5} ps, where l mr ∼ L ( fig. S1 in Supplementary Information). Vortex dynamics: In fig. 2 , we examine the periodic spatio-temporal structures of the hydrodynamic mode excited by a 10 GHz source for {τ mc , τ mr } = {0.2, 10} ps. As the source is about to change sign near the half-cycle, vortices form symmetrically at the left and right contacts resulting in a quadrupolar mode (shown for the top half of the device in fig. 2(b) ). These vortices, with the same sign of vorticity, grow and merge through reconnection ( fig. 2(c) ); similar to vortex dynamics in 2D classical fluids. There is now a dipolar mode in the device with the vortices in the top and bottom halves of the device having opposite signs of the vorticity ( fig. 2(d) ). These then annihilate in the middle of the device, resulting in a flow in the opposite direction. The entire sequence of vortex formation and annihilation is synchronized with the source frequency because of the coherent spatio-temporal hydrodynamic mode that is in resonance with the source. In contrast, AC transport in the Ohmic regime proceeds through propagation of wave-fronts ( fig. 2(g) ) that originate from the driving leads and travel into the device ( fig. 2(h) ).
Temporal correlations: The time-dependence induced by an AC source allows for the use of temporal correlations as a probe of the electronic fluid. For a source frequency f , we consider the phase φ(x, f ) between voltage V (t) measured by contacts with spatial coordinates x (top of fig. 2(a) ), and the current source I(t) (center of fig. 2(a) ). In the Ohmic regime, propagation of signals from the source into the device ( fig. 2(g,h) ) enforces a causal relationship; the measured voltage at the contacts lags the source ( fig. 3(a) ) and the phase is negative. However, in the hydrodynamic regime, excitation of collective spatio-temporal modes that are in resonance with the source results in a measured voltage that leads the source ( fig. 3(a) ); the voltage reverses everywhere in the device before the source ( fig. 2(a) ) and results in a positive phase. This diagnostic of hydrodynamic behavior is similar to that of negative resistance in DC transport. However, the spatial extent of a positive phase is much greater. For {τ mc , τ mr } = {0.2, 10} ps, the region of negative resistance in DC transport is localized to within 0.5 µm of the driving leads ( fig. 1(c) ). In contrast, the phase φ(x) at 10 GHz for even {τ mc , τ mr } = {0.2, 5} ps is positive over the entire edge of the device ( fig. 3(b) ).
FIG. 4. Phase diagram:
The phase φ(τmc, τmr) in the steadystate of AC transport at 10 GHz. The measurement is made using a 1 µm contact between y = [8.5, 9.5] µm on the computational device shown in fig. 1(a) . The hydrodynamic regime corresponds to φ > 0. Note that the condition for hydrodynamic transport in AC, τmr L/vF = 5 ps, is well-satisfied.
Phase diagram: We now use the phase diagnostic φ(x, f ) to map Ohmic and hydrodynamic regions in the {τ mc , τ mr } phase space (fig. 4) . The phase φ is calculated using voltage measured in the steady state of AC transport at 10 GHz, over a contact of width 1 µm that is placed 3 µm away from the driving leads ( fig. 2(a) ). We consider a wide range of {τ mc , τ mr }, all of which satisfy τ mr /τ mc > 1. The phase diagram shows a positive φ for all τ mr L/v F = 5 ps, in accordance with the estimate for hydrodynamic behavior in AC. However, note that φ > 0 even for values slightly lower than this estimate (τ mr 3 ps). The narrow region 3 ps < τ mr < 5 ps has solutions with φ > 0, but no vortex generation. This is similar to DC transport where there are parameter regimes with negative resistance but no current vortices ( fig. 1(b) ).
Conclusion: We have shown that AC sources are efficient at exciting hydrodynamic collective modes rich in vortices in 2D electronic systems with fast momentum conserving e-e interactions. Thus, they accord experimentalists considerable flexibility in designing contacts and selecting experimental parameters in order to access the hydrodynamic regime. Our simulations reveal that AC transport in this regime proceeds through an intricate sequence of vortex dynamics of the electronic fluid. Further, temporal correlations during AC transport contain distinct signatures that distinguish Ohmic and hydrodynamic regimes. These correlations are spatially highly extended, making them useful tools for discovering hydrodynamic behavior in various materials.
