Excitons and polaritons in planar heterostructures in external electric and magnetic fields: A multi-sub-level approach by Wilkes, Joe & Muljarov, Egor
Accepted Manuscript
Excitons and polartions in planar heterostructures in external electric and magnetic
fields: A multi-sub-level approach
J. Wilkes, E.A. Muljarov
PII: S0749-6036(16)31487-2
DOI: 10.1016/j.spmi.2017.01.027
Reference: YSPMI 4790
To appear in: Superlattices and Microstructures
Received Date: 14 November 2016
Revised Date: 10 January 2017
Accepted Date: 16 January 2017
Please cite this article as: J. Wilkes, E.A. Muljarov, Excitons and polartions in planar heterostructures
in external electric and magnetic fields: A multi-sub-level approach, Superlattices and Microstructures
(2017), doi: 10.1016/j.spmi.2017.01.027.
This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and all
legal disclaimers that apply to the journal pertain.
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
Excitons and polartions in planar heterostructures in external
electric and magnetic fields: A multi-sub-level approach
J. Wilkes, E. A. Muljarov
School of Physics and Astronomy, Cardiff University, The Parade, Cardiff CF24 3AA, United Kingdom
Abstract
Excitons and microcavity polaritons that possess a macroscopic dipole alignment are attractive
systems to study. This is due to an enhancement of collective many body effects and an ability to
electrostatically control their transport and internal structure. Here, we present an overview of a
rigorous calculation of spatially-indirect exciton states in semiconductor coupled quantum wells
in externally applied electric and magnetic fields. We also treat dipolaritons that form when such
structures are positioned at the antinode of a resonant cavity mode. Our approach is general and
can be applied to various planar solid state heterostructures inside optical resonators. It offers a
thorough description of the properties of excitons and polaritons that are important for modelling
their respective fluids. In particular, we calculate the exciton Bohr radius, binding energy, optical
lifetime and magnetic field induced enhancement of the effective mass. We also describe electric
and magnetic field control of the exciton and polariton dipole moment and brightness.
Keywords: Coupled quantum wells, Microcavity polariton, Indirect exciton, Dipolariton
1. Introduction
An exciton is a hydrogen-like bound state of an electron and a hole and can be realized via
photoexcitation of semiconductor quantum wells (QWs). QW excitons were studied intensively
for the observation of Bose-Einstein condensation (BEC) [1]. To that end, a key benefit of using
excitons is that the critical temperature of BEC is orders of magnitude higher compared to the
atomic gases for which BEC was first reported [2]. In a pair of electronically coupled QWs
(CQWs), one may have direct excitons, formed from an electron and a hole in the same QW,
and indirect excitons, formed from an electron and a hole in adjacent QWs. The latter becomes
the ground state of the system when an electric field is applied parallel to the heterostructure
growth axis. Due to the macroscopic charge separation, indirect excitons acquire a static dipole
moment. This causes strong dipolar interactions between excitons which can be probed via a
density dependent blue shift of the emission line [3, 4]. It results in excitons screening the
QW disorder potential, allowing exciton transport over tens of micrometer. Further, the indirect
exciton energy decreases with increasing electric field. Spatial modulation of the applied field can
therefore be used to create potential landscapes for excitons and provides a means to control their
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transport [5, 6, 7]. This was exploited for the creation of exciton mediated optical devices [8].
The reduced overlap of electron and hole wave functions extends the lifetime of indirect excitons
by orders of magnitude compared to direct excitons. This allows long range transport, buildup
of high densities and cooling below the onset of quantum degeneracy within their lifetime. Such
a combination makes indirect excitons ideal for studying quantum many-body effects in cold
composite bosons in a solid state system.
Exciton-polaritons (or simply polaritons) are a mixed state of a QW exciton and the reso-
nant mode of a microcavity in the strong light-matter coupling regime. They are formed when
QWs are placed between two distributed Bragg reflectors (DBRs) at the anti-node positions of
a resonant mode of the optical microcavity. The polariton effective mass is smaller than that of
the exciton and is mainly determined by the cavity photon mass. Exciton-polaritons have proven
to be among the best tools to study the beauty of quantum mechanics. They exhibit striking
features such as condensation [9], superfluidity [10] and the formation of quantum vortices [11].
Polaritons can acquire the dipole moment of an indirect exciton when CQWs are embedded in
the microcavity. Although the indirect exciton is only weakly coupled to light, it is electronically
coupled to the bright direct exciton. Then, an effective three-level system composed of a cavity
photon, a bright direct and a dark indirect exciton is formed, producing mixed states. These
mixed states are known as dipolar polaritons, or dipolaritons [12]. Similar to indirect excitons,
the dipolar interactions are significantly stronger compared to those of regular polaritons and
are observable via a density-dependent blue shift of the dipolariton line [13]. Long dipolariton
lifetimes are possible using high quality microcavities. Recently, ≈100 ps lifetimes of polari-
tons in single QWs were achieved [14]. Dipolaritons therefore offer the prospect to combine all
the most useful features of indirect excitons with a stronger light-matter coupling and a higher
condensation temperature. This renders them ideal for the observation and control of quantum
phenomena on a macroscopic scale. On offer is a greater flexibility of control and new possible
applications compared to regular polaritons formed from direct excitons. Proposed applications
include THz emission [15, 16], tunable single-photon emission [17], optical parametric oscilla-
tors [18], quantum logic gates [19], and the creation of condensates of indirect excitons [20] and
dipolaritons [21].
A detailed microscopic model of excitons and polaritons is important for understanding and
predicting the physical properties of the systems described above. In this paper, we overview
a multi-sub-level approach (MSLA) to solving the exciton Schro¨dinger equation in real space
in three dimensions (3D). This approach was recently developed to describe indirect excitons
in CQWs [22]. In particular, a full description of carrier tunnelling and the electric field driven
direct-to-indirect exciton crossover was provided. The MSLA was used to investigate the in-
ternal structure of exciton states and to calculate the exciton absorption spectrum as a function
of electric field [22, 23] and heterostructure dimensions [24]. The dependence of the properties
of excitons on an applied magnetic field, including the magnetic field induced effective mass
enhancement were also calculated [25]. By combining with the scattering matrix method [26],
the MSLA was used to describe strong coupling of excitons with cavity photons [27]. With the
inclusion of an applied magnetic field, magneto-dipolariton states were calculated [28].
The exciton Schro¨dinger problem and details of the MSLA are described in Section 2. Results
of a study of a commonly used GaAs symmetric CQW heterostructure are given in Section 3. The
numerical method of solving the coupled Maxwell and Schro¨dinger equations for dipolaritons
is outlined in Section 4, with an illustration on an asymmetric InGaAs microcavity embedded
CQW. Section 5 provides a summary of our findings.
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2. Microscopic model of CQW excitons in applied electric and magnetic fields
2.1. Exciton Schro¨dinger equation
In semiconductor QWs with external bias and magnetic field orientated normal to the QW
plane, the wave function of an exciton with finite in-plane momentum P can be written in the
variable-separable form [29, 30]
Ψ(re, rh) = exp
(
i
[
P +
e
c
A(ρ)
]
· R
~
)
eimθϕ(ρ, ze, zh) . (1)
Here, re(h), is the 3D electron (hole) coordinate, R and ρ = (ρ, θ) are the 2D in-plane center of
mass (COM) and relative coordinates, respectively, and A(r) = B × r/2 is the magnetic vector
potential using the symmetric gauge. As the exciton COM moves in the perpendicular magnetic
field, the electron and hole each experience the Lorentz force, equal in magnitude but opposite in
direction. The magnetic field therefore couples the COM and internal degrees of freedom. The
first exponential factor in (1) describes this coupling and the COM motion itself. The second
exponential factor describes the exciton angular momentum with magnetic quantum number
m and angular coordinate θ. Finally, the wave function ϕ(ρ, ze, zh) describes the electron-hole
relative motion with ρ = |ρ| and ze(h) the electron (hole) coordinate along the growth axis. It is an
eigen state of the Hamiltonian describing the internal structure of an exciton with P = 0, given
by [25]
Hˆ0x(ze, zh, ρ) = Hˆ
⊥
e (ze) + Hˆ
⊥
h (zh) + Kˆ(ρ) + VB(ρ) −
e2
εb
√
ρ2 + (ze − zh)2
+ Eg . (2)
The Hamiltonians of the electron and hole perpendicular motion are
Hˆ⊥e,h(z) = −
~2
2
∂
∂z
1
m⊥e,h(z)
∂
∂z
+ Ue,h(z) . (3)
These describe the Coulomb-uncorrelated single particle electron and hole states in CQWs in the
absence of a magnetic field. They are characterized by the effective masses along the growth
axis, m⊥e,h(z) and the potentials due to the applied electric field and QW confinement, embodied
in Ue,h(z). The Schro¨dinger equations Hˆ⊥e,hψ
e,h
q = E
e,h
q ψ
e,h
q are solved numerically to obtain the
wave functions ψe,hq (z), where the index q labels the electron (hole) states quantized in the CQW
heterostructure potentials. Fig. 1(a) shows the electron band structure along the growth axis of
an exemplar CQW heterostructure that was studied in Ref. [12]. The left and right InxGa1−xAs
10 nm thick QWs have x = 0.08 and x = 0.1, respectively, and are separated by a 4 nm GaAs
barrier. The confinement potentials are tilted by the perpendicular electric field, F = 15 kV/cm.
The single particle wave functions of the first two electron (e1,e2) and first three hole (h1,h2,h3)
states are also shown, each offset by their energy.
At high electric field, tilting of the CQW confinement potential spatially separates the elec-
tron and hole ground states (e1 and h1). The exciton thus acquires a large dipole moment that
is comparable to the nominal center-to-center distance between the QWs. The electric field de-
pendence of the electron and hole energies are shown in Figs. 1(b) and 1(c), respectively. For
electrons, one can see that the QW asymmetry is partly compensated at around 12 kV/cm, form-
ing resonantly tunnel coupled symmetric and antisymmetric states. A similar effect takes place
3
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Figure 1: (a) Electron band structure and first few electron (e1 and e2) and hole (h1, h2 and h3) states for F = 15 kV/cm
in 10–4–10-nm InGaAs asymmetric CQWs used in Ref. [12]. (b) Electron and (c) hole energy levels as functions of
electric field.
around 6 kV/cm for the hole when the ground state in the left QW is resonantly coupled to the
first excited state in the right QW. Away from the tunnelling resonance, the derivative of the
energy of each single particle state with respect to electric field is approximately equal to the
product of charge and the expectation value of the particle’s position, ±e〈z〉.
The kinetic term in (2), Kˆ(ρ), is given by
Kˆ(ρ) = − ~
2
2µ
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− m
2
ρ2
]
, (4)
where µ = (1/m‖e + 1/m
‖
h)
−1 is the in-plane reduced exciton mass. The potential due to the
magnetic field is
VB(ρ) =
e~mB
2κc
+
e2B2ρ2
8µc2
, (5)
where κ = (1/m‖e − 1/m‖h)−1 is the magnetic dipole mass [31]. The first term appears due to the
exciton magnetic dipole and its interaction with the magnetic field. The second term describes
the diamagnetic shift. The last two terms in (2) are the electron-hole Coulomb interaction and
band gap energy. εb is the background permittivity in the QW layers.
2.2. Solution of the exciton Schro¨dinger equation using the MSLA
We solve the Schro¨dinger equation Hˆ0x |ν,m〉 = Eν,m |ν,m〉 where |ν,m〉 is the ν-th quantized
exciton state in a CQW in finite electric and magnetic fields with magnetic quantum number
m and eigen energy Eν,m. The solution is obtained numerically using the MSLA developed in
Refs. [22, 25]. The foundation of this method is to expand the exciton relative motion wave
function into the set of Coulomb uncorrelated electron-hole pair states,
ϕν,m(ρ, ze, zh) =
NeNh∑
n=1
Φn(ze, zh)φν,mn (ρ) . (6)
Here, Φn(ze, zh) = ψepn (ze)ψ
h
qn (zh) are the set of orthogonal basis states given by the product of
electron and hole single-particle states, shown in Fig. 1(a). The index n counts over all basis
4
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Figure 2: (a) Electric field dependence of the exciton absorption spectrum in 10 T magnetic field. (b) Magnetic field
dependence of the exciton absorption spectrum in 24 kV/cm electric field.
states and n 7→ (pn, qn) maps the pair index n onto the indices of electron and hole quantized
states. The number of basis states obtained from Ne electron states and Nh hole states is NeNh.
The radial components of the wave function φν,mn (ρ) are calculated using the shooting method.
This involves integrating the Schro¨dinger equation from large ρ down to ρ = 0, using the bound-
ary conditions following from large and small ρ asymptotics of the wave function. The numerical
solution is generated on a logarithmic grid and we use fourth-order linear multistep Numerov’s
algorithm for the finite difference approximations of the derivatives. For a wave function of the
form (6) with NeNh components, this requires a matrix generalization of Numerov’s method,
which has been successfully developed for the MSLA [25].
3. Application to symmetric GaAs/AlGaAs CQWs
Here, we illustrate the MSLA applying it to a planar hereterostructure. As an example, we
consider 8-4-8 nm GaAs/Al0.33Ga0.67As symmetric CQWs that were studied in Refs. [32, 33, 34].
3.1. Exciton absorption spectrum
States with zero angular momentum have radiative lifetime given by the overlap integral of
electron and hole wave functions,
1
τ(ν)R
=
2pie2|dcv|2Eν,0
~c√εb
∣∣∣∣∣∣∣
NeNh∑
n=1
φν,0n (0)
∫
Φn(z, z) dz
∣∣∣∣∣∣∣
2
. (7)
Here, dcv is the dipole matrix element between the conduction and valence bands. From the
linewidth of the optical transition Γν = 1/τ
(ν)
R , we use the Lorentzian model of absorbing os-
cillators to calculate the exciton absorption spectrum. This is shown in Fig. 2 as a function of
electric and magnetic field. Fig. 2(a) shows the electric field dependence with a magnetic field
B = 10 T. The three brightest lines whose energy is almost independent of electric field are due
5
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Figure 3: Electric field dependence of the magnetoexciton ground state. (a) Perpendicular dipole length, (b) in-plane
Bohr radius, (c) binding energy, and (d) radiative lifetime. The inset in (a) shows the magnetic field dependence of the
direct-indirect exciton crossover point, defined as the electric field where the dipole moment is half the QW center-to-
center distance.
to the lowest three Landau levels of direct excitons. Each of these lines consists of two absorp-
tion peaks originating from direct excitons in left and right QWs that are very close in energy.
The weaker absorption lines originate from dark indirect excitons. With increasing electric field,
these states either decrease or increase in energy depending on whether their static dipole mo-
ment is aligned with or against the electric field. Similar to direct excitons, the first three Landau
levels of each orientation of indirect excitons are seen. The Landau fans of bright direct and dark
indirect excitons in a magnetic field are shown in Fig. 2(b) for electric field F = 24 kV/cm.
3.2. Electric field driven direct-indirect exciton crossover
Calculation of the wave functions that describe the exciton’s internal structure allows to de-
termine a number of observables. Fig. 3 shows the electric field dependence of the properties of
the exciton ground state for different values of magnetic field. As the electric field is increased
from zero to 10 kV/cm, the ground state undergoes a crossover from a direct to an indirect ex-
citon. This is characterized by an increase in the dipole moment |〈ze − zh〉| up to about 12 nm
which corresponds to the center-to-center distance of the QWs (see Fig. 3(a)). The increased
spatial separation of the electron and the hole weakens their mutual Coulomb interaction. This
results in an increase in the in-plane Bohr radius rB =
√〈ρ2〉 (Fig. 3(b)) and a decrease in the
exciton binding energy (Fig. 3(c)). Due to the decrease in the electron-hole overlap integral (7)
the radiative lifetime τR = τ
(0)
R increases by a few orders of magnitude (Fig. 3(d)).
The application of a perpendicular magnetic field suppresses the electric field driven direct-
indirect exciton crossover. This effect originates from tightening of the electron and hole cy-
clotron orbits that enters the model via the parabolic potential in (5). The magnetic field there-
fore acts to shrink the in-plane Bohr radius. This enhances the electron-hole Coulomb interaction
6
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and, in turn, makes a direct exciton more energetically favourable to higher electric fields. This
is made explicit in the inset in Fig. 3(a). We define the direct-indirect crossover point Fc as the
value of electric field where the dipole moment is equal to half the center-to-center distance of
the QWs and show Fc as a function of magnetic field. In addition to increasing Fc, the mag-
netic field induced shrinkage of the in-plane component of the exciton wave function causes a
shortening of the exciton lifetime and an enhancement of the binding energy.
3.3. Magnetic field induced exciton effective mass enhancement
Magnetoexcitons with non-zero in-plane COM momentum P consist of an electron and a
hole that experience the Lorentz force in opposite directions. This acts to separate the pair and
is balanced by the Coulomb force that they exert on each other. The Lorentz force increases
with increasing P. Effectively, this stretches the electron-hole bond, raising the eigen energy
of the magnetoexciton, owing to the change of its internal structure. This additional energy cost
associated with the magnetoexciton COM motion is manifested as an inertia. For an exciton with
a finite in-plane COM momentum P , 0, the Hamiltonian (2) is modified to [25]
HˆPx = Hˆ
0
x +
P2
2Mx
+
2e
Mxc
P · A(ρ) , (8)
with P = |P| and Mx is the in-plane exciton mass in the absence of magnetic field. For small P
and any magnetic field B, the magnetoexciton has parabolic dispersion and can be described by
an effective mass. Treating P as a small parameter and using perturbation theory up to second
order, we derive the exciton effective mass renormalization due to the magnetic field as
1
M∗ν
=
1
Mx
+ 2
(
2e
MxcP
)2∑
j,ν
m=±1
|〈ν, 0 |P·A(ρ)| j,m〉|2
Eν,0 − E j,m . (9)
Here the index j counts over the eigenstates with the angular momenta m = ±1 which con-
tribute in 2nd order and which are calculated at given values of electric and magnetic field.
Fig. 4 shows the effective mass enhancement of the exciton ground state calculated for sym-
metric GaAs/AlGaAs CQWs. For small electric fields (F = 3 kV/cm), the ground state is a
tightly bound direct exciton (see Fig. 3) which is not easily perturbed by the Lorentz force. The
corresponding mass enhancement is therefore rather slow. In contrast, a weakly bound indirect
exciton that exists in the high electric field limit (F = 24 kV/cm) is strongly perturbed by the
Lorentz force and has a significant enhancement of the effective mass. In between these two
limits, the magnetic field induces a crossover of the ground state from being indirect to direct.
This crossover is the cause of the non-monotonous behaviour of the exciton effective mass at in-
termediate electric fields. As the magnetic field increases, the ground state smoothly transforms
from an indirect to a direct exciton and the effective mass shifts its trend accordingly, from a
steep rate of change to a shallower one.
The advantage of our approach compared to some previous calculations of the exciton mass
renormalization is that the perturbation is in P only, allowing the B-field to be arbitrarily large.
In contrast, the approach developed in Ref. [35] used the magnetic field as a small parameter of
the perturbation theory. Consequently, the applicability of the latter is restricted to low magnetic
field (up to ≈ 2 T in the structure considered in that paper). Another significant benefit of our
approach is that the full 3D solution of the exciton Schro¨dinger equation (2) describes the inter-
well coupling that is neglected by any 2D approximation [31, 35].
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Figure 4: Electric and magnetic field dependence of the exciton ground state renormalized effective mass.
3.4. Optical lifetime of exciton fluids
In experiments, the optical lifetime of an exciton gas can be directly measured from the
decay in emission intensity over time that follows termination of an excitation beam [36]. To
make a suitable comparison with such experiments, the thermal distribution of excitons needs
to be considered. In particular, only excitons inside the radiative zone can recombine to emit
light. This is a region in momentum space that is contained within the intersection between the
exciton and photon dispersion surfaces. Following Ref. [37], we account for the occupation of
the radiative zone by an equilibrium Bose gas and the photon density of states using the following
form for the optical lifetime,
1
τopt
=
1
2τR
Eγ
kBT0
∫ 1
0
1 + u2
(eEγ(1−u2)/kBT )/(1 − e−T0/T ) − 1 du . (10)
Here, Eγ = ~2k2γ/2M∗ where kγ marks the intersection of the exciton and photon dispersions
and satisfies the equation E0,0 + Eγ = ~ckγ/
√
εb. Electric and magnetic field dependence of
Eγ enters via the P = 0 energy E0,0 and effective mass M∗ of the exciton ground state. T and
T0 = (pi~2nx)/(2M∗kB) are the temperature and quantum degeneracy temperature of the exciton
gas. In the latter, nx is the 2D density of excitons. τR is the electric and magnetic field dependent
single exciton radiative lifetime, as described above. The additional prefactor of 1/2 in (10)
includes the fact that only two out of the four spin projections in the z-direction are optically
active. Exciton states with spin ±1 are optically active while those with spin ±2 are dark. An
even distribution over spin states is justified when their energy splitting is small compared to
the thermal energy, which is typical for the structures considered here [38]. Fig. 5(a) shows the
calculation of the exciton effective mass and the corresponding value of Eγ for F = 30 kV/cm.
The mass enhancement reduces the size of the radiative zone leading to suppression of the optical
decay of the exciton gas. Fig. 5(b) shows the optical lifetime, calculated using (10) for different
temperatures and an exciton density nx = 5× 1010 cm−2. At temperatures below 1 K, the lifetime
closely follows that of single excitons (multiplied by two, due to the distribution among bright
and dark states). At higher temperatures the lifetime is enhanced as a smaller fraction of excitons
have momentum inside the radiative zone. Moreover, the trend of τopt changes from decreasing to
8
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
Figure 5: (a) Effective mass M∗ and radiative zone width Eγ of the ground state exciton as a function of magnetic
field using εb = 12.1, µ = 0.049m0 and κ = 0.11m0. All other parameters are the same as those used for Fig. 4. (b)
Magnetic field dependence of the optical lifetime of an exciton gas at different temperatures calculated using (10) with
nx = 5 × 1010 cm−2. The dashed line shows the radiative lifetime of a single exciton multiplied by two.
increasing with magnetic field. An enhancement of the exciton lifetime with increasing magnetic
field is consistent with experimental observations [36].
4. Polaritons in microcavity embedded CQWs in externally applied fields
4.1. Coupled Maxwell’s and material equations
The exciton states calculated in Section 2.2 can be used to calculate polariton states that are
present in CQWs embedded in an optical microcavity which is formed from a pair of distributed
Bragg reflectors (DBRs). We consider the asymmetric CQW structures shown in Fig. 1(a) and
solve Maxwell’s wave equation for the light field E(z), which takes the form(
P2
~2
− ∂
2
∂z2
)
E(z) = ω
2
c2
[
εb(z)E(z) + 4pi
∫
χ(z, z′)E(z′) dz′
]
. (11)
where ω is the frequency of light. The wave vector, P/~ is equal to that of the exciton due
to conservation of momentum in the plane of the QW. The permittivity along the z-axis of the
microcavity εb(z) considered here is shown in Fig. 6(a). The structure consists of 17 and 21 pairs
of alternating GaAs and InGaAs λ/4 layers forming the DBRs with four pairs of asymmetric
CQWs placed at the antinode positions of the resonant optical mode in a 5λ/2 cavity. The
excitonic susceptibility χ(z, z′) is found by solving an inhomogeneous Schro¨dinger equation [39].
This is done using the Green’s function approach [28] which gives χ(z, z′) as a sum over all
quantized exciton states:
χ(z, z′) = e2d2cv~ω
∑
ν
ϕν0P(0, z, z)ϕν0P(0, z′, z′)
(Eν0P − iγ)(Eν0P − iγ − ~ω) . (12)
Here, γ is a phenomenological damping constant and we added the extra index on ϕν0P and Eν0P
to denote the in-plane momentum.
The reflectivity spectrum of the cavity without CQWs (χ = 0) is shown in Fig. 6(b). A dip
in reflectivity occurs at the cavity mode, shown in detail by the inset in Fig. 6(b). The cavity
9
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Figure 6: (a) The spatial profile of the permittivity in the considered sample, having four pairs of InGaAs CQWs located
at the antinode positions of the resonant cavity mode in a 5λ/2 cavity surrounded by two DBRs formed from 17 and 21
pairs of GaAs/InGaAs layers. (b) Reflectivity spectrum of the cavity in the absence of light-matter coupling. The inset
shows a magnification of the cavity mode. (c) In-plane wave vector dependence of the reflectivity spectrum. The bare
cavity mode and the exciton dispersion are shown by the dashed blue and dotted red lines, respectively.
mode has a full width at half-maximum of 0.1 meV giving a Q-factor of ≈ 14000. An example
of the full reflectivity spectrum including the light-matter interaction in the CQWs is shown by
the grayscale in Fig. 6(c) as a function of in-plane wave vector for F = 20 kV/cm and B = 10 T.
The dips in reflectivity are the lowest three polariton branches. The red dashed lines show the
dispersion of the lowest two exciton states for these values of the field, and the blue dashed line
is the bare cavity mode. Anticrossings of a few meV are typical for the strong-coupling regime.
4.2. Field dependence of the polariton reflectivity spectrum
The electric field dependence of the reflectivity spectrum of dipolaritons in a 10 T magnetic
field is shown by the grayscale in Fig. 7(a). The ground and first excited exciton states are shown
by red circles. The circle areas are proportional to the exciton linewidth. The plot is focussed on
the anticrossing between the bright direct and dark indirect excitons. Dipolaritons are realized
when the cavity mode (shown by the blue dashed line) is close in energy to one of the exciton
branches. Lines of minimum reflectivity are the polariton branches, the lowest three of which are
labelled. Polariton state 3 is faint causing only a small dip in reflectivity (see Fig. 7(b)) and its
energy closely follows the first excited state of the exciton. Similarly, for F < 20 kV/cm, state 2
closely follows the exciton ground state and is not very visible.
Note that while treating polaritons on the microscopic level, we do not address the quantized
polariton eigenstates states directly but approach them as features in the response functions of a
continuous wave excitation (particularly, the minima of the reflectivity). One can instead treat
(11) directly as an eigenvalue problem, by imposing outgoing wave boundary conditions to the
electric field and finding the polariton eigenstates. In both cases, the full interplay of the exciton
COM and relative motion is taken into account microscopically. This leads to a richer depen-
dence of the optical spectra on external fields [27, 28] compared to some simpler approaches,
such as a three-level polariton model consisting of only mixed direct, indirect exciton, and cavity
mode states [12]. The latter approach actually neglects the exciton internal structure, treating it
as a point-like object which results in an artefact of a fully dark polariton state.
10
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Figure 7: Polariton reflectivity spectrum (grayscale) for (a) the electric field dependence with B = 10 T and (b) the
magnetic field dependence with F = 20 kV/cm. Exciton states are shown by circles with area proportional to the
oscillator strength. The cavity mode is shown by the blue dashed line. The lowest three polariton states are labelled.
4.3. Brightness and dipole moment of the polariton branches
We define the brightness of polariton states as their oscillator strength which in turn determine
the strength of the light-matter coupling. This is calculated from the electron-hole overlap inte-
gral using a polariton wave function given by the microscopic exciton polarization (see Ref. [28]
for full details of the calculation). Fig. 8(a) shows the brightness as function of F for a fixed B
of the lowest 3 polariton branches indicated in Fig. 7(a). The polariton dipole moment, 〈ze − zh〉
is shown in Fig. 8(c). Comparing with Fig. 8(a), an anticorrelation between the brightness and
dipole moment is seen. This is expected as an increase in dipole moment comes at the cost of re-
ducing the overlap of electron and hole wave functions. Decreasing the overlap integral darkens
the exciton state thus causing a darkening of the polariton. The dipole moment is strongly corre-
lated to the gradient of the exciton energy with respect to electric field (∂E/∂F ≈ −e〈ze − zh〉).
This is particularly visible for states 1 and 2 when comparing Figs. 7(a) and 8(c).
Fig. 7(b) shows the same quantities as Fig. 7(a) but as a function of magnetic field with
20 kV/cm electric field. The corresponding brightness and dipole moment of the lowest three
polariton branches are shown in Fig. 8(b) and 8(d). Oscillations in the brightness and dipole mo-
ment originate from the many anticrossings between different exciton states. Each anticrossing
perturbs ∂E/∂F and, in turn, the dipole moment.
5. Summary
The paper presents the general multi-sub-level approach (MSLA) for calculating the proper-
ties of excitons and polaritons in microcavity embedded semiconductor planar heterostructures.
The approach was used to calculate exciton states in semiconductor CQWs with electric and
magnetic fields applied perpendicular to the QW plane. From the energies and wave functions
of such states we extract the absorption spectrum, Bohr radius, dipole moment, binding energy,
optical lifetime and magnetic field induced effective mass enhancement. The MSLA describes
the electric field driven direct-indirect exciton crossover. This is characterized by increasing ex-
citon radius and lifetime and decreasing binding energy. The optical lifetime of an exciton fluid
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Figure 8: Brightness (a,b) and static dipole moment (c,d) of the lowest three polariton states as a function of F with
B = 10 T (a,c) and as a function of B with F = 20 kV/cm (b,d). The states in (a,c) and (b,d) correspond to those labeled
in Fig. 7(a) and 7(b), respectively. The dash-dotted lines in (c) and (d) are the maximum nominal dipole moment [27].
was calculated by considering the occupation of optically active states that sit within the light
cone. We showed that this factor leads to a lifetime that increases with increasing magnetic field.
This is in contrast to the radiative lifetime of a single-exciton which decreases with increasing
magnetic field due to a shrinkage of the in-plane Bohr radius. Exciton wave functions calculated
via the MSLA were used to describe polaritons formed when CQWs are embedded in an optical
microcavity at the antinode position of a resonant cavity mode. This approach offers a thorough
description of the internal structure of a polariton. We described electric and magnetic field con-
trol of the dipolariton brightness and dipole moment. The properties of excitons and polaritons
calculated here are important for modelling their respective fluids.
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An overview of a multi-sub-level approach for calculating exciton states is given. 
 
The approach can be applied to various planar heterostructures in optical resonators. 
 
Electric and magnetic field control of exciton and polariton properties is decribed. 
