









Privacy-Preserving Recommender System Joining Profiles and Records Among
Organizations
Statistical recommendation of goods and services becomes important by making use of
such data as purchase records. However it is only used by large organizations that hold all
the necessary data such as purchase records, data about goods/services, and user profiles.
Customers’ privacy may be infringed because these large organizations hold all information
about them. Our research objective is to establish an Inter-Organization Privacy-Preserving
Recommender System Based on Secure and Efficient Use of Profiles and Purchase Records
(Inter PPR) that enables recommendation by using data from cooperating organizations while
protecting privacy of the organizations and customers.
Our model of Inter PPR consists of an ID manager, retailers, and customers. The ID
manager provides IDs and profiles of users while a retailer provides purchase records.
Content-based recommendation with the profiles enables accurate recommendations from
small amount of data. The user IDs are used to join databases from organizations to generate
a cross-tabulation table. Credit-card and telephone companies are candidates for the ID
manager. Private set product and inner product protocols, lightweight cryptographic tools,
are used to generate the cross-tabulation table and recommendation values respectively while
hiding data of each player, i.e. ID manager, retailer, and customer. Smoothing is used for
precise recommendation from small amount of data. Differential privacy (DP) is applied to
the cross-tabulation table so that the retailer cannot infer the profiles from it.
Because DP heavily degrades data such as a cross tabulation table that has many attributes,
we develop two DP methods. One method uses only part of the attributes of the table to
reduce degradation of the table. It then complements information of other attributes from
the used attributes. The other method normalizes data in the table to maintain S/N ratio by
shrinking the signal (i.e. original table values) while more shrinking noises from DP.
We have implemented core parts of Inter PPR and evaluated them to show the system’s
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たちの生活に役立てる取り組みが広まっている．たとえば，2017 年には 1 分間あたり，
Amazonが 258,751USDを売り上げ，Googleが 3,607,080回の検索結果を返し，Instagram
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り，Internet Engineering Task Forceの Request for Commentsでディレクトリサービスの
Lightweight Directory Access Protocol (LDAP) が策定され，Open Group は Kerberos と
LDAPを組み合わせて Distributed Computing Environmentを実現し，後にWindowsサー
バ OS の基にもなる，同一ドメイン内 (同一組織内) での Single Sign-On (SSO) を実現
した．
2000 年代には Web テクノロジーが進化して，ID 連携と呼ばれる組織間を横断し
た Web SSO が行われるようになり，the Organization for the Advancement of Structured
Information Standards はアイデンティティに関する情報を eXtensible Markup Language









ンアップされた．OAuth 2.0は Facebookのソーシャルグラフへアクセスする Graph API
の実装に用いられたことで知られ，Google や Microsoft でも試験的に利用された．しか
し，OAuth 2.0は曖昧であるため，実装次第でセキュリティホールが生じてしまうという
問題がある．2014 年の調査では，Google Play や Apple マーケットといった公式アプリ
サイトで提供されていた OAuth 2.0を使用するモバイルアプリの 6割 (89種類)に脆弱性
が発見された [23]．2016 年の調査でも条件は異なるが 4 割 (85 種類) のモバイルアプリ
に脆弱性が発見されている [24]．OAuth 2.0の利用の是非については，金融機関のように
安全性を最優先すべき組織でも足並みが揃っていない．2017年に全国銀行協会は OAuth
2.0の利用を推奨しているが [25]，2018年に日本銀行は OAuth 2.0の脅威について指摘し
ている [26]．現在検討されている ID管理技術には OAuthの後継となる OpenID Connect
も検討されているが，これまでのWebサービス提供者を起点とした技術ではなく，より











他の主体に対して秘匿する必要がある．ここでは，図 2.1に示すように，組織 1と組織 2
がそれぞれ保有している元データからユーザ IDをキーとして片方の組織 2に合成データ
を生成し，その組織を訪れた訪問者のプロファイルに応じて推薦を行う場合を考える．守





しかし，組織 1から組織 2へ合成データを提供する過程において，組織 1と組織 2の情






る．すなわち，組織 1から組織 2へ提供された合成データから，組織 2が元データ 1を推
定することで，元データ 1が組織 2へ漏洩する可能性がある．また，組織 2から訪問者へ
提供された推薦の結果から，訪問者が合成データを推定する可能性がある．合成データは
保護対象ではないが元データ 1と元データ 2から生成されたものであるため，訪問者が合













1988 年に Ben-Or らは多者間で任意の計算ができる Multi Party Computation[30] を考
案した．Multi Party Computation はその適用範囲の広さから，その後も多くの研究がな

















いる．秘匿和集合は 2004年に Kantarciogluによって提案された [44]．秘匿積集合は，上


















































































個票の匿名加工のための基準には，k-匿名性 [72, 73]，l-多様性 [74, 75]，t-近接性























統計量の匿名加工のための基準には，individual risk [84]，n-k dominance rule [85]，prior-
posterior rule [85]，差分プライバシ [86, 87]などがある．individual riskは母集団一意性に
基づいて統計量から個人が特定される程度を示す．n-k dominance rule と prior-posterior
ruleは，統計量のうち特に集計表のセルの値の公開または非公開を判断する基準である．








































































とえば，中小組織 1において ID1と ID2のユーザが共に男性 30代であり，中小組織 2に
おいて ID1のユーザが商品 1を 20個購入し，ID2のユーザが商品 1を 50個購入したと






において男性 30 代が商品 1 を 20 個購入し，中小組織 2 において男性 30 代が商品 1 を






Inter PPRでは，図 3.3に示すように，ユーザ IDとプロファイルの組 (以後，個人情報

















































































することで，商店および訪問者による (攻撃例 1と攻撃例 2を含む)いかなる攻撃も防げ
22
図 3.7 多属性対応差分プライバシの新規提案
図 3.8 商店から ID管理組織の個人情報への攻撃
るようにする．ID管理組織は，カード会社，携帯電話会社，電子マネー会社などの事業
者であり，商店との契約，従業員教育，計算機の操作に関する監視・監査により，商店に






































以上のように設計した Inter PPRのシステム構成を図 3.10に示す．ID管理組織は，ユー
ザ IDとプロファイルを日常的に管理しており，新たな投資は不要である．商店は，ID管



























図 3.11 Inter PPRの利用イメージ

























































撃者については，SSL(Secure Sockets Layer)，WPA(Wi-Fi Protected Access)，ファイアー
ウォール，侵入検知などの別技術によって対応するものとする．
攻撃者のモデルとしては，他の主体との通信において能動的な攻撃を仕掛けるmalicious












































ある [94]．これより，個人情報のユーザ数 (以後，N と表す)は 107  108 人を想定する．
個人情報のプロファイルについては，年代と性別と住所の項目を想定し，プロファイルの
項目数 (以後，W と表す)は 3項目を想定する．また，各プロファイルの項目が取りうる
値は，年代は 8区分 (10代から 10才刻み．80才以上は区別しない)，性別は 2区分，住
所は 47区分 (都道府県)とし，プロファイルの値の種類数 (以後，V と表す)は 57種類を
想定する．
次に，商店の履歴データについて．全国 23万箇所で 1ヶ月に 1.68億件の電子マネー決
済が行われていることから [94]，1ヶ月 1箇所あたりの決済件数は 730件である．この値
は商店の規模，所在地，業種，訪問者のリピート率などにより大きく異なると考えられる
ため，履歴データに含まれる人数 (以後，M と表す)は 102  105 人を想定する．商品の
種類数については，飲食店のメニューは高々 100種類を想定すれば十分と考えられるが，
コンビニエンスストアの商品は 2,800種類もある [95]．商店の規模，所在地，業種などに
より大きく異なると考えられるため，商品の種類数 (以後，Lと表す)は 10  104 種類を
想定する．また，全国で 1回あたりの決済金額は 907円/回であるので [96]，一度の決済
で購入される商品は数種類であると考えられる．履歴データを月単位に締めるとすると，
訪問者が毎週商店を訪れたとしても 1ヶ月にユーザが購入する商品は十数種類であると考











ID管理組織の 個人情報に含まれるユーザ数 (N ) 107  108 人
個人情報 プロファイルの項目数 (W ) 3項目
プロファイルの値の種類数 (V ) 57種類
商店の履歴データ 履歴データに含まれるユーザ数 (M ) 102  105 人














いは準リアルタイム) である必要がある．その許容時間 (T2 とする) は小さいため，たと





















































ID 管理組織は個人情報として，ユーザの ID とプロファイルを管理している (表 4.2)．
商店は，ID管理組織と提携しており，履歴データとして商品を販売したユーザの IDと商
品情報を管理している (表 4.3)．訪問者は，自身のプロファイルを携帯端末に保持してい

























表 4.5，表 4.6，表 4.7のように二値で表現する．
ID 管理組織が保有している表 4.2 の個人情報を表 4.5 のように表し，これを図 4.2 の
ように，ユーザ IDを表すベクトル tとプロファイルを表すマトリクス X で表す．tは図
4.2(a)のように，長さ N のベクトルである．ベクトル tの長さは ID管理組織の個人情報




ユーザ ID 性別:男性 性別:女性 年代:20代 年代:30代 年代:40代
1 1 0 1 0 0
2 0 1 0 1 0
4 1 0 0 1 0
5 0 1 0 0 1
6 1 0 1 0 0
7 1 0 0 0 1
8 0 1 0 0 1
表 4.6 商店の履歴データの二値表現
u Y







と表す．tn は n番目のユーザの IDを表し，図 4.2(a)の場合は t1 = 1; t2 = 2; :::; tN = 8
である．X は図 4.2(b)のようにN 行 V 列のマトリクスである．マトリクスX の列数は，
プロファイルの値の種類数に等しく，図 4.2(b)の場合は V = 5である．vはプロファイル
の値の識別子であり，v = 1は男性，v = 3は 20代を表す．プロファイルの項目数をW と
する．表 4.5の場合，プロファイルの項目数は 2種類 (性別と年代)であるため，W = 2で
ある．プロファイルの項目の識別子を w とする．w は 1または 2を取りうる．マトリク
スX の n行，v列の要素を xn;v と表す．xn;v = 1=0は，ユーザ tnが v番目のプロファイ
ルの値を有する/有しないことを表す．図 4.2(b)の場合，x1;1 = 1; x2;1 = 0; :::; xN;V = 1
である．




性別:男性 性別:女性 年代:20代 年代:30代 年代:40代
1 0 0 1 0
(1; 2; 4; 5; 6; 7; 8)
(a)ユーザの IDのベクトル表現 t
0BBBBBBBB@
1 0 1 0 0
0 1 0 1 0
1 0 0 1 0
0 1 0 0 1
1 0 1 0 0
1 0 0 0 1




すベクトル u と商品情報を表すマトリクス Y で表す．ベクトル u の長さは履歴データ
に含まれるユーザ数 M に等しく，表 4.6 の場合は u = (1; 2; 3; 4; 6; 7);M = 6 である．
u の m 番目の要素を um と表す．um は m 番目のユーザの ID を表し，表 4.6 の場合は
u1 = 1; u2 = 2; :::; uM = 7 である．マトリクス Y は，M 行 L 列のマトリクスである．
マトリクス Y の列数は，商品の種類数に等しく，表 4.6の場合は L = 2である．lは商品
の識別子であり，l = 1は本 A，l = 2は本 Bを表す．マトリクス Y のm行，l列の要素
を ym;l と表す．ym;l = 1=0は，ユーザ um が l番目の商品を購入した/していないことを








種類数に等しく，表 4.7の場合は x = (1; 0; 0; 1; 0)，V = 5である．xの v 番目の要素を
xv と表す． xv = 1=0は，訪問者が v 番目のプロファイルの値を有する/しないことを表











手に入れる (表 4.8)．は，V 種類のプロファイルの値と L種類の商品ごとに，ID管理
表 4.8 ID管理組織-商店間プロトコルで商店が手に入れるクロス集計表 ()
プロファイル
商品








商店は，ID管理組織-商店間プロトコルで手に入れたクロス集計表  (表 4.8 )から，訪
問者のプロファイルに応じて購入される可能性が高い商品から訪問者に推薦する．まず，
それぞれの商品がどの程度購入されやすいかを示す確率 (以後，P (商品) と表す) を求め
39
る．P (商品) はそれぞれの商品を購入したユーザ数の割合とみなせるので，商店は  の




ロファイルの条件付き確率 P (プロファイル j 商品) (以後， と表す) を求める． はそ
れぞれの商品を購入したユーザのプロファイルの値の割合とみなせるので，商店は の
商品ごとのプロファイルの値の割合から，の要素である (本 A)男性 = P (性別 = 男性 j商
品 = 本 A) = 26 や 
(本 A)
30 代 = P (年代 = 30代 j商品 = 本 A) = 16 を算出できる．以下同
様に，全てのプロファイルの条件付き確率を求めると表 4.9となる．
表 4.9 プロファイルの条件付き確率 ()
プロファイル
商品

















条件付き確率 (P (商品 jプロファイル)と表す)は，ベイズのモデルによって P (商品 jプロ





ルでは，P (商品 j性別;年代) / P (性別 j商品)P (年代 j商品)P (商品)を計算することに
よって，それぞれのプロファイルに購入されやすい商品の大小関係 (以後，推薦度と呼ぶ)
を算出できる．このナイーブベイズのモデルに，表 4.9 で示した  の値と，上で述べた
P (商品)の値を代入して，推薦度を計算するための値 (以後，パラメータと呼び， と表






















ると P (商品)の値が復元されるようにする．商店は，訪問者への推薦に備えて，表 4.10
に示す，5種類のプロファイルと 2種類の商品に対応した 10個 (= 5  2)のパラメータ
からなるマトリクス を算出しておく．
表 4.10 推薦度の算出に用いるパラメータ ()
プロファイル
商品



























































































イルのみとする．訪問者は，推薦度をベクトル y の形で手に入れる．y は商品の種類
数 L(今回の例では L=2) の長さのベクトルであり，ベクトルの要素の値の大小がそれ
ぞれの商品の推薦の度合いを表す．y は，表 4.10 に表すパラメータのマトリクス  か
ら訪問者のプロファイルに該当するパラメータの値を取り出して，ナイーブベイズのモ
デルで算出する．たとえば，表 4.7 に示すように，訪問者が男性の 30 代の場合は，本













= 0:03 であり，本 B の推薦度は

































2. ID 管理組織はプロファイルの値ごとに乱数 Rプロファイル値 IDa (1  プロファイル






3. 商店は商品ごとに乱数 R商品 IDb (1  商品 ID  L)を 2個生成し，表 4.6のマトリ





4. ID管理組織は，ステップ 3の商品 IDを付与された 7個の値を 5個の乱数でプロ
ファイルの値ごとに冪乗余し，対応するプロファイル値 ID を付与して 35 個の値
を算出する．
5. 商店は，ステップ 2のプロファイル値 IDを付与された 14個の値を 2個の乱数で






















NW = 14 回，ステップ 3 で MG = 7 回，ステップ 4 で MGV = 35 回，ステップ 5
で NWL = 28回である．これを主体ごとに整理すると，ID管理組織はステップ 2とス
テップ 4を行うので NW +MGV 回であり，商店はステップ 3とステップ 5を行うので
MG+NWL回である．一方，Vaidyaらの提案した基本的な秘匿内積の方式は，ID管理
組織と商店でそれぞれ NV L回の冪乗余が必要となる．両者の冪乗余の回数を表 4.11に
まとめる．
表 4.11 ID管理組織-商店間プロトコルの冪乗余の回数
利用主体 Vaidyaらの方式 [55] 採用方式 [56]
ID管理組織 NV L NW +MGV
商店 NV L MG+NWL
表 4.1のデータの規模と内容に照らすと，採用方式はステップ 2で NW = 108  3回，
ステップ 3 で MG = 105  10 回，ステップ 4 で MGV = 105  10  57 回，ステッ




を O(NV L)から O(NWL)に減らせる．プロファイルの項目は少なくとも 2種類以上の






値の種類数 V はプロファイルの項目数W の少なくとも 2倍以上となり，採用方式の処理
性能は Vaidyaらの方式より 2倍以上優れると見積もれる．
以下では，プライバシ保護の “(要件 1a)プロトコル自体の安全性”および “(要件 1b)プロ
トコルの出力の安全性”について論じる．プロトコル自体の安全性について，採用したプ
















係 (推薦度の大小関係)は変えずに xと log
(l)
の秘匿内積で推薦度を算出できるようにし













1. 訪問者は大きな素数 p; q を生成し，公開情報として Nc = pq と g 2 ZN2c を，秘密
情報として  = lcm(p  1; q   1)と gmodN2c を計算する．
2. 訪問者は，訪問者のプロファイルの暗号文として V 個の E(xv) = gxvrNcc modN2c
を計算する．ここで，rc 2 ZN2c は暗号文ごとに異なる乱数である．
3. 訪問者は商店を訪れた際に公開情報 Nc，g と訪問者のプロファイルの暗号文
E(x1); :::; E(xV )を商店へ送る．
4. 商店は，購入傾向を正の整数に変換した値 log (l)v およびそれぞれのプロファイル
の値ごとの訪問者のプロファイルの値の暗号文 E(xv) をもとに，加法準同型暗号
の性質を利用して両者の積をとり，V L個の E(xv log 
(l)
v ) = E(xv)
log (l)v modN2c
を計算する．





6. 商店は推薦値の暗号文 E(y(1)); :::; E(y(L))を訪問者へ送る．























































































































を求めておく．訪問者が表 4.7 に示す男性の 30 代
というプロファイルベクトル x = (1; 0; 0; 1; 0)を商店-訪問者間プロトコルに入力すると，














































テップ 2で 2V 回，ステップ 4で V L回，ステップ 7で L回である．すなわち，商店で
V L回，訪問者で 1 + 2V + L回の冪乗余計算となる．実際の想定では，訪問者はステッ




利用主体 Vaidyaらの方式 [55],採用方式 [56]
商店 V L
訪問者 1 + 2V + L
以下では，“(要件 1a)プロトコル自体の安全性”および “(要件 1b)プロトコルの出力の
安全性”について論じる．プロトコル自体の安全性について，Vaidyaらのプロトコル [55]
の安全性は，semi-honestモデルにおいて，利用する加法準同型暗号の安全性に帰着する．





















に，ID 管理組織が 107  108 規模のユーザの 57 種類のプロファイルを保有し，商店が
102  105 規模のユーザの 10  104 種類の商品に対する購入履歴を保有する状況で，2
者間において，ユーザのプロファイル毎の商品の購入傾向に関するクロス集計表を実用的





































れ 1回を加えたもの，すなわち，成功確率 = (成功回数 + 1)=[(成功回数 + 1) + (失敗回










なってしまう．たとえば，学習データが Saga, Kumamoto, rainという単語を含むが，偶然
Nagasakiという単語を含まないとき，P (rainjSaga)や P (rainjKumamoto)は値を持つ
が，P (rainjNagasaki)は値を持たないため，自然言語として存在しないことになってし
まう．このような場合に，少なくとも 1回は全ての単語を観測したとみなす Add one ス
ムージングを適用すれば，ゼロ頻度問題を回避でき，長崎にも雨が降る．しかし，Add one
スムージングによって与えられる確率はパラメータ数が増えてデータが疎になると大きく
なり過ぎるため，より小さな確率を与える Lidstone’s Lawsスムージング [99]や，一度確
率を推定してから大き過ぎる確率を減らしていく Good-Turingスムージング [100, 101]，
減らした確率を未知の事象に適切に分配する Kneser-Neyスムージング [102, 103]などが
提案されている．また，本論文で対象とするディリクレ分布のスムージングはディリクレ






















ユーザ ID ID管理組織が保有するプロファイル 商店が保有する商品情報
(i) 20代 (v = 1) 30代 (v = 2) 40代 (v = 3) コーヒー (l = 1)
1 xi=1;v=1 xi=1;v=2 xi=1;v=3 y
(l=1)
i=1
2 xi=2;v=1 xi=2;v=2 xi=2;v=3 y
(l=1)
i=2
3 xi=3;v=1 xi=3;v=2 xi=3;v=3 y
(l=1)
i=3
ルなデータベースでは，ID 管理組織が保有するプロファイルを年代のみ (W = 1) と
し，そのプロファイルの値が 20 代，30 代，40 代の 3 種類 (V = 3) であるとする．
商店が扱う商品情報はコーヒーのみの 1 種類 (L = 1) であるとする．ID 管理組織
のプロファイルと商店の商品情報を結合したユーザの総数を I = 3 であるとする．
ユーザ ID を i，プロファイルの値のインデックスを v，商品のインデックスを l と表
す．ID 管理組織が保有するプロファイルを xi;v，商店が保有する商品情報を y
(l)
i と
表す．コーヒーを購入するユーザのプロファイル (20 代，30 代，40 代) の真の分布
を (l=1) = (1; 5; 10) のディリクレ分布とする．この分布から 3 つのデータをランダ
ムサンプリングすると xi=1 = (xi=1;v=1; xi=1;v=2; xi=1;v=3) = (0:035; 0:286; 0:679) と
xi=2 = (0:060; 0:407; 0:533) と xi=3 = (0:057; 0:457; 0:487) が得られる (図 5.1)．なお，
本論文のユースケースの想定では xi は整数であるが，ここでは少ないデータで分かりや
50
すく説明するために，xi の値を敢えて実数としている (乱数のシードが 0 の条件におい
て，Numeric pythonの randomクラスの dirichletメソッドにより発生させたランダムデー
タを用いている)．生成したデータを表 5.2にまとめる．
図 5.1 (l=1) = (1; 5; 10) のディリクレ分布から xi=1 = (0:035; 0:286; 0:679),
xi=2 = (0:060; 0:407; 0:533), xi=3 = (0:057; 0:457; 0:487)のデータをサンプリング
表 5.2 Minkaの手法へ入力するデータの一例
ユーザ ID ID管理組織が保有するプロファイル 商店が保有する商品情報
(i) 20代 30代 40代 コーヒー
1 xi=1;v=1 = 0:035 xi=1;v=2 = 0:286 xi=1;v=3 = 0:679 y
(l=1)
i=1 = 1
2 xi=2;v=1 = 0:060 xi=2;v=2 = 0:407 xi=2;v=3 = 0:533 y
(l=1)
i=2 = 1
















































v=3 ) = (2; 2; 2) とする．s はパラメータ更新のステップ数である．ま
ず，20 代のユーザがコーヒーを購入する分布のパラメータを計算すると，(l=1;s=1)v=1 =






[	(0:035 1+0:286 1+0:679 1+2+2+2) 	(2+2+2)]+ [	(0:060
1+0:4071+0:5331+2+2+2) 	(2+2+2)]+ [	(0:0571+0:4571+0:487
1+ 2+ 2+ 2) 	(2+ 2+ 2)]	 = 0:39となる．同様に計算すると，30代のユーザがコー
ヒーを購入する分布のパラメータは (l=1;s=1)v=2 = 2:65となり，40代は 
(l=1;s=1)
v=3 = 3:74
となるので，1ステップ目の計算によって，パラメータは (l=1;s=1) = (0:39; 2:65; 3:74)
と推定できる．
(a)初期値:





尤度 = 7:16 103
図 5.2 Minkaの手法で推定したディリクレ分布のパラメータとデータの尤度
パラメータの推定結果が妥当であるかを，尤度の上昇によって確認してみる．0ステッ
プ目の 1 サンプル目の確率は P
 
(l=1;s=0) = (2; 2; 2);xi=1 = (0:035; 0:286; 0:679)

=
 (2 + 2 + 2)=[ (2) (2) (2)]
	  0:0352 1  0:2862 1  0:6792 1 = 0:82 である．他
のデータも同様に計算すると，2 サンプル目の確率は P
 
(l=1;s=0) = (2; 2; 2);xi=2 =
(0:060; 0:407; 0:533)

= 1:56 であり，3 サンプル目の確率は P
 
(l=1;s=0) =
(2; 2; 2);xi=2 = (0:057; 0:457; 0:487)

= 1:52である．尤度はこれらの確率の積で表せる
ので，0 ステップ目の尤度は 0:82  1:56  1:52 = 1:94 である．1 ステップ目も同様に
計算すると，尤度は P
 




(l=1;s=1) = (0:39; 2:65; 3:74);xi=2 = (0:060; 0:407; 0:533)
  P  (l=1;s=1) =
(0:39; 2:65; 3:74);xi=2 = (0:057; 0:457; 0:487)

= 10:9  7:23  7:05 = 5:55  102
であり，尤度が 1:94 から 5:55  102 に上昇したことから，妥当なパラメータを推
定できていることが分かる．Minka の更新式を繰り返していくと，10 ステップ目
の計算によって，パラメータは (l=1;s=10) = (1:11; 5:71; 8:20) に更新され，尤度は













































ルを leave-one-out したクロス集計表 (表 5.4) を生成しておく．なお，今は説明を簡略化
するために年代のみで説明しているので 30代と 40代を leave-one-outしている (20代は
1サンプル未満なので leave-one-outできない)．属性が複数の場合，たとえば，プロファ
イル項目が性別と年代で，プロファイル値が男性，女性，20代である場合には，男性 20
代と女性 20代のように leave-one-outする．男性女性や 20代 20代のようにはしない．
5.1式に替わって，5.2式の更新式で，データから真の分布のパラメータを推定する．
(l;s+1) =



























1 = 3 であり，パ
ラメータの初期値は，Add one スムージングに相当する (l=1;s=0) = (2; 2; 2)，すなわ
ち (l=1;s=0) = 2 とする．ユーザがコーヒーを購入する分布のパラメータを計算する
と，(l=1;s=0) =

[(3   1)  1=3]  [0:152  (2   1)=(0:152 + 2   1) + 1:150  (2  




20代 (l=1)v=1 = 0:152
30代 (l=1)v=2 = 1:150








20代 (l=1;s mod 2=0)v=1 = 0:152
30代 (l=1;s mod 2=0)v=2 = 0:150







20代 (l=1;s mod 2=1)v=1 = 0:152
30代 (l=1;s mod 2=1)v=2 = 1:150
40代 (l=1;s mod 2=1)v=3 = 0:698
1:150 0:150=(0:150+2  1)+1:698 1:698=(1:698+2  1)]	+1 = 1:95となる．よっ
て，パラメータは (l=1;s=1) = (1:95; 1:95; 1:95)と推定できる．
(a)初期値:
(l=1;s=0) = (2; 2; 2)
(b)10ステップ目:










る．0 ステップ目の尤度は Minka の説明の際と同じく 1:94 である．1 ステッ
プ目の尤度は P
 




(l=1;s=1) = (1:95; 1:95; 1:95);xi=2 = (0:060; 0:407; 0:533)
  P  (l=1;s=1) =
(1:95; 1:95; 1:95);xi=2 = (0:057; 0:457; 0:487)

= 0:87 1:60 1:56 = 2:17であり，尤
度が 1:94から 2; 17に上昇したことから，妥当なパラメータを推定できていることが分か
る．提案手法の更新式を繰り返していくと，10ステップ目の計算によって，パラメータ
は (l=1;s=10) = (1:52; 1:52; 1:52)に更新され，尤度は 1:35 1:90 1:86 = 4:78に上が








メータ ((l) と (l))を用いて設定する．まず，プロファイル (x)と商品 (y(l))の組みで表










































































































































































てのプロファイルの値 (v) に対応するパラメータの値 ((l)v ) を等しく扱う．5.10 式は，

(l)
v = 1 のときに最尤推定になり，(l)v = 2 のときに Add one スムージングになる，そ































ここで，プロファイルの項目数 (W ) と，今着目している商品を購入した人数 J から，P
v v = JW より，
^v =
JW



















































































































































!3((s)) log!3() + !4((s)) log!4()

def
= F3(j(s))  F4(j(s)): (5.19)
59
ここで F4 は，イェンゼンの不等式を用いた 5.20式より， の更新によって必ず減少す
































































































































































































































((J 1)W )+V  = ((J   1)W ) ( 1)f((J   1)W ) + V g 2  V













　　　　　 = V  f (J 1)W

+ V g 2  ( 1) ((J   1)W )  2  ( 1)

























((J   1)W + V )
h
 Pv v!3((s))V  +Pv v!4((s))((J   1)W ) i :
61
よって，商品 l のハイパーパラメータ ^(l) は以下の 5.23式の収束値として求められる．
以上が 5.2式で述べた提案手法の更新式の導出である．
(l;s+1) =















































V = 0の場合は値が更新されない．よって，この更新式を用いるには J
(l) 1 > 0




















































































































































































































に基づく手法 [86, 109, 110, 111]を取り上げる．しかし，差分プライバシはデータにノイ
ズを付加する手法であり，このノイズの大きさ (標準偏差)は基本的にデータの属性数に比
例する．Inter PPRの場合，4.3.3節の処理性能の要件で示したように，個人情報であるプ




































8D1; 8D2 2 D; 8S  Range(F )
e   Pr[F (D1) 2 S]




表す．Dx は個票を表し，D1 と D2 は 1レコードだけ異なる個票である．F はメカニズ
ムと呼ばれ，個票から統計量を算出し，さらに匿名加工の処理を施す．S はメカニズムの
出力の部分集合，すなわち，メカニズムが処理した匿名加工後のデータが取りうる値の部
分集合を表す．メカニズム F は個票Dx を匿名加工する．はセキュリティのパラメータ
である．6.1式の不等式が満たされる場合は，あるレコードを含む個票 D1 を匿名加工し
たデータが S 内に生じる確率と，そのレコードを含まない個票D2 を匿名加工したデータ
が同じ S 内に生じる確率の比が，エクスポネンシャル  以下に抑えられることを保証す










課題がある．そこで，先行研究 [112, 113, 114, 115]を鑑みて の値を変化させながら，安
全性とデータの有用性のトレードオフを定量的に評価することにする．6.8節で述べる匿



























ロス集計表は，感度が F = Q  Q0 とクロス集計表の大きさに比例し，匿名加工後の
データの有用性が著しく劣化してしまうという問題がある．たとえば，Inter PPRでは個
人情報の属性 (プロファイルの値の種類)数は 57で，履歴データの属性 (商品の種類)数は

















して感度を抑えるアプローチがある [117, 118, 119, 120]．感度の大きさは，個票を構成す
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る 1レコードのあらゆる変化を考慮して，匿名加工後の統計値に現れる変化量の最大値と





プローチがある [124]. たとえば，性別と身長，体重の 3つの属性からなるレコードで構成
されている個票から，背の高い男性 (180cmを超える男性)と体重が重い男性 (80kgを超
える男性)の人数を匿名加工しつつ集計する場合を考える．この場合の感度には 2を用い
るべきである．なぜならば，匿名加工の処理で “男性 & 190cm & 90kg”のレコードを “女
性 & 150cm & 50kg”というレコードに変えてしまうと，匿名加工後の集計表から背の高
い男性が 1人減り，体重が重い男性も 1人減るので，合わせて 2人の変化が生じるからで
ある．そこで，体重の属性を用いないことにすると，感度を 1に減らせる．なぜならば，































































い場合には，1人当たりクロス集計表のA個所に 1が加算される一方，C 個所に 商品総種類数
だけのノイズが重畳されるので，S/N 比は AB=C商品総種類数 =
B
C  A商品総種類数 となる．
以上から，正規化 “する場合”は “しない場合”に比べて，S/N比が 商品総種類数
1 人あたりの平均購入種類数
だけ向上する．表 4.1のデータの規模と内容にあてはめると，商品総種類数は高々 1万，











































は減らない．しかし，S/N 比は改善される．扱う属性数 (商品の種類) を減らすと，6.4.1
節の S/N比の分析において，ユーザ 1人あたりの商品の平均購入種類数 Aがより小さな
値に変わる．S/N 比の向上は， 商品総種類数
1 人あたりの平均購入種類数 であるため，1 人あたりの平均購入
種類数が小さくなることで，S/N比がより向上する．
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能なデータセットのうち最もユースケースに近い MovieLens 1M データセット [129] を
用いて，提案手法を具体化する．MovieLens 1Mデータセットは，6,040人のユーザによ
る，3,952 本の映画に対する 1,000,209 レコードの評価値 (レーティングと呼ぶ) の個票
のセットである．MovieLens 1M データセットの概要を表 6.2 に示す．それぞれの映画








programmer (Action & Adventure)
1
Male, 18–24, Beverly Hills Cop,
4




writer (Comedy & Romance)
3
Male, 18–24, Star Trek,
5
programmer (Action & Adventure & Sci-Fi)
4
Female, 25–34, Sound of Music,
4
artist (Musical)
には Actionや Adventure，Comedyなどの 18種類の基本カテゴリ，および基本カテゴリ
の組み合わせで “Action & Adventure”や “Comedy & Romance”，“Action & Adventure &
Sci-Fi”などの複合カテゴリが付与されている．複合カテゴリは 218   19種類 (基本カテ
ゴリーおよび Nullカテゴリを除く)の可能性がある．各ユーザには性別 (2種類)，年代 (7
73
種類)，職業 (21種類)などのプロファルが付与されている．ユーザは映画に 1点から 5点
までの 5段階のレーティングをしており，5点が最も良い評価値である．
6.5.2 想定システム






















くの属性を考慮することに相当する．ID が 1 のユーザが Waterworld と The Mask を購




カテゴリ Waterworld The Mask Golden Child
Action 0 0 0
Adventure 0 0 0
Comedy 0 2 0
Action & Adventure 1 0 0
Action & Comedy 0 0 0
Adventure & Comedy 0 0 0
Action & Adventure & Comedy 0 0 1
商品のカテゴリーが組合せ型である場合に，実用的な推薦システムでは，あるカテゴ
リーの商品をカウントする際，その要素となるカテゴリーもカウントすることが多い．
MovieLens の場合，“Action & Adventure” の映画が購入された際，Action の映画および
Adventureの映画も購入されたとみなして，Actionおよび Adventureもカウントする．こ
れは，“Action & Adventure”の映画を購入しそうな人は，Actionの映画および Adventure











カテゴリ Waterworld The Mask Golden Child
Action 1 0 1
Adventure 1 0 1
Comedy 0 2 1
Action & Adventure 1 0 1
Action & Comedy 0 0 1
Adventure & Comedy 0 0 1
Action & Adventure & Comedy 0 0 1
6.5.3 データの正規化
表 6.4～表 6.8 を用いて，本例題における正規化の流れと S/N 比の向上について説
明する．ID が 1 のユーザは男性で Waterworld (カテゴリは “Action & Adventure”) と
The Mask (Comedy) を購入していた．ID が 2 のユーザは女性で The Mask (Comedy)
と Golden Child (“Action & Adventure & Comedy”) を購入した．その結果の集計が表
6.4 となる．部分一致カウントにより，ユーザ 1 が購入した Waterworld は “Action &
Adventure”，Action，Adventureの 3商品としてカウントされる．同様に，ユーザ 1およ
びユーザ 2 が購入した The Mask は Comedy としてカウントされる．ユーザ 2 が購入し
た Golden Child は “Action & Adventure & Comedy”，“Action & Adventure”，“Action &
Comedy”，“Adventure & Comedy”，Action，Adventure，Comedyの 7商品としてカウン
トされる (表 6.4)．
そこで，正規化により，ユーザ 1の購入した各商品は 1/4ずつのカウント，ユーザ 2の
購入した各商品は 1/8ずつのカウントとなる (表 6.5)．
今，簡単のために  = 1とする (一般の 値でも同様の議論が成立する)．また，ノイズ
の大きさが のラプラスノイズを L()で表すことにする．クロス集計表の感度は 1に固
定されるので，集計表の各セルに，L( = 1 ) = L( = 1)が重畳される (表 6.6)．




カテゴリ Waterworld The Mask Golden Child
Action 1/4 0 1/8
Adventure 1/4 0 1/8
Comedy 0 1/4 + 1/8 1/8
Action & Adventure 1/4 0 1/8
Action & Comedy 0 0 1/8
Adventure & Comedy 0 0 1/8
Action & Adventure & Comedy 0 0 1/8
表 6.6 正規化して匿名加工したクロス集計表
カテゴリ Waterworld The Mask Golden Child
Action 1/4 + L( = 1) 0 1/8 + L( = 1)
Adventure 1/4 + L( = 1) 0 1/8 + L( = 1)
Comedy 0 1/4 + 1/8 + L( = 1) 1/8 + L( = 1)
Action & Adventure 1/4 + L( = 1) 0 1/8 + L( = 1)
Action & Comedy 0 0 1/8 + L( = 1)
Adventure & Comedy 0 0 1/8 + L( = 1)
Action & Adventure & Comedy 0 0 1/8 + L( = 1)
表 6.7 感度を映画のユーザ毎の売上総数の最小公倍数にして匿名加工したクロス集計表
カテゴリ Waterworld The Mask Golden Child
Action 2 + L( = 8) 0 1 + L( = 8)
Adventure 2 + L( = 8) 0 1 + L( = 8)
Comedy 0 3 + L( = 8) 1 + L( = 8)
Action & Adventure 2 + L( = 8) 0 1 + L( = 8)
Action & Comedy 0 0 1 + L( = 8)
Adventure & Comedy 0 0 1 + L( = 8)
Action & Adventure & Comedy 0 0 1 + L( = 8)
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一方で，正規化しない場合には，クロス集計表の感度は構造的ゼロを除く集計表のセル
数 (11)なので*1，正規化前の表 6.4に L( = 11)を加えることになり，表 6.8のようにな
る．正規化した場合の表 6.7と正規化しない表 6.8を比較すると，明らかに正規化した場
合の S/N比が優れる．また，商品購入数が少ないユーザ (ここでは IDが 1のユーザ)の情
報ほど S/N比が優れることが分かる．
表 6.8 感度をクロス集計表のセル総数にして匿名加工したクロス集計表
カテゴリ Waterworld The Mask Golden Child
Action 1 + L( = 11) 0 1 + L( = 11)
Adventure 1 + L( = 11) 0 1 + L( = 11)
Comedy 0 2 + L( = 11) 1 + L( = 11)
Action & Adventure 1 + L( = 11) 0 1 + L( = 11)
Action & Comedy 0 0 1 + L( = 11)
Adventure & Comedy 0 0 1 + L( = 11)




















にする．D は公開値である．ステップ 3において，商店は各ユーザの IDを D 種類の乱
数で冪乗余し，ユーザ毎に D 個の冪乗余値を得る．IDが 1のユーザが D 種類の映画を
購入していた場合には，D 個の冪乗余値に異なる映画名を一つずつ付与して ID管理組織
に送る．IDが 2のユーザが 1種類の映画のみ購入していた場合には，D 個の冪乗余値全
てにその映画名を重複して付与し，ID管理組織に送る．IDが 3のユーザが 3種類の映画
を購入していた場合には，D 個の冪乗余値のうち D=3個ずつに，同じ映画名を重複付与
して，ID管理組織に送る．その結果，ステップ 6において，クロス集計表には IDが 1の
ユーザの情報としてD種類の映画のセルに値 1が加算され，IDが 2のユーザの情報とし
て当該 1映画のセルに値Dが加算され，IDが 3のユーザの情報として当該 3映画のセル




上記のステップ 3の処理を一般化すると下記のようになる．商店は各ユーザの IDを D
種類の乱数で冪乗余し，ユーザ毎に D 個の冪乗余値を得る．
(ケース 1) ユーザの購入商品数 E が D 以下であり，E が D の約数である場合には，D
個の冪乗余値のうち D=E 個ずつに同じ商品名を付加する．
(ケース 2) E < D で，E が D の約数でない場合には，D 個の冪乗余値のうち bD=Ec
個ずつに同じ商品名を付加する．さらに，E 個の商品から D mod E 個をランダム
に選択し，残りの冪乗余値に付加する．
(ケース 3) E > D の場合には，E 個の商品から D 個をランダムに選択し，D 個の冪乗






























次数比の情報を利用して，R 件のうち 1 次の映画数，2 次の映画数，... の個数を調整す
る．たとえば，次数比は 1次が 1/3で 2次が 2/3であるとする．3件の推薦を行う場合に，
補正前のランキングは 1位が 1次の映画 A，2位が 2次の映画 B，3位が 1次の映画 C，











と (1   ) のように分配する．次数比はクロス集計表よりも感度を小さく抑えられるの
で，加えるノイズが少なくて済む．正規化を施せば両者とも感度を 1にできるが，代わり
に S/N比がサイズに比例するので，やはり次数比はクロス集計表よりも加えるノイズが少














商店は商品ごとに乱数 R商品 IDb (1  商品 ID  L)を生成し，表 4.6のマトリ






商店は D 個の乱数 Rdb (1  d  D)を生成し，H(ユーザ ID)R
d
b を算出する．









































































推薦数が 10 件の 1次に着目すると，MKの精度 (4%)が最も良い．次数を 1次から 2
次に増やすと推薦の手がかりとなる情報量が増えるので，NSや提案手法である PSの精度
が 3%から 4%に向上する．MKはデータがスパースになるため，精度が 4%から 1%に
低下する*2．次数を 2次から 3次に増やすと，NSの精度は 4%のままだが PSは 5%に向
*2 一般に，識別に用いる分離超平面を学習する (分離超平面を構成する関数のパラメータを推定する) た




カテゴリの スムージング Minkaの 分散環境対応
次数 なし (NS) スムージング (MK) スムージング (PS)
1次 3% 4% 3%
10 2次 4% 1% 4%
3次 4% 1% 5%
1次 14% 16% 14%
100 2次 20% 3% 22%
3次 24% 3% 25%
1次 33% 29% 31%
1,000 2次 58% 25% 62%





られる．推薦数が 10件で推薦を行う場合は，3次の PSを用いると最も高い精度 (5%)が
得られる．
推薦数が 100件の 1次に着目すると，MKの精度 (16%)が最も良い．次数を 1次から
2 次に増やすと NS は 14% から 20% に，PS は 14% から 22% に向上する．MK はデー
タがスパースになるため精度が 16%から 3%に低下する．次数を 2次から 3次に増やす
と，NS は 20% から 24% に，PS は 22% から 25% に向上する．MK は 3% のままであ
る．推薦数が 100件で推薦を行う場合は，3次の PSを用いると最も高い精度 (25%)が得
られる．
推薦数が 1,000件の 1次に着目すると，NSの精度 (33%)が最も良い．次数を 1次から
2次に増やすと NSは 33%から 58%に，PSは 31%から 62%に向上する．MKはデータ
がスパースになるため精度が 29% から 25% に低下する．次数を 2 次から 3 次に増やす
[132, 133]．MKは次数が 1次の場合でも映画毎に 18個の (すなわち 18次元空間で)パラメータを推定す
る必要がある．2次になると 18C1 + 18C2 = 171個，3次では 18C1 + 18C2 + 18C3 = 987個，18次
では
P18
i=1 18Ci = 2
18   1 = 262; 143個ものパラメータを推定しなくてはならないため，データが足
りなくなってしまう．一方 PSは映画毎に 1個のパラメータを推定すれば良い．
84
と，NSは 58%から 68%に，PSは 62%から 77%に向上する．MKは 25%のままであ





カテゴリの スムージング Minkaの 分散環境対応
次数 なし (NS) スムージング (MK) スムージング (PS)
1次 4% 1% 5%
10 2次 4% 1% 5%
3次 4% 2% 5%
1次 26% 17% 26%
100 2次 25% 3% 27%
3次 26% 3% 27%
1次 83% 71% 84%
1,000 2次 81% 25% 85%


















カテゴリの スムージング Minkaの 分散環境対応
次数 なし (NS) スムージング (MK) スムージング (PS)
1次 4% 0% 5%
10 2次 4% 1% 5%
3次 4% 1% 5%
1次 26% 0% 27%
100 2次 26% 3% 27%
3次 26% 3% 27%
1次 84% 25% 85%
1,000 2次 84% 25% 85%






















次数 無 ( =1) 弱 ( = 2:0) 中 ( = 1:0) 強 ( = 0:1)
1次 4% 0% 0% 0%
10 2次 4% 1% 1% 1%
3次 4% 1% 1% 1%
1次 26% 3% 3% 3%
100 2次 26% 3% 3% 3%
3次 26% 3% 3% 3%
1次 84% 24% 24% 24%
1,000 2次 84% 25% 25% 25%




次数 無 ( =1) 弱 ( = 2:0) 中 ( = 1:0) 強 ( = 0:1)
1次 4% 4% 4% 3%
10 2次 4% 4% 4% 1%
3次 4% 4% 4% 1%
1次 26% 26% 25% 16%
100 2次 26% 25% 24% 8%
3次 26% 23% 20% 5%
1次 84% 83% 80% 53%
1,000 2次 84% 78% 71% 40%
3次 84% 70% 60% 33%
とがわかった．以下では，この提案手法 (表 6.15)と従来手法 (表 6.12)の推薦精度をプロ
ファイル毎に比較し，提案手法の特性や適用限界を探る．
要求される安全性が強 ( = 0:1)における，性別と年代のプロファイルを用いた場合の
精度の詳細 (推薦数が 10件の 1次)を表 6.16に示す．
14種類の性別と年代の組み合わせのうち 12種類において，提案手法の精度は従来手法
よりも優れている．提案手法は幅広い性別や年代で推薦精度を高めることができたが，女
性の 18歳未満は 22件の正解が 21件に，女性の 56歳以上は 33件の正解が 17件に低下






次数 無 ( =1) 弱 ( = 2:0) 中 ( = 1:0) 強 ( = 0:1)
1次 4% 4% 4% 3%
10 2次 4% 4% 4% 1%
3次 4% 4% 3% 1%
1次 25% 25% 25% 16%
100 2次 25% 24% 23% 9%
3次 25% 23% 20% 6%
1次 84% 83% 80% 56%
1,000 2次 84% 78% 72% 45%





次数 無 ( =1) 弱 ( = 2:0) 中 ( = 1:0) 強 ( = 0:1)
1次 4% 4% 4% 3%
10 2次 4% 4% 4% 2%
3次 4% 4% 4% 2%
1次 26% 26% 25% 17%
100 2次 26% 26% 25% 15%
3次 26% 26% 25% 14%
1次 84% 83% 81% 59%
1,000 2次 84% 82% 79% 56%
3次 84% 82% 79% 55%
中最も少なく，女性の 56歳未満は購入数が 1.1%(574,689件のうち 6,489件)と 14種類
中二番目に少なく，推薦の手がかりとなる情報量が足りないことが考えられる．
要求される安全性が強 ( = 0:1)における，職業のプロファイルを用いた場合の精度の




表 6.16 要求される安全性が強 ( = 0:1)における，性別と年代のプロファイルを用い




なし (NS) 分散環境対応スムージングあり (PS)
–18 10,265 33 0% 71 1%
18–24 76,828 2,174 3% 2,986 4%
25–34 168,861 4,150 2% 6,376 4%
男性 35–44 86,821 1,812 2% 2,504 3%
45–49 34,756 126 0% 411 1%
50–55 33,193 120 0% 337 1%
56– 18,537 76 0% 103 1%
–18 5,329 22 0% 21 0%
18–24 23,888 84 0% 344 1%
25–34 53,488 640 1% 1,603 3%
女性 35–44 29,753 107 0% 357 1%
45–49 14,663 54 0% 81 1%
50–55 11,818 52 0% 65 1%
56– 6,489 33 1% 17 0%
計 574,689 9,483 2% 15,276 3%
の 6 件の正解が 3 件に低下してしまった．“farmer” は購入数が 0.2%(574,689 件のうち
1,417件)と 21種類中最も少なく，推薦の手がかりとなる情報量が足りないことが考えら
れる．また，職業が “retiree”の 40件の正解が 21件に低下してしまった．“retiree”の購




表 6.17 要求される安全性が強 ( = 0:1)における，職業のプロファイルを用いた場合




なし (NS) 分散環境対応スムージングあり (PS)
academic / educator 49,143 378 1% 1,173 2%
artist 28,572 92 0% 246 1%
clerical / admin 19,045 61 0% 106 1%
college / grad student 73,427 1,990 3% 2,741 4%
customer service 11,774 43 0% 59 1%
doctor / health care 22,741 81 0% 172 1%
executive / managerial 61,270 596 1% 1,691 3%
farmer 1,417 6 0% 3 0%
homemaker 6,717 25 0% 29 0%
K–12 student 13,253 48 0% 88 1%
lawyer 12,353 57 0% 58 0%
programmer 34,543 102 0% 600 2%
retiree 8,886 40 0% 21 0%
sales / marketing 28,885 77 0% 375 1%
scientist 14,214 64 0% 67 0%
self-employed 26,586 85 0% 196 1%
technician / engineer 42,338 228 1% 863 2%
tradesman / craftsman 6,546 25 0% 26 0%
unemployed 7,650 19 0% 27 0%
writer 32,996 122 0% 395 1%
other / not specified 72,333 1,170 2% 1,855 3%









































































プライバシ スムージング ノイズ 関係 P@10, P@100, P@1,000
-
完全一致 - - - - 4%, 24%, 68%
完全一致 あり - - - 5%, 25%, 77%
部分一致 - - - - 4%, 26%, 83%
部分一致 あり - - - 5%, 27%, 84%
あり
部分一致 - 弱 ( = 2:0) - - 1%, 3%, 25%
部分一致 - 弱 ( = 2:0) あり - 4%, 26%, 83%
部分一致 - 弱 ( = 2:0) あり あり 4%, 25%, 83%
部分一致 あり 弱 ( = 2:0) あり あり 4%, 26%, 83%
あり
部分一致 - 中 ( = 1:0) - - 1%, 3%, 25%
部分一致 - 中 ( = 1:0) あり - 4%, 25%, 80%
部分一致 - 中 ( = 1:0) あり あり 4%, 25%, 80%
部分一致 あり 中 ( = 1:0) あり あり 4%, 25%, 81%
あり
部分一致 - 強 ( = 0:1) - - 1%, 3%, 25%
部分一致 - 強 ( = 0:1) あり - 3%, 16%, 53%
部分一致 - 強 ( = 0:1) あり あり 3%, 16%, 56%









































的である．たとえば，表 4.11 に示したように，冪乗余の回数は NWL 回にも及ぶため，






実験は Intel Xeon E5-2697 v4 (2.30GHz, 18 cores) の CPU を 2 台と 512GByte のメモ




















訪問者が商店から推薦を受ける．phe(準同型案号) ライブラリの paillier クラスを
利用している．
処理性能を左右する暗号関連のライブラリは個別のプログラムに対応させて記載したが，
プログラムを簡潔に記述するために math, numpy, itertools などの一般的なライブラリも
用いている．なお，ベンチマークは繰り返し計測を行う必要があるため，該当する箇所の
みを timeitライブラリで計測した．

























登場人物 Vaidyaらの方式 [55] 提案方式
ID管理組織
NV L NW +MGV
(約 2:5 106 日) (約 16日)
商店
NV L MG+NWL





1 + 2V + L
(約 38秒)
Vaidyaらの方式 [55]は 3者間での運用を想定していないので，ID管理組織-商店間の
みを考慮する*2．Vaidyaらの方式は ID管理組織と商店でそれぞれ NV L回の冪乗余が必
要となる*3．提案方式は NWL 回の冪乗余が支配的である．処理性能において提案方式









いて 96倍の高速化を行うとすると，100万人の会員を有する ID管理組織と T1(1ヶ月)以
内の要件を満たすことができる．商品数が 1,000種類程度の中規模の商店であれば 1,000









図 7.2 処理性能を満たす条件 (商店でのMG+NWL回の冪乗余にかかる期間．1人
あたりの商品の種類数 G = 10,プロファイルの値の種類数W = 3，シングルコアの場
合)，緑の領域は条件を満たし，赤の領域は満たさない．
人の会員を有する ID管理組織と T1(1ヶ月)以内の要件を満たすことができる．以上のこ
とから，提案システムは条件によって T1(1ヶ月)以内という “(要件 3a) ID管理組織-商店
間の処理性能の要件”を満たす．
なお，T1 を 1ヶ月から 1週間に変更する場合は，商店は費用をかけて約 4倍の性能の








アの CPUを搭載していると想定)を用いて 16並列で冪乗余する．さらに，L = 104 種類
ある商品を 100種類ずつに 100分割して，ユーザが 100種類の商品を眺めている間に次
の 100種類の商品の推薦を計算する．これらの工夫により，商店での処理を 1,600倍，訪
問者での処理を 100倍高速化する．すると，商店での処理を約 36分から約 1.4秒に，訪


































推薦精度については，MovieLens 1M データセットを用い，Inter PPR の推薦と，ユー
ザの実際の評価値に基づく購入予測との一致度を推薦精度とした．分散環境対応スムージ
ングを用いる場合と用いない場合の推薦精度を比較した結果，推薦数 10，100，1,000に
おいて精度が 1%から 9%向上した．このことから，MovieLens 1Mデータセットの場合
は，Inter PPR環境において分散環境対応スムージングの効果を維持できることを明らか
にした．また，提案した匿名加工を用いた場合の推薦精度と，従来の匿名加工法を用いた






員数 プロファイル項目数 商品種類数に比例する点がボトルネックとなる．会員 100
万人 プロファイル 3項目 商品 1万種類の場合や，会員 1億人 プロファイル 3項
目 商品 100種類の場合は処理時間が 1ヶ月以内となり実用的であるが，ユースケース













薦を行う Inter-Organization Privacy-Preserving Recommender System Based on Secure and
Efficient Use of Profiles and Purchase Records (Inter PPR)を提案した．Inter PPRにより，
推薦に必要な情報を全て保有可能な大組織だけでなく，一部の情報しか保有できない中小















































































ルチコア CPUを用いて 96倍の高速化を行うとすると，会員 1億人，プロファイル 57項
目，商品 100種類の場合や会員 100万人，プロファイル 57項目，商品 1万種類の場合は
処理時間が 1ヶ月以内となり，実用的であるが，ユースケースの最大規模である会員 1億
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