A new systematic sampling design called "Modified Systematic Sampling (MSS)", proposed by [2] is more general than Linear Systematic Sampling (LSS) and Circular Systematic Sampling (CSS). In the present paper, this scheme is further extended for populations having a linear trend. Expressions for mean and variance of sample mean are obtained for the population having perfect linear trend among population values. Expression for the average variance is also obtained for super population model. Further, efficiency of MSS with respect to CSS is obtained for different sample size.
Introduction
In survey sampling, Linear Systematic Sampling (LSS) is a commonly used design. Generally, it is useful when population size N is a multiple of sample size n, i.e. N = nk (where k is the sampling interval). Thus, we have k samples each of size n. However, LSS is not beneficial when population size N is not a multiple of the sample size n, i.e. N = nk. Because in this case, LSS cannot provide a constant sample size n, thus, estimate of population mean (total) is biased. Therefore, Circular Systematic Sampling (CSS) was introduced by Lahiri in 1952 (cited in [1, p.139] ). Contrary to LSS, CSS is not advantageous when population size N is a multiple of the sample size n, i.e. N = nk as in this case, CSS produces n replicates of k samples. Further, in CSS, the number of samples also rapidly increase to N as compared to k samples of LSS. To improve the efficiency of systematic sampling, researchers proposed several modifications in the selection procedure. The considerable work is done by [4] , [6] and [7] . In the recent years, [8] proposed Diagonal Systematic Sampling (DSS) under the condition that n ≤ k as a competitor of LSS. Later, the condition n ≤ k for DSS have relaxed by [9] . The generalization of DSS is suggested by [10] . Some modification in LSS are proposed by [11] , in which odd and even sample sizes are dealt separately. Further modification on LSS is also proposed by [12] . Diagonal Circular Systematic Sampling (DCSS) proposed by [5] is an extension of DSS to the circular version of systematic sampling. A note on DCSS has been proposed by [3] . However, some of these schemes are applicable when N = nk while other can be used only when N = nk.
A new systematic sampling design called "Modified Systematic Sampling (MSS)" proposed by [2] , which is applicable in both situations, whether N = nk or N = nk. According to this design, first compute least common multiple of N and n, i.e. 
Which is CSS.
To study the characteristics of MSS, we use an alternative method by partitioning the total number of samples into different sets of similar samples. To develop an alternative method, let us assume that k 1 can be written as k 1 = qk + r m , where q and r m are quotient and remainder respectively. Further, we assume that w = 1 if (m − q) ≤ 1 and, w = (m − q) if (m − q) > 1. In both cases, there are two types of partitioning, i.e. between samples and within samples(see detail in Subsections 1.1 and 1.2).
1.1. When w = 1. In this case partitioning between samples and within samples are given in the Subsections 1.1.1 and 1.1.2.
1.1.1. Partitioning between samples. In this case, k 1 possible samples are mainly partitioned into two groups. The first group consists of initial {k 1 − (m − 1)k} samples and second group contains last (m − 1)k samples. However, in the second group, there are (m − 1) subgroups, each attains k samples. If a random number r is selected from the first k 1 units of a population, there is a possibility that it is selected from the first group, i.e. {k 1 − (m − 1)k} or it is selected from the (m−1) subgroups of the second group, i.e. {k 1 −(m−u)k} < r ≤ {k 1 −(m−u−1)k} such that u = 1, 2, ..., (m − 1), where integer u is selected corresponding to a random number r.
1.1.2.
Partitioning within samples. Furthermore, in the first group, all s units of all m sets in each sample are labeled as r + (i − 1)k + (j − 1)k 1 , such that i = 1, 2, ..., m and j = 1, 2, ..., s; while in the second group, all s units of the first (m − u) sets are labeled as r + (i − 1)k + (j − 1)k 1 such that i = 1, 2, ..., (m − u) and j = 1, 2, ..., s and in each of the last u sets, first (s − 1) units are labeled as r + (i − 1)k + (j − 1)k 1 such that i = (m − u + 1), ..., m; j = 1, 2, ..., (s − 1) and last unit is labeled as r+(i−1)k+(j−1)k 1 −N such that i = (m−u+1), ..., m and j = s.
1.2. When w = (n − q) > 1. In this case partitioning between samples and within samples are given in the Subsections 1.2.1 and 1.2.2.
1.2.1. Partitioning between samples. In this case k 1 samples are mainly partitioned into two groups, the first group consists of the number of samples in which r ≤ {k 1 − (w − 1)k + r m }. The econd group contains the number of samples in which r > {k 1 − (w − 1)k + r m }. The first group is further partitioned into {(m − w) − (w − 1) + 2} subgroups in which, there are r m number of samples in each of the first and the last subgroups, and k samples in each of the middle {(m − w) − (w − 1)} subgroups. In each subgroup of the first group, corresponding to a random number r, an integer u is picked in such a way that
The second group consists of last {(w − 1)k − r m } = {(k − r m ) + (w − 2)k} samples, which is the combination of the first (k − r m ) samples and the last (w − 2) sets of k samples. These (w −2) sets of k samples further partitioned in such a way that the first r m of every k samples forms the first subgroup and the last (k − r m ) samples of every k samples together with the first (k − r m ) samples of this group forms the second subgroup. However, when w = 2, then we have only (k − r m ) samples in the second group.
1.2.2.
Partitioning within samples. In each sample of the first group, all s units of the first (m−u) sets are labeled as r+(i−1)k+(j−1)k 1 such that i = 1, 2, ..., (m−u) and j = 1, 2, ..., s, and in each of the last u sets, the first (s−1) units are labeled as r + (i − 1)k + (j − 1)k 1 such that i = (m − u + 1), ..., m, j = 1, 2, ..., (s − 1) and the last unit is labeled as r
In each sample of the first subgroup of the second group, all s units of the first (w − x) sets are labeled as r + (i − 1)k + (j − 1)k 1 such that i = 1, 2, ..., (w − x) and j = 1, 2, ..., s; the units of middle (m − w + 1) sets are labeled in such a way that, the first (s − 1) units of each set are labeled as r + (i − 1)k + (j − 1)k 1 such that i ∈ (w − x + 1), ..., (m − x + 1), j = 1, 2, ..., (s − 1) and the last unit of each set is labeled as r + (i − 1)k + (j − 1)k 1 − N such that i ∈ (w − x + 1), ..., (m − x + 1) and j = s; the units of the last (x − 1) sets are labeled in such a way that, the first (s−2) units are labeled as r+(i−1)k+(j −1)k 1 such that i ∈ (m−x+2), ..., m, j = 1, 2, ..., (s−2) and the last two units in each set is labeled as r+(i−1)k+(j−1)k 1 −N such that i ∈ (m − x + 2), ..., m and j = (s − 1), s. However, when s = 1, the units in these (x − 1) sets are labeled as r + (i − 1)k + (j − 1)k 1 − 2N . The possible values of x are 2, 3, ..., (w − 1). Note: If w = 2, then this set of samples does not exist. In the second subgroup of the second group, all s units of the the first (w − x) sets are labeled as r + (i − 1)k + (j − 1)k 1 such that i = 1, 2, ..., (w − x) and j = 1, 2, ..., s; The units of middle (m − w) sets are labeled in such a way that the first (s − 1) units of each set are labeled as r + (i − 1)k + (j − 1)k 1 such that i ∈ (w −x+1), ..., (m−x) and j = 1, 2, ..., (s−1), the last unit of each set is labeled as r + (i − 1)k + (j − 1)k 1 − N such that i ∈ (w − x + 1), ..., (m − x) and j = s, the units of the last (x−1) sets are labeled in such a way that, the first (s−2) units are labeled as r + (i − 1)k + (j − 1)k 1 such that i ∈ (m − x + 2), ..., m, j = 1, 2, ..., (s − 2) and the last two units in each set is labeled as r + (i − 1)k + (j − 1)k 1 − N such that i ∈ (m − x + 2), ..., m and j = (s − 1), s. However, when s = 1, the units in these (x − 1) sets are labeled as r + (i − 1)k + (j − 1)k 1 − 2N , the possible values of x are 1, 2..., (w − 1).
Mean and variance of MSS for population having linear trend
The following linear model of hypothetical population is to be considered as
where α and β are the intercept and slope of the model respectively.
Mean of MSS.
The sample mean for both cases, i.e. w = 1 and w > 1 are given below (see detial in Appendix A.1).
If w = 2, the Equation (2.3) will reduce to
The sample mean (ȳ M SS ) is an unbiased estimator of population mean (Ȳ )
This is a variance of linear systematic sampling.
(ii) when w > 1
Yates corrected estimator
Yates corrected estimator of population mean for MSS is derived below. 
where λ 1l and λ 2l are selected so that sample mean coincides with the population mean in the presence of linear trend for all choices of r ∈ 1, 2, ..., k 1 . Alternatively Equation (3.1) can be written as
n .
Under the model given in (2.1), the population mean is
As mentioned earlier, that there are two cases, i.e. (i) w = 1 and (ii) w > 1. First, we consider the Case (i).
3.1.1. Case (i): when w = 1. In this situation, a random start r is selected from
k}, then l = 1 and the last value of each sample is labeled {r
Under the linear model given in (2.1), we haveȳ
Putting these values in (3.4), we have
Comparing the coefficients of α and β in (3.3) and (3.5) and solving for a 1 (r), we have
Putting a 1 (r) in (3.4), we have
If r > {k 1 − (m − 1)k}, then l = 2 and the last value of each sample is labeled {r
Under the linear model (2.1), we haveȳ M SS = α+β r +
Putting these values in (3.7), we have
Comparing the coefficients of α and β in (3.3) and (3.8) and solving for a 2 (r), we have
where u = 1, 2, ..., (m − 1), which are picked corresponding to a random number r such that
Putting a 2 (r) in (3.7), we have
3.1.2. Case (ii): when w > 1. As mentioned earlier in Section 1 , when s = 1, MSS becomes CSS (see [2] ). Therefore, we focus the MSS for s > 1. It is also mentioned in Subsection 1.2, all k 1 samples are partitioned into two groups. The first group contains the samples where r ≤ k 1 − (w − 1)k + r m and the second group consist of the samples in which r > k 1 − (w − 1)k + r m . The corrected sample mean for each sample in the first group is similar to the corrected sample mean found in Subsection 3.1.1, where r > k 1 −(m−1)k, because the pattern of samples in both situations is similar. Further, the weights assigned to the first and the last units of each sample in this group will be similar to the weights given in (3.9), i.e.
where u = (w − 1) corresponding to a random number r such that 1
The second group having samples in which r > k 1 − (w − 1)k + r m , and the first subgroup consists of the number of samples in which
. The Yates corrected estimator with l = 3 in (3.2), for the samples of the first subgroup can be written as
Putting these values in (3.12), we have
Comparing the coefficients of α and β given in (3.3) and (3.13) and solving for a 3 (r), we have
Putting a 3 (r) in the corrected estimator given in (3.12), we have
where x = 2, ..., (w − 1), which are picked corresponding to a random number r such that {k 1 − (w − x)k} < r ≤ {k 1 − (w − x)k + r m }. Similarly, the second subgroup consists of the number of samples in which
. The Yates corrected estimator with l = 4 in (3.2), for samples of this subgroup, can be written as
Putting these values in (3.16), we have
Comparing the coefficients of α and β given in (3.3) and (3.17) and solving for a 4 (r), we have
Putting a 4 (r) in the corrected estimator given in (3.16), we have
where x = 1, 2, ..., (w − 1), which are picked corresponding to a random number r such that
Average variance
In real life application, we hardly found such population exhibiting perfect linear trend. Therefore, it is necessary to study the average variance of the corrected estimator under MSS using following super population model.
where E(e t ) = 0, V (e t ) = E(e 2 t ) = σ 2 t g , Cov(e t , e v ) = 0, t = v = 1, 2, 3, ..., N and g is the predetermined constant. The average variance ofȳ (r) M SS under modified systematic sampling for population modeled by Y t = α + β t + e t is given by
where
Empirical study
Due to the complex nature of the derived expressions, the average variances of MSS and CSS cannot be theoretically compared. Therefore, in this paper, a computer based efficiency comparison of MSS and CSS is made numerically under super population model (4.1). The numerical comparison has been made for N = 21, N = 30, N = 50 and N = 78. As mentioned earliar, if L = N then MSS reduces to LSS and if L = (N × n) then MSS becomes CSS. Therefore, the choice of a sample size considered in this paper is based on the fact that N < L < (N ×n).
The relative efficiency of MSS over CSS is presented in Table 1 under g = 0, 1, 2, 3. This table includes 40 different combinations of N and n each at g = 0, 1, 2 and 3 which are to be considered for efficiency comparison, and it is observed that CSS is not applicable for 4 combinations. Thus, we have 36 × 4 = 144 results of efficiency comparison and found that MSS is more efficient than CSS in 135 cases. Further, it is to be noted, whenever Table 2 reflacts that MSS is more efficient than CSS.
Conclusion
Modified Systematic Sampling (MSS) is a more general scheme than LSS and CSS. Because, when least common multiple of N and n is equal to lower extreme, i.e. L = N , MSS coincides with LSS. If it is equal to upper extreme, i.e. L = (N × n), then MSS coincides with CSS. However, when L lies between these two extreme values, i.e. N < L < (N × n), MSS is advantageous over CSS. In this case, the number of samples is considerably reduced in MSS as compared to CSS, i.e. minimum reduction is half of the samples. Contrary to the CSS, the explicit expressions for mean and variance of mean are derived for population having perfect linear trend among the population values. Further, numerical comparison is carried out in this paper clearly favors the use of MSS over CSS for population modeled by a super population model with linear trend as well as for natural population. Here, V (MSS ) = Variance of modified systematic sampling and V (CSS ) = Variance of circular systematic sampling.
Appendix A. Mean and variance of MSS for population having linear trend
The following linear model of hypothetical population is to be considered
A.1. Mean of MSS. The sample mean for both cases, i.e. w = 1 and w > 1 are separately discussed below:
If r ≤ (k 1 − (m − 1)k, the mean,ȳ M SS can be written as
After simplification, we havē
Thusȳ M SS is a piecewise function of r, i.e.
Case (ii) when w > 1 If r ≤ {k 1 − (w − 1)k + r m }, then r must belongs to any one of the three subgroups which have been discussed in Section 1. Therefore, corresponding to a random number r, an integer u is picked in such a way that u = (w − 1)
For each subgroup,ȳ M SS can be written as
After few steps, we havē
If w > 2, then it is also possible that {k 1 −(w−x)k} < r ≤ {k 1 −(w−x)k+r 1 }, such that x = 2, 3, ..., w − 1. So,
then Equation (A.3) can be expressed as
Also, when s = 1, then Equation (A.3) can be expressed as
After simplifying of Equation (A.3) for each case, i.e. s = 1, s = 2 and s > 2, we havē 
After simplification of Equation (A.4) for each case, i.e. s = 1, s = 2 and s > 2, we havē
Thus, mean of MSS for above model of hypothetical population with random start r is given by:
If w = 2, then Equation (A.5) reduces tō
A.1.1. Unbiasedness of sample meanȳ M SS . We have two cases:
Case (i) when w = 1: Taking the expected value of (A.2), we have
After a little algebra, we have
which shows thatȳ M SS is an unbiased estimator ofȲ .
Case (ii) when w > 1: If w > 2, we take the expected value of (A.5), we have But if w = 2, we take the expected value of (A.5), given by After few steps, we have
When w = (m − q) in (A.6), we have
the above equation shows thatȳ M SS is unbiased estimator ofȲ as k 1 = qk+r 1 . Note: Putting w = 1 in (A.6), we also have
A.2. The variance ofȳ M SS .
After simplification, we have
(ii) when w > 1 If w > 2, then V (ȳ M SS ) will be expressed as:
If w = 2, then the term
will be vanished in both situations, when w = 1 or w = (m − q). So, we are left with
Appendix B. Average variance
In real life application, we hardly found such population exhibiting perfect linear trend, therefore, it is necessary to study the average variance of the corrected estimator under MSS using following super population model.
where E(e t ) = 0, V (e t ) = E(e 2 t ) = σ 2 t g , Cov(e t , e v ) = 0, t = v = 1, 2, 3, ..., N and g is a predetermine constant. Under the above super population model (B.1), the average variance expression of MSS is given below:
Consider that l th sum of squares (SSl ) are given by
and Y rn under the model Y t = α + β t + e t , can be expressed as: ,
Similarly, 
Equations (B.4) and (B.5) can be written as:
, and
Substituting the values of E (SS1) and E (SS2) in (B.3), we have
Case (ii) when w > 1 We can write
However, for each of these subgroups E (SS2) will be used. Thus, the average variance of the corrected sample mean can be expressed as (B.10)
The E (SS2) is already obtained in case of w = 1, i.e.
Under the super population model, we havē Similarly,
(B.14) E (SS4) = χ 4 (x, r) + 
