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Abstract
We prove some estimations of the correlation of two local observables in quantum spin systems (with
Schro¨dinger equations) at large temperature. For that, we describe the heat kernel of the Hamiltonian for
a finite subset of the lattice, allowing the dimension to tend to infinity. This is an improved version of an
earlier unpublished manuscript.
1. Introduction.
In the last years, many works were devoted to the estimates, or asymptotics, of the correlation of two
local observables, (or Ursell functions of n local observables), for classical spin systems, at large, or at small
temperature. The aim of this work is a beginning of a similar study for quantum spin systems, related to
the Schro¨dinger equation, (for two observables, at large temperature).
In classical statistical mechanics on a lattice L, an interaction is the definition, for each finite subset Λ
of L, of a function VΛ on IR
Λ, or (IRp)Λ if there are p degrees of freedom at each site. Then, for each β > 0
(the inverse of the temperature), the mean value of the local observable f , (i. e. of a function f on (IRp)Λ),
is:
EΛ,β(f) = ZΛ(β)
−1
∫
(IRp)Λ
e−βVΛ(x)f(x)dx ZΛ(β) =
∫
(IRp)Λ
e−βVΛ(x)dx.
The bilinear analogue (correlation of two local observables), or the multilinear analogue (Ursell function
of n local observables), are defined in a standard way, (see, for example, D. Ruelle [21], B. Simon [22] or
R.A. Minlos [18]). We say that f is supported in a part E of Λ if f depends only on the variables xλ
corresponding to sites λ which are in E. A classical problem is to estimate the decay of the correlation of
two local observables f and g with disjoint supports E and F when the distance of E and F tends to +∞.
When β is small enough (large temperature), this is a classical result of L. Gross [10]. For the study of
Ursell functions at high temperature in classical mechanics, (tree decay), see, for example, Bertini, Cirillo
and Oliveri [8]. For a small temperature, the problem is more complicated and more hypotheses are needed:
see the works of Helffer, Sjo¨strand, V. Bach, T. Jecko, J.S. Mo¨ller, O. Matte, ... [6],[7], [11] to [17], [24], [25].
In this work, we are interested to similar results in quantum statistical mechanics, for β small enough.
Let us consider a quantum d-dimensional lattice of particles, each of them moving in IRp. To each finite
subset Λ of the lattice L = ZZd, we shall define below, with more details, a potential VΛ, which is still a real
valued function on (IRp)Λ. We denote by HΛ the following differential operator in (IR
p)Λ, depending on the
Planck’s constant h:
(1.1) HΛ = −h
2
2
∑
λ∈Λ
∆xλ + VΛ(x)
1
where x = (xλ)λ∈Λ denotes the variable of (IR
p)Λ, each variable xλ being in IR
p. With suitable hypotheses
(see below), the exponential e−βHΛ will be defined for β > 0, and will be of trace class. Then, a local
observable is no more a function, but a bounded operator A on the Hilbert space HΛ = L2((IRp)Λ). The
mean value EΛ,β(A) is defined now, instead of the previous definition, by:
(1.2) EΛ,β(A) = ZΛ(β)
−1 Tr(e−βHΛA), ZΛ(β) = Tr(e
−βHΛ).
If E is a subset of Λ, we say that A is supported in E if A can be seen as an operator on the Hilbert space
HE . If A and B are two local observables, supported in two disjoint subsets E1 and E2 of Λ, a natural
definition for the correlation is:
(1.3) CovΛ,β(A,B) = EΛ,β(AB)− EΛ,β(A)EΛ,β(B).
One of the goals of this work is to give an analogue of the result of L. Gross in this situation, and to
estimate the decay of CovΛ,β(A,B) when the distance of the supports E1 and E2 of A and B tends to
+∞ (see Theorem 1.3 below), assuming that β is small enough. Perhaps such a bound can be obtained by
probabilistic methods, (see [1], [18], [19], . . .), but we want here to prove it by a careful study of the integral
kernel of the operator e−βHΛ . Since |Λ| tens sometimes to +∞, we have to study a heat kernel in large
dimension, like in Sjo¨strand [23]. The bound of the correlations is applied to study the rate of convergence
to some thermodynamic limits, and to prove that there is no phase transitions (discontinuity of the mean
energy per site) for β small enough (see Theorems 1.4 and 1.5 below).
Now, let us give more details on the interaction, i.e. on the family of functions (VΛ)Λ⊂ZZd . We consider
a function A ∈ C∞(IRp, IR) and, for each pair of sites λ and µ in the lattice, a function Bλ,µ ∈ C∞(IR2p, IR).
For each finite subset Λ of ZZd, we denote by VΛ the following potential in (IR
p)Λ:
(1.4) VΛ(x) =
∑
λ∈Λ
A(xλ) +
∑
λ,µ∈Λ
λ 6=µ
Bλ,µ(xλ, xµ) x = (xλ)λ∈Λ.
For sake of simplicity, we assume that Bµ,λ = Bλ,µ. When invariance by translation is needed, Bλ,µ will
depend only on λ− µ. We shall assume that Bλ,µ is small when |λ− µ| is large. More precisely, we assume
that, for some ε ∈]0, 1[, the following hypothesis is satisfied:
(Hε) For each α ≥ 0 and β ≥ 0, there exists Cα,β(ε) > 0 such that
(1.5) sup
λ∈ZZd
∑
µ∈ZZd
‖∇αxλ∇βxµBλ,µ‖
ε|λ−µ|
≤ Cα,β(ε).
The function A is bounded from below. All the derivatives of order ≥ 1 of A are bounded. For each m > 0
and β > 0, we have:
(1.6) sup
x∈IRp
(1 + |x|)me−βA(x) = Cm(β) < +∞.
In all this paper, we denote by ‖ ‖ the L∞ norm of a function. The hypothesis (1.6) is not needed for
Theorems 1.1 and 1.2, but only for Theorem 1.3, 1.4 and 1.5. For the estimation of correlations (theorem
1.3), if the two observables are multiplications by bounded functions, we don’t need (1.5) for all α and β,
but for a finite number. It is the same if the supports of the observables are, for example, single points.
If (Hε) is satisfied for some ε ∈]0, 1[, there exist M1(ε) and M2(ε), (independent of Λ), such that, for each
finite set Λ, and for each point λ ∈ Λ:
(1.7) sup
λ∈Λ
‖∇xλVΛ‖ ≤M1(ε) sup
λ∈Λ
∑
µ∈Λ
‖∇xλ∇xµVΛ‖
ε|λ−µ|
≤M2(ε).
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In the following, the parameter β will be denoted by t, since we shall use evolution equations. All the
results of this work, excepted the bounds for the first order derivatives, will be valid under the following
condition:
(1.8) ht = hβ ≤ T0 T0 =M2(ε)−1/2.
The first result is devoted to the description of the integral kernel of e−tHΛ , with inequalities where the
constants are independent of Λ, if the condition (Hε) is satisfied. We denote by ∇λ the differential, with
respect to (xλ, yλ) ∈ IR2p (λ ∈ Λ) of a C∞ function f on (IR2p)Λ. The norm of ∇λf(x) is its norm in (IR2p)⋆.
We denote by diam(A) the diameter of a subset A of ZZd. (For the theorem 1.1, the norm in ZZd is arbitrary.)
Theorem 1.1. Under the previous hypotheses, the integral kernel UΛ(x, y, t) of e
−tHΛ can be written in the
form
(1.9) UΛ(x, y, t) = (2πth
2)−p|Λ|/2 e−
|x−y|2
2th2 e−ψΛ(x,y,t),
where ψΛ is a C
∞ function in (IRp)Λ × (IRp)Λ × [0,+∞[, depending on the parameter h > 0. Moreover, if
(Hε) is satisfied, for each finite subset Λ of ZZ
d, we have, for all t > 0
(1.10) sup
λ∈Λ
‖∇λψΛ(., t)‖ ≤ tM1(ε).
For each m ≥ 2, for all points λ(1), ..., λ(m−1) in Λ, we can write, if ht ≤ T0, (the constant of (1.4)):
(1.11) sup
(x,y)∈(IRp)Λ×(IRp)Λ
∑
µ∈Λ
|∇λ(1) ...∇λ(m−1)∇µψΛ(x, y, t)|
εdiam({λ(1),...λ(m−1),µ})
≤ tKm(ε),
where Km(ε) is independent of Λ.
J. Sjo¨strand proved in [23] that, near the diagonal, the integral kernel UΛ can be written in the form
(1.9), and he proved that an approximation modulo O(h∞) of the function ψΛ satisfies, near the diagonal,
inequalities which are equivalent to (1.11). A family of functions satisfying the estimates (1.11) is called in [23]
a 0−standard function with exponential weight. Here, we study the function ψΛ itself, not an approximation,
and the estimation is global.
In the semiclassical limit, ψΛ(x, y, t) is approximated by the product of t by the average of VΛ on the
segment [x, y]. By (1.4), this semiclassical approximation is written as a sum of terms, associated to points
λ, or couples of points (λ, µ). In the next theorem, we shall describe ψΛ itself, and not its approximation,
in a similar way. In fact, there will be some difference: instead of a sum taken on the sites λ or the couples
of sites (λ, µ) like in (1.4), we shall need, for ψΛ, a sum of functions TQψΛ, associated to all the boxes Q
contained in Λ. When it is restricted to the diagonal, the function associated to the box Q will depend
only on the variables xλ (λ ∈ Q), and the function will decrease almost like εdiam(Q) when Q is large. In
the literature on classical lattice spin systems, (without Schro¨dinger equation), the potential VΛ is often
supposed to be a sum of such functions. A box of ZZd is a set of the following form:
(1.12) Λ =
d∏
j=1
[aj , bj ]
where aj and bj are in ZZ (aj ≤ bj). In Theorem 1.1, the choice of the norm in ZZd was irrelevant, but now
it is the ℓ∞ norm.
Theorem 1.2. We can define, for each box Λ of ZZd, and for each box Q ⊆ Λ, (Q may be a single point), a
function (TQψΛ)(x, y, t) (where ψΛ is the function of Theorem 1.1), such that:
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1. The function (TQψΛ)(x, y, t) is C
∞ and depends only on the variables xλ and yλ such that λ ∈ Q, and
on the variables xλ − yλ such that λ /∈ Q, (restricted to the diagonal, this function is supported in Q).
2. We have:
(1.13) ψΛ(x, y, t) = ψΛ(0, y − x, t) +
∑
Q⊆Λ
(TQψΛ)(x, y, t)
where the the sum is taken on all boxes Q contained in Λ, including the points.
3. If (Hε) is satisfied (0 < ε < 1), if ht ≤ T0 (defined in (1.8) and (1.7)), for each integer m ≥ 1, for each
points λ(1), . . ., λ(m) in Λ, we have, for some constant Km(ε) > 0 independent of Λ:
(1.14) ‖∇λ(1) . . .∇λ(m)
(
TQψΛ
)
(., ., t, h)‖ ≤ Km(ε)tεdiam(Q∪{λ(1),...,λ(m)})(1 + diam(Q))2d.
If m = 0, this result is valid for boxes Q not reduced to single points. If m = 0 and Q is a single point λ, we
can write:
(1.15)
∣∣∣T{λ}ψΛ(x, y, t)− tA˜(xλ, yλ) + tA˜(0, yλ − xλ)∣∣∣ ≤ K(ε)(t+ h2t2).
where A is the function appearing in (1.4), and:
(1.16) A˜(xλ, yλ) =
∫ 1
0
A(yλ + θ(xλ − yλ))dθ.
Now, we shall apply the decomposition of Theorem 1.2 to the study of correlations. For each disjoint
subsets E1 and E2 of ZZ
d, let us denote by Kop,op(E1, E2, t, h) the smallest positive constant such that, for
each A ∈ L(HE1) and B ∈ L(HE2), for each box Λ containing E1 and E2, we have:
(1.17) |CovΛ,t(A,B)| ≤ Kop,op(E1, E2, t, h) ‖A‖ ‖B‖.
By the definitions (1.2) and (1.3), this constant exists, and is ≤ 2. LetKfc,fc(E1, E2, t, h) the smallest positive
constant such that, for each continuous, bounded functions f and g, supported in E1 and E2, for each box
Λ containing E1 and E2, we have:
(1.18) |CovΛ,t(Mf ,Mg)| ≤ Kfc,fc(E1, E2, t, h) ‖f‖ ‖g‖.
We define similarly Kfc,op(E1, E2, t, h) and Kop,fc(E1, E2, t, h).
Theorem 1.3. Let (VΛ)Λ⊂ZZd be an interaction satisfying (Hε), (0 < ε < 1). Then, for each δ such that
0 < ε < δ < 1, there exists t1(ε, δ) and functions M(N, t, h, ε, δ) and N(ε, δ) with the following property. If
ht ≤ T0 (defined in (1.8)), and if t ≤ t1(ε, δ), for each finite disjoint sets E1 and E2, we have:
a) Kop,op(E1, E2, t, h) ≤M(|E1 ∪ E2|, t, h, ε, δ) δdist(E1,E2).
b) Kfc,fc(E1, E2, t, h) ≤ t inf
(
|E1|, |E2|
)
N(ε, δ) δdist(E1,E2).
c) Kop,fc(E1, E2, t, h) ≤ M(|E1|, t, h, ε, δ) δdist(E1,E2).
If f has bounded derivatives, and g is bounded, we can write:
d) |CovΛ,t(Mf ,Mg)| ≤ ‖∇f‖∞ ‖g‖ M(|E1|, t, h, ε, δ) δdist(E1,E2).
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The functions denoted by M , as functions of t and h, for fixed ε and δ, are bounded on each compact of
the set {(t, h), h > 0, 0 < t < t1(ε, δ), ht < T0}. The constant t1(ε, δ), limiting the validity of the result, is
independent of the three sets E1, E2 and Λ.
We don’t give precisely the behaviour of the constants as functions of t = β when t → 0, excepted in
the case of multiplications by bounded functions. It depends of the behaviour of Cm(t) in the hypothesis
(Hε). For the proof of this theorem, we obtain, from Theorem 1.2, a decomposition of the integral kernel of
e−βHΛ which is similar to the Mayer decomposition in classical statistical mechanics (see B. Simon [22]).
Now, we are interested to thermodynamic limits, and to the rate of convergence to such limits. We say
that a local observable A ∈ L(HΛ) is supported in a subset Q ⊂ Λ if A can be seen also as an element of
L(HQ). The proof of the next theorems 1.4 and 1.5 relies on the estimations of correlations, (Theorem 1.3),
and also, directly on the decomposition of ψΛ (Theorem 1.2).
Theorem 1.4. If the interaction satisfies (Hε), if ht ≤ T0 (defined in (1.8)), and if t is small enough, for
each local observable A, the following thermodynamic limit exists:
(1.19) ωt(A) = lim
n→+∞
EΛn,t(A) Λn = {−n, . . . , n}d.
Moreover, if ε < δ < 1, there exists t1(ε, δ) and a function K(h, t, ε, δ,N) such that, if ht ≤ T0, if t ≤ t1(ε, δ)
and if Λn contains the support of A,
(1.20)
∣∣∣ωt(A) − EΛn,t(A)∣∣∣ ≤ K(h, t, ε, δ, |supp(A)|) ‖A‖ δdist(supp(A),Λcn).
Theorems 1.3 and 1.4 can be applied to prove some properties of a state of the C⋆ algebra A associated
to the family of Hilbert spaces HΛ. Let us recall (see B. Simon [22], section II.1, or Bratteli-Robinson [9]),
that, if Λ1 ⊂ Λ2, we have a natural identification of L(HΛ1 ) as a subspace of L(HΛ2), and A is the closure
of the union of (equivalence classes of) all the L(HΛ). Then, for each h and t such that Theorem 1.4 can be
applied, the limit in (1.19) defines a state on A, still denoted by ωt. Theorem 1.3 proves that this state has
the mixing property, (quantum analogue of the definition III.1.21 of B. Simon [22]):
(1.21) lim
|u|→∞
[
ωt(A ◦ τuB)− ωt(A)ωt(B)
]
= 0 ∀A,B ∈ A
if ht < T0 and if t is small enough. Here τu is the natural translation by a vector u ∈ ZZd. For this application,
it is useful that the condition of validity of Theorem 1.3 does not depend on the number of elements of the
supports. In this application to the mixing property, invariance by translation is needed, and we assume
that Bλ,µ depends only on λ− µ.
In the second application, we consider the mean value, not of a local observable, but of the mean energy
per site.
Theorem 1.5. If (Hε) is satisfied, and if ht ≤ T0, the following limit exists:
(1.22) E(t) = lim
n→+∞
1
|Λn|XΛn(t), XΛ(t) =
∂
∂t
lnZΛ(t),
where ZΛ(t) is defined in (1.2) and Λn in (1.19). We can write :
(1.23)
∣∣∣E(t)− 1|Λn|XΛn(t)
∣∣∣ ≤ K(t, h)
n
The constant K(t, h) is bounded on each compact set of {(h, t), h > 0, t > 0, ht < T0}.
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By the last statement, E(t) is a continuous function of t in the domain in which the theorem is applicable:
in other words, there is no phase transition, if t = β is small enough.
Theorem 1.1 is proved in section 2. The family of operators TQ, which gives a decomposition of any
function on (IRp)Λ, and that we use for the proof of theorem 1.2, is explained in section 3. The estimations
of TQψΛ are proved in section 4. In sections 5 and 6, we see how to dissociate two disjoint sets Λ1 and Λ2
when Λ is their union. Then, in sections 7 and 8, the decomposition of Theorem 1.2 will be applied to the
correlations. For the bound of correlations in the multiplicative case, section 8 is not needed. Section 9 is
devoted to the proof of Theorems 1.4 and 1.5.
This article is an improved version of an earlier unpublished manuscript [3]. We are very grateful to B.
Helffer, T. Jecko, J. S. Mo¨ller, V. Tchoulaevski and V. Zagrebnov for helpful discussions.
2. Proof of Theorem 1.1.
The heat kernel UΛ(x, y, t) must satisfy
∂UΛ
∂t − h
2
2 ∆xUΛ + VΛ(x)UΛ = 0 for t > 0. Therefore, if UΛ is
written in the form (1.9), the function ψΛ in (IR
p)Λ appearing in this expression must satisfy the Cauchy
problem:
(2.1)
∂ψΛ
∂t
+
x− y
t
. ∇xψΛ − h
2
2
∆xψΛ = VΛ(x) − h
2
2
|∇xψΛ|2
(2.2) ψΛ(x, y, 0, h) = 0
This section is devoted to the study of this Cauchy problem. We shall use a maximum principle for the
linearized of (2.1), and more generally, for operators La in (IR
p)Λ × [0, T ] (Λ ∈ ZZd, T > 0) of the following
form:
(2.3)
(
Lau
)
=
∂u
∂t
+
x− y
t
.∇u − h
2
2
∆u +
∑
µ∈Λ
(aµ(x, t) . ∇xµu),
where a = (aλ)λ∈Λ is a family of continuous and bounded functions in (IR
p)Λ × [0, T ], and y ∈ (IRp)Λ. Since
there is a drift with unbounded coefficients, and since this maximum principle will be used again, it was
perhaps useful to give a precise statement:
Proposition 2.1. Let y ∈ (IRp)Λ, let a = (aλ)λ∈Λ be a family of functions such that aλ(x, t) (λ ∈ Λ) is
continuous and bounded in (IRp)Λ × [0, T ] (T > 0), with values in IRp, and u be a function in C((IRp)Λ ×
[0, T ])
⋂
C2((IRp)Λ×]0, T ]) such that u and ∇xλu (λ ∈ Λ) are bounded in (IRp)Λ×]0, T ] and u(x, 0) = 0.
Assume that the function f = Lau, defined by (2.3), (where h > 0), is bounded. Then we have, for each t0
and t (0 ≤ t0 ≤ t ≤ T ),
(2.4) ‖u(. , t)‖ ≤ ‖u(. , t0)‖+
∫ t
t0
‖Lau(., s)‖ ds.
Proof. Let χ ∈ C∞((IRp)Λ) be a real-valued function with χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 if |x| ≥ 2.
For R ≥ 0, set χR(x, y, t) = χ( |x−y|Rt ) , x ∈ (IRp)Λ, t > 0. If 0 < t0 < t, y fixed, and R > 0, the standard
maximum principle, applied in (IRp)Λ × [t0, t] with bounded coefficients in the first order terms, gives
‖χRu(., t)‖ ≤ ‖χRu(., t0)‖+
∫ t
t0
‖La(χRu(., s)‖ds.
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An explicit computation of La(χRu(., s) with our cut-off function shows that, when R→ +∞, La(χRu(., s)→
Lau. The Proposition follows (we may also let t0 → 0).
Now, we give a result of global existence of the solution ψΛ of the Cauchy problem (2.1), (2.2), with
global bounds of all the derivatives of this function, but, at this step, all the bounds, excepted for the first
order derivatives, may still depend on Λ, hence on the number of sites in the lattice, which will tend to
infinity later.
Proposition 2.2. Assuming only that VΛ is in C
∞((IRp)Λ), real-valued, and that all its derivatives of order
≥ 1 are bounded, then, there exists a unique global classical solution ψΛ(x, y, t) in C∞((IRp)Λ × (IRp)Λ ×
[0,+∞[) to (2.1), (2.2). Moreover, we have the estimations (1.10) for the first order derivatives, with M1(ε)
defined in (1.7). For each T > 0 and h > 0, all the derivatives of order ≥ 2 with respect to x and y of ψΛ
are bounded on (IRp)Λ × (IRp)Λ × [0, T ] (with bounds which may depend, at this step, on Λ, T and h).
Proof. This result of existence is an adaptation, due to the presence of the term containing x−yt , of a similar
result about a non linear heat equation, proved in [2]. Let us only explain what is new here. In order to
solve (2.1), (2.2) by a fixed point theorem, we use the explicit solution of the following Cauchy problem
(2.5)
∂u
∂t
+
x− y
t
∇xu− h
2
2
∆xu = f(x, t) (t > t0), u(x, y, t0) = g(x),
which is given by
u(x, y, t) =
∫
(IRp)Λ
Gh(x, x
′, y, t0, t)g(x
′)dx′ +
∫
x′∈(IRp)Λ
s∈[t0,t]
Gh(x, x
′, y, s, t) f(x′, s) dsdx′
where we set, if 0 < s < t:
(2.6) Gh(x, x
′, y, s, t) =
(
a(s, t)
2πh2
) p
2 |Λ|
e−
a(s,t)
2h2
|x′−m(x,y,s,t)|2
a(s, t) =
t
s(t− s) m(x, y, s, t) =
(
1− s
t
)
y +
s
t
x.
We shall use the following properties of this kernel, where C > 0 is independent of all the parameters:∫
(IRp)Λ
|∇xλGh(x, x′, y, s, t)|dx′ ≤
C
h
√
s
t(t− s)
To simplify the notations, we assume here that p = 1, and we denote by Gh(y, s, t) (resp. G
(λ)
h (y, s, t)) the
operator with integral kernel (x, x′)→ Gh(x, x′, y, s, t) (resp. ∂xλGh(x, x′, y, s, t)). With these notations, we
have:
∂xλ (Gh(y, s, t)f) =
s
t
Gh(y, s, t) ∂xλf.
Using this operator, we study the integral equation satisfied, not by ψΛ itself, but by its derivatives, if we
want to find ψΛ satisfying (2.1) and (2.2). For example, if ψΛ satisfies (2.1) in an interval [t0, t1], if y is fixed,
and if we are given ϕy,λ = ∇xλψΛ(., y, t0), we hope that the first order derivatives uy,λ(x, t) = ∇xλψΛ(x, y, t)
will satisfy, setting uy = (uy,λ)λ∈Λ and ϕy = (ϕy,λ)λ∈Λ:
uy = Syϕy + Ty(uy)
(
Syϕ
)
λ
(., t) =
t0
t
Gh(y, t0, t)ϕλ,
(
Ty(u)
)
λ
(., t) =
∫ t
t0
s
t
Gh(y, s, t)(∇xλVΛ)ds−
h2
2
∫ t
t0
G
(λ)
h (y, s, t)
∑
µ∈Λ
|uµ(., s)|2ds
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In order to solve such integral equations, we set, for each interval I = [t0, t1] (0 ≤ t0 < t1):
E1(I) =
{
u = (uλ)λ∈Λ, uλ ∈ C0((IRp)Λ × I, ‖u‖1,I = sup
λ∈Λ
(x,t)∈(IRp)Λ×I
t−1|uλ(x, t)| <∞
}
,
and we denote by B1,I(r) the ball in E1(I) with radius r and center at the origin. First, we solve uy = Ty(uy)
in an interval I = [0, τ ], (the initial data vanishing at t0 = 0). We can choose t1 > 0 such that Ty is a
contraction from B1,I(2M1(ε)) into itself, where I = [0, t1] andM1(ε) is defined in (1.7). Let uy = (uy,λ)λ∈Λ
be the fixed point of Ty in this interval. Then, we write the integral equation that the second, and third
order derivatives must satisfy, and we solve them as the first one in an interval [0, t1]. It follows that the
functions uy,λ are C
2 in (IRp)Λ×]0, t1[, and satisfy the equation:
(2.7)
∂(tuy,λ)
∂t
+
x− y
t
.∇(tuy,λ) − h
2
2
∆(tuy,λ) +
∑
µ∈Λ
(uy,µ(x, t) . ∇xµ(tuy,λ) = t∂xλVΛ(x, t).
The function ψΛ defined by:
ψΛ(., y, t) =
∫ t
0
Gh(y, s, t)
[
VΛ(.)− h
2
2
∑
λ∈Λ
|uy,λ(., s)|2
]
ds
satisfies (2.1) in (IRp)Λ×]0, t1[. The maximum principle, (Proposition 2.1), applied to the equation (2.7),
shows that |uy,λ(x, t)| ≤ t2M1(ε) if 0 ≤ t ≤ t1, which is a better estimation than which is given by the fixed
point theorem. Then, we take ϕy,λ(x) = uy,λ(x, t1) as an initial value for a problem in an interval I = [t1, t2].
We want a system of functions, again denoted by uy, such that uy = Syϕy + Tyuy in this interval. We can
chose t2 such that the map u → Syϕ + Tyu is a contraction of B1,I(2M1(ε)) into itself, where I = [t1, t2].
We prove again that u is C2 on (IRp)Λ×]t1, t2[, and satisfies (2.7), which implies again, by Proposition 2.1,
that |uλ(x, t)| ≤ t2M1(ε) if 0 ≤ t ≤ t2. We can iterate this process, and prove the existence of the functions
uy,λ in a sequence of intervals [tj , tj+1], in which these functions are C
2, with bounded derivatives. At each
time, Proposition 2.1, applied to the function tuy,λ, to the equation (2.7), and to the interval [0, tj] proves
that the initial data ϕy,λ at time tj satisfies ‖ϕy,λ‖ ≤ tj2 M1(ε). The length tj+1− tj of the interval, allowing
the fixed point theorem to work, depends only of the bound of this initial value, which is independent of
j. Therefore τ = tj+1 − tj may be chosen independent of j. Thus, we proved the global existence of ψΛ of
class C2 satisfying (2.1), (2.2) and (1.10). Then we solve the integral equations satisfied by the higher order
derivatives, including the derivatives with respect to y also. For each order of derivation, we have to find a
fixed point for an integral operator, and the length of the intervals, in which this operator may be contractive,
depends only on the bounds of the first order derivatives, already obtained globally. Thus, we prove the
global existence of the higher order derivatives, and that they are globally bounded in (IRp)Λ × [0, T ] for
each T > 0. This provides ψΛ verifying the properties stated in proposition 2.2.
Then the function UΛ defined in (1.9), with this function ψΛ, is the integral kernel of the operator
e−tHΛ . Excepted for the first order derivatives, the bounds given by the previous proof are not uniform with
respect to the set Λ. The next step will be the proof of such uniform bounds for the second order derivatives.
For that, we have to choose a norm N2 on the second differential of any function f on (IR
p)Λ. We set, for
ε ∈]0, 1[:
(2.8) N2
(
d2f(x), ε
)
= sup
λ∈Λ
∑
µ∈Λ
|∇xλ∇xµf(x)|
ε|λ−µ|
,
(with the euclidian norm on IRp.) We denote by ‖ ‖ the L∞ norm. The norm N2, and the norms Nm of
(2.10), appear in Sjo¨strand [23] in the definition of 0-standard functions with exponential weight. The norm
‖N2(ψΛ(., y, t)‖ is well defined for each Λ, y and t, by Proposition 2.2. The norm ‖N2(d2VΛ, ε)‖ is bounded,
independently of Λ, by the constant M2(ε) of (1.7).
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Proposition 2.3. If ht ≤ T0 = ‖N2(d2VΛ(.), ε)‖−1/2, we have, for all y ∈ (IRp)Λ, with the notation (1.7),
(2.9) ‖N2(d2ψΛ(.y, t), ε)‖ ≤ 2t‖N2(d2VΛ(.), ε)‖ = 2tM2(ε).
Proof. For each λ ∈ Λ, for each X in IRp, for each sequence (Yµ)µ∈Λ of vectors Yµ in IRp, and for each
y ∈ (IRp)Λ, the function
ϕ(x, t) =
∑
µ∈Λ
(X.∇xλ)(Yµ.∇xµ)ψΛ(., ., t, h)
ε|λ−µ|
satisfies the equation La(t
2ϕ) = t2F − h2t2G, where La is defined in (2.3) with, here, aλ = h2∇xλψΛ and:
F =
∑
µ∈Λ
(X.∇xλ)(Yµ.∇xµ)VΛ
ε|λ−µ|
G(x) =
∑
(µ,ν)∈Λ2
< ∇xν (X.∇xλ)ψΛ(x, y, t) , ∇xν (Yµ.∇xµ)ψΛ(x, y, t) >
ε|λ−µ|
We have, by the definition (2.8) of the norm N2:
|F (x)| ≤ N2(d2VΛ(x), ε) |X | sup
µ∈Λ
|Yµ|, |G(x)| ≤ N2(d2xψΛ(x, y, t), ε)2|X | sup
µ∈Λ
|Yµ|.
Therefore, by the maximum principle, (Proposition 2.1), applied to the function u = t2ϕ, and to the operator
La, with t0 = 0, we have:
‖t2ϕ(., ., t)‖ ≤ |X | sup
µ∈Λ
|Yµ|
∫ t
0
[
s2‖N2(d2VΛ(.), ε)‖+ h2s2‖N2(d2xψΛ(., y, s), ε)‖2
]
ds.
In other words, taking the sup on all vectors X and sequences Yµ, and on all points x and y,
t2‖N2(d2xψΛ(., y, t), ε)‖ ≤
∫ t
0
[
s2‖N2(d2VΛ(.), ε)‖+ h2s2‖N2(d2xψΛ(., y, s), ε)‖2
]
ds.
Then Proposition 2.3 follows easily, by a kind of quadratic Gronwall lemma.
End of the proof of theorem 1.1. Now, we need a norm Nm for the higher order differential d
mf(x) of a
function on (IRp)Λ. We set:
(2.10) Nm(d
mf(x), ε) = sup
(λ1,...,λm−1)∈Λm−1
∑
µ∈Λ
|∇xλ1 ...∇xλm−1∇xµf(x)|
εdiam({λ1,...,λm−1,µ})
.
In [23], a family of functions, depending on Λ, is called a 0−standard function with exponential weight
if Nm(d
mf(x), ε) is bounded, with bounds independent of Λ. The definition of [23] is more complicated,
since ℓp norms are used, not only ℓ1 and ℓ∞ norms like here. Again, ‖Nm(dmψΛ(., ., t), ε)‖ is well defined
by Proposition 2.2, and ‖Nm(dmVΛ, ε)‖ is bounded, independently of Λ, if the hypothesis (Hε) is satisfied.
Now, we can prove, by an induction on m ≥ 2, that, if (Hε) is satisfied, we have
(Pm) ‖Nm(dmψΛ(., ., t), ε)‖ ≤ tKm(ε) if ht ≤ T0,
where Km(ε) is independent of Λ. For each sequence (λ
(1), ..., λ(m−1)) of points in Λ, for each vectors Xj
(1 ≤ j ≤ m) and Yµ (µ ∈ Λ) in IRp, we shall estimate the function tmϕ, where
ϕ(x, t) =
∑
µ∈Λ
(X1.∇xλ1 )...(Xm−1.∇xλm−1 )(Yµ.∇xµ)ψΛ
εdiam({λ1,...,λm−1,µ})
.
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By differentiating (2.1), we see that this his function satisfies an equation of the type La(t
mϕ) = tmF where
La is defined in (2.3) with aµ = h
2∇xµψΛ, and F satisfies
|F (x, y, t)| ≤ [ sup
µ∈Λ
|Yµ|
] m−1∏
j=1
|Xj |
 [Nm(dmVΛ(x), ε) + . . .
. . .+ Ch2
m∑
k=2
Nk(d
k
x(ψΛ(x, y, t), ε)) Nm+2−kd
m+2−k
x (ψΛ(x, y, t), ε))
]
.
We can apply the maximum principle (Proposition 2.1) to the operator La as before. Taking the sup over
all the sequences of vectors Xj and Yµ, using the hypothesis (Hε) for VΛ, the induction hypothesis (Pm−1)
for the terms with 2 < k < m, and Proposition 2.3 for k = 2 or k = m, we obtain, if ht ≤ T0:
‖Nm(dmψΛ(., ., t), ε)‖ ≤ (t+ h2t3)Km(ε) + 4Cth2M2(ε)
∫ t
0
Nm(d
mψΛ(., ., s), ε)ds.
Then property (Pm) follows by the usual Gronwall’s lemma, (without more conditions on h and t).
Then, all derivatives with respect to x only are bounded as claimed. Since e−tHΛ is self-adjoint, we
have also bounds for the derivatives with respect to y only. For the mixed derivatives, we need a new
induction. For example, to estimate the matrix ∇xλ∇yµψΛ, we see that, for X and Y in IRp, the function
ϕ =< X.∇xλ >< Y.∇yµ > ψΛ(x, y, t) satisfied La(tϕ) = F , where La is defined in (2.3) and
F =< X.∇xλ >< Y.∇xµ > ψΛ − h2
∑
ν∈Λ
〈
∇xν < Y.∇yµ > ψΛ . ∇xν < X.∇xλ > ψΛ
〉
We use the estimations, already proven, of the derivatives with respect to x only, we apply Proposition 2.1,
and we apply again the usual Gronwall Lemma. The new induction follows the same ideas, and leads to the
proof of Theorem 1.1.
3. Decomposition of a function on the lattice.
In this section, we shall define a decomposition of any function f on (IRp)L (where L = ZZd) as a sum
of functions TQf associated to the boxes of L. We shall give two variants of this algorithm: the first one is
simpler and works only for the restriction of our integral kernel to the diagonal, and the second one is useful
for stronger estimates (for example, for trace norms). In the next section, we shall apply this decomposition
to the function ψΛ of Theorem 1.1, and prove estimates for the terms of the decomposition.
We shall associate, to each function f and to each box Q, a function TQf . If Q is a box in L = ZZ
d,
we denote by Int(Q) the set of non empty boxes Q′ (Q′ ⊆ Q) which are either Q itself, or obtained by
removing in Q some faces. We denote by m(Q,Q′) the number of faces of Q which are removed in Q′
(0 ≤ m(Q,Q′) < 2d). If Q is any set of L = ZZd, we define a map πQ : (IRp)L → (IRp)L by:
(3.1) (πQx)λ =
{
xλ if λ ∈ Q
0 if λ /∈ Q
Then, we define the function TQf by:
(3.2) (TQf)(x) =
∑
Q′∈Int(Q)
(−1)m(Q,Q′)
[
f(πQ′x) − f(0)
]
.
Obviously, TQf is supported in Q. If f has a finite support, let Λ be a box containing the support of f .
Then we have:
(3.3) f(x)− f(0) =
∑
Q⊆Λ
(TQf)(x),
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where the sum is taken over all the non empty boxes Q contained in Λ, including the points. This equality
follows from the definition of TQf and from the following remark, for each box P contained in Λ:∑
Q⊆Λ
P∈Int(Q)
(−1)m(Q,P ) =
{
1 if P = Λ
0 if P 6= Λ
In order to estimate TQf , we shall use, rather than the derivatives of f , some operators of translation,
with the following notations. For each u ∈ (IRp)L, we set:
(3.4) (Suf)(x) = f(x+ u)− f(x) σ(u) = {λ ∈ ZZd, uλ 6= 0}.
For each box Q, of the form Q =
∏d
j=1[aj , bj], with aj ≤ bj, we denote the different ”faces” of Q by:
B
(k)
− (Q) = {λ ∈ Q, λk = ak}, B(k)+ (Q) = {λ ∈ Q, λk = bk}
For each k ≤ d such that ak < bk, we can write Q = [ak, bk]× Q˜, where Q˜ is a box in ZZd−1. For each box
P ∈ IntQ˜, let us set:
P± = [ak, bk]× P, P+ =]ak, bk]× P, P− = [ak, bk[×P, P0 =]ak, bk[×P.
With these notations, we can write:
TQf(x) =
∑
P∈Int(Q˜)
(−1)m(Q˜,P )
[
f(πP±x)− f(πP+x)− f(πP−x) + f(πP0x)
]
.
We can write this equality, using the previous operators Su. If we set: uP = −πB(k)
+
(Q)
πP±x and vP =
−π
B
(k)
− (Q)
πP±x, we can write:
(3.5) f(πP±x)− f(πP+x)− f(πP−x) + f(πP0x) = (SuP SvP f)(πP±x)
It follows that
‖TQf‖ ≤ 4d sup
σ(u)⊂B
(k)
+
(Q)
σ(v)⊂B
(k)
−
(Q)
‖SuSvf‖.
We have similar estimates for the derivatives ∇λTQf , if λ is neither in B(k)+ (Q), nor in B(k)− (Q). If λ is, for
example, in B
(k)
− (Q), we can use, instead of (3.5):
f(πP±x)− f(πP+x)− f(πP−x) + f(πP0x) = (SuP f)(πP+x)− (SuP f)(πP±x),
and we get, if λ is not in B
(k)
+ (Q):
‖∇xλTQf‖ ≤ 4d sup
σ(u)⊂B
(k)
+
(Q)
‖Su∇xλf‖.
If ak = bk, we cannot apply that, but we can write, in all the cases:
‖∇xλTQf‖ ≤ 4d‖∇xλf‖.
It is possible to define similar projections by replacing in (3.2) πQ by other projections. The heat kernel
and our function ψΛ are defined in (IR
p)Λ × (IRp)Λ, but we shall only use translations by vectors in the
diagonal. Therefore, we shall replace πQ by the following projector:
(3.6)
(
ΠQ(x, y)
)
λ
=
{
(xλ, yλ) if λ ∈ Q
(0, yλ − xλ) if λ /∈ Q
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(We could make another choice, preserving self-adjointness). For each function f(x, y) on (IRp)L × (IRp)L,
we define TQf as before, with a small change:
(3.7) (TQf)(x, y) =
∑
Q′∈Int(Q)
(−1)m(Q,Q′)
[
f(ΠQ′(x, y))− f(0, y − x)
]
.
Then the operators Su are replaced by the following one:
(3.8) (Suf)(x, y) = f(x+ u, y + u)− f(x, y) ∀(x, y) ∈ (IRp)L × (IRp)L
We verify easily the properties listed for later use in the next proposition.
Proposition 3.1. With the previous notations, for each function f in C∞((IRp)Λ × (IRp)Λ), we have
i) TQf depends only on the variables xλ and yλ such that λ ∈ Q, and on the variables xλ − yλ such that
λ /∈ Q. If f is supported in a finite box Λ, we have:
(3.9) f(x, y)− f(0, y − x) =
∑
Q⊆Λ
(TQf)(x, y)
ii) If f depends in a smooth way on a parameter θ, we have TQ(
∂f
∂θ ) =
∂(TQf)
∂θ .
iii) If λ(1), ... λ(m) is a finite sequence of points in Λ, we have:
(3.10) ‖∇λ(1) ...∇λ(m)TQf‖ ≤ 4d‖∇λ(1) ...∇λ(m)f‖.
iv) If moreover, none of the points λ(j) is in the face B
(k)
+ (Q), we have
(3.11) ‖∇λ(1) ...∇λ(m)TQf‖ ≤ 4d sup
σ(u)⊂B
(k)
+
(Q)
‖∇λ(1) ...∇λ(m)Suf‖.
v) If ak 6= bk, and if the points λ(j) are neither in B(k)+ (Q), nor in B(k)− (Q) we have
(3.12) ‖∇λ(1) ...∇λ(m)TQf‖ ≤ 4d sup
σ(u)⊂B
(k)
+
(Q)
σ(v)⊂B
(k)
−
(Q)
‖∇λ(1) ...∇λ(m)SuSvf‖.
4. Proof of Theorem 1.2, excepted (1.15).
The functions TQψΛ are defined by (3.7), and the properties 1 and 2 of Theorem 1.2 follow from
Proposition 3.1. It remains to prove the bounds. We shall modify the norm Nm(d
mf(x), ε) of section 2, and
now, it will depend also on one subset E of ZZd, or sometimes on two subsets E and F . We set, for each E1,
. . . , Em which are either subsets of ZZ
d, or points of ZZd,
(4.1) D(E1, . . . , Em) = sup
j,k≤m
dist(Ej , Ek).
If f is a C∞ function on (IRp)Λ × (IRp)Λ, we set, for each m ≥ 2, for each point (x, y), for each ε in ]0, 1[,
and for each subsets E and F of ZZd :
(4.2) Nm(d
mf(x, y), ε, E, F ) = sup
(λ(1),...,λ(m−1))∈Λm−1
∑
µ∈Λ
|∇λ(1) . . .∇λ(m−1)∇µf(x, y)|
εD(λ(1),...,λ(m−1),µ,E,F )
.
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If m = 1, there is no sup in (4.2), and the sum is taken on all λ ∈ Λ. We set also, if m ≥ 1:
(4.3) N∞m (d
mf(x, y), ε, E, F ) = sup
(λ(1),...,λ(m))∈Λm
|∇λ(1) . . .∇λ(m)f(x, y)|
εD(λ(1),...,λ(m),E,F )
.
When no set E or F appear, the first norm Nm is the same as in section 2 if m ≥ 2. For m = 1, the sup in
section 2 (without sets E and F ) is repaced by a sum here (when there is at least one set). The second norm
N∞m will be used in section 6. We still denote by ‖ ‖ the L∞ norm. With these notations, the estimation
(1.14) of Theorem 1.2 will follow from the next Lemma.
Lemma 4.1. If (Hε) is satisfied (0 < ε < 1), for each integer m ≥ 1, there exists Km(ε) > 0 such that, for
each finite box Λ of ZZd, for each vectors u and v in (IRp)Λ, the functions SuψΛ and SuSvψΛ defined like in
(3.8), (with the function ψΛ of Theorem 1.1), satisfy, if ht ≤ T0, (defined in (1.7) and (1.8)):
(4.4) ‖Nm(dm
(
SuψΛ
)
(., ., t), ε, σ(u))‖ ≤ tKm(ε)|σ(u)|,
(4.5) ‖Nm(dm
(
SuSvψΛ
)
(., ., t), ε, σ(u), σ(v))‖ ≤ tKm(ε)|σ(u)||σ(v)|,
where the support σ(u) is defined in (3.4). If σ(u) ∩ σ(v) = ∅, we can write also:
(4.6) |SuSvψΛ(x, y, t)| ≤ tK0(ε)εdist(σ(u),σ(v))|σ(u)||σ(v)|.
Since one argument of the proof will be used again twice in section 6, we state it as a Lemma.
Lemma 4.2. We consider a real valued function A(x, y, t), C∞ on (IRp)Λ × (IRp)Λ × [0,∞[. We assume
that there is ε in ]0, 1[ such that, for each m ≥ 1, we can write, for some constant Km > 0:
(4.7) ‖Nm(dmA(., t), ε)‖ ≤ tKm,
where Nm is the norm of section 2. We denote La is the differential operator of (2.3), with aλ = h
2∇xλA.
We consider also a smooth, real valued function ϕ(x, y, t), such that ϕ(y, x, t) = ϕ(x, y, t) and ϕ(x, y, 0) = 0.
We assume that there are two subsets E and F of ZZd such that, for each m ≥ 1,
(4.8) ‖Nm(dm(Laϕ)(., ., t), ε, E, F )‖ ≤ Km.
Then, if ht is bounded, we can write, with another Km, for each m ≥ 1:
(4.9) ‖Nm(dmϕ(., ., t), ε, E, F )‖ ≤ tKm.
We have the same result with only one set E. We have also the same result if we replace, for all m, the
norm Nm by the norm N
(∞)
m , both in the hypothesis (4.8) and in the conclusion (4.9).
The proof is exactly like in section 2, but simpler since we have no more quadratic Gronwall Lemma,
but the usual one. (In section 2, we had A = ψΛ and ϕ was a derivative of A. We had to prove, in the same
time, bounds for A and for ϕ, but now the bounds for A are already available.)
Proof of Lemma 4.1. Since ψΛ satisfies (2.1), if we apply to it the operator Su ( u in (IR
p)Λ) defined in (3.8),
the function f = SuψΛ satisfies, as a function of x and t, while y and u are fixed, an equation of the form
La(f) = F , where La is the differential operator defined in (2.3), with:
(4.10) aλ(x, y, t) =
h2
2
∇xλ [ψΛ(x + u, y + u, t) + ψΛ(x, y, t)] F (x) = SuVΛ(x).
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By the hypothesis (Hε), we can write, for each m ≥ 1, with some constant Km(ε) independent of u and Λ:
‖Nm(dm(SuVΛ)(., ., t), ε, σ(u))‖ ≤ Km(ε)|σ(u)|.
Then, (4.4) follows from Lemma 4.2. For the proof of (4.5), we remark that, if f = SuψΛ satisfies Laf = F ,
where a and F are defined in (4.10), the new function g = SuSvψΛ = Svf satisfies Lbg = G, with:
bλ(x, y, t) = aλ(x + v, y + v, t) G = SuSvVΛ −
∑
λ∈Λ
(Svaλ).(∇xλSuψΛ).
By the hypothesis (Hε), and by (4.4), for each m ≥ 1, we can write, ifht ≤ T0:
‖Nm(dm(G)(., ., t), ε, σ(u), σ(v))‖ ≤ Km(ε) |σ(u)| |σ(v)|.
Then (4.5) follows from Lemma 4.2. If m = 0, we remark that, if σ(u) ∩ σ(v) = ∅, the unbounded self-
interaction term disappear in SuSvψΛ, and therefore ‖SuSvVΛ‖ ≤ K(ε)εdist(σ(u),σ(v)) inf(|σ(u)|, |σ(v)|). Then
(4.6) follows from Proposition 2.1.
Proof of the estimations of Theorem 1.2. If m = 0 and diam(Q) 6= 0, the bound (1.) follows from the point
v) of Proposition 3.1 and (4.6), remarking that |B(j)± (Q)| ≤ (1 + diam(Q))d−1. If m ≥ 1, according to the
geometric situation of the points λ(j) and the box Q, we apply either the point v) of Proposition 3.1 and
(4.5), or the point iv) and (4.4), or the point iii) and Theorem 1.1.
When Q is reduced to a single point λ, TQψΛ is not bounded, and we got bounds only for its derivatives.
Some information on T{λ}ψΛ itself will be given in the next section.
5. Splitting the set Λ: case of a small subset.
In applications to the decay of correlations, (section 8), the set Λ will be a large box, containing a
smaller set E, (the union of the two supports of the observables), and we have to dissociate the two sets E
and Λ \ E. If ZΛ(t) is the partition function of (1.2), the next proposition will be useful, for example, to
compare ZΛ(t) and ZΛ\E(t), and to estimate the trace norm of the partial trace (with respect to E), of some
operators.
For each operator K with an integral kernel K(x, y) in the Schwartz space S((IR2p)Λ × (IR2p)Λ), for
each subset E ⊂ Λ, for each m, m′ and µ, we set:
(5.1) ‖K‖m,m′,µ = sup
λ(1),...,λ(k)∈Ek
k≤m
Im′,µ(∇λ(1) ...∇λ(k)K),
where
Im′,µ(K) =
∫
(1 + |xE |1 + |yE |1)m′ eµ|xE−yE|1
∣∣∣K(xE , xΛ\E , yE , xΛ\E)∣∣∣dxEdyEdxΛ\E .
Proposition 5.1. With these notations, we can write, for each m, m′ and µ, for some constant
M(|E|, t, h, ε),
‖UΛ(t)‖m,m′,µ ≤M(|E|, t, h, ε) ZΛ(t).
The proof relies on the next Proposition, also used for the point (1.15) of Theorem 1.2. If E ⊂ Λ ⊂ ZZd,
we denote by ψΛ\E the function defined by Theorem 1.1, for the set Λ \E. It can be seen also as a function
on (IRp)Λ×(IRp)Λ×IR+, depending only on xΛ\E , yΛ\E , and t. For each point λ ∈ E, we set Aλ(x) = A(xλ),
where A is the self-interaction term in the definition (1.4), and we denote by A˜λ(x, y) the mean value of Aλ
in the segment between x and y, as in (1.16).
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Proposition 5.2. With these notations, there exists K(ε) > 0, independent of the two sets E and Λ
(E ⊂ Λ ⊂ ZZd), such that:
(5.2)
∥∥∥ψΛ(., ., t)− [t∑
λ∈E
A˜λ + ψΛ\E(., ., t)
]∥∥∥ ≤ |E|K(ε)(t+ h2t2).
Proof. First step. Let us denote by Vdisc the potential defined as if all the points of E had no interaction
with the others points in Λ, and no interactions between themselves:
Vdisc =
∑
λ∈Λ
Aλ +
∑
λ,µ∈Λ\E
Bλ,µ.
For each θ ∈ [0, 1], let us set VΛ,E,θ = Vdisc + θ(VΛ − Vdisc). Let us denote by ψΛ,E,θ the solution of the
Cauchy problem (2.1), (2.2), where VΛ is replaced by VΛ,E,θ. We see easily that:
(5.3) ψΛ,E,0 =
∑
λ∈E
ψ{λ}(xλ, yλ, t) + ψΛ\E(xΛ\E , yΛ\E , t) ψΛ,E,1 = ψΛ,
where ψ{λ} is the function defined by Theorem 1.1 for the set reduced to the point {λ}, and to the potential
V{λ} = Aλ reduced to the self-interaction term, according to (1.4). If we differentiate with respect to θ the
non linear equation like (2.1), satisfied by ψΛ,E,θ (with VΛ,E,θ in the RHS) , we see that La
∂ψΛ,E,θ
∂θ = F ,
where La is the differential operator of (2.3), with aµ = h
2∇xµψΛ,E,θ and with F = Vdisc − VΛ. By the
hypothesis (Hε), we can write : ‖VΛ − Vdisc‖ ≤ K(ε)|E|. Therefore, by Proposition 2.1, we can write
‖∂ψΛ,E,θ∂θ (., ., t)‖ ≤ tK(ε)|E|. Therefore we have, with another K(ε),
(5.4) ‖ψΛ − ψΛ,E,0‖ ≤ t |E| K(ε).
Second step. Now, we shall compare ψ{λ}, associated by Theorem 1.1 to the single set {λ}, and its semi-
classical approximation ψ
(0)
{λ}(x, y, t) = tA˜(xλ, yλ). By a direct computation, we see that
∂ψ
(0)
{λ}
∂t
+
x− y
t
· ∇xψ(0){λ} = Aλ
and therefore that the function ϕ = ψ{λ} − ψ(0){λ} satisfies the equation L0(ϕ) = F where L0 is the operator
defined in (2.3, with aµ = 0 and F =
h2
2 (∆xψ
(0)
{λ} − |∇xψ{λ}|2). By Theorem 1.1, we can write, if ht ≤ T0,
‖F (., ., t)‖ ≤ K(ε)h2(t+ t2). By Proposition 2.1, it follows that:
(5.5) ‖ψ{λ} − ψ(0){λ}(., ., t)‖ ≤ K(ε)h2(t2 + t3) if ht ≤ T0
where T0 is the constant of (1.8) and (1.7). Proposition 5.2 follows from (5.3), (5.4) and (5.5).
Proof of the point (1.15) of Theorem 1.2. We apply Proposition 5.2 with E reduced to a single point λ.
Then, we apply (3.10) with m = 0, Q = {λ}, and f being the function in the LHS of (5.2). Thus we obtain:
‖T{λ}ψΛ(., ., t)− tT{λ}A˜λ − T{λ}ψΛ\{λ}(., ., t)‖ ≤ K(ε)(t+ h2t2).
Using the definition (3.7) of T{λ}, we see that
T{λ}ψΛ\{λ} = 0 T{λ}A˜λ(x, y) = A˜(xλ, yλ)− A˜(0, yλ − xλ),
and the bound (1.15) of Theorem 1.2 follows.
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We may also apply Proposition 5.2 to E = Λ, and we obtain that, if ht ≤ T0, the integral kernel
UΛ(x, y, t) is in S((IRp)Λ × (IRp)Λ), but of course, in this way, all the bounds will depend on Λ.
6. Splitting the box Λ by an hyperplane.
This section will be used in the proof of Theorems 1.4 and 1.5. Let Λ ⊂ ZZd be the union of two disjoints
subsets Λ1 and Λ2, which are separated by an hyperplane Σ, orthogonal to one of the vectors of the canonical
basis. We may assume that, for some j ≤ d and σ ∈ ZZ:
(6.1) Σ = {λ ∈ ZZd, λj = σ}, Λ1 ⊂ {λ ∈ ZZd, λj ≤ σ}, Λ2 ⊂ {λ ∈ ZZd, λj ≥ σ}.
We have again, like in Section 5, to dissociate the two subsets, but now, we need, in the situation (6.1),
estimations which are uniform with respect to both of them. We denote by Vinter the sum of the interactions
between a point of Λ1 and a point of Λ2 in the definition (1.4) of VΛ:
(6.2) VInter(x) =
∑
λ∈Λ1,µ∈Λ2
Bλ,µ(xλ, xµ).
For each θ ∈ [0, 1], we set VΛ,θ = VΛ − θVInter, and we denote by HΛ,θ the Hamiltonian defined as in (1.1),
with VΛ replaced by VΛ,θ, and by ψΛ,θ the function associated to this Hamiltonian by Theorem 1.1. We are
now interested to the derivative of this function with respect to θ, and to the decomposition TQ
∂ψΛ,θ
∂θ defined
in section 3. For each box Q of ZZd, let πΣ(Q) be the orthogonal projection of Q on Σ.
Proposition 6.1. With the previous notations, we can write, for some constant Cm(ε) independent of Λ,
Λ1 and Λ2, for each points λ
(1), ... λ(m) in Λ, for each box Q ⊆ Λ, if ht ≤ T0 and θ ∈ [0, 1]:
(6.3) ‖∇λ(1) ...∇λ(m)
(
TQ
∂ψΛ,θ
∂θ
(., ., t)
)
‖ ≤ tCm(ε)εdiam(Q∪πΣ(Q)∪{λ(1),...,λ(m)})
(
1 + diam(Q)
)d
Since VΛ,θ is of the same type that VΛ, and satisfies the same hypotheses, with bounds independent
of θ, (excepted the hypothesis (1.6), which is not needed for theorems 1.1 and 1.2), the bounds given by
Theorem 1.1, 1.2, and Lemma 4.1 for the function ψΛ,θ are also uniform in θ. With this remark, the proof
of Proposition 6.1 relies on the following Lemma.
Lemma 6.2. For each integer m ≥ 1, there exists Km(ε) > 0 such that, if ht ≤ T0, we have, for each points
λ(1), . . . λ(m) in Λ:
(6.4) ‖∇λ(1) . . .∇λ(m)
∂ψΛ,θ
∂θ
‖ ≤ Km(ε) t εD(λ(1),...,λ(m),Σ).
Moreover, for each u in (IRp)Λ such that the support σ(u) is contained, either in Λ1, or in Λ2, we have the
following bound, valid also for m = 0 :
(6.5) ‖∇λ(1) . . .∇λ(m)Su
∂ψΛ,θ
∂θ
‖ ≤ Km(ε) t εD(λ(1),...,λ(m),σ(u),Σ) |σ(u)|,
where D(λ(1), ..., λ(m),Σ) is defined in (4.1).
Proof. Since ψΛ,θ satisfies (2.1), with VΛ replaced by VΛ,θ, it follows that f =
∂ψΛ,θ
∂θ satisfies Laf = −VInter,
where La is the operator of (2.3), and aλ = h
2∇xλψΛ,θ. We can write, for each m ≥ 1:
‖N∞m (dmVInter, ε,Σ)‖ ≤ Km(ε).
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Then (6.4) follows from Lemma 4.2, with the N∞m norm. Now, we apply the operator Su defined in (3.8)
to f = ∂θψΛ,θ. Since Laf = −VInter, it follows that the function g = Suf satisfies Lag = G, where still
aλ = h
2∇xλψΛ,θ and:
G(x, y, t) = −SuVInter(x) − h2
∑
λ∈Λ
(
∇xλSuψΛ,θ
)
.
(
∇xλ∂θψΛ,θ(x+ u, y + u, t)
)
.
In order to estimate this function, we use the form (6.2) of VInter, the hypothesis (Hε), the bound (6.4), and
Lemma 4 (bound (4.4)), applied to ψΛ,θ instead of ψΛ. We obtain, if ht ≤ T0:
‖G(., ., t)‖ ≤ K0(ε)εdist(σ(u),Σ)|σ(u)|.
By the same arguments, we can write, for each m ≥ 1,
‖N∞m (dmG(., ., t), ε, σ(u),Σ)‖ ≤ Km(ε)|σ(u)|.
Then, for m = 0, the estimation (6.5) follows from Proposition 2.1 and, for m ≥ 1, it follows from Lemma
4.2 (with the N∞m norm).
End of the proof of Proposition 6.1. We may assume that Λ1, Λ2 and Σ satisfy (6.1), with j = 1. If
the box Q ⊂ Λ1 ∪ Λ2 is not disjoint from Σ, (6.3) follows from Theorem 1.2. Now, we may assume that
Q =
∏d
k=1[ak, bk], with σ < a1 ≤ b1 and ak ≤ bk for k ≥ 2. Let k ≤ d such that the diameter of the set
Q ∪ πΣ(Q) ∪ {λ(1), ..., λ(m)} is the length of its k−th projection. If k 6= 1, the estimation (6.3) follows from
Theorem 1.2 (with the potential VInter). If k = 1, and λ
(k)
1 6= b1 for all k, it follows from (6.5) and the point
iv of Proposition 3.1, applied with the set B+1 (Q). In the other case, it follows from (6.4) and point iii) of
Proposition 3.1.
7. Representation of the quantum correlations.
In this section, we shall give an expression of the correlation CovΛ,t(A,B), (see (7.4)- (7.5)). Then, we
shall prove Theorem 1.3, point b, i.e. when the local observables A and B are multiplications. In section 8,
we shall prove Theorem 1.3 in the general case. For the expression of the correlation, we shall use the tensor
product of the heat kernel by itself (doubling of variables), and the action, on this kernel, of a finite group
of symmetries.
1. Doubling of variables. We shall denote by (x′, x′′) the variable of (IRp)Λ × (IRp)Λ. For each operator
A in L2((IRp)Λ), we denote by A′ (resp. A′′ ) the operator A, seen as an operator in L2((IRp)Λ × (IRp)Λ),
acting only on the variable x′ (resp. on x′′). We denote by H˜Λ the operator in (IR
p)Λ × (IRp)Λ defined by
H˜Λ = H
′
Λ+H
′′
Λ. We denote by TrΛ(A) the trace of an operator A ∈ L(H˜Λ), where H˜Λ = L2((IRp)Λ× (IRp)Λ.
Then, an easy computation shows that, if A ∈ L(HE1) and B ∈ L(HE2), where E1 and E2 are disjoint
subsets, contained in a same box Λ, we have:
(7.1) CovΛ,t(A,B) =
1
2Z˜Λ(t)
TrΛ
(
e−tH˜Λ(A′ −A′′)(B′ −B′′)
)
Z˜Λ(t) = TrΛ
(
e−tH˜Λ
)
.
2. Group of symmetries, and averaging. If ψΛ is the function, associated by Theorem 1.1, to the operator
HΛ, and ψ˜Λ to the operator H˜Λ, we have:
(7.2) ψ˜Λ(X, t) = ψΛ(x
′, y′, t) + ψΛ(x
′′, y′′, t) X = (x, y) = (x′, x′′, y′, y′′).
The function ψ˜Λ is not changed when the variables (x
′, y′) and (x′′, y′′) are permuted. It will be useful to
make also the substitution of (x′λ, y
′
λ) and (x
′′
λ, y
′′
λ) not everywhere, but only for λ in a subset of Λ. We
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denote by GΛ(E1, E2) the set of maps σ : λ→ σλ of Λ in the group of substitutions S2, which are constant
on E1 and on E2, where E1 and E2 are disjoint subsets of Λ. This group has a natural action X → σX
on (IR2p)Λ and on (IR4p)Λ. If X is like in (7.2), we may have (σX)λ = Xλ or (σX)λ = (x
′′
λ, x
′
λ, y
′′
λ, y
′
λ). If
T is in L(H˜Λ), with integral kernel K, let us denote by T (σ) the transformed operator, with integral kernel
K(σ)(X) = K(σX). For each set F ⊂ Λ, we define an element τF of GΛ(E1, E2) by:
(7.3)
(
τF (x
′, x′′, y′, y′′)
)
λ
=
{
(x′′λ, x
′
λ, y
′′
λ, y
′
λ) if λ ∈ F
(x′λ, x
′′
λ, y
′
λ, y
′′
λ) if λ /∈ F
For each σ ∈ GΛ(E1, E2), we denote by sgnj(σ) the signature (in {−1, 1}) of σ(λ) when λ is any point of Ej
(j = 1, 2), and we set sgn(σ) = sgn1(σ)sgn2(σ). With these notations, we see, by easy computations, that:
CovΛ,t(A,B) =
1
2Z˜Λ(t)
TrΛ
(
W (t)(A′ −A′′)(B′ −B′′)
)
where
(7.4) W (t) =
1
|G|
∑
σ∈G
sgn(σ)
(
e−tH˜Λ
)(σ)
G = GΛ(E1, E2)
Here (A′ −A′′)(B′ −B′′) is an operator in L(H˜E1∪E2), and we omit the tensor product with the identity on
Λ \ (E1 ∪ E2).
With the notations of B. Simon [22], if E ⊂ Λ ⊂ ZZd, we shall use the operator of partial trace TrΛE ,
from L1(H˜Λ) (the space of trace norm operators) to L1(H˜E), such that, for each W ∈ L1(H˜Λ), and for each
operator T ∈ L(H˜E), we have:
TrΛ(WT ) = TrE
(
T TrΛE(W )
)
.
With these notations, we have:
(7.5) CovΛ,t(A,B) =
1
2Z˜Λ(t)
TrE1∪E2
(
(A′ −A′′)(B′ −B′′)TrΛE1∪E2(W (t))
)
For each set E ⊂ ZZd, let us denote by ‖ ‖TrE the trace norm of an operator in HE . Then Theorem 1.3
will follow from the next proposition, (where we write only what is needed for the points a) and b)):
Proposition 7.1. With the notations and hypotheses of Theorem 1.3, if ht ≤ T0, ε < δ < 1, and if t is
smaller than some constant T1(ε, δ) > 0, the operator W (t) defined in (7.4) and its integral kernel W (X, t)
satisfy:
(7.6) ‖TrΛE1∪E2(W (t))‖TrE1∪E2 ≤ M(|E1 ∪E2|, t, h, ε, δ) Z˜Λ(t) δdist(E1,E2).
(7.7)
∫
(IRp)Λ×(IRp)Λ
|W (x′, x′′, x′, x′′, t)|dx′dx′′ ≤ t inf(|E1|, |E2|) N(ε, δ) Z˜Λ(t) δdist(E1,E2).
For the proof of this proposition, we shall use suitable decompositions of the heat kernel U˜Λ(x, y, t) of
e−tH˜Λ , and, therefore, of the kernel W (x, y, t). Each time a function ϕ is written as a sum of terms ϕQ
associated, for example, to the boxes Q contained in a box Λ, the Mayer decomposition is a simple way to
write the exponential e−ϕ as a sum of terms associated to the set of boxes Γ ⊂ P(Box(Λ)). This technique
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is often used for classical spin systems in a lattice (see B. Simon [22]). Let us describe this technique in our
situation.
3. Mayer decomposition. For each box Q, let TQ be the operator defined by (3.7) with IR
p replaced by
IR2p. We apply this operator to the function ψ˜Λ(., t) defined in (7.2). For each box Q ⊂ Λ which is not a
single point, we set
(7.8) MQ(t) = sup
X∈(IR4p)Λ
(TQψ˜Λ)(X, t) fQ(X, t) = e
MQ(t)−(TQψ˜Λ)(X,t) − 1.
For each box reduced to a single point λ, we use another notation, and we set:
(7.9) f{λ}(X, t) = e
−(T{λ}ψ˜Λ)(X,t).
We denote by U˜
(0)
Λ (X, t) the heat kernel for the free Laplacian in (IR
2p)Λ, and we set
(7.10) Φ0(X, t) = U˜
(0)
Λ (X, t) e
−ψ˜Λ(0,y−x,t)e
−
∑
Q∈Box(Λ)
MQ(t)
,
where Box(Λ) is the set of boxes in Λ, not reduced to single points. With these notations, by Theorem 1.2,
the kernel of e−tH˜Λ can be written
U˜Λ(X, t) = Φ0(X, t)
∏
λ∈Λ
f{λ}(X, t)
∏
Q∈Box(Λ)
(1 + fQ(X, t)).
In order to develop the last product, we write, for each set of boxes Γ ∈ P(Box(Λ)):
(7.11) KΓ(X, t) = Φ0(X, t)
∏
λ∈Λ
f{λ}(X, t)
∏
Q∈Γ
fQ(X, t).
If Γ is the empty set, the last product is 1, by convention. We have KΓ ≥ 0. We denote by TΓ(t) the operator
with integral kernel KΓ(X, t). With these notations, we can write the heat kernel and our mean operator
W (t) in the following form:
(7.12) U˜Λ(X, t) =
∑
Γ∈P(Box(Λ))
KΓ(X, t), e
−tH˜Λ =
∑
Γ⊆Box(Λ)
TΓ(t)
(7.13) W (X, t) =
1
|G|
∑
Γ⊆Box(Λ)
σ∈G
(sgn(σ))K
(σ)
Γ (X, t) G = GΛ(E1, E2).
Among the set of boxes appearing in the Mayer decomposition, some of them, called polymers, play an
important role.
4. Polymers, and sets C(E1, E2) and NC(E1, E2). According to the terminology of B. Simon [22], we call
polymer a finite sequence of boxes (Q1, ..., Qk), not reduced to single points, such that Qj ∩ Qj+1 6= ∅
(1 ≤ j ≤ k − 1). We say that a set Γ ∈ P(B(Λ)) is in C(E1, E2) if E1 and E2 are connected by Γ, i.e. if Γ
contains a polymer, with its first box intersecting E1, and its last box intersecting E2. We say that Γ is in
NC(E1, E2) in the opposite case.
All these tools will be used together in Section 8 for the proof of Proposition 7.1, and therefore of
Theorem 1.3. Since the case of two observables which are multiplications is much simpler, let us prove the
point b) of Theorem 1.3 now. The next two lemmas will show the role of the sets C(E1, E2) and NC(E1, E2).
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Lemma 7.2. a) There exists a function a(t, ε) of the form a(t, ε) = tK(ε)etK(ε), such that, for each polymer
Π = (Q1, . . . , Qk), we have:
(7.14)
k∏
j=1
|fQj (X, t)| ≤ N(Π, ε, a(t, ε)),
where, for each T , we set:
(7.15) N(Π, ε, T ) =
k∏
j=1
Tεdiam(Qj) < Qj >
2d < Q >= 1 + diam(Q).
b) For each disjoint finite sets E1 and E2, for each δ such that 0 < ε < δ < 1, there exists T1(ε, δ) and
K(ε, δ) such that, if T < T1(ε, δ),
(7.16)
∑
Π∈Pol(E1,E2)
N(Π, ε, T ) ≤ T inf(|E1|, |E2|)K(ε, δ)δdist(E1,E2),
where Pol(E1, E2) is the set of polymers connecting E1 and E2, (the first box intersecting E1, and the last
one E2).
Proof. By (7.8) and by the point 3 of Theorem 1.2, we can write, if ht ≤ T0,
(7.17) 0 ≤ fQ(X, t) ≤ tK0(ε)εdiam(Q)(diam(Q))2detK0(ε),
and (7.14) follows easily. Let us prove the last point, assuming that |E1| ≤ |E2|. For each polymer Π =
(Q1, . . . , Qp), let L(Π) be the sum of the diameters of the boxes Qj. We remark that the number of boxes
with diameter R ≥ 1 intersecting a given box of diameter R0 ≥ 0 is at most (R0 + 1)2d(R+ 1)2d. If we take
the sum of N(Π, ε, T ) for all polymers starting from E1, with a given total length L, it follows that:∑
Π∈Pol(E1,ZZ
d)
L(Π)=L
N(Π, ε, T ) ≤ |E1|
∑
R1+...+Rp=L
p≥1, Rj≥1
(1 +R1)
6d...(1 +Rp)
6dεL T p.
We remember that the number of ordered sequences (R1, ..., Rp) such that R1 + ... + Rp = L, and Rj ≥ 1,
is Cp−1L−1, and we set Φ(t) = supR>0(1 +R)
6dtR for each t ∈]0, 1[ . If 0 < ε < γ, it follows that:
(7.18)
∑
Π∈Pol(E1,ZZ
d)
L(Π)=L
N(Π, ε, T ) ≤ |E1| T Φ(ε/γ) γL
(
1 + TΦ(ε/γ)
)L−1
.
We remark that, if Π is a polymer connecting E1 and E2, we have L(Π) ≥ dist(E1, E2). If ε < δ < 1, we
apply (7.18) with γ =
√
εδ. There exists T1(ε, δ) such that, if T < T1(ε, δ), we have γ(1 + TΦ(ε/γ)) ≤ δ.
With this condition, we have:
∑
Π∈Pol(E1,E2)
N(Π, ε, T ) ≤ |E1| T Φ((ε/δ)1/2)
∞∑
L=dist(E1,E2)
δL.
The Lemma is proved.
Lemma 7.3. If Γ ∈ NC(E1, E2), if ht ≤ T0, we have∑
σ∈GΛ(E1,E2)
(sgn(σ)) K
(σ)
Γ (X, t) = 0 ∀X = (x′, x′′, x′, x′′) ∈ Diag(Λ)
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where Diag(Λ) is the diagonal of (IRp)Λ × (IRp)Λ.
Proof. Let Γ ∈ NC(E1, E2). For k = 1, 2, let us denote by Êk the set of points λ ∈ Λ which are, either in
Ek, or connected to Ek by a polymer in Γ. By Theorem 1.2, the function fQ, when it is restricted to the
diagonal, depends only on the variables xQ. By (7.2) and (7.9), it is also invariant when all the variables
(x′, y′) and (x′′, y′′) are permuted. By a combination of these remarks, for each Q ∈ Γ, fQ, restricted to the
diagonal, is invariant by the map σ1 = τÊ1
defined in (7.3), and therefore K
(σ1)
Γ (X, t) = KΓ(X, t) if X is in
the diagonal, and the lemma follows easily.
Proof of the point b) of Theorem 1.3. We can use the sum (7.13) for W (X, t). When X is in the diagonal
(x′ = y′, x′′ = y′′), the contribution of the terms Γ ∈ NC(E1, E2) in this sum (7.13) vanishes by Lemma
7.3. For each Γ in C(E1, E2), we can choose a polymer ΠΓ ∈ Pol(E1, E2) contained in Γ. Then, we have, by
Lemma 7.2:
(7.19)
∑
Γ∈C(E1,E2)
|KΓ(X, t)| ≤
∑
Π∈Pol(E1,E2)
N(Π, ε, a(t, ε))
∑
Γ′∈P(Box(Λ))
|KΓ′(X, t)|
where a(t, ε) = tK0(ε)e
tK0(ε). Applying the positivity of KΓ and (7.12), we obtain:∫
(IRp)Λ×(IRp)Λ
|W (x′, x′′, x′, x′′, t)|dx′dx′′ ≤ Z˜Λ(t)
∑
Π∈Pol(E1,E2)
N(Π, ε, a(t, ε)).
By the last point of Lemma 7.2, the estimation (7.7), and the point b) of Theorem 1.3 follow.
8. Estimation of the quantum correlations in the general case.
Now, we shall prove (7.6), and therefore Theorem 1.3 in the general case. If the integral kernel of W (t),
(defined in (7.4)), is denoted by W (x, y, t), the integral kernel of the partial trace TrΛEW (t) (E = E1 ∪E2) is
(8.1) K(xE , yE , t) =
∫
(IR2p)Λ
W (xE , xΛ\E , yE, xΛ\E , t)dxΛ\E E = E1 ∪ E2.
We shall estimate the trace norm of this partial trace, using the norm ‖ ‖m,m′,µ defined in (5.1).
Proposition 8.1. (Main estimate). With the notations and hypotheses of Proposition 7.1, if 0 < ε <
δ < 1, if ht ≤ T0, and if t is smaller than some constant T1(ε, δ), we have, for some constants m, m′ and
for some function µ(t):
(8.2) ‖TrΛE1∪E2(W (t))‖TrE1∪E2 ≤ M(|E1 ∪ E2|, t, h, ε, δ) δdist(E1,E2)
∑
Γ⊆Box(Λ)
‖KΓ(t)‖m,m′,µ(t).
Classically, there exist C > 0, m > 0 and m′ > 0, depending on |E|, such that, for each operator K
with integral kernel in the Schwartz space, we have, using the norm ‖‖m,m′,µ defined in (5.1):
(8.3) ‖TrΛE(K)‖TrE ≤ C‖K‖m,m′,0.
For each Γ ∈ NC(E1, E2), let us denote by by HΓ the subgroup of all σ ∈ GΛ(E1, E2) which are constant
on each connected component of Γ. We define:
(8.4) KAvΓ (t) =
1
|HΓ|
∑
σ∈HΓ
sgn(σ)K
(σ)
Γ (t),
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and we denote by KAvΓ (X, t) the integral kernel. By (7.13) and (8.3), we can write:
(8.5) ‖TrΛE1∪E2(W (t))‖TrE1∪E2 ≤ C
[ ∑
Γ∈C(E1,E2)
‖KΓ(t)‖m,m′,0 +
∑
Γ∈NC(E1,E2)
‖KAvΓ (t)‖m,m′,0
]
.
For the first sum, we need only a modification of the estimates (7.19) and (7.16), because we need also
bounds for the derivatives of the functions. Without writing all the details, we obtain:
(8.6)
∑
Γ∈C(E1,E2)
‖KΓ(t)‖m,m′,0 ≤M(|E1 ∪ E2|, t, h, ε, δ) δdist(E1,E2)
∑
Γ⊆Box(Λ)
‖KΓ(t)‖m,m′,µ(t).
Now, we have to estimate ‖KAvΓ (t)‖m,m′,0 for Γ ∈ NC(E1, E2). Therefore, we need a study of KAvΓ (X, t)
only in the following set:
(8.7) Diag(Λ, E1 ∪ E2) = {(x, y) ∈ (IR2p)Λ × (IR2p)Λ, xλ = yλ ∀λ /∈ E1 ∪ E2}.
We shall write f ∼ g if f(X, t) = g(X, t) for all X in Diag(Λ, E1 ∪ E2). Proposition 8.1 will follow from the
above inequalities and from:
Proposition 8.2. For each Γ and Γ′ such that Γ ∈ NC(E1, E2) and Γ′ ⊆ Γ, we shall find a function
BΓ,Γ′(X, t) such that, if ht ≤ T0:
(8.8) KAvΓ (X, t) ∼
∑
Γ′⊆Γ
BΓ,Γ′(X, t)KΓ′(X, t)
For each Γ′ ∈ NC(E1, E2), the function SΓ′ defined by:
(8.9) SΓ′(X, t) =
∑
Γ∈NC(E1,E2)
Γ′⊆Γ
∣∣∣BΓ,Γ′(X, t)∣∣∣
satisfies, if 0 < ε < δ, ht ≤ T0, if t is smaller than some constant T1(ε, δ), and if X ∈ Diag(Λ, E1 ∪ E2),
(8.10) |SΓ′(X, t)| ≤ K(t, h, ε, δ, |E1 ∪ E2|) eµ(t)|xE−yE |1 δdist(E1,E2),
where µ(t) and K are some function, independent of Λ containing E1 and E2, and depending on E1 and
E2 by the number |E1 ∪E2|. We have similar estimates for the derivatives of BΓ,Γ′(X, t) with respect to xE
and yE. The constants in the inequalities depend on the order of derivation, but not the condition of validity
t < T1(ε, δ).
The rest of this section will be devoted to the proof of this Proposition. Let us introduce some functions
which are bounded like the LHS of (8.10). Then, we shall give an expression of KAvΓ (X, t) as a polynomial
expression of such functions.
For each Γ ∈ NC(E1, E2), we denote by Êk (k = 1, 2), the set of points λ ∈ Λ wich are, either in Ek,
or connected to Ek by a polymer in Γ. The maps τÊk
defined in (7.5) will be denoted by σk. By applying
the operators σ1 and σ2 to the functions fQ of (7.8), or to the functions fλ of (7.9), we define the following
functions UQ, VQ, WQ, Uλ, Vλ and Wλ, by:
(8.11) UQ = f
(σ1)
Q − fQ, Uλ =
[
f
(σ1)
λ − fλ
]
f−1λ .
(8.12) VQ = f
(σ2)
Q − fQ Vλ =
[
f
(τ2)
λ − fλ
]
f−1λ .
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(8.13) WQ := fQ − f (σ1)Q − f (σ2)Q + f (σ1σ2)Q Wλ :=
[
fλ − f (σ1)λ − f (σ2)λ + f (σ1σ2)λ
]
f−1λ .
The definition of these functions depends on the set Γ since σ1 and σ2 depend on it. For the estimations of
these functions, we shall use the following ones, where X = (x, y) = (x′, x′′, y′, y′′), Q is a box, and T > 0:
(8.14) M(Q,X) =< Q >2d
∑
α∈E1∪E2
|xα − yα|εdiam(Q∪{α}), < Q >= 1 + diam(Q)
(8.15) N(Q,X, ε, T ) = T
∑
α∈E1
β∈E2
|xα − yα||xβ − yβ |εdiam(Q∪{α,β}) < Q >4d .
Lemma 8.3. With these notations, we can write, for each Γ ∈ NC(E1, E2), for each boxes P and Q such
that P is disjoint from Ê1 and Q is disjoint from Ê2, if X ∈ Diag(Λ, E1 ∪E2), and ht ≤ T0:
(8.16) |UP (X, t)| ≤ a(t, ε)M(P,X, ε) |VQ(X, t)| ≤ a(t, ε)M(Q,X, ε),
where a(t, ε) = tK(ε)etK(ε), (K(ε) being independent of Λ, E1 and E2). If Q is disjoint from Ê1 and Ê2,
we have:
(8.17) |WQ(X, t)| ≤ N
(
Q,X, ε, a(t, ε)
)
We have also similar estimations for points. If Φ0 is defined in (7.10), there exists a function ∆0 such that:
(8.18) Φ
(σ1)
0 − Φ0 ∼ Φ0∆0 |∆0(X, t)| ≤ tK(ε)εdist(E1,E2)etK(ε)|xE−yE |1
There exists K(ε) such that, for each T > 0, for each finite set Λ,
(8.19)
∑
E⊂Λ
∏
λ∈E
TM(λ,X, ε) +
∑
E⊂Box(Λ)
∏
Q∈E
TM(Q,X, ε) ≤ eTK(ε)|xE−yE |1 .
Proof. When it is restricted to Diag(Λ, E1 ∪ E2), fP depends only on xE1 − yE1 , xE2 − yE2 , and xP . If P
is disjoint from Ê1, the map σ1 = τÊ1
has the same effect, on fP restricted to Diag(Λ, E1 ∪ E2), that the
permutation τE1 . Then the estimation of UP follows from Theorem 1.2. For the functions associated to
points, we need also the last statement of Theorem 1.2, which shows that the function T{λ}ψ˜Λ(., t), up to
an error O((t + h2t2), is equal to a function which depends only on xλ and yλ, and is invariant by σ1 and
σ2. By the form (7.10) of Φ0, by the form (7.2) of ψ˜Λ, the equality in (8.18) will be satisfied if we choose
∆0 = e
g − 1, with
g(X, t) =
1
2
[
ψ˜Λ(0, y − x, t) + ψ˜(σ1σ2)Λ (0, y − x, t)− ψ˜(σ1)Λ (0, y − x, t)− ψ˜(σ2)Λ (0, y − x, t)
]
.
The inequality of (8.18) follows from Theorem 1.1 if ht ≤ T0. The last inequality (8.19) is a consequence of
the following: ∑
λ∈ZZd
M(λ,X, ε) +
∑
Q∈Box(ZZd)
M(Q,X, ε) ≤ K(ε)|xE − yE|1.
Among the functions defined in (8.11)-(8.13), only the functions N(Q,X, ε, T ) and its analogue for
points have a good rate of decay, like in (8.10), when dist(E1, E2) is large. They are used to estimate the
functions WQ and Wλ. Beside these functions, we need also other functions, associated to polymers. If
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Π = (Q1, ..., Qk) (k ≥ 2) is a polymer, which does not connect E1 and E2, we have no information on
the sum of the lengths of its boxes, and the product fQ1 . . . fQk has not necessarily the good rate of decay.
However, we shall see that, if UQ and VQ are defined in (8.11) and (8.12), the functions UQ1fQ2 . . . fQk−1VQk
has a good rate of decay, like in (8.10), in terms of dist(E1, E2). In order to make this idea more precise, let
us define the functions, used for the estimations.
If Π = (Q1, ..., Qk) (k ≥ 2) is a polymer, we set, for each points α ∈ E1 and β ∈ E2, and for each T > 0:
(8.20) Nα,β(Π, ε, T ) = T
kεdiam(Q1∪{α})+diam(Qk∪{β})
k−1∏
j=2
εdiam(Qj)
k∏
j=1
< Qj >
3d .
Then we set:
(8.21) N(Π, X, ε, T ) =
∑
α∈E1,β∈E2
(1 + |xα − yα|) (1 + |xβ − yβ |)Nα,β(Π, ε, T ).
Lemma 8.4. If Π = (Q1, ..., Qk) is a polymer, all its boxes belonging to Γ ∈ NC(E1, E2), we can write, with
some function a(t, ε):
a) If Π is starting from E1 (i.e. Q1 ∩ E1 6= ∅), and if µ ∈ Qk,
(8.22) |fQ1 ...fQk−1VQk(X, t)|+ |fQ1 ...fQk−1fQk(X, t)Vµ(X, t)| ≤ N(Π, X, ε, a(t, ε)).
b) We have similar results if Π starts from E2.
c) If all the boxes Q1, . . . , Qk of Π are disjoint from Ê1 and Ê2, if λ ∈ Q1 and µ ∈ Qk, we can write:
(8.23) |UQ1 ...VQk (X, t)|+ |UλfQ1 ...VQk (X, t)| ≤ N(Π, X, ε, a(t, ε)),
(8.24) |UQ1 ...fQkVµ(X, t)|+ |UλfQ1 ...fQkVµ(X, t)| ≤ N(Π, X, ε, a(t, ε)),
The factors which are not written in these products are the fQj . In the points a), b) and c), we have similar
estimations for the derivatives.
d) We can write also, if 0 < ε < δ < 1 and t ≤ T1(ε, δ):
(8.25)
∑
Π
N(Π, X, ε, T ) ≤ K(T, ε, δ, |E|)
(
1 + |xE − yE|1
)2
δdist(E1,E2)
where the sum is taken on all the polymers in ZZd, and N(Π, X, ε, T ) is defined in (8.21) if Π has at least
two boxes, and in (8.15) if Π is reduced to a single box Q.
The points a), b) and c) follow from Lemma 8.2. With our hypotheses, if Π is starting from E1, all its
boxes Q satisfy Q ∩ Ê2 = ∅, and we can apply (8.16) for VQk . For the last point, given two boxes Q and
Q′, we make first a summation on all polymers connecting Q and Q′. Then we make a sum over the boxes
Q and Q′. For the first sum, we apply Lemma 7.2 with E1 and E2 replaced by Q and Q
′. For the second
summation, we use the following inequality, if 0 < ε < δ and δ1 =
√
εδ:
(8.26)
∑
Q,Q′∈Box(ZZd)
< Q >4d< Q′ >4d δ
diam(Q∪{α})+diam(Q′∪{β})+dist(Q,Q′)
1 ≤ C(ε, δ) δ|α−β|.
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Proof of Proposition 8.2. Step 1. Generators of HΓ. For each set of boxes A, let us denote by Apct the
corresponding set of points. We shall denote τA and τλ instead of τApct and τ{λ} the operators defined like
in (7.3). Let Comp(Γ) be the set of connected components A of Γ such that Apct is disjoint from E1 ∪ E2,
and therefore from Ê1 ∪ Ê2. We set Ext(Γ) = Λ \ (Γpct ∪ E1 ∪ E2). The group HΓ is generated by the τA
(A ∈ Comp(Γ)), by the τ{λ} (λ ∈ Ext(Γ)), and by the elements σk = τÊk (k = 1, 2) already introduced.
Therefore
|HΓ| = 2|Comp(Γ)|+|Ext(Γ)|+2
The generators of the group HΓ, listed above, have a different action on the factors of the product (7.11)
defining KΓ. Let us distinguish them. For each connected component A in Comp(Γ), let:
FA =
∏
Q∈A
fQ
∏
λ∈Apct
fλ.
For the connected components containing a box intersecting E1, or E2, we set:
Φk(X, t) =
∏
Q∈Γ
Qpct⊂Êk
fQ
∏
λ∈Êk
fλ (1 ≤ k ≤ 2).
Then, using also the function Φ0 of (7.10), we can write:
KΓ = Φ0Φ1Φ2
∏
A∈Comp(Γ)
FA
∏
λ∈Ext(Γ)
fλ.
By theorem 1.2, for each box Q, the function fQ(., t), restricted to Diag(Λ, E1 ∪ E2), depends only on the
variables xE1 − yE1 , xE2 − yE2 , xQ and yQ. The equality (7.2) shows that this function is invariant when
all the variables (x′, y′) and (x′′, y′′) are permuted. From these two remarks, some properties follow for the
functions defined above. We can write, if A and B are in Comp(Γ), A 6= B, if λ and µ are in Ext(Γ), λ 6= µ :
(8.27) F
(τB)
A ∼ FA F (τA)A ∼ F (σ1σ2)A F (τλ)A ∼ FA f (τA)λ ∼ fλ
f
(τµ)
λ ∼ fλ Φ(τA)k ∼ Φ(τλ)k ∼ Φk (0 ≤ k ≤ 2) Φ(σ1)1 ∼ Φ(σ2)1 , etc . . .
Let us denote by H+Γ the subgroup of HΓ generated by the τA (A ∈ Comp(Γ)) and τλ (λ ∈ Ext(Γ)). By the
above equalities and similar ones, we can write:
(8.28) KAvΓ ∼ 2K+Γ − 2
(
K+Γ
)(σ1)
, K+Γ (X, t) =
1
|HΓ|
∑
σ∈H+
Γ
K
(σ)
Γ .
We have also:
(8.29) K+Γ ∼
1
|HΓ|Φ0Φ1Φ2
∏
A∈Comp(Γ)
[
FA + F
(σ1σ2)
A
] ∏
λ∈Ext(Γ)
[
fλ + f
(σ1σ2)
λ
]
,
(8.30) (K+Γ )
(σ1) ∼ 1|HΓ|Φ
(σ1)
0 Φ
(σ2)
1 Φ
(σ1)
2
∏
A∈Comp(Γ)
[
F
(σ1)
A + F
(σ2)
A
] ∏
λ∈Ext(Γ)
[
f
(σ1)
λ + f
(σ2)
λ
]
Step 2. Polynomial expression of KAvΓ . Now, we shall write the difference between (8.29) and (8.30) as a
polynomial expression of functions that are bounded like in (8.10). We remember that:
f
(σ1)
Q = fQ + UQ, f
(σ2)
Q = fQ + VQ f
(σ1σ2)
Q = fQ + UQ + VQ +WQ.
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According to the notations (8.11)-(8.18), we have f
(σ1)
λ = fλ(1 + Uλ), etc... and Φ
(σ1)
0 ∼ (1 + ∆0)Φ0. Thus
we can write
KAvΓ ∼ GΓ Φ0
∏
λ∈Λ
fλ,
where GΓ is a polynomial expression of the functions fQ, UQ, VQ andWQ (Q ∈ Box(Λ)), of the functions Uλ,
Vλ and Wλ (λ ∈ Λ), and of the function ∆0. Let us describe more carefully this polynomial. Let I be the set
of partitions of Γ in four subsets F , U , V , W . Let Ip be the set of triples (Up,Vp,Wp) such that Up, Vp, Wp
are disjoint subsets of Λ. Let J = I × Ip × {0, 1}. Each element j ∈ J will be written j = (Fj , ....,Wpj ,mj).
Thus we can write:
(8.31) KAvΓ ∼
∑
j∈J
cjG
[j]
Γ G
[j]
Γ = Φ0 ∆
mj
0
∏
Q∈Fj
fQ
∏
Q∈Uj
UQ...
∏
λ∈Wp
j
Wλ
[ ∏
λ∈Λ
fλ
]
where the coefficient cj are constant, and uniformly bounded. Moreover, we have cj = 0 unless one of the
following three conditions (A), (B) or (C) is satisfied.
(A) Wj 6= ∅ or Wpj 6= ∅ or mj = 1
(B) (Vj)pct ∩ Ê1 6= ∅ or Vpj ∩ Ê1 6= ∅ or (Uj)pct ∩ Ê2 6= ∅ or Upj ∩ Ê2 6= ∅
(C) There exists a connected component A ∈ Comp(Γ) such that, in one hand, A∩Uj 6= ∅, or Apct∩Upj 6= ∅,
and in the other hand, A ∩ Vj 6= ∅, or Apct ∩ Vpj 6= ∅.
Moreover, we have also cj = 0 unless all the following condition are satisfied, and also the similar ones
for the sets of points:
(Uj)pct ∩ Ê1 = ∅ (Vj)pct ∩ Ê2 = ∅ (Wj)pct ∩ (Ê1 ∪ Ê2) = ∅.
Step 3. Construction of BΓ,Γ′ . For each j ∈ J such that cj 6= 0, we shall write the term G[j]Γ in (8.31) in the
form:
(8.32) G
[j]
Γ = BjKΓj
where KΓj is defined as in (7.11), with Γ replaced by some subset Γj . The function Bj will have the rate
of decay of (8.10) when dist(E1, E2) is large, because the product defining Bj will contain, either ∆0, or
a function Wλ, or a function, like those of Lemma 8.4, corresponding to a polymer Πj . In order to apply
Lemma 8.4, we shall need sometimes one point λj , or two. We shall denote by Xj the set of points needed
for the application of Lemma 8.4: this set has 0, 1 or 2 points. Let us define Γj , Πj and Xj in all the cases
A, B and C.
If j satisfies (A), let Γj = Fj , and let Bj be defined by (8.32). In the first case of (A), the polymer Πj
is reduced to single box Q chosen in Wj , and Xj = ∅. In the second case, Πj = ∅, and for Xj , we choose one
point in Wpj . In the third case, Πj = ∅, and Xj = ∅.
If j satisfies the first condition of (B), let Q be a box in Vj such that Q ∩ Ê1 6= 0. There is a polymer
Πj in Γ, starting in E1, the last box of which being Q. Let Γj = Fj \ Πj be the set of the boxes in Fj ,
excepted those we took from Fj to construct the polymer Πj . Let Bj be defined by (8.32), and Xj = ∅. If
Vpj ∩ Ê1 6= ∅, let µj be a point in this set. There is a polymer Πj , starting from E1, such that µj is in its last
box. We define Γj and Bj as before, but Xj = {µj}. We proceed in the same way in the other cases of (B).
Now, let j satisfying one of the conditions of (C), for example such that, for some connected component
A ∈ Comp(Γ), we have A ∩ Uj 6= ∅ and Apct ∩ Vpj 6= ∅. Let P is a box in the first set, and µj be a point in
the second one. Since they are in the same connected component, there is a polymer Πj , whose first box is
P , and such that µj is in its last box. We define Γj and Bj as before, and Xj = {µj}.
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Now for all j, we have defined Γj and Bj such that (8.32) is satisfied. If, for some j ∈ J , we are in
several cases, we make a choice. For each Γ′ ⊆ Γ, we set
(8.33) BΓ,Γ′ =
∑
j∈J
Γj=Γ
′
cjBj
and (8.8) is satisfied.
Step 4. Estimation of BΓ,Γ′ . When a polymer Πj is used for the application of Lemma 8.4, with a set Xj ⊂ Λ
with 0, 1 or 2 points, we can write, by Lemmas 8.3 and 8.4, :
|Bj(X, t)| ≤ N(Πj , X, ε, a(t, ε))
∏
Q∈(Uj∪Vj∪Wj)\Πj
a(t, ε)M(Q,X, ε)
∏
λ∈(Up
j
∪Vp
j
∪Wp
j
)\Xj
a(t, ε)M(λ,X, ε) .
In order to estimate BΓ,Γ′ , following (8.33), we make first a summation on all the sets Xj corresponding to
a same polymer Πj : this gives only a change in the power of < Q > in the definition of N(Πj , ...). Then
we sum on all the sets Upj , Vpj and Wpj , applying the last point of Lemma 8.3. We obtain, proceeding in a
similar way for the terms without polymer:
|BΓ,Γ′(X, t)| ≤ eT |xE−yE |1
∑
Π∈PolΓ\Γ′
N(Π, X, ε, T ) ∏
Q∈Γ\(Γ′∪Π)
TMQ(X, ε)
 T = a(t, ε).
Therefore, applying the last points of Lemmas 8.3 and 8.4, we see that the function SΓ′ defined in (8.9)
satisfies (8.10). We shall not write the details for the derivatives of BΓ,Γ′ .
End of the proof of Proposition 8.1. It remains to estimate the second sum in (8.5). By Proposition 8.2,
with the similar estimates for derivatives, we can write, for some function µ1(t):∑
Γ∈NC(E1,E2)
‖KAvΓ (t)‖m,m′,0 ≤ K(t, h, ε, δ, |E|)δdist(E1,E2)
∑
Γ∈NC(E1,E2)
‖KΓ(t)‖m1,m′1,µ1(t).
If we look at the derivatives of the functions KΓ(X, t) defined in (7.11), we can write:∑
Γ⊆Box(Λ)
‖KΓ(t)‖m1,m′1,µ1(t) ≤M(|E|, t, h, ε)
∑
Γ⊆Box(Λ)
‖KΓ(t)‖0,m′2,µ2(t)
By the positivity of KΓ(X, t) and by the equality (7.12), we can write:∑
Γ⊆Box(Λ)
‖KΓ(t)‖0,m′2,µ2(t) ≤ ‖U˜Λ(t)‖0,m′2,µ2(t)
By Proposition 5.1, we can write, with some constant M(|E|, t, h, ε),
‖U˜Λ(t)‖0,m′2,µ2(t) ≤M(|E|, t, h, ε) Z˜Λ(t).
The main estimate of Proposition 8.1, and therefore the estimation (7.6) of Proposition 7.1, and therefore
the point a) of Theorem 1.1, are proven. The points b) and d) were proved in section 7, and the point c),
(estimation of Kop,fc(E1, E2, t, h)), is an intermediate between the two proofs: we need a partial trace Tr
Λ
E1
instead of TrΛE1∪E2 . Thus we obtain, in the estimation, a constant depending on |E1| instead of |E1 ∪ E2|.
Theorem 1.3 is proved.
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9. Proof of Theorems 1.4 and 1.5.
For the proof of Theorem 1.4, we consider a box Λ in ZZd, which is the union of two disjoint boxes Λ1
and Λ2, separated by an hyperplane Σ, like in (6.1). We consider a local observable A, supported in one of
these sets, for example Λ1. We shall estimate the difference between EΛ,t(A), (the mean value of A, defined
by (1.2), when A is seen as an operator in HΛ), and EΛ1,t(A), (the analogue for Λ1). Theorem 1.4 will be
an easy consequence of the next Proposition, since Λm+n is obtain from Λn (defined in (1.19)) by applying
2d times this procedure of enlarging.
Proposition 9.1. With the above notations, if the interaction satisfies (Hε), if ε < δ < 1, there exists
T1(ε, δ) and a function K(t, h, ε, δ,N) such that, if ht < T0 and t < T1(ε, δ):
(9.1)
∣∣∣EΛ,t(A)− EΛ1,t(A)∣∣∣ ≤ K(t, h, ε, δ, |supp(A)|) δdist(supp(A),Σ)‖A‖.
Proof. First step. For each θ ∈ [0, 1], we shall use the potential VΛ,θ = VΛ − θVinter, (where Vinter is defined
in (6.2)), the corresponding Hamiltonian HΛ,θ, the heat kernel UΛ,θ, the function ψΛ,θ of Theorem 1.1. and
the corresponding correlation CovΛ,t,θ of two operators, and the mean value EΛ,t,θ(A). We denote by ZΛ,θ(t)
the trace of the operator e−tHΛ,θ . If A is supported in Λ1, we have, with these notations:
(9.2) EΛ,t,0(A) = EΛ,t(A) EΛ,t,1(A) = EΛ1,t(A)
We set, for each θ ∈ [0, 1],
(9.3) Rθ(x, y, t) = ∂θψΛ,θ(x, y, t) − ∂θψΛ,θ(x, x, t), ϕθ(x, t) = ψΛ,θ(x, x, t),
For a given K(x, y), in S((IRp)Λ × (IRp)Λ), let Op(K) be the operator with integral kernel K(x, y). We
denote by CovΛ,t,θ(A, f) the correlation between an operator A and the multiplication by a function f . We
use the operators TQ of Section 3, with the first definition (3.2), applied to functions depending only on x.
With all these notations, we have:
(9.4) ∂θEΛ,t,θ(A) = ZΛ,θ(t)
−1Tr
(
Op
(
UΛ,θ(., t)Rθ(., t)
) ◦A) + 1
2
∑
Q⊆Λ
CovΛ,t,θ(A, TQ∂θϕθ(., t)).
Second step. Using (8.3), with the norm defined in (5.1), we can write, with E = supp(A):∣∣∣Tr(Op(UΛ,θ(., t)Rθ) ◦A)∣∣∣ ≤ K(|E|) ‖A‖ ‖Op(UΛ,θ(., t)Rθ)‖m,m′,0
with m and m′ depending on |E|. By the point (6.4) of Lemma 6.2, we can write, for each points λ(1), ...
λ(m) of E, for each (x, y)
|∇λ(1) ...∇λ(m)Rθ(x, y, t)| ≤ tK(ε) εdist(E,Σ).
Therefore,
‖Op(UΛ,θ(., t)Rθ)‖m,m′,0 ≤ tK(ε) εdist(E,Σ)‖UΛ,θ(., t)‖m,m′+1,0.
By Proposition 5.1, applied to the subset E, we can write:
‖UΛ,θ(., t)‖m,m′+1,0 ≤ K(t, h, ε, |E|)ZΛ,θ(t),
Therefore:
(9.5) |Tr(Op(UΛ,θ(., t)Rθ) ◦A)| ≤ K(t, h, ε, |E|) ‖A‖ ZΛ,θ(t) εdist(E,Σ)
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Now, we shall estimate the second term in (9.4). By Proposition 6.1, we can write:
(9.6) ‖TQ∂θϕθ(., t)‖ ≤ tK(ε) < Q >d εdiam(Q∪πΣ(Q)),
where πΣ(Q) is the orthogonal projection of Q on the hyperplane Σ, which separates Λ1 and Λ2. If ε < δ < 1,
we can apply Theorem 1.3, point c, for the correlation between an operator and a function, with δ replaced
by δ1 =
√
εδ. Thus we can write:
(9.7)
∣∣∣CovΛ,t,θ(BQ, A)∣∣∣ ≤ K(t, h, ε, δ, |E|) ‖A‖ ‖TQ∂θϕθ(., t)‖ δdist(E,Q)1 .
With the same relations between ε, δ1 and δ, we have:
(9.8)
∑
Q⊂ZZd
δ
dist(E,Q)+diam(Q∪πΣ(Q))
1 ≤ K(ε, δ)δdist(E,Σ).
By (9.5)-(9.8), Proposition 9.1 is proved, and Theorem 1.4 follows easily.
Theorem 1.5, about the mean energy per site, will follow from the next Proposition. The mean energy
XΛ(t) for the set Λ is defined in (1.22).
Proposition 9.2. For each box Λ of ZZd, split into two boxes Λ1 and Λ2, separated by an hyperplane Σ as
in (6.1), for each t > 0 and h > 0 such that ht < T0 and t is small enough,
(9.9) |XΛ(t) −XΛ1(t) −XΛ2(t) | ≤ K(t) |Λ⊥|.
where Λ⊥ = πΣ(Λ), and πΣ is the orthogonal projection on Σ.
Proof. For each θ ∈ [0, 1], let XΛ,θ(t) be the mean energy, for the set Λ, but with VΛ replaced by the potential
VΛ,θ = VΛ − θVinter, where Vinter is defined in (6.2). Thus, XΛ,0(t) = XΛ(t) and XΛ,1(t) = XΛ1(t) +XΛ2(t).
If ψΛ,θ(x, y, t) is the function of Theorem 1.1, associated to the potential VΛ,θ, we set ϕθ(x, t) = ψΛ,θ(x, x, t).
By computations, similar to those of Proposition 9.1, we find that
(9.10) ∂θXΛ,θ(t) = EΛ,t,θ
(
∂2φθ(., t)
∂t∂θ
)
+
1
2
CovΛ,t,θ(
∂φθ
∂t
,
∂φθ
∂θ
) = F1(θ, t) + F2(θ, t).
where CovΛ,t,θ(f, g) is the correlation of the multiplications Mf and Mg, defined as in (1.22) for the Hamil-
tonian HΛ,θ, and EΛ,t,θ(f) is defined in the same way.
Estimation of F1(θ, t). Following (2.1), with VΛ replaced by VΛ,θ , we have:
∂φθ(x, t)
∂t
=
h2
2
(∆xψΛ,θ)(x, x, t) − h
2
2
|(∇xψΛ,θ(x, x, t)|2 + VΛ,θ(x).
By differentiating with respect to θ, we obtain
|∂t∂θφθ(x, t)| ≤ h
2
2
∑
λ∈Λ
|
(
∆xλ∂θψθ
)
(x, x, t)| + h2
∑
λ∈Λ
|∇xλ∂θψθ(x, x, t)| |∇xλψθ(x, x, t)| + |∂θVΛ,θ|.
We remark that
|∂θVΛ,θ(x)| = |VInter(x)| ≤ K
∑
λ∈Λ1,µ∈Λ2
ε|λ−µ| ≤ K(ε)|Λ⊥|.
By Lemma 6.2 for m = 1 and m = 2, we can write, if ht ≤ T0,
|∇xλ∂θψθ(x, x, t)| + |
(
∆xλ∂θψθ
)
(x, x, t)| ≤ tK(ε)εdist(λ,Σ),
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and therefore,
|∂t∂θφθ(x, t)| ≤ K(ε)h2(t+ t2)
∑
λ∈Λ
εdist(λ,Σ) ≤ K(ε)h2(t+ t2)|Λ⊥|.
and therefore |F1(θ, t)| ≤ K(ε)h2(t+ t2)|Λ⊥|.
Estimation of F2(θ, t). Now, we use the decomposition of Theorem 1.2, (definition (3.7)), for ψΛ,θ. We apply
(1.13) with ψΛ replaced by this function. Now, we take the derivatives of this equality with respect to the
variables xλ (λ ∈ Λ), we restrict then to the diagonal, and we report into (9.17), we take also the derivative
with respect to θ, and we report both in the expression of F2(θ) defined in (9.10). We remark that, if a
function does not depend on x, its correlation with any other one vanishes. In order to write more shortly
what we obtain, we introduce the following notations:
vλ(t) = −(∇xλψΛ,θ)(0, 0, t) fλ,Q(x, t) = (∆xλTQψΛ,θ)(x, x, t) gλ,Q(x, t) = (∇xλTQψΛ,θ)(x, x, t)
hQ(x, t) = (TQ
∂
∂θ
ψΛ,θ)(x, x, t).
Thus, we obtain:
(9.11) F2(θ) =
h2
4
∑
λ∈Λ
Q,Q′⊆Λ
CovΛ,t,θ(fλ,Q, hQ′) − h2
∑
λ∈Λ
Q,Q′⊆Λ
vλ(t) . CovΛ,t,θ(gλ,Q , hQ′)−
−h
2
2
∑
λ∈Λ
Q,Q′,Q′′⊆Λ
CovΛ,t,θ
(
gλ,Q.gλ,Q′ , hQ′′
)
+
∑
Q,Q′⊆Λ
CovΛ,t,θ(TQVΛ,θ, hQ′).
Now, we shall estimate all the terms. By Theorem 1.2, fλ,Q, gλ,Q and hQ depend only on xQ and, if ht ≤ T0:
|fλ,Q(x, t)|+ |gλ,Q(x, t)| ≤ tK(ε) < Q >2d εdiam(Q∪{λ})
By Theorem 1.1, we can write |vλ(t)| ≤ Ct. By Proposition 6.1, we can write:
|hQ(x, t)| ≤ tK(ε) < Q >2d εdiam(Q∪πΣ(Q)).
We apply Theorem 1.3, in the multiplicative case, to estimate the four correlations in the expression of F2(θ).
If ε < δ < 1, we apply theorem 1.3 with δ replaced by δ1 =
√
εδ. We obtain:
h2
4
|CovΛ,t,θ(fλ,Q, hQ′)| ≤ h2t3K(ε, δ)δdiam(Q∪{λ})+dist(Q,Q
′)+diam(Q′∪πΣ(Q
′))
1
Therefore, using again (8.26), as in the proof of Lemma 8.4, we get:
h2
4
∑
λ∈Λ
Q,Q′⊆Λ
|CovΛ,t,θ(fλ,Q, hQ′)| ≤ h2t3K(ε, δ)
∑
λ∈Λ,µ∈Λ⊥
δdist(λ,µ) ≤ h2t3K(ε, δ)|Λ⊥|.
The other terms in the expression (9.11) of F2(θ) are bounded in the same way, excepted the terms
CovΛ,t,θ(TQVθ, hQ′) such that Q is reduced to a single point λ, for which we need the point d) of Theo-
rem 1.3:
|CovΛ,t,θ(T{λ}Vθ, hQ′)| ≤ K(t, h, ε, δ)‖∇TQVθ‖ δdist(Q,Q
′)+diam(Q′∪πΣ(Q
′))
which gives us: ∑
λ∈Λ,Q⊆Λ
|CovΛ,t,θ(T{λ}VΛ,θ, hQ′)| ≤ K(t, h, ε, δ)|Λ⊥|.
The Proposition is proved, and Theorem 1.5 follows by the same arguments as Sjo¨strand [23], Section 8,
p.45-46.
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