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DG-RESOLUTIONS OF NC-SMOOTH THICKENINGS AND
NC-FOURIER-MUKAI TRANSFORMS
ALEXANDER POLISHCHUK AND JUNWU TU
Abstract. We give a construction of NC-smooth thickenings (a notion defined by
Kapranov [17]) of a smooth variety equipped with a torsion free connection. We show
that a twisted version of this construction realizes all NC-smooth thickenings as 0th
cohomology of a differential graded sheaf of algebras, similarly to Fedosov’s construc-
tion in [12]. We use this dg resolution to construct and study sheaves on NC-smooth
thickenings. In particular, we construct an NC version of the Fourier-Mukai transform
from coherent sheaves on a (commutative) curve to perfect complexes on the canonical
NC-smooth thickening of its Jacobian. We also define and study analytic NC-manifolds.
We prove NC-versions of some of GAGA theorems, and give a C∞-construction of ana-
lytic NC-thickenings that can be used in particular for Ka¨hler manifolds with constant
holomorphic sectional curvature. Finally, we describe an analytic NC-thickening of the
Poincare´ line bundle for the Jacobian of a curve, and the corresponding Fourier-Mukai
functor, in terms of A∞-structures.
1. Introduction
1.1. Background. In the remarkable paper [17] Kapranov initiated the study of non-
commutative algebras and schemes which are complete with respect to the commutator
filtration (called NC-complete algebras and NC-schemes). The commutator filtration on
a ring R is defined by
F dR =
∑
n1+...+nm−m=d
R · RLien1 · R . . . · R · RLienm · R, (1.1.1)
where RLie is R viewed as a Lie algebra, RLien is the nth term of its lower central series. In
other words, F dR is the two-sided ideal spanned by all expression containing d commu-
tators (possibly nested). The ring R is called NC-complete if it is complete with respect
to the filtration (F dR). Such a ring can be viewed as an inverse limit of the NC-nilpotent
rings R/F dR which are nilpotent extensions of the abelianization of R, Rab = R/F 1R.
NC-schemes are defined in [17] as ringed spaces constructed by gluing formal spectra of
NC-complete rings. Every NC-scheme X has the abelianization Xab which is a usual
scheme, and we say that X is an NC-thickening (or simply thickening) of Xab (in partic-
ular, X and Xab have the same underlying topological spaces). Intuitively one can think
of NC-schemes as analogues of formal schemes where the formal direction is allowed to
be noncommutative.
The important notion of NC-smoothness is introduced in [17] by analogy with the notion
of smoothness of associative algebras due to Cuntz-Quillen [10]. The only difference is
A.P. is partially supported by the NSF grant DMS-1001364.
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that in Kapranov’s setup the lifting property is required to hold only in the class of NC-
nilpotent algebras. One can think of an NC-smooth thickening of a smooth variety X as
an analog of deformation quantization, where the algebra of functions on X is replaced by
its universal Poisson envelope. Kapranov showed in [17] that every affine smooth variety
X admits a unique NC-smooth thickening (up to a non-canonical isomorphism). For non-
affine smooth schemes there are in general obstructions to the existence of NC-smooth
thickenings, and they are not necessarily unique. Kapranov in [17] constructs examples of
NC-smooth thickenings for projective spaces, Grassmannians and for some versal families
of vector bundles.
There was a very limited development of the theory of NC-smooth thickenings after
Kapranov (see [7], [8], [23]). In particular, before our work all constructions of smooth
NC-thickenings followed one of the two patterns: either step-by-step thickening using
universal central extensions (this works in the affine case), or via defining a functor on
the category of NC-nilpotent algebras and proving its representability.
1.2. Summary of main results I: algebraic theory. In the present paper we give a
different construction of NC-smooth thickenings which is analogous to Fedosov’s construc-
tion of the deformation quantization of a symplectic manifold in [12]. Our construction
begins with the following definition.
Definition 1.2.1. Let X be a smooth algebraic variety. Let Ω• denote the algebraic de
Rham complex of X , and TˆO(Ω
1) the completed tensor algebra generated by one forms.
An algebraic NC-connection is a degree one, square zero derivation D of the graded algebra
(graded by the de Rham degree)
AX := Ω• ⊗O TˆO(Ω1)
extending the de Rham differential on Ω• and acting on Ω1 ⊂ TˆO(Ω1) by an operator of
the form
D(1⊗ α) = α⊗ 1 +∇1(α) +∇2(α) +∇3(α) + · · · ,
where ∇i(α) ∈ Ω1 ⊗ T i(Ω1).
Note that ∇1 : Ω1 → Ω1 ⊗ Ω1 is an algebraic connection on Ω1, while for i ≥ 2 the
maps ∇i are O-linear. The condition D2 = 0 implies that the ∇1 corresponds to a torsion
free connection on X . Conversely, we show that every torsion free connection extends to
an algebraic NC-connections and that the corresponding differential graded algebra is a
resolution of an NC-smooth thickening of X .
Theorem 1.2.2. Let X be a smooth scheme endowed with an algebraic torsion free con-
nection ∇. Then
(1.) there exists an algebraic NC-connection D on X with ∇1 = ∇;
(2.) one has H i(AX , D) = 0 for i ≥ 1;
(3.) the sheaf H0(AX, D) with its induced algebra structure is an NC-smooth thickening
of X.
Furthermore, such an NC-connection D is determined uniquely up to conjugation by an
automorphism of TˆO(Ω
1).
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Since every smooth affine variety admits a torsion-free connection, we get an explicit
construction of an NC-smooth thickening in this case, along with a dg-resolution. In the
non-affine case we prove that every NC-smooth thickening has a dg-resolution obtained
by a twisted version of our construction, involving a sheaf of algebras locally isomorphic
to TˆO(Ω
1).
For an abelian variety A our construction applied to the natural connection gives an
NC-smooth thickening that we call standard. If J = J(C) is the Jacobian of a smooth pro-
jective curve C then there is another NC-smooth thickening of J constructed by Kapranov
in [17] using the functor of noncommutative families of line bundles on C. We prove that
this modular thickening is isomorphic to the standard one for J viewed as an abelian
variety.
Another theme of this paper is the study of ONCX -modules for an NC-smooth thickening
ONCX → OX . We are partially guided in this study by the analogy with modules over
algebraic (or complex analytic) deformation quantization algebras that have been studied
e.g. in [19], [5], [2], [4], [26]. In the case when ONCX is obtained from a torsion-free connec-
tion on X we mimic our construction of the dg-resolution for modules. Namely, starting
with a quasicoherent sheaf F on X with a connection (not necessarily flat) we construct a
dg-module over AX that does not depend on a connection up to an isomorphism. Passing
to the 0th cohomology we get an ONCX -module, which is locally free over ONCX in the
case when F is a vector bundle. For an arbitrary NC-smooth thickening ONCX a similar
construction works if the connection on F is flat. Furthermore, in this way we get an
exact functor from D-modules on X to ONCX -bimodules.
One can ask which vector bundles extend to locally free modules (resp., bimodules)
over a given NC-smooth thickening ONCX → OX . The first order obstruction to extend
a vector bundle on X to an ONCX -module was computed by Kapranov in terms of the
Atiyah classes (see [17, Rem. (4.6.9)]). We extend this to the case of bimodules and also
answer the question of extendability completely in the case of the standard NC-smooth
thickening of an abelian variety A and of line bundles on A.
In the case of abelian varieties it is natural to look for analogs of the Fourier-Mukai
transform involving their NC-smooth thickenings. We show how to extend the Poincare´
line bundle on A×Aˆ to a line bundle (a bimodule) on ANC×A♮, where ANC is the standard
NC-smooth thickening of A and A♮ is the universal extension of Aˆ by a vector space (the
functions on A♮ are in the center). One can descend this NC-Poincare´ line bundle to a
twisted line bundle on ANC× Aˆ (since the projection A♮ → Aˆ splits locally). If we restrict
to a curve C in Aˆ then we can untwist it and get a line bundle on ANC × C. Using this
line bundle we define an integral transform from the derived category Db(Coh(C)) to the
derived category of quasicoherent sheaves on ANC . We prove that objects in the image
of this transform are perfect, i.e., can be represented by complexes of vector bundles on
ANC .
1.3. Summary of main results II: analytic theory. The second main topic of this
paper may be called analytic NC geometry. One advantage of the dg resolution (AX, D)
of an NC-smooth scheme XNC considered above is that it enables us to define the an-
alytification of XNC : simply take the analytification of (AX , D), and then apply H0.
For a general complex analytic manifold X (which might not admit any holomorphic
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torsion-free connection), we define an analytic NC-smooth thickening of X to be a sheaf
of algebras over X that is locally in the analytic topology modeled by an algebra of the
form H0(A, D).
Similar to the case of complex geometry, in analytic NC geometry, it is often use-
ful to work with C∞ bundles and their Dolbeault complexes. The following Definition
generalizes Definition 1.2.1.
Definition 1.3.1. Let X be a complex manifold. Let ΛX denote the C
∞ de Rham
algebra of X , and Ω1,0X the space of (1, 0)-type forms. An NC-connection on X is a degree
one, square zero derivation D of the graded algebra (graded by the de Rham degree of
ΛX)
ΛX ⊗C∞X TˆC∞X (Ω1,0X )
extending the de Rham differential on ΛX , and acting on Ω
1,0
X ⊂ TˆC∞X (Ω1,0X ) by an operator
of the form
D(1⊗ α) = α⊗ 1 + ∂ +∇+ A∨2 + A∨3 + · · ·
where ∇ is a (1, 0)-type connection on the bundle Ω1,0X , and A∨k : Ω1,0X → Λ1X ⊗ (Ω1,0X )⊗k is
a C∞X -linear morphism for each k ≥ 2.
Analogously to Theorem 1.2.2, we prove the following results about NC connections,
which demonstrates the important role they play in analytic NC geometry.
Theorem 1.3.2. Let X be a complex manifold. Then
(1.) one has H i(ΛX ⊗C∞X TˆC∞X (Ω1,0X ),D) = 0 for i ≥ 1;
(2.) the sheaf H0(ΛX⊗C∞X TˆC∞X (Ω1,0X ),D) with its induced algebra structure is an analytic
NC-smooth thickening of X;
(3.) there exists an NC-connection D on X if and only if X admits an analytic NC-
smooth thickening.
Theorem 1.3.3. Let (X, g) be a Ka¨hler manifold with constant holomorphic sectional
curvature. Then X admits an NC-connection. Thus, by Theorem 1.3.2, it also admits an
analytic NC-smooth thickening.
Ka¨hler manifolds with constant sectional curvature are classified. There are three
classes of such manifolds: quotients of (Cn, ω0 =
√−1/2∑ dzidzj), complex projective
spaces, and complex hyperbolic spaces. Of these three classes of examples, the first
one admits holomorphic torsion-free connection, hence the existence of an NC-smooth
thickening also follows from the holomorphic version of Theorem 1.2.2. An NC-smooth
thickening of the projective space was constructed by Kapranov [17, Section 5.1]. Our
construction for hyperbolic spaces seems to give new examples of NC-smooth thickenings.
It is natural to ask whether analogs of GAGA results (see [28]) hold for algebraic NC
geometry versus analytic NC geometry. We first deal with the algebraicity of analytic
NC manifolds. Let X be a smooth algebraic variety over C. Following Kapranov [17],
we denote by ThX the groupoid whose objects are NC-smooth thickenings of X , and
morphisms are morphisms of locally ringed spaces that are identity after taking Abelian-
ization. In the analytic setting, we have the corresponding groupoid ThXan consisting of
analytic NC-smooth thickenings of Xan.
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Theorem 1.3.4. Let X be a smooth projective variety over C. Then the analytification
functor is an equivalence of categories ThX → ThXan.
Next we consider analytic NC vector bundles versus algebraic ones. Again let X be a
smooth projective variety over C. Let XNC be an algebraic NC-smooth thickening of X ,
and Xnc its analytification. Denote by Pergl(XNC) the (global) perfect derived category
of locally free ONCX -modules of finite rank, and by Pergl(XNC) the similar perfect derived
category for OncXan-modules. Since the analytic topology is finer than the Zariski topology,
and algebraic sections are holomorphic sections, there is a canonical functor
An : Pergl(XNC)→ Pergl(Xnc).
Theorem 1.3.5. The functor An is an equivalence of categories.
Thus, we can also use complex analytic methods to study NC vector bundles. As an
example we present an analytic construction of the NC thickening of the Poincare´ bundle
P over C × J studied earlier with algebraic methods. Using the analytic description we
clarify the relationship between the NC Fourier transform of P in a formal neighborhood
of a point L ∈ J and another such functor constructed by the first named author [27]
using different methods.
The paper is organized as follows. In Section 2, after reviewing basic notions on NC-
thickenings, we present the Fedosov type construction of the NC-connection associated
with a torsion free connection. Then we show that an NC-connection gives rise to an
NC-smooth thickening ONCX and give a proof of Theorem 1.2.2. We also show in The-
orem 2.3.23 that all NC-smooth thickenings can be described in terms of twisted NC-
connections.
In Section 3 we consider the analog of the construction of NC-connections for OX-
modules. In 3.2 we construct an exact functor from D-modules on X to ONCX -bimodules
and in 3.3 we study the question of extendability of vector bundles on X to locally free
ONCX -modules (resp., bimodules).
In Section 4 we study NC-thickenings of the Jacobian J = J(C) of a curve C. We
show that the canonical NC-smooth thickening JNC of J constructed by Kapranov [17,
Sec. 5.4] is isomorphic to the standard NC-thickening of J as an algebraic variety. In 4.3
we construct an NC-thickening of the Fourier-Mukai functor from Db(C) to the perfect
derived category of the NC-thickening of J .
In Section 5 we define and study analytic NC manifolds. We prove Theorem 1.3.4 and
consider the relation between analytic NC-manifodls and C∞ NC-connections (see Defi-
nition 1.3.1). We also construct such NC-connections on Ka¨hler manifolds with constant
sectional curvature.
In Section 6 we study the analytification functor for vector bundles over NC-smooth
thickenings and prove Theorem 1.3.5.
Finally, in Section 7 we use the analytic approach to describe the Poincare´ line bundle
over C × JNC and the corresponding Fourier-Mukai functor using A∞-structures.
Conventions. We work over a base field k of characteristic zero. Starting from Section 5
we assume that k = C. For a commutative ring A we denote by A〈〈x1, . . . , xn〉〉 the ring
of noncommutative power series in independent variables x1, . . . , xn with coefficients in
A. For a smooth variety we set Db(X) = Db(Coh(X)). By a curve we mean a smooth
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projective curve. For an abelian group (resp., a sheaf of abelian groups) A, Matn(A)
denotes the group (resp., sheaf) of n×n-matrices with values in A. For a sheaf of rings O
we denote by mod−O the category of right O-modules. For a ringed space X we denote
the derived category of right OX -modules by D(X).
Acknowledgments. Part of this work was done while the first author was visiting the Math-
ematical Sciences Research Institute and the Institut des Hautes E´tudes Scientifiques, and
the second author was visiting the Chinese University of Hong Kong. We would like to
thank these institutions for excellent working conditions. Also, we are grateful to Kevin
Costello, Weiyong He and Dmitry Tamarkin for useful discussions.
2. NC-thickenings from torsion free connections
2.1. NC-algebras and NC-schemes. We start by recalling the main definitions from
[17]. Along the way we prove some technical lemmas that will be needed later.
Definition 2.1.1. A k-algebra R is called NC-nilpotent of degree d (resp., NC-nilpotent)
if F d+1R = 0 (resp., F nR = 0 for n≫ 0). The NC-completion of an algebra R is
R[[ab]] = lim←−R/F
nR.
An algebra R is NC-complete if it is complete with respect to the filtration (F nR), i.e.,
the natural map R→ R[[ab]] is an isomorphism.
For an NC-complete algebra R the affine NC-scheme X = Spf(R) is defined as the
locally ringed space (Spec(Rab),OX), where OX is defined as the inverse limit of sheaves of
rings obtained from R/F dR by localization (similarly to the case of usual affine schemes).
The category of NC-schemes is the full subcategory of the category of locally ringed
spaces consisting of spaces locally isomorphic to affine NC-schemes. For every NC-scheme
X the structure sheaf OX has a filtration by sheaves of ideals F nX , and the quotients
OX/F n+1OX define NC-subschemes X≤n ⊂ X with the same underlying topological space
as X . In particular, we set Xab = X
≤0.
Lemma 2.1.2. To give a morphism f : X → Y of NC-schemes is the same as to give a
collection of compatible morphisms fn : X
≤n → Y .
Proof. Since the construction X 7→ X≤n is compatible with passing to open subsets,
it is enough to consider the case when both X and Y are affine. In this case, by [17,
Prop. 2.2.3], our statement is that a homomorphism of NC-complete algebras R → S
is determined by a collection of compatible homomorphisms R → S/F nS, which follows
immediately from NC-completeness of S. 
Definition 2.1.3. (i) An NC-scheme X is said to be of finite type if it is NC-nilpotent, i.e.
F nOX = 0 for n≫ 0, Xab is a scheme of finite type over k and the sheaves F nOX/F n+1OX
on Xab are coherent.
(ii) An NC-scheme X is called d-smooth if F d+1X = 0, X is of finite type and for every
extension of NC-nilpotent algebras
0→ I → Λ′ → Λ→ 0 (2.1.1)
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where I is a nilpotent ideal, the map Mor(Spf(Λ′), X) → Mor(Spf(Λ), X) is surjective.
An algebra R is called d-smooth if Spf(R) is d-smooth.
(iii) An NC-scheme X is called NC-smooth if X≤d is d-smooth for every d. An algebra R
is called NC-smooth if R/F d+1R is d-smooth for every d.
It is easy to see that if an NC-scheme X is d-smooth then X≤d−1 is (d − 1)-smooth.
In particular, Xab is smooth as a commutative scheme over k. If X is a d-smooth (resp.
NC-smooth) NC-scheme then we say that X is a d-smooth (resp., NC-smooth) thickening
of the commutative smooth scheme Xab.
Recall that an extension (2.1.1) is called central if I2 = 0 and I lies in the center of
Λ′. It is easy to see that any surjection Λ′ → Λ of NC-nilpotent algebras whose kernel
is a nilpotent ideal is a composition of central extensions (cf. [17, Prop. 1.2.3]. Thus, in
the definition d-smoothness it is enough to work with central extensions of NC-nilpotent
algebras.
Lemma 2.1.4. Let X be an NC-scheme. If X is locally NC-smooth, i.e., admits an open
covering (Ui) such that Ui are NC-smooth, then X is NC-smooth.
Proof. Given a central extension 0 → I → Λ′ → Λ → 0 of NC-nilpotent algebras we
need to check that any map f : Spec(Λ) → X extends to a map Spec(Λ′) → X . By
assumption, we can assume that there is an affine open covering (Spec(Λi)) of Spec(Λ)
such that the corresponding restrictions fi : Spec(Λi)→ X extend to f ′i : Spec(Λ′i)→ X ,
where 0→ Ii → Λ′i → Λi → 0 is the induced central extension of Λi. On intersections the
liftings f ′i and f
′
j differ by a derivation ofOX with values in I. Since I is a central bimodule,
such derivations correspond to homomorphisms f ∗Ω1X → I. Thus, we get a Cech 1-cocycle
on Spec(Λab) with values in (f ∗Ω1X)
∨ ⊗ I. Since H1(Spec(Λab, (f ∗Ω1X)∨ ⊗ I) = 0, we can
make the liftings f ′i to be compatible on intersections. 
Let R be a d-smooth algebra. Then R is a universal central extension of the (d − 1)-
smooth algebra R/F dR (see [17, Thm. 1.6.1, Prop. 1.6.2]). For example, a 1-smooth
algebra R is a universal central extension of Rab. The universality is equivalent to the
property that the commutator bracket Rab×Rab → F 1R is the universal skew-symmetric
biderivation, so F 1R ≃ Ω2Rab (see [17, Sec. 1.3]). This analogous property holds in the
nonaffine setting. Namely, a central extension of sheaves of k-algebras
0→ I → O˜ → OY → 0
on a smooth commutative scheme Y is 1-smooth if and only the commutator pairing
(f, g) 7→ [f˜ , g˜] ∈ I,
(where f˜ , g˜ ∈ O˜ are any liftings of f and g) viewed as a biderivation with values in I
induces an isomorphism Ω2X → I.
Definition 2.1.5. (cf. [17, Ex. (1.3.9)]) Let X be a smooth scheme. The standard 1-
smooth thickening of X is the sheaf of k-vector spaces O˜ = Ω2X ⊕ OX equipped with the
product
(α, f) · (α′, f ′) = (f ′α + fα′ + df ∧ dg, ff ′).
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Thus, for any NC-smooth scheme X one has a natural isomorphism
F 1OX/F 2OX ≃ Ω2Xab .
The description of the quotients F nOX/F n+1OX is more complicated. Kapranov proves
that
F nOX/F n+1OX ≃ Pn(OXab),
where P (R) =
⊕
n≥0 Pn(A) denotes the Poisson envelope of a commutative algebra A.
However, the description of Pn(A) for a smooth algebra A in terms of some polynomial
functors proposed in [17, Thm. 4.1.3] is only known to hold locally (see [8, Thm. 1.4]; the
proof of the general case in [17] has a gap). In this work we will consider another algebra
filtration on the structure sheaf of an NC-smooth scheme for which the graded quotients
will have a simple descriptions as polynomial functors.
For any ring (or a sheaf of rings) R and n ≥ 1 we define the two-sided ideal
In(R) =
∑
i1≥2,... ,im≥2,i1+...+im≥n
R · RLiei1 · R · . . . ·R ·RLieim · R. (2.1.2)
Note that RLiei ⊂ F i−1R, so In(R) ⊂ F [n/2]R. On the other hand, it is clear from the
definition that F n−1R ⊂ In(R) for n ≥ 2. Thus, (In(R)) define the same topology on R
as (F nR).
For any ring R the filtration In(R) is an algebra filtration, so we can consider the
associated graded algebra
gr•I(R) =
⊕
n≥0
In(R)/In+1(R),
where we set I0(R) = R. Note that gr
0
I(R) = R
ab. Note also that [R, In(R)] ⊂ In+1(R),
so Rab is in the center of gr•I(R).
For a vector space V we denote by Lie(V ) =⊕n≥1 Lien(V ) the free Lie algebra gener-
ated by V and we set
Lie+(V ) =
⊕
n≥2
Lien(V ). (2.1.3)
There is a natural GL(V )-action on Lien(V ), so we can define the functor Lien(?) on the
category of vector bundles over a scheme. We consider the grading on Lie+(V ) such that
Lien(V ) lives in degree n.1 We equip the universal enveloping algebra U(Lie+(V )) with
the induced grading, so that
U(Lie+(V ))n ⊂ U(Lie(V ))n = V ⊗n.
Lemma 2.1.6. Assume that Rab is smooth. There is a natural surjective homomorphism
of graded algebras
U(LieRab+ (Ω1Rab))→ gr•I(R) (2.1.4)
sending f0[df1, [df2, . . . , [dfn−1, dfn] . . . ]] to f˜0[f˜1, [f˜2, . . . , [f˜n−1, f˜n] . . . ]], where f˜i ∈ R is a
lifting of fi ∈ Rab.
1This grading is different from the one considered in [17], cf. Remark 2.3.27.
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Proof. First, one can easily check that the map
T n(Ω1Rab)→ grnI (R) : f0df1 ⊗ df2 ⊗ . . .⊗ dfn 7→ f˜0[f˜1, [f˜2, . . . , [f˜n−1, f˜n] . . . ]]
(2.1.5)
is well defined for n ≥ 2. We can also define similar maps for iterated brackets in a
different order. More precisely, let L =
⊕
n L(n) be the Lie operad. Then we get a
natural map
L(n)⊗k[Sn] T n(Ω1Rab)→ grnI (R).
Recall that Lien(V ) = L(n) ⊗Sn T n(V ) (see [21, Sec. 3]). Thus, we obtain a map of Lie
algebras
LieRab+ (Ω1Rab)→ gr•I (R)
which extends to (2.1.4). To check surjectivity of (2.1.4) it is enough to see that gr•I(R)
is generated as Rab-algebra by the images of RLien ⊂ In(R). But this follows from the
inclusion
R · RLiei1 ·R ·RLiei2 · . . . · R · RLieim ·R ⊂ R · RLiei1 · RLiei2 · . . . · RLieim + Ii1+...+im+1(R),
which holds since commuting factors from R to the left creates additional commutators.

We will show in Corollary 2.3.15 that the map (2.1.4) is an isomorphism if and only if
R is NC-smooth.
2.2. NC-thickening of the affine space. Let us recall Kapranov’s description of the
completion k〈e1, . . . , en〉[[ab]] of the free algebra k〈e1, . . . , en〉 with respect to the com-
mutator filtration (see [17, Sec. 3]). For a polynomial P (y1, . . . , yn) ∈ k[y1, . . . , yn] we
define [[P (e)]] ∈ k〈e1, . . . , en〉 by replacing every monomial cyi11 . . . yinn in P by the ordered
monomial cei11 . . . e
in
n . Let V be the k-vector space with the basis e1, . . . , en, so we can
identify k〈e1, . . . , en〉 with the tensor algebra T (V ). Let B = {β1, β2, . . . } be a k-basis of
Lie+(V ) (see (2.1.3)), ordered in such a way that elements of Lien(V ) precede elements of
Lien+1(V ). For any function λ : B → Z≥0 with finite support we consider the monomial
Mλ = β
λ(β1)
1 β
λ(β2)
2 . . . ∈ T (V )
(where we view Lie+(V ) as a subspace of T (V )). The definition of the commutator
filtration implies that every infinite series∑
λ:B→Z≥0
[[aλ(e)]]Mλ,
where aλ(y) ∈ k[y1, . . . , yn], converges in T (V )[[ab]]. In fact, every element of T (V )[[ab]]
can be written uniquely as such a series and a multiplication rule is given by [17, Prop.
3.4.3].
We can rewrite the above description by realizing T [V ][[ab]] as a subalgebra in the
algebra of formal noncommutative power series in e1, . . . , en over the commutative ring
A = k[x1, . . . , xn]. Namely, consider the completed tensor algebra of the free A-module
V ⊗ A,
TˆA(V ⊗A) :=
∏
n≥0
T nA(V ⊗A) ≃ A〈〈e1, . . . , en〉〉.
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Let Ω•A = Ω
•
A/k be the de Rham complex of A. We equip the algebra Ω
•
A ⊗A TˆA(V ⊗ A)
with the differential D which is a unique derivation extending the de Rham differential
on Ω•A such that
D(ei) = dxi for i = 1, . . . , n.
Let π : TˆA(V ⊗ A) → A be the natural projection (sending all tensors of degree ≥ 1 to
zero). Consider the k-algebra homomorphism
δ : T (V )→ TˆA(V ⊗A) : ei 7→ ei − xi.
Clearly the image is contained in the kernel of D, and π ◦ δ : T (V )→ A is the homomor-
phism sending ei to −xi.
Theorem 2.2.1. The homomorphism δ extends to an isomorphism of the NC-completion
T (V )[[ab]] with the subalgebra ker(D) ⊂ TˆA(V ⊗ A).
Proof. Note that any Lie word w ∈ Lie+(V ) in generators ei is mapped by δ to itself
viewed as an element in T (V ) ⊂ TA(V ⊗ A). Hence, the same is true for the monomials
Mλ, where λ : B → Z≥0. Thus, the homomorphism δ extends to a homomorphism
δˆ : T (V )[[ab]] → TˆA(V ⊗ A).
mapping the infinite series
∑
λ[[aλ]]Mλ to
∑
λ[[aλ(ei−xi)]]Mλ which converges in TˆA(V ⊗
A) and still belongs to ker(D). We need to check that the image of δˆ is the entire ker(D).
Note that any element x ∈ TˆA(V ⊗A) can be written as x =
∑
λ[[fλ(e)]]Mλ, where fλ(y)
are some formal power series in commuting variables y1, . . . , yn with coefficients in A.
The condition D(x) = 0 means that each fλ(y) is of the form fλ(y) = aλ(yi − xi) for
some power series aλ with coefficients in C. Note that aλ(−x) = fλ(0) is the constant
coefficient of fλ(y), hence aλ ∈ A. 
2.3. Global construction. Let (V,∇) be a vector bundle with a connection over a
smooth scheme X , and let ι : T → V be a homomoprhism of vector bundles. We
denote still by ∇ the induced connection on the dual bundle V ∗. Then we can consider
the completed tensor algebra TˆO(V
∗) and define the differential D = D∇,ι on the alge-
bra Ω• ⊗O TˆO(V ∗) as a unique derivation, extending the de Rham differential on Ω• and
satisfying
D(α) = ∇(α) + ι∗(α)⊗ 1 for α ∈ V ∗.
Lemma 2.3.1. One has D2 = 0 if and only if ∇ is flat and ι is torsion free, i.e., satisfies
the equation
ι([t1, t2]) = ∇t1(ι(t2))−∇t2(ι(t1)). (2.3.1)
Proof. Let ∇˜ : Ω1 ⊗ V ∗ → Ω2 ⊗ V and ι˜∗ : Ω1 ⊗ V → Ω2 be the maps given by
∇˜(ω ⊗ α) = dω ⊗ α− ω ∧ ∇(α), ι˜∗(ω ⊗ α) = ω ∧ ι ∗ (α).
Then
D2(α) = ∇˜∇(a) + [dι∗(α)− ι˜∗∇(α)] ∈ Ω2 ⊗ V ⊕ Ω2.
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Hence D2 = 0 if and only if ∇˜∇ = 0 and
d ◦ ι∗ = ι˜∗ ◦ ∇.
The former condition just means that ∇ is flat. To show that the latter condition is
equivalent to (2.3.1) we note that for a pair of local vector fields t1, t2 and for α ∈ V ∗ one
has
dι∗(α)(t1, t2) = t1 · α(ι(t2))− t2 · α(ι(t1))− α(ι([t1, t2])),
ι˜∗(∇(α))(t1, t2) = ∇t1(α)(ι(t2))−∇t2(α)(ι(t1)).
It remains to use the formulas t1 · α(ι(t2)) = ∇t1(α)(ι(t2)) + α(∇t1(ι(t2))) and a similar
formula for t2 · α(ι(t2)). 
Now let us specialize to the case V = T and ι = id, so that ∇ is a a connection on the
tangent bundle. Assume that ∇ is torsion free and flat. Then the previous construction
gives an algebraic NC-connection on X in the sense of Definition 1.2.1.
Let D be an arbitrary algebraic NC-connection on X , i.e., a differential of degree 1 on
the algebra
AX := Ω• ⊗O TˆO(Ω1),
where the grading on AX is given by the natural grading on Ω•, such that
D(1⊗ α) = α⊗ 1 +∇1(α) +∇2(α) +∇3(α) + · · ·
for α ∈ Ω1. The same calculation as in Lemma 2.3.1 shows that ∇1 corresponds to a
torsion free connection onX . In Theorem 2.3.2 below we show that conversely, any torsion
free connection ∇ (not necessarily flat) gives rise to an NC-connection with ∇1 = ∇. The
idea is to add higher terms to the differential that would kill the effect of the nonzero
curvature.
Below we view the universal enveloping algebra U(Lie+(V )) as a graded subalgebra of
T (V ) = U(Lie(V )).
Theorem 2.3.2. (i) Let ∇ be a torsion free connection on the tangent bundle on a smooth
scheme X. Then there exists a natural construction of an algebraic NC-connection D with
∇1 = ∇, the induced connection on Ω1.
(ii) For any two algebraic NC-connections D,D′ on X (possibly for different torsion free
connections) there exists an algebra automorphism φ of TˆO(Ω
1), such that for α ∈ Ω1,
φ(α) = α+ φ2(α) + φ3(α) + . . . with φi(α) ∈ T i(Ω1), such that D′ = (id⊗φ)D(id⊗φ)−1,
where id⊗φ is the induced automorphism of AX .
(iii) Let G = GD be the sheaf of groups of automorphisms φ of TˆO(Ω
1), such for α ∈ Ω1,
φ(α) = α+φ2(α)+φ3(α)+. . . with φi(α) ∈ T i(Ω1), and such that D = (id⊗φ)D(id⊗φ)−1.
The group G has a decreasing filtration by normal subgroups
Gn = {φ ∈ G | φi = 0 for 2 ≤ i ≤ n},
where n ≥ 1 (so G1 = G). Then
Gn/Gn+1 ≃ Hom(Ω1, U(Lie+(Ω1))n+1)
as a sheaf of (abelian) groups.
11
First, we need to describe a certain version of de Rham complex for the free algebra (it
is different from the well known noncommutative forms considered in [10]).
Proposition 2.3.3. Let V be a finite-dimensional vector space. Let us equip the algebra
AV =
∧•
(V )⊗ T (V )
with a dg-algebra structure, where the grading is given by the natural grading of the exterior
algebra (so T (V ) is in degree 0) and the differential τ is the unique derivation, trivial on∧•(V ) and satisfying τ(1⊗ v) = v ⊗ 1. Then we have H i(AV ) = 0 for i > 0 and
H0(AV ) = U(Lie+(V )) ⊂ T (V ).
Proof. It is easy to check that for any v ∈ V and x ∈ T (V ) one has
τ(vx− xv) = vτ(x)− τ(x)v.
This implies that τ(Lie+(V )) = 0 and hence U(Lie+(V )) ⊂ ker(τ). Let e1, . . . , en be a
basis of V . By the PBW-theorem, we can write any element of T (V ) uniquely as a finite
sum
x =
∑
λ:B→Z≥0
[[fλ(e)]]Mλ (2.3.2)
with fλ ∈ S(V ), where we use the notation of Section 2.2. Since Mλ are elements in
U(Lie+(V )), for x given by (2.3.2) we have
τ(x) =
n∑
i=1
ei ⊗
∑
λ
[[∂ifλ(e)]]Mλ.
Let Mλ be the monomialsMλ viewed as elements of S(Lie+(V )). Then we have a natural
isomorphism
Ω•S(V ) ⊗k S(Lie+(V ))→ AV : f · dei1 ∧ . . . ∧ deir ⊗Mλ 7→ dei1 ∧ . . . ∧ deir ⊗ [[f(e)]]Mλ,
where f ∈ S(V ). Under this isomorphism the differential τ corresponds to the differential
ddR⊗ id on Ω•S(V )⊗kS(Lie+(V )), where ddR is the de Rham differential. This immediately
implies our assertion, since the k-linear span of the monomials Mλ is contained in the
subalgebra U(Lie+(V )) ⊂ T (V ). 
Corollary 2.3.4. In the above situation there exists a GL(V )-equivariant homotopy op-
erators h = (hn), where
hn :
∧n
(V )⊗ T i(V )→
∧n−1
(V )⊗ T i+1(V )
satisfying hn+1τ + τhn = id on
∧n(V )⊗ T (V ) for n ≥ 1. Hence, for any vector bundle V
on a scheme X there exist similar operators on
∧•(V)⊗ T (V).
Proof. This immediately follows from the vanishing of H>0(AV ) and from the reductivity
of GL(V ). 
We will need the following simple calculation with graded Lie commutators.
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Lemma 2.3.5. Let L be the graded Lie algebra over Z[1
2
] with generators D1, . . . , Dn,
F1, . . . , Fn of degree 1 and relations
m∑
i=0
[Di, Dm−i] =
m∑
i=0
[Di, Fm−i] = 0
for m = 0, . . . .n. Then one has
n∑
i=1
[D0, [Di, Dn+1−i]] =
n∑
i=1
[D0, [Di, Fn+1−i]] = 0
in L.
Proof. Note that L has a Lie endomorphism, identical on Di and sending Fi to Di. Thus,
it is enough to prove the identity
n∑
i=1
[D0, [Di, Fn+1−i]] = 0. (2.3.3)
Applying Jacobi identity we can rewrite the left-hand side as follows:
n∑
i=1
[D0, [Di, Fn+1−i]] =
n∑
i=1
[[D0, Di], Fn+1−i] +
n∑
i=1
[[D0, Fn+1−i], Di].
Next, applying the relations in L we get
n∑
i=1
[[D0, Di], Fn+1−i] = −1
2
∑
i≥1,j≥1
[[Di, Dj], Fn+1−i−j],
n∑
i=1
[[D0, Fn+1−i], Di] = −
∑
i≥1,j≥1
[[Dj, Fn+1−i−j ], Di]
with the convention Fm = 0 for m < 0. Now applying the Jacobi identity we get∑
i≥1,j≥1
[[Di, Dj], Fn+1−i−j ] = 2
∑
i≥1,j≥1
[Di, [Dj, Fn+1−i−j]]
and the assertion follows. 
Proof of Theorem 2.3.2. (i) Let us denote by D1 the unique derivation of AX extending
the de Rham differential on Ω• and such that D1(1 ⊗ α) = ∇(α) ∈ Ω1 ⊗ Ω1 for α ∈ Ω1
(the existence of D1 follows from the Leibnitz identity for ∇). We also set D0 = τ , which
is the differential on AX , zero on Ω•, and satisfying τ(1 ⊗ α) = α ⊗ 1 for α ∈ Ω1 (see
Proposition 2.3.3). Note that D20 = 0 and the condition that our connection is torsion-free
is equivalent (cf. the proof of Lemma 2.3.1) to the identity
[D0, D1] = D0D1 +D1D0 = 0,
where we use [·, ·] to denote the supercommutator. This implies that [D0, D21] = 0, hence
D0(D
2
1(1⊗ α)) = 0
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for any α ∈ Ω1. Note that the derivation D21 is zero on Ω•, so it is O-linear. By Corollary
2.3.4, this implies that the O-linear map
∇2(α) := −h2(D21(1⊗ α))
satisfies D0(∇2(α)) = −D21(1⊗α). Extending ∇2 to a degree 1 derivation D2 of AX , zero
on Ω•, this can be rewritten as
[D0, D2] +D
2
1 = 0.
Assume that O-linear maps ∇i : Ω1 → Ω1 ⊗ T i(Ω1) are defined for 2 ≤ i ≤ n and that
the corresponding degree 1 derivations Di of AX (zero on Ω•) satisfy
m∑
i=0
[Di, Dm−i] = 0 (2.3.4)
for all m ≤ n. We are going to construct an O-linear map ∇n+1 such that the correspond-
ing degree 1 derivation Dn+1 satisfies the equation (2.3.4) for m = n + 1, which can be
rewritten as
[D0, Dn+1] = −1
2
n∑
i=1
[Di, Dn+1−i]. (2.3.5)
By Lemma 2.3.5, we have
n∑
i=1
[D0, [Di, Dn+1−i]] = 0.
Note that the derivation
∑n
i=1[Di, Dn+1−i] acts by zero on Ω
•, so it is O-liinear. Hence,
by Corollary 2.3.4, we can set
∇n+1(α) = −1
2
n∑
i=1
hn+1([Di, Dn+1−i](1⊗ α)).
The above recursive procedure gives a degree 1 derivation D = D0+D1+D2+D3+ . . .
of AX and the equations (2.3.4) mean that D2 = 0.
(ii) Let us write D = D0+D1+D2+ . . . , D
′ = D′0+D
′
1+D
′
2+ . . . , where D0 = D
′
0 = τ ,
D1 and D
′
1 correspond to some torsion-free connections, and Di (resp., D
′
i) are derivations
extending the O-linear operators ∇i (resp., ∇′i). We claim that if Di = D′i for i < n then
there exists an automorphism φ of TˆO(Ω
1) with
φ(α) = α + φn+1(α),
where φn+1(α) ∈ T n+1(Ω1), such that
(id⊗φ)D(id⊗φ)−1)i = D′i for i ≤ n.
Indeed, for any φ as above we have (id⊗φ)D(id⊗φ)−1)i = Di for i < n, while
(id⊗φ)D(id⊗φ)−1)n(1⊗ α) = Dn(1⊗ α)−D0(1⊗ φn+1(α)).
Thus, we need to find φn+1 such that
Dn(1⊗ α)−D′n(1⊗ α) = D0(1⊗ φn+1(α)).
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By Corollary 2.3.4, it is enough to check that
D0(Dn −D′n)(1⊗ α) = 0.
Since Di = D
′
i for i < n the equations (2.3.4) for Di and D
′
i imply that
[D0, Dn −D′n] = 0.
Hence,
D0(Dn −D′n)(1⊗ α) = −(Dn −D′n)(α⊗ 1) = 0,
sinceDn andD
′
n have the same restriction to Ω
• (zero if n 6= 1 and the de Rham differential
for n = 1).
(iii) The condition that φ ∈ Gn−1 preserves D implies (by looking at the components in
Ω1 ⊗ T n−1(Ω1)) that τφn = 0, i.e., φn factors through U(Lie+(Ω1))n ⊂ T n(Ω1). Thus, we
have a natural homomorphism
Gn−1 → Hom(Ω1, U(Lie+(Ω1))n) : φ 7→ φn
with the kernelGn. It remains to prove the surjectivity of this map. In other words, for any
given φn : Ω
1 → T n(Ω1) such that τφn = 0, we have to construct an element φ ∈ Gn−1 such
that φ(α) = α+φn(α)+φn+1(α)+. . . for α ∈ Ω1. Let us first consider an automorphism φ˜
of TˆO(Ω
1) defined by φ˜(α) = α+φn(α). Then the differential D˜ = φ˜Dφ˜
−1 has components
(D˜)i = Di for i < n. Now the proof of (ii) shows that there exists an automorphism ψ of
TˆO(Ω
1) with ψ(α) = α+ψn+1(α)+ψn+2(α)+ . . . , such that D˜ = ψDψ
−1. Then φ = ψ−1φ˜
is the required element of Gn−1. 
Remark 2.3.6. Note that D21(1 ⊗ α) = R(α) ∈ Ω2 ⊗ Ω1, where R is the curvature
tensor. Hence, ∇2(1 ⊗ α) = h2(R(α)). It is easy to see that the identities τ(R(α)) =
D0(D
2
1(1⊗α)) = 0 and τ([D1, D2](1⊗α)) = τ(∇(∇2)(α)) = 0 correspond to the first and
second Bianchi identities (in a particular case of a torsion-free connection).
Lemma 2.3.7. Let (C•, d) be a complex in an abelian category, such that each Cn is
complete with respect to a decreasing filtration (F •Cn). Assume that d = d0 + d≥1, where
d0 is also a differential on C
•, i.e. d20 = 0, and
d≥1(F
iCn) ⊂ F iCn+1.
Let also h be an operator of degree −1 on C• such that
h(F iCn) ⊂ F i+1Cn−1.
Finally assume that the operator p0 = id−hd0 − d0h satisfies p0d≥1 = 0. Then id+hd≥1
is an invertible operator on C• and
d = (id+hd≥1)
−1d0(id+hd≥1).
Proof. Since d≥1 preserves the filtration F
•C and h raises the filtration index by 1, we
immediately see that id+hd≥1 is invertible (since C
n is complete with respect to the
filtration). Thus, it is enough to check the identity
(id+hd≥1)d = d0(id+hd≥1).
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We have
(id+hd≥1)d = d+ hd≥1d = d− hd0d = d0 + d≥1 − hd0d≥1 =
d0 + (id−hd0)d≥1 = d0 + (p0 + d0h)d≥1 = d0 + d0hd≥1,
as required. 
Proposition 2.3.8. Let D = D0 +D1 +D2 + . . . be a differential on AX as in Theorem
2.3.2, and let h = (hn) be the homotopy from Corollary 2.3.4. Set D≥1 = D1 +D2 + . . . .
Then id+hD≥1 is an invertible operator on AX and
D = (id+hD≥1)
−1D0(id+hD≥1).
Hence, the operator
hD = (id+hD≥1)
−1h(id+hD≥1) : AX → Ω• ⊗ Tˆ≥1(Ω1)
of degree −1 satisfies hDD +DhD = id on AiX for i > 0.
Proof. We apply Lemma 2.3.7 to d0 = D0, d≥1 = D≥1, the filtration Ω
• ⊗ Tˆ≥i(Ω1) on
AX , and the homotopy operator h from Corollary 2.3.4. Note that p0 = id−hD0 −D0h
satisfies p0(A≥1X ) = 0 which implies that p0D≥1 = 0. 
Corollary 2.3.9. Let D be an algebraic NC-connection on a smooth scheme X.
(i) The complex of sheaves of abelian groups (AX , D) is homotopy equivalent to its 0th
cohomology. In particular, Hi(AX , D) = 0 for i > 0.
(ii) We have an isomorphism of sheaves of abelian groups
(id+hD≥1) : ker(D)
∼✲ ker(D0) ≃ Uˆ(Lie+(Ω1)), (2.3.6)
where Uˆ denotes the completion of the universal enveloping algebra with respect to the
augmentation ideal corresponding to the natural grading on Lie+(Ω1).
(iii) For any d ≥ 1 consider the map
D(d) : T (Ω1)/T≥d+1(Ω1)→ Ω1 ⊗ (T (Ω1)/T≥d(Ω1))
induced by D. Then the natural map
K/(K ∩ T≥d+1(Ω1))→ ker(D(d)),
where K = ker(D : A0X → A1X), is an isomorphism.
Proof. Parts (i) and (ii) follow directly from Proposition 2.3.8. For part (iii) we need to
check that for any x ∈ Tˆ (Ω1) such that D(x) ∈ Ω1⊗T≥d(Ω1), one has x ∈ K+T≥d+1(Ω1).
For this we use the operator hD from Proposition 2.3.8. We have
D(hDDx− x) = (DhD + hDD)Dx−Dx = 0,
so hDDx − x ∈ K. It remains to note that the homotopy h from Corollary 2.3.4 maps
Ω•⊗ T≥d(Ω1) to Ω•⊗ T≥d+1(Ω1), while id+hD≥1 preserves the filtration (Ω•⊗T≥i(Ω1)).
Hence,
hDDx ∈ hD(Ω1 ⊗ T≥d(Ω1)) ⊂ T≥d+1(Ω1),
and the decomposition x = (x− hDDx) + hDDx has the required properties. 
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Let us fix a smooth scheme X with an algebraic NC-connection D. Consider the sheaf
of rings
ONC = H0(AX , D) = ker(D : A0X → A1X). (2.3.7)
We have a natural projection π : A0X = TˆO(Ω1) → O sending tensors of degree ≥ 1
to zero, and hence the induced homomorphism π : ONC → O. Note that by Theorem
2.3.2(ii), the data (ONC , π) does not depend on a choice of D up to an isomorphism.
Proposition 2.3.10. The homomorphism π is surjective. Furthermore, it has a splitting
σ : O → ONC as a homomorphism of sheaves (not compatible with multiplication).
Proof. For f ∈ O we have D(f) = df . By Proposition 2.3.8,
σ(f) = f − hD(df) ∈ ONC
gives the required splitting. 
We want to prove that ONC is a smooth NC-thickening of O. First, we need to check
that it is NC-complete. Consider the following filtration by two-sided ideals on ONC :
ONC≥d := ONC ∩ Tˆ≥dO (Ω1) for d ≥ 1.
Proposition 2.3.11. (i) One has ONC≥1 = ONC≥2 = ker(π).
(ii) One has ONC≥n = In(ONC), where the filtration In(?) is given by (2.1.2).
(iii) The projection ONC≥n → T n(Ω1) induces an isomorphismONC≥n /ONC≥n+1 ≃ U(Lie+(Ω1))n.
Proof. (i) This follows from the fact that the component of the differential
Ω1 → Ω1 ⊗ Tˆ (Ω1)→ Ω1
is injective.
(ii) For any local section a ∈ ONC we have ad(a)ONC ⊂ ONC≥2 and ad(a)ONC≥n ⊂ ONC≥n+1.
Hence, (ONC)Liei ⊂ ONC≥i . This implies the inclusion
InONC ⊂ ONC≥n .
Since ONC≥n is complete with respect to the filtration by ONC≥i (i > n), it remains to check
the surjectivity of the map
In(ONC)→ ONC≥n /ONC≥n+1.
It follows from Proposition 2.3.3 that the latter quotient is a subsheaf of U(Lie+(Ω1))n ⊂
T n(Ω1). Thus, it is enough to check that U(Lie+(Ω1))n is locally generated as an O-
module by elements of the form
[σ(f1), [. . . , [σ(fi1−1), σ(fi1)] . . . ]] · [σ(fi1+1), [. . . , [σ(fi1+i2−1), σ(fi1+i2)] . . . ]] · . . . ·
[σ(fi1+...+ik−1+1), [. . . , [σ(fn−1), σ(fn)] . . . ]] ∈ In(ONC), (2.3.8)
where f1, . . . , fn ∈ O and σ : O → ONC is the section defined in Proposition 2.3.10.
Since σ(f) = f − df + . . . , for any α = αi + αi+1 + . . . ∈ ONC≥i we have
[σ(f), α] ≡ −df ⊗ αi + αi ⊗ df modONC≥i+2.
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Hence, the expression (2.3.8) is in ONC≥n with the leading term
[df1, [. . . , [dfi1−1, dfi1] . . . ]] · [dfi1+1, [. . . , [dfi1+i2−1, dfi1+i2 ] . . . ]] · . . . ·
[dfi1+...+ik−1+1, [. . . , [dfn−1, dfn] . . . ]] ∈ U(Lie+(Ω1))n.
By definition, such elements generate U(Lie+(Ω1))n.
(iii) This follows from the proof in (ii). 
Corollary 2.3.12. ONC is NC-complete.
Corollary 2.3.13. The map (2.1.4) is an isomoprhism for ONC .
Proof. The proof of Proposition 2.3.11(ii) shows that the composition of the map (2.1.4)
with the isomorphism
grnI (ONC) ≃ ONC≥n /ONC≥n+1
∼✲ U(Lie+(Ω1))n
is the identity. 
Now we can prove that ONC is NC-smooth, thus finishing the proof of Theorem 1.2.2.
Theorem 2.3.14. The NC-thickening ONC → O defined by (2.3.7) is NC-smooth.
Proof. By Lemma 2.1.4, we can assume X to be affine, so there exists an NC-smooth
thickening Ouniv → O. Since ONC is NC-complete, by universality we get a homomor-
phism of algebras f : Ouniv → ONC compatible with projections to O (cf. [17, (1.3.8),
(1.6.2)]). Since both algebras are complete with respect to the I-filtration, to check that
f is an isomorphism it is enough to check that the induced maps
fn : InOuniv/In+1Ouniv → InONC/In+1ONC
are isomorphisms. By Lemma 2.1.6, we have a commutative diagram
U(Lie+(Ω1))n id✲ U(Lie+(Ω1))n
grnI Ouniv
❄ fn ✲ grnI ONC
❄
in which vertical arrows are surjective. By Corollary 2.3.13, the right vertical arrow is an
isomorphism. Hence, fn is an isomorphism as well. 
Corollary 2.3.15. Let O˜ → OX be an NC-thickening of a smooth commutative scheme
X. Then the map (2.1.4) is an isomorphism for O˜ if and only if (X, O˜) is NC-smooth.
Proof. “If”. The question is local, so we can assume that X is affine and admits a torsion-
free connection. Then we have an isomorphism O˜ ≃ ONC , since any two NC-smooth
thickenings are isomorphic in the affine case (see [17, Thm. 1.6.1]). Now we can use
Corollary 2.3.13.
“Only if”. By Lemma 2.1.4, the question is local, so again we can assume that X is
affine and admits a torsion-free connection. Let ONC → O be the NC-smooth thickening
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constructed above. By universality of the NC-smooth thickening in the affine case ((cf.
[17, (1.3.8), (1.6.2)]) there exists a homomorphism f : ONC → O˜ of NC-thickenings. By
assumption, f induces an isomorphism
grnI ONC → grnI O˜
for each n. Hence, f is an isomorphism. 
Proposition 2.3.16. For the NC-thickening ONC → O defined by (2.3.7) let Aut(ONC)
denote the sheaf of groups of automorphisms of the extension ONC → O. Let also be G,
Gn be the sheaves of groups defined in Theorem 2.3.2(iii). Then the natural maps
G→ Aut(ONC),
G/Gn → Aut(ONC/In+1ONC),
where n ≥ 1, are isomorphisms.
Proof. Recall that Gn ⊂ G consists of automorphisms of (TˆO(Ω1), D) which induce the
identity on Tˆ (Ω1)/Tˆ≥n+1(Ω1) (so G = G1), and that we have natural identifications
Gn−1/Gn
∼✲ Hom(Ω1, U(Lie+(Ω1)n)) (2.3.9)
(see Theorem 2.3.2(iii)). Similarly, we can define for each n ≥ 1 the subgroup Autn(ONC) ⊂
Aut(ONC) consisting of automorphisms that induce the identity on ONC/In+1ONC . By
Proposition 2.3.11(ii), the homomorphism G→ Aut(ONC) sends Gn to Autn(ONC). We
observe that we have a natural exact sequence of groups
1→ Autn−1(ONC)→ Aut(ONC)→ Aut(ONC/InONC)→ 1.
Indeed, surjectivity here follows from the NC-smoothness of ONC . Note that
ONC/In+1ONC → ONC/InONC
is a central extension with the kernel InONC/In+1ONC which is generated by expressions
(2.3.8). Therefore, any automorphism of ONC/In+1ONC , identical modulo InONC , acts
on InONC/In+1ONC as the identity. Hence, by [17, Prop. 1.2.5] we get an exact sequence
1→ Hom(Ω1, InONC/In+1ONC)→ Aut(ONC/In+1ONC)→ Aut(ONC/InONC)→ 1
(surjectivity again follows from the NC-smoothness of ONC). Hence, using Corollary
2.3.13 we obtain a natural identification
Autn−1(ONC)/Autn(ONC) ∼✲ Hom(Ω1, U(Lie+(Ω1)n)). (2.3.10)
We claim that the homomorphism Gn−1/Gn → Autn−1(ONC)/Autn(ONC) is compatible
(up to a sign) with the identifications (2.3.9) and (2.3.10) (and hence, is an isomorphism).
Note that this will imply that the homomorphism G → Aut(ONC) is an isomorphism.
Given an element φ ∈ Gn−1 of Tˆ (Ω1), for α ∈ Ω1 we have φ(α) = α+ φn(α) + . . . , where
φn : Ω
1 → U(Lie+(Ω1)n).) We have to restrict φ to ONC ⊂ Tˆ (Ω1) and see how it acts
modulo In+1ONC = ONC≥n+1. By definition, for a lifting σ(f) = f − df + . . . ∈ ONC of
f ∈ O we have φ(σ(f)) = σ(f)− φn(df)modONC≥n+1, which implies our claim. 
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Theorems 2.3.2 and 2.3.14 give a construction of an NC-smooth thickening ONC → O
starting from a torsion-free connection on X . Such a connection always exists in the affine
case as the following Lemma shows.
Lemma 2.3.17. Let X be an affine smooth scheme. Then there exists a torsion-free
connection on X.
Proof. Locally we can always find a basis of Ω1 consisting of closed forms (e.g., using local
parameters), hence a torsion-free connection. Covering X with open subsets and choosing
torsion-free connections on them we will get a class in H1(X,Hom(Ω1, S2Ω1)) which is an
obstacle to the existence of a torsion-free connection on X . When X is affine this class
automatically vanishes. 
Thus, we recover Kapranov’s result on existence of NC-smooth thickenings for smooth
affine varieties. In the non-affine case the NC-smooth thickenings obtained from torsion-
free connections are rather special. The following result points out two simple restrictions
on NC-thickenings that we get.
Proposition 2.3.18. Let ONC be an NC-smooth thickening associated with an algebraic
NC-connection via (2.3.7).
(i) The NC-thickening ONC → O is isomorphic to its opposite.
(ii) The 1-smooth thickening ONC/F 2ONC → O is isomorphic to the standard one (see
Definition 2.1.5)
Proof. (i) We have a natural anti-involution ι of AX which acts as the identity on the
generators Ω1 ⊂ Ω• ⊂ AX and Ω1 ⊂ TˆO(Ω1). We have some differential D = τ +D1+ . . .
on AX such that ONC = ker(D). Now set D′ = ιDι. This is again a differential of
the same type since ιτι = τ . By Theorem 2.3.2(ii), there is an isomorphism of algebras
ker(D) ≃ ker(D′). But ι induces also an isomorphism of ker(D′) with the opposite algebra
to ONC .
(ii) We have
ONC/F 2ONC = ONC/I3ONC = ONC/ONC≥3 .
Set
O˜ = {(f, x, y) ∈ O ⊕ Ω1 ⊕ T 2(Ω1) | df + τ(x) = 0,∇(x) + τ(y) = 0}.
Corollary 2.3.9(iii) implies that the natural projection
ONC/ONC≥3 → O˜
is an isomorphism. Note that the map
τ |S2(Ω1) : S2(Ω1)→ im(τ) ⊂ Ω1 ⊗ Ω1
is the multiplication by 2. Thus, we have a natural section
σ : O → O˜ : f 7→ (f,−df, 1
2
∇(df)).
Now an easy computation shows that
σ(f)σ(g) = σ(fg) +
1
2
(df ⊗ dg − dg ⊗ df),
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so O˜ is isomorphic to the standard 1-smooth thickening of OX . 
Definition 2.3.19. Let X be a commutative algebraic group over a field of characteristic
zero. Then X has a canonical torsion-free flat connection, such that flat sections are
exactly translation-invariant vector fields (the vanishing of torsion follows from the fact
that translation-invariant forms are closed). We call the associated NC-smooth thickening
of X the standard NC-thickening of X . Note that since in this case the connection is flat,
the corresponding NC-connection has just two terms D = D0 + D1, where D0 is the
O-linear derivation τ and D1 is induced by the connection.
Proposition 2.3.20. Let f : X → Y be a homomorphism of commutative algebraic
groups over a field of characteristic zero. Then it extends naturally to a morphism between
the standard NC-smooth thickenings of X and Y .
Proof. We have to extend the usual homomorphism f−1OY → OX to a homomorphism
of the standard NC-smooth thickenings f−1ONCY → ONCX . Such a homomorphism is
obtained by passing to 0th cohomology from the natural homomorphism of dg-algebras
f−1ANCY → ANCX (2.3.11)
induced by the pull-back maps on functions and forms. We only have to check that
(2.3.11) is compatible with the differentials D = D0 +D1. For D0-parts this is clear, so
it is enough to prove the commutativity of the diagram
f−1Ω1Y
∇Y✲ f−1(Ω1Y ⊗OY Ω1Y )
Ω1X
❄ ∇X ✲ Ω1X ⊗OX Ω1X
❄
But this follows immediately from the fact that the pull-back of translation-invariant
1-forms on Y (which are ∇Y -horizontal) are translation-invariant 1-forms on X . 
Proposition 2.3.21. Let ONC is the standard NC-thickening of a commutative algebraic
group X. Then for each i we have
H i(X,ONC) ≃ H i(X,U(Lie+(Ω1))) ≃ H i(X,O)⊗ Uˆ(Lie+(Ω1|e)),
where Ω1|e is the fiber of Ω1 at the neutral element e ∈ X. In particular, if X is an abelian
variety then the algebra of global sections of ONC is isomorphic to Uˆ(Lie+(Ω1|e)).
Proof. This follows from (2.3.6). 
Next, we are going to show that all NC-smooth thickenings are obtained by a twisted
version of our construction.
Definition 2.3.22. For a smooth scheme X we define the category CX as follows. An
object of CX , called a twisted algebraic NC-connection, consists of the data (T ,J , ϕ,D),
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where T is a sheaf of OX-algebras equipped with a two-sided ideal J ,
ϕ :
⊕
n≥0
J n/J n+1 → T (Ω1)
is an isomorphism of graded algebras, and D is a differential of degree 1 on
AT := Ω• ⊗O T
such that D restricts to the de Rham differential on Ω•, and such that the composition
J →֒ T D✲ Ω1 ⊗O T → Ω1 ⊗O T /J ≃ Ω1
is equal to the composition of the projection J → J /J 2 with the isomorphism ϕ1 :
J /J 2 → Ω1. In addition, we require that (T ,J ) is locally isomorphic to (TˆO(Ω1), Tˆ≥1O (Ω1))
(in particular, T is complete with respect to the filtration (J n)). Morphisms between
two such data are given by homomorphisms f : T → T ′ of O-algebras, sending J ⊂ T to
J ′ ⊂ T ′, induced the identity on T (Ω1) via the isomorphisms ϕ and ϕ′, and such that the
induced homomorphism id⊗f : Ω•⊗OT → Ω•⊗O T ′ is compatible with the differentials
D.
Theorem 2.3.23. For any twisted algebraic NC-connection one has H i(AT , D) = 0 for
i > 0, and H0(AT , D) is an NC-smooth thickening of X (with respect to its natural
projection to T /J ≃ O). The functor (T ,J , ϕ,D) 7→ H0(AT ) gives an equivalence of
categories
CX ∼✲ ThX ,
where ThX is the category of NC-smooth thickenings of X.
Proof. The first two assertion are local, so they follow from Corollary 2.3.9(i) and Theorem
2.3.14. Since U → CU and U → ThU are both gerbes (for ThU this follows from [17,
Thm. 1.6.1]), it is enough to prove that our functor induces an isomorphism on sheaves
on automorphisms. Thus, for a data (T ,J , ϕ,D) and the corresponding NC-smooth
thickening
ONC = ker(D : T → Ω1 ⊗O T )
we have to check that the natural map
G→ Aut(ONC)
is an isomorphism, where G is the sheaf of groups of automorphisms of (T ,J , ϕ,D) and
Aut(ONC) is the sheaf of groups of automorphisms of the extension ONC → O. This
is a local question, so we can assume that T = Tˆ (Ω1), in which case D is one of the
differentials constructed in Theorem 2.3.2. It remains to apply Proposition 2.3.16. 
The following technical notion will be useful for us.
Definition 2.3.24. An NC-thickening O(d)X → OX of a smooth variety X is called (d)I-
smooth if Id+1O(d)X = 0 and the map (2.1.4) for O(d)X is an isomorphism in degrees ≤ d.
There is also a suitable truncated notion of a twisted NC-connection.
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Definition 2.3.25. Let d ≥ 1. A d-truncated twisted algebraic NC-connection is given
by the data (T (d),J , ϕ,D(d)), where T (d) is a sheaf of OX -algebras T equipped with a
two-sided ideal J , such that J d+1 = 0,
ϕ :
d⊕
n=0
J n/J n+1 → T (Ω1)/T≥d+1(Ω1)
is an isomorphism of graded algebras, and D is a derivation
D(d) : T (d) → Ω1 ⊗O (T (d)/J d)
with values in a T (d)-bimodule, such that D(d)(f) = df ⊗ 1 for f ∈ O and such that the
composition
J →֒ T (d) D✲ Ω1 ⊗O (T (d)/J d)→ Ω1 ⊗O (T /J ) ≃ Ω1
is equal to the composition of the projection J → J /J 2 with the isomorphism ϕ1 :
J /J 2 → Ω1. In addition, we require that our data is locally isomorphic to the truncation
of an algebraic NC-connectionD, i.e., Tˆ (d) ≃ T (Ω1)/T≥d+1(Ω1), J is the image of T≥1(Ω1)
and D(d) is induced by D. Morphisms between two twisted NC-connections are given by
homomorphisms f : T (d)1 → T (d)2 of O-algebras compatible with all the data.
Proposition 2.3.26. For any d-truncated twisted algebraic NC-connection the sheaf of
rings ker(D(d)), with its natural projection to T (d)I/J ≃ O, is a (d)I-smooth thickening
of X. This gives an equivalence
C(d)X
∼✲ Th
(d)I
X , (2.3.12)
from the category of d-truncated twisted algebraic NC-connections on X with the category
Th
(d)I
X of (d)I-smooth thickenings of X.
Proof. Note that both these categories are groupoids: for Th
(d)I
X this is deduced easily by
induction in d from the fact that the map (2.1.4) for an (d)I-smooth NC-thickening O(d)X
is an isomorphism in degrees ≤ d. Furthermore, we claim that
U 7→ C(d)U , Th(d)IU
are gerbes on X . Indeed, for C(d)U this follows from the definition. For (d)I-smooth NC-
thickenings it is enough to check that every (d)I-smooth thickening O(d)U ) over a smooth
affine U is of the form ONCU /Id+1ONCU for the (unique) NC-smooth thickening ONCU of
U . By the universality of ONCU (see [17, Prop. 1.6.2]) we can construct a homomor-
phism ONCU → O(d)U , identical on the abelianizations. It factors through a homomorphism
ONCU /Id+1ONCU → O(d)U . The fact that it is an isomorphism follows from Corollary 2.3.15
and the definition of (d)I-smoothness. It remains to check that the functor (2.3.12) in-
duces an isomorphism of the local groups of isomorphisms. To this end we recall that we
have a natural isomorphism
G/Gd
∼✲ Aut(ONCX /Id+1OX),
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where G,Gd are sheaves of groups introduced in Theorem 2.3.2(iii) (see Proposition
2.3.16). It remains to check that for the d-truncation D(d) of an algebraic NC-connection
D the natural map
G/Gd → Aut(T (Ω1)/T≥d+1(Ω1),J , ϕ,D(d))
is an isomorphism. The injectivity follows from the definition of Gd. The induction in d
reduces the proof of surjectivity to checking that all automorphisms φ of T (Ω1)/T≥d+1(Ω1)
with φ(α) = α + φd(α) (where φd(α) ∈ T d(Ω1)), compatible with D(d), are in the image
of Gd−1/Gd ⊂ G/Gd under the above map. But one immediately checks that the com-
patibility with D(d) implies that τφd(α) = 0 in T
d−1(Ω1), i.e., φd factors through a map
Ω1 → U(Lie+(Ω1))d, so the assertion follows from Theorem 2.3.2(iii). 
Remark 2.3.27. It is easy to see from the proof of the above Proposition that extensions
of a fixed (d)I-smooth thickening to a (d+1)I-smooth thickening form a gerbe banded by
Hom(Ω1X , (ULie+(Ω1X))d+1) (see Lemma 5.1.4 below). This is analogous to Kapranov’s
[17, Prop. 4.3.1] which deals with (d+1)-smooth thickenings extending a given d-smooth
thickening. We’d like to point out that the results of sections (4.4)–(4.6) in [17] hold only
if one replaces the commutator filtration with our I-filtration (see (2.1.2)). Indeed, for
example, in [17, Prop. 4.4.2] one needs to use an embedding of the d-th associated graded
quotient of the filtration on ONCX into (Ω1X)⊗d. This does not work for the commutator
filtration (e.g., the 1st graded quotient is Ω2X), however, we do have such embeddings for
the I-filtration (see Lemma 2.1.6). In particular, [17, Thm. 4.6.5] holds with d-smooth
replaced by (d)I-smooth. In [17, Sec. 4.6] second order thickenings should be replaced by
(3)I-smooth thickenings (1-smooth is the same as (2)I-smooth).
3. Modules over NC-smooth thickenings
3.1. Modules from connections. The construction of Theorem 2.3.2 has a natural
analog for modules.
Theorem 3.1.1. (i) Let D = D0+D1+ . . . be an NC-connection on X. Let also (F ,∇F)
be a quasicoherent sheaf on X with a connection (not necessarily integrable). Then there
exists a natural construction of a differential DF of degree 1 on the AX-module
F⊗ˆOAX := lim←−F ⊗O Ω
• ⊗O (T (Ω1)/T≥n(Ω1)),
giving it a structure of dg-module over (AX , D) such that for s ∈ F ,
DF(s⊗ 1) = ∇F(s)modF ⊗ Ω1 ⊗ Tˆ≥1(Ω1).
We refer to such a differential DF as a module NC-connection (mNC-connection).
(ii) For any two mNC-connections DF and D˜F on F⊗ˆOAX there exists an AX-linear
automorphism Φ of F⊗ˆOAX of degree 0 inducing identity modulo F⊗ˆOΩ• ⊗O Tˆ≥1(Ω1),
such that
D˜F = ΦDFΦ−1.
(iii) For a pair of sheaves with connection (F ,∇F), (G,∇G), let DF and DG be mNC-
connections compatible with ∇F and ∇G. Consider the sheaf
H(F ,G) = H((F , DF), (G, DG)) := HomAX ((F⊗ˆOAX , DF), (G⊗ˆOAX , DG))
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consisting of homomorphisms F of right AX-modules of degree zero such that DGF = FDF
(i.e., of closed homomorphisms of dg-modules over AX). It has a natural decreasing
filtration with
H(F ,G)n = {F ∈ H(F ,G) | F (s⊗ 1) ∈ G ⊗ Tˆ≥n(Ω1) for s ∈ F}.
Then for each n ≥ 0 there is a natural isomorphism
H(F ,G)n/H(F ,G)n+1 ≃ HomO(F ,G ⊗ U(Lie+(Ω1))n). (3.1.1)
(iv) One has H i(F⊗ˆOAX , DF) = 0 for i > 0.
Proof. (i) Let us set ∇F1 = ∇F . We are looking for a collection of O-linear maps
∇Fi : F → F ⊗ Ω1 ⊗ T i−1(Ω1),
i ≥ 2, such that the map
DF(s⊗ 1) = ∇F1 (s) +∇F2 (s) +∇F3 (s) + . . . ,
extended to an endomorphism of F⊗ˆOAX by the Leibnitz rule, satisfies (DF)2 = 0. We
can write this extension in the form
DF = DF0 +D
F
1 +D
F
2 +D
F
3 + . . . ,
where DF0 = idF ⊗D0 and for i ≥ 1, DFi are endomorphisms of F⊗ˆOAX of degree 1,
extending ∇Fi and satisfying the following versions of the Leibnitz rule:
DFi (xa) = D
F
i (x)a + (−1)deg(x)xDi(a).
Thus, the equation (DF)2 = 0 becomes a system of equations
[DF0 , D
F
m] +
1
2
m−1∑
i=1
[DFi , D
F
m−i] = 0 (3.1.2)
for m ≥ 1. For example, the first equation is
[DF0 , D
F
1 ] = 0,
which follows from the fact that [DF0 , D
F
1 ] is AX-linear (since [D0, D1] = 0) and vanishes
on the elements s⊗ 1, where s ∈ F . Assume that ∇Fi with i ≤ n are already constructed
(where n ≥ 1), so that the equations are (3.1.2) are satisfied for m ≤ n. By Lemma 2.3.5,
we have
n∑
i=1
[DF0 , [D
F
i , D
F
n+1−i]] = 0.
Hence, (DF0 )
(∑n
i=1[D
F
i , D
F
n+1−i](s⊗ 1)
)
= 0, so setting
∇Fn+1(s) = −
1
2
(idF ⊗hn+1)
(
n∑
i=1
[DFi , D
F
n+1−i](s⊗ 1)
)
,
where (hi) are the homotopy maps from Corollary 2.3.4, we will get that
[DF0 , D
F
n+1](s⊗ 1) = (DF0 )∇Fn+1(s) = −
1
2
(
n∑
i=1
[DFi , D
F
n+1−i](s⊗ 1)
)
.
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To see that this implies the equality
[DF0 , D
F
n+1] = −
1
2
n∑
i=1
[DFi , D
F
n+1−i]
we observe that the left-hand side satisfies the version of the Leibnitz rule with respect to
the derivation [D0, Dn+1] of AX , while the right-hand side satisfies the similar rule with
respect to −1
2
∑n
i=1[Di, Dn+1−i]. It remains to use the equality (2.3.5).
(ii) Assume we are given two mNC-connections DF and D˜F as in (i) with DFi = D˜
F
i for
i < n (where DF0 = D˜
F
0 = id⊗D0). Then the equations (3.1.2) imply that [id⊗D0, DFn −
D˜Fn ] = 0, hence (id⊗D0)(DFn − D˜Fn )(s ⊗ 1) = 0. Therefore, we can find φn : F →
F ⊗ T n(Ω1) such that (DFn − D˜Fn )(s ⊗ 1) = (id⊗D0)φn(s) for s ∈ F . Consider the
automorphism Φ of F⊗ˆOAX as a right AX-module given by s⊗ 1 7→ s⊗ 1+φn(s). Then
it easy to check that (ΦDFΦ−1)i = D˜
F
i for i ≤ n. It remains to note that any infinite
composition of automorphisms
. . .Φ3 ◦ Φ2 ◦ Φ1
with Φi(s⊗ 1) = s⊗ 1modF⊗ˆOTˆ≥i(Ω1) converges to an automorphism of F⊗ˆOAX .
(iii) For F ∈ H(F ,G)n we have F (s ⊗ 1) = Fn(s)modG⊗ˆTˆ≥n+1(Ω1) for some O-linear
map Fn : F → G ⊗ T n(Ω1). It is easy to see that the condition that F commutes with
the differential implies that (id⊗D0)(Fn(s)) = 0, so Fn lands in U(Lie+(Ω1))n ⊂ T n(Ω1)
(see Proposition 2.3.3). By definition F ∈ H(F ,G)n+1 if and only if Fn = 0. Thus, it is
enough to check that the map
H(F ,G)n → Hom(F ,G ⊗ U(Lie+(Ω1))n) : F 7→ Fn
is surjective. In other words, we have to find Fi : F → G ⊗ T i(Ω1) with i ≥ n + 1 such
that F (s⊗ 1) = Fn(s) + Fn+1(s) + . . . defines an AX-linear homomorphism in H(F ,G).
Let us extend each Fi to an AX-linear homomorphism from F⊗ˆOAX to G⊗ˆOAX . Then
we can write the equations on (Fi) in the form
m∑
i=0
[Di, Fm−i] = 0,
where Di appearing to the left (resp., to the right) of Fj are D
G
i (resp., D
F
i ). If Fi with
i ≤ n are already found then we can construct Fn+1 using Lemma 2.3.5.
(iv) The proof is entirely parallel to that of Proposition 2.3.8: we apply Lemma 2.3.7 to
the decomposition DF = DF0 +D
F
≥1, where D
F
≥1 = D
F
1 +D
F
2 + . . . and use the homotopy
operator idF ⊗h for DF0 = idF ⊗D0, where h is the homotopy from Corollary 2.3.4. 
Theorem 3.1.1 gives a construction of right ONC-modules: namely, starting with any
sheaf with connection we get such a module by taking
H0(F⊗ˆOAX , DF) = ker(DF) ∩ F⊗ˆOTˆ (Ω1)
equipped with a natural right action of ONC = ker(D) ∩ Tˆ (Ω1). Note that DF is con-
tinuous with respect to the topology given by the filtration (F ⊗O Ω•⊗ˆOTˆ≥n(Ω1)), so
H0(F⊗ˆOAX , DF) is complete with respect to the induced topology.
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Corollary 3.1.2. (i) In the situation of Theorem 3.1.1(i) set F˜ = H0(F⊗ˆOAX , DF).
Then the natural map F˜ → F induced by the projection F⊗ˆTˆ (Ω1) → F , is surjective.
Furthermore, it induces an isomorphism
F˜/F˜ONC≥1
∼✲ F ,
where the bar means taking the closure with respect to the natural topology on F˜ .
(ii) Assume in addition that F is a vector bundle of rank r. Then F˜ is locally free of rank
r as a right ONC-module and
F˜ ⊗ONC O ≃ F .
(iii) In the situation of Theorem 3.1.1(iii) assume that F is a vector bundle. Then the
natural map
H((F , DF), (G, DG))→ HomONC (H0(F⊗ˆOAX , DF), H0(G⊗ˆOAX , DG))
is an isomorphism.
Proof. (i) Let us consider the natural decreasing filtration on F˜ given by
F˜≥n = ker(DF) ∩ F⊗ˆOTˆ≥n(Ω1).
We have
F˜ = H((O, D), (F , DF)), (3.1.3)
where H(·, ·) is the sheafified version of H(·, ·) (see Theorem 3.1.1(iii)). Hence, from
(3.1.1) we get natural isomorphisms
F˜≥n/F˜≥n+1 ∼✲ F ⊗O U(Lie+(Ω1))n.
In the case n = 0 we get the required surjectivity. Next, we observe that the natural map
F˜ ⊗ONC ONC≥1 → F˜≥1
is compatible with filtrations: it sends F˜ ⊗ONC ONC≥n to F˜≥n. Since the induced map on
graded quotients
F˜ ⊗ONC ONC≥n /ONC≥n+1 → F˜≥n/F˜≥n+1
is surjective, we deduce the surjectivity of the map
F˜ ⊗ONC ONC≥1 → F˜≥1/F˜≥n
for n ≥ 1. In other words, we get that
F˜≥1 = F˜ ⊗ONC ONC≥1 + F˜≥n
for any n ≥ 1, so F˜≥1 is the closure of F˜ ⊗ONC ONC≥1 .
(ii) This follows from the fact that F˜ ⊗ONC O does not depend on a choice of connection
(up to a canonical isomorphism). Hence, localizing we reduce to the case F = O⊕n.
(iii) It is enough to prove that the same map is an isomorphism locally, so we can assume
that F = O with trivial connection. Then F˜ = ONC , so the assertion follows from
(3.1.3). 
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3.2. The functor from the category of D-modules. Let X be a smooth variety
with an NC-smooth thickening ONCX → OX obtained from a twisted NC-connection
(T ,J , ϕ,D) as in Theorem 2.3.23, so that ONCX is the 0th cohomology of the sheaf of
dg-algebras
AT ,D := (AT = Ω•X ⊗ T , D).
For any scheme S over k we consider the induced relative NC-thickening
ONCS×X/S → OS×X
obtained as the tensor product p−1S OS ⊗ p−1X ONCX , where pS and pX are the projections of
the product S ×X onto its factors. (thus, OS is a central subring in ONCS×X/S). Note that
OS×X/S has as dg-resolution the sheaf of dg-algebras p∗XAT ,D on S ×X .
Definition 3.2.1. Let F be a quasicoherent sheaf on S × X equipped with a relative
flat connection ∇ in the direction of X (so ∇ is OS-linear). We associate with F a right
dg-module over p∗XAT ,D by setting
K(F ,∇) := (F ⊗O p∗XΩ•)⊗ˆp∗XΩ•p∗XAT ,D, (3.2.1)
where F ⊗O p∗XΩ• is the de Rham complex of ∇, which we view as a dg-module over
p∗XΩ
•. In other words,
K(F ,∇) = F⊗ˆOp∗XAT ,D
as a right p∗XAT ,D-module and the differential DF on it is uniquely determined by
DF(s⊗ 1) = ∇(s) ∈ F ⊗O Ω1 ⊂ K(F ,∇), (3.2.2)
for s ∈ F . Since Ω• is in the graded center of Ω•⊗T , we also have a left action of p∗XAT ,D
on K(F ,∇), so we can view it as a dg-bimodule over p∗XAT ,D. Set
K(F ,∇) = H0K(F ,∇).
This is bimodule over ONCS×X/S, so we get a functor
K = KS,XNC : DS×X/S −modqc → ONCS×X/S − bimod/S, (3.2.3)
where ONCS×X/S − bimod/S is the category of ONCS×X/S-bimodules with central action of
p−1S OS.
Remark 3.2.2. The results of Section 3.1 (which are valid for NC-thickenings constructed
from global torsion-free connections) also have natural relative analogs. For example, in
Theorem 3.1.1 we can start with a quasicoherent sheaf F on S × X with a relative
connection ∇ (over S) and construct a dg-module over p∗XAX , which does not depend
on a connection up to a (noncanonical) isomorphism. Note that in the untwisted case
T = Tˆ (Ω1) the dg-module (3.2.1) obtained from a flat relative connection ∇ on F fits
into the framework of the relative version of Theorem 3.1.1 (in the case of flat connection
we don’t need to add higher corrections to the formula (3.2.2)).
Proposition 3.2.3. Let X be a smooth variety with a torsion free connection, and let
D be the corresponding NC-connection giving rise to a relative NC-smooth thickening
ONCS×X/S = H0(p∗XAX , D) over a scheme S.
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(i) Then for a quasicoherent sheaf F on S × X with a relative connection ∇ (over S)
the dg-module K(F ,∇) and the ONCS×X/S-module K(F ,∇) do not depend on a choice of a
relative flat connection ∇ on F up to an isomorphism.
(ii) If F is a vector bundle of rank r on S×X with a relative flat connection then K(F ,∇)
is locally free of rank r as a right ONCS×X/S-module.
(iii) If L is a line bundle with a flat connection ∇ then K(L,∇) is an invertible ONC-
bimodule.
Proof. (i) By Remark 3.2.2 this follows from Theorem 3.1.1(ii).
(ii) This follows from the relative analog of Corollary 3.1.2(ii).
(iii) This can be checked locally using Corollary 3.1.2(iii). 
Remark 3.2.4. The assertion of Proposition 3.2.3(i) does not hold for the functor K
associated with an arbitrary twisted NC-connection (T ,J , ϕ,D): the module K(F ,∇)
does depend on ∇ in general (see Remark 4.3.5 below).
Note that for every D-module (F ,∇) we have a natural map
K(E,∇)⊗ONC O → E (3.2.4)
induced by the projection K(E,∇) → E. Furthermore, this map is compatible with the
ONC-bimodule structure on K(E,∇) and the central O-bimodule structure on E via the
homomorphism ONC → O.
Proposition 3.2.5. (i) The functor (3.2.3) is exact.
(ii) If (E,∇) is a vector bundle with a relative flat connection on S × X then the map
(3.2.4) is an isomorphism.
Proof. (i) Since by the relative version of Theorem 3.1.1(iv), K(F ,∇F) has no higher
cohomology, it suffices to prove that the functor F 7→ F⊗ˆOT is exact (on quasicoherent
sheaves). But this is clear, since over a sufficiently small open affine U we can identify T
with Tˆ (Ω1), and so
(F⊗ˆOT )(U) ≃
∏
n
(F ⊗O T n(Ω1))(U).
(ii) It suffices to check this locally, so we can use Corollary 3.1.2(ii). 
Lemma 3.2.6. Let f : S → S ′ be a morphism of schemes of finite type over k.
(i) Assume f is an affine morphism. Then we have a commutative diagram
DS×X/S −modqc
KS,XNC✲ ONCS×X/S − bimod/S
DS′×X/S′ −modqc
(f × id)∗
❄ KS′,XNC✲ ONCS′×X/S′ − bimod/S′
(f × id)∗
❄
(3.2.5)
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where the vertical arrows are the natural push-forward functors. If S → S ′ is an arbitrary
morphism then there is a similar commutative diagram for the derived categories and
derived push-forward functors.
(ii) We have a commutative diagram
DS×X/S −modlff
KS,XNC✲ ONCS×X/S − bimodlff/S
DS′×X/S′ −modlffqc
f ∗
✻
KS′,XNC✲ ONCS′×X/S′ − bimodlff/S′
f ∗
✻
(3.2.6)
where the superscript lff means “locally free of finite rank” (as right modules) and the
vertical arrows are the pull-back functors given by
f ∗ : F 7→ p−1S OS ⊗p−1S f−1OS′ (f × idX)
−1F .
Proof. (i) The case of affine morphism is straightforward. The case of general morphism
reduces to it by using Cech resolution to calculate the push-forwards.
(ii) We have a natural isomorphism of dg-bimodules over p∗XAT ,D
p−1S OS ⊗p−1S f−1OS′ (f × idX)
−1K(F ,∇) ∼✲ K(F ′, f ∗∇). (3.2.7)
Passing to the 0th cohomology we obtain the required isomorphism of ONCS×X/S-bimodules.

3.3. Extendability of vector bundles to an NC-smooth thickening.
Definition 3.3.1. Let O˜ → OX be an NC-thickening, and let E be a vector bundle on X .
We say that a locally free right O˜-module E˜ is an extension of E to O˜ if E˜⊗O˜O ≃ E. We
say that E˜ is a bimodule extension of E if in addition E˜ has a compatible left O˜-module
structure making it an O˜-bimodule (with k in the center), and the map
O˜ → End(E˜)→ End(E)
induced by the left action of O˜ on E˜ factors through the standard embedding O →
End(E).
Given a vector bundle E on X and an NC-smooth thickening ONC → O one can ask
what are the obstructions for existence of an extension (resp., bimodule extension) of
E to ONC . Our construction of ONC-modules from connections gives such extensions
in the case of the NC-smooth thickening constructed from a torsion free connection on
X (see Corollary 3.1.2(ii)). Also, it gives the following result for arbitrary NC-smooth
thickenings.
Proposition 3.3.2. Let O˜ → O be an NC-smooth thickening of X. Then for any vector
bundle E of rank n on X admitting a flat connection there exists a O˜-bimodule E˜, locally
free of rank n as a left (resp., right) O˜-module such that E˜ ⊗O˜ O ≃ E.
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Proof. By Theorem 2.3.23, we can assume that O˜ arises from a twisted NC-connection
(T ,J , ϕ,D). Hence, the assertion follows from Proposition 3.2.5(ii). 
Below we will give an obstruction for extending to 1-smooth thickenings in terms of
Atiyah classes. Recall (see [17, ]) that 1-smooth thickenings O˜ → X form a gerbe banded
by T⊗Ω2, where T = TX , and that there is a standard 1-smooth thickening (see Definition
2.1.5). Thus, isomorphism classes of 1-smooth thickenings are classified by H1(X, T⊗Ω2).
Recall (see [3]) that for a vector bundle E on X the Atiyah class αE ∈ H1(X,Ω1 ⊗
End(E)) is the class of the extension
0→ E ⊗ Ω1 → J≤1(E)→ E → 0
where J≤1(E) is the bundle of 1st jets in E. Equivalently, if ∇i are local connections on
E defined over an open covering (Ui) then (∇j −∇i ∈ Γ(Ui ∩Uj ,Ω1⊗End(E))) is a Cˇech
representative of αE.
Proposition 3.3.3. Let O˜ → O be a 1-smooth thickening of X corresponding to the class
c(O˜) ∈ H1(X, T ⊗ Ω2), and let E be a vector bundle on X.
(i) E extends to a right locally free O˜-module if and only its Atiyah class αE satisfies
αE ∪ αE − 〈c(O˜), αE〉 = 0 (3.3.1)
in H2(X,Ω2 ⊗ End(E)).
(ii) Let O˜′ → O be another 1-smooth thickening of X. Then E extends to a O˜′ − O˜-
bimodule, locally free over O˜, and such that the induced O −O-bimodule structure on E
is standard, if and only if
2(κ⊗ idEnd(E))(αE) =
(
c(O˜)− c(O˜′)
)
· idE (3.3.2)
in H1(X, T ⊗ Ω2 ⊗ End(E)), where
κ : Ω1 → Hom(Ω1,Ω2) ≃ T ⊗ Ω2 : x 7→ (y 7→ x ∧ y). (3.3.3)
(iii) Assume dimX > 1. Then E extends to an O˜-bimodule if and only if αE = 0.
Proof. (i) We have an exact sequence of sheaves of groups on X
0→ Matn(Ω2)→ GLn(O˜)→ GLn(O)→ 1
where Matn(Ω
2) embeds as an abelian normal subgroup in GLn(O˜) via M 7→ 1+M . Let
(gij = ϕ
−1
i ϕj) be transition functions of E with respect to some trivializations ϕi : OnUi →
E|Ui over open covering (Ui). We can assume that Ui are such that O˜|Ui is isomorphic to
the standard 1-smooth thickening of Ui, so over each Ui we have a section σi : OUi → O˜Ui
such that
σi(f)σi(g) = σi(fg) + df ∧ dg.
Note that
σj(f)− σi(f) = 〈vij , df〉,
for some Cech 1-cocycle (vij) with values in T ⊗ Ω2, such that (vij) represents the class
c(O˜). The bundle E extends to O˜ if and only if for some open covering we can lift some
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transition functions (gij) for E to a Cech 1-cocycle (g˜ij) with values in GLn(O˜). Let us
write
g˜ij = σi(gij) + ωij,
where ωij ∈ Matn(Ω2)(Uij). Then the 1-cocycle condition for g˜ij is
(σi(gij) + ωij)(σj(gjk) + ωjk) = σi(gik) + ωik
over Uijk. Since σj(gjk) = σi(gjk) + 〈vij, dgjk〉 and gijgjk = gik, this is equivalent to
dgij ∧ dgjk + gij〈vij, dgjk〉+ ωijgjk + gijωjk = ωik.
Multiplying with ϕi on the left and ϕ
−1
k on the right we obtain the following equation in
Ω2 ⊗ End(E)|Uij :
ϕidgij ∧ dgjkϕ−1k + 〈vij , ϕjdgjkϕ−1k 〉 = ηik − ηij − ηjk, (3.3.4)
where ηij = ϕiωijϕ
−1
j . On the other hand, setting
∇i = ϕi ◦ d ◦ ϕ−1i ,
where d is the natural connection on On, we get connections on E|Ui. Thus, the Atiyah
class αE is represented by the Cech 1-cocycle
αij = ∇j −∇i = ϕi[gij ◦ d ◦ g−1ij − d]ϕ−1i = −ϕi(dgij)g−1ij ϕ−1i = −ϕidgijϕ−1j
Hence, the class αE ∪ αE is represented by the Cech 2-cocycle
αij ∧ αjk = ϕidgijϕ−1j ∧ ϕjdgjkg−1jk ϕ−1k = ϕidgij ∧ dgjkϕ−1k ,
so the left-hand side of (3.3.4) represents the class αE ∪ αE − 〈c(O˜), αE〉.
(ii) We use the notation of part (i). Assume that E is lifted to a right O˜-module, as in
part (i). The additional structure that makes an extension of E into a bimodule should
be given by a collection of homomorphisms of sheaves of algebras
Ai : O˜′|Ui → Matn(O˜)|Ui
such that
Ai(f˜)g˜ij = g˜ijAj(f˜) (3.3.5)
for f˜ ∈ O˜′Uij . The compatibility with the central bimodule structure on E in Definition
3.3.1 is that Ai is compatible with the standard diagonal embedding OUi → Matn(OUi) :
f 7→ fI. This implies (by considering commutators) that the restriction of Ai induces
the similar diagonal embedding Ω2 → Matn(Ω2). We can assume that the 1-smooth
thickenings O˜′|Ui are standard, so there exist sections σ′i : O → O˜′|Ui, such that
σ′i(f)σ
′
i(g) = σ
′
i(fg) + df ∧ dg,
σ′j(f)− σ′i(f) = 〈v′ij , df〉,
where (v′ij) is the 1-cocycle with values in T ⊗ Ω2 representing c(O˜′). Let us write for
f ∈ OUi
Ai(σ
′
i(f)) = σi(f)I + ηi(f),
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where ηi(f) ∈ Matn(Ω2Ui). Then the condition that Ai is a homomorphism is equivalent to
ηi being a derivation with values in Matn(Ω
2)|Ui, so we can write ηi(f) = 〈wi, df〉, where
wi ∈ T ⊗Matn(Ω2)|Ui. Note that
Aj(σ
′
i(f)) = Aj(σ
′
j(f)−〈v′ij, df〉) = σj(f)I+ηj(f)−〈v′ij , df〉I = [σi(f)+〈vij−v′ij , df〉]·I+ηj(f).
Thus, the equation (3.3.5) becomes
(σi(f)I + ηi(f))(σi(gij) + ωij) = (σi(gij) + ωij)([σi(f) + 〈vij − v′ij , df〉] · I + ηj(f))
which is equivalent to
2df ∧ dgij = gij〈wj + (vij − v′ij)I, df〉 − 〈wi, df〉gij,
We can rewrite this as an equality in Ω2 ⊗ End(E)|Uij :
2df ∧ ϕidgijϕ−1j = 〈uj − ui + (vij − v′ij) idE, df〉,
where ui = ϕiwiϕ
−1
i . This equality means that the 1-cocycles representing 2(κ⊗ id)(αE)
and c(O˜)− c(O˜′) differ by the coboundary (uj − ui), and our assertion follows.
(iii) For O˜′ = O˜ the equation (3.3.2) becomes
2(κ⊗ id)(αE) = 0.
It remains to observe that if dimX > 1 then κ is an embedding of a direct summand, so
κ⊗id induces an embedding on H1. Thus, the above equation is equivalent to αE = 0. 
Remark 3.3.4. It is easy to see that c(O˜op) = −c(O˜), so if we are considering extension
of E to left O˜-modules then the equation (3.3.1) should be replaced by
αE ∪ αE + 〈c(O˜), αE〉 = 0.
This condition differs slightly from the condition in [17, Rem. (4.6.9)]. The equivalence
of the two conditions follows from the Bianchi identity for Atiyah classes proved in [18,
Prop. (1.2.2)].
Corollary 3.3.5. Let X be a smooth variety. If a vector bundle E on X extends to the
standard 1-smooth thickening of X then chi(E) = 0 in H
i(X,Ωi) for i > 1.
Proof. For the standard thickening c(O˜) = 0, so the condition of Proposition 3.3.3(i)
becomes αE ∪ αE = 0. Now we use the fact that the component chi(E) of the Chern
character, up to a sign, is obtained from the Atiyah class αE ∈ H1(Ω1 ⊗ End(E)) as the
trace of 1
i!
α∪iE ∈ H i((Ωi ⊗ End(E)) (see [3, Sec. 5]). 
Corollary 3.3.6. Let X be a smooth proejctive variety of dimension ≥ 1, and let L be
a line bundle on X, such that either L or L−1 is ample. Let O˜ → OX be a 1-smooth
thickening of X such that c(O˜) = κ(ξ) for some ξ ∈ H1(X,Ω1), where κ is the map
(3.3.3). Then L extends to a right O˜-module if and only if ξ = c1(L).
Proof. Since
〈κ(α), c1(L)〉 = α ∪ c1(L) ∈ H2(X,Ω2),
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the equation (3.3.1) gives
(c1(L)− ξ) ∪ c1(L) = 0.
By Lefschetz theorem, this implies that c1(L)− ξ = 0. 
Note that the assumption c(O˜) = κ(α) in the above Corollary is always satisfied for
surfaces, since in this case the map (3.3.3) is an isomorphism.
Example 3.3.7. Kapranov constructed an NC-smooth thickening ONCleft of the projective
space Pn, such that the line bundle O(1) extends to a right ONCleft -module. One can check
that the map
κ : H1(Pn,Ω1)→ H1(Pn, T ⊗ Ω2)
is an isomorphism. Hence, by Corollary 3.3.6, we obtain
c(ONC,≤1left ) = κ(c1(O(1))).
In the case of line bundles on abelian varieties and the standard NC-smooth thickening
we can give a complete answer to the extension problem.
Theorem 3.3.8. Let L be a line bundle on an abelian variety A, where dimA > 1.
(i) L extends to a (right) line bundle on the standard NC-smooth thickening ANC if and
only if c1(L)
2 = 0 in H2(A,Ω2).
(ii) L extends to an invertible ONCA -bimodule if and only if c1(L) = 0 in H1(A,Ω1).
Proof. (i) The “only if” part follows from Corollary 3.3.5. Conversely, assume c1(L)
2 = 0.
This means that the map η : TA,0 → H1(A,O) given by c1(L) satisfies ∧2η = 0, i.e., the
image of η is at most 1-dimensional. But η is the tangent map to the homomorphism
φL : A → Aˆ associated with L, Hence, either φL = 0 or φL factors through an elliptic
curve. In former case L is in Pic0(A), so it extends to the NC-thickening. In the latter
case we have a codimension 1 abelian subvariety B ⊂ A such that L|B is in Pic0(B).
Thus, for some L0 ∈ Pic0(A) the restriction of L⊗ L−10 to B is trivial. This implies that
L⊗ L−10 = f ∗M , where f : A→ A/B is the corresponding morphism to an elliptic curve
andM is a line bundle on A/B. Since any line bundle in Pic0(A) admits a flat connection,
it lift to an invertible ONC-bimodule. Thus, it is enough to deal with pull-backs of line
bundles from elliptic curves. In fact, pull-back of any vector bundle from elliptic curve can
be extended to the thickening because in this situation the commutative sheaf of functions
on the elliptic curves embeds into ONC on the abelian variety, since all homomorphisms
between abelian varieties always extend to NC-thickenings—see Proposition 2.3.20.
(ii) The “if” part follows from Proposition 3.2.5(ii) since any line bundle in Pic0(A) admits
a flat connection. The “only if” part follows from Proposition 3.3.3(ii). 
Corollary 3.3.9. Let f : A→ E be a surjective morphism from an abelian variety to an
elliptic curve, and let LE be a line bundle on E of nonzero degree. Then f
∗LE extends
to a right line bundle L on the standard NC-smooth thickening of A and End(L) is an
NC-smooth thickening of A, which is not isomorphic to the standard one.
Proof. The algebra End(L) is locally isomorphic to ONCA (the standard NC-smooth thick-
ening of OA), so it is an NC-smooth thickening of OA. If it were isomorphic to ONCA , we
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would get a ONCA -bimodule structure on L. But by Theorem 3.3.8(ii), this is impossible
since c1(f
∗LE) 6= 0. 
Remark 3.3.10. LetONC → O be an NC-smooth thickening constructed using a torsion-
free connection on X (see Sec. 2.3). By Proposition 3.3.3(ii), if a vector bundle E on X
admits a bimodule extension to ONC then its Atiyah class αE vanishes. In the other
direction, we know by Corollary 3.1.2(ii), that if αE = 0 i.e., E has a connection, then E
admits an extension to ONC , but not necessarily as a bimodule. Also, we know that bun-
dles with flat connection admit bimodule extensions (see Proposition 3.3.3(ii)). It seems
plausible that extendability of E as a bimodule to the 2-smooth extension ONC/F 3ONC
should imply the existence of a flat connection on E.
4. NC-Jacobian and the NC-Fourier-Mukai transform
4.1. NC-thickening of a versal family of line bundles. Let Z be a complete variety,
L a line bundle on Z ×B, where B is a smooth algebraic variety. Following [17, Sec. 5.4]
let us make the following assumptions:
(a) the Kodaira-Spencer map κ : TB → H1(Z,O)⊗OB is an isomorphism,
(b) H2(Z,O) = 0.
In addition let us fix a point p0 ∈ Z and make one more assumption:
(c) the line bundle L|p0×B is trivial.
Let us fix a trivialization s0 : OB → L|p0×B and consider the functor hrig = hrigB on the
category of NC-nilpotent algebras N , where hrig(Λ) is the set of isomorphism classes of
the following data:
(1) a line bundle L on Z × Spec(Λ) together with a trivialization s : O → L|p0×Spec(Λ),
(2) a morphism f : Spec(Λ0ab) → B, where Λ0ab is the quotient of Λab by the ideal of
nilpotent elements,
(3) an isomorphism ϕ : OC×Spec(Λ0ab)⊗L
∼→ (id×f)∗L, compatible with the trivializations
over p0.
Here by a line bundle on an NC-scheme we mean a sheaf of left O-modules, locally
isomorphic to O.
The following Lemma implies that an isomorphism of two data (L, s) in (1) is unique
(and also an isomorphism in (3) is unique).
Lemma 4.1.1. Let L be a line bundle on Z × Spec(Λ). Then any endomorphism of L
on Z × Spec(Λ) is uniquely determined by its restriction to p0 × Spec(Λ).
Proof. Let 0 = Jn ⊂ Jn−1 ⊂ . . . ⊂ J1 ⊂ J0 = Λ be a filtration by ideals such that
Λ/J1 = Λ
0
ab and Ji/Ji+1 are central bimodules over Λ/J1. Consider the induced filtration
of L by JiL and set L0 = L/J1L Note that the natural map
Ji/Ji+1 ⊗Λ0ab L0 → JiL/Ji+1L
is an isomorphism (by local triviality of L). Now suppose we have an endomorphism
f of L on C × Spec(Λ) which is zero over p0. Since f is compatible with the filtration
(JiL), it induces an endomorphism of L0. But End(L0) = Λ0ab and the condition that
f vanishes over p0 implies that f induces zero endomorphism of L0. Hence, f factors
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through J1L ⊂ L. Next, assume f factors through JiL for some i ≥ 1 and consider the
induced map
L0 = L/J1L → JiL/Ji+1L ≃ (Ji/Ji+1)⊗Λ0ab L0.
As we have seen above such maps correspond to elements of Ji/Ji+1, so again the condition
that restriction of f to p0 vanishes implies that f factors through Ji+1L. 
Let h(Λ) be the set of isomorphism classes of the same data as for hrig, except for a
trivialization over p0 (this is the functor considered in [17]). We have a natural map
hrig(Λ)→ h(Λ). (4.1.1)
Lemma 4.1.2. The map (4.1.1) is surjective. It is an isomorphism for commutative Λ.
Proof. First, let us check that any vector bundle over Spec(Λ), which becomes trivial on
Spec(Λ0ab), is itself trivial. Since Λ is obtained from Λ
0
ab by successive central extensions,
it suffices to check that if a finitely generated projective module P over Λ′, where Λ′
is a central extension of Λ by I, is such that P/IP is a free Λ-module then P itself is
free. Lifting generators of P/IP to P we get a morphism (Λ′)n → P Using the condition
I2 = 0, we derive that it is an isomorphism. Thus, if we have a line bundle L over Z ×
Spec(Λ) together with an isomorphism ϕ : L|Z×Spec(Λ0ab) → (id×f)∗L then the restrictionL|p0×Spec(Λ) is a trivial bundle over Spec(Λ). Let us choose its trivialization. It induces
a trivialization of Lp0×Spec(Λ0ab), which differs from the one coming from that of L|p0×B
by some invertible element of Λ0ab. Since such an element can be lifted to an invertible
element of Λ, we can choose a trivialization of L|p0×Spec(Λ) inducing a given trivialization
on p0 × Spec(Λ0ab).
Now suppose that Λ is commutative. Any two trivializations of L|p0×Spec(Λ) differ by an
invertible element of Λ. Since such an element gives an automorphism of L, we see that
different choices of trivialization lead to isomorphic data. 
Theorem 4.1.3. The functor hrig is represented by an NC-smooth thickening BNC of B.
Furthermore, there is a universal line bundle LNC on Z ×BNC , trivialized over p0×BNC
and extending the line bundle L on Z ×B.
Proof. First, let us prove formal smoothness of the functors h and hrig. Let
0→ I → Λ′ → Λ→ 0
be a central extension of NC-nilpotent algebras. Then we have an exact sequence
1→ I → O∗Z×Spec(Λ′) → O∗Z×Spec(Λ) → 1
of sheaves of groups on Z × Spec(Λ′), where we view Z × Spec(Λ) as a closed NC-
subscheme of Z × Spec(Λ′) with the corresponding sheaf of ideals I ≃ I˜ ⊠OZ , where I˜ is
the quasicoherent sheaf on Spec(Λab) associated with the Λab-module I. We have
H2(Z × Spec(Λab), I) ≃ I ⊗H2(Z,O) = 0
since H2(Z,O) = 0 by assumption. This implies surjectivity of the map of nonabelian
cohomology
H1(Z, (Λ′ ⊗OZ)∗)→ H1(Z, (Λ⊗OZ)∗),
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hence the map h(Λ′) → h(Λ) is surjective, i.e., h is formally smooth. An element x ∈
hrig(Λ) induces an element y ∈ h(Λ) which can be lifted to y′ ∈ h(Λ′) and then to
x′ ∈ hrig(Λ′). However, the element x′ does not necessarily lift x: the induced rigidification
over Λ may differ from the original one by some invertible element of Λ. Lifting it to an
invertible element of Λ′ and changing x′ accordingly, we get a lifting of x to hrig(Λ′).
The fact that on commutative algebras h (and hence, by Lemma 4.1.2, hrig) is isomor-
phic to hB was proved in [17, Prop. 5.4.3(a)].
Finally, representability for hrig is proved along the lines of [17, Sec. 5.4] (with a slight
modification, see Remark 4.1.4 below). By [17, Thm. 2.3.5], we have to check that for
any Cartesian diagram of algebras in N
Λ12
q1 ✲ Λ1
Λ2
q2
❄ p2 ✲ Λ
p1
❄
such that p1 is a central extension, the natural map
hrig(Λ12)→ hrig(Λ1)×hrig(Λ) h(Λ2) (4.1.2)
is an isomorphism. To this end we are going to construct the inverse map. Namely,
assume we are given for i = 1, 2 the data (Li, fi, ϕi) ∈ hrig(Λi) that induce the same
element of hrig(Λ). Let us view Li, for i = 1, 2, as locally free modules of rank 1 over
OZ ⊗k Λi. Then by Lemma 4.1.1, we have a unique isomorphism
L1 ⊗Λ1 Λ ≃ L2 ⊗Λ2 Λ
of OZ ⊗k Λ-modules, compatible with trivializations over p0. Thus, setting L = Li⊗Λi Λ,
we can define a locally free OZ ⊗ Λ12-module of rank 1
L12 := L1 ×L L2.

Remark 4.1.4. In [17, Sec. 5.4] it is claimed that the functor h is representable. However,
the proof of [17, Prop. 5.4.3] has a gap: a choice in the gluing procedure makes the
proposed inverse map to (4.1.2) ill-defined. This problem does not appear for hrig (due to
Lemma 4.1.1). Note that since h is formally smooth and hrig and h restrict to the same
functor on commutative schemes, it follows that h is representable if and only if the map
hrig → h is an isomorphism. This is equivalent to the statement that for an NC-nilpotent
algebra Λ, and a line bundle L over C×Spec(Λ), such that the restriction L|C×Spec(Λ0ab) is
induced via some map f : Spec(Λ0ab)→ B by our family of line bundles over B, the map
Aut(L)→ Aut(Lp0×Spec(Λ))
is an isomorphism (note that by Lemma 4.1.1, this map is injective). In the case of
commutative algebras this statement follows immediately from the identification of endo-
morphisms of a line bundle over C × Spec(Λ) with Λ.
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4.2. NC-thickening of the Jacobian. Let C be a smooth projective curve, p0 ∈ C a
point. Let PC be the Poincare´ line bundle on C × J , where J = J(C) is the Jacobian
of C, trivialized over p0 × J . This family of line bundles over J satisfies the assumptions
(a),(b),(c) from Section 4.1, so we have the corresponding functor hrigJ of NC-families on
the category N of NC-nilpotent algebras.
On the other hand, we define the functor Hrig on NC-complete schemes by letting
Hrig(S) be the set of isomorphism classes of pairs (L, s), where L is a line bundle on
C × S together with a trivialization s : O → L|p0×S.
Lemma 4.2.1. The natural map of functors hrigJ → Hrig|N is an isomorphism.
Proof. This follows immediately from the universality of the Poincare´ line bundle: for any
NC-nilpotent algebra Λ and (L, s) ∈ Hrig(Spec(Λ)) the line bundle OC×Spec(Λab) ⊗ L on
C × Spec(Λab) corresponds to a morphism f : Spec(Λab) → J , which allows to construct
an element of hrigJ (Spec(Λ)). 
Corollary 4.2.2. The functor Hrig is represented by an NC-smooth thickening JNC,mod
of J . We denote by PNC,mod the corresponding universal family, which is a line bundle
on C × JNC,mod trivialized over p0 × JNC,mod.
Proof. First, by Theorem 4.1.3 and by Lemma 4.2.1 we know the representability of
Hrig|N , so
Hrig|N ≃ hJNC,mod |N
for some NC-smooth NC-thickening JNC,mod of J . We claim that this isomorphism of
functors extends uniqely to an isomorphism of functors Hrig and hJNC,mod on the category
of all NC-schemes. Indeed, this easily reduces to the case of affine NC-schemes. By
Lemma 2.1.2, it is enough to check that the natural map
Hrig(R)→ lim←−H
rig(R/F nR)
is an isomorphism for any NC-complete algebra R. For this it suffices to prove that for any
NC-scheme X the category of line bundles on X is equivalent to the category of collections
(Ln, fn), where Ln is a line bundle on X
≤n and fn is an isomorphism Ln+1|X≤n ≃ Ln.
Since O∗X = lim←−O∗X≤n , the natural restriction functor is fully faithful, so it suffices to
check that any collection (Ln, fn) is locally trivial. Indeed, assume that X is affine and
L0 ≃ OX . Note that for each n, we have an exact sequence
0→ (F n+1OX)Ln+1 → Ln+1 → Ln → 0
of sheaves on X , where
(F n+1OX)Ln+1 ≃ (F n+1OX/F n+2OX)⊗O
X≤0
L0
is a quasicoherent sheaf of OX≤0-modules. Hence, the map H0(X,Ln+1)→ H0(X,Ln) is
surjective. Using this we can lift a trivialization OX≤0 ∼✲ L0 to a compatible system of
maps OX≤n → Ln, which will automatically be isomorphisms. 
Definition 4.2.3. We call the NC-smooth thickening JNC,mod of the Jacobian J , con-
structed above, themodular NC-thickening of J , and call the universal line bundle PNC,mod
on C × JNC,mod the NC-Poincare´ bundle.
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Below we will show that the modular NC-thickening of J is isomorphic to the standard
NC-thickening of J as an abelian variety (see Corollary 4.3.4).
4.3. NC-Poincare´ bundle and NC-Fourier-Mukai transform. Recall that for an
abelian variety A there is a universal extension A♮ → Aˆ of Aˆ by a vector space, namely,
A♮ is the moduli space of line bundles with flat connection on A. Then the line bundle
P♮ on A♮ × A obtained as the pull-back of P, has a relative flat connection ∇♮ (in the
direction of A, i.e., relative over A♮). This is used in [22] to construct the Fourier-Mukai
transform (in fact, an equivalence)
FD : D(Qcoh(A♮))→ D(DA −modqc) : E 7→ Rp2∗(P♮ ⊗ p∗1E).
Applying the above functor to P♮ we obtain a right ONCA♮×A/A♮-module KA♮,A(P♮,∇♮),
locally free of rank 1. Hence, we can define the corresponding Fourier-Mukai type functor
FNC,♮ : D(Qcoh(A♮))→ D(mod−ONCA ) : E 7→ Rp2∗(KA♮,A(P♮,∇♮)⊗p−1
1
O
A♮
p−11 E).
(4.3.1)
Proposition 4.3.1. One has a commutative triangle of functors
D(Qcoh(A♮))
FD✲ D(DA −modqc)
D(mod−ONCA )
Kpt,A
❄
F N
C,♮
✲
Proof. For E ∈ D(Qcoh(A♮)) we consider P♮ ⊗p−1
1
O
A♮
p−11 E equipped with the relative
connection over A♮. Then we can proceed in two ways: either apply the functorKA♮,A and
then take push-forward to A, or first take push-forward and then apply the functor Kpt,A.
The first procedure gives FNC,♮(E), while the second gives Kpt,A(F
D(E)). It remains to
use Lemma 3.2.6(i) for the projection A♮ → pt. 
Remark 4.3.2. If U ⊂ Aˆ is an open affine then there exists a section U → A♮, hence a
flat connection on P|U×A, relative to U . Applying the functor KU,A we get a line bundle
on U × ANC . Thus, for an affine open covering (Ui) of Aˆ we obtain line bundles P˜Ui on
Ui × ANC extending P|Ui×A. On double intersections we will have isomorphisms of line
bundles (by Proposition 3.2.3(i)) but they will not be compatible on triple intersections.
Thus, we obtain a twisted line bundle on the NC-scheme Aˆ×ANC (in particular, we get
a canonical gerbe on this NC-scheme).
Construction. Assume that we have a map f : C → Aˆ where C is a curve. Pulling
back the Poincare´ line bundle from Aˆ × A we obtain a line bundle P(f) = (f × id)∗P
on C × A. We can cover C by two open affine subsets U1 and U2, and choose liftings
σ1 : U1 → A♮, σ2 : U2 → A♮. Hence, we get the induced relative connections ∇1,∇2 on
P(f)|U1 ×A and P(f)|U2×A, respectively. By Proposition 3.2.3(i), the corresponding line
bundles over the relative NC-thickenings U1 × ANC and U2 × ANC are isomorphic over
the intersection U1 ∩ U2. Hence, choosing such an isomorphism ϕ and gluing them we
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obtain a line bundle PNCσ1,σ2,ϕ on the relative NC-thickening C × ANC , which extends the
line bundle P(f).
Let us assume in addition that f(p0) = 0 for some fixed point p0 ∈ C. We can choose
U1 ⊂ C to be an open neighborhood of p0 and require that a lifting σ1 : U1 → A♮ satisfies
σ1(p0) = 0, where we use the vector space structure on the fiber of A
♮ → Aˆ over zero. Let
us also set U2 = C \ p0 and choose any lifting σ2 : U2 → A♮. Then the above construction
gives an extension P(f)NCσ1,σ2,ϕ of P(f) to the relative NC-thickening C × ANC , equipped
with a trivialization over p0 × ANC .
Proposition 4.3.3. There exist a morphism of NC-schemes φ : ANC → JNC,mod, where
JNC,mod is the modular NC-thickening of the Jacobian J = J(C) and an isomorphism
P(f)NCσ1,σ2,ϕ ≃ (idC ×φ)∗PNC,mod
of line bundles on C × ANC, compatible with trivializations over p0 × JNC and with the
morphism of abelian varieties A→ J associated with f .
Proof. This follows immediately from Corollary 4.2.2. 
Corollary 4.3.4. Let f : C → J be the standard embedding of a curve into its Jacobian,
such that f(p0) = 0. Applying the above construction to some liftings Ui → J ♮, where
C = U1 ∪ U2 is an open covering, we get an extension P˜NC of the Poincare´ line bundle
P on C × J to C × JNC (trivialized over p0), where JNC is the standard NC-smooth
thickening of J as an abelian variety. There exists an isomorphism
φ : JNC
∼✲ JNC,mod
of NC-thickenings of J and an isomorphism
P˜NC ≃ (idC ×φ)∗PNC,mod
of line bundles on C × JNC , compatible with trivializations over p0 × JNC and inducing
the identity isomorphism of P over C × J .
Proof. This follows from Proposition 4.3.3 together with the fact that any morphism of
NC-smooth thickenings of a given variety is an isomorphism (see [17, Prop. 4.3.1(a)]). 
Remark 4.3.5. Suppose a curve C admits a nonconstant map to an elliptic curve E.
Then we have the induced map f : J(C)→ E and hence, a non-standard NC-thickening
J˜NC of J = J(C), given by End(L), where L is a line bundle on the standard NC-smooth
thickening JNC , extending f ∗OE(p) for some point p ∈ E (see Corollary 3.3.9). If the
Poincare´ line bundle P on C×J extended to a line bundle on C× J˜NC , trivialized over p0,
then arguing as in Corollary 4.3.4, we would get an isomorphism of J˜NC with the standard
NC-smooth thickening. Since we know that J˜NC is non-standard, it follows that P cannot
be extended to a line bundle on C × J˜NC , trivialized over p0. Let C = U1 ∪ U2 be an
affine open covering of C, equipped with liftings σi : Ui → J ♮, where p0 6∈ U2, p0 ∈ U1 and
σ1(p0) = 0. Then as in the above Construction we get relative flat connections ∇i on the
restrictions PC |Ui×J for i = 1, 2, and then line bundles KUi,J(PC |Ui×J ,∇i) on Ui × J˜NC ,
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where KU1,J(PC |U1×J ,∇1) is trivialized over p0. Since these do not glue into a global line
bundle on C × J˜NC , this implies that KU12,J(PC |U12×J ,∇1) and KU12,J(PC |U12×J ,∇2) are
not isomorphic. Thus, the functor KU12,J does depend on a choice of a connection for
our non-standard thickening J˜NC (for the standard thickening it does not, by Proposition
3.2.3(i)).
We now turn to the study of the NC-Fourier-Mukai transform
FNC : D(Qcoh(C))→ D(mod−ONCA ) : E 7→ Rp2∗(P(f)NC ⊗p−1
1
OC
p−11 E)
associated with a morphism f : C → Aˆ, where P(f)NC = P(f)NCσ1,σ2,ϕ is the NC-extension
of the line bundle P(f) on C×A, where for a smooth variety we setDb(X) = Db(Coh(X)).
Let also F : Db(C) → Db(A) denote the usual Fourier-Mukai functor associated with
P(f). Apriori the image of FNC is just in the derived category of OANC -modules. Let us
define the subcategory of globally perfect objects
Pergl(ANC) ⊂ D(mod−ONCA )
as the full subcategory consisting of objects represented globally by a finite complex of
vector bundles on ANC .
Theorem 4.3.6. For every E ∈ Db(C) one has FNC(E) ∈ Pergl(ANC). Furthermore, if
E is a coherent sheaf on C such that F (E) is a vector bundle on A, where F : Db(C)→
Db(A) is the usual Fourier-Mukai transform associated with P(f), then FNC(E) is a
vector bundle on ANC. We have a commutative diagram of functors
Db(C)
FNC✲ Pergl(ANC)
Db(A)
❄
F
✲
(4.3.2)
where the vertical arrow is the natural restriction functor.
Proof. First, to prove that FNC(E) is globally perfect it is enough to check this for a set
of objects E generating Db(C) as a triangulated category. Since FNC(Op), where p ∈ C,
is a line bundle on ANC , it is enough to consider the case when E is a coherent sheaf on
C such that F (E) is a vector bundle on A. Let ji : Ui →֒ C and j12 : U12 →֒ C be the
natural open embeddings. Recall that the restriction P(f)NC |Ui×A is the ONCUi×A/Ui-module
associated with the relative flat connection on P(f)|Ui×A coming from the isomorphism
P(f)|Ui×A ≃ (σi × idA)∗P♮
and the natural relative flat connection ∇♮ on P♮. Hence, by Lemma 3.2.6(ii), we get an
isomorphism
P(f)NC |Ui×A ≃ (σi × idA)∗KA♮,A(P♮,∇♮).
Thus, for a quasicoherent sheaf F on Ui we have an isomoprhism
FNC(ji∗(F)) ≃ Rp2∗(P(f)NC |Ui×A ⊗p−1
1
OUi
p−1F) ≃ FNC,♮(σi∗F),
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where FNC,♮ is the functor (4.3.1). Let us write for brevity K = Kpt,A. Combining this
isomorphism with Proposition 4.3.1 we get
FNC(ji∗E|Ui) ≃ FNC,♮(σi∗E|Ui) ≃ K(FD(σi∗E|Ui)) (4.3.3)
for i = 1, 2, where FD(σi∗E|Ui) ≃ F (ji∗E|Ui) as an OA-module, but it is equipped with a
connection coming from σi. Similarly, we have two isomorphisms
FNC(j12∗E|U12) ≃ K(FD(σi∗E|U12)), (4.3.4)
where for i = 1, 2, σi = σi|U12 : U12 → A♮. The isomorphisms (4.3.3), (4.3.4) fit into the
commutative diagrams (for i = 1, 2)
FNC(ji∗(E|Ui))
∼✲ K(FD(σi∗E|Ui))
FNC(j12∗E|U12)
❄ ∼✲ K(FD(σi∗E|U12))
❄
where the vertical arrows are induced by restrictions from Ui to U12. Note that we have
isomorphisms of OA-modules
FD(σ1∗E|U12)) ≃ FD(σ2∗E|U12)) ≃ F (j12∗E|U12),
however, the two D-module structures are different: one connection, ∇1, is induced by σ1
and another, ∇2, by σ2. Applying FNC to the Cech exact sequence
0→ E → j1∗E|U1 ⊕ j2∗E|U2 → j12∗E|U12 → 0
we get an exact triangle
FNC(E)→ K(V0) α✲ K(V1)→ FNC(E)[1],
where V0 = F (j1∗E|U1)⊕F (j2∗E|U2)) and V1 = F (j12∗E|U12) are viewed as D-modules on
A (for V1 we take the connection induced by σ1), and α is the morphism coming from the
above identifications (4.3.3), (4.3.4). We can represent α as the composition
K(F (j1∗E|U1))⊕K(F (j2∗E|U2)))→
K(F (j12∗E|U12),∇1)⊕K(F (j12∗E|U12),∇2) (− id,ϕ)✲ K(F (j12∗E|U12),∇1)
where ϕ is induced by some isomorphism of A-dg-modules
K(F (j12∗E|U12),∇2) ∼✲ K(F (j12∗E|U12),∇1).
Thus, α is the map on H0 induced by a closed morphism of degree zero of A-dg-modules
f : V0⊗ˆOA = K(F (j1∗E|U1)⊕ F (j2∗E|U2))→ K(F (j12∗E|U12),∇1) = V1⊗ˆOA.
Hence, FNC(E) is realized by the complex
H0(V0⊗ˆOA, d) H
0(f)✲ H0(V1⊗ˆA, d)
Note that the complex
V0
f |V0 modF
1
✲ V1
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represents F (E). In other words, the map V0 → V1 induced by f modF 1+A1 is surjective,
and its kernel is F (E). This immediately implies that f is surjective. Next, we claim that
ker(f) is locally isomorphic to F (E)⊗ˆOA, as an A-module. Indeed, locally we can choose
a splitting s : V1 → V0, so that the corresponding projection π : V0 → F (E) fits into an
exact sequence
0→ V1 s✲ V0 π✲ F (E)→ 0.
Hence, we have an induced exact sequence of A-modules
0→ V1⊗ˆOA s⊗id✲ V0⊗ˆOA π⊗id✲ F (E)⊗ˆOA → 0.
The composed morphism of A-modules
V1⊗ˆOA s⊗id✲ V0⊗ˆOA f✲ V1⊗ˆOA
induces the identity modulo F 1 + A1, hence, it is an isomorphism. By diagram chasing
this implies that the composed morphism
ker(f)→ V0⊗ˆOA π⊗id✲ F (E)⊗ˆOA
is an isomorphism. This proves our claim. Note that the differential d on V0⊗ˆOA induces
a differential d on ker(f), so that we have an exact sequence of dg-modules over A
0→ (ker(f), d)→ (V0⊗ˆOA, d)→ V1⊗ˆOA → 0. (4.3.5)
By Theorem 3.1.1(ii), for any dg-module structure on F (E)⊗ˆOA the higher cohomology
of the differential vanish, while H0 is a vector bundle on ANC . Hence, the same is true
for the dg-module (ker(f), d), and the exact sequence (4.3.5) leads to an exact sequence
of ONCA -modules
0→ H0(ker(f), d)→ H0(V0⊗ˆOA, d) H
0(f)✲ H0(V1⊗ˆA, d)→ 0.
Therefore, FNC(E) ≃ H0(ker(f), d) which is a vector bundle on ANC .
Note that we have a natural isomorphism
P(f)NC ⊗ONC
C×A/C
OC×A ∼✲ P(f)
of OC×A-modules. Hence, we obtain a natural map
FNC(E)⊗L
ONCA
O → Rp2∗(p−11 E ⊗p−1
1
OC
P(f)NC ⊗ONC O) ∼✲ Rp2∗(p−11 E ⊗p−1
1
OC
P(f))
= F (E). (4.3.6)
If E is a coherent sheaf such that F (E) is a vector bundle, i.e., E is an IT0-sheaf in the ter-
minology of [25], then the above argument shows that the map (4.3.6) is an isomorphism.
Since every coherent sheaf can be embedded into an IT0-sheaf, we can calculate F
NC using
resolutions of IT0-sheaves, and the commutativity of the diagram (4.3.2) follows. 
The above Theorem immediately implies that the Picard bundles on the Jacobian
extend to the standard NC-thickening.
Corollary 4.3.7. Let V be the vector bundle on the Jacobian J = J(C) obtained as the
Fourier transform of a coherent sheaf on C. Then V extends to a vector bundle on the
standard NC-thickening JNC .
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5. Analytic NC manifolds
5.1. Analytic NC manifolds.
Let X be a complex manifold. We define the notion of a holomorphic NC-connection
in the same way as an algebraic NC-connection (see Definition 1.2.1), replacing algebraic
forms by holomorphic ones. The constructions of Theorem 2.3.2 go through in the holo-
morphic setting. Thus, starting with a holomorphic torsion free connection ∇, we obtain
a holomorphic NC-connection D, which is a differential on
AanX := (Ω•X)an ⊗OanX TˆOanX (Ω1)an,
the analytic version of the sheaf AX studied in Theorem 2.3.2.
Let U be an open subset of Cn. Complex analytic coordinates x1, . . . , xn induce a
trivialization
(Ω1U )
an ∼= OanU dx1 ⊕ . . .⊕OanU dxn.
of the cotangent bundle. Let us set ei := dxi. The above trivialization induces a flat
torsion free connection ∇ on (Ω1U)an such that ∇(ei) = 0. We have the corresponding
NC-connection D = d∇,id (see Lemma 2.3.1).
In view of Theorem 2.3.14 we define local models of an analytic NC-smooth thickening
of U by
OncU := H0(D) = ker(D : (A0U)an → (A1U)an).
This local model OncU can also be described explicitly in the manner of Theorem 2.2.1.
Indeed, a local section of OncU can be uniquely written as an infinite series
∑
λ[[fλ(e)]]Mλ
whereMλ are monomials in the Lie words of degree ≥ 2 in ei, fλ are holomorphic functions
on U , and [[fλ(e)]] is an infinite series of the form
[[fλ(e)]] =
∑
(−1)i1+...in(∂1)i1 . . . (∂n)infλei11 · · · einn
where ∂i = ∂/∂xi. As before, we use the grading on U(Lie+(e1, . . . , en)) induced by the
grading on the free Lie algebra, where deg(ei) = 1. We define deg(Mλ) by viewing a
monomial Mλ as an element of U(Lie+(e1, . . . , en)) and using the above grading. The
I-filtration on OncU (see (2.1.2)) can be described explicitly as follows: IdOncU consists of
formal series
∑
λ[[fλ(e)]]Mλ such that deg(Mλ) ≥ d. Locally the corresponding quotient
admits a trivialization
OncU /Id+1OncU ∼= OanU ⊗C
(
U(Lie+(e1, . . . , en))0 ⊕ . . .⊕ U(Lie+(e1, . . . , en))d
)
as sheaves of abelian groups over U . The product structure, written in this trivialization, is
described in [17, Proposition (3.4.3)]. Again we let Aut(Onc/Id+1Onc) be automorphisms
that are compatible with the projection map π : Onc/Id+1Onc → Oan.
Definition 5.1.1. An analytic NC manifold is a ringed space (X,Onc) which is locally
of the form (U,OncU ).
Lemma 5.1.2. The natural homomorphism Aut(Onc/Id+1Onc) → Aut(Onc/IdOnc) is
surjective.
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Proof. The question is local, so we can work with the explicit local model described above.
In this case, for any automorphism φ ∈ Aut(Onc/IdOnc), let us write
φ([[xi]]) = [[xi]] +
∑
d−1≥deg(Mλ)≥2
[[f iλ(e)]]Mλ.
We define an Oan-linear automorphism φ˜ of Tˆ anO ((Ω1)an) = Tˆ anO (Oane1 ⊕ . . . ⊕ Oanen)
which acts on the generators by
φ˜ : ei 7→ ei −
∑
d−1≥deg(Mλ)≥2
[[f iλ(e)]]Mλ.
Since the element
∑
d−1≥deg(Mλ)≥2
[[f iλ(e)]]Mλ is D-closed, this automorphism commutes
with the differentialD. It is also straightforward to verify that φ˜ induces an automorphism
on ker(d) that extends the automorphism φ. This shows that the composition
Aut(Onc)→ Aut(Onc/Id+1Onc)→ Aut(Onc/IdOnc)
is surjective. Hence, the second arrow is also surjective. 
For the proof of Theorem 1.3.4 we will need the following analytic analog of the notion
of a (d)I-smooth thickening.
Definition 5.1.3. An analytic (d)I-manifold is a ringed space (X,O(d)X ) which is locally
of the form (U,Onc/Id+1Onc).
By an algebraic (d)I-manifold we mean a (d)I-smooth thickening of a smooth algebraic
variety. Let (X,O(d)X ) be an algebraic (resp., analytic) (d)I-manifold. For an open subset
U ⊂ X we define a category Th(d+1)(O(d)X , U) whose objects are (d + 1)I-manifold thick-
enings of O(d)X |U , and morphisms are morphisms of ringed spaces that are identical on
O(d)X |U .
Lemma 5.1.4. Let (X,O(d)X ) be an algebraic (resp., analytic) (d)I-manifold. The asso-
ciation U 7→ Th(d+1)(O(d)X , U) defines a gerbe in the Zariski (resp., classical) topology of
X banded by
Hom(Ω1X , (ULie+(Ω1X))d+1).
Proof. The fact that all morphisms are isomorphisms is checked by induction in Q using
standard facts about central extensions (see [17, Prop. 1.2.6]). The local triviality in the
algebraic case was checked in Proposition 2.3.26 (in the analytic case the local triviality is
a part of the definition). It remains to observe that by [17, Prop. 1.2.5], an automorphism
of O(d+1)U ∈ C(O(d)X , U) trivial on O(d)U corresponds to a derivation of OU with values in
Id+1O(d+1)U ≃ (ULie+(Ω1U))d+1.

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5.2. Analytification functors. Let (X,ONC) be an algebraic NC manifold, i.e., an NC-
smooth thickening of a smooth algebraic variety over C. We can associate with (X,ONC)
an analytic NC manifold (Xan,Onc) as follows. The underlying analytic manifold Xan is
simply the analytification of X . To construct Onc we observe that by Theorem 2.3.23,
we have a global dg resolution (AT , D) of ONC that is locally (in the Zariski topology) of
the form (AU , D) considered above. Now we simply apply the analytification functor to
AT and set
Onc := H0(AanT , D).
We refer to the resulting analytic NCmanifold (Xan,Onc) as the analytification of (X,ONC).
The analytification of an algebraic (d)I-manifold is defined similarly using Proposi-
tion 2.3.26.
Proof of Theorem 1.3.4. It suffices to prove that the analytification functor
Th
(d)I
X → Th(d)IXan (5.2.1)
between the gerbes of algebraic and analytic (d)I-manifold thickenings of X and X
an, is
an equivalence. Let us prove by induction in Q that for an algebraic (d)I-manifold O(d)X
the map
Aut(X,O(d)X )→ Aut(Xan, (O(d)X )an).
is an isomorphism (where we consider automorphisms trivial on the abelianization). We
use the short exact sequence
0→ Hom(Ω1X , ULie+(Ω1X)d)→ Aut(ONC/Id+1ONC)→ Aut(ONC/IdONC)→ 0,
which gives the corresponding long exact sequence
0→ Hom (Ω1
X
, ULie+(Ω1X)d
)→ Aut(ONC/Id+1ONC)→ Aut(ONC/IdONC)→ Ext1 (Ω1X , ULie+(Ω1X)d+1)→ . . . .
Lemma 5.1.2 implies that we also have a similar long exact sequence in the analytic
setting. Now our claim follows by the GAGA theorem and the five lemma. The fact that
(5.2.1) is essentially surjective is also deduced by induction in Q, using Lemma 5.1.4 and
the GAGA theorem for the cohomology of the coherent sheaf Hom(Ω1X , (ULie+(Ω1X))d+1)
and its analytification. 
In the remaining subsections, we will construct examples of NC manifolds using analytic
methods.
5.3. L∞ spaces in Ka¨hler geometry. To explain how Ka¨hler geometry might enter
into constructions of analytic NC manifolds, we first recall an analogous construction of
Costello (see [9]) in the commutative case: the construction of an L∞ space associated
to a Ka¨hler manifold (X, g). In fact Costello’s construction works for any complex man-
ifold. However, in the Ka¨hler situation we can write down explicit formulas of the L∞
structure in terms the curvature tensor of a Ka¨hler metric g, following a beautiful paper
of Kapranov [18].
Consider the infinite dimensional vector bundle JetX, the infinite holomorphic jet bun-
dle of X . The bundle JetX admits a decreasing filtration whose associated graded are
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symmetric powers of Ω1X . This filtration almost never splits, thus in general we do not
have an isomorphism
JetX
∼= SˆOXΩ1X.
However, Kapranov [17] observed that we can write the Dolbeault complex of JetX in
terms of the Dolbeault complex of SˆOXΩ
1
X endowed with a perturbed differential. This
perturbed differential can be explicitly written down using the Levi-Civita connection
∇ of g and its associated curvature tensor R, which we briefly recall in the following
paragraph.
To avoid confusions, we will denote by Ω1,0X the sheaf of smooth sections of the holo-
morphic vector bundle Ω1X . The curvature operator maybe written as a morphism
R : T 1,0X ⊗ T 1,0X → Ω0,1X ⊗ T 1,0X .
Due to the Ka¨hler condition, the operator R factor through
R : Sym2 T 1,0X → Ω0,1X ⊗ T 1,0X .
For each n ≥ 2 we define an operator Rn ∈ Ω0,1X
(
Hom(Sym2 T 1,0X ⊗ (T 1,0X )⊗(n−2), T 1,0X )
)
inductively by putting
R2 := R, and Rn+1 := ∇Rn.
Kapranov showed that Rn is a totally symmetric operator, i.e. it is an operator
Symn T 1,0X → Ω0,1X ⊗ T 1,0X .
Dualizing, we obtain a morphism
R∨n : Ω
1,0
X → Ω0,1X ⊗ Symn Ω1,0X .
Now the perturbed differential D on the Dolbeault complex Ω0,∗X (SˆΩ
1
X) is defined to be
the unique derivation of this algebra extending the ∂ operator, and acting on Ω1,0 by the
infinite sum ∂+
∑
n≥2R
∨
n . The following Theorem is obtained by Kapranov [18, Theorem
2.8.2].
Theorem 5.3.1. We have (∂ +
∑
n≥2R
∨
n)
2 = 0. Furthermore, there is an isomorphism
of commutative differential graded algebras
Ω0,∗(JetX) ∼=
(
Ω0,∗(Sˆ(Ω1
X
)), ∂ +
∑
n≥2
R
∨
n
)
.
It is well-known that JetX has a flat holomorphic connection. Furthermore the canonical
embedding
i : OX →֒ Ω∗(JetX) = Ω∗ ⊗OX JetX,
sending a holomorphic function to the associated constant jets, is a quasi-isomorphism of
differential graded commutative algebras. Applying Kapranov’s Theorem to replace JetX
by
(
Ω0,∗(Sˆ(Ω1X)), ∂ +
∑
n≥2R
∨
n
)
, we obtain an explicit resolution of OX by a quasi-free
commutative differential graded algebra over the smooth de Rham algebra ΛX := ⊕p,qΩp,qX .
More precisely the underlying algebra is simply ΛX ⊗C∞X SˆC∞(Ω1,0X ). The differential
on this algebra is the unique derivation which extends the de Rham differential on ΛX ,
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and which acts on the space Ω1,0X by the infinite sum dτ + ∂ +∇+
∑
n≥2R
∨
n (as depicted
below).
Λ1 Λ1 ⊗ Ω1,0X Λ1 ⊗ Sym2Ω1,0X · · ·
· · ·
Ω1,0X
∂ +∇
✻
R
∨
2
✲
✛
d
τ
Here dτ(1 ⊗ α) := α ⊗ 1 using the fact that Ω1,0X is a summand of Λ1, and ∇ is the
(1, 0)-type connection associated to the Ka¨hler metric g. There is a quasi-isomorphism of
commutative differential graded algebras
OX ∼=
(
ΛX ⊗C∞X SˆC∞(Ω1,0X ), dτ + ∂ +∇+
∑
n≥2
R∨n
)
. (5.3.1)
This resolution, referred to as the L∞ space associated to X , plays an important role in
the recent work of Costello on Witten genus [9].
5.4. A∞ spaces and NC thickenings. Now we are going to establish an NC analog of
(5.3.1) (see Proposition 5.4.3 below). Let X be a complex manifold. The NC analog of
the differential appearing in (5.3.1) is given by the notion of an NC-connection D, which
is a differential on the algebra
ΛX ⊗C∞X TˆC∞X (Ω1,0X )
extending the de Rham differential on ΛX , and acting on the space of generators Ω
1,0
X by
an operator of the form
dτ + ∂ +∇+ A∨2 + A∨3 + . . . ,
where ∇ is a (1, 0)-type connection on the bundle Ω1,0X (see Definition 1.3.1). For k ≥ 2
we split the C∞X -linear morphism A
∨
k : Ω
1,0
X → Λ1X ⊗ (Ω1,0X )⊗k as a sum
A∨k := Ek + Fk
where Ek : Ω
1,0
X → Λ1,0X ⊗ (Ω1,0X )⊗k and Fk : Ω1,0X → Λ0,1X ⊗ (Ω1,0X )⊗k. Thus, the operator D
is of the form
D1,0 +D0,1 := (dτ +∇+ E2 + E3 + . . . ) + (∂ + F2 + F3 + . . . ).
The integrability condition D2 = 0 then implies that
(D1,0)2 = [D1,0,D0,1] = (D0,1)2 = 0.
Thus, the complex
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)
is in fact a bicomplex whose degree (p, q)-
component is
Λp,q ⊗C∞X TˆC∞(Ω1,0X ).
The following proposition describes the local structure of the cohomology of D0,1.
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Proposition 5.4.1. Let U be a Stein open subset of X. Then there exists an algebra
automorphism φ of TˆC∞(Ω
1,0
U ) of the form
φ(α) = α + φ2(α) + φ3(α) + . . .
for α ∈ Ω1,0U , and φn : Ω1,0U → (Ω1,0U )⊗n are C∞U -linear morphisms, such that on the
Dolbeault complex Λ0,∗U ⊗C∞U TˆC∞U (Ω1,0U ) we have the identity
(id⊗φ)−1(∂)(id⊗φ) = D0,1.
This implies that H i
(
Λ0,∗U ⊗C∞U TˆC∞(Ω1,0U ),D0,1
)
= 0 if i ≥ 1, andH0(Λ0,∗U ⊗C∞U TˆC∞(Ω1,0U ),D0,1)
is isomorphic to TˆOU (ΩU) where ΩU denotes the space of holomorphic one forms.
Proof. We inductively construct φn’s as follows. For the construction of φ2, we use the
fact that D0,1 = ∂+F2+F3+ . . . squares to zero. This implies in particular that ∂F2 = 0.
Over a Stein manifold the ∂-closedness implies the exactness. We set φ2 so that ∂φ2 = F2.
Assuming there exists φk for k ≤ n such that
(id⊗φ≤n) ◦ D0,1 ◦ (id⊗φ≤n)−1 = ∂ (mod Tˆ≥n+1).
This implies that
(id⊗φ≤n) ◦ D0,1 ◦ (id⊗φ≤n)−1 = ∂ +Gn+1 (mod Tˆ≥n+2)
for some morphism Gn+1 : Ω
1,0
U → Λ0,1X ⊗ (Ω1,0U )⊗n+1. The integrability (D0,1)2 = 0 implies
that ∂Gn+1 = 0. Since we are over a Stein manifold there exists φn+1 : Ω
1,0
U → (Ω1,0U )⊗n+1
such that ∂(φn+1) = Gn+1. We then check that
(id⊗φ≤n+1) ◦ D0,1 ◦ (id⊗φ≤n+1)−1 = ∂ (mod Tˆ≥n+2).
The proposition is proved. 
Remark 5.4.2. In view of the commutative situation, the cohomology sheaf H0
(
Λ0,∗X ⊗C∞X
TˆC∞(Ω
1,0
X ),D0,1
)
should be thought of as a generalization of the notion of jet bundle in
the NC setting.
Observe that the natural projection H0
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)→ C∞X to smooth func-
tions lands in fact inside holomorphic functions. So there is a morphism of algebras
H0
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)→ OX .
Proposition 5.4.3. Let D be an NC-connection on a complex manifold X. Then
we have H i
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)
= 0 for i ≥ 1. Furthermore, the sheaf of algebras
H0
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)
defines an analytic NC manifold structure on X with respect
to the projection H0
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)→ OX .
Proof. Both statements are local, so it is enough to prove them over a Stein open subset
U of X . As we observed before, the complex
(
ΛX ⊗C∞X TˆC∞(Ω1,0X ),D
)
is a bicomplex
graded by the (p, q)-degree of forms in ΛX . In particular, this is a bounded complex in
the first quadrant whose cohomology can be computed via the spectral sequence with the
E1-page given by the cohomology of D0,1 = ∂ + F2 + . . . . By Proposition 5.4.1, there
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exists an automorphism φ of TˆC∞(Ω
1,0
U ) with φ(α) = α + φ2(α) + φ3(α) + . . . such that
(id⊗φ)D0,1(id⊗φ)−1 = ∂. Hence, id⊗φ induces an isomorphism of the cohomology of
D0,1 with Ω∗U ⊗OU Tˆ (Ω1U). In particular, the spectral sequence collapses, and the total
cohomology is isomorphic to the cohomology of D = (id⊗φ)D1,0(id⊗φ)−1 acting on
Ω∗U ⊗OU Tˆ (Ω1U). Note that D is a derivation. We claim that in fact D is a holomorphic
NC-connection. Indeed, for f ∈ OU we have
D(f) = (id⊗φ)D1,0(f) = (id⊗φ)(df ⊗ 1) = df ⊗ 1.
Also, for α ∈ Ω1U we have
D(1⊗ α) = (id⊗φ)(α⊗ 1 + . . . ) = α⊗ 1 + . . . ,
where the dots denote the terms in Ω∗U ⊗OU Tˆ≥1(Ω1U). Hence, D is a holomorphic NC-
connection, and the assertion now follows from the holomorphic version of Theorem 1.2.2.

Proposition 5.4.4. Let X be a complex manifold. Then X admits an analytic NC
thickening if and only if there exists an NC-connection on X.
Proof. The “if” part follows from Proposition 5.4.3. Conversely, assume that we are
given an analytic NC thickening. Then by Theorem 2.3.23 2 there exists a quadruple
(T ,J , ϕ,D) in the sense of Definition 2.3.22. Since in the smooth category exact sequences
of vector bundles always split, there exists an isomorphism between T and its associated
graded:
ψ : C∞(T ) ∼=
∏
n≥0
C∞(J n/J n+1).
Followed by the isomorphism ϕ we get an isomorphism
ϕ ◦ ψ : C∞(T ) ∼= Tˆ (Ω1,0X ).
Observe that the first short exact sequence associated to the J -adic filtration on T
0→ J /J 2 → T /J 2 → T /J → 0
always splits as T /J ∼= O and T is an O-algebra. Thus, we may choose ψ so that ϕ ◦ ψ
is a holomorphic isomorphism
(ϕ ◦ ψ)≤1 : C∞(T /J 2) ∼= Tˆ≤1(Ω1,0X ).
Now the connection operator D on T induces a connection D on Tˆ (Ω1,0X ) via the isomor-
phism ϕ ◦ ψ. The component
Ω1,0X → Λ0,1X ⊗ Ω1,0X
of D is simply ∂ due to the holomorphicity of (ϕ ◦ ψ)≤1. Thus, we conclude that D is an
NC-connection as described in Definition 1.3.1. 
2More precisely, we use the analytic version of Theorem 2.3.23 which is proved similarly.
50
5.5. Analytic NC manifolds from Ka¨hler manifolds with constant holomorphic
sectional curvature. We are going to show that the above construction of NC-smooth
thickenings is applicable to Ka¨hler manifolds with constant holomorphic sectional cur-
vature. First, let us recall the definition of such manifolds. Since the Ka¨hler form g is
nondegenerate (1, 1)-form, it induces an operator (which is in fact an isomorphism)
ρ : T 1,0X → Ω0,1X .
Then X is said to have constant holomorphic sectional curvature if the curvature operator
R : Sym2 T 1,0X → Ω0,1X ⊗ T 1,0X can be written as
R(V,W ) = cρ(V )⊗W + cρ(W )⊗ V
for some constant c ∈ R. If we define an operator A : T 1,0X ⊗ T 1,0X → Ω0,1X ⊗ T 1,0X by
A(V,W ) := cρ(V )⊗W,
the curvature operator R is then the symmetrization of the operator A.
We define an operator associated to the metric g by
Dg := dτ + ∂ +∇ + A∨
on the algebra ΛX ⊗C∞X TˆC∞(Ω1,0X ) as the unique derivation extending the de Rham differ-
ential and acting on Ω1,0X by the diagram
Λ1 Λ1 ⊗ Ω1,0X Λ1 ⊗ T 2Ω1,0X
Ω1,0X .
∂ +∇
✻
A
∨
✲
✛
d
τ
Here dτ (1 ⊗ α) := α ⊗ 1 is the same as in the previous subsection. The second operator
∂ +∇ is the Levi-Civita connection associated to the metric g. The last operator
A∨ : Ω1,0X → Λ1 ⊗ T 2Ω1,0X ,
which is dual to A (over the de Rham algebra Λ), is explicitly given by left multiplication
by cτ(g) where τ(g) is the Ka¨hler form g considered as an element in Λ1 ⊗Ω1,0X . Observe
that the operator Dg defined here is of the form defined in Definition 1.3.1. Next we prove
that it squares to zero, which shows that Dg is an NC-connection.
Proposition 5.5.1. Let (X, g) be a Ka¨hler manifold with constant holomorphic sectional
curvature. Then we have D2g = 0.
Proof. We need to check that (dτ + ∂ + ∇ + A∨)2 = 0. First it is clear that d2τ = 0.
We then note that [dτ , ∂ +∇] = 0 due to the Ka¨hler condition which implies the torsion
freeness of ∂ +∇. The next equation that
(∂ +∇)2 = −[dτ , A∨]
is due to the fact that the curvature R is the symmetrization of A. Next the equation
[∂ +∇, A∨] = 0
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holds since the connection ∂+∇ preserves the Ka¨hler metric, and A∨ is defined to multiply
with cτ(g). Finally we need to show that
[A∨, A∨] = 0,
which is equivalent to its dual A being associative. The operator A is associative since
we have
A(A(U, V ),W ) = cρ(A(U, V ))⊗W = c2ρ(U)ρ(V )⊗W ;
and
A(U,A(V,W )) = cρ(U)⊗ A(V,W ) = c2ρ(U)ρ(V )⊗W.
The proposition is proved. 
Remark 5.5.2. In the definition of A∨ we can also define it to be the right multiplication
by τ(g).
Corollary 5.5.3. Let (X, g) be a Ka¨hler manifold with constant holomorphic sectional
curvature. Then X admits an analytic NC thickening.
Proof. This follows from the previous proposition and Proposition 5.4.3. 
Examples 5.5.4. Ka¨hler manifolds with constant sectional curvature are classified:
(A.) In the case c = 0 such a manifold corresponds to the quotient of (Cn, ω0 =√−1/2∑dzidzj) by a discrete subgroup of its isometry group. For example, complex
tori are such quotients.
(B.) If c > 0, these are complex projective spaces.
(C.) If c < 0, we get complex hyperbolic manifolds which are quotient of upper half space
Hn endowed with its hyperbolic metric by a discrete subgroup of its isometry group. An
interesing example is the moduli space of cubic surfaces (see [1]).
6. Analytic vector bundles over NC manifolds
6.1. NC algebraic geometry and analytic geometry. We first define the analyti-
fication of NC vector bundles. Let X be a smooth variety over C, equipped with an
algebraic NC-thickening ONCX . Let E be an algebraic vector bundle over X of rank n, i.e.
a locally free OX -module of rank n in the Zariski topology of X . Let ENC be an algebraic
NC thickening of E, i.e. a locally free ONCX -module of rank n whose abelianization is E.
The embedding of algebraic sections to analytic sections is a morphism of sheaves in the
Zariski topology of X
ONCX →֒ OncX .
We define the analytification of ENC by
Enc = (ENC)an := OncX ⊗ONCX ENC .
Note that Enc is a locally free Onc-module with respect to Zariski topology (and hence
with respect to the classical topology). It is clear that the abelianization of Enc is Ean.
Next we compare the algebraic Ext groups with the analytic ones, where in the analytic
setting we consider Ext’s in the category of sheaves of Onc-modules with respect to the
classical topology.
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Theorem 6.1.1. Let X be a smooth projective scheme, and let XNC be a smooth NC
thickening of X. Let ENC and FNC be two vector bundles on XNC of finite rank. Then
there is a natural isomorphism
Ext∗(ENC , FNC)→ Ext∗(Enc, F nc), (6.1.1)
where the Ext-groups are computed in the category of ONCX - and OncX -modules, respectively.
Proof. We have natural isomorphisms (see [15, Thm. 4.2.1])
Exti(ENC , FNC) ≃ H i(X,HomONC (ENC , FNC)),
Exti(Enc, F nc) ≃ H i(Xan,HomOnc(Enc, F nc))
Since the classical topology is finer than the Zariski topology, we have a natural map
H i(X,HomONC (E
NC , FNC))→ H i(X,HomOnc(Enc, F nc))→ H i(Xan,HomOnc(Enc, F nc)),
where in the middle we consider cohomology with respect to the Zariski topology, hence
we get a map (6.1.1).
Let d ∈ Z≥0 be a nonnegative integer. We first prove the statement for vector bundles
over X(d) by induction on Q. The case d = 0 is the usual GAGA theorem (see [28]). In
the following we set Gd+1 := (ULie+(Ω1X))d+1. By Theorem 3.1.1(iii), we have a short
exact sequence
0→ Gd+1 ⊗ Hom(E, F )→ Hom(E(d+1), F (d+1))→ Hom(E(d), F (d))→ 0,
and in the analytic setting we have
0→ Gand+1⊗Hom(Ean, F an)→ Hom((E(d+1))an, (F (d+1))an)→ Hom((E(d))an, (F (d))an)→ 0.
The analytification map induces a morphism of the associated long exact sequences of
cohomology
Exti−1,(d) ✲ H i(Gd+1 ⊗Hom(E, F )) ✲ Exti,(d+1) ✲ Exti,(d) ✲ H i+1(Gd+1 ⊗ Hom(E, F ))
Exti−1,(d)an
∼=
❄
✲ H i(Gand+1 ⊗ Hom(Ean, F an))
∼=
❄
✲ Exti,(d+1)an
❄
✲ Exti,(d)an
∼=
❄
✲ H i+1(Gand+1 ⊗ Hom(Ean, F an))
∼=
❄
where Exti,(d) := Exti(E(d), F (d)) (resp., Exti,(d)an = Ext
i((E(d))an, (F (d))an)). The induction
assumption together with the usual GAGA implies that all the vertical arrows except for
the middle one are isomorphisms. Hence, by the five lemma, the middle vertical arrow is
also an isomorphism. To prove the theorem, we observe that
Hom(ENC , FNC) = lim←−Hom(E
(d), F (d)).
Since, the projective system (H0(U,Hom((E(d))an, (F (d))an))) satisfies the Mittag-Leffler
condition for every open affine subset U , as in the proof of [19, Lemma 1.1.6], we get the
short exact sequences
0→ R1 lim←−Ext
i−1(E(d), F (d))→ Exti(ENC , FNC)→ lim←−Ext
i(E(d), F (d))→ 0.
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Similarly, in the analytic case we have
0→ R1 lim←−Ext
i−1((E(d))an, (F (d))an)→ Exti(Enc, F nc)→ lim←−Ext
i((E(d))an, (F (d))an)→ 0.
As was shown above, the analytification morphism induces isomorphisms on the leftmost
and the rightmost groups. Thus, the groups in the middle are also be isomorphic. 
Let us denote by Pergl(XNC) the global perfect derived category of finite complexes
of locally free right ONCX -modules of finite rank, and let Pergl(Xnc) be the similar cate-
gory for OncX (and the classical topology of Xan). Theorem 6.1.1 above shows that the
analytification functor
An : Pergl(XNC)→ Pergl(Xnc)
is fully-faithful. In the next theorem we will prove that An is also essentially surjective.
Hence, the functor An is an equivalence of categories as claimed in Theorem 1.3.5.
Theorem 6.1.2. Let (X,ONC) be an algebraic NC-smooth thickening of a smooth projec-
tive variety X, and let V be a locally free Onc-module of finite rank over its analytification
Xan. Then there exists a locally free ONC-module ENC over X such that its analytification
Enc is isomorphic to V .
Proof. Since V = lim←−V (d), it is enough to construct a projective system of locally freeO(d)-modules E(d) whose analytification gives (V (d)) (then we can set E = lim←−E(d)). We
will construct the O(d)-modules E(d) inductively using the I-filtration. The existence of
E(0) follows from the usual GAGA theorem. Assume that there exists a locally free O(d)-
module E(d) whose analytification is isomorphic to V (d). We would like to construct a
locally free O(d+1)-module E(d+1) whose analytification is isomorphic to V (d+1). For this
consider the following exact sequence of sheaves of (nonabelian) groups in the Zariski
topology of X :
0→ Matr
(
(ULie+(Ω1X))d+1
)→ GLr(O(d+1))→ GLr(O(d))→ 0.
According to the general formalism of nonabelian cohomology (see e.g., [29]), the locally
free O(d)-module E(d) corresponds to a class in c ∈ H1(X,GLr(O(d))), and there is a
naturally defined obstruction
δ(c) ∈ H2(X, (ULie+(Ω1X))d+1 ⊗ End(E)),
such that δ(c) = 0 if and only if c lifts to a class in H1(X,GLr(O(d+1))) (note that here the
sheaf End(E) appears as the twisted version of the sheaf Matr(OX)). Furthermore, such
liftings of c form a homogeneous space for the natural action of H1
(
X, (ULie+(Ω1X))d+1⊗
End(E)
)
. Now we observe that by the usual GAGA, the analytification map induces
isomorphisms
H i
(
X, (ULie+(Ω1X))d+1 ⊗ End(E)
)→ H i(Xan, (ULie+(Ω1X)an)d+1 ⊗ End(Ean))
for i = 1, 2. Since the analytification map is compatible with the above cohomological
constructions, we derive the existence of E(d+1) with desired properties. 
Corollary 6.1.3. (of Theorem 1.3.5). In the context of Theorem 6.1.2, the pair consisting
of a locally free ONC-module ENC together with an isomorphism Enc → V , is unique up
to a unique isomoprhism.
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7. Analytic NC-Jacobian and A∞-structures
7.1. NC thickening of moduli space of line bundles. Let Z be a compact complex
manifold, and let L be a holomorphic line bundle over Z×B, where B is another complex
manifold. We assume that
(⋆) the Kodaira-Spencer map κ : TB → H1(Z,O) ⊗ OB associated with the family L is
an isomorphism.
Set E =
⊕
i≥0E
i := H•(Z,O). We choose a Hermitian structure on Z, and use Hodge
theory to obtain harmonic representatives of E in the differential graded algebra (Ω0,∗, ∂).
Moreover, we have maps
E
i ✲✛
p
Ω0,∗
such that p◦ i = id and i◦p = id+∂h+h∂, where h : Ω0,∗ → Ω0,∗ is a homotopy operator.
Using the Kontsevich-Soibelman’s tree formula (see [20]) we get a minimal A∞-algebra
structure on E.
Let us consider the (trivial) graded vector bundle over B,
E =
⊕
i≥0
E i := E ⊗C OB.
The A∞-structure on E induces by extension of scalars an A∞-algebra structure on E ,
i.e., we have OB-linear morphisms
mk : E⊗k → E
that satisfy the A∞-identities (with m1 = 0).
The bundle E , being canonically trivialized, has a flat connection ∇, and the maps mk
are ∇-horizontal. Let us denote by mi ⊗ id the operations on the holomorphic de Rham
complex of E ,
EΩ := E ⊗OB Ω∗B,
obtained from mi by extending scalars from OB to Ω∗B. Let us set
m˜1 = ∇, m˜k = mk ⊗ id for k ≥ 2,
where in the first formula we extend ∇ to a differential on the de Rham complex of E in
the standard way. This is almost the A∞-structure on EΩ we want, but not quite: we are
going to add an m0 term.
For this we observe that there is a canonical element ω ∈ E1⊗Ω1B. Indeed, by Assump-
tion (⋆), the bundle E1 = H1(Z,O)⊗COB is canonically isomorphic to the tangent bundle
of B. We let ω be the element corresponding to id ∈ TB ⊗ Ω1B = End(TB). In local Ku-
ranishi coordinates (see for example [13, Section 1.5, 1.6]) y1, . . . , yn on B corresponding
to a basis f1, . . . , fn of H
1(Z,O), the Kodaira-Spencer map is given by
fi 7→ ∂/∂yi.
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Thus, in these coordinates we have ω =
∑n
i=1 fi⊗dyi. Note that since fi are ∇-horizontal,
we have
∇(ω) = 0. (7.1.1)
Now we add a curvature term to the A∞-structure m˜k on EΩ by putting m˜0 = ω.
Lemma 7.1.1. The maps {m˜k}∞k=0 form a curved A∞-structure on the de Rham complex
EΩ, with the respect to the total grading on EΩ.
Proof. For each N ≥ 0, we need to prove the A∞-identity∑
i+l+j=N,k=i+j,l≥0
(−1)i+ljm˜k+1(idi⊗m˜l ⊗ idj) = 0. (7.1.2)
Since the maps m˜n for n ≥ 2 are ∇-horizontal, using the A∞-identity for (mn) we obtain∑
i+l+j=N,k=i+j,l≥1
(−1)i+ljm˜k+1(idi⊗m˜l ⊗ idj) = 0.
To prove (7.1.2) it remains to check the identity∑
i+j=k
(−1)im˜k+1(idi⊗ω ⊗ idj) = 0.
In the case k = 0 this identity follows from the equation (7.1.1). To deal with the cases
k ≥ 1 we use the fact that the differential graded algebra Ω0,∗ is (super)commutative.
Thus, by Cheng-Getzler’s C∞ transfer theorem [6, Theorem 12] the structure maps mk
obtained by Kontsevich-Soibelman’s tree formula in fact form a C∞-structure, i.e., an
A∞-structure that vanishes on the image of the shuffle product. Now we observe that the
operator
∑
m˜k+1(id
i⊗ω⊗ idj), when applied to an element α1⊗ · · ·⊗αk, is equal (up to
a sign) to
m˜k+1
(
(α1 ⊗ · · · ⊗ αk) • ω
)
,
where • denotes the shuffle product map. So the above sum vanishes by Cheng-Getzler’s
theorem. 
Remark 7.1.2. In the case when Z is Ka¨hler, by [11], the dg-algebra (Ω0,∗, ∂) is formal.
Hence, in this case we can assume that mk = 0 with k > 2, so EΩ is a curved dg-algebra.
Thus, EΩ is a (curved) A∞-algebra with structure maps {m˜k}∞k=0. We view EΩ as a
strictly unital A∞-algebra over Ω
∗
B via the canonical embedding
Ω∗B → EΩ = H∗(Z,O)⊗C Ω∗B
defined by α 7→ idO⊗α.
Lemma 7.1.3. The canonical projection EΩ → H0(Z,O)⊗Ω∗B = Ω∗B is an augmentation
of EΩ as an A∞-algebra over Ω∗B.
Proof. This follows from the fact that the A∞-algebra E = H
∗(Z,O) is augmented, and
that the curvature ω maps to zero under this projection map. 
Let us denote by E := ⊕k≥1Hk(Z,O) the augmentation ideal. Similarly, we set E :=
E ⊗C O.
56
Definition 7.1.4. Let BEΩ be the Bar construction of the augmented A∞-algebra EΩ
over Ω∗B. This is a differential graded coalgebra over Ω
∗
B. We define (EΩ)!, the Koszul
dual algebra of EΩ to be the dual of BEΩ, i.e. we have
(EΩ)! := (BEΩ)∨ = TˆΩ(Ω⊗C E∨[−1]),
where Ω = Ω∗B.
We are going to describe the sheaf of algebras H0
(
(EΩ)!
)
over B. In particular, we will
see that if H2(Z,O) = 0 then the algebra H0((EΩ)!) is a smooth NC thickening of B.
We first exhibit the differential graded algebra (EΩ)! as a double complex in the second
quadrant. For this observe that the complex (EΩ)! is bigraded by Z≤0 × N where the
first grading is induced from that of E, and the second grading is simply the degree of
differential forms on B. More precisely, an element α ∈ H i(Z,O)∨ ⊗ ΩjB has bidegree
(1− i, j), so that the bigraded components of (EΩ)! are
Ai,j :=
⊕
k−(r1+...+rk)=i, r1,... ,rk≥2
(
Tˆ ⊗ (Er1)∨ ⊗ · · · ⊗ (Erk)∨ ⊗ Tˆ)⊗ Ωj ,
where Tˆ = TˆO((E1)∨). The complex (EΩ)! may be depicted in the (i, j)-plane as follows.x D∇x D∇x D∇x
· · · dm−→ Ai,j −→ · · · −→ A−1,j dm−→ A0,j −→ 0x D∇x D∇x D∇x
...
dm−→ ... −→ · · · −→ ... dm−→ ... −→ 0x D∇x D∇x D∇x
· · · dm−→ Ai,0 −→ · · · −→ A−1,0 dm−→ A0,0 −→ 0
Here the differential∇ is the connection operator, dω is the Koszul dual differential defined
by the curvature term ω, and dm is the operator defined by the A∞-structure on E.
Since the double complex A∗,∗ is bounded vertically by the dimension of B, we can
calculate the cohomology of the total complex using the spectral sequence associated to
the vertical filtration of A∗,∗. Let us first consider the rightmost vertical complex(A0,∗, D∇).
We claim that its cohomology is concentrated in degree 0. Indeed, note that A0,∗ = Ω∗⊗
TˆO((E1)∨). By Assumption (⋆), the dual of the Kodaira-Spencer map is an isomorphism
(E1)∨ ∼= Ω1B. Moreover, under this identification the operator dω is the Ω∗-linear derivation
acting on generators by 1 ⊗ α 7→ α ⊗ 1. By results in Section 2, we know this complex
has cohomology concentrated in degree 0, which is by definition a smooth NC thickening
of B. As before we denote this 0th cohomology by Onc.
Now consider the vertical complex Ai,∗ with i < 0. Note that the operator dω acts on
(Er)∨ by zero if r ≥ 2. Hence, the vertical cohomology of ∇ + dω is also concentrated in
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degree zero, and is equal to⊕
k−(r1+...+rk)=i, r1,... ,rk≥2
Onc ⊗C (Er1)∨ ⊗C · · · ⊗C (Erk)∨ ⊗C Onc
at degree (i, 0). This implies that the first page of the spectral sequence is of the form
· · ·⊕Onc ⊗C (Er1)∨ ⊗C · · · ⊗C (Erk)∨ ⊗C Onc dm−→ · · · dm−→ Onc ⊗ (E2)∨ ⊗Onc −→ Onc.
Therefore, the spectral sequence degenerates on the next page. In particular, we get the
following result.
Proposition 7.1.5. Let R be the image of 1 ⊗ E2 ⊗ 1 under the morphism dm in Onc.
Then we have
H0
(
(EΩ)!
) ∼= Onc/〈R〉
where 〈R〉 is the two-sided ideal generated by R.
Examples 7.1.6. A. Assume the algebra H∗(Z,O) is the exterior algebra in H1(Z,O),
and the higher products mk vanish (e.g., this is true if Z is a complex torus). Then R is
generated by elements of the form ei⊗ ej − ej ⊗ ei = [ei, ej ], where e1, . . . , en is a basis of
(H1(Z,O))∨. Hence, we found that
H0
(
(EΩ)!
) ∼= Oncab = OB.
B. Assume that H2(Z,O) = 0. Then R = 0, so we get
H0
(
(EΩ)!
)
= Onc.
In general the sheaf of algebras H0
(
(EΩ)!
)
might be quite complicated. Nevertheless,
we record the following elementary property.
Proposition 7.1.7. The ideal 〈R〉 is contained in F 1Onc. Thus, H0((EΩ)!) is an NC-
thickening of B, where the morphism H0
(
(EΩ)!
)
։ OB is induced by the projection Onc ։
OB.
Proof. Let r = dm(t) for some t ∈ (E2)∨. Then we have r ∈ Tˆ≥2
(
(E1)∨
)
since dm is
dual to the A∞-structure maps m2, m3, . . . which all have two or more inputs. Now the
assertion follows from Proposition 2.3.11(i). 
7.2. Analytic construction of the NC Poincare´ bundle. In this subsection we spe-
cialize to the case when Z = C is a smooth curve, and B = J(C) (or simply J) is the
Jacobian variety of C. Let P be a universal line bundle over C × J . We will give an ana-
lytic construction of an NC-thickening of P, and compare it with the algebraic thickening
constructed in Section 4.3.
For a point L ∈ J(C), we first give an analytic description of the universal line bundle
P|C×V for some analytic neighborhood V of L. The line bundle L over C has a resolution
by a two term complex of the form
RL := Ω
0,0
C
∂+aL−→ Ω0,1C
for some harmonic element aL ∈ Ω0,1C .
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A local family of deformations of L can be described as follows. We choose a basis
f1, . . . , fn of of the vector spaceH
1(C,O), and let y1, . . . , yn be the dual linear coordinates
on this vector space. We consider H1(C,O) as a subspace of Ω0,1C consisting of harmonic
forms. Let V be a small neighborhood of the origin in H1(C,O). Let us consider the
following family of two term complexes parametrized by (y1, . . . , yn) ∈ V :
RL(y) := Ω
0,0
C
∂+aL+
∑
i yifi−−−−−−−−→ Ω0,1C .
Note that RL(y) is a resolution of a deformation L(y) of L. To describe the bundle P|C×V
we use the relative Dolbeault complex
RP|C×V := Ω
0,0
π
∂+aL+
∑
i yifi−−−−−−−−→ Ω0,1π
where Ω0,∗π are differential forms in C-direction, holomorphic in V -direction:
Ω0,∗π :=
{
s ∈ q∗Ω0,∗C |∂yis = 0, ∀i = 1, . . . , n.
}
where π : C × V → V and q : C × V → C are the projections. Note that Ω0,∗π is a
sheaf of OC×V -modules, and that it has a relative holomorphic flat connection ∇ in the
V -direction, i.e., an operator
∇ : Ω0,∗π → Ω0,∗π ⊗ π∗Ω1V
satisfying the Leibniz rule and such that ∇2 = 0. However, ∇ does not commute with
the differential ∂ + aL +
∑
i yifi on Ω
0,∗
π , so it does not induce a relative flat connection
on P|C×V .
Note that the connection ∇ does commute with ∂ + aL, and that the complex
Rq∗L := Ω
0,0
π
∂+aL−−−→ Ω0,1π
is the Dolbeault resolution of the line bundle q∗L. The induced connection in V -direction
on q∗L coincides with the obvious one.
The relative flat connection ∇, by the construction in subsection 3.2, induces a partial
analytic NC-smooth thickening of C × V in the V -direction. By definition this partial
thickening is H0 of a differential graded algebra π∗AV where AV = Ω∗V ⊗OV Tˆ (Ω1V ).
Its differential is the (analytic) NC-connection D∇ associated to the flat connection ∇.
Viewing Rq∗L is a complex of π
−1DV -modules, by the construction of Definition 3.2.1, we
get a structure of a right dg-module over π∗AV on the completed tensor product
Rq∗L⊗ˆπ∗AV = Rq∗L⊗ˆOC×V π∗
(
Ω∗V ⊗OV Tˆ (Ω1V )
)
giving a thickening of q∗L. To obtain a thickening of P|C×V , we replace the tensor product
differential ∂ + aL +D∇ with
∂ + aL +D∇ +
∑
i
(yi − ei)fi, (7.2.1)
where ei := dyi are horizontal sections of Ω
1
V ⊂ Tˆ (Ω1V ), and the sum
∑
i(yi− ei)fi acts by
left multiplication. Let us denote by
RP|C×V ⊗ˆπ∗AV
this complex with the differential given by (7.2.1).
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Lemma 7.2.1. The complex RP|C×V ⊗ˆπ∗AV is a right dg-module over Ω0,∗π ⊗ˆπ∗AV .
Proof. This follows from the fact that
α = aL +
∑
i
(yi − ei)fi (7.2.2)
is a Maurer-Cartan element for the dg-algebra
(Ω0,∗π ⊗ˆπ∗AV , ∂ +D∇).

Remark 7.2.2. Theorem 2.3.9 in the relative setting implies that H i(π∗AV ) = 0 for
i > 0. Let us set OC×V nc := H0(π∗AV ). This is an NC-thickening of OC×V in the
V -direction.
Proposition 7.2.3. The dg-module RP|C×V ⊗ˆπ∗AV is locally trivial of rank one over the
dg-algebra Ω0,∗π ⊗ˆπ∗AV .
Proof. By definition, this dg-module is the rank one twisted complex associated with
the Maurer-Cartan element α given by (7.2.2) of A := Ω0,∗π ⊗ˆπ∗AV whose differential is
∂ +D∇. Thus, it is enough to prove that the Maurer-Cartan element α is locally gauge
equivalent to zero. Let U ⊂ C be a Stein open subset of C. We will prove that the
Maurer-Cartan moduli space of the dg algebra Γ(U × V,A) is just a one point set. Thus
every Maurer-Cartan element of it is gauge equivalent to zero.
For this, we make use of the following well-known result. See for example [14, Theorem
2.1].
Lemma 7.2.4. Let h = F 0h ⊃ F 1h ⊃ F 2h ⊃ . . . and g = F 0g ⊃ F 1g ⊃ F 2g ⊃ . . .
be filtered dg Lie algebras (that is, dF ih ⊂ F ih and [F ih, F jh] ⊂ F i+j+1h, and likewise
for g) such that h and g are complete with respect to the filtrations. Let f : h → g be
a morphism of filtered dg Lie algebras which induces weak equivalences of the associated
chain complexes
gri f : F ih/F i+1h→ F ig/F i+1g.
Then f induces a bijection between the associated Maurer-Cartan moduli spaces.
Note that for a dg algebra A, by definition, its Maurer-Cartan moduli space is the
same as that of the dg Lie algebra ALie. We apply the above Lemma to the case h =
Γ(U × V,OC×V nc)Lie and g = Γ(U × V,A)Lie, both endowed with the F -filtration. One
checks easily that the F -filtration define a filtered dg Lie algebra structure on h and g.
The morphism f : h → g is the canonical embedding. Moreover, by Remark 7.2.2, f
satisfies the property required in Lemma 7.2.4. It follows that the Maurer-Cartan space
of g is a point since the degree one part of h is only zero. 
Corollary 7.2.5. The sheaf H0(RP|C×V ⊗ˆπ∗AV ) is a locally free OC×V nc-module of rank
one. Moreover, it is an NC thickening of the line bundle P|C×V .
Proof. The first assertion follows immediately from the previous proposition. For the
second, we observe that the Maurer-Cartan element α = aL +
∑
i(yi − ei)fi maps down
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to aL +
∑
i yifi under the canonical projection map
Ω0,∗π ⊗ˆπ∗AV → Ω0,∗π .
Twisting Ω0,∗π by the latter Maurer-Cartan element defines the line bundle P|C×V . 
The construction of an NC thickening of P|C×V can be made global over C × J .
Construction. Recall that the Jacobian J is isomorphic to H1(O)/H1(C,Z). Since we
have chosen coordinates y1, . . . , yn on H
1(O), we can cover J by open subsets Vα with
coordinates on them that only differ by translations.
Let us first recall the gluing data of the usual Poincare´ bundle over C × J . Locally
over C × Vα, with affine coordinates yαi centered at the point Lα, the Poincare´ bundle is
isomorphic to H0 of the complex(
Ω0,∗π , ∂ + aLα +
∑
i
yαi fi
)
.
Over the intersection C × (Vα ∩ Vβ) there is a transition isomorphism
φαβ :
(
Ω0,∗π , ∂ + aLα +
∑
i
yαi fi
)→ (Ω0,∗π , ∂ + aLβ +∑
i
yβi fi
)
.
Since the two coordinates yα and yβ only differ by translation, the function φαβ is a
function pulled back from C. The collection of transition isomorphisms {φαβ} satisfies
the cocycle condition.
In the NC case, recall that over C × Vα we have the complex(
Ω0,∗π ⊗ˆπ∗AVα, ∂ + aLα +∇ + dω +
∑
i
(yαi − ei)fi
)
.
Similarly on C × Vβ, the differential is
∂ + aLβ +∇+ dω +
∑
i
(yβi − ei)fi.
The transition functions φαβ of the Poincare´ bundle lift to φαβ⊗ id which still satisfies the
cocycle condition. Thus, the local dg-modules RP|C×Vα ⊗ˆπ∗AVα can be pasted together to
obtain a global dg π∗AJ -module which we denote by RP⊗ˆπ∗AJ . Taking H0 gives an NC
thickening of the Poincare´ bundle P over C × J , which we denote by Pnc.
Proposition 7.2.6. Let p ∈ C be a fixed point on C, and assume that P is trivialized
over p× J . Then Pnc is also naturally trivialized over p× Jnc.
Proof. We defined the transition functions of Pnc to be simply {φαβ ⊗ id}. It follows that
if we start with the Poincare´ bundle P which is trivialized over p × J , then so will be
Pnc. 
Proposition 7.2.7. There exists an automorphism φ : Jnc → Jnc, trivial on the abelian-
ization, such that the analytic Poincare´ bundle Pnc on C × Jnc constructed above is iso-
morphic to the analytification (idC ×φ)∗PNC,an, where PNC is constructed in Section 4.3.
Proof. Indeed, this follows from the universality of PNC combined with the results of
Section 6.1. 
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7.3. NC integral transforms. By Proposition 7.2.7, we can rewrite (up to an auto-
morphism of Jnc) the NC-Fourier-Mukai transform FNC from Section 4.3 as the functor
associated with the kernel P nc over C × Jnc,
ΦPnc : D
b(C)→ D(Jnc),
where for a ringed space we set D(X) = D(mod−OX). Explicitly, we have
ΦPnc(E) := Rπ∗
(
q∗E ⊗ Pnc).
Let us fix a line bundle L ∈ J . Consider the formal neighborhood of L in J , which can
be identified with the formal polydisc ∆ = Spf C[[y1, . . . , yn]], using the affine coordinates
(yi). The construction of the functor ΦPnc can be modified by replacing the NC manifold
Jnc with a formal one, Spf C〈〈y1, . . . , yn〉〉 (where we take the formal spectrum of an
NC-complete algebra in the sense introduced by Kapranov [17, Def. 2.2.2]). Namely,
the formal scheme ∆ = Spf C[[y1, . . . , yn]] has a torsion-free flat connection such that
∇(∂/∂yi) = 0. This gives a differential graded resolutionA∆ of the algebra C〈〈y1, . . . , yn〉〉
with differential D∇. It remains to construct a kernel PncL over C×Spf C〈〈y1, . . . , yn〉〉. As
before, we denote by q : C × Spf C〈〈y1, . . . , yn〉〉 → C and π : C × Spf C〈〈y1, . . . , yn〉〉 →
Spf C〈〈y1, . . . , yn〉〉 the natural projections. Similarly to the construction of Pnc, we define
PncL as H0 of the complex
Ω0,∗π ⊗ˆπ∗A∆
endowed with the differential ∂ + aL + D∇ +
∑
i(yi − ei)fi. The kernel PncL induces a
Fourier-Mukai functor
ΦL : D
b(C)→ D(Spf C〈〈y1, . . . , yn〉〉).
In [27, Sec. 2.2-2.4] the first named author constructed another functor
FL : Db(C)→ D(Spf C〈〈y1, . . . , yn〉〉)
using theA∞-structure onD
b(C). More precisely, FL(E) = (H∗(C,E⊗L)⊗C〈〈y1, . . . , yn〉〉, d)
where the differential d is constructed using the structure of an A∞-module on H
∗(C,E⊗
L) = Ext∗(E∨, L) over the A∞-algebra Ext
∗
C(L, L), by passing to the (completed) Koszul
dual (see [27, (2.1.2)]). Since Ext2C(L, L) = 0, this A∞-algebra has trivial products
3, so
its Koszul dual is just C〈〈y1, . . . , yn〉〉.
Proposition 7.3.1. Let E ∈ Db(C) be a bounded complex of locally free sheaves. Then
there is a quasi-isomorphism
FL(E)→ ΦL(E).
Proof. To compute Rπ∗ we use the relative Dolbeault resolution of q
∗E ⊗ PncL . Thus,
ΦL(E) is represented by the complex
π∗(q
∗E ⊗ Ω0,∗π ⊗ˆπ∗A∆) = π∗(q∗E ⊗ Ω0,∗π )⊗ˆA∆.
3Even though Ext∗(L,L) has trivial A∞-algebra structure, A∞-modules over it are not the same as
ordinary modules over an associative algebra.
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This complex is endowed with the differential dE + ∂ + aL + D∇ +
∑
i(yi − ei)fi. We
separate this differential into two parts by putting
Q := dE + ∂ + aL +D∇, and δ :=
∑
i
(yi − ei)fi.
We view δ as a perturbation added to the differential Q, and we are going to apply the
Homological Perturbation Lemma (see [16, (1.1)]) to a certain homotopy retraction of Q.
Note that the differential Q consists of two parts: the first part dE + ∂ + aL acting on
π∗(q
∗E ⊗Ω0,∗π ), and the second part D∇ acting on A∆. The complex π∗(q∗E ⊗Ω0,∗π ), as a
vector space, is equal to
Ω0,∗(E)⊗C C[[y1, . . . , yn]].
The differential dE + ∂ + aL only acts on Ω
0,∗(E) and the corresponding cohomology is
H∗(C,E ⊗ L). Thus, the cohomology of the complex(
Ω0,∗(E)⊗C C[[y1, . . . , yn]], dE + ∂ + aL
)
is equal to H∗(C,E ⊗ L) ⊗C C[[y1, . . . , yn]]. Choosing Hermitian metrics and using har-
monic representatives we obtain a homotopy retraction
H∗(C,E ⊗ L)
i✲✛
p
(
Ω0,∗(E), dE + ∂ + aL
)
such that p ◦ i = id and i ◦ p = id+(dE + ∂ + aL)h+ h(dE + ∂ + aL) where h : Ω0,∗(E)→
Ω0,∗(E) is a homotopy. Extending the coefficients to C[[y1, . . . , yn]] yields a homotopy
retraction whose morphisms we still denote by i, p, and h:
H∗(C,E ⊗ L)⊗C C[[y1, . . . , yn]]
i✲✛
p
Ω0,∗(E)⊗C C[[y1, . . . , yn]] = π∗(q∗E ⊗ Ω0,∗π )
Moreover, since the maps i, p and h are obtained by extending coefficients toC[[y1, . . . , yn]],
these are morphisms of D-modules (in variables y1, . . . , yn), where the left-hand side is
equipped with the flat connection so that elements in H∗(C,E⊗L)⊗1 are horizontal, and
the D-module structure on the right-hand side is defined similarly. Thus, applying the
construction in Theorem 3.1.1, the maps i, p and h further induce a homotopy retraction
between the corresponding dg-modules over A∆,
H∗(C,E ⊗ L)⊗C A∆
i✲✛
p
π∗(q
∗E ⊗ Ω0,∗π )⊗ˆA∆. (7.3.1)
The differential on the left-hand side is D∇, while the differential on the right-hand side
is exactly Q = dE + ∂ + aL+D∇. Let us equip A∆ = Ω•C[[y1,... ,yn]]/C〈〈e1, . . . , en〉〉 with the
decreasing filtration associated with the grading given by deg(yi) = deg(dyi) = deg(ei) =
1. Then (7.3.1) is a filtered homotopy retraction to which we can apply the Homological
Perturbation Lemma: adding the perturbation δ =
∑
i(yi− ei)fi to Q yields a perturbed
differential on H∗(C,E ⊗ L)⊗C A∆ given by
D∇ + pδi+ pδhδi+ pδhδhδi+ . . . .
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Moreover, the Homological Perturbation Lemma also yields a perturbation i′ of the mor-
phism i so that it is still a quasi-isomorphism(
H∗(C,E ⊗ L)⊗C A∆, D∇ + pδi+ . . .
) i′→ (π∗(q∗E ⊗ Ω0,∗π )⊗ˆA∆, Q+ δ)
between the perturbed complexes. To prove our assertion we rewrite the infinite series
pδi+ pδhδi+ pδhδhδi+ . . . in terms of the structure of an A∞-module over Ext
∗(L, L) on
H∗(C,E⊗L) = Ext∗(E∨, L), as in the definition of FL(E) (see [27, Section 2.4]). Here it
is crucial that we use Kontsevich-Soibelman’s tree formula to form these A∞-structures,
since as was shown in [24], this tree formula agrees with the ordinary homological pertur-
bation formula. This implies an identification of operators acting on H∗(C,E⊗L)⊗CA∆:
pδi+ pδhδi+ pδhδhδi+ . . . = ρ1(b
nc) + ρ2(b
nc, bnc) + . . . (7.3.2)
where
ρk : Ext
∗(L, L)⊗k → End(H∗(C,E ⊗ L))
are the operators giving the A∞-module structure onH
∗(C,E⊗L), extended toH∗(C,E⊗
L)⊗C A∆ by A∆-linearity, and bnc :=
∑
i(yi − ei)fi.
Recall (see Sec. 2.2) that the cohomology of (A∆, D∇) is concentrated in degree zero
and is given by the subalgebra
K := C〈〈y1 − e1, . . . , yn − en〉〉 ⊂ C[[y1, . . . , yn]]〈〈e1, . . . , en〉〉.
It is easy to see (using the filtration introduced above) that the embedding of a subcomplex(
H∗(C,E⊗L)⊗K, pδi+pδhδi+pδhδhδi+ . . . ) →֒ (H∗(C,E⊗L)⊗CA∆, D∇+pδi+ . . . )
is a quasiisomorphism. It remains to observe that the right-hand side of (7.3.2) gives
the same differential on H∗(C,E ⊗ L)⊗ C〈〈y1 − e1, . . . , yn − en〉〉 as in the definition of
FL(E). 
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