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KHOVANOV-ROZANSKY HOMOLOGY AND HIGHER CATALAN SEQUENCES
MATTHEW HOGANCAMP
ABSTRACT. We give a simple recursion which computes the triply graded Khovanov-Rozansky
homology of several infinite families of knots and links, including the (n, nm±1) and (n, nm)
torus links for n,m ≥ 1. We interpret our results in terms of Catalan combinatorics, prov-
ing a conjecture of Gorsky’s. Our computations agree with predictions coming from Hilbert
schemes and rational DAHA, which also proves the Gorsky-Oblomkov-Rasmussen-Shende
conjectures in these cases. Additionally, our results suggest a topological interpretation of
the symmetric functions which appear in the context of the m-shuffle conjecture of Haglund-
Haiman-Loehr-Remmel-Ulyanov.
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1. INTRODUCTION
In [KR08], Khovanov-Rozansky constructed a triply graded link homology theory which
categorifies the HOMFLY-PT polynomial. This link invariant is the subject of numerous con-
jectures which suggest intimate connections with Hilbert schemes, [ORS12; GN15; GNR16],
rational Cherednik algebras [GORS14], and mathematical physics [AS15; NO16]. Histori-
cally the first in this circle of conjectures was formulated by Gorsky [Gor12]; it is particularly
important for the present work.
Conjecture 1.1 (Gorsky’s conjecture). The minimal a-degree part of the Poincare´ series of the triply
graded homology of the (n, n + 1) torus knot equals Cn(q, t), the q, t Catalan polynomial [GH96;
GH02].
One major obstacle to proving any of the above conjectures is the fact that Khovanov-
Rozansky homology is notoriously difficult to compute from the definitions. That said, stable
versions were proven by the author and M. Abel [Hog15; AH17]. Recently, the author and
Ben Elias realized [EH16] that the categorified Young symmetrizers from [Hog15] can be
used very effectively to compute the triply graded homologies of some families of links. Our
method seems particularly well adapted to the case of torus links. In [EH16] we demonstrate
Partially supported by NSF grant DMS-1255334.
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2 MATTHEW HOGANCAMP
this by giving a recursive formula for the Poincare´ series of several links, including the (n, n)
torus links.
In this paper we utilize the same technique to compute the triply graded homologies of
several more infinite families of links, including the (n, nm+r) torus links with r ∈ {0, 1,−1}
and n,m ≥ 1. Our flagship result, stated in the language of symmetric functions, is the
following.
Theorem 1.2. The Poincare´ series of the triply graded homology of the (n, nm+ 1) torus knot equals
1
1− q
n∑
k=0
〈∇men, hken−k〉ak.
In particular, the a0 coefficient is the higher q, t Catalan polynomial C(m)n (q, t) [GH96], and the
coefficient of ak is the higher q, t Schro¨der polynomial [Son05].
Here ei and hi are the elementary and complete symmetric functions and∇ : Λq,t → Λq,t is
the Garsia-Bergeron symmetric function operator [BG99], where Λq,t := Q(q, t)[x1, x2, . . .]Sym,
and 〈−,−〉 is the Hall inner product, in which the Schur functions are orthonormal.
From [HHLRU05] we know that ∇men is the character of the spaces of generalized diag-
onal coinvariant rings, which in turn are exactly the DAHA representations which conjec-
turally correspond to the (n, nm + 1) torus knots [GORS14]. Thus, our theorem proves the
Gorsky-Oblomkov-Rasmussen-Shende conjecture for these knots.
We prove this theorem by introducing a special family of complexes of Soergel bimodules,
and computing their homologies recursively. We then compare our formulas with known
formulas for∇men, utilizing the m-shuffle conjecture [HHLRU05], recently proven by Carls-
son and Mellit [CM; Mel].
1.1. The recursions. The results of our computations follow. Below, we use the phrase
Khovanov-Rozansky (KR) series to refer to the Poincare´ series of the triply graded homol-
ogy HHH(C) of a complex C of Soergel bimodules, and we denote it by PC . Given C ∈
Kb(SBimn), the KR series PC(Q,A, T ) is a actually polynomial in A, T, T−1, Q,Q−1, and
(1−Q2)−1. We will almost always express the KR series PC in terms of the variables q = Q2,
t = T 2Q−2, a = AQ−2. See §2.1 for details.
Given a braid β ∈ Brn, and let F (β) ∈ Kb(SBimn) be the associated Rouquier complex.
The KR series of F (β) will also be referred to as the KR series of β; PF (β) depends only on
the oriented link βˆ obtained by closing β (up to normalization), hence we also refer to this as
the KR series of βˆ by abuse.
Fix integers n,m ≥ 1. In §3.1 we construct some special complexes of Soergel bimodules
C
(m)
v ∈ Kb(SBimn), indexed by sequences v ∈ {0, 1, . . . ,m}n. In case m = 1, we recover the
complexesDv from [EH16], up to conventions. We refer to §3.1 for the definition, but remark
that C(m)mn = FT
m
n , where FTn is the (Rouquier complex of the) positive full-twist braid.
Theorem 1.3. Fix integers n,m ≥ 1, and let fv = f (m)v ∈ Z[q, t, a, (1− q)−1] denote the polynomi-
als, indexed by v ∈ {0, 1, . . . ,m}n, defined by the following recursion.
(L0) f∅ = 1
(L1) f0,v = (t#{i | vi<m} + a)fv
(L2) fk,v = t#{i | vi<k}fv,k−1 if 1 ≤ k ≤ m− 1.
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(L3) fm,v = fv,m−1 + qfv,m
for all v ∈ {0, 1, . . . ,m}n−1. Then fmn is the KR series of the (n, nm) torus link and, in general,
f
(m)
v is the KR series of C
(m)
v ∈ Kb(SBimn).
Note that setting m = 1, we recover the recursions in [EH16] up to a difference in conven-
tions. The recursion below is new, even for m = 1.
Theorem 1.4. Fix integers m,n ≥ 1. Let gv = g(m)v ∈ Z[q, t, a, (1− q)−1] denote the polynomials,
indexed by v ∈ {0, 1, . . . ,m}n, defined by the following recursion.
(K0) g∅ = 1 and g0 = 1 + a
(K1) g0,v = (t#{i | vi<m} + a)gv if 0 ≤ v1 ≤ m− 1, and g0,m,v = t#{i | vi<m}gv,m−1
(K2) gk,v = t#{i | vi<k}gv,k−1 if 1 ≤ k ≤ m− 1
(K3) gm,v = gv,m−1 + qgv,m
for all sequences v. Then gmn is the KR series of the (n, nm + 1) torus knots, and in general g
(m)
v
is the KR series of XC(m)v , where X is the Rouquier complex associated to σn−1 · · ·σ2σ1 with a shift
(n− 1)[1− n] applied.
Here, σi ∈ Brn denotes the i-th elementary braid, which is a positive crossing between the
strands i and i+1. In fact our work shows that the homologies HHH(C(m)v ) and HHH(XC
(m)
v )
have no Z-torsion, hence the iabove polynomials determine the corresponding Khovanov-
Rozansky homology groups over Z, up to isomorphism.
Below we state some interesting special cases of the above.
Example 1.5. Let Xn = σn−1 · · ·σ2σ1, and let FTn = Xnn denote the full twist braid. Then
the KR series of FTm−kn−1 FT
k
n equals
1
1−qf
(m)
k,mn−1(q, t, a), and the KR series of Xn FT
m−k
n−1 FT
k
n
equals 11−qg
(m)
k,mn−1(q, t, a).
In [GNR16], conjectural formulas are given for the KR series of the braids
FTm22 FT
m3
3 · · ·FTmnn and Xn FTm22 FTm33 · · ·FTmnn
for all m2, . . . ,mn ≥ 0. It would be very interesting to compare our formulas to these.
Example 1.6. Let Jk = σk−1 · · ·σ2σ21σ2 · · ·σk−1 denote the Jucys-Murphy braid. Then the KR
series of FTmn J
−1
i equals
1
1−qf
(m)
mn−i,m−1,mi−1(q, t, a).
Example 1.7. The KR series of the braid
(1.1) FTmn · ︸ ︷︷ ︸
i−1
︸ ︷︷ ︸
n−i
equals 11−qg
(m)
mn−i,m−1,mi−1 . The (n, nm + 1) and (n, nm − 1) torus knots correspond to i = 1
and i = n, respectively.
Example 1.8. In general f (m)
mn−i,k,mi−1(q, t, a) is 1 − q times the KR series of the closure of the
braid
βi,k,m,n := σn−i · · ·σ2σ1(11 unionsq FTm−kn−1 ) FTkn σ1σ2 · · ·σn−i,
and g(m)
mn−i,k,mi−1(q, t, a) is 1− q times the KR series of the closure of Xnβi,k,m,n.
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These special cases are discussed further in §3.5.
1.2. Combinatorial formulas. Fix integers m,n ≥ 1, and let σ ∈ Zn≥0 be given. Let v =
v(σ) ∈ {0, 1, . . . ,m}n denote the sequence obtained by truncating σ:
v(σ)i :=
{
σi if σi < m
m if σi ≥ m
.
We say that σ extends v if v = v(σ). Let |σ| = σ1 + · · ·+σn. In §4.1 we introduce non-negative
integers dinv(σ), e(v), and d(σ, i) for each 1 ≤ i ≤ n. In §4.2 we prove the following.
Theorem 1.9. We have
f (m)v =
∑
σ
q|σ|−|v|tdinv(σ)+e(v)
n∏
i=1
(1 + at−d(σ,i))
for all v ∈ {0, 1, . . . ,m}n, where the sum is over sequences σ which extend v.
Note that the above is an infinite series. It is possible to collect terms in such a way so as
to obtain a finite sum, similar to what was done in the case m = 1 by Andy Wilson [Wil],
though we do not do so explicitly here.
Given the similarities in the recursions defining f (m)v and g
(m)
v , it is perhaps not surprising
that there should be a similar summation formula for g(m)v . The resulting sum occurs over a
restricted set of σ’s, and consequently will end up being finite unless v = mn.
Let us say that σ ∈ Zn≥0 satisfies the cyclic m-Dyck condition if
(i) σi+1 ≤ σi +m for 1 ≤ i ≤ n− 1.
(ii) σ1 − 1 ≤ σi +m.
The reason for this terminology will become clear in §5. For each index i ∈ {1, . . . , n}, let
χi(σ) ∈ {0, 1} denote 1 if the corresponding inequality above is strict, and zero if there is
equality. In other words, for 1 ≤ i ≤ n− 1 we have χi(σ) = 1 iff σi+1 ≤ σi +m, and for i = n
we have χn(σ) = 1 iff σ1 − 1 < σn +m. The following is proven in §4.2.
Theorem 1.10. We have
g(m)v =
∑
σ
q|σ|−|v|tdinv(σ)+e(v)
n∏
i=1
(1 + χi(σ)at
−d(σ;i))
for all v ∈ {0, 1, . . . ,m}n. The sum is over sequences σ ∈ Zn≥0 extending v, and satisfying the cyclic
m-Dyck condition.
In case v = (mn−1,m−1) there is a natural bijection between the terms in the sum formula
for g(m)v , and m-Dyck paths. Thanks to the recent proof of the shuffle conjecture and its
rational version, we now have explicit combinatorial formulas for them-th CatalanC(m)n (q, t)
(see for instance equations (97), (98), and (99) in [HHLRU05]) as a weighted sum over m-
Dyck paths, and we obtain the following.
Corollary 1.11. We have g(m)
mn−1,m−1(q, t, 0) = C
(m)
n (q, t), the higher q, t Catalan polynomial.
This will be generalized and reinterpreted in §5, where we interpret g(m)v (q, t, a) in terms
of pieces of the m-shuffle conjecture in [HHLRU05] (now a theorem of Carlsson-Mellit [CM]
and Mellit [Mel]).
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1.3. Auxilliary results. In this section we show how our main results are consequences of
some relations which are more general, though a bit more technical to state. Let SBimn
denote the category of Soergel bimodules over Z, associated to Sn. For each braid β ∈ Brn,
let F (β) denote the Rouquier complex; this is a complex of Soergel bimodules, i.e. an object
of the homotopy category Kb(SBimn). Let (1) be the grading shift of Soergel bimodules, and
[1] be the homological shift of complexes. We also write q = (−2) and t = (2)[−2]. Let
Xn = t
(1−n)/2F (σn−1 · · ·σ2σ1). When the index n is understood, we will omit it.
The following two relations are proven in §3.2:
(1.2a) XC(m)kv X
−1 ' t#{i | vi<k}C(m)v(k−1) ∀ 1 ≤ k ≤ m− 1 ∀ v ∈ {0, 1, . . . ,m}n
(1.2b) XC(m)mv X
−1 '
(
C
(m)
v(m−1) −→ qC(m)vm
)
∀ v ∈ {0, 1, . . . ,m}n
where the notation B ' (C → A) indicates the existence of a distinguished triangle
A→ B → C → A[1].
Iterating these allows us to write any complex XrC(m)v as an iterated mapping cone in-
volving complexes of the form XrC(m)0w , as well as shifts and conjugates of these. Thus, for
the purposes of computing HHH(XrC(m)v ) we are reduced to the case v1 = 0 (modulo the
computation of a spectral sequence, which turns out to collapse for degree reasons; see §3.4).
How one proceeds from here depends on r. In this paper we take care of the cases r ∈ {0, 1}.
In §3.3 we prove the following relations.
(1.3a) HHH(C(m)0v ) ∼= (t#{i | vi<m} + a) HHH(C(m)v ) ∀ v ∈ {0, 1, . . . ,m}n
(1.3b) HHH(XC(m)0kv ) ∼= (t1+#{i | vi<m} + a) HHH(C(m)kv ) ∀ v ∈ {0, 1, . . . ,m}n
(1.3c) HHH(XC(m)0mv) ∼= t#{i | vi<m}HHH(C(m)v(m−1)) ∀ v ∈ {0, 1, . . . ,m}n.
In (1.3b) we assume that 0 ≤ k ≤ m − 1. In the above formulas we are abusing notation
by regarding a polynomial Γ(q, t, a) ∈ N[q, t, a] as the corresponding functor acting on triply
graded abelian groups, which sends a triply graded abelian groupA to the appropriate direct
sum of shifted copies of A.
Theorems 1.3 and 1.4 are then consequences of these.
1.4. Relation to Hilbert schemes and symmetric functions. Gorsky’s original conjecture
(Conjecture 1.1) can now be understood in terms of a beautiful picture that is emerging
[GNR16], relating Soergel bimodules and Hilbert schemes on a categorical level. Specifically,
in [GNR16], it is conjectured that there exists a pair of adjoint functors
Kb(SBimn) Db(CohC×C(Hilbn(C2))
ι∗
ι∗
relatingKb(SBimn) and the (C××C×)-equivariant) derived category of Hilbn(C2) satisfying
a number of conjectural properties. Among these conjectural properties are:
(1) Taking derived (equivariant) global sections of ι∗C gives a bigraded vector space
which is isomorphic to HHH0(C) (the minimal Hochshcild degree part of HHH(C)).
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(2) Tensoring with the full twist Rouquier complex on the Soergel side corresponds to
twisting by the line bundle O(1) on the Hilbert scheme side:
ι∗(FTn⊗C) ∼= O(1)⊗ ι∗(C).
(3) ι∗(C ⊗D) ∼= ι∗(D ⊗ C).
For instance if C = Xn is the Rouquier complex associated to the positive braid lift of
the Coxeter element sn−1 · · · s2s1, then ι∗Xn is expected to be the trivial line bundle O|Z ,
restricted to the “punctual” Hilbert scheme Z ∈ Hilbn(C2), hence ι∗Xnm+1n is expected to
correspond to O(m)|Z . The graded dimension of the equivariant global sections of this lat-
ter object is known to recover the q, t Catalan polynomials by Haiman [Hai98], hence one
obtains Gorsky’s conjecture as a consequence of the Gorsky-Negut¸-Rasmussen (GNR) con-
jectures. Thus, our work here provides significant evidence in favoe of the GNR conjecture,
by proving that the homology ofXnm+1 agrees with the predictions from the Hilbert scheme
side.
At the moment, there seems to be no known analogue of our complexes XrC(m)v on the
Hilbert scheme side, hence in general we are unable to compare the homologies which we
compute with existing computations on the Hilbert scheme side. It would be extremely
interesting to find candidate complexes on the Hilbert scheme side. It seems reasonable to
expect that such complexes would play a fundamental role in the study of Hilbn(C2).
1.5. Connection to the shuffle conjecture. Passing to K-theory gives the following combi-
natorial shadow of the GNR conjectures. Associated to each complex C ∈ Kb(SBimn) there
should be a degree n symmetric function Φ(C) = [ι∗(C)] ∈ Λq,t := Q(q, t)[x1, x2, . . .]Sym such
that
(1) In good situations the Poincare´ series of HHH(C) satisfies
(1.4) PC(q, t, a) =
n∑
k=0
〈Φ(C), hken−k〉ak
where 〈−,−〉 is the Hall inner product on Λq,t, in which the Schur functions are or-
thonormal, and ei, hi are the elementary and complete symmetric functions. Here, a
“good” situation is one in which the complex ι∗C has no higher homology; in this
case the Poincare´ series of the homology of ι∗C equals the Euler characteristic, which
in turn can be computed from the class in K-theory.
(2) [Φ(FTn⊗C)] = ∇ι∗(C). Here, ∇ : Λq,t → Λq,t is the Garsia-Bergeron operator [BG99]
on symmetric functions defined in terms of the modified Macdonald basis H˜µ by
∇H˜µ = tn(µ)qn(µt)H˜µ, where µt is the transpose partition and n(µ) =
∑
i(i− 1)µi.
(3) Φ(C ⊗D) ∼= Φ(D ⊗ C).
(4) Φ(C unionsqD) = Φ(C)Φ(D).
Given a bounded complex C of Soergel bimodules, for instance a Rouquier complex, one
can now ask what is the symmetric function corresponding C under the GNR conjecture? It
is generally accepted that Xn should correspond to en, hence Xnm+1n should correspond to
∇men. Our work provides significant evidence for this.
Before stating our last main result, we summarize the elements of the shuffle conjecture,
referring to §5 for the details. Fix an integer n ≥ 1. An m-Dyck path is a path in an n × nm
rectangle, from the southwest corner to the northeast corner, consisting of n north steps and
nm east steps, which stays weakly above the diagonal. Anm-Dyck pathD determines and is
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determined by an associated sequence γ ∈ Zn≥0, where γi is the horizontal distance from the
beginning of the i-th north step to the diagonal. The set of all such sequences arising this way
will be denoted Dyckm. To each γ ∈ Dyckm, there is an explicitly defined symmetric function
Dγ(x; q, t) ∈ Λq,t, which is expressed as a sum over m-parking functions. The m-shuffle
conjecture/theorem [HHLRU05; CM; Mel], states that
∇men =
∑
γ∈Dyckm
Dγ(x; q, t).
We prove the following in §5.5.
Theorem 1.12. Let v ∈ {0, 1, . . . ,m}n be given, let r = min{v1, . . . , vn}, and let i be the smallest
index with vi = r. Then
(1.5) g(m)v (q, t, a) = q
− corrq(v)t− corrt(v)
n∑
k=0
〈∑
γ
∇mDγ(x; q, t), hken−k
〉
ak
where the sum is over m-Dyck sequences γ ∈ Dyckm such that
• if vj ≤ m− 1 and i+ 1 ≤ j ≤ n then γj+1−i = vj − r.
• if vj ≤ m− 1 and 1 ≤ j ≤ i− 1, then γj+1−i+n = vj − r − 1.
• if vj = m and i+ 1 ≤ j ≤ n then γj+1−i ≥ m− r.
• if vj = m and 1 ≤ j ≤ i− 1, then γj+1−i+n ≥ m− r − 1.
Here g(m)v (q, t, a) is the Poincare´ series of HHH(XC
(m)
v ), as computed in Theorem 3.21.
See Theorem 5.5 and the remarks preceding for a definition of the corrections corrq(v) and
corrt(v). In the special case v = mn−1(m − 1), we have corrq(v) = corrt(v) = 0, hence we
obtain Theorem 1.2 as a corollary.
1.6. Outline of the paper. In §2 we summarize the relevant background material: §2.1 re-
calls Soergel bimodules and sets up our conventions, and §2.2 recalls some relevant results
from [Hog15] and [EH16] regarding categorified Young symmetrizers.
Section §3 is the heart of the paper. In §3.1 we define the complexes C(m)v . In §3.2 and
3.3 we establish relations satisfied by the C(m)v , and in §3.4 we restate and prove Theorems
1.3 and 1.4 from the introduction. In §3.5 we discuss some important special cases of these
computations.
In §4 we state and prove the sum formulas. Section §4.1 introduces the relevant combina-
torial notions. Armed with this setup, in §4.2 and §4.3, we restate and prove Theorems 1.9
and 1.10, respectively.
In §5 we relate our results to the m-shuffle conjecture. In §5.1 we give some context and
motivation. In §5.2 and §5.3 we recall the basics of m-Dyck paths and m-parking functions,
respectively, and in §5.4 we recall the definition of the symmetric functionsDγ(x; q, t). In §5.5
we restate and prove Theorem 1.12 from the introduction, which solidifies the connection
between our work and the m-shuffle conjecture. In §5.6 we work out some special cases
of this theorem. Finally, in §5.7 we formulate some combinatorial conjectures based on our
work.
1.7. Acknowledgements. The author would like to thank Eugene Gorsky for the enlighten-
ing conversations, and Sami Assaf for teaching him about quasi-symmetric functions.
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2. BACKGROUND
In this section we summarize some necessary background, referring to [Hog15] and [EH16]
for the details.
2.1. Soergel bimodules. In this section we introduce some background on Soergel bimod-
ules and set up conventions. The precise definition of Khovanov-Rozansky homology is
fairly sophisticated, but we remind the reader that all of our computations will utilize only
certain formal properties. As such, the details of the definition are mostly not necessary in
order to understand the results and the proofs, provided the reader is willing to accept the
material in this section as a black box.
If C is an additive category then we let Chb(C) denote the category of complexes over C,
with differentials of degree +1, and we let Kb(C) denote the homotopy category of com-
plexes, which has the same objects of Chb(C), but morphisms are chain maps modulo ho-
motopy. The homological shift functor is denoted C 7→ C[1], where C[1]k = Ck+1 and
dC[1] = −dC .
Let R = Rn be the polynomial ring Z[x1, . . . , xn], graded via deg(xi) = 2, and let SBimn
denote the category of Soergel bimodules for Sn, overZ. A Soergel bimodule is, in particular,
a graded (R,R)-bimodule, and morphisms of Soergel bimodules are just bimodule maps of
degree zero. The shift in bimodule degree is denoted B 7→ B(1), and is such that if f ∈ R
is an element of degree 2k, then left or right multiplication by f is a morphism of graded
bimodules B → B(2k) for all B. For each 1 ≤ i ≤ n − 1 we have a Soergel bimodule of the
form Bi = R⊗Rsi R(1), where Rsi ⊂ R is the subalgebra of si-invariant polynomials.
The Rouquier complexes are complexes of Soergel bimodules associated to braids β ∈ Brn.
They are defined as follows. Let σi denote the elementary braid (1 ≤ i ≤ n − 1), that is, a
single positive crossing involving strands i and i+ 1, and define
F (σi) = 0→ Bi → R(1)→ 0 F (σ−1i ) = 0→ R(−1)→ Bi → 0,
where the differential in each is the “dot” map, and Bi sits in homological degree zero for
both complexes. In general we define
F (σε1i1 · · ·σεrir ) := F (σε1i1 )⊗ · · · ⊗ F (σεrir ),
for any sequence of indices ij ∈ {1, 2, . . . , n} and signs εj ∈ {±1}. These tensor products
depend only on the braid β = σε1i1 · · ·σεrir , and not the expression as a product of generators,
up to homotopy, hence F (β) is well-defined up to isomorphism in Kb(SBimn).
Khovanov-Rozansky homology can be defined in this context as follows. Associated to
any (R,R)-bimoduleB we have the Hochschild cohomology groups HHj(B) := ExtjRe(R,B)
in the category of modules over Re := R ⊗Z R. If B is a graded bimodule (for instance a
Soergel bimodule), then HHj(B) inherits an additional grading: HHj(B) =
⊕
i∈ZHH
i,j(B).
The functor HHi,j isZ-linear hence can be extended to complexes. For anyC ∈ K(SBimn), we
let HHHi,j,k(C) denote the k-th homology group of HHi,j(C). Taking the direct sum over all
i, j, k ∈ Z defines the triply graded abelian group HHH(C). In [Kho07], Khovanov showed
that HHH(F (β)) is isomorphic to the triply graded Khovanov-Rozansky homology [KR08]
of the oriented link βˆ up to isomorphism and overall degree shift1.
1For the version over the integers, see [Kra10]
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Definition 2.1. For eachC ∈ Kb(SBimn), letPC(Q,A, T ) denote the Poincare´ series of HHH(C):
PC(Q,A, T ) :=
∑
i,j,k
QiAjT k dimQ(HHH
i,j,k(C)⊗Z Q)
which we also refer to as the Khovanov-Rozansky (KR) series of C. We often express PC in
terms of the variables q = Q2, a = AQ−2, and t = T 2Q−2, in which case the KR series will be
written PC(q, t, a).
Remark 2.2. In general PC(Q,A, T ) is a polynomial in T, T−1, A, but is a Laurent series in Q.
Although it is possible to show that PC(Q,A, T ) becomes a Laurent polynomial in Q,A, T
after multiplying by some number of copies of 1−Q2.
There is a derived category of Soergel bimodules, which we define as follows. As above, let
Re = R ⊗Q R, and let Db(Re) denote the bounded derived category of graded Re-modules.
An object of D(Re) is naturally bigraded, since there is the bimodule degree and the ho-
mological degree. We denote a shift in this bidegree as B(i, j) = B(i)[j]. Let Cn ⊂ D(Re)
denote the smallest full subcategory containing SBimn and closed under the shifts (i, j), map-
ping cones, and isomorphisms. If A,B are Soergel bimodules, then the space of morphisms
A→ B(i, j) in Cn is naturally identified with the degree i piece of ExtjRe(A,B). In particular,
SBimn with its degree zero morphisms includes as a full subcategory of Cn. This inclusion is
monoidal since the derived tensor product of Soergel bimodules agrees with the usual tensor
product (this is because Soergel bimodules are projective as left or right R-modules).
The category Cn is Q-linear, hence we may consider the category of complexes Kb(Cn),
which includes Kb(SBimn) as a full subcategory. The homological shift in Kb(Cn) is denoted
by [1] (not to be confused with the homological shift in Cn, which is denoted (0, 1)). Thus,
all said, an object of Kb(Cn) is naturally triply graded. A shift in the tridegree is denoted by
C 7→ C(i, j)[k].
Definition 2.3. Given two complexes C1, C2 ∈ Kb(SBimn) (or more generally Kb(Cn)), we let
DHom(C1, C2) denote the triply graded space of homs
DHom(C1, C2) =
⊕
i,j,k∈Z
HomCn(C1, C2(i, j)[k]).
We also write DHom(C,C) as DEnd(C).
With this definition in place we have HHH(C) = DHom(R,C).
We will also regard the variables Q,A, T and q, a, t as grading shifts via
(1) QC = C(−1, 0)[0].
(2) AC = (0,−1)[0].
(3) TC = (0, 0)[−1].
(1) qC = C(−2, 0)[0].
(2) aC = (2,−1)[0].
(3) tC = (2, 0)[−2].
Similarly, if Γ is a Laurent polynomial in these variables with positive integer coefficients,
then ΓC denotes the corresponding direct sum of shifted copies of C.
Definition 2.4. Let unionsq : SBimk × SBimn−k → SBimn denote the external tensor product B unionsq
B′ := B ⊗Q B′, and let 1k = Rk equal the trivial bimodule. We also denote by unionsq the induced
functor on complexes Kb(Ck)×Kb(Cn−k)→ Kb(Cn).
Definition 2.5. If C ∈ Kb(SBimm) and D ∈ Kb(SBimn), then we write C ∼ D if HHH(C) ∼=
HHH(D).
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Now we state the equivalences corresponding to Markov moves in our conventions.
Proposition 2.6. For any complexes C1, C2 ∈ Kb(Cn−1) we have
(2.1) (11 unionsq C1)⊗ F (σ1)⊗ (11 unionsq C2) ∼ t 12C1 ⊗ C2
and
(2.2) (11 unionsq C1)⊗ F (σ−11 )⊗ (11 unionsq C2) ∼ q−
1
2aC1 ⊗ C2
In this paper we almost never have any use for (2.2).
Definition 2.7. Let e denote the group homomorphism from braid group Brn to the additive
group of integers sending σ±1i 7→ ±1. We call e(β) the braid exponent.
In other words, e(β) is the signed number of crossings, or writhe.
Remark 2.8. In this paper we use a different conventions than in [Hog15]. The shift (i, j)[k]
here would be denoted (−i,−j)〈−k〉 in loc. cit. . Furthermore, the Rouquier complex F (β)
here is obtained by applying the shift (e(β), 0)[−e(β)] = te(β)/2 (the shift is in our conven-
tions) to the Rouquier complex F (β) in loc. cit.. The Markov moves above are proven in
Proposition 3.10 in loc. cit.
2.2. Jones-Wenzl idempotents and the technique. In this section we summarize the tech-
nique we will use for all of our computations. For reference, consult [Hog15] and [EH16].
In [Hog15], we constructed complexes Pn ∈ K−(SBimn) which categorify the Young sym-
metrizers (i.e. Young idempotents associated to one-row partitions) and proved that
DEnd(Pn) ∼= Z[u1, . . . , un]⊗Q Λ[ξ1, . . . , ξn],
where Λ denotes exterior algebra. The tridegree of the even variables is deg(ui) = qt1−i,
and the tridegree of the odd variables is deg(ξi) = at1−i. Let Qn denote tn−1 Cone(un). The
complexes Pn are idempotent, and Pn ⊗Qn ' Qn ' Qn ⊗Pn.
Remark 2.9. All of the relevant properties of Qn are proven in §4.7 of [Hog15]. Remark that
the complex Qn in [Hog15] would be denoted by t1−nQn in our notation.
Definition 2.10. Let Kn = (Q1 unionsq 1n−1)⊗ (Q2 unionsq 1n−2)⊗ · · · ⊗Qn.
Remark 2.11. We warn the reader that what we denote Kn would have been denoted Kˆn in
[EH16], where Kn denotes instead the tensor product in which we omit the factor involving
Q1. One thinks of Kˆn as a reduced version of Kn. In this paper we work with the reduced
version exclusively.
Definition 2.12. The category SBimn has the symmetries of a rectangle. There is a functor τ
which sends Bi ↔ Bn−i and τ(B ⊗C) ∼= τ(B)⊗ τ(C), and a functor ω which sends Bi 7→ Bi
and satisfies ω(B ⊗ C) ∼= ω(C)⊗ ω(B).
Proposition 2.13. The complexes Qn are preserved by τ and ω, up to homotopy equivalence, and
(Qk unionsq 1n−k)⊗Qn ' (1n−k unionsqQk)⊗Qn ' Qn ⊗ (Qk unionsq 1n−k) ' Qn ⊗ (1n−k unionsqQk)
This appears as Proposition 4.39 in [Hog15]. Thus, the precise form of the tensor product
which defines Kn is entirely irrelevant up to homotopy equivalence.
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The complexes Qn satisfy the following recursion:
(2.3)
Pn−1
'
 Qn −→ q Pn−1
 ,
where the notation A ' (B → C) means that there is a chain map δ : B[−1] → C such that
A ' Cone(δ) which, in turn, means that there is distinguished triangle
C → A→ B → C[1].
This is proven in Proposition 4.40 in [Hog15], modulo conventions.
We work exclusively with the complexes Kn, which satisfy the following recursion:
(2.4)
Kn−1
'
 Kn −→ q Kn−1
 ,
Proposition 2.14. For any braid β we have F (β)⊗Kn ' te(β)/eKn ' Kn ⊗ F (β).
This is proven in Proposition 4.40 in [Hog15], modulo conventions.
A direct application of the The Markov move yields the following.
Proposition 2.15. For any complexes C1, C2 ∈ Kb(Cn−1) we have
(2.5) (11 unionsq C1)⊗ (Kk unionsq 1n−k) ∼ (tk−1 + a) · C1 ⊗ (Kk−1 unionsq 1n−k−1)⊗ C2
Compare with Proposition 4.4 in [EH16].
Proposition 2.16. Let C = F (β) be the Rouquier complex of a braid β, and let Cˆ denote (K1 unionsq
1n−1)⊗ C. Then
HHH(C) ∼= Z[x1]⊗Z HHH(Cˆ).
where x1 has degree q. In particular
PC(q, t, a) = 1
1− qPCˆ(q, t, a).
This is Proposition 4.12 in [EH16].
3. SOME SPECIAL COMPLEXES OF SOERGEL BIMODULES AND THEIR HOMOLOGY
In this section we introduce the complexes of Soergel bimodules which interest us and
show how to compute their homologies.
3.1. The complexes. We will denote objects of Kb(SBimn) as diagrams drawn in a rectangle,
with n boundary points on the top of the rectangle, and n points on the bottom, as in
C = C︸ ︷︷ ︸
n
(C ∈ Kb(SBimn)).
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In this graphical notation, F (β) will be denoted simply by the corresponding braid dia-
gram. The functors unionsq and ⊗ will be drawn as horizontal juxtaposition and vertical concate-
nation, respectively.
C unionsqD = C D , C1 ⊗ C2 =
C1
C2
.
Definition 3.1. LetXn = σn−1 · · ·σ2σ1, let HTn = σ1(σ2σ1) · · · (σn−1 · · ·σ2σ1) denote the half-
twist (positive braid lift of the longest element w0 ∈ Sn), and let FTn = HT2n = Xnn denote
the full twist. We use the same notation to refer to the Rouquier complexes of these braids.
We introduce a graphical short-hand for full-twists, since they appear so often in this pa-
per.
Notation 3.2. The full twist will be denoted by a labelled ring circling some number of
strands, for instance:
(1) = .
Topologically such pictures have a precise interpretation in terms of surgery [GS99]. The
main reason we adopt this notation will be to conserve space in our diagrams.
A strand labelled ‘k’ will be used to denote k parallel copies of that strand. Then the full
twists (and the above notation) can also be interpreted recursively as FT1 = 11, the only
braid on 1 strand, together with
(3.1)
1 k
=
1 k
Definition 3.3. Fix an integerm ≥ 1, and a sequence v ∈ {0, 1, . . . ,m}n. The (positive) shuffle
braid associated to v is the braid γv defined as follows. Let for each k = 0, 1, . . . ,m, let rj
denote the number of indices i with vi = k. Let piv ∈ Sn denote the unique minimal length
permutation sending (0r0 , 1r1 , . . . ,mrm) to v. Note that piv is a minimal length representative
of a coset of Sn/Sr1 × · · · × Srm .
Let γv be the positive braid lift of piv. Let ωγv be the positive braid lift of pi−1v
Example 3.4. If v = 0110201021, then
γv =
0 0 0 0 1 1 1 1 2 2
0 1 1 0 2 0 1 0 2 1
ωγv =
0 0 0 0 1 1 1 1 2 2
0 1 1 0 2 0 1 0 2 1
KHOVANOV-ROZANSKY HOMOLOGY AND HIGHER CATALAN SEQUENCES 13
Definition 3.5. Fix integers m,n ≥ 1. For each v ∈ {0, 1, . . . ,m}n, we define
C(m)v :=
Kr1+···+rm−1
γv
ωγv
(1)
(1)
...
(1)
(1)
r0 r1 · · · · · · rm−1 rm
,
where rj is the number of indices i such that vi = j. More precisely, C
(m)
v is the following
tensor product (omitting the explicit symbols ⊗ for reasons of space).
γv(Kr0+···+rm−1 unionsq FTrm)(1r0+···+rm−2 unionsq FTrm−1+rm) · · · (1r0 unionsq FTr1+···+rm)(ωγv).
Remark 3.6. Let v ∈ {0, 1, . . . ,m}n be given, and pick an index i ∈ {1, . . . , n}. If vi = k,
then we interpret k as the number of full twists that the the i-th strand passes through in
its journey from the bottom of the diagram to the top. If k < m then this strand eventually
meets the symmetrizer K. If k = m, then this strand passes through, unhindered, from the
bottom boundary to the top boundary.
Observe that
(3.2) FTC(m)v1,...,vn = C
(m+1)
v1+1,...,vn+1
for all v ∈ {0, 1, . . . ,m}n, and Xnm = FTm = C(m)mn . More generally, Xnm+r = XrC(m)mn is the
complex which computes the triply graded homology of the (n, nm+ r) torus link.
It will be convenient later to work with a shifted version of Xn.
Definition 3.7. Let Xn = t(1−n)/2Xn denote the the Rouquier complex of σn−1 · · ·σ2σ1, with
a shift. When the index n is understood, it will be omitted.
The theme of this paper (building on the main idea of [EH16]) is that the complexes
XrC
(m)
v play a very imporant auxilliary role in the computation of link homology. We also
believe these these building blocks will prove to be important tools for studying other as-
pects of Soergel category.
3.2. Relations I. Ultimately we wish to compute HHH(XrC(m)v ) for all r ≥ 0 and all v ∈
{0, 1, . . . ,m}n. Because of (3.2), we may assume that 0 ≤ r ≤ n − 1. Note that C(m)mn = Xnm,
henceXrC(m)mn computes the Khovanov-Rozansky homology of the (n, nm+r) torus link, up
to shift. Of course, many other knots and links occur as special cases of the XrC(m)v as well;
these will investigated in the case r = 0, 1 in §3.5.
In this section we give techniques for rewriting XC(m)v ∈ Kb(SBimn) up to homotopy
equivalence. Most of the proofs in this section and the next will be proofs by pictures. They
can easily be converted into more rigorous (but less readable) arguments.
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Proposition 3.8. For v ∈ {0, 1, . . . ,m}n we have
(3.3) XC(m)mv ' Tot
(
C
(m)
v(m−1)X → qC(m)vmX
)
.
We remind the reader that if A,B,C are chain complexes, then the notation B ' (C → A)
indicates the existence of a distinguished triangle
A→ B → C → A[1].
Proof. Observe:
XC(m)mv =
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
.
We have drawn the case m = 5. We remind the reader that the labels below the diagram
indicate numbers of strands. The leftmost strand on the bottom boundary corresponds to
the first index of mv, which is m. Using (2.4), the above is homotopy equivalent to
(3.4) Tot

K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1) → q
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)

The first term is homotopy equivalent to:
(3.5)
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
'
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
'
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
,
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which is C(m)v(m−1)X. The equivalence relating the first term of 3.4 with the first term of
(3.5) is an isotopy (drag the strand over γv) and the recursion for full twists (3.1). The re-
maining equivalences in (3.5) are obvious isotopies. The second term in (3.4) the right can be
simplified using isotopies:
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
'
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
'
K
γv
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
,
which is C(m)vmX, as claimed. 
Proposition 3.9. For v ∈ {0, 1, . . . ,m}n and 1 ≤ k ≤ m− 1 we have
(3.6) XC(m)k,v ' t#{i | vi<k}C(m)v(k−1)X.
in Kb(SBimn).
Proof. Let us omit the grading shifts for now to conserve space. Observe:
K
γv
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1) '
K
γv
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1)
'
K
γv
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1)
'
K
γv
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1)
.
We have drawn the case m = 4, k = 2. In the first equivalence we expanded the k-th full
twist from the bottom using the full twist recursion (3.1). We also switched several negative
crossings to positive crossings. This contributes a grading shift of t for each crossing, by
Proposition 2.14. The number of switched crossings in the above diagram is r0 + r1, and in
general will be r0 + · · ·+ rk−1. This is equal to the number of indices i such that vi < k. The
other equivalences are all isotopies. This last complex is C(m)v(k−1)X. Taking into account the
aforementioned grading shift proves the proposition. 
Iterating Propositions 3.9 and 3.8 we can express any complexC(m)v as an iterated mapping
cone involving shifts of conjugates of complexes C(m)0w in which the first coordinate is zero.
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To be more precise, let Ci be chain complexes, indexed by a finite set I . We say that
D ' ⊕iCi with twisted differential if there is some partial order on I with respect to which
the differential of D is lower triangular. That is, a twisted differential on
⊕
i∈I Ci differs from
the direct sum differential by an endomorphism which is strictly lower triangular for some
partial order.
If C is a chain complex, then let [C] denote the set of chain complexes D with D ' F (β)⊗
C ⊗ F (β)−1. By abuse of notation, we write
E ∈
(⊕
i∈I
[Di], d
)
whenever there exist complexes Ci ∈ [Di] such that
E '
(⊕
i∈I
Ci, d
)
,
with twisted differential. Note that HHH(Ci) ∼= HHH(Di); in particular, if each HHH(Di) is
even, then so is HHH(C), and HHH(C) ∼= ⊕i HHH(Di).
Now, let v ∈ {1, . . . ,m}n1 and w ∈ {0, 1, . . . ,m}n2 be given. Choose a subset S ∈ v−1(m),
and let v(S) ∈ {0, 1, . . . ,m}n1 be the sequence v(S)i = vi = m if i ∈ S, and v(S)i = vi − 1
otherwise. Also, let c(S) denote the number
#{i, k | vi ≤ wk ≤ m− 1}+ #{i < j | vi ≤ vj ≤ m− 1}+ #{j < i | vi ≤ vj ≤ m− 1},
where in the above sets i, j range over all indices {1, . . . , n1}rS, and k ranges over {1, . . . , n2}.
Proposition 3.10. If v ∈ {1, . . . ,m}n1 and w ∈ {0, 1, . . . ,m}n2 , we have
(3.7a) XrC(m)mv '
(
[XrC
(m)
v(m−1)]→ q[XrC(m)vm ]
)
(3.7b) XrC(m)kv ' t#{i | vi<k}[XrC(m)v(k−1)].
XrC(m)vw ∈
(⊕
S
q|S|tc(S)[XrC(m)wv(S)] , d
)
with twisted differential where the sum is over subsets S ⊂ v−1(m), and, c(S) is defined the com-
ments above.
Proof. This is an easy induction on n1. 
3.3. Relations II. Iterating Propositions 3.9 and 3.8 (see also Proposition 3.10) allows us to
to express XrC(m)v as an iterated mapping cone constructed from (shifts of conjugates of)
complexes of the form XrC(m)0w . Thus, for the purposes of computing HHH(X
rC
(m)
v ), we are
(modulo a spectral sequence argument) reduced to computing Xr HHH(C(m)0w ).
How one proceeds from here depends heavily on r. We will take care of the case r =∈
{0, 1}, and we save the case of r ≥ 2 for later investigations.
In case r = 0 we have the following (compare with Proposition 4.4 in [EH16]).
Proposition 3.11. For every v ∈ {0, 1, . . . ,m}n, we have
(3.8) C(m)0v ∼ (t#{i | vi<m} + a)C(m)v ,
where ∼ is the equivalence relation from Definition 2.5.
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Proof. In this case C(m)0v can be expressed as C
(m)
0v = (11 unionsq C1) ⊗ (Kc+1 unionsq 1n−c) ⊗ (11 unionsq C2)
for some complexes Ci ∈ Kb(SBimn) with C1C2 ' Cv. The statement now follows from
Proposition 2.15. 
Our rule for simplifying HHH(XC(m)0v ) depends on whether v1 = m or v1 < m.
Proposition 3.12. For every v ∈ {0, 1, . . . ,m}n and every k ∈ {0, 1, . . . ,m− 1} we have
(3.9) XC(m)0kv ∼ (t#{i | vi<m}+1 + a)XC(m)kv .
Proof. Let c := #{i | vk < m}+ 1. Compute:
γv
Kc
ωγv
1 1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1) ' t 12
γv
Kc
ωγv
1 1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1) ∼ t 12 (tc+a)
γv
Kc−1
ωγv
1 r0 r1 r2 r3 r4 r5
(1)
(1)
(1)
(1)
(1)
.
We have pictured the case m = 5, k = 2. In the first equivalence, we absorbed the leftmost
crossing on the top using Proposition 2.14. This contributes a grading shift of t1/2. This
shift is cancelled by our choice of normalization for Xn, since Xn+2 = t(−1−n)/2Xn+2 and
Xn+1 = t
−n/2Xn+1. In the second equivalence we used Proposition 2.15. This completes the
proof. 
The final relation in this section describes how to simplify HHH(C(m)0mv).
Proposition 3.13. For all v{0, 1, . . . ,m}n we have
(3.10) XC(m)0mv ∼ t#{i | vi<m}XC(m)v(m−1).
Proof. Let us temporarily ignore the degree shifts. We will discuss shifts at the end.
(3.11)
XnC
(m)
0mv '
γv
K
ωγv
1 1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1) '
γv
K
ωγv
1 1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1) '
γv
K
ωγv
1 1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1) .
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After a Markov move, this last complex is equivalent to:
(3.12)
γv
K
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1) '
γv
K
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1) '
γv
K
ωγv
1 r0 r1 r2 r3 r4
(1)
(1)
(1)
(1)
.
Finally, this last complex is equivalent to C(m)v(m−1)Xn−1. Now we take care of the degree
shifts. The Markov move contributes a factor of t1/2 by 2.6. This shift is cancelled out by our
normalization for X, as in the proof of Proposition 3.12.
In the first equivalence in (3.12) the symmetrizer K absorbed several crossings using
Proposition 2.14. Each crossing contribuites a shift of t1/2. The number of crossings ab-
sorbed in the pictured diagram is 2(r1 + r2 + r3), and in general the number of crossings
absorbed will be 2(r1 + · · ·+ rm−1) which is twice the number of indices i such that vi < m.
This completes the proof. 
3.4. The homologies.
Definition 3.14. Let fv(q, t, a) = f
(m)
v (q, t, a) ∈ N[q, t, a, (1 − q)−1] denote the polynomials
defined by
(L0) f∅ = 1.
(L1) f0v = (t#{i | vi<m} + a)fv.
(L2) fkv = t#{i | vi<k}fv(k−1).
(L3) fmv = fv(m−1) + qfvm.
Let us convince ourselves that the f (m)v are well-defined. We first put an appropriate par-
tial order on the set of sequences v.
Definition 3.15. Given v ∈ {0, 1, . . . ,m}n, we write l(v) = n for the length of v, and |v| :=
v1 + · · · + vn. Let i(v) be the number of pairs of indices i < j with vi = m and vj < m.
Given two sequences v, w (not necessarily with the same length), we write v < w one of the
following is true:
• l(w) < l(v).
• l(w) = l(v) and |w| < |v|.
• l(w) = l(v), |w| = |v|, and i(w) < i(v).
Lemma 3.16. The polynomials fv are well-defined.
Proof. It is clear that the empty sequence is the unique minimum with respect to the partial
order from Definition 3.15. Further, for each v there are only finitely many sequences w with
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∅ < w < v. Now, an application of one of the relations (Li) writes fv in terms of fw with
w < v. This is obvious except possibly in the case v = mn. In this case, relation (L3) yields
(3.13) f (m)mn (q, t, a) =
1
1− q f
(m)
mn−1(m−1)(q, t, a).
Since the relations (Li) express fv in terms of fw with w < v, we conclude that the fv are
unique when they exist. For existence we must prove consistency of the relations (Li). This
is clear, since exactly one of the relations (Li) can be applied to a given sequence v. 
Remark 3.17. The denominators of f (m)v are all powers of 1− q. It is illustrative to normalize
these denominators away by defining
(3.14) f˜ (m)v := (1− q)rf (m)v ,
where r is the number of indices i such that vi = m. Then clearly the we have the following
recursion for f˜v = f˜
(m)
v .
(L˜0) f˜∅ = 1.
(L˜1) f˜0v = (t#{i | vi<m} + a)f˜v otherwise
(L˜2) f˜kv = t#{i | vi<k}f˜v(k−1)
(L˜3) f˜mv = (1− q)f˜v(r−1) + qfvm.
This implies that f˜v is a polynomial in q, t, a for all v ∈ {0, 1, . . . ,m}n (though typically the
coefficients will be in Z, notN).
Theorem 3.18. There is no Z-torsion in HHH(C(m)v ). The Poincare´ series of this homology equals
f
(m)
v for all v ∈ {0, 1, . . . ,m}n. In particular, f (m)mn is the KR series of the (n, nm) torus link.
Proof. Fix an integer m ≥ 1. Let f ′v denote the KR series of Cv. We prove that f ′v = f (m)v by
induction on v, using an appropriate partial order.
The base case is trivial. For the reader’s convenience, we also take care of the case n = 1.
Observe that C(1)m = 11, while C
(1)
k = K1 for 0 ≤ k ≤ m− 1. The Hochcshild homologies are
Z[x1, ξ1] and Z[ξ1], respectively, where x1 has degree q, and ξ1 is an odd variable (i.e. ξ2 = 0)
of degree a. Thus, f ′k equals
1+a
1−q if k = m and 1 + a otherwise. This agrees with f
(1)
k in these
cases.
Fix a sequence v ∈ {0, 1, . . . ,m}n, and assume by induction that HHH(C(m)w ) has no Z-
torsion, and f ′w = f
(m)
w for all w < v. In particular, this implies that HHH(C
(m)
w ) is supported
in even homological degrees for all w < v.
If v = mn, then
C
(m)
mn−1(m−1) ' (1n−1 unionsqK1)⊗C
(m)
mn .
We have HHH(C(m)mn ) ∼= Z[xn] ⊗Z HHH(Cmn−1(m−1)) by Proposition 2.16. The KR series of
the LHS is f (m)
mn−1(m−1) by induction, while the KR series of the RHS is (1− q)f ′mn . This shows
that f ′v = f
(m)
v in this case.
So assume that v 6= mn. We have several possible cases.
Case 1. If v = 0w, then HHH(C(m)v ) = HHH(C
(m)
0w ) is isomorphic to the direct sum of two
copies of HHH(C(m)w ) with the shifts tc and a, as in Proposition 3.11. From this it follows
easily that f ′v = f
(m)
v in this case, using relation (C1) in the definition of f
(m)
v .
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Case 2. If v = kw with 0 < k < m, then observe f ′kw = t
bf ′w(k−1) by Proposition 3.9.
Comparison with (C2) gives f ′v = fv in this case.
Case 3. If v = mw, then C(m)v = C
(m)
mw fits into a distinguished triangle
qC(m)wm → C(m)v → C(m)w(m−1) → qC(m)wm[1].
by Proposition 3.8. The functor of Hochschild cohomology is just a linear functor extended to
complexes, hence it preserves distinguished triangles (i.e. it commutes with mapping cones).
Thus, for each i, j we have a distuinguished triangle (in the homotopy category of complexes
of bigraded abelian groups)
qHH(C(m)wm)→ HH(C(m)v )→ HH(Cw(m−1)(m))→ qHH(C(m)wm)[1].
Taking homology gives a long exact sequence
· · · → qHHH(C(m)wm)→ HHH(C(m)v )→ HHH(C(m)w(m−1))
δ→ qHHH(C(m)wm)[1]→ · · ·
However, the arrow labelled δ is zero, since the source is supported in even homological
degrees, while the target is supported in odd homological degrees. Thus we obtain a short
exact sequence of triply graded abelian groups
0→ qHHH(C(m)wm)→ HHH(C(m)v )→ HHH(C(m)w(m−1))→ 0
The right-most term has no Z-torsion by the induction hypothesis, hence it is free. Thus the
above short exact sequence splits, and we find that
HHH(C(m)v )
∼= HHH(C(m)w(m−1))⊕ qHHH(C(m)wm)
Taking KR series yields f ′v = f
(m)
m,v in this case, by comparing with the relation (C3) in the
definition of f (m)v . This completes the inductive step and completes the proof. 
Now we do the same thing, this time with the complexes XCv.
Definition 3.19. Let gv = g
(m)
v ∈ N[q, t, a, (1−q)] be the polynomials defined by the following
recursion.
(K0) g∅ = 1 and g0 = 1 + a.
(K1) g0mv = t#{i | vi<m}gv(m−1), and g0kv = (t1+#{i | vi<m} + a)gv for 0 ≤ k ≤ m− 1.
(K2) gkv = t#{i | vi<k}gv(k−1)
(K3) gmv = gv(m−1) + qgvm.
The argument for why the γv are well-defined is nearly identical to what was said about
f
(m)
v . Again, note that
g
(m)
mn =
1
1− q g
(m)
mn−1(m−1).
Remark 3.20. Note that if v 6= mn, the relations (Ki) express g(m)v in terms of some other
sequence(s), none of which is (m, . . . ,m). Consequently, g(m)v ∈ N[q, t, a] for v 6= mn. The
same is not true of f (m)v .
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Theorem 3.21. There is no Z-torsion in HHH(XC(m)v ). The Poincare´ series of this homology equals
g
(m)
v , for all v ∈ {0, 1, . . . ,m}n. In particular g(m)mn is the KR series of the (n, nm+ 1) torus knot and
g
(m)
mn−k(m−1)mk−1 is (1−q) times the KR series of the braid closure of FTmn σn−1 · · ·σn−k+1σ−1n−k · · ·σ−11 .
Proof. This follows along the same lines as the proof of Theorem 3.18. All the hard work is
accomplished by the relations in Propositions 3.12,3.13, 3.9, and 3.8. 
3.5. Some special cases. We obtain the Khovanov-Rozansky homologies of several infinite
families of links as special cases of Theorems 3.18 and 3.21.
Let us introduce some notation. For any integers 1 ≤ i ≤ j ≤ n, let X[i,j] = σj−1 · · ·σi+1σi
and Y[i,j] = σiσi+1 . . . σj−1. Observe that Xn = X[1,n]. If β ∈ Brn−1 is any braid, then
(3.15) X[1,n](β unionsq 11) ' (11 unionsq β)X[1,n] Y[1,n](11 unionsq β) ' (β unionsq 11)Y[1,n].
Diagrammatically these are obvious isotopies:
β
'
β
β
'
β
Let Jk = X[1,k]Y[1,k] = σk−1 · · ·σ2σ21σ2 · · ·σk−1 denote the Jucys-Murphy braid. We com-
monly abuse notation and identify a braid β ∈ Brk with its image β unionsq 1n−k ∈ Brn. We
denote the Rouquier complex associated to β also by β. It is an exercise to show that FTn =
J1J2 · · · Jn (compare with (3.1)).
Corollary 3.22. Let βi,k,m,n denote the braid
X[1,n−i](11 unionsq FTm−kn−1 ) FTkn Y[1,n−i].
Then the Khovanov-Rozansky series of βi,k,m,n is 11−qf
(m)
mn−i,k,mi−1(q, t, a), and the Khovanov-Rozansky
series of Xnβi,k,m,n is 11−qg
(m)
mn−i,k,mi−1(q, t, a).
Proof. From the definition, we have
C
(m)
mn−i,k,mi−1 = X[1,n−i](K1 unionsq FTm−kn−1 ) FTkn Y[1,n−i].
Then the proof follows from Proposition 2.16. 
Proposition 3.23. The Khovanov-Rozansky series of J−1i FT
m
n equals
1
1−qf
(m)
mn−i,m−1,mi−1(q, t, a).
Proof. From the definitions,
βi,m−1,m,n = X[1,n−i](11 unionsq FTn−1) FTm−1n Y[1,n−i]
= X−1[n−i,n]X[1,n](11 unionsq FTn−1) FTm−1n Y[1,n]Y −1[n−i,n]
= X−1[n−i,n]X[1,n]Y[1,n] FTm−1n (FTn−1 unionsq11)Y
−1
[n−i,n]
= X−1[n−i,n]
(
X[1,n]Y[1,n](FTn−1 unionsq11)
)
FTm−1n Y
−1
[n−i,n]
= X−1[n−i,n] FT
m
n Y
−1
[n−i,n]
= X−1[n−i,n]Y
−1
[n−i,n] FT
m
n
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Up to conjugation with HT, this braid is J−1i FT
m
n . Then Corollary 3.22 completes the proof.

Proposition 3.24. The Khovanov-Rozansky series of the knot represented by the braid
FTmn X[i,n]Y
−1
[1,i] = FT
m
n · ︸ ︷︷ ︸
i−1
︸ ︷︷ ︸
n−i
equals 11−qg
(m)
mn−i,m−1,mi−1(q, t, a).
Proof. By (3.2) it suffices to prove this when m = 1. By Proposition 3.23 we know that
βi,0,1,n ' X−1[n−i,n]Y −1[n−i,n] FTn .
Now we simplify this braid, using isotopies and conjugation. Introduce the notation J[i,j] :=
X[i,j]Y[i,j] to abbreviate, and compute
X[1,n]X
−1
[n−i+1,n]Y
−1
[n−i+1,n] FTn ∼ X[1,n](X−1[n−i−1,n−2]Y −1[n−i−1,n−2]) FTn
∼ · · ·
∼ X[1,n](X−1[1,i]Y −1[1,i]) FTn
' X[i,n]Y −1[1,i] FTn,
This follows by several applications of relations of the form
X[1,n](1j unionsq β unionsq 1n−k−j) FTn ' (1j−1 unionsq β unionsq 1n−k−j−1)X[1,n] FTn
∼ X[1,n] FTn(1j−1 unionsq β unionsq 1n−k−j−1)
' X[1,n](1j−1 unionsq β unionsq 1n−k−j−1) FTn,
which holds for any braid β ∈ Brk by (3.15) and the fact that FTn is central. This completes
the proof. 
4. COMBINATORIAL FORMULAS
In this section we give combinatorial formulas for f (m)v and g
(m)
v and interpret the results in
terms of Dyck paths. In particular we show that g(m)mn (q, t, 0) =
1
1−qC
(m)
n (q, t). Given Theorem
3.21, this proves a generalization of Gorsky’s conjecture (Conjecture 1.1).
4.1. The statistics. In this section we introduce the combinatorial objects and the statistics
that will be involved in the sum formulas formulas for f (m)v and g
(m)
v . Let m ≥ 1 be a fixed
integer.
Let σ ∈ Zn≥0 be given. We will visualize σ as bottom-justified collection of columns, as in
the following:
(4.1)
1 5 1 2 3 0 4
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The above diagram corresponds to σ = (1, 5, 1, 2, 3, 0, 4). The bottom row of boxes has labels
given by σi. Above the i-th box we place σi additional boxes. For visual aid, we separate the
bottom row from the other rows with a solid horizontal line.
Given σ ∈ Zn≥0, let v(σ) ∈ {0, 1, . . . ,m}n denote the sequence obtained by truncating σ.
Precisely, v(σ)i = σi if σi < m, and v(σ)i = m if σi ≥ m.
Example 4.1. Let σ = (1, 5, 1, 2, 3, 0, 4), which is pictured via the diagram (4.1), and letm = 3.
We may visualize v(σ) graphically by drawing a dashed line at height m (in which the solid
line corresponds to height zero). Then v(σ) counts the numbers of boxes between the solid
and dashed lines. In this example, v(σ) = (1, 3, 1, 2, 3, 0, 3).
As a matter of terminology, we will say that σ extends v(σ). Now we define some quan-
tities associated with σ. Let σ ∈ Zn≥0 be given, and let D = D(σ) denote the associated box
diagram. We regard D as a union of cells, where a cell is by definition a 1×1 rectangle with
corners in Z×Z. For each c ∈ D, let l(c) denote the number of cells above c inD (in combina-
torics literature this may be called the leg of c), and let l′(c) denote the number of cells below
c in D (the co-leg), so that l(c) + l′(c) = σi if c is the i-th column. In particular if c1, . . . , cn are
the cells in the bottom row, then l(ci) = σi, by construction.
We put a total order on the set of all possible cells, as follows. The bottom left corner is the
unique minimum, and in general the successor of a cell c is
• the next cell to the right of c if this exists, or
• the leftmost cell in the row above c otherwise.
The range of a cell c is by definition rangec := {succ(c), . . . , succn−1(c)}. Note that rangec
consists of all cells strictly to the right of c and in the same row, together with all cells strictly
to the left of c, in the row above. We let rangec(D) := rangec ∩D.
Definition 4.2. Let |σ| := σ1 + · · ·+ σn and |v| = v1 + · · ·+ vn.
Definition 4.3. Let σ ∈ Zn≥0 be given, and let D = D(σ) be the associated diagram. For each
c ∈ D, let Dinv(D, c) denote the set of cells d ∈ rangec(D) such that
(4.2) l(c) ≤ l(d) ≤ m− 1.
Let Dinv(D) :=
⊔
c∈D Dinv(D, c), and dinv(D) := # Dinv(D). We also write dinv(σ) =
dinv(D(σ)).
It is sometimes useful to rephrase Dinv(D, c) purely in terms of the associated sequence σ.
Lemma 4.4. Let σ ∈ Zn≥0 be given, and let D = D(σ) be the associated diagram. Fix an index i, let
c ∈ D be a cell in the i-th column with l(c) = k, and let d ∈ rangec(D) be in the j-th column. Then
(c, d) ∈ Dinv(D, c) if and only if 0 ≤ k ≤ min{m− 1, σ1} and
(4.3) σi ≤ σ¯j ≤ σi +m− 1− k
where σ¯j = σj if i < j, and σ¯j = σj − 1 if j < i. In particular, if ci ∈ D is the unique cell in the top
of the i-th column, then
(4.4) dinv(D, ci) = #
{
j ∈ {1, . . . , iˆ, . . . , n}
∣∣∣∣ σi ≤ σ¯j ≤ σi +m− 1} .
24 MATTHEW HOGANCAMP
Proof. Let c ∈ D be in column i, and set k := l(c). Note that k ≤ σi. Suppose d ∈ rangec(D)
is in column j. If i < j, then l′(d) = l′(c) = σi − k since c and d are in the same row. If j < i,
then then l′(d) = σi − k + 1. Thus, l(d) = σj − l′(d) = σ¯j − σi + k. We write this as
(4.5) ¯sigmaj − σi = l(d)− k
Now, d ∈ Dinv(D, c) if and only if (4.2) holds, which can be written
k ≤ l(d) ≤ m− 1.
In particular this forces k ≤ m− 1. Subtracting k from this inequality and using (4.5), we get
0 ≤ σ¯j − σi ≤ m− 1− k.
This completes the proof. 
The following statistics are defined entirely in terms of σ.
Definition 4.5. For each index i ∈ {1, . . . , n}, let d(σ, i) denote the number of pairs (i, j) of
indices such that either
(i) i < j and σi ≤ σj ≤ σi +m− 1, or
(ii) j < i and σi ≤ σj − 1 ≤ σi +m− 1.
Note that d(σ, i) equals the right-hand side of (4.4). Let dinv(σ) denote the number of triples
(i, j, k) such that either 1 ≤ i < j ≤ n and k solves the inequalities
σi ≤ σj ≤ σi +m− 1− k 0 ≤ k ≤ min{m− 1, σ1},
or 1 ≤ j < i ≤ n and k solves
σi ≤ σj − 1 ≤ σi +m− 1− k 0 ≤ k ≤ min{m− 1, σ1}.
if j < i.
This definition of dinv(σ) agrees with that in Definition 4.3 by Lemma 4.4.
4.2. Summation formula for f (m)v . In this section we give an exact formula for f
(m)
v . Let
m ≥ 1 be a fixed integer. We will heavily use the terminology developed in the previous
section.
Theorem 4.6. For each v ∈ {0, 1, . . . , n}m, we have
(4.6) f (m)v =
∑
σ
q|σ|−|v|tdinv(σ)+e(v)
n∏
i=1
(1 + at−d(σ,i))
where e(v) denotes the number of pairs (i < j) such that 1 ≤ vi ≤ vj ≤ m− 1.
We will prove this by verifying that the right-hand side satisfies the same recursion as
defines f (m)v . We first introduce an operation that we refer to as cycling, or rotation of se-
quences.
Definition 4.7. Let σ ∈ Zn≥0 be given, and let D = D(σ) be the associated diagram. Recall
the total order on the set of all possible cells. If c is any cell other than the bottom left corner,
then let ξc denote the unique cell such that succ(ξc) = c. Let ξD the diagram obtained by
applying ξ to D r {c0}. In other words, ξD is the diagram associated to
(4.7) ξ(σ) := (σ2, . . . , σn, σ1 − 1).
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We say that ξD (resp. ξσ) is obtained from D (resp. σ) by rotation. If σ1 = 0, it is convenient
to define
ξ(σ) := (σ2, . . . , σn) ( if σ1 = 0).
We make some easy observations about ξ.
Observation 4.8. Suppose σ = (σ1, . . . , σn) extends v = (v1, . . . , vn). If σ1 ≤ m, then v1 = σ1
and ξσ extends ξv. However, if σ1 > m, then ξσ extends (v2, . . . , vn,m).
Lemma 4.9. Let σ ∈ Zn≥0 be given, and set D = D(σ). For each cell c ∈ D other than the bottom
left corner, d ∈ Dinv(D, c) if and only if ξd ∈ Dinv(ξD, ξc). Consequently
(1) dinv(σ) = dinv(ξσ) if σ1 ≥ m.
(2) dinv(σ) = dinv(ξσ) + d(σ, 1) if 0 ≤ σ1 < m.
Proof. If c ∈ D is not the bottom left corner, then rotation gives a leg-preserving bijection
rangec(D)
∼= rangeξc(ξD), hence dinv(D, c) − dinv(ξD, ξc) counts the number of cells d such
that d ∈ Dinv(D, c0), where c0 is the bottom left corner. Note that d ∈ Dinv(D, c0) if and
only if d is in the bottom row and σ1 ≤ σj ≤ m − 1, where j is the column containing d. In
particular if σ1 ≥ m, then Dinv(D, c0) is empty, and we obtain (1). If σ1 ≤ m − 1, then the
cardinality of Dinv(D, c0) is d(σ, 1) by definition, and we obtain (2). 
Proof of Therem 4.6. Fix a sequence v ∈ {0, 1, . . . ,m}n, and let σ ∈ Zn≥0 be a sequence extend-
ing v. Let f ′σ be the contribution of σ to the right-hand side of (4.6). Let f ′v =
∑
σ f
′
σ be the
right-hand side of (4.6). The proof splits up into three cases, depending on v1. In any case,
let w = (v2, . . . , vn).
Case 1. Suppose first that v1 = 0, hence v = 0w. Any σ extending v satisfies σ1 = 0, hence
σ 7→ ξσ := (σ2, . . . , σn) gives a bijection between sequences extending v = 0w and sequences
extending w. We have |σ| = |ξσ|, |v| = |w|, and dinv(σ) = dinv(ξσ) + d(σ, 1) by Lemma 4.4.
Also, e(v) = e(w). Thus
f ′σ = t
d(σ,1)(1 + at−d(σ,1))f ′ξσ,
where the extra factor is the contribution of i = 1 to the factor
∏n
i=1(1 + at
−d(σ,i)), which
contributes to f ′σ but not to f ′ξσ. Since σ1 = 0, we have d(σ, 1) = #{j ∈ {2, . . . , n} | 0 ≤ vj ≤
m− 1}, hence f ′ satisfies (L1) of Definition 3.14.
Case 2. Assume 0 < v1 < m, and let σ extend v. Then σ1 = v1. Rotation again gives a
bijection between sequences extending v and sequences extending ξv. We have |σ| = ξσ|+ 1,
|v| = |ξv|+ 1, dinv(σ) = dinv(ξσ) + d(σ, 1) by Lemma 4.9.
Note that if σ1 ≤ σj ≤ m− 1, then σj = vj , since σ is supposed to extend v. We claim that
e(v) = e(ξv)− d(σ, 1) + {j ∈ {2, . . . , n} | vj < v1}.
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Indeed, if v1 ≤ vj ≤ m− 1, then (1, j) contributes to e(v) but not e(ξσ), while if vj < v1, then
(j, n) contibutes to e(ξv) but not e(v). Thus,
f ′σ = q
area(σ)tdinv(σ)+e(v(σ))
n∏
i=1
(1 + at−d(σ,i))
= qarea(ξσ)tdinv(ξσ)+e(v(ξσ))+#{j | vj<vi}
n∏
i=1
(1 + at−d(ξσ,i))
= t#{j | vj<vi}f ′ξσ.
This shows that f ′ satsifies (L2) of Definition 3.14.
Case 3. Assume v1 = m, and let σ extend v = mw (so σ1 ≥ m). There are two subcases. If
σ1 = m, then ξσ = (σ2, . . . , σn,m− 1) extends w(m− 1). In this case, we have |σ| = |ξσ|+ 1
and |mw| = |w(m − 1)| + 1, and Lemma 4.9 implies that dinv(σ) = dinv(ξσ). Further, it is
clear that e(mw) = e(w(m− 1)). Thus, the contribution of σ with σ1 = m is
f ′σ = f
′
ξσ (σ1 = m).
On the other hand, if σ1 > 1, then ξσ1 extends wm. In this case |σ| = |ξσ|+1, |mw| = |wm|,
and Lemma 4.9 implies that dinv(σ) = dinv(ξσ). Again it is clear that e(mw) = e(wm). Thus,
f ′σ = qf
′
ξσ (σ1 > m).
Taking the sum over all σ extending v = mw shows that f ′ satisfies (L3) from Definition 3.14.
Thus, f ′v satisfies the same recursion as defines f
(m)
v , hence f ′v = f
(m)
v . 
4.3. Summation formula for g(m)v . Now we adapt the above to a state sum formula for g
(m)
v .
Definition 4.10. Fix integers m,n ≥ 1. Let v ∈ {0, 1, . . . ,m}n be given, and let σ ∈ Z≥0
extend v. We say that σ satisfies the cyclic m-Dyck condition if
• σi+1 ≤ σi +m for 1 ≤ i ≤ n− 1.
• σ1 − 1 ≤ σn +m.
Let Seqm denote the the set of all sequences σ ∈ Zn≥0 satisfying the m-Dyck condition, and
let Seqm(v) ⊂ Seqm be the subset consisting of sequences extending v.
Definition 4.11. Let σ ∈ Seqm(v) be given. An index i is called a peak of σ if
• i 6= n and σi+1 < σj +m, or
• i = n and σ1 − 1 < σn +m.
In other words, i is a peak if the corresponding inequality in Definition (4.10) is strict. Let
χi(σ) denote 1 if i is a peak, and zero otherwise.
Lemma 4.12. If σ satisfies the cyclic m-Dyck condition, then so does ξσ. Moreover, i is a peak of σ if
and only if then i− 1 (mod n) is a peak of ξσ.
Proof. Straightforward. 
K
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Theorem 4.13. For each v ∈ {0, 1, . . . ,m}n we have
(4.8) g(m)v =
∑
σ
q|σ|−|v|tdinv(σ)+e(v)
n∏
i=1
(1 + χi(σ)at
−d(σ,i)),
where the sum is over σ ∈ Seqm(v), and e(v) = {(i < j) | 1 ≤ vi ≤ vj ≤ m− 1}.
The proof is quite similar to the proof of Theorem 4.6.
Proof. Let g′σ denote the contribution of σ to the right-hand side, and let g′v =
∑
σ g
′
σ denote
the right-hand side. We prove that g′v satisfies the same recursion as defines g
(m)
v . The proof
splits up into several cases. First, observe that if σ1 = 0, then σ2 ≤ m is forced by the m-Dyck
condition. The proof splits into 4 cases, the first three of which are proven the same way as
in the proof of Theorem 4.6.
Case 1. Assume that v1 = 0 and v2 = k < m, and write v = (0kw). Let σ extend v. Then
σ1 = 0 and σ2 = k. In this case i = 1 is a peak, and the argument that g′v satisfies (K1) (the
second half) from Definition 3.19 proceeds exactly as in Case 1 of the proof of Theorem 4.6.
Case 2. Assume that v1 ∈ {1, . . . ,m − 1}. In this case the proof proceeds almost verbatim
as in Case 2 in the proof of Theorem 4.6. The only difference here is the appearance of the
χi(σ) ∈ {0, 1}, which indicates when i is a peak of σ. With appropriate modifications, the
argument is the same. We conclude that g′v satisfies (K2) from Definition 3.19.
Case 3 Assume that v1 = m. Once again, arguing as in Case 3 in the proof of Theorem
4.6 shows that g′v satisfies (K3) from Definition 3.19. We omit the details, since they are
straightforward.
Case 4. The final case is the most interesting. Assume that v1 = 0 and v2 = m, and write
v = 0mw. Let σ extend v. Then σ1 = 0 and σ2 = m is forced by the m-Dyck condition.
We have
ξσ = (m,σ3, . . . , σn), ξ
2σ = (σ3, . . . , σn,m− 1),
and σ 7→ ξ2σ defines a bijection Seqm(0mw) ∼= Seqm(w(m−1)). We have area(ξ2σ) = area(σ),
e(0mw) = e(w(m− 1)), and
dinv(σ) = dinv(ξ2σ) + #{j ≥ 2 | σ1 ≤ σj ≤ σ1 +m− 1}
= dinv(ξ2σ) + #{j ≥ 3 | 0 ≤ vj ≤ m− 1}
since σ1 = 0, σ2 = m, and σj ≤ m− 1 if and only if σj = vj .
Now, we compare the extra factors of the form
∏
i=1(1 + χiat
−d(σ,i)). Since 1 is not a peak,
the i = 1 factor equals 1, and the other factors are the same as those in g′ξ2σ. The result is
g′σ = t
#{j≥3 | 0≤vj≤m−1}g′ξ2σ.
Taking the sum over all σ ∈ Seqm(v) shows that g′v satisfies (K1) from Definition 3.19. Thus
g′v = g
(m)
v , since they satisfy the same recursion. 
Corollary 4.14. The Poincare´ polynomial PT (n,nm+1)(q, t, a) at a = 0 equals 11−qC
(m)
n (q, t), the
m-th higher q, t Catalan polynomial.
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Proof. We take equation (98) in [HHLRU05] as our definition of C(m)n (q, t). The authors con-
jectured that C(m)n (q, t) can also be expressed by equation (99) in the same paper, and they
showed that this conjecture is a consequence their conjectured formula for ∇men (called
the m-shuffle conjecture; see §5). This conjecture is now proven [CM; Mel], hence (99) in
[HHLRU05] is valid. But this formula is exactly equal to our sum formula for g(m)
mn−1,m−1(q, t, 0)
up to swapping q with t, as is easily checked. On the other hand, the shuffle theorem proves
q, t symmetry of Cn(q, t)(m), which completes the proof. 
This result is generalized in the next section to an interpretation of each g(m)v in terms of
pieces of the m-shuffle conjecture.
5. CONNECTION TO THE SHUFFLE CONJECTURE
We interpret our results in terms of the m-shuffle conjecture [HHLRU05], which is now a
theorem [CM; Mel].
5.1. Motivation. There is a well-known relationship between the HOMFLY-PT polynomial
and symmetric functions, which follows from work of Turaev’s [Tur97] and has been studied
extensively [Mor02; Luk05]. We summarize this below, and explain how our work fits into a
conjectural categorification of this story.
We recall some basics of symmetric functions. If F is a field of characteristic zero, we let
ΛF = F[x1, x2, . . .]Sym denote the ring of symmetric functions. The special cases F = Q(q)
and F = Q(q, t) will be denoted by Λq and Λq,t. As graded algebras we have
ΛF ∼= F[e1, e2, . . .] ∼= F[h1, h2, . . .] ∼= F[p1, p2, . . .]
where ei, hi, and pi are the elementary, complete, and power sum symmetric functions. We
also have the Schur basis {sλ} ⊂ ΛF. Of particular importance in the connections with
Hilbert schemes, representation theory, and knot homology are the modified Macdonald
polynomials H˜µ ∈ Λq,t. These are certain integral elements, indexed by partitions, and they
form a linear basis of Λq,t. The Garsia-Bergeron operator ∇ : Λq,t → Λq,t, introduced in
[BG99], is defined by∇H˜µ = tn(µ)qn(µt)H˜µ, where n(µ) =
∑
i(i− 1)µi and µt is the transpose
partition.
Let ev : ΛF → F[a] denote the unique F-algebra map sending en 7→ 1 + a for all n ≥ 1.
Equivalently
(5.1) ev(f) =
n∑
k=0
〈f, hken−k〉ak.
In order to explain the relevance of the above to knot invariants, we now recall some basics
of the HOMFLY-PT polynomial One way defining HOMFLY-PT polynomial is in terms of the
Jones-Ocneanu trace for Hecke algebras. The Hecke algebra Hn can be defined as the group
algebraQ(q)[Brn] of the braid group, modulo the two-sided ideal generated by (σi−1)(σi+q)
for 1 ≤ i ≤ n−1. The Jones-Ocneanu trace [Jon87] is aQ(q)-linear map TrJO : Hn → Q(q)[a],
such that TrJO(βγ) = TrJO(γβ), and TrJO(β) is the HOMFLY-PT polynomial of β, up to
normalization.
Recall that, for any k-algebra A, the zeroth Hochschild homology is HH0(A) = A/[A,A],
where [A,A] ⊂ A is the k-submodule spanned by the commutators ab− ba. Since TrJO(β) is
KHOVANOV-ROZANSKY HOMOLOGY AND HIGHER CATALAN SEQUENCES 29
a trace, it factors through the universal traceHn → HH0(Hn). Thus, to each conjugacy class of
braid β ∈ Brn we have a well-defined element [β] ∈ HH0(Hn).
Juxtaposition of braids gives a bilinear maps unionsq : Hi × Hj → Hi+j . This operation makes⊕
n≥0 HH0(Hn) into a (commutative) graded algebra, via [β][γ] := [β unionsq γ]. In [Tur97], Turaev
proved that
⊕
n≥0 HH0(Hn) is isomorphic to the free commutative algebra on [X1], [X2],
. . ., where Xn = σn−1 · · ·σ2σ1. This is a q-analogue of the fact that permutations modulo
conjugation are determined by cycle-type, hence
⊕
n≥0 HH0(Q[Sn]) ∼= Q[c1, c2, . . .], where
cn = [sn−1 · · · s2s1] is the class of an n-cycle.
Thus,
⊕
n≥0 HH0(Hn) ∼= Λq as graded algebras. There is a preferred choice of isomor-
phism2, given by:
Φ :
⊕
n≥0
HH0(Hn)→ Λq [Xn] 7→ 1
1− q en.
Thus, associated to each braid, we have Φ(β) ∈ Λq, which depends only on the conjugacy
class of β. Topologically, braids modulo conjugation can also be thought of as annular clo-
sures of braids, which is how Turaev’s result was originally stated. Thus, there is an invariant
of annular braid closures taking values in Λq. The Jones-Ocneanu trace can then be recovered
as
(5.2) TrJO(β) = ev(Φ(β)).
Inserting full-twists gives an operation [β] 7→ [FTn β] on annular braid closures, which
is well-defined on conjugacy classes since FTn is central in the braid group. The opera-
tor which corresponds to FTn on the symmetric function side is the operator ∇ of Garsia-
Bergeron at t = q−1, i.e. Φ(FTn β) = ∇|t=q−1Φ(β).
Work of Gorsky-Negut-Rasmussen [GNR16] suggests a categorification of the above, as
mentioned in §1.4 of the introduction. There is a combinatorial shadow of their work which is
essentially a t-deformation of the above story. Based on their work the following is sensible.
Definition 5.1. Let C ∈ Kb(SBimn) be given. Let us say that f ∈ Λq,t is a combinatorial shadow
of C if
PFTmn ⊗C(q, t, a) =
n∑
k=0
〈∇mf, hken−k〉ak
for all m ≥ 0.
In this section we prove that en is a combinatorial shadow of Xn ∈ Kb(SBimn). For the
comparison with ∇men we utilize the famous shuffle conjecture from combinatorics, which
we now spend some time recalling.
5.2. m-Dyck paths. Fix integers n,m ≥ 1. Let R ⊂ R2 denote the n ×m rectangle with its
bottom left corner at the origin, aligned with the x and y axes, with height n and width m.
An (n,m) Dyck path is a path in R consisting of n North steps and m East steps, beginning
at the origin, and terminating in at the top right corner of R, which stays weakly above the
diagonal.
Definition 5.2. Let Dyck(n,m) denote the set of (n,m) Dyck paths.
2Our preferred isomorphism differs from the preferred choice of Morton and coathors [Mor02; Luk05]. For
the combinatorially inclined, we mention that the two are related by the plethysic substition f 7→ f [(1− q)x]
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Example 5.3. The following is an example of an (4, 8) Dyck path.
In this paper we only care about (n, nm) Dyck paths. These are also called m-Dyck paths.
The following is clear.
Lemma 5.4. There are canonical bijections relating the following sets.
• (n, nm+ 1)-Dyck paths and (n, nm)-Dyck paths.
• (n, nm − 1)-Dyck paths and (n, nm)-Dyck paths which touch the diagonal exactly once, at
the origin.

Definition 5.5. Given an (n, nm) Dyck path D, let γi ∈ {0, 1, . . . ,m}n denote the horizontal
distance between the beginning of the i-th north step and the diagonal x = my. In other
words, if (xi, yi) are the coordinates of the beginning of the i-th North step in D, then
γi = myi − xi.
In particular γ(D)1 = 0 for all D.
Example 5.6. The Dyck path D from Example 5.3 has γ(D) = (0, 2, 3, 1)
Lemma 5.7. The mapping D 7→ γ(D) is a bijection between (n,mn) Dyck paths and sequences
γ ∈ Zn≥0 such that
(i) γ1 = 0.
(ii) γi+1 ≤ γi +m.
Proof. Let D be an (n, nm) Dyck path, let (xi, yi) be the coordinates of the beginnings of its
north steps, and let γi = myi − xi. Since all steps have length 1, we see that yi = mi − 1,
hence γi = mi−m− xi. The Dyck path condition is equivalent to
x1 = 0 and xi ≤ xi+1 ≤ mi,
which is equivalent to
γ1 = 0 and mi−m− γi ≤ mi− γi+1 ≤ mi,
which is clearly equivalent to (i) and (ii) from the statement. This completes the proof. 
Definition 5.8. Let Dyckm ⊂ Zn≥0 denote the subset consisting of those sequences satisfy-
ing (i) and (ii) in the statement of Lemma 5.7. We refer to elements of Dyckm as m-Dyck
sequences.
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5.3. Parking functions. Let D be an m-Dyck path of height n, and let γ = γ(D) ∈ Zn≥0 be
the associated sequence.
Let pi ∈ {1, . . . , n}n be a permutation on n letters, presented in one-line notation. If γ is an
m-Dyck sequence, we say that pi ∈ PF(γ) if γi+1 = γi +m implies pii < pii+1.
Remark 5.9. Suppose we are given pi ∈ PF(γ). For each 1 ≤ i ≤ n, let ci denote the box
immediately to the right of the i-th north segment of the associated Dyck path, and label
this box with the integer pii. Then our condition on pi ensures that these labels are strictly
increasing as one goes up along a repeating sequence of north steps.
The pairs (γ, pi) with pi ∈ PF(γ) are in bijection with m-parking functions. We will visu-
alize (γ, pi) as a labelled box diagram as in (4.1). Consider a bottom-justified collection of
boxes, arranged in n columns, with heighs equal to γi+1. The boxes in the bottom row will
be labelled with the integers γ1, . . . , γn, and the cell above the topmost box in the i-th column
will be labelled by pii.
Example 5.10. If m = 2, there is a parking function (γ, pi) given by γ = (0, 2, 3, 1, 3, 5, 4),
pi = (2, 5, 3, 4, 6, 7, 1). This will be pictured as
0 2 3 1 3 5 4
2
5
3
4
6
7
1
.
The following notions are standard in the combinatorics literature [HHLRU05]. These will
be used in §5.4 in the definition of some special symmetric functions.
Definition 5.11. Given γ ∈ Zn≥0 and pi ∈ Zn≥1, let Dinv1(γ) denote the set of pairs of indices
(i, j) such that either of the following conditions hold:
• i < j and γi = γj .
• j < i and γj − 1 = γi.
Let Dinv1(γ, pi) denote the subset of Dinv1(γ) consisting of pairs (i, j) with pii < pij . Let
dinv1(γ) := # Dinv1(γ) and dinv1(γ, pi) := # Dinv1(γ, pi).
We also have a generalization of dinv to dinv for m ≥ 1.
Definition 5.12. Given γ ∈ Z≥0, let m ∗ γ ∈ Zmn≥0 denote the m-expansion of γ, defined as
follows:
m ∗ γ := (γ1, γ1 + 1, . . . , γ1 +m− 1, . . . , . . . , γn, γn + 1, . . . , γn +m− 1).
Define m ∗ pi ∈ Zmn≥1 by
m ∗ pi = ( pi1, . . . , pi1︸ ︷︷ ︸
m
, . . . , pin, . . . , pin︸ ︷︷ ︸
m
).
Now, set dinv(γ, pi) := dinv1(m ∗ γ,m ∗ pi).
Example 5.13. Let us continue Example 5.10. Expanding gives(
2 ∗ γ
2 ∗ pi
)
=
(
0 1 2 3 3 4 1 2 3 4 5 6 4 5
2 2 5 5 3 3 4 4 6 6 7 7 1 1
)
.
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It will be useful to have an alternate characterization of dinv(γ, pi). Note that m∗γ is given
by
(m ∗ γ)i = γj + k,
where i = 1 + k + (j − 1)m with 0 ≤ k ≤ m − 1 and 1 ≤ j ≤ n. From the definitions, if
pi ∈ PF(γ), then dinv(γ, pi) counts quadruples (j, k, j′, k′) such that
(1) 0 ≤ k, k′ ≤ m− 1 and 1 ≤ j, j′ ≤ n.
(2) pij < pij′ .
(3) Either of the following conditions hold:
(a) j < j′ and γj + k = γj′ + k′, or
(b) j′ < j and γj + k = γj′ + k′ − 1.
Definition 5.14. Say index i attacks j if either i < j and γi ≤ γj , or γi ≤ γj − 1. We may put
a partial order <a on the set of indices, by declaring that i <a j if i attacks j. Given a pair of
indices (i, j) with i <a j let us define γγ¯j = γj if i < j and γ¯j = γj − 1 if j < i.
The notation ¯gammaj is convenient shorthand, but we must be careful to clearly indicate
the distinguished index i, which we are suppressing from the notation. The following is
straightforward.
Lemma 5.15. If i attacks j, then the contribution of (i, j) to dinv(γ, pi) is the number of elements
k ∈ {0, 1, . . . ,m− 1} such that
(i) if pii < pij , then γi ≤ γ¯j + k ≤ γi +m− 1.
(ii) if pii > pij , then γi ≤ γ¯j + k + 1 ≤ γi +m− 1.

Given pi ∈ PF(γ), the reading word of pi is the permutation w(pi) given by reading the
entries of pi right-to-left, row by row, starting at the top row. In other words, utilizing the
total order on cells discussed in §4.1, the reading word is the word (w1, . . . , wn) uniquely
characterized by:
• w is a permutation of pi.
• the box with label wi+1 comes before the box with label wi in the total order on boxes.
Note that if i attacks j, then pij comes before pii in the reading word. An important special
case of Lemma 5.15 is the following.
Corollary 5.16. Let γ ∈ Dyckm be given, and let pi ∈ PF(γ) be the unique parking function with
reading word (n, n − 1, . . . , 1). Then dinv(γ) := dinv(γ, pi) counts the number of triples (i, j, l)
such that i <a j ∈ {1, . . . , n}, l ∈ {0, 1, . . . ,m− 1}, and
γi − l ≤ γ¯j ≤ γi − l +m− 1.
Proof. If i attacks j, then pii < pij , since pij occurs before pii in the reading word (n, . . . , 2, 1).
The contribution of (i, j) to dinv(γ, pi) is then calculated from Lemma 5.15. 
5.4. From parking functions to symmetric functions. Recall that composition of n is a se-
quence (α1, . . . , αr) with αi ∈ {1, . . . , n} and
∑
i αi = n. We indicate this by writing α  n.
Let S ⊂ {1, . . . , n − 1} be given. Associated to S there is a unique composition α =
(α1, . . . , αr), characterized by
S = {α1, α1 + α2, . . . , α1 + · · ·+ αr−1}.
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By definition, the monomial quasi-symmetric function is the formal infinite sum
Mα(x) :=
∑
i1<i2<...<ir
xα1i1 · · ·xαrir .
Here, x = (x1, x2, . . .) denotes a countable list of formal variables. Given a composition β  n
and an index 1 ≤ i ≤ r − 1, we obtain a coarser composition of the form α = (β1, . . . , (βi +
βi+1), . . . , βr). We say that β refines α if α is obtained from β by a sequence of such operations.
The Gessel quasi-symmetric function [Ges84], is by definition
Qα(x) :=
∑
β refines α
Mβ(x).
If α is associated with a subset S ⊂ {1, 2, . . . , n− 1}, then we also write QS for Qα
Now, fix an m-parking function (γ, pi), and fix a ∈ {1, . . . , n− 1}. Let i and j be the indices
such that pii = a and pij = a + 1. We say a is a descent of (γ, pi) if either of the following
conditions holds:
• γi < γj , or
• γi = γj , and i < j.
Let des(pi, γ) ⊂ {1, . . . , n− 1} denote the set of descents (elsewhere this may also be denoted
by ides(γ, pi), since it is actually the descent set of the inverse of the reading word of (γ, pi)).
Finally we have the following functions.
Definition 5.17. For each m-Dyck path γ of height n, let Dγ(x; q, t) denote the following
formal sum
Dγ(x; q, t) :=
∑
pi∈PF(γ)
qarea(γ)tdinv(γ,pi)Qdes(γ,pi)(x).
These functions originally appeared in [HHLRU05], where it was shown that Dγ(x; q, t) is
a symmetric function for all γ (in fact Schur positive), and it was conjectured that ∇men =∑
γ Dγ(x; q, t). This conjecture is now a theorem due to Carlson-Mellit [CM] and Mellit [Mel].
Theorem 5.18 (Shuffle conjecture [CM; Mel]). We have
∇men =
∑
γ
Dγ(x; q, t),
where the sum is over m-Dyck paths of height n.
5.5. Relation to our complexes. In this section we state and prove a connection between our
complexes of Soergel bimodules XC(m)v and the pieces of the shuffle conjecture.
Let σ ∈ Seqm be given. Then there is a unique γ ∈ Dyckm of the form ξhσ, where ξ is the
operation of rotation (Definition 4.7). In other words
γ = (σi − r, . . . , σn − r, σ1 − r − 1, . . . , σi−1 − r − 1),
where r = min{σ1, . . . , σn} and i = min{j | σj = r}.
We obtain a many-to-one surjective map p : Seqm → Dyckm. There is a right inverse
ι : Dyckm → Seqm defined by
ι(γ) = (m+ γ2, . . . ,m+ γn,m− 1).
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Suppose σ extends v, and assume that v 6= mn. Let r = rmin denote min{v1, . . . , vn}, and let
i = imin denote the smallest index such that vi = r. Observe that
ι ◦ p(σ) = (σi+1 + (m− r), . . . , σn + (m− r), σ1 + (m− r− 1), . . . , σi−1 + (m− k− 1),m− 1),
and this sequence extends (mn−1,m − 1). We can also describe σ∗ := ι ◦ p(σ) as the unique
sequence extending (mn−1,m− 1) such that p(σ∗) = p(σ). We also have σ = ξn(m−r)−iσ∗.
Definition 5.19. Retain notation as above. Define the following numbers:
corrq(v) :=
∑
j>i
(vj − r) +
∑
j<i
(vj − r − 1)
and
corrt(v) =
∑
j<j′,i<j′
0≤vi≤vj≤m−2
(m− 1− vj) +
∑
j<j′,i<j′
0≤vi+1≤vj≤m−2
(m− 1− vj).
Lemma 5.20. Let σ ∈ Seqm be a sequence extending v, and let gσ(q, t, a) be the contribution of σ to
the sum on the right-hand side of (4.8). In other words,
gσ(q, t, a) = q
|σ|−|v|td(σ)+e(v)
n∏
i=1
(1 + χi(σ)at
−d(σ,i)).
Then
gσ(q, t, a) = q
− corrq(v)t− corrt(v)gι◦p(σ)(q, t, a).
Proof. Retain the notation as above. Since σ is obtained from ι ◦ p(σ) by rotation, the proof
of Theorem 4.13 shows that gσ and gι◦p(σ) are related by an explicit monomial in q and t. It is
routine to show that the monomial is as claimed in the statement. 
Theorem 5.21. Let v ∈ {0, 1, . . . ,m}n be given, let r = min{v1, . . . , vn}, and let i be the smallest
index with vi = r. Then
(5.3) g(m)v (q, t, a) = q
− corrq(v)t− corrt(v)
n∑
k=0
〈∑
γ
∇mDγ(x; q, t), hken−k
〉
ak
where the sum is over m-Dyck sequences γ ∈ Dyckm such that
• if vj ≤ m− 1 and i+ 1 ≤ j ≤ n then γj+1−i = vj − r.
• if vj ≤ m− 1 and 1 ≤ j ≤ i− 1, then γj+1−i+n = vj − r − 1.
• if vj = m and i+ 1 ≤ j ≤ n then γj+1−i ≥ m− r.
• if vj = m and 1 ≤ j ≤ i− 1, then γj+1−i+n ≥ m− r − 1.
Here g(m)v (q, t, a) is the Poincare´ series of HHH(XC
(m)
v ), as computed in Theorem 3.21.
Proof. Theorem 4.13 combined with Lemma 5.20 yields
g(m)v (q, t, a) = q
− corrq(v)t− corrt(v)
∑
σ∈Seqm(v)
g
(m)
ι◦p(σ)(q, t, a).
Each sequence ι◦p(σ) on the right-hand side corresponds uniquely to a Dyck path γ as in the
statement, as is easily verified. We will prove by direct computation that the coefficient of
ak in g(m)ι◦p(σ)(q, t, a) is equal to 〈Dγ(x; q, t), hken−k〉. Note that this computation is completely
independent of v.
KHOVANOV-ROZANSKY HOMOLOGY AND HIGHER CATALAN SEQUENCES 35
Thus, let σ ∈ Seqm be a sequence extending mn−1(m− 1). Let
γ = (0, σ1 −m, . . . , σn−1 −m) ∈ Dyckm
be the associated m-Dyck sequence, hence ι(γ) = σ. Theorem 6.2.4 in [HHLRU05] computes
the right hand side of (5.3), modulo the shuffle conjecture. Thus,
〈Dγ(x; q, t), hken−k〉 =
∑
pi∈PFk(γ)
qarea(γ)tdinv(γ,pi),
where PFk(γ) ⊂ PF(γ) is the set of parking functions whose reading word (w1, . . . , wn)
contains (n− k, . . . , 2, 1) and (n− k + 1, . . . , n− 1, n) as subsequences.
In case k = 0, a direct comparison of Lemma 4.4 and Corollary 5.16 shows that the a-
degree zero part of (5.3) holds.
For general k, let pi ∈ PFk(γ), with reading wordw. Let S(pi) ⊂ {1, . . . , n} denote the set of
indices i such that pii ∈ {n− k + 1, . . . , n}. The parking function pi is completely determined
by S(pi).
Claim: if i ∈ S, then γi+1 < γi + m (so that χi(γ) = 1 in the language of Theorem 4.13).
Indeed, if σi+1 = σi + m, then pii < pii+1 by definition of parking functions. On the other
hand, pii+1 occurs earlier in the reading word for pi. Hence the pair (pii+1 > pii) is a subword
of w, which is only possible if either pii < pii+1 ≤ n−k or pii ≤ n−k < pii+1 (otherwise pii and
pii+1 would a part of an increasing subsequence of w, which we know is impossible). This
proves the claim.
Thus, 〈Dγ(x; q, t), hken−k〉 can be expressed as a sum over subsets S ⊂ {i | χi(σ) = 1} of
size l. Fix such a subset S, and let (i, j) be a pair of indices so that i attacks j. Then pij comes
before pii in the reading word. Let us compute the contribution of (i, j) to dinv(γ, S), working
case by case.
First, assume that i 6∈ S. Then if j 6∈ S, then pij , pii ≤ n − k, which forces pij > pii since
(pij , pii) occurs as a subword of (n − k, . . . , 1). If j ∈ S, then pij > pii since pii ≤ n − k and
pij > n− k. Either way, pii < pij , and the contribution of (i, j) to dinv(γ, pi) is the same as the
contribution of (i, j) to dinv(γ) by Lemma 5.15.
Next assume that i ∈ S. We claim that pii > pij is forced on us. Indeed, if j ∈ S then pij < pii
since in this case (pij , pii) is a subword of (n−k+1, . . . , n). If j 6∈ S then pij ≤ n−k < pii. Either
way, pii > pij . Using Lemma 5.15, we now compute the contribution of (i, j) to dinv(γ, pi).
The contribution of (i, j) to dinv(γ) is the number of solutions to the inequalities
(5.4) γi ≤ γ¯j + k ≤ γi +m− 1 0 ≤ k ≤ m− 1,
while the contribution of (i, j) to dinv(γ, pi) equals the number of solutions to the inequalities
(5.5) γi ≤ γ¯j + k + 1 ≤ γi +m− 1 0 ≤ k ≤ m− 1
where γ¯j is as in Definition 5.14. These inequalities have the same number of solutions,
unless γi ≤ γ¯j ≤ γi +m− 1, in which case k = m− (γ¯j − γi)− 1 is a solution of (5.4) but not
(5.5).
We conclude that
dinv(γ, pi) = dinv(γ)− d(γ, i),
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where d(γ, i) is the number of indices j such that γi ≤ γ¯j ≤ γi+m−1 (note that this is exactly
as in Definition 4.5). Summing over all k and all subsets S gives
n∑
k=0
〈Dγ(x; q, t), hken−k〉ak = qarea(γ)tdinv(γ)
n∏
i=1
(1 + χi(γ)at
−d(γ,i)),
which equals gι(γ)(q, t, a), as claimed. 
5.6. Special cases. As a corollary of Theorem 5.21 and the m-shuffle conjecture (which we
recorded in Theorem 5.18), we have the following.
Corollary 5.22. The symmetric function 11−qen is a combinatorial shadow of Xn FT
m
n in the sense
of Definition 5.1. In particular, the Poincare´ series of the (n, nm+ 1) torus knot equals
g
(m)
mn (q, t, a) =
1
1− q g
(m)
mn−1,m−1 =
1
1− q 〈∇
men, hken−k〉 ak
We believe that the complexes C(m)
mn−i,k,mi−1 should also have interesting combinatorial
shadows. If k = m − 1 then we expect that the Schur function associated to a hook shape
provides such a combinatorial shadow (see Conjecture 5.27), but for general k we do not for-
mulate precise conjecture in this direction. In any case observe the following, which follows
immediately from Theorem 5.21.
Corollary 5.23. We have
g
(m)
mn−i,k,mi−1(q, t, a) = q
−n(m−k)+(m−k)+(n−i)
n∑
k=0
〈∑
γ
Dγ(x; q, t), hken−k
〉
ak
where the sum is over γ ∈ Dyckm with
• γ2, . . . , γi ≥ m− k.
• γi+1, . . . , γn ≥ m− k − 1.
Taking k = m− 1 we obtain
Corollary 5.24. We have
g
(m)
1n−i,0,1i−1(q, t, a) = q
1−i
n∑
k=0
〈∑
γ
∇Dγ(x; q, t), hken−k
〉
ak
in which the sum is over Dyck sequences γ ∈ Dyckm with γ2, . . . , γi ≥ 1, where this condition is
vacuous if i = 1.
Finally, it is worth stating explicitly our result for m = 1.
Corollary 5.25. Let 1n 6= v ∈ {0, 1}n be a sequence, and let i be the smallest index such that vi = 0.
Then
g(1)v = q
1−i
〈∑
γ
Dγ(x; q, t)
〉
,
where the sum is over Dyck sequences γ ∈ Dyck1 such that if i + 1 ≤ j ≤ n then vj = 0 and iff
γj+1−i = 0.
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5.7. Conjectures. Our work suggests the following combinatorial conjectures. We first in-
troduce some terminology. Given v ∈ {0, 1}n with v1 = 0, there is an associated composition
α = n in a standard way. To be precise, let1 := i0 < i1 < · · · < ir−1 ≤ n denote the indices
ij such that vij = 0, set ir := n+ 1, and define αj := ij − ij−1 for 1 ≤ j ≤ r. This describes a
bijection between compositions of n and binary sequences v ∈ {0, 1}n with v1 = 0.
In [HMZ12] the authors consider Hall-LIttlewood symmetric functions, indexed by binary
seqeunces Cv(x; t) ∈ Λt, indexed by sequences v ∈ {0, 1, }n with v1 = 0, such that
en =
∑
αn
Cv(x, t).
See Proposition 5.2 in [HMZ12]. Note that we are swapping the roles of t and q, relative
to the preferred conventions in [HMZ12]. The authors go on to conjecture that ∇Cα =∑
γ Dγ(x; q, t), where the sum is over Dyck sequences γ such that γi = 0 iff vi = 0, where
v ∈ {0, 1}n is the binary sequence associated to α. Comparison with Corollary 5.25 suggests
the following.
Conjecture 5.26. Let v ∈ {0, 1}n be a sequence such that v1 = 0, and let α  n be the associated
composition. Then∇αCα(x; t) is a combinatorial shadow of C(1)v , in the sense of Definition 5.1.
Proposition 5.3 in [HMZ12] states that
si,1n−i = (−t)i−1
∑
αn
α1≥i
Cα(x, t),
which combined with the shuffle theorem gives
∇si,1n−i = (−t)i−1
∑
γ
Dγ(x, t),
where the sum is over Dyck sequences γ with γ2, . . . , γi ≥ 1. Comparing with Corollary 5.24
suggests the following.
Conjecture 5.27. The symmetric function (−qt)1−isi,1n−i is a combinatorial shadow of the complex
XC
(1)
1n−101i−1 ∈ Kb(SBimn). In particular
(5.6) g(m)
mn−i,m−1,mi−1(q, t, a) = (−qt)1−i
n∑
k=0
〈∇msi,1n−i , hken−k〉 ak.
Furthermore,
(5.7) ∇msi,1n−k = (−qt)i−1
∑
γ
Dγ(x, q, t)
where the sum is over γ ∈ Dyckm with with γ2, . . . , γi ≥ 1.
Equations (5.6) and (5.7) are consitent with one another, given Corollary 5.23.
As is well-known, the power sum symmetric function pn ∈ Λq,t equals
∑n
i=1(−1)n−isi,1n−i .
Combining this with the previous conjectures yields:
Conjecture 5.28. We have
(−1)n−1∇mpn =
n∑
i=1
(qt)i−1
∑
γ
Dγ(x; q, t),
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where in the second summation, γ ∈ Dyckm ranges over all m-Dyck sequences with γ2, . . . , γi ≥ 1.
In particular
n∑
i=1
(−qt)i−1g(m)
mn−i,(m−1),mi−1(q, t, a) = (−1)n−1
n∑
k=0
〈∇mpn, hken−k〉.
The above conjectures have focused on the knot case, i.e. the polynomials gv rather than
the rational functions fv. For the link case, the trivial braid 11 will correspond to the symmetric
function 11−qp1 under the GNR correspondence, hence one expects 1n = 11 unionsq · · · unionsq 11 to
correspond to
(
1
1−q
)n
pn1 . This gives rise to the following.
Conjecture 5.29. FTn = C
(1)
1n has a combinatorial shadow given by p
n
1 . In particular
f
(m)
mn =
(
1
1− q
)n
〈∇mpn1 , hken−k〉ak.
In case m = 1 this reduces to a conjecture of Andy Wilson’s [Wil].
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