Abstract
Introduction
Automatic video-based vehicle detection which is one of the main research topics in Intelligent Transportation Systems (ITS) is a key element for integrated automatic traffic surveillance systems. This technology is used to solve the transportation problems of road safety and congestion.
Even though there has been growing interest in vehicle detection in traffic scene images (Oh, 2003; Tsai, et al., 2007 ; O' Malley et al., 2011) , detection accuracy is still low in complicated circumstances, and more efficient algorithms should be developed to improve prediction accuracy in vehicle detection.
Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs) which are best known algorithms in image processing, pattern recognition problems and applications of real-time systems have been used as superior tools in video-based vehicle detection systems.
In machine learning systems such as ANNs and SVMs, the choice of input vectors is as important as the choice of learning algorithm since the predictive performance of the model might be highly dependent on the input vectors. The predictive performance of learning models can be improved by choosing more efficient data and informative input vectors (Kim, 2010) .
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In video-based computer vision, the gray value of each pixel in the image has been used as common inputs to learning models. However, the edge segmentation which is an example of discontinuity based on abrupt changes in pixel properties can also be an efficient source for pattern recognition. Kim (2010) showed that edge information could be an important source of inputs to leaning models and produce a good performance with high detection accuracy in traffic scene analysis.
Even though a single input property such as gray intensity values or edge information has been used as a good source of input vectors, a fused data might be valuable additional information in video based vehicle detection systems. Data fusion is the integration of data or information from different sources and the data fusion techniques have been extensively employed on multi-sensor environments with the aim of fusing and aggregating data from different sensors (Castanedo, 2013) . However, data fusion has also been applied to the learning models to obtain a lower detection error and a higher reliability because the fused data is more synthetic and informative than the original raw inputs (Kim, 2010; Lie and Chi, 2014) .
In order to improve the predictive performance of a neural network model in traffic scene analysis, the data fusion technique was proposed and used and in Kim (2010) . The data fusion technique was based on the combination of two sources of raw data which are edge detection image and grey-level image. Kim (2010) showed that the fused data could provide an improved predictive accuracy in neural networks and be more informative and efficient than single data alone.
In this study, several types of fused data have been explored to determine the best type of input vector in a different learning model for video-based vehicle detection. 
Support Vector Machines Learning Algorithm
Support Vector Machines(SVMs) which were introduced by Vapnik(1995) have been successfully applied to numerous pattern recognition problems, such as handwritten character recognition (Cortes and Vapnik, 1995 , for i = 1,…,l, be
. Then the support vector algorithm simply looks for the optimal hyper-plane with the largest margin. This can be formulated as follows:
where w is a normal to the hyper-plane, b is the bias or offset, and C is the upper bound for the Lagrange multiplier, i  , i.e.,
. The primal form of the objective function can be:
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The Lagrangian L has to be minimized with respect to the primal variables w and b and maximized with respect to the dual variables i  . From the Karush-Kunhn-Tucker conditions, the derivative of L with respect to the primal variables must vanish, subject to the constraints
Equation (4) Equation (5) is equality constraints in the dual formulation, and the following equation (6) which is the Wolfe dual of the optimization problem is given by substituting them into equation (3) .
The hyper-plane decision function can thus be given as
The algorithm explained above is for linearly inseparable classification problem. To solve nonlinear classification problems, SVMs are using kernel functions. The most popular kernel function is the Gaussian kernel of equation (9) ) exp( ) , (
where  determines the width of the kernel function.
Data Fusion and Training and Test Data
The significant sources of information in vision-based traffic monitoring system are the edge information and the gray value of each pixel. Most commonly, they have been used as a single input vector in learning systems. However, the combined information could be more efficient than grey values on the pixel or edges alone. More importantly, the combined data of edge information and grey value with some pre-processing to reduce the complexity of input vector would be efficient both in terms of computing time (simplicity of input vectors) and predictive accuracy.
Even though there might be various types of data fusion methods, four types of fused data which are input vectors in learning models will be considered in this study. The four data fusion methods for combining two information sources in traffic scene analysis are as follows; i. With four different types of fused data, this study will investigate how the shrinking image size and the binarization of Sobel image can affect to data fusion and the predictive performance of SVMs. The well-known Sobel edge detector uses a pair of 3-by-3 convolution masks and produces bell-shaped edge information. The binarization of Sobel edge detection image may provide a different source of information as input vectors for learning models. In addition, the shrunken images have often been used in neural networks in order to reduce the number of input units and the complexity of input vectors. The shrunken image which is achieved by selecting every other pixel may conserve the geometric relationships between pixels and take less computation effort.
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For the implementation of experiments, traffic scene images which have been used in previous researches (Suh et. al., 2013; Kim, 2010) have also been used in this study. The learning task is to learn and recognize three different patterns, Pattern A, Pattern B, and Pattern C, obtained from traffic scene images (see Figure 1) . Figure 1 shows four types of fused data with three different patterns where the image of Pattern A corresponds to the front part of a vehicle, while Pattern B images the top of a vehicle, and Pattern C is a nonvehicle image on the road. Table 1 shows the number of data sets used for training and testing the SVMs. 
Experimental Results
For the application of the SVMs model, two parameters,  and C , should be determined in advance. The parameter C is a positive regularization parameter that controls the tradeoff between the complexity of the machine and the allowed classification error, and  is the parameter of the Gaussian kernel. For the parameter C, all experiments have been carried out in this study with C = 1.0, because the value of this parameter does not affect the predictive performance. However, the parameter γ of the Gaussian RBF (Radial Basis Function) kernel may affect the predictive performance, and the experimental results show a different performance according to the parameter value. In this study, the best prediction performance was achieved with Gamma (γ) = 0.04 for Type 1, Gamma (γ) = 0.06 for Type 2, Gamma (γ) = 0.06 for Type 3 and Gamma (γ) = 0.07 for Type 4 (see Table 2 ). Table 2 shows the predictive performance of the SVMs on the test data set according to four different forms of fused data. With Type 1 data which is a combined data with 15 by 30 pixels of 256 gray level and Sobel edge image with 15 by 30 pixels, the prediction errors are 12 in the test of a total of 700 data sets. However, the number of prediction errors was increased in Type 2, Type3 and Type 4. With Type 2 which is a combined data with 8 by 15 pixels of 256 gray level and Sobel edge image with 15 by 30 pixels, the (Kim, 2010) , in which the Backpropagation model has been adopted as the network learning method to study four different forms of fused data (see Table 3 ). As shown on the table 3, the best predictive performance was achieved with Type 4 of fused data in the Backpropagation model. However, the best performance in terms of predictive accuracy was achieved with Type 1 of fused data in SVMs.
More importantly, in the comparison of predictive performance of two learning models, Backpropagation and SVMs, the SVMs were superior to the Backpropagation model in any types of fused data. The best performance regarding recognition accuracy was 98.29% on the SVMs with Type 1 of fused data, even though the best predictive accuracy was 92.22% in Backpropagation model with Type 4 of fused data. 
Conclusion
Data fusion which combines two more sources of raw data may create a new source of information in learning models. Moreover, the fused data could be more informative and synthetic than the original inputs. An important issue of this paper is to apply different kinds of fused data in SVMs and compare the predictive performance of each. Four data fusion methods, Type 1, Type 2, Type 3 and Type 4 have been evaluated using SVMs. The experimental result shows that there is no significant performance difference, in terms of predictive accuracy, among the four data fusion methods in SVMs.
Important results obtained in this study can be summarized as follow: First, the prediction performance in SVMs may be decreased by reducing complexity of input vectors. On the other hand, the prediction performance can be improved in Backpropagation model by reducing complexity of input vectors. Even though the fused data may provide much better performance than raw data, the prediction performance can be different according to the learning algorithm. Second, the best fusion data for the application of SVMs is Type 1 which is a combined data with 15 by 30 pixels of 256 gray level and Sobel edge image with 15 by 30 pixels. Third, SVMs could provide much better performance than Backpropagation model.
