In this paper, a recursive smoothing spline approach for contour reconstruction is studied and evaluated. Periodic smoothing splines are used by a robot to approximate the contour of encountered obstacles in the environment. The splines are generated through minimizing a cost function subject to constraints imposed by a linear control system and accuracy is improved iteratively using a recursive spline algorithm. The filtering effect of the smoothing splines allows for usage of noisy sensor data and the method is robust to odometry drift. The algorithm is extensively evaluated in simulations for various contours and in experiments using a SICK laser scanner mounted on a PowerBot from ActivMedia Robotics.
Introduction
Today robots are expected to operate in at least partially unknown, openended environments, detecting and moving around obstacles, building maps of the environment and localizing their position. The area of autonomous mapping has during the past few years matured and there has been a significant amount of work reported using both visual and laser sensors, [5, 21] . However, most methods are still concerned with detecting and maintaining a dense set of discrete features of the environment that are suitable for navigation and localization without retrieving any specific knowledge about the detailed shape of the encountered objects.
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In this paper, we consider the problem of estimating representations of objects using a type of continuous closed curves, the recursive periodic smoothing splines. The splines are retrieved from noisy measurements of the true contour. Intended applications include mapping, identification and path planning. It is well known that interpolating splines from noisy measurement data will give a poor result, as the resulting curve will go through every measurement point. Data smoothing has been a classical problem in system and control history [1] , [9] , [14] . The theory of regular smoothing splines is thoroughly treated in [24] and [25] . It has been further shown in [3] that control theoretic smoothing splines, where the curve is found through minimizing a cost function, act as a filter and are better suited for noisy measurements. It is also noted in [22] that smoothing splines are in some sense band limited so that small changes in one data point will mainly affect the spline in a neighborhood of that point.
In the work presented here, periodic smoothing splines are derived from noisy data by solving an optimal control problem for a linear system. We discuss two approaches to curve estimation using smoothing splines, one closed form and one recursive method. The idea of the latter is to use several data sets taken from the same continuous feature and compute splines iteratively to refine the estimate stepwise. This paper is organized as follows. In Section 2 we acknowledge related work in the field and point out new contributions of this paper. The contour estimation problem is formulated in Section 3, and in Section 4 we derive a discretized version of the optimization problem, suitable for implementation. Finally simulations and experimental results are presented for a few test objects in Section 5 and conclusions are drawn in Section 6.
Related Work and Contributions
The application of smoothing splines for path planning and contour synthesis has been investigated in for instance [6] , [7] and [10] . [23] and [26] investigate methods of determining the appropriate level of smoothing by analyzing properties of the input data. LQ problems with various types of boundary conditions are studied in [18] and [4] but to the extent of our knowledge, little work has been done on the type of periodic boundary conditions studied in this paper.
Adaptive splines, or snakes [20] , and bicubic B-splines [17] have been used in contour matching and surface representation schemes in the vision field. However, these algorithms fit splines to segments of the investigated curve or surface and subsequently patch the splines together. The control theoretic periodic splines presented in this paper approximate the entire contour of an object while maintaining the desirable property that local changes in input data leads only to local changes in the output spline.
While we have previously modeled and evaluated the algorithms in simulation for reconstruction of analytic curves, [12] , in this paper we use a real robot platform equipped with SICK laser sensors and investigate arbitrary closed curves. [19] contains some of the results of this paper in an abbreviated form. The main contributions of this paper is the derivation of an implementable discrete version of the smoothing spline problem both for the closed form and the recursive approach, a contour reconstruction algorithm including both forms, and a series of experiments that validate convergence of the recursive approach and the applicability of the methods in practice. For an extensive theoretical background on the type of smoothing splines studied in this paper we refer to [11] , [15] , [16] and [13] and the references therein.
Problem formulation and motivation
We consider a mobile agent placed in a planar environment and equipped with range sensors and encoders. The task is to construct 2D-representations of encountered objects in the environment, by means of approximating their contour from noisy sensor data. In this framework, polar coordinates are used for contour reconstruction, thus the only requirement on the objects is that the contours y(t) are well defined in polar coordinates, that is
Such contours are called star-shaped or star-convex [27] and are formally defined by
Our problem can be formulated as follows.
We are given a data set D = {(t i , z i ) : i = 1, ..., N}, where t 1 = 0 rad, . . . ,t N = T = 2π rad is the polar coordinate angle and z i is the radius in polar coordinates. The data in D are noise contaminated measurements z i = y(t i ) + ξ i , ξ i ∈ N(0, σ 2 ), from a closed continuous curve. How to find the curve y(t) that best represents the data in some sense?
The solution is found by solving the following polar second derivative L 2 smoothing problem:
The constraints (2) consist of an n-dimensional ODE with relative degree n and periodic boundary condition. The resulting smoothing spline is given by y(t) = Cx(t). We refer to the systeṁ
as the spline generator of (1). Thus the sought curve y is the output of an n-tuple integrator with state variable x controlled by an input u = x n = x (n) 1 , the n:th derivative of x 1 . The dimension of the spline generator determines on which derivative to impose the smoothing penalty. As the magnitude of the second derivative of x(t) is proportional to the curvature of x(t), n = 2 is a natural choice. Therefore the matrices used in our setup are
Let us have a closer look at the final two terms of the cost function (1). The integral imposes a penalty on large magnitude of the input u(t), corresponding to the curvature of the curve y(t) = Cx(t) = x 1 (t). The sum punishes large deviations of the curve y(t) from the data (t i , z i ). In other words, the solution of Problem 3.1 is in some sense the optimal compromise between smoothness of the output curve and faithfulness to the data set. The magnitude of ε > 0 determines how much credibility is given to measurement data. A large value brings the spline close to the data points while a small value yields a smoother spline and thus more filtering.
As the data is noise contaminated, the spline from one data set D is a raw result, especially if the data is sparse. Therefore we introduce a recursive smoothing spline method, where the optimal solution (x k−1 (t), u k−1 (t)) from the previous iteration is used in iteration k together with the new data z k i .
Problem 3.2
Here, R k = 1/ε k which can be chosen as a constant parameter or as a function of k with ε k+1 < ε k for increased convergence performance. Using a recursive method has the advantage of getting a better spline approximation with each iteration, improving the map stepwise so that the previous map can be used for path planning in the next iteration. Such a path planning algorithm that essentially uses the servoed contour and displaces it orthogonally towards the servoing agent is described in [29] . Localization may also be improved by fusing for instance odometry data with knowledge of approximate position of various features of the contour. Also, if for some reason new data is obtained only for one part of the curve, we can modify that part of the spline separately by performing the next recursion using new data for that part of the curve and old data for the rest. Problem 3.1 is a continuous time problem with discrete data and periodic boundary conditions. Such problems, without the periodic constraint, have been widely studied in the literature. See for instance [9] , [1] and [14] . A thorough treatment of the theoretical properties of periodic smoothing spline problems can be found in [12] and [11] . The derivation of boundary conditions for the Riccati equations of the periodic case follows the forward sweep method as outlined in [9] and [1] and utilizes the term
As is discussed in [11] , including this term simplifies the solution of the problem. For practical purposes and the implementation discussed in the next section this term is however unnecessary and may be omitted. A proof of convergence is offered in [12] for Problem 3.1 .
Due to its recursive nature, the Riccati equations for Problem 3.2 become rather complex and convergence has, to the extent of our knowledge, yet to be shown analytically. Simulation results in [12] do however suggest quadratic convergence rate. In this paper the algorithm is evaluated on real experimental data from test runs with a PowerBot from ActivMedia Robotics, using a SICK laser scanner.
Implementation
In this section we derive a discretized version of the smoothing spline problem. We show that using a proper choice of approximation formulas both Problem 3.1 and Problem 3.2 are reduced to unconstrained quadratic programming problems (QP), suitable for implementation. We further show that by choosing the input cleverly to Problem 3.2 the QP's are identical. With this particular choice of discretization the periodic boundary condition is embedded in the QP, facilitating the analysis of convexity and solvability for the problem. In the last part of this section we state and prove that the QP is convex and therefore always has a unique solution. For a polar coordinate spline r(θ ), the interpretation of the state variables and data points is as follows:
In Figure 1 the notation is shown together with two splines drawn for the same data set but with different weights ε. Expressing Problem 3.1 using the polar notation and the matrices defined in Equation (4) yields
Note that Equations (7) and (8) together constitute a minimization over only one variable, r, with the dynamic constraints of Equation (3) built in. 
Discretization
Let the vectorr = {r m } be the discretization of the wanted curve r(θ ), and letθ = {θ m } be the corresponding discretization of θ . Here m = 1, ..., M and we define the sampling rate h so that (M + 1)h = 2π. We emphasize that (r m ,θ m ) are equidistant samplings from the spline (r, θ ) while (t i , z i ), i = 1, . . . , N are noisy measurement data from the true curve. Note that when the continuous function r(θ ) is expressed in discretized form as a vector pair (θ ,r), the periodicity constraint translates to (θ 1 ,r 1 ) = (θ M+1 ,r M+1 ), where M + 1 indicates the point after the last point of the vector. All terms of J(r) can be approximately expressed as functions ofr, using numerical differentiation formulas:
Construct the matrix Φ:
Note that the periodicity of r(θ ) is implicitly expressed in Φ through Equation (10) . The discretization of the integral is
For the term δ 2 2 r (0) 2 we construct a vector q:
For δ 2 1 r(0) 2 we introduce the vector p:
The last term of (8), the sum, involves measurement data (t i , z i ) and the wanted spline r(θ ) evaluated at the measured angles t i :
Since we are minimizing over r we need not consider the constant second term of (16) . For the first term we construct the M × M matrix W :
Similarly, for the last term we construct the M-vector s:
We get
All in all, the discretized problem is
T Hr + c Tr (20) with
H ∈ R M×M is a pentadiagonal matrix with additional non-zero elements
Recursive Version
The polar coordinate formulation of Problem 3.2 is simplified by defining
where
is the resulting spline of iteration k −1 evaluated at the angle measurements of the new data set and r k (θ ) is the spline output of iteration k. Then Problem 3.2 becomes
and the spline found in iteration k is
Note that Equations (23) and (24) are identical to Equations (7) and (8) 
Convexity of the QP
We conclude this section by proving that the QP (20) always has a solution and that the solution is unique.
Proposition 1
Assume that W mm = 0 for at least one value of m ∈ [1, M] (this is equivalent to having a non-empty data set). Then Equation (20) has a unique solution.
Proof
Equation (20) is a quadratic unconstrained minimization problem. It is well known that if H is positive semi definite and there exists anr * that solves
thenr * is optimal. Further, if H is positive definite the QP is strictly convex and has a unique solutionr * . For our particular matrices Φ,T , pp T and W we define
so that H = H 1 +ε 2 W . The matrix 
It follows that H is nonsingular and thereby positive definite. Hence the minimization problem (20) has a unique solution.
Experimental Evaluation
In this section we present results for simulated and real data using a mobile agent with range sensors.
Experimental setup
We use the PowerBot from ActivMedia Robotics. It has unicycle dynamics and uses odometry data for localization. The robot is provided with two SICK laser scanners mounted one in front and one on the left side of the chassis as shown in Figure 2 . The scanners give range measurements on the interval [−π/2, π/2] rad from the center of the scanner and with a resolution of 0.5 o , or 361 measurements each time step.
Converting measurements to data points
In this section we describe the steps taken to convert measurement data to suitable input to Algorithm 4.1. Using odometry for localization and SICK range sensors for distance measurements, the gathered data at each time step consists of the robot position(x, y, φ ) and the distances S(v) to the measured object from the angles v of the SICK sensors. The input to Algorithm 4.1 should consist of polar coordinate data (t, z) representing the contour of the object.
The robot position (x, y) is defined as the center point on the major wheel axis and its heading φ is the deviation from the x-axis which is defined as the heading of the robot at its starting position (0, 0). The sensors are located at distances L 1 and L 2 from (x, y) as shown in Figure 3 . For the sensor located in the front, a point (x w ,y w ) on the target object is obtained as follows:
and using the side sensor we get
Here v i, j ∈ [−π/2, π/2] is the angle of the sensor ray and S i, j is the range measurement associated with it, as seen in Figure 3 .
Conversion to suitable input (t i , z i ), i = 1, . . . , N is performed according to the following scheme:
(1) The origin of the polar coordinate system is chosen to coincide with the mass center of the cartesian data (x w , y w ). As the SICK sensors produce dense data sets and under the assumption of a star-shaped contour, the mass center is a natural estimate of t c in Definition 1.
The odometry data is contaminated with a drifting error. Thus the resulting set (t w , z w ) gives a skew representation of the true shape. By making a least squares fit between two consecutive data sets from the same object, we find and compensate for the odometry drift at each time step. For details of the procedure we refer to [13] . (4) The resulting set is dense and possibly contaminated with outliers. A rough prefiltering removes outliers and produces a sparse data set (t, z) which allows for faster computations: The set (t w , z w ) is divided into N windows. For each consecutive window, the mean and standard deviations of t w and z w are computed, points outside one standard deviation are removed, and the mean is computed again. The second mean values (t i , z i ), i = 1, . . . , N constitute the input data to Algorithm 4.1.
Computation Time
From the implementation details of Section 4, it is clear that the bottleneck of Algorithm 4.1 is the inversion of the matrix H ∈ R M×M , where M is the chosen level of discretization. As M → ∞ the discretized problem approaches the analytical problem and the accuracy of the solution improves. The price is an increase in computational time. The size N of the input data set determines the number of nonzero elements in the vector c (Equation (21)) and thereby also affects the computation time. The magnitude of N is set in the prefiltering step, and while computation time benefits from a small value, a larger one may yield a more rapid convergence, allowing for fewer iterations. In SLAM applications, large association matrices are often inverted on line, see for instance [28] . For on line applications of Algorithm 4.1 a similar approach should be used for inversion of the matrix H.
As the aim of the simulations and experiments in this work was to evaluate accuracy and convergence properties of Algorithm 4.1, time-optimization of the code remains for future work.
Results
The relative error between the spline generated by Algorithm 4.1 at iteration k and the true curve is defined as
wherer k is the discretized smoothing spline output andr true is the corresponding true curve in polar coordinates.
For each test object we plot the error convergence and resulting spline approximation after a number of iterations. The stars plotted around the contours represent the data set (t i , z i ) used for the final iteration, after the conversion and prefiltering discussed in Section 5. 
Simulated Data
The contours investigated in simulation correspond to lakes and ponds located in the Arbuckle-Simpson Aquifer study area in Oklahoma. Maps of the area are available on line in the form of MATLAB shape files, published by the Oklahoma Water Resources Board in 2004 (http://www.owrb.state.ok.us/). The simulation data used to reconstruct the contours of the lakes and ponds was constructed by making samplings from the true contours and adding noise. The samplings may be considered sparse in the sense that the ratio between number of data points and the chosen number of discretization points for the curve (called M in Section 4) is roughly 1/20. We use M = 1600 and N ≈ 80, depending on the size of the contour. The added noise was normally distributed with mean zero. The magnitude of the standard deviation of the added noise is given as percentage of the mean contour radius. We iterate over 100 data sets for each contour with a decreasing value of ε k , chosen as ε k = ε 0 / √ k. This is a natural choice as it corresponds to the expected convergence rate of the algorithm. However other functions or even a constant value of ε will work but might require more tuning to find the best value. In total 25 lake contours were investigated. The complete simulation results can be found at http://www.math.kth.se/ karasalo/spline. Due to space limitations only a few illustrating examples are included in this paper.
Three Example Contours
We illustrate the performance of the algorithm with three example contours (Figures 4 -6 ). The magnitude of the added noise corresponds to 5% of the mean contour radius, and ε 0 = 28.
For each of the test cases the initial and final error was recorded and can be seen in the captions of Figures 4 -6 . For each of the investigated contours we plot the error at each iteration, together with the true contour (dashed) and the spline approximation at iteration 100. 
Sensitivity to Noise
To give a flavor of the algorithm's sensitivity to noise, we perform simulations for an increasing value of the added noise. Figures 7 -10 show results for one of the lakes using a noise level of 0%, 2.5%, 7.5% and 10%. For each of the investigated noise levels we plot the error at each iteration, together with the true contour (dashed) and the spline approximation at iteration 100. As expected performance is better for low to moderate noise levels, but convergence is still apparent even at a noise level of 10%. Results for all 25 test cases are summarized in Table 1 for noise levels between 0% and 20%. The table shows initial and final errors and over all error decrease. The last column shows the mean number of iterations required to obtain an error decrease of at least 25%. As the convergence trend is quadratic, significant improvement is generally obtained after a few (≤ 10) iterations. It should be noted that for different expected noise levels one should tune the design parameter ε 0 for best performance. The aim in this section was however to demonstrate robustness of the algorithm even for unexpected increase of noise, all simulations have therefore been run using ε 0 = 28. As seen in Table 1 an increased level of noise does not necessarily mean a significant deterioration in convergence performance in terms of relative error decrease. However the error convergence displays a noisier behavior as measurement noise grows large and locally we may well have e k+1 > e k even though the general trend is a decreasing error.
5.4.1.3
Impact of choice of ε 0 Studying for instance Equation (20) it is apparent that a very small value of ε k may yield an ill conditioned problem. If a decreasing ε is used, the starting value should be chosen so as to not only reflect the fidelity of the sensor data but also match the number of intended iterations. Simulations were run with a noise level of 5% for all 25 test cases with starting values of ε 0 ranging from 1 to 100. One example is shown in Figures 11 -13 for ε 0 = 10, 50 and 100. Results for all 25 cases are summarized in Figure 14 . The left plot shows convergence rate as a function of ε 0 and the right one shows initial and final errors. The largest mean error decrease is 47% and occurrs for ε 0 = 66, Generally a smaller value of ε k yields an error convergence trend closer to the expected quadratic de- Table 1 Convergence results for simulated data. Mean initial and final errors for the 25 test contours, mean over all error decrease and mean number of iterations k needed to obtain a 25% error decrease.
crease for a QP such as Equation (20) . This is reasonable since decreasing the weight of the stochastic part of the cost function makes the process more deterministic. The price for this reliable convergence trend may be larger total errors and a slower over all convergence rate since only a small amount of new information is added to the problem at each iteration. Again we stress that ε 0 is a design parameter that should be chosen with respect to information on sensor quality and the intended application. 
Experimental Data
Algorithm 4.1 was further evaluated using real data. In this section we provide convergence results for a square contour and a "shamrock" contour constructed from three circular objects. The test contours were chosen because they present challenges such as sharp edges and narrow corners. 15 data sets were used for each test object. Convergence results are provided in Figures 15 and 16 . Figures 17 and 18 show initial and final error and convergence rates for ε 0 ranging from 1 to 100. For ε 0 ∈ [5, 15] , the error decrease is about 40% in 15 iterations. For contours with sharp edges and narrow corners, the overall error depends highly on whether you get good measurements close to those difficult areas or not. This might explain why the over all initial and final errors are larger for the more complex "shamrock" contour as is seen from Figures 17 and 18 .
Studying Figures 17 and 18 we notice that for a large ε 0 there is hardly any error decrease between iteration 1 and 15 -the initial result is basically as accurate as the final one. The SICK scanner produces rather accurate data, and the solution benefits from giving the data high credibility. If this information on the quality of the data sets is available beforehand, one may choose a large ε 0 and perform only one or a few iterations. However, if we have no prior knowledge of the expected noise level, we should use a smaller value of ε 0 and increase the number of iterations. As mentioned in Section 5.4.1.3, with a small ε 0 simulations indicate slower but reliable convergence trend for noisy as well as accurate data sets.
Conclusions
In this paper we investigated a recursive smoothing spline approach for contour reconstruction. We derived periodic smoothing splines recursively from noisy data by solving an optimal control problem for a linear system. The methods discussed in this paper have previously been mathematically analyzed, see for instance [12] . The main contributions of this paper is the derivation of a discrete version of the smoothing spline problem both for the closed form and recursive approach, and experimental evaluations of the algorithm. We prove that the resulting QP is convex and therefore always has a unique solution. Simulations and experiments show the convergence of the recursive approach and the applicability of the scheme in practice.
