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Abstrat: We ombine Stein's method with a version of Malliavin alulus on the Poisson spae. As
a result, we obtain expliit Berry-Esséen bounds in Central Limit Theorems (CLTs) involving multiple
Wiener-It integrals with respet to a general Poisson measure. We provide several appli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CLTs related to Ornstein-Uhlenbek Lévy pro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1 Introdution
In a reent series of papers, Nourdin and Peati [13, 14℄, and Nourdin, Peati and Réveilla
[15℄, have shown that one an eetively ombine Malliavin alulus on a Gaussian spae (see
e.g. [16℄) and Stein's method (see e.g. [3, 26℄) in order to obtain expliit bounds for the normal
and non-normal approximation of smooth funtionals of Gaussian elds.
The aim of the present paper is to extend the analysis initiated in [13℄ to the framework
of the normal approximation (in the Wasserstein distane) of regular funtionals of Poisson
measures dened on abstrat Borel spaes. As in the Gaussian ase, the main ingredients of
our analysis are the following:
1. A set of Stein dierential equations, relating the normal approximation in the Wasser-
stein distane to rst order dierential operators.
2. A (Hilbert spae-valued) derivative operator D, ating on real-valued square-integrable
random variables.
3. An integration by parts formula, involving the adjoint operator of D.
4. A pathwise representation of D whih, in the Poisson ase, involves standard dierene
operators.
As a by-produt of our analysis, we obtain substantial generalizations of the Central Limit
Theorems (CLTs) for funtionals of Poisson measures (for instane, for sequenes of single and
double Wiener-It integrals) reently proved in [21, 22, 23℄ (see also [4, 20℄ for appliations
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of these results to Bayesian non-parametri statistis). In partiular, one of the main results
of the present paper (see Theorem 5.1 below) is a CLT for sequenes of multiple Wiener-It
integrals of arbitrary (xed) order with respet to a general Poisson measure. Our onditions
are expressed in terms of ontration operators, and an be seen as a Poisson ounterpart to
the CLTs on Wiener spae proved by Nualart and Peati [18℄ and Nualart and Ortiz-Latorre
[17℄. The reader is referred to Dereusefond and Savy [5℄ for other appliations of Stein-type
tehniques and Malliavin operators to the assessment of Rubinstein distanes on onguration
spaes.
The remainder of the paper is organized as follows. In Setion 2, we disuss some pre-
liminaries, involving multipliation formulae, Malliavin operators, limit theorems and Stein's
method. In Setion 3, we derive a general inequality onerning the Gaussian approximation
of regular funtionals of Poisson measures. Setion 4 is devoted to upper bounds for the
Wasserstein distane, and Setion 5 to CLTs for multiple Wiener-It integrals of arbitrary
order. Setion 6 deals with sums of a single and a double integral. In Setion 7, we apply our
results to non-linear funtionals of Ornstein-Uhlenbek Lévy proesses.
2 Preliminaries
2.1 Poisson measures
Throughout the paper, (Z,Z, µ) indiates a measure spae suh that Z is a Borel spae and µ
is a σ-nite non-atomi Borel measure. We dene the lass Zµ as Zµ = {B ∈ Z : µ (B) <∞}.
The symbol N̂ = {N̂ (B) : B ∈ Zµ} indiates a ompensated Poisson random measure on
(Z,Z) with ontrol µ. This means that N̂ is a olletion of random variables dened on
some probability spae (Ω,F ,P), indexed by the elements of Zµ, and suh that: (i) for every
B,C ∈ Zµ suh that B ∩C = ∅, N̂ (B) and N̂ (C) are independent, (ii) for every B ∈ Zµ,
N̂ (B)
law
= P (B)− µ (B) ,
where P (B) is a Poisson random variable with parameter µ (B). Note that properties (i)-(ii)
imply, in partiular, that N̂ is an independently sattered (or ompletely random) measure
(see e.g. [23℄).
Remark 2.1 Aording e.g. to [25, Setion 1℄, and due to the assumptions on the spae
(Z,Z, µ), it is always possible to dene (Ω,F ,P) in suh a way that
Ω =
ω =
n∑
j=0
δzj , n ∈ N ∪ {∞}, zj ∈ Z
 (2.1)
where δz denotes the Dira mass at z, and N̂ is the ompensated anonial mapping given by
N̂(B)(ω) = ω(B)− µ(B), B ∈ Zµ. (2.2)
Also, in this ase one an take F to be the P-ompletion of the σ-eld generated by the
mapping (2.2). Note that, under these assumptions, one has that
P{ω : ω(B) <∞, ∀B s.t. µ(B) <∞} = 1 and P{ω : ∃z s.t. ω({z}) > 1} = 0. (2.3)
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Remark 2.2 From now on, and for the rest of the paper, the hypotheses (2.2) and (2.3), on
the struture of Ω and N̂ , are impliitly satised. In partiular, F is the P-ompletion of the
σ-eld generated by the mapping in (2.2).
For every deterministi funtion h ∈ L2 (Z,Z, µ) = L2 (µ) we write N̂ (h) = ∫Z h (z) N̂ (dz)
to indiate the Wiener-It integral of h with respet to N̂ (see e.g. [9℄ or [27℄). We reall
that, for every h ∈ L2 (µ), the random variable N̂ (h) has an innitely divisible law, with
Lévy-Khinhine exponent (see again [27℄) given by
ψ (h, λ) = logE
[
eiλ
bN(h)
]
=
∫
Z
[
eiλh(z) − 1− iλh (z)
]
µ(dz), λ ∈ R. (2.4)
Reall also the isometri relation: for every g, h ∈ L2 (µ), E[N̂ (g) N̂ (h)] = ∫Z h (z) g (z)µ (dz).
Fix n > 2. We denote by L2 (µn) the spae of real valued funtions on Zn that are
square-integrable with respet to µn, and we write L2s (µ
n) to indiate the subspae of L2 (µn)
omposed of symmetri funtions. For every f ∈ L2s(µn), we denote by In(f) the multiple
Wiener-It integral of order n, of f with respet to N̂ . Observe that, for every m,n > 2,
f ∈ L2s(µn) and g ∈ L2s(µm), one has the isometri formula (see e.g. [31℄):
E
[
In(f)Im(g)
]
= n!〈f, g〉L2(µn)1(n=m). (2.5)
Now x n > 2 and f ∈ L2 (µn) (not neessarily symmetri) and denote by f˜ the anonial
symmetrization of f : for future use we stress that, as a onsequene of Jensen inequality,
‖f˜‖L2(µn) 6 ‖f‖L2(µn). (2.6)
The Hilbert spae of random variables of the type In(f), where n > 1 and f ∈ L2s(µn) is alled
the nth Wiener haos assoiated with N̂ . We also use the following onventional notation:
I1 (f) = N̂ (f), f ∈ L2 (µ); In (f) = In(f˜), f ∈ L2 (µn), n > 2 (this onvention extends
the denition of In (f) to non-symmetri funtions f ); I0 (c) = c, c ∈ R. The following
proposition, whose ontent is known as the haoti representation property of N̂ , is one of the
ruial results used in this paper. See e.g. [19℄ or [32℄ for a proof.
Proposition 2.3 (Chaoti deomposition) Every random variable F ∈ L2(F ,P) = L2(P)
admits a (unique) haoti deomposition of the type
F = E(F ) +
∞∑
n>1
In(fn), (2.7)
where the series onverges in L2 and, for eah n > 1, the kernel fn is an element of L
2
s(µ
n).
2.2 Contrations, stars and produts
We now reall a useful version of the multipliation formula for multiple Poisson integrals. To
this end, we dene, for q, p > 1, f ∈ L2s (µp), g ∈ L2s (µq), r = 0, ..., q ∧ p and l = 1, ..., r,
the (ontration) kernel on Zp+q−r−l, whih redues the number of variables in the produt
3
fg from p + q to p + q − r − l as follows: r variables are identied and, among these, l are
integrated out. This ontration kernel is formally dened as follows:
f ⋆lr g(γ1, . . . , γr−l, t1, . . . , tp−r, s1, . . . , sq−r) (2.8)
=
∫
Zl
f(z1, . . . , zl, γ1, . . . , γr−l, t1, . . . , tp−r)g(z1, . . . , zl, γ1, . . . , γr−l, s1, . . . , sq−r)µ
l (dz1...dzl) ,
and, for l = 0,
f⋆0rg(γ1, . . . , γr, t1, . . . , tp−r, s1, . . . , sq−r) = f(γ1, . . . , γr, t1, . . . , tp−r)g(γ1, . . . , γr, s1, . . . , sq−r),
(2.9)
so that f ⋆00 g(t1, . . . , tp, s1, . . . , sq) = f(t1, . . . , tp)g(s1, . . . , sq). For example, if p = q = 2,
f ⋆01 g (γ, t, s) = f (γ, t) g (γ, s) , f ⋆
1
1 g (t, s) =
∫
Z
f (z, t) g (z, s)µ (dz) (2.10)
f ⋆12 g (γ) =
∫
Z
f (z, γ) g (z, γ) µ (dz) (2.11)
f ⋆22 g =
∫
Z
∫
Z
f (z1, z2) g (z1, z2)µ (dz1)µ (dz2) . (2.12)
The quite suggestive `star-type' notation is standard, and has been rst used by Kabanov in
[8℄ (but see also Surgailis [31℄). Plainly, for some hoie of f, g, r, l the ontration f ⋆lr g may
not exist, in the sense that its denition involves integrals that are not well-dened. On the
positive side, the ontrations of the following three types are well-dened (although possibly
innite) for every q > 2 and every kernel f ∈ L2s(µq):
(a) f ⋆0r f(z1, ...., z2q−r), where r = 0, ...., q, as obtained from (2.9), by setting g = f ;
(b) f ⋆lq f(z1, ..., zq−l) =
∫
Zl f
2(z1, ..., zq−l, ·)dµl, for every l = 1, ..., q;
() f ⋆rr f , for r = 1, ...., q − 1.
In partiular, a ontration of the type f ⋆lq f , where l = 1, ..., q − 1 may equal +∞ at some
point (z1, ..., zq−l). The following (elementary) statement ensures that any kernel of the type
f ⋆rr g is square-integrable.
Lemma 2.4 Let p, q > 1, and let f ∈ L2s(µq) and g ∈ L2s(µp). Fix r = 0, ..., q ∧ p. Then,
f ⋆rr g ∈ L2(µp+q−2r).
Proof. Just use equation (2.8) in the ase l = r, and dedue the onlusion by a standard
use of the Cauhy-Shwarz inequality.
✷
We also reord the following identity (whih is easily veried by a standard Fubini argu-
ment), valid for every q > 1, every p = 1, ..., q:∫
Z2q−p
(f ⋆0p f)
2dµ2q−p =
∫
Zp
(f ⋆q−pq f)
2dµp, (2.13)
for every f ∈ L2s(µq). The forthoming produt formula for two Poisson multiple integrals is
proved e.g. in [8℄ and [31℄.
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Proposition 2.5 (Produt formula) Let f ∈ L2s (µp) and g ∈ L2s (µq), p, q > 1, and sup-
pose moreover that f ⋆lr g ∈ L2(µp+q−r−l) for every r = 0, ..., p ∧ q and l = 1, ..., r suh that
l 6= r. Then,
Ip(f)Iq(g) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
) r∑
l=0
(
r
l
)
Iq+p−r−l(f˜ ⋆lr g), (2.14)
where the tilde ˜ stands for symmetrization, that is,
f˜ ⋆lr g (x1, ..., xq+p−r−l) =
1
(q + p− r − l)!
∑
σ
f ⋆lr g
(
xσ(1), ..., xσ(q+p−r−l)
)
,
where σ runs over all (q + p− r − l)! permutations of the set {1, ..., q + p− r − l}.
Remark 2.6 (Multiple integrals and Lévy proesses). In the multiple Wiener-It integrals
introdued in this setion, the integrators are ompensated Poisson measures of the type
N̂(dz), dened on some abstrat Borel spae. It is well-known that one an also build similar
objets in the framework of Lévy proesses indexed by the real line. Suppose indeed that we
are given a adlag Lévy proess X = {Xt, t ≥ 0} (that is, X has stationary and independent
inrements, X is ontinuous in probability and X0 = 0), dened on a omplete probability
spae (Ω,F , P ), and with Lévy triplet (γ, σ2, ν) where γ ∈ R, σ ≥ 0 and ν is a Lévy measure
on R (see e.g. [27℄). The proess X admits a Lévy-It representation
Xt = γt+ σWt +
∫∫
(0,t]×{|x|>1}
x dN(s, x) + lim
ε↓0
∫∫
(0,t]×{ε<|x|≤1}
x dN˜ (s, x), (2.15)
where: (i) {Wt, t ≥ 0} is a standard Brownian motion, (ii)
N(B) = #{t : (t,∆Xt) ∈ B}, B ∈ B((0,∞) × R0),
is the jump measure assoiated with X (where R0 = R − {0}, ∆Xt = Xt − Xt− and #A
denotes the ardinal of a set A), and (iii)
dN˜(t, x) = dN(t, x)− dt dν(x)
is the ompensated jump measure. The onvergene in (2.15) is a.s. uniform (in t) on every
bounded interval. Following It [7℄, the proess X an be extended to an independently
sattered random measure M on (R+×R,B(R+×R)) as follows. First, onsider the measure
dµ∗(t, x) = σ2 dt dδ0(x) + x
2 dt dν(x), where δ0 is the Dira measure at point 0, and dt is the
Lebesgue measure on R. This means that, for E ∈ B(R+ × R),
µ∗(E) = σ2
∫
E(0)
dt+
∫∫
E′
x2 dt dν(x),
where E(0) = {t ∈ R+ : (t, 0) ∈ E} and E′ = E − {(t, 0) ∈ E}; this measure is ontinuous
(see It [7℄, p. 256). Now, for E ∈ B(R+ × R) with µ∗(E) <∞, dene
M(E) = σ
∫
E(0)
dWt + lim
n
∫∫
{(t,x)∈E:1/n<|x|<n}
x dN˜ (t, x),
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(with onvergene in L2(Ω)), that is,M is a entered independently sattered random measure
suh that
E
[
M(E1)M(E2)] = µ
∗(E1 ∩ E2),
for E1, E2 ∈ B(R+ × R) with µ∗(E1) < ∞ and µ∗(E2) < ∞. Now write L2n = L2((R+ ×
R)n,B(R+ × R)n, µ∗⊗n). For every f ∈ L2n, one an now dene a multiple stohasti integral
In(f), with integrator M , by using the same proedure as in the Poisson ase (the rst
onstrution of this type is due to It  see [7℄). Sine M is dened on a produt spae, in this
senario we an separate the time and the jump sizes. If the Lévy proess has no Brownian
omponents, then M has the representation M(dz) = M(ds, dx) = xN˜(ds, dx), that is, M
is obtained by integrating a fator x with respet to the underlying ompensated Poisson
measure of intensity dt ν(dx). Therefore, in order to dene multiple integrals of order n with
respet toM , one should onsider kernels that are square-integrable with respets the measure
(x2dt ν(dx))⊗n. The produt formula of multiple integrals in this dierent ontext would be
analogous to the one given in Proposition 2.5, but in the denitions of the ontration kernels
one has to to take into aount the supplementary fator x (see e.g. [10℄ for more details on
this point).
2.3 Four Malliavin-type operators
In this setion, we introdue four operators of the Malliavin-type, that are involved in the
estimates of the subsequent setions. Eah of these operators is dened in terms of the haoti
expansions of the elements in its domain, thus impliitly exploiting the fat that the haoti
representation property (2.7) indues an isomorphism between L2(P) and the symmetri Fok
spae anonially assoiated with L2 (µ). The reader is referred to [19℄ or [28℄ for more
details on the onstrution of these operators, as well as for further relations with haoti
expansions and Fok spaes. One ruial fat in our analysis is that the derivative operator D
(to be formally introdued below) admits a neat haraterization in terms of a usual dierene
operator (see the forthoming Lemma 2.7).
For later referene, we reall that the spae L2(P;L2(µ)) ≃ L2(Ω×Z,F ⊗Z, P ⊗µ) is the
spae of the measurable random funtions u : Ω× Z → R suh that
E
[∫
Z
u2z µ(dz)
]
<∞.
In what follows, given f ∈ L2s(µq) (q > 2) and z ∈ Z, we write f(z, ·) to indiate the funtion
on Zq−1 given by (z1, ..., zq−1)→ f(z, z1, ..., zq−1).
i) The derivative operator D. The derivative operator, denoted by D, transforms random
variables into random funtions. Formally, the domain of D, written domD, is the set of those
random variables F ∈ L2(P) admitting a haoti deomposition (2.7) suh that∑
n>1
nn!‖fn‖2L2(µn) <∞. (2.16)
If F veries (2.16) (that is, if F ∈ domD), then the random funtion z → DzF is given by
DzF =
∑
n>1
nIn−1(f(z, ·)), z ∈ Z. (2.17)
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For instane, if F = I1(f), then DzF is the non-random funtion z → f(z). If F = I2(f),
then DzF is the random funtion
z → 2I1(f(z, ·)). (2.18)
By exploiting the isometri properties of multiple integrals, and thanks to (2.16), one sees
immediately that DF ∈ L2(P;L2(µ)), for every F ∈ domD. Now reall that, in this paper,
the underlying probability spae (Ω,F ,P) is suh that Ω is the olletion of disrete measures
given by (2.1). Fix z ∈ Z; given a random variable F : Ω→ R, we dene Fz to be the random
variable obtained by adding the Dira mass δz to the argument of F . Formally, for every
ω ∈ Ω, we set
Fz(ω) = F (ω + δz). (2.19)
A version of the following result, whose ontent is one of the staples of our analysis, is proved
e.g. in [19, Theorem 6.2℄ (see also [28, Proposition 5.1℄). One should also note that the proof
given in [19℄ applies to the framework of a Radon ontrol measure µ: however, the arguments
extend immediately to the ase of a Borel ontrol measure onsidered in the present paper,
and we do not reprodue them here (see, however, the remarks below). It relates Fz to DzF
and provides a representation of D as a dierene operator.
Lemma 2.7 For every F ∈ domD,
DzF = Fz − F, a.e.−µ(dz). (2.20)
Remark 2.8 1. In the It-type framework detailed in Remark 2.6, we ould alternatively
use the denition of the Malliavin derivative introdued in [28℄, that is,
D(t,x)F =
F(t,x) − F
x
, a.e.−x2dtν(dx).
See also [11℄.
2. When applied to the ase F = I1(f), formula (2.20) is just a onsequene of the straight-
forward relation
Fz − F =
∫
Z
f(x)(N̂ (dx) + δz(dx))−
∫
Z
f(x)N̂(dx) =
∫
Z
f(x)δz(dx) = f(z).
3. To have an intuition of the proof of (2.20) in the general ase, onsider for instane a
random variable of the type F = N̂(A)× N̂(B), where the sets A,B ∈ Zµ are disjoint.
Then, one has that F = I2(f), where f(x, y) = 2
−1{1A(x)1B(y) + 1A(y)1B(x)}. Using
(2.18), we have that
DzF = N̂(B)1A(z) + N̂(A)1B(z), z ∈ Z, (2.21)
and
Fz − F = {N̂ + δz}(A)× {N̂ + δz}(B)− N̂(A)N̂ (B), z ∈ Z.
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Now x z ∈ Z. There are three possible ases: (i) z /∈ A and z /∈ B, (ii) z ∈ A, and (iii)
z ∈ B. If z is as in (i), then Fz = F . If z is as in (ii) (resp. as in (iii)), then
Fz − F = {N̂ + δz}(A) × N̂(B)− N̂(A)N̂ (B) = N̂(B)
(resp.
Fz − F = N̂(A)× {N̂ + δz}(B)− N̂(A)N̂(B) = N̂(A) ).
As a onsequene, one dedues that Fz−F = N̂(B)1A(z)+ N̂ (A)1B(z), so that relation
(2.20) is obtained from (2.21).
4. Observe also that Lemma 2.7 yields that, if F,G ∈ domD are suh that FG ∈ domD,
then
D(FG) = FDG+GDF +DGDF, (2.22)
(see [19, Lemma 6.1℄ for a detailed proof of this fat).
ii) The Skorohod integral δ. Observe that, due to the haoti representation property of N̂ ,
every random funtion u ∈ L2(P, L2(µ)) admits a (unique) representation of the type
uz =
∑
n>0
In(fn(z, ·)), z ∈ Z, (2.23)
where, for every z, the kernel fn(z, ·) is an element of L2s(µn). The domain of the Skorohod
integral operator, denoted by domδ, is dened as the olletions of those u ∈ L2(P, L2(µ))
suh that the haoti expansion (2.23) veries the ondition∑
n>0
(n+ 1)!‖fn‖2L2(µn+1) <∞. (2.24)
If u ∈ domδ, then the random variable δ(u) is dened as
δ(u) =
∑
n>0
In+1(f˜n), (2.25)
where f˜n stands for the anonial symmetrization of f (as a funtion in n + 1 variables).
For instane, if u(z) = f(z) is a deterministi element of L2(µ), then δ(u) = I1(f). If
u(z) = I1(f(z, ·)), with f ∈ L2s(µ2), then δ(u) = I2(f) (we stress that we have assumed f to
be symmetri). The following lassi result, proved e.g. in [19℄, provides a haraterization of
δ as the adjoint of the derivative D.
Lemma 2.9 (Integration by parts formula) For every G ∈ domD and every u ∈ domδ,
one has that
E[Gδ(u)] = E[〈DG,u〉L2(µ)], (2.26)
where
〈DG,u〉L2(µ) =
∫
Z
DzG× u(z)µ(dz).
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iii) The Ornstein-Uhlenbek generator L. The domain of the Ornstein-Uhlenbek generator
(see [16, Chapter 1℄), written domL, is given by those F ∈ L2(P) suh that their haoti
expansion (2.7) veries ∑
n>1
n2n!‖fn‖2L2(µn) <∞.
If F ∈ domL, then the random variable LF is given by
LF = −
∑
n>1
nIn(fn). (2.27)
Note that E(LF ) = 0, by denition. The following result is a diret onsequene of the
denitions of D, δ and L.
Lemma 2.10 For every F ∈ domL, one has that F ∈ domD and DF ∈ domδ. Moreover,
δDF = −LF. (2.28)
Proof. The rst part of the statement is easily proved by applying the denitions of domD
and domδ given above. In view of Proposition 2.3, it is now enough to prove (2.28) for
a random variable of the type F = Iq(f), q > 1. In this ase, one has immediately that
DzF = qIq−1(f(z, ·)), so that δDF = qIq(f) = −LF . ✷
iv) The inverse of L. The domain of L−1, denoted by L20(P), is the spae of entered random
variables in L2(P). If F ∈ L20(P) and F =
∑
n>1 In(fn) (and thus is entered) then
L−1F = −
∑
n>1
1
n
In(fn). (2.29)
2.4 Normal approximation in the Wasserstein distane, via Stein's method
We shall now give a short aount of Stein's method, as applied to normal approximations in
the Wasserstein distane. We denote by Lip(1) the lass of real-valued Lipshitz funtions,
from R to R, with Lipshitz onstant less or equal to one, that is, funtions h that are absolutely
ontinuous and satisfy the relation ‖h′‖∞ 6 1. Given two real-valued random variables U and
Y , the Wasserstein distane between the laws of U and Y , written dW (U, Y ) is dened as
dW (U, Y ) = sup
h∈Lip(1)
|E[h(U)] − E[h(Y )]|. (2.30)
We reall that the topology indued by dW on the lass of probability measures over R is
stritly stronger than the topology of weak onvergene (see e.g. [6℄). We will denote by
N (0, 1) the law of a entered standard Gaussian random variable.
Now letX ∼ N (0, 1). Consider a real-valued funtion h : R→ R suh that the expetation
E[h(X)] is well-dened. The Stein equation assoiated with h and X is lassially given by
h(x) − E[h(X)] = f ′(x)− xf(x), x ∈ R. (2.31)
A solution to (2.31) is a funtion f depending on h whih is Lebesgue a.e.-dierentiable, and
suh that there exists a version of f ′ verifying (2.31) for every x ∈ R. The following result
is basially due to Stein [29, 30℄. The proof of point (i) (whose ontent is usually referred as
Stein's lemma) involves a standard use of the Fubini theorem (see e.g. [3, Lemma 2.1℄). Point
(ii) is proved e.g. in [2, Lemma 4.3℄.
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Lemma 2.11 (i) Let W be a random variable. Then, W
Law
= X ∼ N (0, 1) if, and only if,
E[f ′(W )−Wf(W )] = 0, (2.32)
for every ontinuous and pieewise ontinuously dierentiable funtion f verifying the
relation E|f ′(X)| < ∞.
(ii) If h is absolutely ontinuous with bounded derivative, then (2.31) has a solution fh whih
is twie dierentiable and suh that ‖f ′h‖∞ 6 ‖h′‖∞ and ‖f ′′h‖∞ 6 2‖h′‖∞.
Let FW denote the lass of twie dierentiable funtions, whose rst derivative is bounded
by 1 and whose seond derivative is bounded by 2. If h ∈ Lip(1) and thus ‖h′‖∞ 6 1, then
the solution fh, appearing in Lemma 2.11(ii), satises ‖f ′h‖∞ 6 1 and ‖f ′′h‖∞ 6 2, and hene
fh ∈ FW .
Now onsider a Gaussian random variable X ∼ N (0, 1), and let Y be a generi random
variable suh that EY 2 <∞. By integrating both sides of (2.31) with respet to the law of Y
and by using (2.30), one sees immediately that Point (ii) of Lemma 2.11 implies that
dW (Y,X) 6 sup
f∈FW
|E(f ′(Y )− Y f(Y ))|. (2.33)
Note that the square-integrability of Y implies that the quantity E[Y f(Y )] is well dened
(reall that f is Lipshitz). In the subsequent setions, we will show that one an eetively
bound the quantity appearing on the RHS of (2.33) by means of the operators introdued in
Setion 2.3.
3 A general inequality involving Poisson funtionals
The following estimate, involving the normal approximation of smooth funtionals of N̂ , will
be ruial for the rest of the paper. We use the notation introdued in the previous setion.
Theorem 3.1 Let F ∈ domD be suh that E(F ) = 0. Let X ∼ N (0, 1). Then,
dW (F,X) 6 E
[|1− 〈DF,−DL−1F 〉L2(µ)|]+ ∫
Z
E
[|DzF |2|DzL−1F |]µ(dz) (3.1)
6
√
E
[
(1− 〈DF,−DL−1F 〉L2(µ))2
]
+
∫
Z
E
[|DzF |2|DzL−1F |]µ(dz), (3.2)
where we used the standard notation
〈DF,−DL−1F 〉L2(µ) = −
∫
Z
[DzF ×DzL−1F ] µ(dz).
Moreover, if F has the form F = Iq(f), where q > 1 and f ∈ L2s(µq), then
〈DF,−DL−1F 〉L2(µ) = q−1‖DF‖2L2(µ) (3.3)∫
Z
E
[|DzF |2|DzL−1F |]µ(dz) = q−1 ∫
Z
E
[|DzF |3]µ(dz). (3.4)
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Proof. By virtue of the Stein-type bound (2.33), it is suient to prove that, for every
funtion f suh that ‖f ′‖∞ 6 1 and ‖f ′′‖∞ 6 2 (that is, for every f ∈ FW ), the quantity
|E[f ′(F )−Ff(F )]| is smaller than the RHS of (3.2). To see this, x f ∈ FW and observe that,
by using (2.19), for every ω and every z one has that Dzf(F )(ω) = f(F )z(ω) − f(F )(ω) =
f(Fz)(ω)− f(F )(ω). Now use twie Lemma 2.7, ombined with a standard Taylor expansion,
and write
Dzf(F ) = f(F )z − f(F ) = f(Fz)− f(F ) (3.5)
= f ′(F )(Fz − F ) +R(Fz − F ) = f ′(F )(DzF ) +R(DzF ),
where (due to the fat that ‖f ′′‖∞ 6 2) the mapping y → R(y) is suh that |R(y)| 6 y2 for
every y ∈ R. We an therefore apply (in order) Lemma 2.10 and Lemma 2.9 (in the ase
u = DL−1F and G = f(F )) and infer that
E[Ff(F )] = E[LL−1Ff(F )] = E[−δ(DL−1F )f(F )] = E[〈Df(F ),−DL−1F 〉L2(µ)].
Aording to (3.5), one has that
E[〈Df(F ),−DL−1F 〉L2(µ)] = E[f ′(F )〈DF,−DL−1F 〉L2(µ)] + E[〈R(DF ),−DL−1F 〉L2(µ)].
It follows that
|E[f ′(F )− Ff(F )]| 6 |E[f ′(F )(1 − 〈DF,−DL−1F 〉L2(µ))]|+ |E[〈R(DF ),−DL−1F 〉L2(µ)]|.
By the fat that ‖f ′‖∞ 6 1 and by Cauhy-Shwarz,
|E[f ′(F )(1 − 〈DF,−DL−1F 〉L2(µ))]| 6 E[|1− 〈DF,−DL−1F 〉L2(µ)|]
6
√
E
[
(1− 〈DF,−DL−1F 〉L2(µ))2
]
.
On the other hand, one sees immediately that
|E[〈R(DF ),−DL−1F 〉L2(µ)]| 6
∫
Z
E
[|R(DzF )DzL−1F |]µ(dz)
6
∫
Z
E
[|DzF |2|DzL−1F |]µ(dz),
Relations (3.3) and (3.4) are immediate onsequenes of the denition of L−1 given in (2.29).
The proof is omplete. ✷
Remark 3.2 Note that, in general, the bounds in formulae (3.1)(3.2) an be innite. In the
forthoming Setions 47, we will exhibit several examples of random variables in domD suh
that the bounds in the statement of Theorem 3.1 are nite.
Remark 3.3 Let G be an isonormal Gaussian proess (see [16℄) over some separable Hilbert
spae H, and suppose that F ∈ L2(σ(G)) is entered and dierentiable in the sense of Malli-
avin. Then, the Malliavin derivative of F , noted DF , is a H-valued random element, and in
[13℄ it is proved that one has the following upper bound on the Wasserstein distane between
the law of F and the law of X ∼ N (0, 1):
dW (F,X) 6 E|1− 〈DF,−DL−1F 〉H|,
where L−1 is the inverse of the Ornstein-Uhlenbek generator assoiated with G.
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Now x h ∈ L2(µ). It is lear that the random variable I1(h) = N̂(h) is an element
of domD. One has that DzN̂(h) = h(z); moreover −L−1N̂(h) = N̂(h). Thanks to these
relations, one dedues immediately from Theorem 3.1 the following renement of Part A of
Theorem 3 in [23℄.
Corollary 3.4 Let h ∈ L2(µ) and let X ∼ N (0, 1). Then, the following bound holds:
dW (N̂(h),X) 6
∣∣∣1− ‖h‖2L2(µ)∣∣∣+ ∫
Z
|h(z)|3µ(dz). (3.6)
As a onsequene, if µ(Z) =∞ and if a sequene {hk} ⊂ L2(µ) ∩ L3(µ) veries, as k →∞,
‖hk‖L2(µ) → 1 and ‖hk‖L3(µ) → 0, (3.7)
one has the CLT
N̂(hk)
law−→ X, (3.8)
and the inequality (3.6) provides an expliit upper bound in the Wasserstein distane.
In the following setion, we will use Theorem 3.1 in order to prove general bounds for
the normal approximation of multiple integrals of arbitrary order. As a preparation, we now
present two simple appliations of Corollary 3.4.
Example 3.5 Consider a entered Poisson measure N̂ on Z = R+, with ontrol measure µ
equal to the Lebesgue measure. Then, the random variable k−1/2N̂([0, k]) = N̂(hk), where
hk = k
−1/2
1[0,k], is an element of the rst Wiener haos assoiated with N̂ . Plainly, sine the
random variables N̂((i − 1, i]) (i = 1, ..., k) are i.i.d. entered Poisson with unitary variane,
a standard appliation of the Central Limit Theorem yields that, as k → ∞, N̂(hk) law→ X ∼
N (0, 1). Moreover, N̂(hk) ∈ domD for every k, and DN̂(hk) = hk. Sine
‖hk‖2L2(µ) = 1 and
∫
Z
|hk|3µ(dz) = 1
k1/2
,
one dedues from Corollary 3.4 that
dW (N̂(hk),X) 6
1
k1/2
,
whih is onsistent with the usual Berry-Esséen estimates.
✷
Example 3.6 Fix λ > 0. We onsider the Ornstein-Uhlenbek Lévy proess given by
Y λt =
√
2λ
∫ t
−∞
∫
R
u exp (−λ (t− x)) N̂ (du, dx) , t > 0, (3.9)
where N̂ is a entered Poisson measure over R× R, with ontrol measure given by µ(du, dx) =
ν (du) dx, where ν (·) is positive, non-atomi and normalized in suh a way that ∫
R
u2dν = 1.
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We assume also that
∫
R
|u|3 dν < ∞. Note that Y λt is a stationary moving average Lévy
proess. Aording to [23, Theorem 4℄, on has that, as T →∞,
AλT =
1√
2T/λ
∫ T
0
Y λt dt
law→ X ∼ N (0, 1) .
We shall show that Corollary 3.4 implies the existene of a nite onstant qλ > 0, depending
uniquely on λ, suh that, for every T > 0
dW (A
λ
T ,X) 6
qλ
T 1/2
. (3.10)
To see this, rst use a Fubini theorem in order to represent AλT as an integral with respet to
N̂ , that is, write
AλT =
∫ T
−∞
∫
R
u
[(
2λ
2T/λ
) 1
2
∫ T
x∨0
exp (−λ (t− x)) dt
]
N̂ (du, dx) := N̂(hλT ).
Clearly, AλT ∈ domD and DAλT = hλT . By using the omputations ontained in [23, Proof of
Theorem 4℄, one sees immediately that there exists a onstant βλ, depending uniquely on λ
and suh that ∫
R×R
|hλT (u, x)|3ν(du)dx 6
βλ
T 1/2
.
Sine one has also that |‖hλT ‖2L2(µ)− 1| = O(1/T ), the estimate (3.10) is immediately dedued
from Corollary 3.4.
✷
4 Bounds on the Wasserstein distane for multiple integrals of
arbitrary order
In this setion we establish general upper bounds for multiple Wiener-It integrals of arbitrary
order q > 2, with respet to the ompensated Poisson measure N̂ . Our tehniques hinge on
the forthoming Theorem 4.2, whih uses the produt formula (2.14) and the inequality (3.2).
4.1 The operators Gqp and Ĝ
q
p
Fix q > 2 and let f ∈ L2s(µq). The operator Gqp transforms the funtion f , of q variables, into
a funtion Gqpf of p variables, where p an be as large as 2q. When p = 0, we set
Gq0f = q!‖f‖2L2(µq)
and, for every p = 1, ..., 2q, we dene the funtion (z1, ..., zp) → Gqpf(z1, ..., zp), from Zp into
R, as follows:
Gqpf(z1, ..., zp) =
q∑
r=0
r∑
l=0
1{2q−r−l=p}r!
(
q
r
)2(r
l
)
f˜ ⋆lr f(z1, ..., zp), (4.1)
where the `star' ontrations have been dened in formulae (2.8) and (2.9), and the tilde ˜ 
indiates a symmetrization. The notation (4.1) is mainly introdued in order to give a more
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ompat representation of the RHS of (2.14) when g = f . Indeed, suppose that f ∈ L2s(µq)
(q > 2), and that f ⋆lr f ∈ L2(µ2q−r−l) for every r = 0, ..., q and l = 1, ..., r suh that l 6= r;
then, by using (2.14) and (4.1), one dedues that
Iq(f)
2 =
2q∑
p=0
Ip(G
q
pf), (4.2)
where I0(G
q
0f) = G
q
0f = q!‖f‖2L2(µq). Note that the advantage of (4.2) (over (2.14)) is that
the square Iq(f)
2
is now represented as an orthogonal sum of multiple integrals. As before,
given f ∈ L2s(µq) (q > 2) and z ∈ Z, we write f(z, ·) to indiate the funtion on Zq−1 given
by (z1, ..., zq−1) → f(z, z1, ..., zq−1). To simplify the presentation of the forthoming results,
we now introdue a further assumption.
Assumption A. For the rest of the paper, whenever onsidering a kernel f ∈ L2s(µq), we will
impliitly assume that every ontration of the type
(z1, ..., z2q−r−l) −→ |f | ⋆lr |f |(z1, ..., z2q−r−l)
is well-dened and nite for every r = 1, ..., q, every l = 1, ..., r and every (z1, ..., z2q−r−l) ∈
Z2q−r−l.
Assumption A ensures, in partiular, that the following relations are true for every r =
0, ...., q − 1, every l = 0, ..., r and every (z1, ..., z2(q−1)−r−l) ∈ Z2(q−1)−r−l:
∫
Z
[f(z, ·) ⋆lr f(z, ·)]µ(dz)={f ⋆l+1r+1 f}, and
∫
Z
[ ˜f(z, ·) ⋆lr f(z, ·)]µ(dz)=
{
˜f ⋆l+1r+1 f
}
(note that the symmetrization on the LHS of the seond equality does not involve the variable
z).
The notation Gq−1p f(z, ·) (p = 0, ..., 2(q − 1)) stands for the ation of the operator Gq−1p
(dened aording to (4.1)) on f(z, ·), that is,
Gq−1p f(z, ·)(z1, ..., zp) (4.3)
=
q−1∑
r=0
r∑
l=0
1{2(q−1)−r−l=p}r!
(
q − 1
r
)2(r
l
)
˜f(z, ·) ⋆lr f(z, ·)(z1, ..., zp).
For instane, if f ∈ L2s(µ3), then
G21f(z, ·)(a) = 4× f(z, ·) ⋆12 f(z, ·)(a) = 4
∫
Z
f(z, a, u)2µ(du).
Note also that, for a xed z ∈ Z, the quantity Gq−10 f(z, ·) is given by the following onstant
Gq−10 f(z, ·) = (q − 1)!
∫
Zq−1
f2(z, ·)dµq−1. (4.4)
Finally, for every q > 2 and every f ∈ L2s(µq), we set
Ĝq0f =
∫
Z
Gq−10 f(z, ·)µ(dz) = q−1Gq0f = (q − 1)!‖f‖2L2(µq),
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and, for p = 1, ..., 2(q − 1), we dene the funtion (z1, ..., zp) → Ĝqpf(z1, ..., zp), from Zp into
R, as follows:
Ĝqpf(·) =
∫
Z
Gq−1p f(z, ·)µ(dz), (4.5)
or, more expliitly,
Ĝqpf(z1, ..., zp)
=
∫
Z
q−1∑
r=0
r∑
l=0
1{2(q−1)−r−l=p}r!
(
q − 1
r
)2(r
l
)
˜f(z, ·) ⋆lr f(z, ·)(z1, ..., zp)µ(dz) (4.6)
=
q∑
t=1
t∧(q−1)∑
s=1
1{2q−t−s=p}(t− 1)!
(
q − 1
t− 1
)2(t− 1
s− 1
)
f˜ ⋆st f(z1, ..., zp), (4.7)
where in (4.7) we have used the hange of variables t = r+1 and s = l+1, as well as the fat
that p > 1. We stress that the symmetrization in (4.6) does not involve the variable z.
4.2 Bounds on the Wasserstein distane
When q > 2 and µ(Z) = ∞, we shall fous on kernels f ∈ L2s(µq) verifying the following
tehnial ondition: for every p = 1, ..., 2(q − 1),∫
Z
[√∫
Zp
{Gq−1p f(z, ·)}2 dµp
]
µ(dz) <∞. (4.8)
As will beome lear from the subsequent disussion, the requirement (4.8) is used to justify
a Fubini argument.
Remark 4.1 1. When q = 2, one dedues from (4.3) that G11f(z, ·)(x) = f(z, x)2 and
G12f(z, ·)(x, y) = f(z, x)f(z, y). It follows that, in this ase, ondition (4.8) is veried if,
and only if, the following relation holds:∫
Z
√∫
Z
f(z, a)4 µ(da) µ(dz) <∞. (4.9)
Indeed, sine f is square-integrable, the additional relation∫
Z
√∫
Z2
f(z, a)2f(z, b)2µ(da)µ(db) µ(dz) <∞ (4.10)
is always satised, sine∫
Z
√∫
Z2
f(z, a)2f(z, b)2µ(da)µ(db)µ(dz) = ‖f‖2L2(µ2).
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2. From relation (4.3), one dedues immediately that (4.8) is implied by the following
(stronger) ondition: for every p = 1, ..., 2(q−1) and every (r, l) suh that 2(q−1)−r−l =
p ∫
Z
[√∫
Zp
{f(z, ·) ⋆lr f(z, ·)}2 dµp
]
µ(dz) <∞. (4.11)
3. When µ(Z) <∞ and ∫
Z
[∫
Zp
{Gq−1p f(z, ·)}2 dµp
]
µ(dz) <∞,
ondition (4.8) is automatially satised (to see this, just apply the Cauhy-Shwarz
inequality).
4. Arguing as in the previous point, a suient ondition for (4.8) to be satised, is that
the support of the symmetri funtion f is ontained in a set of the type A × · · · × A
where A is suh that µ(A) <∞ .
Theorem 4.2 (Wasserstein bounds on a xed haos) Fix q > 2 and let X ∼ N (0, 1).
Let f ∈ L2s(µq) be suh that:
(i) whenever µ(Z) =∞, ondition (4.8) is satised for every p = 1, ..., 2(q − 1);
(ii) for dµ-almost every z ∈ Z, every r = 1, ..., q − 1 and every l = 0, ..., r − 1, the kernel
f(z, ·) ⋆lr f(z, ·) is an element of L2s(µ2(q−1)−r−l).
Denote by Iq(f) the multiple Wiener-It integral, of order q, of f with respet to N̂ . Then,
the following bound holds:
dW (Iq(f),X) 6√√√√√(1− q!‖f‖2
L2(µq)
)2 + q2
2(q−1)∑
p=1
p!
∫
Zp
{
Ĝqpf
}2
dµp (4.12)
+ q2
√
(q − 1)!‖f‖2
L2(µq)
×
√√√√√2(q−1)∑
p=0
p!
∫
Z
{∫
Zp
Gq−1p f(z, ·)2dµp
}
µ(dz), (4.13)
where the notations Ĝqpf and G
q−1
p f(z, ·) are dened, respetively, in (4.5)(4.7) and (4.3).
Moreover, the bound appearing on the RHS of (4.12)(4.13) an be assessed by means of the
following estimate:√√√√√(1− q!‖f‖2
L2(µq)
)2 + q2
2(q−1)∑
p=1
p!
∫
Zp
{
Ĝqpf
}2
dµp 6 |1− q!‖f‖2L2(µq)| (4.14)
+ q
q∑
t=1
t∧(q−1)∑
s=1
1{26t+s62q−1}(2q − t− s)!1/2(t− 1)!1/2 × (4.15)
×
(
q − 1
t− 1
)(
t− 1
s− 1
)1/2
‖f ⋆st f‖L2(µ2q−t−s),
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Also, if one has that
f ⋆q−bq f ∈ L2(µb), ∀b = 1, ..., q − 1, (4.16)
then, √√√√√2(q−1)∑
p=0
p!
∫
Z
{∫
Zp
Gq−1p f(z, ·)2dµp
}2
µ(dz) 6 (4.17)
q∑
b=1
b−1∑
a=0
1{16a+b62q−1}(a+ b)!
1/2(q − a− 1)!1/2 × (4.18)
×
(
q − 1
q − 1− a
)(
q − 1− a
q − b
)1/2
‖f ⋆ab f‖L2(µ2q−a−b).
Remark 4.3 1. There are ontration norms in (4.18) that do not appear in the previous
formula (4.15), and vie versa. For example, in (4.18) one has ‖f ⋆0b f‖L2(µ2q−b), where
b = 1, ..., q (this orresponds to the ase b ∈ {1, ..., q} and a = 0). By using formula
(2.13), these norms an be omputed as follows:
‖f ⋆0b f‖L2(µ2q−b) = ‖f ⋆q−bq f‖L2(µb), b = 1, ..., q − 1; (4.19)
‖f ⋆0q f‖L2(µq) =
√∫
Zq
f4dµq. (4.20)
We stress that f2 = f ⋆0q f , and therefore f ⋆
0
q f ∈ L2(µq) if, and only if, f ∈ L4(µq).
2. One should ompare Theorem 4.2 with Proposition 3.2 in [13℄, whih provides upper
bounds for the normal approximation of multiple integrals with respet to an isonormal
Gaussian proess. The bounds in [13℄ are also expressed in terms of ontrations of the
underlying kernel.
Example 4.4 (Double integrals). We onsider a double integral of the type I2(f), where
f ∈ L2s(µ2) satises (4.9) (aording to Remark 4.1(1), this implies that (4.8) is satised). We
suppose that the following three onditions are satised: (a) EI2(f)
2 = 2‖f‖2L2(µ2) = 1, (b)
f ⋆12 f ∈ L2(µ1) and () f ∈ L4(µ2). Sine q = 2 here, one has f(z, ·) ⋆01 f(z, ·)(a) = f(z, a)2
whih is square-integrable, and hene Assumption (ii) and ondition (4.16) in Theorem 4.2 are
veried. Using relations (4.19)(4.20), we an dedue the following bound on the Wasserstein
distane between the law of I2(f) and the law of X ∼ N (0, 1):
dW (I2(f),X) (4.21)
6
√
8‖f ⋆11 f‖L2(µ2) +
{
2 +
√
8(1 +
√
6)
}
‖f ⋆12 f‖L2(µ2) + 4
√∫
Z2
f4dµ2.
To obtain (4.21), observe rst that, sine assumption (a) above is in order, then relations
(4.12)(4.13) in the statement of Theorem 4.2 yield that
dW (I2(f),X) 6 0 + (4.15) + 2
3/2 × (4.18).
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To onlude observe that
(4.15) = 2{21/2‖f ⋆11 f‖L2(µ2) + ‖f ⋆12 f‖L2(µ)}
and
(4.18) = ‖f ⋆12 f‖L2(µ){3!1/2 + 1}+ 21/2‖f‖2L4(µ2),
sine ‖f ⋆12 f‖L2(µ) = ‖f ⋆01 f‖L2(µ3). A general statement, involving random variables of the
type F = I1(g) + I2(h) is given in Theorem 6.1.
✷
Example 4.5 (Triple integrals). We onsider a random variable of the type I3(f), where
f ∈ L2s(µ3) veries (4.8) (for instane, aording to Remark 4.1(4), we may assume that f
has support ontained in some retangle of nite µ3-measure). We shall also suppose that
the following three onditions are satised: (a) EI3(f)
2 = 3!‖f‖2L2(µ3) = 1, (b) For every
r = 1, ..., 3, and every l = 1, ..., r∧2, one has that f ⋆lr f ∈L2(µ6−r−l), and () f ∈ L4(µ3). One
an hek that all the assumptions in the statement of Theorem 4.2 (in the ase q = 3) are
satised. In view of (4.19)(4.20), we therefore dedue (exatly as in the previous example and
after some tedious bookkeeping!) the following bound on the Wasserstein distane between
the law of I3(f) and the law of X ∼ N (0, 1):
dW (I3(f),X) 6 3(4!
1/2)‖f ⋆11 f‖L2(µ4) + (6 + 2
√
18)(3!1/2)‖f ⋆12 f‖L2(µ3) (4.22)
+6
√
2‖f ⋆22 f‖L2(µ2) + {6 +
√
18(4 + 2(4!1/2))}‖f ⋆13 f‖L2(µ2)
+{
√
18(21/2 + 5!1/2) + 6}‖f ⋆23 f‖L2(µ1)
+{33/2(181/2)}
√∫
Z3
f4dµ3.
✷
Proof of Theorem 4.2. First observe that, aording to Theorem 3.1, we have that
dW (Iq(f),X) 6
√√√√E[(1− 1
q
‖DIq(f)‖2L2(µ)
)2]
+
1
q
∫
Z
E|DzIq(f)|3µ(dz).
The rest of the proof is divided in four steps:
(S1) Proof of the fat that
√
E
[(
1− 1q‖DIq(f)‖2L2(µ)
)2]
is less or equal to the quantity
appearing at the line (4.12).
(S2) Proof of the fat that
1
q
∫
Z E|DzIq(f)|3µ(dz) is less or equal to the quantity appearing
at the line (4.13).
(S3) Proof of the estimate displayed in formulae (4.14)(4.15).
(S4) Proof of the estimate in formulae (4.17)(4.18), under the assumption (4.16).
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Step (S1). Start by dening Af as the olletion of those z ∈ Z suh that Assumption (ii)
in the statement is violated, that is,
Af =
{
z ∈ Z : ∃r = 1, ..., q − 1, l = 0, ..., r − 1 : f(z, ·) ⋆lr f(z, ·) /∈ L2s(µ2(q−1)−r−l)
}
.
By assumption, one has that µ(Af ) = 0. By writing
Aqf = Af × · · · ×Af︸ ︷︷ ︸
q times
∈ Zq,
one also dedues that µq(Aqf ) = 0. As a onsequene, Iq(f) = Iq(f1Aqf
), a.s.-P. It follows
that, by replaing f with f1Aq
f
(and without loss of generality), we an assume for the rest of
the proof that the following stronger assumption is veried:
(ii
′
) For every z ∈ Z, every r = 1, ..., q − 1 and every l = 0, ..., r − 1, one has that f(z, ·) ⋆lr
f(z, ·) ∈ L2s(µ2(q−1)−r−l).
Now use (2.17) to write DzIq(f) = qIq−1(f(z, ·)), z ∈ Z. By virtue of the multipliation
formula (2.14), in partiular (4.2), and by adopting the notation (4.1), we infer that, for every
z ∈ Z
{DzIq(f)}2 = qq!
∫
Zq−1
f2(z, ·)dµq−1 + q2
2(q−1)∑
p=1
Ip(G
q−1
p f(z, ·)). (4.23)
Sine (4.8) is in order, one has that, for every p = 1, ..., 2(q − 1),
E
∫
Z
|Ip(Gq−1p f(z, ·))|µ(dz) 6
∫
Z
√
p!
∫
Zp
Gq−1p f(z, ·)2dµpµ(dz) <∞, (4.24)
where we have used the Cauhy-Shwarz inequality, ombined with the isometri properties
of multiple integrals, as well as the fat that, for every z ∈ Z,∫
Zp
[
˜Gq−1p f(z, ·)
]2
dµp 6
∫
Zp
Gq−1p f(z, ·)2dµp.
Relations (4.23)(4.24) yield that one an write
1
q
‖DIq(f)‖2L2(µ) − 1 =
1
q
∫
Z
{DzIq(f)}2µ(dz)− 1 (4.25)
= q!‖f‖2L2(µq) − 1 + q
2(q−1)∑
p=1
∫
Z
Ip(G
q−1
p f(z, ·))µ(dz).
Sine assumption (4.8) is in order, one has that, for every p = 1, ..., 2(q − 1),
E
[(∫
Z
Ip(G
q−1
p f(z, ·))µ(dz)
)2]
(4.26)
6
∫
Z2
E
∣∣Ip(Gq−1p f(z, ·))Ip(Gq−1p f(z′, ·))∣∣ µ(dz)µ(dz′)
6 p !
{∫
Z
√∫
Zp
{Gq−1p f(z, ·)}2dµp µ(dz)
}2
<∞,
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and one an easily verify that, for 1 6 p 6= l 6 2(q − 1), the random variables∫
Z
Ip(G
q−1
p f(z, ·))µ(dz) and
∫
Z
Il(G
q−1
l f(z, ·))µ(dz)
are orthogonal in L2(P). It follows that
E
[(
1− 1
q
‖DIq(f)‖2L2(µ)
)2]
= (q!‖f‖2L2(µq)−1)2+q2
2(q−1)∑
p=1
E
[(∫
Z
Ip(G
q−1
p f(z, ·))µ(dz)
)2]
,
so that the estimate √√√√E[(1− 1
q
‖DIq(f)‖2L2(µ)
)2]
6 (4.12)
is proved, one we show that
E
[(∫
Z
Ip(G
q−1
p f(z, ·))µ(dz)
)2]
6 p!
∫
Zp
{
Ĝqpf
}2
dµp. (4.27)
The proof of (4.27) an be ahieved by using the following relations:
E
[(∫
Z
Ip(G
q−1
p f(z, ·))µ(dz)
)2]
=
∫
Z
∫
Z
E[Ip(G
q−1
p f(z, ·)Ip(Gq−1p f(z′, ·)]µ(dz)µ(dz′) (4.28)
= p!
∫
Z
∫
Z
[∫
Zp
˜Gq−1p f(z, ·) ˜Gq−1p f(z′, ·)dµp
]
µ(dz)µ(dz′)
= p!
∫
Zp
[∫
Z
˜Gq−1p f(z, ·)µ(dz)
]2
dµp 6 p!
∫
Zp
[∫
Z
Gq−1p f(z, ·)µ(dz)
]2
dµp
= p!
∫
Zp
{
Ĝqpf
}2
dµp.
Note that the use of the Fubini theorem in the equality (4.28) is justied by the hain of
inequalities (4.26), whih is in turn a onsequene of assumption (4.8).
Step (S2). First reall that
E
[
q−1‖DIq(f)‖2L2(µ)
]
= E[Iq(f)
2] = q!‖f‖2L2(µq).
Now use the Cauhy-Shwarz inequality, in order to write
1
q
E
[∫
Z
|DzIq(f)|3µ(dz)
]
6
1
q
√
E
[
‖DIq(f)‖2L2(µ)
]
×
√∫
Z
E[(DzIq(f))4]µ(dz) (4.29)
=
√
(q − 1)!‖f‖2
L2(µq)
×
√∫
Z
E[(DzIq(f))4]µ(dz). (4.30)
By using (4.4) and (4.23), one dedues immediately that
{DzIq(f)}2 = q2
2(q−1)∑
p=0
Ip[G
q−1
p f(z, ·)].
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As a onsequene,√∫
Z
E[DzIq(f)4]µ(dz) 6 q
2
√√√√√2(q−1)∑
p=0
p!
∫
Z
{∫
Zp
Gq−1p f(z, ·)2dµp
}
µ(dz) (4.31)
6 q2
2(q−1)∑
p=0
p!1/2
√∫
Z
{∫
Zp
Gq−1p f(z, ·)2dµp
}
µ(dz),
yielding the desired inequality.
Step (S3). By using several times the inequality
√
a+ b 6
√
a+
√
b (a, b > 0) one sees that,
in order to prove (4.14)(4.15), it is suient to show that
2(q−1)∑
p=1
p!1/2
√∫
Zp
{
Ĝqpf
}2
dµp
6
q∑
t=1
t∧(q−1)∑
s=1
1{26t+s62q−1}(2q − t− s)!1/2(t− 1)!1/2
(
q − 1
t− 1
)(
t− 1
s− 1
)1/2
‖f ⋆st f‖L2(µ2q−t−s).
To see this, use (4.7) and the fat that (by (2.6)) ‖f˜ ⋆st f‖L2(µ2q−t−s) 6 ‖f ⋆st f‖L2(µ2q−t−s), to
obtain that
2(q−1)∑
p=1
p!1/2
√∫
Zp
{
Ĝqpf
}2
dµp
6
2(q−1)∑
p=1
p!1/2
q∑
t=1
t∧(q−1)∑
s=1
1{2q−t−s=p}(t− 1)!1/2
(
q − 1
t− 1
)(
t− 1
s− 1
)1/2
‖f ⋆st f‖L2(µ2q−t−s),
and then exploit the relation
2(q−1)∑
p=1
p!1/2
q∑
t=1
t∧(q−1)∑
s=1
1{2q−t−s=p} =
q∑
t=1
t∧(q−1)∑
s=1
1{26t+s62q−1}(2q − t− s)!1/2.
Step (S4). By using (4.3) and some standard estimates, we dedue that
2(q−1)∑
p=0
p!1/2
√∫
Z
{∫
Zp
Gq−1p f(z, ·)2dµp
}
µ(dz)
6
2(q−1)∑
p=0
p!1/2
q−1∑
r=0
r∑
l=0
1{2(q−1)−r−l=p}r!
1/2
(
q − 1
r
)(
r
l
)1/2
× (4.32)
×
√∫
Z
∫
Zp
[f(z, ·) ⋆lr f(z, ·)]2dµpµ(dz). (4.33)
We laim that, if (4.16) is satised, then, for every r = 0, ..., q − 1 and l = 0, ..., r∫
Z
∫
Zp
[f(z, ·) ⋆lr f(z, ·)]2dµpµ(dz) =
∫
Zl+r+1
[f ⋆q−1−rq−l f ]
2dµl+r+1. (4.34)
In the two `easy' ases
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(a) r = q − 1 and l = 1, ..., q − 1,
(b) r = 1, ..., q − 1 and l = 0,
relation (4.34) an be dedued by a standard use of the Fubini theorem (assumption (4.16) is
not needed here). Now x p = 1, ..., 2q − 2, as well as r = 1, ...q − 2 and l = 0, ..., r in suh a
way that 2(q − 1)− r − l = p. For every xed z ∈ Z, write |f(z, ·)| ⋆lr |f(z, ·)| to indiate the
ontration of indies (r, l) obtained from the positive kernel |f(z, ·)|. Note that, for z xed,
suh a ontration is a funtion on Zp, and also, in general, |f(z, ·)|⋆lr |f(z, ·)| > f(z, ·)⋆lr f(z, ·)
and |f(z, ·)|⋆lr |f(z, ·)| 6= f(z, ·)⋆lr f(z, ·). By a standard use of the Cauhy-Shwarz inequality
and of the Fubini theorem, one sees that∫
Z
∫
Zp
[
|f(z, ·)| ⋆lr |f(z, ·)|
]2
dµpµ(dz) 6 ‖f ⋆q−1−r+lq f‖2L2(µr−l−1) <∞, (4.35)
where the last relation is a onsequene of assumption (4.16) as well as of the fat that, by
onstrution, 1 6 1 + r − l 6 q − 1. Relation (4.35) implies that one an apply the Fubini
Theorem to the quantity ∫
Z
∫
Zp
[f(z, ·) ⋆lr f(z, ·)]2dµpµ(dz)
(by rst writing the ontrations f(z, ·) ⋆lr f(z, ·) in an expliit form), so to obtain the desired
equality (4.34). By plugging (4.34) into (4.32) and by applying the hange of variables a =
q− 1− r and b = q− l, one dedues (4.17)(4.18). This onludes the proof of Theorem 4.2.✷
5 Central limit theorems
We onsider here CLTs. The results of this setion generalize the main ndings of [23℄. The
following result uses Theorem 4.2 in order to establish a general CLT for multiple integrals of
arbitrary order.
Theorem 5.1 (CLTs on a xed haos) Let X ∼ N (0, 1). Suppose that µ(Z) = ∞, x
q > 2, and let Fk = Iq(fk), k > 1, be a sequene of multiple stohasti Wiener-It integrals
of order q. Suppose that, as k → ∞, the normalization ondition E(F 2k ) = q!‖fk‖2L2(µq) → 1
takes plae. Assume moreover that the following three onditions hold:
(I) For every k > 1, the kernel fk veries (4.8) for every p = 1, ..., 2(q − 1).
(II) For every r = 1, ..., q, and every l = 1, ..., r∧(q − 1), one has that fk ⋆lr fk∈L2(µ2q−r−l)
and also ‖fk ⋆lr fk‖L2(µ2q−r−l) → 0 (as k →∞).
(III) For every k > 1, one has that
∫
Zq f
4
k dµ
q <∞ and, as k →∞, ∫Zq f4k dµq → 0.
Then, Fk
law→ X, as k →∞, and formulae (4.14)(4.20) provide expliit bounds in the Wasser-
stein distane dW (Iq(fk),X).
Proof. First note that the fat that fk ⋆
l
r fk ∈ L2(µ2q−r−l) for every r = 1, ..., q and every
l = 1, ..., r ∧ (q − 1) (due to Assumption (II)) imply that Assumption (ii) in the statement
of Theorem 4.2 holds for every k > 1 (with fk replaing f ), and also (by using (4.19)) that
ondition (4.16) is satised by eah kernel fk. Now observe that, if Assumptions (I)-(III) are in
order and if E(F 2k ) = q!‖fk‖2L2(µq) → 1, then relations (4.14)(4.20) imply that dW (Fk,X)→ 0.
Sine onvergene in the Wasserstein distane implies onvergene in law, the onlusion is
immediately dedued.
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✷Example 5.2 Consider a sequene of double integrals of the type I2(fk), k > 1 where fk ∈
L2s(µ
2) satises (4.9) (aording to Remark 4.1(1), this implies that (4.8) is satised). We
suppose that the following three onditions are satised: (a) EI2(fk)
2 = 2‖fk‖2L2(µ2) = 1, (b)
fk ⋆
1
2 fk ∈ L2(µ1) and () fk ∈ L4(µ2). Then, aording to Theorem 5.1, a suient ondition
in order to have that (as k →∞)
I2(fk)
law→ N (0, 1) (5.1)
is that
‖fk‖L4(µ2) → 0, (5.2)
‖fk ⋆12 fk‖L2(µ) → 0, and ‖fk ⋆11 fk‖L2(µ2) → 0. (5.3)
This last fat oinides with the ontent of Part 1 of Theorem 2 in [23℄, where one an nd
an alternate proof based on a deoupling tehnique, known as the priniple of onditioning
(see e.g. Xue [34℄). Note that an expliit upper bound for the Wasserstein distane an be
dedued from relation (4.21).
✷
Example 5.3 Consider a sequene of random variables of the type I3(fk), k > 1, with unitary
variane and verifying Assumption (I) in the statement of Theorem 5.1. Then, aording to
the onlusion of Theorem 5.1, a suient ondition in order to have that, as k →∞,
I3(fk)
law−→ X ∼ N (0, 1),
is that the following six quantities onverge to zero:
‖fk ⋆11 fk‖L2(µ4), ‖fk ⋆12 fk‖L2(µ3), ‖fk ⋆22 fk‖L2(µ2),
‖fk ⋆13 fk‖L2(µ2), ‖fk ⋆23 fk‖L2(µ1), and ‖fk‖L4(µ3).
Moreover, an expliit upper bound in the Wasserstein distane is given by the estimate (4.22).
✷
The following result, proved in [23, Theorem 2℄, represents a ounterpart to the CLTs for
double integrals disussed in Example 5.2.
Proposition 5.4 (See [23℄) Consider a sequene Fk = I2(fk), k > 1, of double integrals
verifying assumptions (a), (b) and () of Example 5.2. Suppose moreover that (5.2) takes
plae. Then,
1. if Fk ∈ L4 (P) for every k, a suient ondition to have (5.3) is that
E
(
F 4k
)→ 3; (5.4)
2. if the sequene
{
F 4k : k > 1
}
is uniformly integrable, then onditions (5.1), (5.3) and
(5.4) are equivalent.
For the time being, it seems quite hard to prove a result analogous to Proposition 5.4 for
a sequene of multiple integrals of order q > 3.
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6 Sum of a single and a double integral
As we will see in the forthoming Setion 7, when dealing with quadrati funtionals of stohas-
ti proesses built from ompletely random measures, one needs expliit bounds for random
variables of the type F = I1(g) + I2(h), that is, random variables that are the sum of a single
and a double integral. The following result, that an be seen as a generalization of Part B of
Theorem 3 in [23℄, provides expliit bounds for random variables of this type.
Theorem 6.1 Let F = I1(g) + I2(h) be suh that
(I) The funtion g belongs to L2(µ) ∩ L3(µ);
(II) The kernel h ∈ L2s(µ2) is suh that: (a) h ⋆12 h ∈ L2(µ1), (b) relation (4.9) is veried,
with h replaing f , and () h ∈ L4(µ2).
Then, one has the following upper bound on the Wasserstein distane between the law of F
and the law of X ∼ N (0, 1):
dW (F,X) (6.1)
6
∣∣∣1− ‖g‖2L2(µ) − 2‖h‖2L2(µ2)∣∣∣+ 2‖h ⋆12 h‖L2(µ)
+
√
8‖h ⋆11 h‖L2(µ2) + 3‖g ⋆11 h‖L2(µ) + 32‖g‖3L3(µ)
+4‖h‖L2(µ2) ×
{
‖h‖2L4(µ2) + 21/2‖h ⋆12 h‖L2(µ)
}
.
The following inequality also holds:
‖g ⋆11 h‖L2(µ) 6 ‖g‖L2(µ) × ‖h ⋆11 h‖1/2L2(µ2). (6.2)
Proof. Thanks to Theorem 3.1, we know that dW (F,X) is less or equal to the RHS of (3.2).
We also know that
DzF = g(z) + 2I1(h(z, ·)), and −DzL−1F = g(z) + I1(h(z, ·)).
By using the multipliation formula (2.14) (in the ase p = q = 1) as well as a Fubini argument,
one easily dedues that∫
Z
DzF × (−DzL−1F )µ(dz) = ‖g‖2L2(µ) + 2‖h‖2L2(µ2)+2I1(h ⋆12 h) + 2I2(h ⋆11 h)+3I1(g ⋆11 h).
This last relation yields√
E
[
(1− 〈DF,−DL−1F 〉L2(µ))2
]
(6.3)
6
∣∣∣1− ‖g‖2L2(µ) − 2‖h‖2L2(µ2)∣∣∣+ 2‖h ⋆12 h‖L2(µ) +√8‖h ⋆11 h‖L2(µ2) + 3‖g ⋆11 h‖L2(µ).
To onlude the proof, one shall use the following relations, holding for every real a, b:
(a+ 2b)2|a+ b| 6 (|a|+ 2|b|)2(|a|+ |b|) 6 (|a|+ 2|b|)3 6 4|a|3 + 32|b|3. (6.4)
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By applying (6.4) in the ase a = g(z) and b = I1(h(z, ·)), one dedues that∫
Z
E
[|DzF |2|DzL−1F |]µ(dz) (6.5)
6 4E
∫
Z
|I1(h(z, ·))|3µ(dz) + 32
∫
Z
|g(z)|3µ(dz).
By using the Cauhy-Shwarz inequality, one infers that
4E
∫
Z
|I1(h(z, ·))|3µ(dz)
6
√
E
∫
Z
|I1(h(z, ·))|4µ(dz) × 4‖h‖L2(µ2), (6.6)
and (6.1) is dedued from the equality
E
∫
Z
|I1(h(z, ·))|4µ(dz) = 2‖h ⋆12 h‖2L2(µ) + ‖h‖4L4(µ2).
Formula (6.2) is one again an elementary onsequene of the Cauhy-Shwarz inequality. ✷
Remark 6.2 Consider a sequene of vetors (Fk,Hk), k > 1 suh that: (i) Fk = I2(fk),
k > 1, is a sequene of double integrals verifying assumptions (a), (b) and () in Example 5.2,
and (ii) Hk = I1(hk), k > 1, is a sequene of single integrals with unitary variane. Suppose
moreover that the asymptoti relations in (3.7), (5.2) and (5.3) take plae. Then, the estimates
(6.1)(6.2) yield that, for every (α, β) 6= (0, 0), the Wasserstein distane between the law of
1√
α2 + β2
(αFk + βHk)
and the law of X ∼ N (0, 1), onverges to zero as k → ∞, thus implying that (Fk,Hk)
onverges in law to a vetor (X,X ′) of i.i.d. standard Gaussian random variables. Roughly
speaking, this last fat implies that, when assessing the asymptoti joint Gaussianity of a
vetor suh as (Fk,Hk), one an study separately the one-dimensional sequenes {Fk} and
{Hk}. This phenomenon oinides with the ontent of Part B of Theorem 3 in [23℄. See [15℄,
[17℄ and [24℄ for similar results involving vetors of multiple integrals (of arbitrary order) with
respet to Gaussian random measures.
7 Appliations to non-linear funtionals of Ornstein-Uhlenbek
Lévy proesses
As an illustration, in this setion we fous on CLTs related to Ornstein-Uhlenbek Lévy pro-
esses, that is, proesses obtained by integrating an exponential kernel of the type
x→
√
2λ× e−λ(t−x)1{x6t},
with respet to an independently sattered random measure. Ornstein-Uhlenbek Lévy pro-
esses have been reently applied to a variety of frameworks, suh as nane (where they are
used to model stohasti volatility  see e.g. [1℄) or non-parametri Bayesian survival analysis
(where they represent random hazard rates  see e.g. [4, 12, 20℄). In partiular, in the refer-
enes [4℄ and [20℄ it is shown that one an use some of the CLTs of this setion in the ontext
of Bayesian prior speiation.
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7.1 Quadrati funtionals of Ornstein-Uhlenbek proesses
We onsider the stationary Ornstein-Uhlenbek Lévy proess given by
Y λt =
√
2λ
∫ t
−∞
∫
R
u exp (−λ (t− x)) N̂ (du, dx) , t > 0, (7.1)
where N̂ is a entered Poisson measure over R× R, with ontrol measure given by ν (du) dx,
where ν (·) is positive, non-atomi and σ-nite. We assume also that ∫ ujν (du) < ∞ for
j = 2, 3, 4, 6, and
∫
u2ν (du) = 1. In partiular, these assumptions yield that
E
[(
Y λt
)2]
= 2λ
∫ t
−∞
∫
R
u2e−2λ(t−x)ν (du) dx = 1.
The following result has been proved in [23, Theorem 5℄.
Theorem 7.1 (See [23℄) For every λ > 0, as T →∞,
Q(T, λ) :=
√
T
{
1
T
∫ T
0
(
Y λt
)2
dt− 1
}
law−→
√
1
λ
+ c2ν ×X, (7.2)
where c2ν :=
∫
u4ν(du) and X ∼ N (0, 1) is a entered standard Gaussian random variable.
By using Theorem 6.1, one an obtain the following Berry-Esséen estimate on the CLT
appearing in (7.2) (ompare also with Example 3.6).
Theorem 7.2 Let Q(T, λ), T > 0, be dened as in (7.2), and set
Q˜(T, λ) := Q(T, λ)/
√
1
λ
+ c2ν .
Then, there exists a onstant 0 < γ(λ) <∞, independent of T and suh that
dW (Q˜(T, λ),X) 6
γ(λ)√
T
. (7.3)
Proof. Start by introduing the notation
Hλ,T
(
u, x;u,′ x′
)
=
(
u× u′) 1(−∞,T ]2 (x, x′)
T
√
1
λ + c
2
ν
{
eλ(x+x
′)
(
1− e−2T )1(x∨x′60)+ (7.4)
+ eλ(x+x
′)
(
e−2λ(x∨x
′) − e−2λT
)
1(x∨x′>0)
}
,
H∗λ,T (u, x) = u
21(−∞,T ] (x)
T
√
1
λ + c
2
ν
{
e2λx
(
1− e−2T )1(x60) + e2λx (e−2λx − e−2λT)1(x>0)} .
As a onsequene of the multipliation formula (2.14) and of a standard Fubini argument, one
has (see [23, Proof of Theorem 5℄)
Q˜(T, λ) = I1
(√
TH∗λ,T
)
+ I2
(√
THλ,T
)
,
a ombination of a single and of a double integral. To apply Theorem 6.1, we use the following
asymptoti relations (that one an verify by resorting to the expliit denitions of Hλ,T and
H∗λ,T given in (7.4)), holding for T →∞:
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(a) ∣∣∣∣1− ∥∥∥√TH∗λ,T∥∥∥2L2(dνdx) − 2∥∥∥√THλ,T∥∥∥2L2((dνdx)2)
∣∣∣∣ = O( 1T
)
(b) ∥∥∥√TH∗λ,T∥∥∥3
L3(dνdx)
∼ 1√
T
() ∥∥∥√THλ,T∥∥∥2
L4((dνdx))2
∼ 1√
T
(d) ∥∥∥(√THλ,T ) ⋆12 (√THλ,T )∥∥∥
L2(dνdx)
∼ 1√
T
(e) ∥∥∥(√THλ,T ) ⋆11 (√THλ,T )∥∥∥
L2((dνdx)2)
∼ 1√
T
(f) ∥∥∥(√TH∗λ,T ) ⋆11 (√THλ,T )∥∥∥
L2(dνdx)
∼ 1√
T
.
The onlusion is obtained by using the estimates (6.1)(6.2) and applying Theorem 6.1.
✷
7.2 Berry-Esséen bounds for arbitrary tensor powers of Ornstein-Uhlenbek
kernels
Let N̂ be a entered Poisson measure over R× R, with ontrol measure given by µ(du, dx) =
ν (du) dx, where ν (·) is positive, non-atomi and σ-nite. We assume that ∫ u2ν (du) = 1 and∫
u4ν (du) <∞. Fix λ > 0, and, for every t > 0, dene the Ornstein-Uhlenbek kernel
ft(u, x) = u×
√
2λ exp{−λ(t− x)}1{x6t}, (u, x) ∈ R× R. (7.5)
For every xed q > 2, we dene the qth tensor power of ft, denoted by f
⊗q
t , as the symmetri
kernel on (R× R)q given by
f⊗qt (u1, x1; ...;uq , xq) =
q∏
j=1
ft(uj, xj). (7.6)
We sometimes set y = (u, x). Note that, for every t > 0, one has that
∫
f2t (y)µ(dy) =∫
f2t (u, x)ν(du)dx = 1, and therefore f
⊗q
t ∈ L2s(µq); it follows that the multiple integral
Zt(q) := Iq(f
⊗q
t )
is well dened for every t > 0.
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Remark 7.3 Fix q > 2, and suppose that
∫ |u|jdν <∞, ∀j = 1, ..., 2q. Then, one an prove
that Zt(1)
q
is square-integrable and also that the random variable Zt(q) oinides with the
projetion of Zt(1)
q
on the qth Wiener haos assoiated with N̂ . This fat an be easily
heked when q = 2: indeed (using Proposition 2.5 in the ase f = g = ft) one has that
Zt(1)
2 = I1(f
2
t ) + I2(f
⊗2
t ) = I1(f
2
t ) + Zt(2),
thus implying the desired relation. The general ase an be proved by indution on q.
The main result of this setion is the following appliation of Theorem 4.2 and Theorem
5.1.
Theorem 7.4 Fix λ > 0 and q > 2, and dene the positive onstant c = c(q, λ) := 2(q−1)!/λ.
Then, one has that, as T →∞,
MT (q) :=
1√
cT
∫ T
0
Zt(q)dt
law−→ X ∼ N (0, 1), (7.7)
and there exists a nite onstant ρ = ρ(λ, q, ν) > 0 suh that, for every T > 0,
dW (MT (q), X) 6
ρ√
T
. (7.8)
Proof. The ruial fat is that, for eah T , the random variable MT (q) has the form of a
multiple integral, that is, MT (q) = Iq(FT ), where FT ∈ L2s(µq) is given by
FT (u1, x1; ...;uq , xq) =
1√
cT
∫ T
0
f⊗qt (u1, x1; ...;uq , xq)dt,
where f⊗qt has been dened in (7.6). By using the fat that the support of FT is ontained
in the set (R × (−∞, T ])q as well as the assumptions on the seond and fourth moments of
ν, one easily dedues that the tehnial ondition (4.8) (with FT replaing f ) is satised for
every T > 0. Aording to Theorem 4.2 and Theorem 5.1, both laims (7.7) and (7.8) are
proved, one we show that, as T →∞, one has that
|1− E(MT (q))2| ∼ 1/T, (7.9)
and also that
‖FT ‖2L4(µq) = O(1/T ), and (7.10)
‖FT ⋆lr FT ‖L2(µ2q−r−l) = O(1/T ), ∀r = 1, ..., q, ∀l = 1, ..., r ∧ (q − 1) (7.11)
(relation (7.9) improves the bounds in Theorem 4.2). In order to prove (7.9)(7.11), for every
t1, t2 > 0 we introdue the notation
〈ft1 , ft2〉µ =
∫
R×R
ft1(y)ft2(y)µ(dy) = e
−λ(t1+t2)e2λ(t1∧t2), (7.12)
(reall that
∫
u2dν = 1) and also, for t1, t2, t3, t4 > 0,
〈ft1ft2 , ft3ft4〉µ =
∫
R×R
ft1(y)ft2(y)ft3(y)ft4(y) µ(dy) (7.13)
=
[∫
R
u4ν(du)
]
× λe−λ(t1+t2+t3+t4)e4λ(t1∧t2∧t3∧t4). (7.14)
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To prove (7.9), one uses the relation (7.12) to get
E
[
MT (q)
2
]
=
q!
cT
∫ T
0
∫ T
0
〈ft1 , ft2〉qµ dt1dt2 = 1−
1
Tqλ
(1− e−λqT ).
In the remaining of the proof, we will write κ in order to indiate a stritly positive nite
onstant independent of T , that may hange from line to line. To prove (7.10), one uses the
fat that ∫
(R×R)q
F 4T dµ
q =
1
c2T 2
∫ T
0
∫ T
0
∫ T
0
∫ T
0
〈ft1ft2 , ft3ft4〉qµ dt1dt2dt3dt4 6
κ
T
,
where the last relation is obtained by resorting to the expliit representation (7.14), and then
by evaluating the restrition of the quadruple integral to eah simplex of the type {tpi(1) >
tpi(2) > tpi(3) > tpi(4)}, where π is a permutation of the set {1, 2, 3, 4}. We shall now verify the
lass of asymptoti relations (7.11) for r = q and l = 1, ..., q. With y = (u, x), one has
FT ⋆
l
q FT (y1, ..., yq−l) =
1
cT
∫ T
0
∫ T
0
[
q−l∏
i=1
ft1(yi)ft2(yi)
]
〈ft1ft2〉lµ dt1dt2,
and hene
‖FT ⋆lq FT ‖2L2(µq−l)
=
κ
T 2
∫ T
0
∫ T
0
∫ T
0
∫ T
0
〈ft1ft2 , ft3ft4〉q−lµ 〈ft1ft2〉lµ〈ft3ft4〉lµ dt1dt2dt3dt4
6
κ
T
,
where the last relation is veried by rst using (7.12)(7.14), and then by assessing the re-
strition of the quadruple integral to eah one of the 4! = 24 simplexes of the type {tpi(1) >
tpi(2) > tpi(3) > tpi(4)}. To deal with (7.11) in the ase r = 1, ..., q − 1 and l = 1, ..., r, one uses
the fat that
FT ⋆
l
r FT (y1, ..., yr−l, w1, ..., wq−r , z1, ..., zq−r)
=
1
cT
∫ T
0
∫ T
0
[
r−l∏
i=1
ft1(yi)ft2(yi)
]
×
× (ft1(w1) · · · ft1(wq−r)ft2(z1) · · · ft2(zq−r)) 〈ft1ft2〉lµ dt1dt2,
and therefore
‖FT ⋆lr FT ‖2L2(µ2q−r−l)
=
κ
T 2
∫ T
0
∫ T
0
∫ T
0
∫ T
0
〈ft1ft2 , ft3ft4〉r−lµ 〈ft1ft3〉q−rµ 〈ft2ft4〉q−rµ 〈ft1ft2〉lµ〈ft3ft4〉lµ dt1dt2dt3dt4
6
κ
T
,
where the last relation is one again obtained by separately evaluating eah restrition of the
quadruple integral over a given simplex. This onludes the proof.
✷
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