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A ONE-DIMENSIONAL NON-LOCAL SINGULAR SPDE
L. CHIARINI, C. LANDIM
Abstract. We examine in this article the one-dimensional, non-local, singular
SPDE
∂tu = − (−∆)
1/2u − sinh(γu) + ξ ,
where γ ∈ R, (−∆)1/2 is the fractional Laplacian of order 1/2, ξ the space-
time white noise in R×T, and T the one-dimensional torus. We show that for
0 < γ2 < pi/7 the Da Prato–Debussche method [8] applies. One of the main
difficulties lies in the derivation of a Schauder estimate for the semi-group
associated to the fractional Laplacian due to the lack of smoothness resulting
from the long range interaction.
Dedicated to Stefano Olla on his sixtieth birthday
1. Introduction
In this article, we study the the local well-posedness of the following SPDE
∂tu = −(−∆)1/2u− sinh(γu) + ξ in R+ × T (1.1)
in which T is the one-dimensional torus, ξ is the space-time white-noise, (−∆)1/2 is
the half-Laplacian operator, sinh(γu) is taken in a Gaussian Multiplicative Chaos
(GMC) sense and γ ∈ R belongs to a small interval around the origin. This equation
is a long-range counter part to the equation
∂tu = ∆u− sinh(γu) + ξ in R+ × T2
which appears in the context of Liouville quantum gravity [12] and is related to the
cosh-interaction, and in Quantum Field Theory [17] when sinh is replaced by sin.
We will refer to it as sinh-Gordon equation.
The lack of regularity of the white-noise ξ prevents the existence of function-
valued solutions. In consequence, the meaning of the non-linear terms of the equa-
tion is not clear. Several approaches to circumvent this problem were proposed.
The first one, the so-called da Prato-Debussche perturbative method [8], provides
local existence in time of a certain class of equations.
More recently, Gubinelli and co-authors [13, 14] introduced an approach to study
singular SPDEs based on techniques from paradifferential calculus and controlled
rough paths, and Hairer [15] proposed a theory for studying a large class, so-called
subcritical, of non-linear SPDE’s by using regularity structures.
The equation (1.1) studied in this paper falls short of the scope of the theory of
regularity structures for two reasons. The first one, discussed here in the regime
γ small, is the non-locality of the operator (−∆)1/2 responsible for the lack of
smoothness of the semigroup. In consequence, to apply the theory of regularity
structures, one needs new methods to prove the well-posedness of the operator
(denoted by Kγ in [15]) which works as the abstract counterpart of the integration
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against the kernel for regularity structures. This question has been adressed in
[4] in the context of polynomial non-linearity. It is also not clear if the lack of
regularity of the semigroup is not an obstacle to estimate the remainder of the
Taylor expansions appearing in the BPHZ renormalisation presented in [5].
The second problem is related to the lack of regularity of the exponential non-
linearity. In [5], the authors require the noise (or the non-linearity) to have finite
cumulants of all orders. However, as the classical theory indicates, the GMC does
not have finite moments of order larger than 4π/γ2. Notice that in [16], by changing
the perspective from renormalisation of regularity structures to renormalisation of
graphs, the author does not need to refer to cumulants with regards to negative
renormalisation. However, one would require positive renormalisation in order to
construct a local solution of (1.1) when leaving the da Prato-Debussche regime.
Consider, for example, the second of these problems in relation to the sine-
Gordon equation [17, 6]
∂tu = ∆u+ sin(γu) + ξ in R+ × T2 , (1.2)
Although this equation also comes from a GMC type of process (by seeing it as the
real part of exp(iβu)), the boundedness of the sin function implies the finiteness of
all moments. Moreover, the moments only grow in a linear fashion. This makes the
equations (1.1), (1.2) very different from the perpective of regularity structures.
With regard to the second problem, an exponential non-linearity has been ex-
amined before in the da Prato-Debussche regime by Garban [12] for the equation
∂tu = ∆u+ exp(γu) + ξ in R+ × T2 (1.3)
in dimension 2. There is no diference between proving local well-posedness between
the non-linearities sinh(γu) and exp(γu) when restricted to small values of γ. How-
ever, the symmetries of the latter make it more likely to have global well-posedness
and for it to appear as a scaling limit of some class of particle systems.
One of the main contributions of this paper, presented in Section 4, is a Schauder
estimates for the half-Laplacian on the Torus in the context of negative Besov
spaces. The equivalent result has already been proven for Ho¨lder spaces (or equiva-
lently, positive Besov spaces) in [9]. The starting point of our proof is the strategy
proposed in [15] of writing the semigroup as an infinite, taking advantage of its
scalar invariance. However, as the semigroup is not smooth, extra arguments are
required to define its convolution with arbitrary distributions in Cα for α > −1.
The same strategy presented here can be used to prove Schauder estimates in
Besov space for any α < 0. This result could be extended to other fractional
powers of the Laplacian, provided that one is able to derive the necessary bounds
for the right-side derivatives of the semigroup at t = 0. Finally, we believe that the
strategy presented here could also be used to prove well-posedness of the operator
Kγ , mentioned above, in the context of regularity structures, an important step in
the use of regularity structures for non-local equations.
A good motivation to consider non-local SPDE’s in one dimension is the study
of scaling limits in statistical mechanics. Although, long-range models, for some
d-dimensional lattice, often share similarities with their short-range counterparts,
their finer details might behave very differently. For instance, take the one-dimensional
Ising Model with interaction of type Jx,y ∝ ‖x− y‖−1−α for α ∈ (0, 1], also known
as the Dyson Model. Here, we will focus on the critical case α = 1, closely related
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to the operator (−∆)1/2. For this case, at some critical temperature the model dis-
plays phase transition [11], just like its planar (and nearest-neighbour) counterpart.
On the other hand, this transition is neither sharp [18] nor continuous [2]. In [21]
the authors prove that the scaling limit of the magnetization field of the Glauber
dynamics for a class of Ising-Kac models in dimension 2 is described by the solu-
tions of the Φ42 equation. However, the different behaviour at criticality makes it
unclear whether the result of [21] can be proven in dimension 1 for an interaction
of type Jx,y ∝ ‖x − y‖−2. Furthermore, we could not find in the literature even
if the one-dimensional Φ41 model with interaction Jx,y ∝ ‖x− y‖−2 and its scaling
limit share the phase diagram of the Dyson model, which is the first indication of
whether a theorem like [21] can take place or not.
2. Notation and results
We state in this section the main results of the article. We start introducing some
spaces of continuous functions. Denote by T = [−1/2, 1/2) the one-dimensional
torus. Elements of R× T are represented by the letter z = (t, x). Denote by d the
distance on R× T given by
d(z, z′) = d
(
(t, x) , (t′, x′)
)
= |t− t′| + dT(x, x′) ,
where dT(·, ·) stands for the standard metric in T. We will often use the notation
‖z‖ to denote d(0, z) even though it is not a norm.
For a continuous function f : R×T → R, let ‖ f ‖L∞(R×T) be the norm given by
‖ f ‖L∞(R×T) = sup
z∈R×T
∣∣ f(z) ∣∣ .
Denote by Cβ = Cβ(R×T), β ∈ (0, 1), the set of continuous functions f : R×T→ R
such that for all S, T ∈ R, S < T ,
‖f‖Cβ([S,T ]×T) := sup
z,z′∈[S,T ]×T
|f(z)− f(z′)|
d(z, z′)β
< ∞ . (2.1)
Let Cβ+ = C
β
+(R×T) be the subset of functions f in Cβ(R×T) such that f(t, x) = 0
for all t ≤ 0. The space Cβ+([0, T ]× T) is defined analogously.
Let N = {1, 2, . . .}, N0 = N ∪ {0}, and denote by Cm(R × T), m ∈ N0 ∪ {∞},
the set of m-times continuously differentiable functions. Cmc (R×T) represents the
subset of functions in Cm(R× T) which have compact support.
For a function f in Cm(R× T), m ∈ N0, let
‖f‖Cm(R×T) :=
∑
i+j≤m
‖ ∂it ∂jx f ‖L∞(R×T) .
In this formula, the sum is carried over all integers i, j in N0 such that i+ j ≤ m,
and ∂it ∂
j
x f stands for the i-th derivative in time of the j-th derivative in space of
f .
Besov Spaces. Let Cmc (R× T), m ∈ N0, be the dual of Cm(R × T). Elements of
Cm(R× T) are denoted by X , and by the gothic characters u, v. We represent by
X(f) or 〈X , f〉 the value at f ∈ Cmc (R× T) of the bounded linear functional X .
For z ∈ R×T, denote by B(z, a) the open ball in R×T of radius a > 0 centered
at z. Let Bm, m ∈ N0, be the set of all functions g in Cmc (R×T) whose support is
contained in the ball B(0, 1/4) and such that ‖g‖Cm(R×T) ≤ 1.
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For 0 < δ ≤ 1, z ∈ R × T, and a continuous function g : R × T → R whose
support is contained in B(0, 1/4), denote by Sδzg the function defined by
(Sδzg) (w) :=
{
δ−2 g
(
[w − z]/δ ) , w ∈ B(z, δ) ,
0 , otherwise .
(2.2)
Fix α < 0 and set m = −⌊α⌋, where, for r ∈ R, ⌊r⌋ = max{ k ∈ Z : k ≤ r }.
For S < T , and an element X in Cm(R× T), let ‖ · ‖Cα([S,T ]×T) be the semi-norm
defined by
‖X‖Cα([S,T ]×T) := sup
δ∈(0,1]
sup
z∈[S,T ]×T
sup
g∈Bm
1
δα
∣∣ 〈X , Sδzg〉 ∣∣ . (2.3)
Denote by Cα = Cα(R×T) the subspace of Cm(R×T) of all elements X such that
‖X‖Cα([S,T ]×T) <∞ for all S < T .
White noise. Let ξ be a white-noise on R× T defined on some probability space
(Ω,F ,P). Expectation with respect to P is represented by E. Hence, ξ is a centered
Gaussian field on R×T whose covariance is given by E[ ξ(t, x) ξ(t′, x′) ] = δx,x′ δt,t′ ,
where δa,b = 1 if a = b and 0 otherwise.
An elementary computation shows that for every N ≥ 1, there exists a finite
constant CN such that
E
[ ( ∫
(Sδzf)(w) ξ(w) dw
)2N]
≤ CN δ−2N
for all z ∈ R×T, 0 < δ ≤ 1 and continuous function f : R×T → R whose absolute
value is bounded by 1 and support is contained in [−1, 1]×T, By [7, Theorem 2.7],
for every α < −1, there is a version of ξ which belongs to Cα(R×T). More precisely,
there exists a centered Gaussian field ξ̂ such that 〈ξ̂ , f〉 = 〈ξ , f〉 almost surely for
all continuous function f with bounded support, and E[ ‖ ξ̂ ‖Cα([−T,T ]×T) ] <∞ for
all T > 0.
Denote by ̺ : R2 → R+ a nonnegative, symmetric, smooth mollifier whose sup-
port is contained in [−s0, s0]× (−1/4 , 1/4 ), for some s0 > 0, and which integrates
to 1:
̺(z) ≥ 0 , ̺(−z) = ̺(z) ,
∫
R2
̺(z) dz = 1 . (2.4)
As the support in contained in [−s0, s0] × (−1/4, 1/4), we also consider ̺ as a
mollifier acting on R× T. For ε > 0, let
̺ε = S
ε
0̺ , ξε = ̺ε ∗ ξ . (2.5)
By [1, Theorem 1.4.2], for every ε > 0, almost surely, the mollified field ξε is smooth
in the sense that it has derivatives of all orders.
Fractional Laplacian. Denote by (−∆)1/2 the fractional Laplacian operator de-
fined on smooth functions f : T→ R by[
(−∆)1/2 f ] (x) := 1
2 π
P
∫
R
2 f̂(x)− f̂(x+ y)− f̂(x− y)
y2
dy , (2.6)
where f̂ : R → R represents the periodic function which coincides with f on
[−1/2, 1/2), andP stands for principal value of the integral. The operator− (−∆)1/2
corresponds to the generator of the Cauchy process. Some properties of this oper-
ator and its semigroup are reviewed in Section 3.
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Let (Pt : t ≥ 0) be the associated semigroup, which acts on continuous func-
tions, and let p(t, x) be its density, so that (Ptf)(x) =
∫
T
p(t, y − x) f(y) dy for all
continuous function f : T→ R, t ≥ 0. We present in (3.5) and explicit formula for
p(t, x).
Fix T0 ≥ 1. Denote by H : R→ [0, 1] a smooth functions such that H(t) = 1 for
t ≤ 0 and H(t) = 0 for t ≥ 1. Let qT0 : R× T → R+ be given by
qT0(t, x) = p(t, x)H(t − T0) .
We often omit T0 from the notation. Clearly, qT0 coincides with p on (−∞, T0]×T
and it has support contained in [0, T0 + 1]× T.
Let vε := q ∗ ξε, ε ≥ 0, be the centered Gaussian random field on R× T defined
by:
vε(t, x) :=
∫
R
ds
∫
T
dy q(t− s, x− y) ξε(s, y) . (2.7)
Here, v0, also denoted by v, is the Gaussian random field given by the previous
formula with ξ0 = ξ.
Denote by Qε, ε ≥ 0, the covariances of the fields vε: For z, z′ in R× T,
Qε(z, z
′) = E
[
vε(z) vε(z
′)
]
.
A change of variables yields that Qε(z, z
′) = Qε(0, z
′−z). Denote this later quantity
by Qε(z
′ − z). According to Lemma 5.1, {v(z) : z ∈ R × T} is a log-correlated
Gaussian field. More precisely, there exists a exist a continuous, bounded function
R : R× T→ R, such that
Q(z) =
1
2π
ln+
1
4 ‖z‖ + R(z) , z ∈ R× T , (2.8)
where Q(z) = Q0(z) and ln
+ t = max{ln t, 0}.
Gaussian multiplicative chaos. Let Xγ,ε, ε > 0, γ ∈ R, be the random field
defined by
〈Xγ,ε , f〉 :=
∫
f(z) eγ vε(z)− (γ
2/2)E[vε(0)
2] dz , f ∈ C∞c (R× T) . (2.9)
It follows from (2.8), as stated in Lemma 5.6, that there exists a finite constant
C(̺) such that
E[vε(0)
2] =
1
2π
ln
1
ε
+ C(̺) + R(̺, ε) ,
where R(̺, ε) represents a remainder whose absolute value is bounded by C0(̺)ε
2.
Hence,
〈Xγ,ε , f〉 = [1 + o(ε)]
∫
f(z)A(̺) εγ
2/4π eγ vε(z) dz ,
where A(̺) = exp{− (γ2/2)C(ρ) }.
Theorem 2.1. Fix 0 < γ2 < (4/15)(5−√10) 4π, α < αγ := b min{−3 , −
(√
1 + (8/b)−
1
) }, where b = γ2/4π. Then, as ε → 0, Xγ,ε converges in probability in Cα to a
random field, denoted by Xγ . The limit does not depend on the mollifier ̺. More-
over, for each p ∈ N, 1 ≤ p < 8π/γ2, there exists a finite constant C(p, γ) such
that
E
[ | 〈Xγ , Sδzf〉 |p ] ≤ C(p, γ) ‖f‖p∞ δ−p(p−1)(γ2/4π)
for every δ in (0, 1), z ∈ R × T and continuous function f : R × T → R whose
support is contained in B(0, 1/4)
6 L. CHIARINI, C. LANDIM
As v is a log-correlated Gaussian field, Xγ is the so-called Gaussian multiplicative
chaos (GMC), introduced by Kahane in [19].
A long-range Sine-Gordon equation. Fix u0 in C
β0(T) for some β0 > 0, γ ∈ R,
and denote by uε, 0 < ε < 1, the solution of{
∂tuε = − (−∆)1/2uε − A(̺) εγ2/4π sinh(γuε) + ξε
uε(0) = u0 + vε(0) ,
(2.10)
where vε(0) is given by (2.7).
Let αγ := b min{−3 , −
(√
1 + (8/b) − 1 ) }, where b = γ2/4π. By definition,
αγ < 0 and, according to Remark 6.10 below, αγ > −1/2 if 0 < γ2 < π/7.
Fix α ∈ (−1/2, αγ) and choose κ small enough for 0 < 2κ < 1 + 2α. Let
β = α+ 1− 2κ. Note that 0 < β < 1 and α+ β > 0.
Theorem 2.2. Fix 0 < γ2 < π/7, α ∈ (−1/2, αγ) and u0 in Cβ(T). There
exists an almost surely, strictly positive random variable τ , P[τ > 0] = 1, with the
following property.
For each 0 < ε < 1, there exists a unique solution in Cβ([0, τ ] × T) of the
equation (2.10), denoted by uε. As ε→ 0, the sequence uε converges in probability
in Cβ([0, τ ]× T) to a random field u which does not depend on the mollifier ̺.
The proof of Theorem 2.2 follow the approach proposed by [17] in the context
of sine-Gordon equations, and [12] for dynamical Liouville equation. It relies on a
Schauder estimate.
Remark 2.3. By extending to R× T the theory of Gaussian multiplicative chaos,
along the lines of [23], one can extend the validity of Theorems 2.1 and 2.2 to a
larger range of γ. We leave this for a future work in which regularity structures will
be used to extend the range up to criticality.
A Schauder estimate for the fractional Laplacian. Let qT0,z : R× T → R+,
z = (t, x) ∈ (0,∞)× R, be given by qT0,z(w) = qT0(z − w).
Theorem 2.4. Fix −1 < α < 0, 0 < κ < 1+α. Then, there exists a finite constant
C(κ, T0) such that∣∣X(qT0,z) − X(qT0,z′) ∣∣ ≤ C(κ, T0)∥∥ z − z′ ∥∥1+α−κ ∥∥X ∥∥Cα([S−T0−3,T+4]×T) .
for all X ∈ Cα(R × T), S < T , z = (t, x), z′ = (t′, x′) ∈ [S, T ] × T such that
‖z − z′‖ ≤ 1/4.
This result is one of the main novelties of this article. One of the major difficulties
of the proof lies on the fact that the transition density p(t, x) of the fractional
Laplacian does not belong to C1 due to the long jumps. One needs, in particular,
to provide a meaning to X(qT0,z), approximating qT0,z by smooth functions.
Sketch of the proof. Following DaPrato and Debussche [8], we expand the
solution uε(t, x) around the solution of the linear equation∂tfε = − (−∆)
1/2 fε + ξε , (t, x) ∈ (0,∞)× T ,
fε(0, x) = f(x) , x ∈ T .
(2.11)
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The solution of (2.11) can be represented in terms of the semigroup (Pt : t ≥ 0) of
the Cauchy process as
fε(t) =
∫ t
0
Pt−s ξε(s) ds + Ptf .
Recall the definition of the Gaussian field vε introduced on (2.7). Comparing vε to
fε and choosing an appropriate initial condition f yields that
∂tvε + (−∆)1/2 vε − ξε = Rε ,
where Rε is a smooth function with nice asymptotic properties.
By writing the solution uε of equation (2.10) as vε+wε yields that wε solves the
equation ∂twε = − (−∆)1/2wε −
1
2
Xγ,ε e
γwε +
1
2
X−γ,ε e
−γwε − Rε ,
wε(0) = u0 ,
(2.12)
where Xγ,ε has been introduced in (2.9).
It is not difficult to show that the sequence of random fields vε converges as
ε→ 0. The proof of the convergence of uε is thus reduced to the one of wε.
The proof of local existence and uniqueness of solutions to (2.12) is divided in
two steps. we first show that the sequence Xγ,ε converges in probability in C
α to
a random field, represented by Xγ,0. This is the content of Theorem 2.1. Then,
writing the solution of (2.12) as
wε(t) = − 1
2
∫ t
0
Pt−s
{
eγwε(s)Xγ,ε(s) − e−γwε(s)Xγ,ε(s)
}
ds
−
∫ t
0
Pt−sRε(s) ds + Ptu0 ,
we prove the existence and uniqueness of a fixed point for this equation, including
the case ε = 0, in an appropriate Besov space. Moreover, we show that wε converges
to w0 as ε → in some Ho¨lder space. The Schauder estimate is one of main tools
here.
Organization of the paper. The paper is organised as follows: In Section 3, we
present the main properties of the fractional Laplacian needed in the article. In
Section 4, we prove Theorem 2.4. In Section 5, we examine the properties of the
log-correlated Gaussian random field vε, introduced in (2.7). In Section 6, we prove
Theorem 2.1 and, in Section 7, Theorem 2.2.
3. The Cauchy process
We present in this section properties of the solutions of the fractional heat equa-
tion needed in article. We start examining the fractional Laplacian operator. De-
note by L2(T) the space of complex valued functions f : T → C endowed with the
scalar product given by
〈f , g〉 =
∫
T
f(x) g(x) dx ,
where a represents the complex conjugate of a ∈ C.
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Denote by {ek : k ∈ Z} the orthonormal basis of L2(T) given by ek(x) = e2πikx.
An elementary computation shows that the functions ek are eigenvectors of the
operator (−∆)1/2:
(−∆)1/2ek = 2 π |k| ek , k ∈ Z . (3.1)
Denote by G : T→ R the Green function associated to the operator (−∆)1/2:
G(x) =
∑
k∈Z\{0}
ek(x)
2π|k| .
A straightforward computation on the Fourier space yields that for any function
f in the domain of the operator (−∆)1/2 and orthogonal to e0 [that is, such that∫
T
f(x) dx = 0]
[(−∆)1/2f ] ∗ G = f , (3.2)
where f ∗ g stands for the convolution of two functions f , g in L2(T):
(f ∗ g)(x) =
∫
T
f(x− y) g(y) dy .
The Green function can also be computed, it is given by
G(x) =
1
π
∑
k≥1
cos(2πkx)
k
= − 1
π
ln
[
2 sin(πx)
]
. (3.3)
The semigroup p(t, x) associated to the fractional Laplacian (−∆)1/2 can be
computed explicitly. Denote by p(t, x) the solution on R of the differential equation{
∂tp = A p
p(0, x) = δ0(x) ,
where A stands for the fractional Laplacian − (−∆)1/2 defined on R (instead of T).
In Fourier coordinates, it is given by
p̂(t, θ) = e− |θ| t .
Inverting the Fourier transform yields that
p(t, x) =
1
π
t
x2 + t2
, x ∈ R , t > 0 , (3.4)
and p(t, x) = 0 if t < 0.
Let p : (0,∞)× [−1/2, 1/2)→ R+ be the projection of the transition probability
p on the torus:
p(t, x) = p(t, x) + p⋆(t, x) := p(t, x) +
∑
k 6=0
p(t, x+k) , x ∈ [−1/2, 1/2) , (3.5)
where the last sum is performed over all intergers k ∈ Z different from 0. An ele-
mentary computation shows that the function p is smooth in its domain of definition
(0,∞)× [−1/2, 1/2), where [−1/2, 1/2) represents the torus.
Although p is smooth as a function defined on the torus, this is not the case
of p⋆. However, if we assume that p⋆ is defined on (0,∞) × (−1/2 − κ, 1/2) for
some 0 < κ < 1/4, it is not difficult to show that this function is smooth on
(0,∞)× (−1/2−κ, 1/2) and that it is uniformly bounded, as well as its derivatives:
For all j, k ≥ 0, there exists a finite constant Cj,k such that
sup
z∈(0,∞)×(−1/2−κ,1/2)
∣∣ ∂jt ∂kx p⋆(z) ∣∣ ≤ Cj,k .
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Let A be the annulus on R2 given by A = {(t, x) ∈ R2 : 1/2 < t2 + x2 < 2}, and
set An = {(t, x) ∈ R2 : (2nt, 2nx) ∈ A}, A+n = {(t, x) ∈ (0,∞) × R : (t, x) ∈ An}.
It follows from the previous estimates on p and elementary computations that for
all j ≥ 0, k ≥ 0 there exists a finite constant Cj,k such that for all n ≥ 2,
sup
z∈A+n
∣∣ ∂jt ∂kx p(z) ∣∣ ≤ Cj,k 2(1+j+k)n . (3.6)
It is also not difficult to show from (3.5) that there exists a finite constant C0
such that∣∣ ∂tp (z) ∣∣ ≤ C0‖z‖ , ∣∣ ∂xp (z) ∣∣ ≤ C0‖z‖ , p (z) ≤ C0{ 1 + 1‖z‖ } (3.7)
for all z = (t, x) such that t > 0.
Recall from Section 2 that we denote by (Pt : t ≥ 0) the semigroup associated to
the generator −(−∆)1/2: Pt acts on continuous functions f : T → R as (Ptf)(x) =∫
T
p(t, y − x) f(y) dy, where p is the transition density introduced in (3.5).
Denote by (Zt : t ≥ 0) the Cauchy process. This is the Markov process on R
which starts from the origin and whose semigroup is given by p, introduced in (3.4).
Lemma 3.1. Fix β ∈ (0, 1). There exists a constant C0 = C0(β), such that for all
T > 0, u ∈ Cβ(T),
‖Pt u ‖Cβ([0,T ]×T) ≤ C0 ‖ u ‖Cβ(T) .
Proof. Fix u ∈ Cβ(T), T > 0, x, y ∈ T and 0 ≤ s < t ≤ T . Denote by Zt the
projection of the Cauchy process on the torus [−1/2, 1/2) so that∣∣ (Ptu)(x) − (Psu)(y) ∣∣ = ∣∣E [u(x+ Zt) − u(y + Zs) ] ∣∣ ,
where E represents the expectation with respect to the Cauchy process Zt. Recall
that we represent by | · | the distance on the torus, although is not a norm. The
previous expression is bounded by
‖u‖Cβ(T) E
[ |x+ Zt − y − Zs |β ] ≤ ‖u‖Cβ(T) { |x− y |β + E [ |Zt − Zs |β ] }
because (a+ b)θ ≤ aθ + bθ for a, b > 0, 0 < θ < 1. Since |Zt − Zs | ≤ |Zt − Zs |,
the increments are stationary and the process is self-similar,
E
[ |Zt − Zs |β ] ≤ E [ |Zt − Zs |β ] = E [ |Zt−s |β ] = E [ | (t− s)Z1 |β ] .
The right-hand side of the penultimate formula is thus bounded above by
‖u‖Cβ(T)
{
|x− y |β + C0 (t− s)β
}
,
where C0 = E [ |Z1 |β ]. This completes the proof of the lemma. 
4. A Schauder estimate
We prove in this section a Schauder estimate for the kernel p(t, x) of the fractional
Laplacian on the torus. We follow the approach based on the homogeneity of the
kernel under scaling, in the sense that p(t/δ, x/δ) = δ p(t, x) for all (t, x) ∈ R2\{0},
δ > 0, cf. [24, 15]. However, on the torus, the kernel is not homogeneous, and,
more importantly, due to the non-locality of the generator, the transition density
p(t, x) is not C1 at t = 0. In particular, it does not belong to the domain of the
distributions in Cα, and a plethora of arguments and bounds are needed to define
and bound the main quantities such as X(p).
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Fix T0 ≥ 1. Denote by H : R→ [0, 1] a smooth functions such that H(t) = 1 for
t ≤ 0 and H(t) = 0 for t ≥ 1. Let qT0 : R× T → R+ be given by
qT0(t, x) = p(t, x)H(t − T0) . (4.1)
We often omit T0 from the notation. Clearly, qT0 coincides with p on (−∞, T0]×T,
it has support contained in [0, T0 + 1] × T, it belongs to C2(Ω0•) and for every
t0 > 0, m ≥ 1, there exists a finite constant Cm such that
‖ qT0 ‖Cm(Ωt0•) ≤ Cm ‖ p ‖Cm(Ωt0•) .
Here and below, for s < t, Ωs,t = (s, t)× T, Ω•t = (−∞, t)× T, Ωt• = (t,∞)× T.
Let qT0,z : R × T → R+, z = (t, x) ∈ Ω0•, be given by qT0,z(w) = qT0(z − w).
The main result of this section reads as follows.
Theorem 4.1. Fix −1 < α < 0, 0 < κ < 1+α. Then, there exists a finite constant
C(κ, T0) such that∣∣X(qT0,z) − X(qT0,z′) ∣∣ ≤ C(κ, T0)∥∥ z − z′ ∥∥1+α−κ ∥∥X ∥∥Cα([S−T0−3,T+4]×T) .
for all X ∈ Cα(R × T), S < T , z = (t, x), z′ = (t′, x′) ∈ [S, T ] × T such that
‖z − z′‖ ≤ 1/4.
Corollary 4.2. Fix −1 < α < 0, 0 < κ < 1 + α. Then, there exists a finite
constant C(κ, T0) such that
‖u‖C1+α−κ([S,T ]×T) ≤ C(κ, T0)
∥∥X ∥∥
Cα([S−T0−3,T+4]×T)
.
for all X ∈ Cα(R × T), S < T , where u = uT0 : R × T → R is given by u(z) =
X(qT0,z).
Part of the proof of Theorem 4.1 consists in giving a meaning to X(qT0,z) since,
as pointed our earlier, qT0,z does not belong to the domain of a distribution in C
α.
We start with a simple estimate on Cα.
Lemma 4.3. Fix α < 0 and let m = −⌊α⌋. There exists a finite constant C0 such
that for all a < b, S < T , 0 < δ ≤ 1, z ∈ ΩS,T , and function g in Cm(R×T) whose
support is contained in Ωa,b,∣∣ 〈X , Sδzg〉 ∣∣ ≤ C0 (1 + b− a) δα ‖g‖Cm(R×T) ‖X‖Cα([S+a−1,T+b+1]×T) .
Proof. It follows from the definition of the seminorms ‖X‖Cα([S,T ]×T), introduced in
(2.3), that for all functions g in Cm(R×T) whose support is contained in B(0, 1/4),
every 0 < δ ≤ 1, z ∈ [S, T ]× T.∣∣ 〈X , Sδzg〉 ∣∣ ≤ δα ‖g‖Cm(R×T) ‖X‖Cα([S,T ]×T) . (4.2)
For each p ∈ N, there exists a function ϕ in Cp(R2) whose support is contained
in B(0, 1/4) and such that∑
j∈Z
7∑
k=0
ϕj,k(t, x) = 1 for all (t, x) ∈ R× T ,
where ϕj,k(t, x) = ϕ( t− (j/8) , x− (k/8) ).
Fix p ≥ m and write g as ∑j∈Z∑0≤k≤7 gj,k, where gj,k = g ϕj,k. Since the
support of g is contained in [a, b] × T, in the previous sum there are at most
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B0(1 + b − a) terms which do not vanish, for some finite constant B0. Moreover,
for 0 < δ ≤ 1, z ∈ [S, T ]× T,∣∣ 〈X , Sδzg〉 ∣∣ ≤ ∑
j,k
∣∣ 〈X , Sδzgj,k〉 ∣∣ .
where the sum is performed over the non-vanishing terms. We may write gj,k as
S1zj,kS
1
−zj,kgj,k, where zj,k = ( j/8 , k/8 ). Let Fj,k = S
1
−zj,kgj,k, and note that the
support of Fj,k is contained in B(0, 1/4). Since S
δ
zS
1
zj,kFj,k = S
δ
z+δ zj,k
Fj,k, the
right-hand side of the previous displayed equation is equal to∑
j,k
∣∣ 〈X , Sδz+δ zj,kFj,k〉 ∣∣ .
By (4.2), this sum is less than or equal to
δα
∑
j,k
‖Fj,k‖Cm(R×T) ‖X‖Cα([S+a−1,T+b+1]×T)
because z + δ zj,k ∈ [S + a − 1, T + b + 1] for all (j, k) for which Fj,k does not
vanish. Since there exists a finite constant B1, depending only on ϕ, such that
‖Fj,k‖Cm(R×T) ≤ B1 ‖g‖Cm(R×T), to complete the proof of the assertion, it remains
to recall that are at most B0(1 + b− a) non-vanishing terms in the sum. 
As mentioned in the introduction of this section, the kernel p(t, x) does not
belong to C1(R× T). In particular, if Pz, z ∈ (0,∞)× T, stands for the functions
defined by Pz(w) = p(z−w), X(Pz) is not defined for distributions X in Cα(R×T),
−1 < α < 0. The next lemmata provide sufficient conditions which permit to define
X(Pz) as a limit.
Let Ω be an open set of R×T and let f : Ω→ R be a continuously differentiable
function. We denote by ‖ f ‖C1(Ω) the norm defined by
‖ f ‖C1(Ω) =
∑
j,k
‖ ∂jx ∂kt f ‖L∞(Ω) ,
where the sum is carried out over all j, k in N0 such that j + k ≤ 1.
Let ϕ : R+ → [0, 1] be the germ of a dyadic partition of the unity: ϕ is a smooth
function such that
ϕ(r) = 0 if r 6∈ (1/16 , 1/4) ,
∑
n∈Z
ϕ(2nr) = 1 for r > 0 . (4.3)
We refer to [3, Proposition 2.10] for the existence of ϕ. Let ϕn(r) = ϕ(2
nr). Note
that the supports of ϕn and ϕm are disjoints whenever |n−m| ≥ 2.
Let ψ : R → [0, 1] be a symmetric, smooth function whose support is contained
in (−1/2 , 1/2) and such that∑
k∈Z
ψ(x − k/2) = 1 , x ∈ R . (4.4)
Let ψn(x) = ψ(2
nx), n ≥ 1. Consider ψ, ψn as defined on R × T and depending
only on the second coordinate. We abuse of notation below and denote by k/2n
the element (0, k/2n) of R× T. Note that
1 =
2n∑
k=−2n+1
ψ(2nx − k/2) =
2n∑
k=−2n+1
ψn(x − k2−(n+1)) (4.5)
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for all x ∈ T = (−1/2, 1/2].
Lemma 4.4. Fix −1 < α < 0 and a continuously differentiable function f :
(0,∞) × T → R. Assume that there exists T1 < ∞ such that f(t, x) = 0 for
t ≥ T1 and that ‖ f ‖C1(Ω0•) <∞. Let fn(t, x) = f(t, x)ϕn(t), n ∈ N0. Then, there
exists a finite constant C0, independent of α and f , such that∣∣X( fn ) ∣∣ ≤ C0 2−n(1+α)‖ f ‖C1(Ω0•) ∥∥X∥∥Cα([−1,2]×T)
for all X in Cα, n ∈ N0.
Proof. For each n ≥ 0, the function fn belongs to C1c (R × T) and its support is
contained in [2−(n+4), 2−(n+2)]× T. In particular, X(fn) is well defined.
Recall the definition of ψ introduced in (4.4). By (4.5),
fn(s, y) =
2n∑
k=−2n+1
f(s, y)ϕn(s)ψn(x − k2−(n+1)) .
Let Hn : R× T→ R be given by
Hn(s, y) = 2
−2n f
(
2−n(s, y) + (0, k2−(n+1))
)
ϕ(s)ψ(y) ,
so that (S2
−n
(0,k2−(n+1))
Hn)(s, y) = f(s, y)ϕn(s)ψn(x − k2−(n+1)). In particular,
X(fn) =
2n∑
k=−2n+1
X
(
S2
−n
(0,k2−(n+1))Hn
)
. (4.6)
The function Hn belongs to C
1
c (R×T), it has support contained in [1/16, 1/4]×T,
and ‖Hn‖C1 ≤ 2−2n‖f‖C1(Ω0•). Therefore, by Lemma 4.3,∣∣X( fn ) ∣∣ ≤ C0 2n 2−2n 2−nα‖ f ‖C1(Ω0•) ∥∥X∥∥Cα([−1,2]×T)
for some finite constant C0. The factor 2
n comes from the number of terms in the
sum over k. 
Remark 4.5. One could be tempted to define Hn as Hn(s, y) = 2
−2nf(2−n(s, y))ϕ(s).
But this function is not periodic. This is the reason for introducing ψn.
Let f : (0,∞)× T→ R be a function which satisfies the assumptions of Lemma
4.4 and whose support is contained in [0, T1]× T. Set
Υ(s) =
∑
n≥0
ϕn(s) ,
and write f as f = f (0)+f (1), where f (0)(t, x) = f(t, x)Υ(t), f (1)(t, x) = f(t, x) [1−
Υ(t)]. In view of Lemma 4.4, we may define X(f (0)) as
∑
n≥0X(fn). On the other
hand, f (1) belongs to C1c (R × T) and X(f (1)) is well defined. Moreover, since the
support of f is contained in [0, T1]× T, by Lemma 4.3 with δ = 1 and z = 0,∣∣X(f (1)) ∣∣ ≤ C0 (1 + T1) ‖ f ‖C1(Ω0•) ∥∥X∥∥Cα([−1,T1+1]×T) . (4.7)
We summarize these observations in the next result.
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Corollary 4.6. Fix −1 < α < 0. Let f : (0,∞) × T → R be a function which
satisfies the assumptions of Lemma 4.4. Assume that the support of f is contained
in [0, T1]× T. Define X(f) as
X(f) =
∑
n≥0
X(fn) + X(f
(1)) .
Then, there exists a finite constant C0, independent of α and f , such that
|X(f)| ≤ C0 (1 + T1) ‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([−1,T1+1]×T)
.
Proof. This result follows from (4.7) and from Lemma 4.4 which asserts that∑
n≥0
∣∣X( fn ) ∣∣ ≤ C0 ∑
n≥0
2−n(1+α) ‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([−1,T1+1]×T)
≤ C0 ‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([−1,T1+1]×T)
for some finite constant C0, where we used the fact that α > −1. 
An elementary computation yields that for all z, z′ in R × T, δ, δ′ in (0, 1] and
continuous functions f ,
Sδz S
δ′
z′ f = S
δ δ′
z+δz′ f . (4.8)
Corollary 4.7. Fix −1 < α < 0. Let f : (0,∞) × T → R be a function which
satisfies the hypotheses of Lemma 4.4. Assume that the support of f is contained
in [0, T1]× T. Then, there exists a finite constant C0 such that∣∣X(Sδzf ) ∣∣ ≤ C0 (1 + T1) δα ‖ f ‖C1(Ω0•) ∥∥X∥∥Cα([S−1,T+T1+1]×T)
for all S < T , X in Cα, z ∈ [S, T ]× T, 0 < δ ≤ 1.
Proof. Recall the decomposition of f as
∑
n≥0 fn + f
(1) introduced in Corollary
4.6. Since f (1) belongs to C1c (R× T), by Lemma 4.3,∣∣X(Sδzf (1) ) ∣∣ ≤ C0 (1 + T1) δα ‖ f ‖C1(Ω0•) ∥∥X∥∥Cα([S−1,T+T1+1]×T)
We turn to X(Sδzfn ). By (4.6) and (4.8),
X(Sδzfn ) =
2n∑
k=−2n+1
X
(
Sδz S
2−n
(0,k2−(n+1))Hn
)
=
2n∑
k=−2n+1
X
(
Sδ 2
−n
z+δ(0,k2−(n+1))Hn
)
.
The function Hn belongs to C
1
c (R×T), its support is contained in [1/16, 1/4]×T,
and ‖Hn‖C1 ≤ 2−2n‖f‖C1(Ω0•). Thus, by Lemma 4.3,
∣∣X(Sδzfn ) ∣∣ ≤ C0 2n∑
k=−2n+1
δα 2−nα 2−2n ‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([S−1,T+2]×T)
for some finite constant C0. As α > −1, summing over n we get that∑
n≥0
∣∣X(Sδzfn ) ∣∣ ≤ C0 δα ‖ f ‖C1(Ω0•) ∥∥X∥∥Cα([S−1,T+2]×T) ,
which completes the proof of the corollary. 
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Remark 4.8. The set {(t, x) : t = 0} plays no role in the proof of the previous
results. A similar statement holds for functions f which are smooth on the set
Ω•t0 ∪ Ωt0•, t0 ∈ R. The result also applies to functions which are smooth on sets
of the form Ω•t0 ∪Ωt0,t1 ∪Ωt1,•. For example, in the next lemma, for a function f
given by f(w) = g(w − z)− g(w − z′), where g, fulfills the assumptions of Lemma
4.4.
Lemma 4.9. Fix a function f satisfying the assumptions of Lemma 4.4, and as-
sume that its support is contained in [0, T1]×T. Let gz : R×T→ R be the function
given by gz(w) = f(w − z) − f(w), where z = (t0, x0) ∈ (0,∞) × T is such that
‖z‖ ≤ 1. Then, there exists a finite constant C0, independent of f and z, such that∣∣X( gz ) ∣∣ ≤ C0 (1 + T1) ‖z‖1+α ‖ f ‖C2(Ω0•) ∥∥X∥∥Cα([−2,(T1∨1)+2]×T)
for all X in Cα.
Note that on the right-hand side we have the norm of f in C2(Ω0•). This is not
a misprint. It comes from the fact that we estimate the L∞ norm of (∂tf)(w− z)−
(∂tf)(w)] by ‖z‖ { ‖ ∂2t f ‖L∞(Ω0•) + ‖ ∂2t,xf ‖L∞(Ω0•) }.
Proof of Lemma 4.9. Note that gz is a continuously-differentiable function on Ω0,t0∪
Ωt0• which vanishes on Ω•0. It might be discontinuous at t = 0 and t = t0. Us-
ing the dyadic partition of the unity, we estimate separately X(gz) in the regions
Ωkr,(k+1)r, 0 ≤ k ≤ 2 and Ωt0•, where r = t0/3.
We start with the first region, Ω0,r. The argument is similar to the one presented
in the proof of Lemma 4.4. Let n1 ∈ Z such that 2−n1 ≤ t0 < 2−n1+1, and denote
by A(s, y) the function given by
A(s, y) =
∑
n≥n1
ϕn(s) gz(s, y) .
Note that A(s, y) = 0 if s ≥ t0/4.
Recall the definition of the the function ψ introduced in (4.4). By (4.5), X(A)
can be written as∑
n≥n1
X
(
ϕn gz
)
=
∑
n≥n1
2n∑
k=−2n+1
X
(
ψn(y − k2−(n+1))ϕn(s) gz(s, y)
)
.
LetHn : R×T→ R be given byHn(s, y) = 2−2ngz(2−n(s, y)+(0, k/2n+1))ϕ(s)ψ(y)
so that (S2
−n
(0,k/2n+1)Hn)(s, y) = ψn(y − k2−(n+1))ϕn(s) gz(s, y). In particular, the
previous sum is equal to ∑
n≥n1
2n∑
k=−2n+1
X
(
S2
−n
(0,k/2n+1)Hn
)
.
The function Hn belongs to C
1
c (R×T), it has support contained in [1/16, 1/4]×T,
and ‖Hn‖C1 ≤ 2−2n‖f‖C1(Ω0•). Therefore, by Lemma 4.3, as α > −1,∣∣X(A ) ∣∣ ≤ C0 ∑
n≥n1
2−n(1+α)‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([−1,2]×T)
≤ C0 2−n1(1+α)‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([−1,2]×T)
for some finite constant C0. By definition of n1, 2
−n1(1+α) ≤ t1+α0 ≤ ‖z‖1+α. This
completes the proof of the first estimate.
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We turn to the second one, Ωt0/3,2t0/3, squeezed between the first and the third
regions. Let Υ1(s) =
∑
n≥n1
ϕn(s), Υ2(s) =
∑
n≥n1
ϕn(t0−s). We need to estimate
ĝz = gz[1−Υ1 −Υ2] = − f [1−Υ1 −Υ2].
At the beginning of the proof, we pointed out that the support of Υ1 is contained
in [0, t0/4]. On the other hand, since the supports of ϕn and ϕm are disjoints
whenever |n −m| ≥ 2, Υ1(s) = 1 for 0 < s ≤ t0/32 because t0/32 ≤ (1/16)2−n1.
A similar result holds for Υ2, so that the support of ĝz is contained in [a, b] × T,
where a = t0/32, b = (31/32)t0. In this set the function f is C
1, which implies that
ĝz belongs to C
1
c (R× T).
Recall that 2−n1 ≤ t0 < 2−n1+1 and write ĝz as
ĝz(s, y) =
2n1∑
k=−2n1+1
ψn1(y − k2−(n1+1)) ĝz(s, y)
:=
2n1∑
k=−2n1+1
(S2
−n1
(t0/2,k/2n1+1)
Ĥz)(s, y) .
From the last identity we get that Ĥz(t, x) = 2
−2n1ψ(x)ĝz(t0/2 + t/2
n1, k/2n1+1 +
x/2n1). The support of Ĥz is thus contained in [−1, 1] × T and ‖Ĥz‖C1c (R×T) ≤
2−2n1‖f‖C1(Ω0•). In this later estimate, observe that the time derivative of Υ1 is of
order t−10 . These bounds and Lemma 4.3 yield that∣∣X( ĝz ) ∣∣ ≤ 2n1∑
k=−2n1+1
∣∣X(S2−n1(t0/2,k/2n1+1)Ĥz ) ∣∣
≤ C0 2−n1(1+α)‖ f ‖C1(Ω0•)
∥∥X∥∥
Cα([−2,2+(t0/2)]×T)
.
This provides a bound for the second region since 2−n1 ≤ t0 ≤ ‖z‖.
We estimate X( gz ) in the third region, Ω2t0/3,t0 , as in the first one. It re-
mains to consider the set Ωt0•. The result follows from Corollary 4.6, Remark
4.8 and the fact that the L∞ norm of gz(w) = f(w − z) − f(w) is bounded by
{ ‖∂tf‖L∞(Ω0•) + ‖∂xf‖L∞(Ω0•) } ‖z‖. A similar inequality holds for the L∞ norm
of the first derivatives of gz. This requires f to be in C
2 and provides an estimate
of ‖gz‖C1(Ωt0•) in terms of ‖z‖ ‖f‖C2(Ω0•). 
We turn to the proof of the Schauder estimate. Recall the definition of the kernel
qT0 introduced at the beginning of this section. We omit the subscript T0 from the
notation. The function q is smooth in (0,∞) × T, it diverges at the origin and is
not C1 at t = 0. For n ≥ 0, let qn : R+ × T → R+ be given by qn(z) = φn(z) q(z),
where φn(z) = ϕn(|z|).
Let qn,z : R× T→ R, z ∈ R× T, n ∈ N0, be given by
qn,z(w) = qn(z − w) = φn(z − w) q(z − w) .
The function qn,z fulfills the assumptions of Lemma 4.4. Hence, by Corollary 4.6,
we may define X(qn,z). The next lemma provides a bound for this quantity.
Lemma 4.10. There exists a finite constant C0 such that for all X ∈ Cα, S < T ,
z = (t, x) in [S, T ]× T and n ≥ 0,
|X(qn,z) | ≤ C0 2−(1+α)n
∥∥X ∥∥
Cα([S−2,T+2]×T)
.
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Proof. Let δ = 2−n ≤ 1, and g : R × T → R be given by g(w) = qn(−δw). Since
φ is symmetric and δ = 2−n, g(w) = φ(w) q(−δw). In particular, the support of g
is contained in B(0, 1/4). As q and p coincide on B(0, 1/4), g(w) = φ(w) p(−δw).
Hence, g(s, y) = 0 for s ≥ 0, g satisfies the assumptions of Lemma 4.4, and, by
(3.6), there exists a finite constant C0 such that
‖g‖C1((−∞,0)×T) ≤ C0 δ−1 .
On the other hand, an elementary computation yields that δ2 (Sδzg)(w) = qn,z(w).
Hence, by Corollary 4.7 and Remark 4.8, there exists a finite constant C0 such that∣∣X( qn,z ) ∣∣ = δ2 ∣∣X(Sδzg ) ∣∣ ≤ C0 δ2+α ‖g‖C1((−∞,0)×T) ‖X‖Cα([S−2,T+2]×T)
≤ C0 2−(1+α)n ‖X‖Cα([S−2,T+2]×T)
for all n ≥ 0, S < T , z = (t, x) in [S, T ] × T. This completes the proof of the
lemma. 
Let
Φ =
∑
k≥0
φk , Ψ =
∑
k<0
φk so that Φ + Ψ = 1 ,
Q = Φ qT0 , R = Ψ qT0 .
Since the supports of ϕn and ϕm are disjoints whenever |n − m| ≥ 2, Ψ(w) = 0
for w ∈ B(0, 1/8). Let Qz : R × T → R+ be given by Qz(w) = Q(z − w) =
Φ(z − w) qT0(z − w). The previous lemma permits to define X(Qz) as
X(Qz) =
∑
k≥0
X(qk,z) . (4.9)
Lemma 4.11. Fix −1 < α < 0, 0 < κ < 1+α. Then, there exists a finite constant
C(κ) such that∣∣X(Qz) − X(Qz′) ∣∣ ≤ C(κ)∥∥ z − z′ ∥∥1+α−κ ∥∥X ∥∥Cα([S−4,T+4]×T)
for all X ∈ Cα(R × T), S < T , z = (t, x), z′ = (t′, x′) ∈ [S, T ] × T such that
‖z − z′‖ ≤ 1/4.
Proof. In view of (4.9), we have to estimate |X(qn,z) − X(qn,z′)
∣∣, n ≥ 0. Let
n1 ∈ Z such that 2−(n1+1) < ‖z − z′‖ ≤ 2−n1 . We first bound this expression for n
large and then we examine the case of n small.
Note that for n ≥ 0, qn,z = pn,z, where pn,z(w) = φn(z − w) p(z − w), because,
in this range of n, q(z −w) = p(z −w) if φn(z −w) 6= 0. Moreover, by (3.6), there
exists a finite constant C0 such that
sup
w∈R×T
∣∣ pn,z(w) − pn,z′(w) ∣∣ ≤ C0 22n ‖z′ − z‖ ,
sup
w∈R×T
∣∣Dpn,z(w) −Dpn,z′(w) ∣∣ ≤ C0 23n ‖z′ − z‖ (4.10)
for all z, z′ in R×T, n ∈ N0. In this formula, D stands for ∂t or ∂x. As qn,z = pn,z,
these bounds hold for qn,z and we keep working with q.
Fix n ≥ n1. By Lemma 4.10, since t, t′ ∈ [S, T ], there exists a finite constant C0
such that
|X(qn,z) − X(qn,z′)
∣∣ ≤ |X(qn,z) ∣∣ + |X(qn,z′) ∣∣
≤ C0 2−(1+α)n
∥∥X ∥∥
Cα([S−2,T+2]×T)
.
(4.11)
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We turn to small n’s. Assume that 0 ≤ n < n1. We claim that there exists a
finite constant C0 such that∣∣X(qn,z) − X(qn,z′) ∣∣ ≤ C0 ‖z′ − z‖1+α ‖X‖Cα([−4,t+4]×T) . (4.12)
Let δ = (1/2)(‖z′ − z‖ + 2−n). Note that δ ≤ 1 because ‖z′ − z‖ ≤ 1/4 and
n ≥ 0. Let g : R× T→ R be given by g(w) = δ2[qn,z′−z(δw) − qn,0(δw)].
Assume, without loss of generality, that t′ > t, and set Ω = [(−∞, 0)∪(0, a)]×T,
where a = (t′− t)/δ > 0. The function g is smooth on Ω, it vanishes on Ωa• and its
time-derivative is discontinuous at s = 0 and s = a, where w = (s, y). Moreover,
by (4.10), there exists a finite constant C0 such that
‖g‖L∞(R×T) ≤ C0 δ2 22n ‖z′ − z‖ , ‖Dg‖L∞(R×T) ≤ C0 δ3 23n ‖z′ − z‖ ,
where, as above, D stands either for ∂t or for ∂x. By definition of n1, since n < n1,
2n ‖z′−z‖ ≤ 2n1 ‖z′−z‖ ≤ 1 so that δ2n ≤ 1. In particular, ‖g‖C1(Ω) ≤ C0 ‖z′−z‖.
On the other hand, by definition of ϕ, introduced in (4.3), the support of g is
contained in B(δ−1 (z′−z) , δ−1 2−(n+1))∪B(0 , δ−1 2−(n+1)). Since δ−1 ‖z′−z‖ ≤ 2
and δ−1 2−(n+1) ≤ 1, the latter set is contained in B(0 , 3).
An elementary computation yields that (Sδzg)(w) = qn,z′(w) − qn,z(w), so that∣∣X(qn,z) − X(qn,z′) ∣∣ = ∣∣X(Sδzg) ∣∣ .
Since the support of g is contained in B(0, 3), X belongs to Cα(R × T) and z to
[S, T ]× T, by Corollary 4.7 and Remark 4.8,∣∣X(Sδzg) ∣∣ ≤ C0 δα ‖g‖C1(Ω) ‖X‖Cα([S−4,T+4]×T)
for some finite constant C0. As ‖g‖C1(Ω) ≤ C0 ‖z′ − z‖ and δ ≥ (1/2)‖z′ − z‖, the
previous expression is less than or equal to
C0 ‖z′ − z‖1+α ‖X‖Cα([S−4,T+4]×T) .
This proves (4.12).
We are now in a position to prove the lemma. By definition,∣∣X(Qz) − X(Qz′) ∣∣ ≤ ∑
n≥0
∣∣X(qn,z) − X(qn,z′) ∣∣ . (4.13)
By (4.11) and (4.12), the right hand side of this expression is bounded above by
C0 ‖z′ − z‖1+α ‖X‖Cα([S−4,T+4]×T) n1 + C0
∥∥X ∥∥
Cα([S−2,T+2]×T)
∑
n≥n1
2−(1+α)n .
As 2n1 ≤ ‖z′−z‖−1, we may estimate n1 by C0 ln ‖z′−z‖−1. Since 0 < κ < 1+α and
the map t 7→ tκ[1 + ln t−1] is bounded in the interval [0, 1], the previous expression
is less than or equal to
C0(κ) ‖z′ − z‖1+α−κ ‖X‖Cα([S−4,T+4]×T) + C0 ‖z′ − z‖1+α
∥∥X ∥∥
Cα([S−2,T+2]×T)
.
for some finite constant C0(κ). We used here that 2
−n1 ≤ 2‖z′ − z‖ to bound the
second term. This completes the proof of the lemma. 
Recall the definition of R given just above (4.9). The function R fulfills the
hypotheses of Lemma 4.4 and its support is contained in [0, T0] × T. Let Rz :
R × T → R+ be given by Rz(w) = R(z − w) = Ψ(z − w) qT0 (z − w). The next
lemma provides estimates for X(Rz).
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Lemma 4.12. Fix −1 < α < 0. Then, there exists a finite constant C0 = C0(T0)
such that∣∣X(Rz) − X(Rz′) ∣∣ ≤ C0(T0)∥∥ z − z′ ∥∥1+α ∥∥X ∥∥Cα([S−T0−3,T++2]×T)
for all X ∈ Cα(R × T), S < T , z = (t, x), z′ = (t′, x′) ∈ [S, T ] × T such that
‖z − z′‖ ≤ 1.
Proof. Fix z = (t, x), z′ = (t′, x′) such that ‖z′−z‖ ≤ 1. Without loss of generality,
assume that t < t′ and let f(w) = Rz′(w). The function f satisfies the assumptions
of Lemma 4.4, with the plane {(s, y) : s = t′} replacing {(s, y) : s = 0}. Its support
in contained in [t′ − T0 − 1, t′]. Clearly, Rz(w)−Rz′(w) = f(w− zˆ)− f(w), where
zˆ = z − z′. By Lemma 4.9 applied to the function f ,∣∣X(Rz)−X(Rz′) ∣∣ ≤ C0 (1 + T0) ‖zˆ‖1+α ‖ f ‖C2(Ω
•t′ )
∥∥X∥∥
Cα([t′−T0−3,t′+2]×T)
.
By definition of f and R, and since Ψ(w) = 0 for w ∈ B(0, 1/8), there exists a finite
constant C0 such that
‖ f ‖C2(Ω
•t′ )
= ‖R ‖C2(Ω0•) ≤ C0‖ p ‖C2(Ω⋆) ,
where Ω⋆ = Ω0,T0+1 \ B(0, 1/8). To complete the proof, it remains to recall that
z′ ∈ [S, T ]× T. 
Remark 4.13. Note that the proofs of Lemmata 4.4, 4.9, 4.10 and 4.11 permit to
extend the domain of definition of a distribution X in Cα to functions which do not
belong to C1(R×T). For instance to functions of the type g(t, x) = f(t, x)χ(S,T )(t),
where f belongs to C1(R × T) and χA is the indicator of the set A. This property
is further exploited below in the definition of the distribution X+.
Proof of Theorem 4.1. The proof is a consequence of Lemmata 4.11 and 4.12. 
Remark 4.14. The proof of Lemma 4.11 can be extended to α < −1, but this result
will not be needed here.
4.1. The distribution X+. Let f be a function in C1c (R×T) and denote by χA,
A ⊂ R× T, the indicator function of the set A. Lemma 4.4 permits also to define
X(fχR+×T) as a sum. We denote this quantity by X
+(f) :
X+(f) := X
(
f χR+×T
)
.
Clearly, X+(f) = 0 for all f in C1c (R×T) whose support is contained in (−∞, 0]×T.
Fix −1 < α < 0, 0 < κ < 1 + α. We claim that there exists a finite constant
C(κ, T0) such that∣∣X+(qT0,(t,x)) ∣∣ ≤ C(κ, T0) t1+α−κ ∥∥X ∥∥Cα([−T0−3,5]×T) (4.14)
for all X ∈ Cα(R× T), 0 ≤ t ≤ 1/4.
To prove this claim, fix z = (t, x) and write X+(qT0,(t,x)) = X
(
qT0,(t,x) χR+×T
)
as
X
(
qT0,(t,x) − qT0,(0,x)
)
+ X
(
qT0,(0,x) − qT0,(t,x) [1− χR+×T]
)
. (4.15)
By Theorem 4.1 with S = 0, T = 1, the absolute value of the first term is bounded
by C0 t
1+α−κ
∥∥X ∥∥
Cα([−T0−3,5]×T)
for some finite constant C0 = C0(κ, T0). On the
other hand, since the support of qT0,(0,x) is contained in (−∞, 0]× T, the function
appearing in the second term can be written as [ qT0,(0,x) − qT0,(t,x) ] [1 − χR+×T].
In Lemmata 4.11 and 4.12, we estimated X(qT0,(0,x) − qT0,(t,x)) in each region
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separately. In particular, it follows from these results that the absolute value of the
second term in (4.15) is bounded by C0 t
1+α−κ
∥∥X ∥∥
Cα([−T0−3,5]×T)
for some finite
constant C0 = C0(κ, T0). This proves (4.14).
For similar reasons, the proofs of Lemmata 4.11 and 4.12 yield that for fixed
−1 < α < 0, 0 < κ < 1 + α, there exists a finite constant C(κ, T0) such that∣∣X+(qT0,z) − X+(qT0,z′) ∣∣ ≤ C(κ, T0) ‖z − z′‖1+α−κ ∥∥X ∥∥Cα([−T0−3,5]×T) (4.16)
for all X ∈ Cα(R× T), z, z′ ∈ [0, 1]× T such that ‖z − z′‖ ≤ 1/4.
Corollary 4.15. Fix −1 < α < 0, 0 < 2κ < 1 + α. Then, there exists a finite
constant C(κ, T0) such that
‖u‖C1+α−2κ([0,T ]×T) ≤ C(κ, T0)T κ
∥∥X ∥∥
Cα([−T0−3,5]×T)
.
for all X ∈ Cα(R × T), 0 < T ≤ 1/4, where u = uT0 : R × T → R is given by
u(z) = X+(qT0,z).
Proof. Fix X ∈ Cα(R × T), 0 < T ≤ 1/4, z = (t, x), z′ = (t′, x′) ∈ [0, T ] × T.
Suppose first that |x−x′| ≤ T . In this case, ‖ z − z′ ‖κ ≤ (2T )κ. Hence, by (4.16),∣∣X+(qT0,z) − X+(qT0,z′) ∣∣ ≤ C(κ, T0)∥∥ z − z′ ∥∥1+α−2κ T κ∥∥X ∥∥Cα([−T0−3,5]×T) .
In contrast, if |x − x′| > T , t1+α−κ ≤ T 1+α−2κ T κ ≤ |x − x′|1+α−2κ T κ ≤
‖z − z′‖1+α−2κ T κ. A similar inequality holds with t′ in place of t. Hence, by
(4.14), ∣∣X+(qT0,z) − X+(qT0,z′) ∣∣ ≤ ∣∣X+(qT0,z) ∣∣ + ∣∣X+(qT0,z′) ∣∣
≤ C(κ, T0)
∥∥ z − z′ ∥∥1+α−2κ T κ∥∥X ∥∥
Cα([−T0−3,5]×T)
.
The assertion follows from the two previous estimates. 
5. A log-correlated Gaussian random field
We introduce in this section a Gaussian random field closely related to the linear
SPDE {
∂tf = − (−∆)1/2 f + ξ ,
f(0, x) = f(x) ,
(5.1)
where ξ represents the space-time white noise and f : T → R a continuous function.
Denote by fε the solution of the previous equation with ξ replaced by its regularized
version ξε introduced in (2.5).
The solution of these equations can be expressed in terms of the semigroup p(t, x)
introduced in (3.5):
fε(t, x) =
∫ t
0
ds
∫
T
dy p(t− s, x− y) ξε(s, y) +
∫
T
p(t, x− y) f(y) dy (5.2)
because p(t, ·) is symmetric. As p(t, x) = 0 for t < 0, in the first term we may
change the interval of integration from [0, t] to [0,∞). Moreover, if we set the initial
condition f to be f(x) =
∫ 0
−∞
ds
∫
T
p(−s, x− y)ξε(s, y) dy, as p is a semigroup,
fε(t, x) =
∫ ∞
−∞
ds
∫
T
dy p(t− s, x− y) ξε(s, y) .
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We replace, in the previous convolution, p by a kernel q with bounded support
to avoid problems of integrability at infinity. Fix T0 > 1 and recall the definition
of the function qT0 : R× T→ R+ introduced in (4.1). Note that
qT0(t, x) = p(t, x) for t ≤ T0 and that qT0(s, ·) is symmetric (5.3)
for all s ∈ R, qT0(s, x) = qT0(s,−x), because so is p(s, ·). As T0 is fixed, we omit it
from the notation.
Let v := q ∗ ξ, vε := q ∗ ξε be the centered Gaussian random fields on R × T
defined by:
v(t, x) :=
∫
R
ds
∫
T
dy q(t− s, x− y) ξ(s, y) ,
vε(t, x) :=
∫
R
ds
∫
T
dy q(t− s, x− y) ξε(s, y) .
(5.4)
Let r = q − p, and note that r is smooth and vanishes in the time-interval
(−∞, T0]. As q coincides with p on the time-interval (−∞, T0] and vanishes outside
the interval [0, T0 + 1], for 0 < t < T0, the field vε(t) can be rewritten as
vε(t) =
∫ T0
−(T0+1)
r(t − s) ξε(s) ds + gε(t) (5.5)
where
gε(t) =
∫ t
0
p(t− s) ξε(s) ds + p(t)
∫ 0
−(T0+1)
p(−s) ξε(s) ds .
We used in the last step the fact that p is a semigroup so that p(t− s) = p(t)p(−s)
for all s < 0 < t.
Denote byGε(t) the first term on the right-hand side of (5.5). Since r is a smooth
function, by [1, Theorem 1.4.2], almost surely, the field Gε is C
∞ in the set R×T.
On the other hand, by (5.2), the second term on the right-hand side of (5.5), repre-
sented by gε, solves (5.1) with initial condition gε(0) =
∫
[−(T0+1),0]
p(−s) ξε(s) ds.
Therefore, for 0 < t < T0,
∂tvε + (−∆)1/2 vε − ξε = ∂tGε + (−∆)1/2Gε , (5.6)
A similar conclusion holds with vε, ξε, Gε replaced by v, ξ, G =
∫
[−(T0+1),T0]
r(t −
s) ξ(s) ds, respectively.
5.1. The correlations of the fields vε, v. Denote by Q, Qε the covariances of
the fields v, vε, respectively: For z, z
′ in R× T,
Q(z, z′) = E
[
v(z) v(z′)
]
, Qε(z, z
′) = E
[
vε(z) vε(z
′)
]
.
A change of variables yields that Qε(z, z
′) = Qε(0, z
′−z). Denote this later quantity
by Qε(z
′ − z) and define Q(·) similarly.
The main result of this section reads as follows. Recall that ln+ t = ln t if t ≥ 1
and ln+ t = 0 if 0 < t ≤ 1.
Proposition 5.1. There exist a continuous, bounded function R : R×T → R, such
that
Q(z) =
1
2π
ln+
1
4 ‖z‖ + R(z) .
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The proof of Proposition 5.1 relies on some lemmata. An elementary computa-
tion yields that
Q(z) =
∫
R×T
q(−w) q(z − w) dw =
∫
R×T
q(w) q(z + w) dw ,
Qε(z) =
∫
R×T
(q ∗ ̺ε)(w) (q ∗ ̺ε)(z + w) dw .
(5.7)
A change of variables shows that Q(−z) = Q(z). On the other hand, as
q(t,−x) = q(t, x), it is not difficult to see that Q(t,−x) = Q(t, x) for all (t, x) ∈
R×T. Moreover, as the support of q is contained in [0, T0+1]×T and T0 ≥ 1, the
one of Q is contained in [−2T0, 2T0]× T.
Let P = {(0, x) : x ∈ T}. It is not difficult to show that Q is smooth in
(R× T) \ {(0, 0)}, that (−∆)1/2Q is well defined in the set (R× T) \ P , and that
[(−∆)1/2Q](z) =
∫
R×T
q(w) [(−∆)1/2q] (w + z) dw , z ∈ (R× T) \ P . (5.8)
Finally, by the definition (2.6) of the operator (−∆)1/2, as Q(−z) = Q(z), a
change of variables yields that [(−∆)1/2Q](−z) = [(−∆)1/2Q](z). We summarize
these properties in the next formula:
Q(−z) = Q(z) , Q(t,−x) = Q(t, x) ,
[(−∆)1/2Q] (−z) = [(−∆)1/2Q] (z) , z ∈ (R× T) \ P . (5.9)
These identities extend to Qε. Moreover,
Qε(z) = (Q ∗ ¯̺ε)(z) , (5.10)
where ¯̺ε is the mollifier given by ¯̺ε := ̺ε ∗ (T ̺ε), and T is the operator defined
by (T f)(z) := f(−z). We define ¯̺ similarly.
Lemma 5.2. There exists a continuous, bounded function R0 : R × T → R such
that
[(−∆)1/2Q](z) = (1/2) [ q(−z) + q(z) ] + R0(z) , z ∈ (R× T) \ P .
Proof. By the properties (5.3) of the kernel q,
∂tq + (−∆)1/2 q = R , t > 0 ,
q(0, ·) = δ0(·) , t = 0 ,
q(t, ·) = 0 , t < 0 ,
(5.11)
where δ0 is the Dirac distribution concentrated at x = 0 and R : R×T→ R, given
by R = [ ∂t + (−∆)1/2 ](q − p), is a smooth function with compact support. Note
that R(s, y) = 0 if s ≤ 0.
Fix z = (t, x) ∈ R× T and assume that t < 0. By (5.8),
[(−∆)1/2Q](z) =
∫
R×T
q(w) [(−∆)1/2q] (w + z) dw .
Since q(s, y) vanishes for s < 0, we may restrict the integration to the time-interval
(−t,+∞). By (5.11), on (0,+∞)×T, [(−∆)1/2q](s, y) = R(s, y)− (∂sq)(s, y). The
previous integral is thus equal to∫ ∞
−t
ds
∫
T
dy q(w) R(w + z) −
∫ ∞
−t
ds
∫
T
dy q(w) (∂sq) (w + z) ,
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where w = (s, y) As R(s, y) vanishes for s ≤ 0, in the first integral we may integrate
over R × T. After an integration by parts, as q(0, ·) = δ0(·), the second integral
becomes
q(−z) +
∫ ∞
−t
ds
∫
T
dy (∂sq) (w) q (w + z) .
Using again the first identity in (5.11), we can write this expression as
q(−z) +
∫
(−t,∞)×T
R (w) q (w + z) dw −
∫
(−t,∞)×T
[(−∆)1/2q] (w) q (w + z) dw .
Since (−∆)1/2 is a symmetric operator, q(s, y) is smooth away from P and vanishes
for s < 0, the last integral is equal to
−
∫
(−t,∞)×T
q (w) [(−∆)1/2q] (w + z) dw
= −
∫
R×T
q (w) [(−∆)1/2q] (w + z) dw = − [(−∆)1/2Q] (z) .
Putting together the previous terms yields that for z = (t, x) with t < 0,
2 [(−∆)1/2Q](z) = q(−z) +
∫
R×T
q (w)
[
R (w + z) + R (w − z) ] dw .
Since q(z) = 0, we may add q(z) to the right-hand side to complete the proof of
the lemma in the case t < 0 with
R0(z) =
1
2
∫
R×T
q (w)
[
R (w + z) + R (w − z) ] dw .
The proof in the case t > 0 is analogous.
The function R0 is continuous because R is uniformly continuous and q is inte-
grable. It is bounded because R is uniformly bounded and q is integrable. 
Recall from (3.3) that we denote by G the Green function associated to (−∆)1/2.
Let qs(z) = (1/2)(q(−z) + q(z)).
Lemma 5.3. There exists a continuous, bounded function R1 : R × T → R such
that for all (t, x) ∈ R× T, (t, x) 6= (0, 0),
Q(t, x) = [ qs(t, ·) ∗G ](x) + R1(t, x) .
Proof. Recall from (5.7) the expression of the function Q. An elementary compu-
tation yields that for each t ∈ R,
Q(t) :=
∫
T
Q(t, x) dx =
∫
R
q(s) q(t+ s) ds ,
where q(t) =
∫
T
q(t, y) dy. By definition of q(s, y), the function q(t) is bounded,
integrable and discontinuous only at the origin. Moreover, it vanishes outside a
compact set, and it is equal to 0, resp. 1, for s < 0, resp. 0 ≤ s ≤ T0. In particular,
Q is bounded and continuous.
Let Q¯(t, x) = Q(t, x)−Q(t). Clearly, for all (t, x) ∈ (R×T)\P , [(−∆)1/2Q¯(t, ·)](x) =
[(−∆)1/2Q(t, ·)](x). Hence, by the previous lemma,
[(−∆)1/2Q¯(t, ·)] (x) = qs(t, x) + R0(t, x) , (t, x) ∈ (R× T) \ P .
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Since, for all t′ ∈ R, ∫
T
Q¯(t′, y) dy = 0, by (3.2), taking the convolution with respect
to G on both sides of the previous equation yields that
Q(t, x) = [ qs(t, ·) ∗G ](x) + R1(t, x) (t, x) ∈ (R× T) \ P ,
with R1(t, x) = [R0(t, ·) ∗G](x) +Q(t).
Since R0 is bounded and continuous, and G is integrable, [R0(t, ·) ∗ G](x) is
bounded and continuous. As we already showed that Q(t) is bounded and contin-
uous, the proof is complete for (t, x) ∈ (R×T) \ P . Since all terms are continuous
on (R× T) \ {(0, 0)}, this identity can be extended to (t, x) 6= (0, 0). 
We are now in a position to prove Proposition 5.1.
Proof of Proposition 5.1. In view of Lemma 5.3, we need to show that
R3(t, x) := [ qs(t, ·) ∗G ](x) − 1
2π
ln+
1
4 ‖z‖
is a continuous, bounded function.
Recall that qs(t, x) = (1/2) [ q(t, x) + q(−t,−x) ]. Since q(s, y) = 0 for s < 0
and since q(s, ·) is symmetric, qs(t, x) = (1/2) q(|t|, x) for t 6= 0. By the explicit
expression (3.3) of the Green function,
R3(t, x) = − 1
2π
∫
T
q(|t|, y) ln
{
2
∣∣ sin(π|x− y]) ∣∣ } dy − 1
2π
ln+
1
4 ‖z‖ .
By definition of q, for any δ > 0, R3 is bounded and continuous on B(0, δ)
c because
the function ln t is integrable on the interval (0, 1).
We turn to the behavior of R3 on B(0, δ). Fix 0 < δ < 1/32 and recall that
T0 > 1. On the set B(0, δ), ln
+( 4 ‖z‖ )−1 = ln( 4 ‖z‖ )−1, and the right-hand side
of the previous equation can be written as
− q(|t|) 1
2 π
ln 2 − 1
2 π
∫
T
q(|t|, y) ln
{ ∣∣ sin(π[x − y]) ∣∣ } dy − 1
2π
ln
1
4 ‖z‖
where t 7→ q(|t|) is the continuous and bounded function defined in the previous
proof as q(t) :=
∫
T
q(t, y) dy.
On the set {(s, y) : |s| ≤ δ}, q(s, y) = p(s, y). We may, therefore, replace q by
p in the previous integral. At this point, it remains to show that the function R4
given by
R4(t, x) =
∫
T
p(|t|, y) ln ∣∣ sin(π[x − y]) ∣∣ dy − ln ‖z‖
is bounded and continuous in B(0, δ).
We prove the boundedness, the continuity being similar. Assume that t > 0. Let
F : R → R be the one-periodic function given by F (x) = ln | sin(πx) |. Note that
F is symmetric: F (−x) = F (x). We claim that there exists a finite constant C0,
depending solely on δ, such that∣∣∣ ∫
T
p(t, y)F (x− y) dy − 1
π
∫ ∞
−∞
ln | ty |
1 + [y + (x/t)]2
dy
∣∣∣ ≤ C0 . (5.12)
Hereafter, without further notice, the value of constants C0’s may change from line
to line.
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The proof of (5.12) is divided in several steps. Recall the definition (3.4) of
p(t, x). By (3.5) and a change of variables, the first term in (5.12) is equal to∑
k∈Z
∫ k+1/2
k−1/2
p(t, y)F (x− y) dy =
∫
R
p(t, y)F (x− y) dy
because F is periodic.
Fix 4δ < a < 1/8. We claim that there exists a constant C0, depending only on
δ and a, such that ∫
[x−a,x+a]c
p(t, y) |F (y − x) | dy ≤ C0 . (5.13)
Let A = ∪k∈Z[k−a, k+a]. The function F is uniformly bounded on the complement
of A: There exists a constant C0 = C0(a), such that |F (y) | ≤ C0 for all y ∈ Ac.
Let x+A = {x+ y : y ∈ A}. Since |F (y− x) | ≤ C0 for all y ∈ [x+A]c, and p(t, ·)
is a probability density,∫
[x+A]c
p(t, y) |F (y − x) | dy ≤ C0 .
On the other hand, by the explicit form of the density p(t, y), and a change of
variable,∑
k≥1
∫ k+x+a
k+x−a
p(t, y) |F (y − x) | dy ≤ 1
π
∑
k≥1
t
t2 + [k + x− a]2
∫ a
−a
|F (y) | dy .
Since F is integrable in a neighborhood of the origin, and since |x| + a ≤ 1/4, the
previous sum is bounded by C0 t
∑
k≥1[k − (1/4)]−2 ≤ C0 t. A similar bound can
be derived for the sum k ≤ −1. This proves (5.13).
By the explicit form of p(t, ·) and a change of variables,∫ x+a
x−a
p(t, y)F (y − x) dy = 1
π
∫ a/t
−a/t
F (ty)
1 + [y + (x/t)]2
dy .
There exists a finite constant C0 = C0(a) such that | sin(πy) /y| ≤ C0 for all y in
the interval [−a, a]. Hence, since p(t, ·) is a probability density,∣∣∣ ∫ a/t
−a/t
F (ty)
1 + [y + (x/t)]2
dy −
∫ a/t
−a/t
ln | ty |
1 + [y + (x/t)]2
dy
∣∣∣ ≤ C0 .
We claim that there exists a finite constant C0 such that∫ ∞
a/t
∣∣ ln ( ty ) ∣∣
1 + [y + (x/t)]2
dy ≤ C0 , (5.14)
with a similar bound if the domain of integration is replaced by (−∞,−a/t]. By a
change of variables, this integral is bounded by
C0
∫ 2/t
(a+x)/t
1
y2
dy +
∫ ∞
2/t
ln t+ ln y
y2
dy ≤ C0 {t ln t+ t1/2}
because ln y ≤ C0y1/2 for y ≥ 1. This proves (5.14). Putting together all previous
estimates yields (5.12).
It remains to show that the absolute value of
1
π
∫ ∞
−∞
ln | ty |
1 + [y + (x/t)]2
dy − ln ‖z‖
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is bounded on B(0, δ). Since ‖z‖ = |x|+ t = t(1 + |x|/t) and p(t, ·) is a probability
density, this difference can be written as
1
π
∫ ∞
−∞
ln (t |y| )
1 + [y + η]2
dy − ln t (1 + η) = 1
π
∫ ∞
−∞
ln |y|
1 + [y + η]2
dy − ln(1 + η) ,
where η = |x|/t.
Fix K ≥ 1. If η ≤ K, it is easy to show that both terms are bounded separately
by a constant which depends on K. Assume that η > K. We may replace ln(1+ η)
by ln η, paying a constant. After this replacement, by a change of variables the
previous difference becomes
1
π
∫ ∞
−∞
η
1 + η2[y + 1]2
ln |y| dy .
Fix 0 < c1 < 1/2, c2 > 2. On the interval |y| ≤ c1, the function ln |y| is integrable
and the ratio is bounded by C0/η. On the interval |y| ∈ [c1, c2], the function ln |y| is
bounded and the ratio is a probability density. Finally, on the interval |y| ∈ [c2,∞),
as c2 ≥ 2, the ratio is bounded by 4/ηy2, and ln |y|/y2 is integrable in this interval.
This completes the proof of the lemma. 
We conclude this section with some consequences of Proposition 5.1. The next
two results are Lemmas 3.1 and 3.7 in [17]. Recall the definition of the mollifier
¯̺ε, 0 < ε < 1, introduced just before Lemma 5.2, and that the support of ̺ is
contained in B(0, s1), where s1 = s0 + 1.
Lemma 5.4. For every r > 0, there exists a finite constant C0 = C0(r) such that
Qε(z) ≤ − 1
2π
ln
( ‖z‖+ ε ) + C0
for all 0 < ε < 1, ‖z‖ ≤ r.
Proof. Fix r > 0 and z ∈ R × T such that ‖z‖ ≤ r. By Proposition 5.1 and by
(5.10), there exists a finite constant C0, whose value may change from line to line,
such that
Qε(z) ≤ 1
2π
∫
Dε
ln
1
4 ‖z − εw‖ ¯̺(w) dw + C0 , (5.15)
where the integral is performed over the set Dε = {w : ‖z − εw‖ ≤ 1/4}.
Let A = 4s1, where s1 has been introduced just before the statement of the
lemma. Assume first that ‖z‖ ≤ Aε. By extracting the factor 4ε from the logarithm,
we may bound the right-hand side of the previous equation by
1
2π
ln
1
ε
+
1
2π
∫
Dε
ln
1
‖z/ε− w‖ ¯̺(w) dw + C0
≤ 1
2π
ln
1
ε
+
1
2π
∫
D′ε
ln
1
‖w‖ ¯̺(z/ε− w) dw + C0 ,
where we performed a change of variables and D′ε = {w : ‖w‖ ≤ 1/4ε}. By
hypothesis, the support of ̺ is contained in B(0, s1), where, recall, s1 = s0 + 1.
Hence, by definition, the support of ¯̺ is contained in B(0, 2s1), and we may restrict
the previous integral to points w such that ‖w‖ ≤ A+2s1 = 6s1 because ‖z‖ ≤ Aε.
The previous expression is thus bounded by
1
2π
ln
1
ε
+
‖ ¯̺‖∞
2π
∫
‖w‖≤A+2s1
∣∣∣ ln ‖w‖ ∣∣∣ dw + C0 ≤ 1
2π
ln
1
ε
+ C0 .
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To complete the argument note that ε−1 ≤ (A + 1)/(‖z‖ + ε) on the set where
‖z‖ ≤ Aε. Hence, the previous expression is less than or equal to
1
2π
ln
1
‖z‖+ ε + C0 .
We turn to the case Aε < ‖z‖ ≤ r. In this case, for w in the support of ¯̺,
‖z − εw‖ ≥ ‖z‖ − ε‖w‖ ≥ ‖z‖ − 2s1ε ≥ ‖z‖/2 because A = 4s1 and ‖z‖ > Aε.
Therefore, the expression on the right-hand side of (5.15) is bounded above by
1
2π
ln
1
‖z‖
∫
Dε
¯̺(w) dw + C0 ,
where we extracted the factor 2 from the logarithm. Considering separately the
cases ‖z‖ < 1 and 1 ≤ ‖z‖ ≤ r, we can bound the previous expression by
1
2π
ln
1
‖z‖ + C0(r)
for some finite constant C0(r) depending on r. As ‖z‖ > Aε, this term is less than
or equal to
1
2π
ln
A+ 1
A (‖z‖+ ε) + C0(r) ≤
1
2π
ln
1
‖z‖+ ε + C0(r) ,
absorbing the A’s in the constant C0(r). This completes the proof of the lemma. 
Lemma 5.5. For each r > 0, there exist finite constants C0 = C0(r) such that∣∣Q(z) − Qε(z) ∣∣ ≤ C0(r) ε‖z‖ ·
for all ‖z‖ ≤ r, 0 < ε ≤ 1.
Proof. Fix r > 0. By (3.7) and the definition of q = qT0 , there exists a finite
constant C0 such that∣∣ ∂tq (z) ∣∣ ≤ C0‖z‖ , ∣∣ ∂xq (z) ∣∣ ≤ C0‖z‖ , q (z) ≤ C0 { 1 + 1‖z‖ } (5.16)
for all z = (t, x) such that t 6= 0.
By the definition (5.7) of Q and by (5.10),∣∣Qε(z) − Q(z) ∣∣ ≤ ∫ dw ¯̺(w)∫ du q(u) ∣∣ q(u+ z − εw) − q(u + z) ∣∣ .
By (5.16), this expression is bounded above by
C0
∫ ε
0
dt
∫
dw ¯̺(w)
∫
du
{
1 +
1
‖u‖
} 1∥∥u+ z − tw ∥∥ χA(u) , (5.17)
where A = [0, T0] × T. Here and below, C0 is a finite constant which may change
from line to line.
Fix z′ 6= 0. Decompose the set A in four pieces: A1 = B(0, ‖z′‖/2), A2 =
B(z′, ‖z′‖/2), A3 = B(0, 4‖z′‖) \ (A1 ∪ A2) and A4 = A \ B(0, 4‖z′‖). Estimating
the the integral below in each of these sets, we show that there exists a finite
constant C0 = C0(r) such that∫
du
1∥∥u+ z′ ∥∥ χA(u) ≤ C0 ,
∫
du
1
‖u‖
1∥∥u+ z′ ∥∥ χA(u) ≤ C0
{
1+ ln
1
‖z′ ‖
}
.
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The region A4 is responsible for the log factor. Hence, (5.17) is less than or equal
to
C0 ε + C0
∫ ε
0
dt
∫
dw ¯̺(w) ln
1
‖z − tw ‖ . (5.18)
Assume that ‖z‖ ≥ 4s1ε, where, recall, the ball of radius 2s1 contains the support
of ¯̺. In this case ‖ z − tw ‖ ≥ ‖ z ‖ − 2 εs1 ≥ (1/2)‖ z ‖. The previous expression is
thus bounded above by
C0 ε
{
1 + ln
1
‖ z ‖
}
≤ C0(r) ε‖ z ‖
because ‖z‖ ≤ r.
Assume, now, that ‖z‖ ≤ 4s1ε and consider the second integral in (5.18). We
first examine the integral in the interval 0 ≤ t ≤ ‖z‖/4s1 [note that ‖z‖/4s1 ≤ ε].
In this case, as the support of ¯̺ is contained in B(0, 2s1), ‖ z − tw ‖ ≥ ‖ z ‖/2.
Hence, ∫ ‖z‖/4s1
0
dt
∫
dw ¯̺(w) ln
1
‖z − tw ‖ ≤
‖z‖
4s1
ln
2
‖z‖ ≤ C0
because ‖z‖ ≤ 4s1ε ≤ 4s1.
We turn to the integral on the interval ‖z‖/4s1 ≤ t ≤ ε. Rewriting ‖z − tw ‖ as
t ‖(z/t)−w ‖ and changing variables as w′ = (z/t)−w, the corresponding integral
becomes ∫ ε
‖z‖/4s1
dt
∫
dw ¯̺((z/t)− w)
{
ln
1
t
+ ln
1
‖w ‖
}
.
As ln t−1 is integrable in the interval [0, 1] and since ‖z/t‖ ≤ 4s1, the previous
expression is bounded by
C0 + C0
∫ ε
‖z‖/4s1
dt
∫
B(0,6s1)
dw ln
1
‖w ‖ ≤ C0 .
In conclusion, if ‖z‖ ≤ 4s1ε, the sum in (5.18) is bounded above by C0 ≤ C0ε/‖z‖.
This completes the proof of the lemma. 
The proof of the next lemma follows from a straightforward computation based
on the formula for Q presented in Proposition 5.1, and on the fact that ̺ has
compact support.
Lemma 5.6. For all 0 < ε ≤ 1,
Qε(0) =
1
2π
ln
1
ε
+
1
2π
∫
R×T
¯̺(w) ln
1
4 ‖w‖ dw +
1
2π
∫
R×T
¯̺(w)R(εw) dw ,
where R is the function appearing in the statement of Proposition 5.1.
We conclude this section with some result whose proofs are similar to the previous
ones. For 0 < ε′ , ε ≤ 1, let Qε,ε′ : R× T → R be given by
Qε,ε′(w) = E[ vε(0) vε′(w) ] .
It follows from the proofs of Lemmata 5.4 and 5.5 that for every r > 0, there exists
a finite constant C0 = C0(r) such that
Qε,ε′(z) ≤ − 1
2π
ln
( ‖z‖+ ε′ ) + C0(r)∣∣Q(z) − Qε,ε′(z) ∣∣ ≤ C0(r) ε‖z‖ (5.19)
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for all 0 < ε′ ≤ ε < 1, ‖z‖ ≤ r.
Let ϑ : R2 → R+ be a mollifier satisfying the conditions (2.4). For 0 < ε ≤ 1,
let Q̺,ϑε : R× T → R be given by
Q̺,ϑε (w) = E[ vε(0) v̂ε(w) ] ,
where v̂ε(w) := q ∗ ξ̂ε, ξ̂ε = ϑε ∗ ξ, ϑε = Sε0ϑ. By the proofs of Lemmata 5.4 and
5.5, for every r > 0, there exists a finite constant C0 = C0(r) such that
Q̺,ϑε (z) ≤ −
1
2π
ln
( ‖z‖+ ε ) + C0(r)∣∣Q(z) − Q̺,ϑε (z) ∣∣ ≤ C0(r) ε‖z‖ (5.20)
for all 0 < ε < 1, ‖z‖ ≤ r.
6. Gaussian multiplicative chaos
Recall the definition of the Gaussian random field v, vε, ε > 0, introduced in
(5.4). Let Xγ,ε, γ ∈ R, be the random field defined by
Xγ,ε(f) = 〈Xγ,ε , f〉 :=
∫
f(z) eγ vε(z)− (γ
2/2)E[vε(z)
2] dz ,
for f ∈ C∞c (R× T).
By Lemma 5.6 and since
∫
R×T ¯̺(w)w dw = 0, there exists a finite constant C(̺)
such that
E[vε(0)
2] =
1
2π
ln
1
ε
+ C(̺) + R(̺, ε) ,
where R(̺, ε) represents a remainder whose absolute value is bounded by C0(̺)ε
2.
Hence,
〈Xγ,ε , f〉 = [1 + o(ε)]
∫
f(z)A(̺) εγ
2/4π eγ vε(z) dz ,
where A(̺) = exp{− (γ2/2)C(ρ) }.
The main result of this section, Theorem 6.1 below, states that, for certain values
of γ, the sequence of random fields Xγ,ε converge in probability, as ε → 0, in Cα
to a random field Xγ and that the limit does not depend on the mollifier ̺ chosen.
Let b = γ2/4π and recall the definition of αγ introduced just before the statement
of Theorem 2.2.
Theorem 6.1. Fix 0 < γ2 < (4/15)(5−√10) 4π, α < αγ . Then, as ε→ 0, Xγ,ε
converges in probability in Cα to a random field, denoted by Xγ. The limit does not
depend on the mollifier ̺. Moreover, for each p ∈ N, 1 ≤ p < 8π/γ2, there exists a
finite constant C(p, γ) such that
E
[ | 〈Xγ , Sδzf〉 |p ] ≤ C(p, γ) ‖f‖p∞ δ−p(p−1)(γ2/4π)
for every δ in (0, 1), z ∈ R × T and continuous function f : R × T → R whose
support is contained in B(0, 1/4)
Recall from (5.7) that we represent by Q the covariances of the Gaussian field
{v(z) : z ∈ R × T}. The proof relies essentially on the fact that the field is log-
correlated: According to Proposition 5.1,
Q(z) =
1
2π
ln+
1
4 ‖z‖ + R(z) , (6.1)
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where R is a bounded, continuous function.
The proof of the next result is similar to the one of [12, Proposition A1].
Lemma 6.2. Fix 0 < γ2 < 4π. For each p ∈ N, 1 ≤ p < 8π/γ2, there exists a
finite constant C(p, γ) such that
E
[ | 〈Xγ,ε , Sδzf〉 |p ] ≤ C(p, γ) ‖f‖p∞ δ−p(p−1)(γ2/4π)
for all 0 < ε ≤ 1, δ in (0, 1), z ∈ R × T and continuous function f : R × T → R
whose support is contained in B(0, 1/4),
Proof. Consider first the case p = 1. For each w ∈ R × T, E[ exp{ γvε(w) −
(γ2/2)E[vε(w)
2] } ] = 1. Hence
E
[ | 〈Xγ,ε , Sδzf〉 | ] ≤ ∫
(R×T)
dz1
∣∣ (Sδzf)(z1) ∣∣ .
As this integral is bounded by ‖f‖∞, the lemma is proved for p = 1.
We turn to the case p ≥ 2. By definition of Xγ,ε and Qε, the expectation
appearing on the left-hand side of the statement is bounded by∫
(R×T)p
dz1 · · · dzp
p∏
j=1
∣∣ (Sδzf)(zj) ∣∣ exp{γ2 ∑
1≤i<j≤p
Qε(zj − zi)
}
.
The change of variables z′j = zj − z and the fact that the support of f is contained
in B(0, 1/4) permits to bound the previous expression by
δ−2p ‖f‖p∞
∫
B(0,δ/4)p
dz1 · · · dzp exp
{
γ2
∑
1≤i<j≤p
Qε(zj − zi)
}
.
By Lemma 5.4, this expression is less than or equal to
C(p, γ) δ−2p ‖f‖p∞
∫
B(0,δ/4)p
dz1 · · · dzp
∏
1≤i<j≤p
1
‖zj − zi‖γ2/2π
for some finite constant C(p, γ). The change of variables z′j = zj/δ yields that this
expression is bounded by
C(p, γ) ‖f‖p∞ δ−p(p−1)(γ
2/4π)
∫
B(0,1/4)p
dz1 · · · dzp
∏
1≤i<j≤p
1
‖zj − zi‖γ2/2π ·
By Corollary 6.13, as γ2/2π < 2 and p < 8π/γ2, the previous expression is less
than or equal to C(p, γ) ‖f‖p∞ δ−p(p−1)(γ
2/4π). 
The proofs of the next two lemmas are similar to the one of [17, Theorem 3.2].
Lemma 6.3. Fix 0 < γ2 < 4π and let a = γ2/2π < 2. There exists a constant
C(γ) such that
E
[ | 〈Xγ,ε − Xγ,ε′ , Sδzf〉 |2 ] ≤ C(γ) ‖f‖2∞ ε2κ δ−a−2κ
for all ε, ε′, δ in (0, 1), 0 < 2κ < 1 ∧ (2 − a), z ∈ R× T and continuous function
f : R× T→ R whose support is contained in B(0, 1/4),
Proof. Fix ε, ε′, δ in (0, 1) and assume, without loss of generality that ε′ ≤ ε. By
definition of Xγ,ε, the left-hand side of the previous formula is equal to∫
R×T
dz1
∫
R×T
dz2 (S
δ
zf)(z1) (S
δ
zf)(z2)Rγ,ε,ε′(z2 − z1) ,
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where
Rγ,ε,ε′(w) = e
γ2Qε(w) − 2 eγ2Qε,ε′ (w) + eγ2Qε′ (w) ,
and Qε,ε′(w) has been introduced at the end of Section 5. By definition of S
δ
zf
and since the support of f is contained in B(0, 1/4), the absolute value of the last
integral is bounded above by
C0
‖f‖2∞
δ2
∫
B(0,δ/2)
∣∣Rγ,ε,ε′(w) ∣∣ dw (6.2)
for some finite constant C0.
Suppose first that ε > δ/2. By Lemma 5.4, there exists a finite constant C(γ)
such that exp{γ2Qε(w)} ≤ C(γ) ‖w‖−a for all ‖w‖ ≤ 1. Here, recall, a = γ2/2π <
2. By (5.19), a similar bound holds for Qε,ε′(w) and Qε′(w) in place of Qε(w).
Hence, (6.2) is less than or equal to
C(γ)
‖f‖2∞
δ2
∫
B(0,δ/2)
1
‖w‖a dw ≤ C(γ) ‖f‖
2
∞ δ
−a ≤ C(γ) ‖f‖2∞ ε2κ δ−a−2κ
for all κ > 0 because δ/2 ≤ ε.
We turn to the case ε ≤ δ/2. We first consider the integral appearing in (6.2)
on the set B(0, ε). By the bounds on Qε, Qε′ , Qε,ε′ presented above,
1
δ2
∫
B(0,ε)
∣∣Rγ,ε,ε′(w) ∣∣ dw ≤ C(γ) ε2−a
δ2
≤ C(γ) ε2κ δ−a−2κ (6.3)
provided 2κ < 2− a because ε ≤ δ/2.
We next consider the integral (6.2) on B(0, δ/2) \ B(0, ε). Note that∣∣∣ eγ2Qε(w) − eγ2Qε,ε′ (w) ∣∣∣
≤ eγ2Q(w)
{ ∣∣∣ eγ2[Qε(w)−Q(w)] − 1 ∣∣∣ + ∣∣∣ eγ2[Qε,ε′ (w)−Q(w)] − 1 ∣∣∣ } .
By Proposition 5.1, there exists a finite constant C0 such that exp{γ2Q(w)} ≤
C0‖w‖−a for all ‖w‖ ≤ 1/2 [consider, separately, the cases ‖w‖ ≤ 1/4 and 1/4 <
‖w‖ ≤ 1/2]. Hence, by Lemma 5.5 and (5.19), as ε ≤ ‖w‖,∣∣∣ eγ2Qε(w) − eγ2Qε,ε′ (w) ∣∣∣ ≤ C(γ) ε‖w‖1+a ·
A similar bound holds for Qε′ instead of Qε [because ε
′ ≤ ε]. Thus,
1
δ2
∫
B(0,δ/2)\B(0,ε)
∣∣Rγ,ε,ε′(w) ∣∣ dw ≤ C(γ)
δ2
∫
B(0,δ/2)\B(0,ε)
ε
‖w‖1+a dw .
This expression is bounded above by
C(γ)
δ2

ε δ1−a if a < 1 ,
ε ln(δ/ε) if a = 1 ,
ε2−a if 1 < a < 2 .
It is easy to check that these expressions are bounded by C(γ) ε2κ δ−a−2κ in all
three cases provided 2κ < 1∧ (2−a). In conclusion, under the previous assumption
on κ,
1
δ2
∫
B(0,δ/2)\B(0,ε)
∣∣Rγ,ε,ε′(w) ∣∣ dw ≤ C(γ) ε2κ δ−a−2κ .
This estimate together with (6.3) completes the proof of the lemma. 
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Recall that ϑ is another mollifier and recall the definition of the Gaussian random
field {v̂ε(w) : w ∈ R×T} introduced above (5.20). Let X̂γ,ε, γ ∈ R, be the random
field defined by
X̂γ,ε(f) = 〈X̂γ,ε , f〉 :=
∫
f(z) eγ v̂ε(z)− (γ
2/2)E[v̂ε(z)
2] dz ,
for f ∈ C∞c (R×T). The proof of the previous result and the estimates (5.20) yield
the next result.
Lemma 6.4. Fix 0 < γ2 < 4π and let a = γ2/2π < 2. There exists a constant
C(γ) such that
E
[ | 〈Xγ,ε − X̂γ,ε , Sδzf〉 |2 ] ≤ C(γ) ‖f‖2∞ ε2κ δ−a−2κ
for all ε, δ in (0, 1), 0 < 2κ < 1 ∧ (2 − a), z ∈ R × T and continuous function
f : R× T→ R whose support is contained in B(0, 1/4),
Recall from Section 2 that we denote by Cn(R×T), n ∈ N the dual of Cnc (R×T).
Consider the random fields Xγ,ε as elements of C
n(R × T) for some n ∈ N. Next
result follows from Lemmata 6.2, 6.3 and 6.4.
Corollary 6.5. For every 0 < γ2 < 4π, as ε → 0, the sequence of random fields
Xγ,ε converges in L
2 to a random field represented by Xγ. The limit does not
depend on the mollifier ̺. Moreover, for each p ∈ N, 1 ≤ p < 8π/γ2, there exists a
finite constant C(p, γ) such that
E
[ | 〈Xγ , Sδzf〉 |p ] ≤ C(p, γ) ‖f‖p∞ δ−p(p−1)(γ2/4π)
for every δ in (0, 1), z ∈ R × T and continuous function f : R × T → R whose
support is contained in B(0, 1/4)
Remark 6.6. The limit field Xγ is called a Gaussian multiplicative chaos (GMC).
It has been introduced by Kahane [19]. We refer to the reviews [23, 22, 10] for
properties of these fields.
Lemma 6.7. Fix 0 < γ2 < 4π, 0 < ν < 1 and p ∈ N such that 2 ≤ p < 8π/γ2. Let
pν = p− ν(p− 2). Then, there exists a finite constant C(p, γ) such that
P
[ | 〈Xγ,ε − Xγ , Sδzf〉 | > η ] ≤ C(p, γ)ηpν ‖f‖pν∞ (ε/δ)2κν δ−(γ2/4π)p(p−1)
for all η > 0, 0 < ε ≤ 1, 0 < δ ≤ 1, 0 < 2κ < 1 ∧ 2a, z ∈ R × T and continuous
function f : R× T→ R whose support is contained in B(0, 1/4).
Proof. Fix η > 0, 0 < ε ≤ 1, 0 < δ ≤ 1, z ∈ R × T, and a continuous function
f : R× T→ R whose support is contained in B(0, 1/4).
Recall that a = γ2/2π. By Lemma 6.3, after sending ε′ → 0, and Tchebycheff
inequality, there exists a constant C(γ) such that
P
[ | 〈Xγ,ε − Xγ , Sδzf〉 | > η ] ≤ C(γ)η2 ‖f‖2∞ (ε/δ)2κ δ−a
for all 0 < 2κ < 1 ∧ 2a.
By Lemma 6.2, Corollary 6.5 and Tchebycheff inequality, there exists a constant
C(γ) such that
P
[ | 〈Xγ,ε − Xγ , Sδzf〉 | > η ] ≤ C(p, γ)ηp ‖f‖p∞ δ−p(p−1)a/2 .
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We have used above that (a+ b)p ≤ 2p(ap + bp) and that a = γ2/2π.
Fix 0 < ν < 1. Take the first inequality to the power ν, the second one to the
power 1− ν and multiply them to get that
P
[ | 〈Xγ,ε−Xγ , Sδzf〉 | > η ] ≤ C(p, γ)ηpν ‖f‖pν∞ (ε/δ)2κν δ−p(p−1)a/2 δaν[p(p−1)−2]/2 ,
where pν = 2ν + (1 − ν)p = p− ν(p − 2). This completes the proof of the lemma
because p ≥ 2. 
Let
p0 = p0(γ) := max
{
p ∈ N : p < 8π
γ2
}
.
Corollary 6.8. Fix 0 < γ2 < 4π and 2 ≤ s ≤ p0 − 1. Then, there exists a finite
constant C(γ, s) such that
P
[ | 〈Xγ,ε − Xγ , Sδzf〉 | > η ] ≤ C(s, γ)ηsκ ‖f‖sκ∞ (ε/δ)2κ2 δ−(γ2/4π)(s−1/2)2
for all 0 < ε ≤ 1, 0 < δ ≤ 1, 0 < 2κ < 1 ∧ 2a, z ∈ R× T and continuous function
f : R× T→ R whose support is contained in B(0, 1/4), where sκ = s− κ(p− 2).
Proof. Fix 2 ≤ s ≤ p0 − 1, and let q ∈ N such that q ≤ s < q + 1. Note that
2 ≤ m < (8π/γ2) for m = q, q + 1. We may, therefore, apply Lemma 6.7 with q
and q + 1. Let 0 < θ ≤ 1 be such that s = θ q + (1− θ) (q + 1).
Apply Lemma 6.7 with p = q, ν = κ and take the inequality to the power θ.
Repeat the same procedure with p = q+1, ν = κ and take the power 1−θ. Multiply
both inequalities to conclude that
P
[ | 〈Xγ,ε − Xγ , Sδzf〉 | > η ] ≤ C(γ)ηsκ ‖f‖sκ∞ (ε/δ)2κ2 δ−(γ2/4π)Bθ ,
where sκ = s−κ(s−2) and Bθ = θq(q−1)+(1−θ)q(q+1). As s = θ q+(1−θ) (q+1),
an elementary computation yields that Bθ ≤ s(s− 1) + (1/4) = [s− (1/2)]2. 
6.1. Convergence in Cα. We Prove in Theorem 6.1 below that the sequence of
random fields Xγ,ε converges in C
α([−T, T ]× T) for all T > 0.
We start introducing an orthonormal basis of L2(R×T). We refer to [20, Chapter
3], [25, Chapter 1] and [15, Section 3] for a proof of all assertions made below. Let
ϕ : R → R be the scaling function of a multiresolution of R, the “father wavelet”.
This is a function in L2(R) such that
(i)
∫
R
ϕ(x)ϕ(x + k) dx = δ0,k for every k ∈ Z;
(ii) There exist constants (ak : k ∈ Z) auch that ϕ(x) =
∑
k∈Z
ak ϕ(2x− k).
For every r ∈ N, there exists a compactly supported function ϕ in Cr(R) satis-
fying (i) and (ii). Moreover, in (ii), ak = 0 for all but a finite number of integers
k.
For p, n ∈ Z, let ϕnp (x) = 2n/2 ϕ(2nx− p),
ψ(x) =
∑
q∈Z
(−1)q a1−q ϕ(2x− q) , ψnp (x) = 2n/2 ψ(2nx− p) .
A ONE-DIMENSIONAL NON-LOCAL SINGULAR SPDE 33
For each integer 0 ≤ m ≤ r, ∫
R
ψ(x)xm dx = 0 , (6.4)
and, for every n ∈ Z, the set{
ϕnp : p ∈ Z
} ∪ {ψmp : m ≥ n , p ∈ Z} (6.5)
forms an orthonormal basis of L2(R).
A multiresolution analysis is also available on the torus T. Fix L sufficiently
large for ϕL0 , ψ
L
0 to have a support contained in (−1/2, 1/2). Let Pj = {m ∈ Z :
0 ≤ m < 2j}.
For j ≥ L, m ∈ Pj , let
ϕjτ,m(x) =
∑
ℓ∈Z
ϕjm(x− ℓ) , ψjτ,m(x) =
∑
ℓ∈Z
ψjm(x− ℓ) . (6.6)
The functions ϕjτ,m, ψ
j
τ,m are periodic, with period 1. Let ϕ
τ,j
m , ψ
τ,j
m : T → R be
the functions defined by
ϕτ,jm (x) = ϕ
j
τ,m(x) , ψ
τ,j
m (x) = ψ
j
τ,m(x) , x ∈ T = [−1/2, 1/2) .
Since the support of ϕL0 , ψ
L
0 are contained in (−1/2, 1/2), for each fixed x ∈ R,
j ≥ L andm ∈ Pj , in the sums (6.6) there is only one ℓ ∈ Z such that ϕjm(x−ℓ) 6= 0.
Extend the operator Sδz introduced in (2.2) to functions defined on R: For 0 <
δ ≤ 1, y ∈ R and g : R→ R, let (Sδyg)(x) = δ−1g(δ−1(x − y)). By definition,
ϕτ,jm = 2
−j/2 S2
−j
m/2jϕ , ψ
τ,j
m = 2
−j/2 S2
−j
m/2jψ . (6.7)
There is a slight abuse of notation in this identify, as ϕ, ψ are functions defined
on R. For x ∈ T, 2−j (S2−jm/2jϕ)(x) has to be understood as ϕ(2j [x − ℓ − (m/2j)]),
where ℓ is the unique integer which turns the point x − ℓ − (m/2j) an element of
[−1/2, 1/2).
The set {ϕτ,Lm : m ∈ PL} ∪ {ψτ,nm : n ≥ L , m ∈ Pn} forms an orthonormal
basis of L2(T). Clearly, tensor products provide an orthonormal basis of L2(R×T),
but we proceed differently to have products of functions equally scaled. Let B =
{φ0,Lp,q , φι,np,m : ι ∈ {1, 2, 3} , p ∈ Z , q ∈ PL , n ≥ L , m ∈ Pn}, where
φ0,Lp,q (t, x) = ϕ
L
p (t)ϕ
τ,L
q (x) , φ
1,n
p,m(t, x) = ϕ
n
p (t)ψ
τ,n
m (x) ,
φ2,np,m(t, x) = ψ
n
p (t)ϕ
τ,n
m (x) , φ
3,n
p,m(t, x) = ψ
n
p (t)ψ
τ,n
m (x) .
It is not difficult to show that this family is orthogonal. It follows from property
(ii) and (6.5) that it generates L2(R×T). Moreover, in view of (6.7), the elements
of this basis can be represented in terms of the operator Sδz :
φ0,Lp,q = 2
−L S2
−L
(p/2L,q/2L) Φ0 , φ
ι,n
p,m = 2
−n S2
−n
(p/2n,m/2n) Φι , (6.8)
with the same convention as in (6.7), and where Φ0(t, x) = φ(t)φ(x),
Φ1(t, x) = ϕ(t)ψ(x) , Φ2(t, x) = ψ(t)ϕ(x) , Φ3(t, x) = ψ(t)ψ(x) .
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Let X be an element in the dual of Cr0 (R× T) for some r > 0. Fix T1 > 0, and
let Aι = Aι(T1), A = A(T1) be given by
Aι = sup
n≥L
max
m∈Pn
max
p
2nα
∣∣ 〈X , S2−n(p/2n,m/2n)Φι〉 ∣∣ , 1 ≤ ι ≤ 3 ,
A0 = max
m∈PL
max
p
2Lα
∣∣ 〈X , S2−L(p/2L,m/2L)Φ0〉 ∣∣ , A = max
0≤ι≤3
Aι ,
(6.9)
where the maximum in the first line is carried over all p ∈ Z such that |p/2n| ≤
T1 + 1. In the second line, it is carried over all p ∈ Z such that |p/2L| ≤ T1 + 1.
Lemma 6.9. Let α < 0, X be an element in the dual of Cr0 (R × T), for some
r ∈ N, r > −α. Fix T1 > 0. Then, there exists a constant C0 such that∣∣ 〈X , Sδzh〉 ∣∣ ≤ C0 Aδα
for all z ∈ [−T1, T1] × T, δ ∈ (0, 1] and function h in Cr0 (R × T) whose support
is contained in B(0, 1/4) and such that ‖h‖Cr ≤ 1, In particular, if A < ∞, X ∈
Cα([−T1, T1]× T) and ‖X‖Cα([−T1,T1]×T) ≤ C0A.
Proof. Fix z ∈ [−T1, T1]×T, δ ∈ (0, 1] and a function h in Cr0 (R×T) whose support
is contained in B(0, 1/4) and such that ‖h‖Cr ≤ 1. In this proof, C0 represents a
constant which does not depend on T1, z, δ and h, and may change from line to
line.
As Sδzh belongs to L
2(R× T) and φ0,Lp,q , φι,np,m to Cr0 (R× T),
〈X , Sδzh〉 =
3∑
ι=1
∞∑
n=L
∑
p∈Z
∑
m∈Pn
〈X , φι,np,m〉 〈φι,np,m , Sδzh〉
+
∑
p∈Z
∑
q∈PL
〈X , φ0,Lp,q 〉 〈φ0,Lp,q , Sδzh〉 .
(6.10)
Clearly, 〈φι,np,m , Sδzh〉 = 0 if the supports of φι,np,m and Sδzh are disjoint. Hence, in
view of (6.8), (6.9), the absolute value of the first sum is bounded by
A
3∑
ι=1
∞∑
n=L
∑
p∈Z
∑
m∈Pn
2−n(1+α)
∣∣ 〈φι,np,m , Sδzh〉 ∣∣ . (6.11)
Let n0 be the integer such that 2
−n0 ≤ δ < 2−n0+1. Since h belongs to Cr0 (R×T)
and ‖h‖Cr ≤ 1, by a Taylor expansion, (6.4) and Schwarz inequality, for ι ∈ {1, 2, 3},
p ∈ Z, n ≥ n0, m ∈ Pn,∣∣ 〈φι,np,m , Sδzh〉 ∣∣ ≤ C0 2−(n−n0)(1+r) 2n0 .
Note that the constant C0 does not depend on h. Here and below, one only uses
the fact that the support of h is contained in B(0, 1/4) and that ‖h‖Cr ≤ 1.
For a fixed δ, there are less than (3δ)222n ≤ C022(n−n0) pairs (p,m) for which
the supports of φι,np,m and S
δ
zh are not disjoints. Hence the sum of the terms n ≥ n0
in (6.11) is bounded by
C0
∞∑
n=n0
2−n(1+α) 22(n−n0) 2−(n−n0)(1+r) 2n0 ≤ C0
∞∑
n=n0
2−(n−n0)(r+α) 2−n0α .
As r > −α, this expression is bounded by C02−n0α ≤ C0δα.
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We turn to the terms n ≤ n0. Estimating φι,np,m by its L∞ norm yields that∣∣ 〈φι,np,m , Sδzh〉 ∣∣ ≤ C0 2n .
The number of pairs for which 〈φι,np,m , Sδzh〉 does not vanish is bounded by C0δ222n.
Hence, the contribution of the terms n ≤ n0 to the sum in (6.11) is bounded by
C0
n0∑
n=L
2−n(1+α) 2n δ2 22n = C0
n0∑
n=L
2(2−α)n δ2 ≤ C0 2(2−α)n0 δ2 ≤ C0 δα .
It remains to estimate the second sum in (6.10). We may proceed as for the terms
n ≤ n0 to conclude that the absolute value of the second term on the right-hand
side of (6.10) is bounded above by
C0A 2
(2−α)L δ2 = C0Aδ
2 ≤ C0 Aδα .
This completes the proof of the lemma. 
We turn to the proof of Theorem 6.1. We showed in Lemma 6.4 that the sequence
of random fields Xγ,ε converges in L
2 and that the limit does not depend on the
mollifier ̺. We also derived the bounds claimed in the statement of the theorem.
It remains to show that the convergence takes also place in Cα.
In the proof of Theorem 6.1, we need the following simple facts. Assume that
0 < γ2 < 2π and recall that b = γ2/4π ∈ (0, 1/2). Clearly, 5b − 4 < − 3b. Let
s0 = (1/2)[1− (α/b)]. Then,
2 ≤ s0 < 8π
γ2
− 2 if and only if 5b − 4 < α ≤ − 3b . (6.12)
The conditions on the left-hand side ensure that the ones which appear in the
statement of Corollary 6.8 are in force.
On the other hand, it is easy to check that (4/15)(5−√10) < 1/2 and that
5b − 4 < − b (√1 + (8/b) − 1 ) (6.13)
provided γ2/4π = b < (4/15)(5−√10). This inequality explains the hypotheses of
the theorem.
Proof of Theorem 6.1. Fix 0 < γ2 < (4/15)(5−√10) 4π so that (6.13) is in force,
and 5b − 4 < α < b min{−3 , − (√1 + (8/b) − 1 ) }. Fix T1 > and η > 0. Since
convergence in Cα implies convergence in Cα
′
for α′ < α, it is enough to show that
lim
ε→0
P
[ ‖Xγ,ε −Xγ‖Cα([−T1,T1]×T) > η ] = 0 .
Let Aι,ε = A(T1, ι, ε, γ), 0 ≤ ι ≤ 3, be given by equation (6.9) with X replaced
by Xγ,ε −Xγ . By Lemma 6.9, it is enough to show that for all η > 0,
lim
ε→0
P
[
Aι,ε > η
]
= 0 .
Denote by BL0,ε,η, B
n
ι,ε,η, 1 ≤ ι ≤ 3, n ≥ L, the events defined by
BL0,ε,η :=
{
max
m∈PL
max
p
2Lα
∣∣ 〈Xγ,ε −Xγ , S2−L(p/2L,m/2L)Φ0〉 ∣∣ > η } ,
Bnι,ε,η :=
{
max
m∈Pn
max
p
2nα
∣∣ 〈Xγ,ε −Xγ , S2−n(p/2n,m/2n)Φι〉 ∣∣ > η } ,
where the maximum over p is carried over the same set appearing in (6.9).
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Clearly, for 1 ≤ ι ≤ 3,
P
[
Aι,ε > η
] ≤ P[ ⋃
n≥L
Bnι,ε,η
]
≤
∑
n≥L
P
[
Bnι,ε,η
]
.
Fix n ≥ L. Let s0 = (1/2)[1 − (α/b)]. By assumption, 0 < γ2 < 2π (cf. the
observation just before (6.13)). Moreover, by (6.12), 2 ≤ s0 < 8π/γ2 − 2. The
hypotheses of Corollary 6.8 are therefore in force. Hence, by this result,
P
[
Bnι,ε,η
] ≤ ∑
m∈Pn
∑
p
P
[
2nα| 〈Xγ −Xγ,ε , S2
−n
(p/2n,m/2n)Φι〉 | > η
]
≤ C(s0, γ)
ηsκ
ε2κ
2 ∑
m∈Pn
∑
p
22nκ
2
2nαsκ 2n(γ
2/4π)[s0−(1/2)]
2
,
where sκ = s0 − κ(s0 − 2).
Summing over n ≥ L we get that
P
[
Aι,ε > η
] ≤ C(s0, γ, T1)
ηsκ
ε2κ
2 ∑
n≥L
2nκ[2κ−α(s0−2)] 2[ 2+M(s0) ]n , (6.14)
where the factor 22n appeared to take care of the volume, and M(s) = α s +
(γ2/4π) [s− (1/2)]2.
A simple computation shows that s0 is the critical value of M(s). This explains
our choice. On the other hand, as α < − b (
√
1 + (8/b) − 1), we have that 2 +
M(s0) < 0. Choose κ sufficiently small for κ[2κ − α(s0 − 2)] + 2 +M(s0) to be
negative. In this case, the sum appearing in (6.14) is finite. Hence, for all η > 0,
1 ≤ ι ≤ 3,
P
[
Aι,ε > η
] ≤ C(s0, κ, η, γ, T1) ε2κ2 .
The probability of the event {A0,ε > η} is easier to estimate as it does not involve
the sum over n. This completes the proof of the theorem. 
Remark 6.10. Let Lb = 5b − 4, Rb = b min{−3 , −
(√
1 + (8/b) − 1 ) }, where
b = γ2/4π. With this notation, the hypothesis on α of Theorem 6.1 becomes α ∈
(Lb,Rb). A straightforward computation shows that (Lb,Rb) ∩ (−1/2, 0) 6= ∅ if
0 < γ2 < π/7.
Remark 6.11. By applying Ho¨lder’s inequality in the proofs of Lemma 6.7 and
Corollary 6.8, we lost some factors. If we could prove Lemmata 6.2 or 6.7 for real-
valued p’s (instead of integer-valued), we could improve Theorem 6.1 by extending
the ranges of γ and α.
We conclude this section with the proof of a bound needed in Lemma 6.2. Fix
0 < a < 2 and denote by Z(p, r), p ≥ 1, r > 0, the truncated partition function
given by
Z(p, r) :=
∫
B(0,r)p
dz1 · · · dzp
∏
1≤i<j≤p
1
‖zj − zi‖a ·
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Here and below, B(0, r)p is considered as a subset of R2p (and not of (R × T)p).
The integral on the right-hand side can be rewritten as∫
B(0,r)
dz1
∫
B(0,r)p−1
dz2 · · · dzp
∏
1≤i<j≤p
1
‖zj − zi‖a
≤
∫
B(0,r)
dz1
∫
B(z1,2r)p−1
dz2 · · · dzp
∏
1≤i<j≤p
1
‖zj − zi‖a ·
After a change of variables, this last expression becomes∫
B(0,r)
dz1
∫
B(0,2r)p−1
dz2 · · · dzp f(z2, . . . , zp)
where
f(w1, . . . , wq) =
q∏
j=1
1
|wj |a
∏
1≤j<k≤q
1
|wj − wk|a ·
Hence, for all p ≥ 2,
Z(p, r) ≤ C(r)
∫
B(0,2r)p−1
dz2 · · · dzp f(z2, . . . , zp) (6.15)
for some finite constant C(r). The previous integral is estimated below.
The proof of the next result is similar to the one of [12, Lemma A3].
Lemma 6.12. Fix a < 2. For every p ∈ N such that p < (4/a)−1 and 0 < r <∞,
W (p, r) :=
∫
B(0,r)p
f(z1, . . . , zp) dz1 · · · dzp < ∞ .
Proof. We proceed by induction. Since a < 2, for every r > 0, there exists a finite
constant C(r) such that
W (1, r) =
∫
B(0,r)
f(z1) dz1 ≤ C(r) .
Fix p ∈ N such that p < (4/a)−1 and assume thatW (q, r) <∞ for all 1 ≤ q < p,
r > 0. For ǫ > 0, let
Ip,r,ǫ =
∫
Nr,ǫ
f(z1, . . . , zp) dz1 · · · dzp ,
where Nr,ǫ = {(z1, . . . , zp) : ǫ ≤ |zj| ≤ r , |zj − zk| ≥ ǫ}. Write Ip,r,ǫ as
Ip,r,ǫ = Ip,r/2,ǫ + Jp,r,ǫ .
This equation defines Jp,r,ǫ. We estimate both terms on the right hand side sepa-
rately.
On the one hand, Ip,r/2,ǫ ≤ Ip,r/2,ǫ/2. A change of variables yields that
Ip,r/2,ǫ/2 = 2
p[a(p+1)−4]/2 Ip,r,ǫ .
As p+ 1 < 4/a, the previous expression is bounded by (1− b)Ip,r,ǫ for some b > 0,
b = b(a, p).
On the other hand, the integral defining Jp,r,ǫ is performed over the set Mr,ǫ =
Nr,ǫ ∩ {(z1, . . . , zp) : r/2 ≤ maxj |zj | ≤ r}. In particular, there is a non-empty
subset B of {1, . . . p} such that |zk| ≥ r/2p and |zk − zj| ≥ r/2p for all k ∈ B,
j ∈ A = Bc. Note that B might be equal to {1, . . . p}. In this case, we only have
that |zk| ≥ r/2p for all 1 ≤ k ≤ p.
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Estimating |zk|−a and |zk − zj |−a by (2p/r)a, j ∈ A, k ∈ B, we obtain that
Jp,r,ǫ ≤
∑
B
(2p
r
)(A+1)B ∫
B(0,r)A
f(zA) dzA
∫
B(0,r)B
∏
i6=j∈B
1
‖zj − zi‖a dzB ,
where the sum is performed over all non-empty subsets B of {1, . . . p} and zA =
(zj : j ∈ A), zB = (zk : k ∈ B). The first integral is equal to W (|A|, r) which is
finite by the induction hypothesis because B is non-empty. The second integral is
equal to Z(|B|, r) which, by (6.15), is bounded by C(r)W (|B| − 1, 2r). Hence, by
the induction assumption,
Jp,r,ǫ ≤ C(r)
∑
B
(2p
r
)(A+1)B
W (|A|, r)W (|B| − 1, 2r) ≤ C(r, p)
for some finite constant C(r, p).
Putting together the previous estimates yields that
Ip,r,ǫ ≤ (1− b)Ip,r,ǫ + C(r, p)
for some finite constant C(r, p) and b > 0, b = b(a, p). Thus, Ip,r,ǫ ≤ C(r, p) for all
ǫ > 0. Letting ǫ→ 0, we conclude that W (p, r) <∞, as claimed. 
Next result follows from (6.15) and the previous lemma.
Corollary 6.13. Fix a < 2. For every p ∈ N such that p < 4/a and 0 < r <∞,
Z(p, r) < ∞ .
7. Proof of Theorem 2.2
We prove in this section Theorem 2.2. To avoid an additional term, we prove
Theorem 2.2 for the equation (2.10) with the hyperbolic sinus replaced by the
exponential. The arguments presented below apply without modifications to the
original equation.
Fix T0 ≥ 1 as in Section 4, and recall the definition of the Gaussian random
fields vε, v introduced in (5.4). Fix β0 > 0, u0 in C
β0(T), γ ∈ R, and denote by uε,
0 < ε < 1, the solution of{
∂tuε = − (−∆)1/2uε − A(̺) εγ2/4π eγuε + ξε
uε(0) = u0 + vε(0) .
(7.1)
Let wε = uε − vε. An elementary computation yields that{
∂twε = − (−∆)1/2wε − Xγ,ε eγwε − Rε ,
wε(0) = u0 ,
(7.2)
where Xγ,ε is the random field A(̺) ε
γ2/4πeγvε examined in the previous section,
and Rε the one given by
Rε = ∂tvε + (−∆)1/2vε − ξε . (7.3)
We denote by w the solution of the same equation with Xγ,ε, Rε replaced by Xγ ,
R = ∂tv + (−∆)1/2v − ξ, respectively.
The solutions wε can be represented as
wε(t) = −
∫ t
0
Pt−s
{
Xγ,ε e
γwε(S) + Rε(s)
}
ds + Ptu0 , (7.4)
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where (Pt : t ≥ 0) represents the semigroup of the generator − (−∆)1/2.
Theorem 7.3 below, a fixed point theorem, establishes that this equation, for
0 ≤ ε ≤ 1, has a unique solution in Cβ0([0, T ]× R) for T sufficiently small.
We first recall Theorem 2.52 in [3], which permits to define the product of two
distributions provided they are not too irregular.
Proposition 7.1. Fix α0, β0 ∈ R such that α0 + β0 > 0, and S < T . Then, there
exists a bilinear form B : Cα0([S, T ]× T) × Cβ0([S, T ]× T) → Cα0∧β0([S, T ]× T)
such that B(f, g) = f g if f and g belong to C∞([S, T ]× T). Moreover, there is a
finite constant C0 = C0(S, T ) such that
‖B(f, g)‖Cα0∧β0 ([S,T ]×T) ≤ C0 ‖f‖Cα0([S,T ]×T) ‖g‖Cβ0([S,T ]×T)
for all f ∈ Cα0(R× T), g ∈ Cβ0(R× T).
Remark 7.2. We apply below this proposition to a distribution X in Cα and to a
function w in Cβ. This explains the hypothesis below that α > −1/2 which yields
that α+ β > 0.
Recall the definition of the function q = qT0 introduced in (4.1). Fix α0 < 0,
β0 > 0, such that α0+β0 > 0, R in C
1(R×T), u in Cβ0(T), X in Cα0(R×T), γ ∈ R
and 0 < T1 < min{T0, 1/4}. For w in Cβ0([0, T1]× T) such that w(0, ·) = u(·), let
ΨT1,γ,X,R,u(w) = Ψ(w) be given by
Ψ(w)(t) :=
∫ t
0
qt−s
{
X(s) eγw(s)
}
ds +
∫ t
0
Pt−sR(s) ds + Ptu , 0 ≤ t ≤ T1 .
Note that Ψ(w)(0, ·) = u(·). Sometimes we write Ψ(w) as ΨT1(w) to stress its
dependence on T1.
Denote by x the first term on the right-hand side. It has to be understood as
follows. Extend the definition of w to R×T by setting w(t, x) = w(T1, x) for t ≥ T1
and w(t, x) = u(x) for t ≤ 0. Denote the extended function by ŵ. It is clear that
ŵ belongs to Cβ0(R× T) and that
‖ ŵ ‖L∞([S,T ]×T) = ‖w ‖L∞([S′,T ′]×T) , ‖ ŵ ‖Cβ0([S,T ]×T) = ‖w ‖Cβ0([S′,T ′]×T)
(7.5)
for all S < T ∧ T1, T > 0, where S′ = S ∨ 0, T ′ = T ∧ T1. We may also replace w
by ŵ in the formula for Ψ because they coincide on [0, T1]× T.
By Assertion 7.B below, exp{γŵ} belongs to Cβ0(R×T). Hence, by Proposition
7.1, Xw := X exp{γŵ} belongs to Cα0(R× T).
As q vanishes for (−∞, 0)× T, we may include in the domain of integration the
time-interval [t,∞). As X belongs to Cα0(R× T),∫ ∞
0
qt−sXw(s) ds = Xw
(
qT0,z χR+×T
)
= X+
w
(
qT0,z
)
,
where, recall, χA represents the indicator function of the set A, qT0,z has been
introduced just before the statement of Theorem 4.1, and the distribution X+w at
the end of Section 4.
From now on, α, β and κ are fixed. We first pick −1/2 < α < 0 and then choose
κ small enough for 0 < 2κ < 1 + 2α. Let β = α + 1 − 2κ. Note that 0 < β < 1
and α + β > 0: On the one hand, β > β + α = 1 + 2α − 2κ > 0. On the other,
β = 1 + α− 2κ < 1. In Theorem 7.4 we further require α < αγ .
All constants below may depend on these parameters without any reference. In
contrast, any dependence on other variables will be explicitly mentioned.
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Theorem 7.3. Fix T0 > 0, γ ∈ R, R in C1(R×T), u in Cβ(T), X in Cα(R×T).
There exists 0 < τ < min{T0, 1/4} such that the equation
ΨT (w) = w (7.6)
has a unique solution in Cβ([0, T ]× T) for all 0 < T ≤ τ .
Recall the formula for αγ introduced just above Theorem 2.2. By definition,
αγ < 0 and, according to Remark 6.10, αγ > −1/2 if 0 < γ2 < π/7.
Theorem 7.4. Fix 0 < γ2 < π/7, α ∈ (−1/2, αγ), T0 > 0, and u in Cβ(T).
There exists a strictly positive random variable τ , P[τ > 0] = 1, satisfying the next
statement.
Denote by wε, 0 ≤ ε ≤ 1, the solution of the fixed point problem (7.6) in
Cβ([0, τ ] × T), with Rε given by (7.3) and Xγ,ε = A(̺) εγ2/4πeγvε. Then, wε
converges in probability to w0 = w, as ε→ 0, in Cβ([0, τ ]× T).
Proof of Theorem 2.2. Let τ be the a. s. strictly positive random time given by
Theorem 7.4. The solution uε of (2.10) can be represented as vε + wε. According
to Theorem 7.4, wε converges in probability to w, as ε→ 0, in Cβ([0, τ ]× T). On
the other hand, it is not difficult to show that vε converges in probability to v,
as ε → 0, in Cβ([0, τ ] × T). Since neither w nor v depend on the mollifier ̺, the
theorem is proved. 
Proposition 7.5. Fix 0 < T1 < min{T0, 1/4}. For all w ∈ Cβ([0, T1] × T), the
function ΨT1(w) belongs to C
β([0, T1] × T). Moreover, there exist finite constants
A1 = A1(T0, ‖ u ‖Cβ(T)), A2 = A2(γ, T0, ‖ u ‖L∞(T)), A3 = A3(γ, T0) such that
‖Ψ(w)‖Cβ([0,T1]×T) ≤ A1
(
1 + ‖R‖C1([0,T0]×T)
)
+ A2 T
κ
1 ‖X‖Cα([−T0−3,5]×T) exp
{
A3 ‖w ‖Cβ([0,T1]×T)
}
.
Proof. We examine separately each term appearing in the definition of Ψ(w). We
start with Ptu. By Lemma 3.1, Pt u belongs to C
β(R×T), and there exists a finite
constant C0, depending only on β, such that
‖Pt u ‖Cβ([0,T1]×T) ≤ C0 ‖ u ‖Cβ(T) .
We turn to the term involving R(s). Let x(t) =
∫ t
0 Pt−sR(s) ds. Let M0 =
‖ (∂xR) ‖L∞([0,T0]×T),
M1 = M0 T0
{
1 + E
[ |Z1|β ] } + T 1−β0 ‖R‖L∞([0,T0]×T) .
A computation, similar to the one presented in the proof of Lemma 3.1, yields that∣∣ x(t, x) − x(t′, x′) ∣∣ ≤ M1 { |x′ − x|β + |t′ − t|β }
for all t, t′ ∈ [0, T1], x, x′ ∈ T. We used here the fact that T1 ≤ T0. This proves
that x belongs to Cβ([0, T1]× T) and that ‖x‖Cβ([0,T1]×T) ≤ M1.
Finally, let x(z) =
∫ t
0
qt−s[X(s) e
γw(s) ] ds = X+w (qT0,z). Since Xw belongs to
Cα(R×T), as β = 1+ α− 2κ, by Corollary 4.15, x, belongs to Cβ([0, T1]×T) and
there exists a finite constant M3 = M3(T0), whose value may change from line to
line, such that
‖x‖Cβ([0,T1]×T) ≤ M3 T κ1 ‖Xw‖Cα([−T0−3,5]×T) .
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By Proposition 7.1 and (7.9), ‖Xw‖Cα([−T0−3,5]×T) is less than or equal to
M3 ‖X‖Cα([−T0−3,5]×T) exp
{
|γ| ‖ ŵ ‖L∞([−T∗0 ,T∗0 ]×T)
}
|γ| ‖ ŵ ‖Cβ([−T∗0 ,T∗0 ]×T) ,
where T ∗0 = max{T0 + 3, 5}. By definition of ŵ and (7.5), we may replace ŵ by w
and the interval [−T ∗0 , T ∗0 ] by [0, T1].
Let M4 = M3 ‖X‖Cα([−T0−3,5]×T), use the bound a ≤ ea, a > 0, and apply the
inequality (7.8) below to bound the previous expression by
M5 exp
{
|γ| (1 + T β0 ) ‖w ‖Cβ([0,T1]×T)
}
,
where M5 =M4 exp{ |γ| ‖ u ‖L∞(T) }.
To complete the proof of the proposition, it remains to recollect the previous
estimates. 
Next result asserts that the function ΨT,γ,X,R,u depends continuously on the
parameters X and R.
Lemma 7.6. Fix 0 < T1 < min{T0, 1/4}, γ ∈ R, u ∈ Cβ(T). There exists a finite
constant A4 = A4(T0, γ, u) such that∥∥ΨT1,γ,X,R,u(w) − ΨT1,γ,X′,R′,u(w)∥∥Cβ([0,T1]×T) ≤ A4 ∥∥R − R′ ∥∥C1([0,T0]×T)
+ A4 T
κ
1
∥∥X − X ′ ∥∥
Cα([−T0−3,5]×T)
exp
{
A4 ‖w ‖Cβ([0,T1]×T)
}
for all X, X ′ in Cα(R× T), R, R′ in C1(R× T), and w in Cβ([0, T1]× T).
Proof. We estimate the difference term by term. We start with the one involving
R. For a function U in C1(R × T), let xU (t) =
∫ t
0 Pt−sU(s) ds. The proof of
Proposition 7.5 yields that there exists a finite constant M0 = M0(T0) such that
‖xR − xR′‖Cβ([0,T ]×T) ≤ M0
∥∥R − R′ ∥∥
C1([0,T0]×T)
.
For Y in Cα(R × T), let xY (z) =
∫∞
0
qt−s[Y (s) e
γw(s) ] ds = Y +w (qT0,z). By
the proof of Proposition 7.5, there exists a constant M1 = M1(T0, γ, u) such that
‖ xX − xX′ ‖Cβ([0,T1]×T) is bounded above by
M1 T
κ
1
∥∥X − X ′ ∥∥
Cα([−T0−3,5]×T)
exp
{
M1 ‖w ‖Cβ([0,T1]×T)
}
.
The assertion of the lemma follows from the two previous estimates. 
The next result asserts that Ψ is a contraction provided the time-interval is
small enough. It follows from the third part of the proof of Proposition 7.5 and
from Assertion 7.C below.
Lemma 7.7. Fix 0 < T1 < min{T0, 1/4}, γ ∈ R, u ∈ Cβ(T). There exists a finite
constant A5 = A5(T0, γ, u) such that∥∥Ψ(w1) − Ψ(w2)∥∥Cβ([0,T1]×T) ≤ A5 T κ1 ‖X ‖Cα([−T0−3,5]×T) ×
× expA5
{ ‖w1 ∥∥Cβ([0,T1]×T) + ‖w2 ∥∥Cβ([0,T1]×T)}∥∥w1 − w2 ∥∥Cβ([0,T1]×T)
for all X in Cα(R× T), R in C1(R× T), and w1, w2 in Cβ([0, T1]× T) such that
wk(0, ·) = u(·), k = 1, 2.
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Let BK1 = B(γ, T0, u,K1), and τK1,K2,B = τ(γ, T0, u,K1,K2, B), K1, K2, B > 0
be given by
BK1 = 1 + A1
(
1 + K1
)
, τK1,K2,B = τ1 ∧ τ2 ,
where A1, A2, A3, A5 are the constants appearing in the statement of Proposition
7.5 and Lemma 7.7 and
τ−κ1 = A2K2 e
A3B , τ−κ2 = 2A5K2 e
2A5 B .
Next result is a straightforward consequence of Proposition 7.5 and Lemma 7.7.
It asserts that Ψ is a contraction from the ball of radius B in the Cβ([0, T ]× T)-
topology to itself provided T ≤ τ .
Lemma 7.8. Fix T0 > 0, γ ∈ R, u ∈ Cβ(T), K1 > 0, K2 > 0 and B ≥ BK1 .
Then,
∥∥Ψ(w)∥∥
Cβ([0,T ]×T)
≤ B if
∥∥w∥∥
Cβ([0,T ]×T)
≤ B and∥∥Ψ(w1) − Ψ(w2)∥∥Cβ([0,T ]×T) ≤ (1/2)∥∥w1 − w2 ∥∥Cβ([0,T ]×T)
for all 0 < T ≤ τK1,K2,B, R ∈ C1(R × T) such that ‖R‖C1([0,T0]×T) ≤ K1, X ∈
Cα(R × T) such that ‖Xγ ‖Cα([−T0−3,5]×T) ≤ K2, w1, w2 in Cβ([0, T ] × T) such
that wk(0, ·) = u(·),
∥∥wk ∥∥Cβ([0,T ]×T) ≤ B, k = 1, 2.
Proof of Theorem 7.3. The result follows from the previous lemma and a fixed point
theorem in Banach spaces. 
Proof of Theorem 7.4. Fix 0 < γ2 < π/7 and α ∈ (−1/2, αγ). By Theorem 6.1,
Xγ,ε converges in probability to Xγ in C
α, so that ‖Xγ ‖Cα([−T0−3,5]×T) is almost
surely finite. On the other hand, by Proposition 7.9 below, ‖R‖C1([0,T0]×T) is almost
surely finite and ‖R − Rε ‖C1([0,T0]×T) converges to 0 in probability.
Fix 0 < ζ ≤ 1, η > 0. It follows from the previous observations that there exists
K > 0 and ε0 > 0 such that
P
[ ‖R‖C1([0,T0]×T) > K ] ≤ η , P[ ‖Xγ ‖Cα([−T0−3,5]×T) > K ] ≤ η ,
P
[ ‖Rε − R‖C1([0,T0]×T) > ζ ] ≤ η , P[ ‖Xγ,ε − Xγ ‖Cα([−T0−3,5]×T) > ζ ] ≤ η ,
for all 0 ≤ ε < ε0. Note that we included ε = 0.
Denote by ΩK,ζ the union of the four sets appearing in the previous displayed
formula. Let B = BK+1 = 1 + A1(2 +K), τ = τK+1,K+1,B. On the set Ω
c
K,ζ , by
Theorem 7.3, ‖wε ‖Cβ([0,τ ]×T) ≤ B for all 0 ≤ ε ≤ ε0.
We claim that on the set ΩcK,ζ
‖w − wε ‖Cβ([0,τ ]×T) ≤ Aζ eAB (7.7)
for some constant A = A(γ, T0, u).
To prove this claim, let Ψ = ΨX,R,u, Ψε = ΨXε,Rε,u. Since w, wε are solutions
of the fixed point problem stated in Theorem 7.3,
‖w − wε ‖Cβ([0,τ ]×T) = ‖Ψ(w) − Ψε(wε) ‖Cβ([0,τ ]×T)
≤ ‖Ψ(w) − Ψε(w) ‖Cβ([0,τ ]×T) + ‖Ψε(w) − Ψε(wε) ‖Cβ([0,τ ]×T) .
By Lemma 7.6, on the set ΩcK,ζ , the first term is bounded above by
A
{∥∥R − Rε ∥∥C1([0,T0]×T) + ∥∥X − Xε ∥∥Cα([−T0−3,5]×T) eAB } ≤ Aζ eAB
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for some constant A = A(γ, T0, u). By Lemma 7.8 with K1 = K2 = K + 1, B =
BK+1, on the set Ω
c
K,ζ , the second term is bounded by (1/2) ‖w1 − w2
∥∥
Cβ([0,τ ]×T)
.
This proves (7.7).
Hence, there exists a finite constant A = A(γ, T0, u) with the following property.
For all ζ > 0, η > 0, there exists ε0 > 0 such that for all 0 ≤ ε < ε0
P
[
‖w − wε ‖Cβ([0,τ ]×T) > Aζ eAB
]
≤ 4 η .
This proves the theorem. 
We conclude this section with some elementary estimates used above. Recall
from (2.1) that we denote by Cb+(R × T), 0 < b < 1, the elements f of Cb such
f(t) = 0 for t ≤ 0.
Assertion 7.A. Fix 0 < b < 1. For all f in Cb+(R× T) and T > 0,∥∥ f ∥∥
L∞([0,T ]×T)
≤ T b ∥∥ f ∥∥
Cb([0,T ]×T)
.
Proof. Fix T > 0 and (t, x) ∈ [0, T ] × T. Since f(0) = 0, | f(t, x) | = | f(t, x) −
f(0, x) |. Hence, by definition of the norm ‖ · ‖Cb([0,T ]×T), | f(t, x) | is bounded by
T b ‖ f ‖Cb([0,T ]×T), which proves the assertion. 
Fix 0 < b < 1. It follows from the previous assertion that for all f in Cb(R×T)
and T > 0, ∥∥ f ∥∥
L∞([0,T ]×T)
≤
∥∥ f(0, ·)∥∥
L∞(T)
+ T b
∥∥ f ∥∥
Cb([0,T ]×T)
, (7.8)
where f(0, ·) represents the restriction of the function f to {0} × T.
Assertion 7.B. Fix γ ∈ R, 0 < b < 1 and an element f in Cb(R × T). Then,
exp{γ f} belongs to Cb(R× T) and for all T > 0, −T ≤ T1 < T2 ≤ T ,∥∥ eγ f ∥∥
Cb([T1,T2]×T)
≤ C3(T ) |γ|
∥∥ f ∥∥
Cb([T1,T2]×T)
, (7.9)
where C3(T ) = exp{ |γ| ‖ f ‖L∞([−T,T ]×T) }. Moreover, if f belongs to Cb+(R× T),∥∥ eγ f ∥∥
Cb([0,T ]×T)
≤ exp
{
(1 + T b) |γ|
∥∥ f ∥∥
Cb([0,T ]×T)
}
. (7.10)
Proof. The first claim follows from the bound |ey − ex| ≤ max{e|x|, e|y|} |y − x|,
x, y ∈ R. Now, suppose that f belongs to Cb+(R × T). By Assertion 7.A,
‖ f ‖L∞([0,T ]×T) ≤ ‖ f ‖Cb([0,T ]×T)T b. To complete the proof of the second asser-
tion, it remains to recall that a ≤ ea for a ≥ 0. 
Assertion 7.C. Fix γ ∈ R, 0 < b < 1 and f , g in Cb(R × T). Assume that
f(0, x) = g(0, x) = J(x). Then, for all T > 0,∥∥ eγ f − eγ g ∥∥
Cb([0,T ]×T)
≤ A0 e4γA1
∥∥ f − g ∥∥
Cb([0,T ]×T)
,
where A0 = (1 + 2T
b) γ and
A1 = ‖ J ‖L∞(T) + T b
{
‖ f ‖Cb([0,T ]×T) + ‖ g ‖Cb([0,T ]×T)
}
.
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Proof. Fix T > 0, z, w ∈ [0, T ] × T. Let h = f − g, and write [ exp{γ f(z)} −
exp{γ g(z)} ] − [ exp{γ f(w)} − exp{γ g(w)} ] as
eγ f(z) − eγ g(z)
f(z) − g(z)
[
h(z)− h(w) ] + h(w)( eγ g(z) − eγ g(w) )eγh(z) − 1
h(z)
+ h(w) eγ g(w)
( eγh(z) − 1
h(z)
− e
γh(w) − 1
h(w)
)
.
Denote by f∞, g∞, h∞ the L
∞([0, T ] × T) norms of f , g and h, respectively,
and by fb, gb, hb, the C
b([0, T ] × T) norms of these three functions. Clearly, h
belongs to Cb+([0, T ] × T). Hence, by Assertion 7.A, h∞ ≤ T bhb, while, by (7.8),
f∞ ≤ J∞ + T bfb, with a similar inequality for g. Here, J∞ stands for the L∞(T)
norm of J .
Consider separately the three terms of the previous displayed equation. It is not
difficult to show that the first one is bounded by γ exp{γ [g∞ + f∞]} hb ‖z − z′‖b,
and the second one by γ2 exp{γ [g∞ + h∞]} h∞ gb ‖z − z′‖b. Let f : R → R be
given by f(θ) = (eθ − 1)/θ. Since f ′(θ) ≤ e2|θ|, the third term is bounded by
γ2 exp{γ [g∞ + 2h∞]} hb h∞‖z − z′‖b.
To complete the proof of the assertion it remains to add the bounds and to recall
the estimates of f∞, g∞, h∞ in terms of J∞, fb, gb and hb. 
Let f be a function in C1(R+ × T). Denote by f̂ : R+ × R → R the function
which is 1-periodic in space and which coincides with f on R+ × [0, 1).
Assertion 7.D. For all T > 0, 0 ≤ s ≤ T , x, y ∈ R,∣∣ f̂(s, x) − f̂(s, y) ∣∣ ≤ M0 ∣∣x − y ∣∣β , (7.11)
where
M0 = M0(f, T ) :=
∥∥ (∂xf)∥∥L∞([0,T ]×T) .
Proof. As f̂ is 1-periodic, we may replace y by y′ such that |y′− x| ≤ 1. Then, use
that f is uniformly Lipschitz on [0, T ]× T, and finally that |y′ − x| ≤ |y′ − x|β ≤
|y − x|β because |y′ − x| ≤ 1, β < 1. 
We conclude this section proving that the sequence of random fields Rε intro-
duced in (7.2) converges in probability to R = R0.
Proposition 7.9. We have that P
[ ‖R‖C1([0,T0]×T) < ∞ ] = 1. Moreover, for
every η > 0,
lim
ε→0
P
[ ‖R − Rε ‖C1([0,T0]×T) > η ] = 0 .
Proof. By (5.6),
Rε = ∂tGε + (−∆)1/2Gε =
∫ T0
−(T0+1)
h(t− s) ξε(s) ds
where h = [ ∂t + (−∆)1/2 ] r and r = qT0−p is a smooth function. A similar identity
holds with Rε, ξε replaced by R, ξ, respectively.
By [1, Proposition 1.3.3], supz∈[0,T0]×TR(z) has finite expectation as well as
− infz∈[0,T0]×TR(z). The same bound holds for ∂xR, ∂tR. This proves that ‖R‖C1([0,T0]×T)
is almost-surely finite.
As r is smooth, the same theorem guarantees that there exists a finite constant
C0 such that E
[
supz∈[0,T0]×T{Rε(z) − R(z) }
]
< C0 ε for all 0 < ε ≤ 1. The
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same result holds for R(z) − Rε(z) and for the first partial derivatives. It follows
from these estimates that ‖R − Rε ‖C1([0,T0]×T) converges to 0 in probability as
ε→ 0. 
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