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Abstract. We develop a method of estimating change{points of a function in the
case of indirect noisy observations. As two paradigmatic problems we consider de-
convolution and errors-in-variables regression. We estimate the scalar products of
our indirectly observed function with appropriate test functions, which are shifted
over the interval of interest. An estimator of the change point is obtained by the
extremal point of this quantity. We derive rates of convergence for this estimator.
They depend on the degree of ill-posedness of the problem, which derives from the
smoothness of the error density. Analyzing the Hellinger modulus of continuity of
the problem we show that these rates are minimax.
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11. Introduction
Change-point estimation has often been studied in the regression context. There are
many practical motivations why one is interested in knowing such points of rapid
change. Sometimes there is real scientic interest in these point, but one can also
exploit knowledge about them for estimation purposes themselves.
The simplest case is that of a single jump of an otherwise smooth function. The
optimal rate at which then a change-point can be estimated is known to be n
 1
.
Korostelev (1987) derives an optimal method in the Gaussian white noise model,
which can also be applied in the usual nonparametric regression setting. Another
popular approach is based on the analysis of dierences of certain kernel estimators;
see, e.g., Yin (1988), Muller (1992), Hall and Titterington (1992) and Wu and Chu
(1993). Wang (1995) considers a closely related method based on wavelets. It can be
shown that one can achieve the optimal rate of convergence also by the kernel-based
method, provided one uses an appropriate, necessarily discontinuous kernel.
In the present paper we study this problem in the context of ill-posed inverse pro-
blems. Such problems arise when we can observe an object of interest only indi-
rectly. Typical settings are deconvolution, errors-in-variables regression, estimation
of mixing densities, image blur models and image reconstruction in computerized
tomography. The quality at which a function can be estimated from such indirect,
noisy observations depends on the degree of ill-posedness of the problem. For exam-
ple, deconvolution becomes harder as smoothness of the error distribution increases.
Most of the available results focus on the estimation of functions with homogeneous
smoothness; see Hall (1990), Zhang (1990), Fan (1991) and Fan and Truong (1993).
However, in practical applications one is often confronted with functions that have
quite inhomogeneous smoothness characteristics: they are quite smooth on one part
of the domain, but much less regular on another part. In such situations usual linear
smoothing methods, which apply a global degree of smoothing, are no longer appro-
priate. Locally adaptive methods for estimating a function in the setting of indirect
observations are developed by Donoho (1992) on the basis of Wavelet-Vaguelette
Decompositions. However, the author is not aware of any work on change-point
estimation in this context.
Here we focus on change-point estimation in one-dimensional inverse problems, as
opposed to the more complex problem of edge estimation in higher dimensions. We
study a quite general method and show its applicability for two paradigmatic pro-
blems, deconvolution and errors-in-variables regression.
Our motivation is at least twofold: First, knowledge of the location of a jump is helpful
when one intends to estimate the function itself. One can then use this information
and apply one-sided estimation techniques around this point. Second, one might be
interested in estimating the support of a density, which amounts to the estimation of
change-points in the case of a sharp boundary. Finally, there exist many interesting
higher-dimensional inverse problems like image deblurring or density estimation from
computer tomography data. We hope that the methodology developed in this article
can be carried over to edge detection in these important problems.
2We propose a method which is similar to well-established kernel methods for direct
observations. Starting from an appropriate compactly supported function ' we dene
test functions '
#
(:) = '((: #)=h
n
) , where # varies in the interval of interest and the
bandwidth h
n
tends to zero at a certain rate. Our method is based on the idea that
the scalar products of '
#
and a discontinuous function attain their maximumvalue in
modulus at some # close to the change-point #
0
. We dene empirical versions of these
scalar products and take that value of #, which maximizes them in absolute value, as
an estimator of #
0
. We show that this estimator converges with the rate n
 1=(+3=2)
to #
0
, where  is the degree of ill-posedness of the inverse problem. Analyzing the
Hellinger modulus of continuity of the problem we show that this is actually the
optimal rate of convergence.
2. Change-point estimation in the deconvolution problem
Suppose we have n i.i.d. random variables X
1
;    ;X
n
distributed according to a
density f
X
. However, we do not observe the X
i
's directly, but
Y
i
= X
i
+ "
i
; i = 1; : : : ; n; (2.1)
where the "
i
's are i.i.d. with density f
"
, also independent of the X
i
's.
There already exists a considerable body of literature on estimating the density f
X
in model (2.1); e.g. Carroll and Hall (1988) and Fan (1991). The rst of these papers
also describes some practical applications. It turns out that f
X
can be more or less
successfully estimated on the basis of observations fY
i
g, where the rate at which an
optimal estimator converges to f
X
depends on the smoothness of both f
X
and f
"
.
Here, a smooth f
X
and a rough f
"
are most favorable.
In ordinary change-point estimation problems, i.e. in the presence of direct obser-
vations, a widely used method is to take just that point, where the dierence of
two-sided kernel estimators attains its maximum in absolute value; cf. Yin (1988),
Muller (1992) , Wu and Chu (1993) and Wang (1995). (Strictly speaking, Wang uses
wavelets rather than the dierence of two kernels; however he did not actually exploit
their special properties like orthonormality, which distinguish them from the kernel
dierence approach.)
For the sake of a clear presentation of the main idea we consider the simplest case of
a single jump, whose height is bounded away from zero. It will become clear how this
method can also be used for the detection of an unknown number of jumps, which
are separated from each other by at least an arbitrarily small, but xed constant.
We will assume that the density f
X
is a member of the class F , where, for a < b ,
F = ff j jf(x)j  C
1
8x; and for some #
0
2 [a; b] :
jf(#
0
 )  f(#
0
+)j  C
2
and jf(x)  f(y)j  C
3
jx  yj; if #
0
=2 [x; y]g:
Here and in the following C, C
1
, C
2
, : : : denote generic constants. Our basic as-
sumption on the error density f
"
is, for some 0 < C
4
 C
5
< 1 and   1 ,
that
(A1) C
4
(1 + j!j)
 
 j
b
f
"
(!)j  C
5
(1 + j!j)
 
8! 2 R;
where
b
g(!) =
R
g(x) exp(ix!) dx denotes the Fourier transform of a function g 2
L
1
(R) . This assumption basically means that that f
"
has about  derivatives. It
turns out that (A1) with an appropriate value of  is satised for gamma distributions
3with shape parameter , which contain for  = 1 the exponential and for  =
#=2 the chi-square distribution with # degrees of freedom as special cases. Another
example, which satises (A1) with  = 2 , is the Laplace (double exponential)
distribution.
The basic idea of our method is as follows. Assume for deniteness that f
X
(#
0
 ) 
f
X
(#
0
+) + C
2
. Then f
X
can be written as
f
X
= f + h; (2.2)
where h(#
0
 )  h(#
0
+) + C
2
, h(x)  0 for x < #
0
, h(x)  0 for x > #
0
,
and f and h are Lipschitz continuous on R and Rnf#
0
g, respectively. Let ' be some
nonzero function with '(x)  0 , if x < 0 , and '(x)  0 , if x > 0 . The functions
'
#
(:) = '((:   #)=h
n
) with # 2 [a; b] and h
n
! 0 can be used for \scanning"
f
X
for a discontinuity. In particular, ('
#
; h) will attain its maximum at # = #
0
,
whereas ('
#
; f) is of smaller order because of the Lipschitz continuity of f and
h
n
! 0 . Our method amounts to estimating the scalar products ('
#
; f
X
) . An ideal
choice of ' is such, that the ratio of the contrast ('
#
0
; f
X
)  ('
#
; f
X
) and the noise
q
var(
\
('
#
0
; f
X
) 
\
('
#
; f
X
)) , where
\
('
#
; f
X
) is an appropriate estimate of ('
#
; f
X
), is
maximized. In ordinary change-point estimation, i.e. with direct noisy observations,
this goal is achieved by a function ' with a discontinuity at zero. However, the
situation changes in the context of indirect observations. To embed the deconvolution
problem in the general frame of ill-posed inverse problems, dene the bounded linear
operator K : L
1
(R)! L
1
(R) with
(Kg)(x) =
Z
g(x  y)f
"
(y) dy:
Deconvolution is ill-posed, sinceK does not have a bounded inverse. Since we are only
given observations in the image of K, estimation of ('
#
; f
X
) amounts to estimating
(
#
;Kf
X
) for some function 
#
. Now it turns out that a discontinuous function '
#
leads to a function 
#
with an unbounded L
2
-norm. Since this makes the following
statistical analysis impossible, we have to look for better alternatives.
For the function ' we will require that
(A2) (i) ' has compact support,
(ii) ' is an odd function with '(x)  0 , if x < 0 ,
(iii) k
b
'(!)(1 + j!j)
+2
k
i
< 1 for i = 1; 2,
(iv) '
0
(0) 6= 0.
Note that (iv) of (A2) is essential. It takes the role of the discontinuity of ' in the
case of direct observations, and provides the optimal ratio between contrast and noise
in our case.
Let '
#
(x) = '((x  #)=h
n
) . The sequence of equalities
('
#
; g) = (2)
 1
Z
Re(
b
'
#
(!)
b
g(!)) d! = (2)
 1
Z
Re(
b
'
#
(!)=
b
f
"
(!)
b
g(!)
b
f
"
(!)) d!
= Re

F
 1
(
b
'
#
=
b
f
"
); g  f
"

= (Re(F
 1
(
b
'
#
=
b
f
"
)); g  f
"
); (2.3)
which is valid for all g 2 L
1
(R) , motivates us to dene

#
= Re

F
 1
(
b
'
#
=
b
f
"
)

; (2.4)
4where F
 1
(g)(x) = (2)
 1
R
g(!) exp( i!x) d! denotes the inverse Fourier trans-
form.
We consider
e

#
= n
 1
n
X
i=1

#
(Y
i
); (2.5)
which is an unbiased estimator of ('
#
; f
X
). Let

#
= E
e

#
= ('
#
; f
X
): (2.6)
A rst insight into the essential properties of the
e

#
's is given by the following lemma.
Lemma 2.1. Assume (A1), (A2) and h
n
! 0 . Then, for n large enough,
(i) j
#
0
j   j
#
j 
(
C
6
j#
0
  #j
2
=h
n
  C
7
h
n
j#
0
  #j; if j#
0
  #j  h
n
;
C
8
h
n
; if j#
0
  #j > h
n
;
(ii)
q
var(
e

#
0
 
e

#
) = O

n
 1=2
j#
0
  #jh
  1=2
n

; if j#
0
  #j  h
n
(iii)
q
var(
e

#
) = O

n
 1=2
h
 +1=2
n

hold uniformly in # 2 [a; b] and f
X
2 F .
First, observe that, according to (i) and (iii) of the above lemma, the noise is of smaller
order of magnitude than the contrast in the case of j# #
0
j > h
n
, if h
n
 n
 1=(2+1)
.
This will imply that such values of # can be excluded with very high probability as
values for
b
#
0
. Further we infer from (i), that some positive contrast is guaranteed,
if j#
0
  #j > (C
6
=C
5
)h
2
n
. Furthermore, the noise increases linearly in j#
0
  #j ,
whereas the contrast grows quadratically. Both quantities are equated (in order) at
j#
0
 #j  n
 1=2
h
 +1=2
n
. This already gives some hint that #
0
can be estimated with
the rate h
2
n
+ n
 1=2
h
 +1=2
n
, which is optimized for h
n
 n
 1=(2+3)
.
Let
b
#
0
2 arg max
#2[a;b]
fj
e

#
jg: (2.7)
The following theorem states that 
n
= n
 1=(+3=2)
is actually the rate of conver-
gence for this estimator.
Theorem 2.1. Assume (A1), (A2) and h
n
 n
 1=(2+3)
. Then
sup
f
X
2F

E
f
X


 1
n
(
b
#
0
  #
0
)

2

 C:
Remark 1.
1) As can be seen in the proof of this theorem, we have to choose the bandwidth
h
n
exactly of this order. If we increase h
n
, then we blur the information about #
0
too much. On the other hand, recognition of a signal becomes more dicult as the
amount of localization increases. Hence, if we choose h
n
smaller we would increase
the magnitude of noise in
e

#
, which would also lead to a worse rate.
5However, in sharp contrast to bandwidth selection in curve estimation, the optimal
rate for h
n
does not depend on any unknown smoothness parameters of the function
to be investigated. It depends only on the degree of ill-posedness  of the problem,
which we know exactly since we know f
"
.
2) For simplicity of presentation we have only considered the simplest case of a single
discontinuity. Proceeding as in Wu and Chu (1993) one can easily extend this method
to the case of multiple jumps, also to the case of an unknown number of them.
3. Change-point estimation in errors-in-variables regression
Nonparametric regression with errors in the independent variables forms another
instance of an ill-posed inverse problem. It is well-known that then the estimation of
the regression function is harder than in the case of exactly known regressors. This
fact is underlined by results in Fan and Truong (1993), who derived minimax rates
in errors-in-variables regression.
Let (X;Z) be a pair of random variables and let m(x) = E(Z j X = x) . However, we
do not observe X directly, but Y = X + " , where " is some stochastic measurement
error. Suppose, we are given a sample of n observations (Y
i
; Z
i
), we arrive at the
following basic model:
Z
i
= m(X
i
) + 
i
; (3.1)
Y
i
= X
i
+ "
i
: (3.2)
Let f
X
denote the density of X. To make the estimation problem identiable, we
assume to know the density f
"
of the i.i.d. errors "
i
, which are independent of the
(X
i
; Z
i
)'s.
Now we assume that the function m has a single jump at #
0
2 [a; b] , and is smooth
otherwise. Again we intend to estimate #
0
as accurate as possible.
As a functional, which is aimed at drawing the essential information about #
0
from
the sample f(Y
i
; Z
i
)g we consider the quantity
e

#
= n
 1
n
X
i=1

#
(Y
i
)Z
i
; (3.3)
where 
#
was dened by (2.4).
Now we have

#
= E
e

#
= E
#
(X + ")m(X)
=
Z Z

#
(x+ ")m(x)f
X
(x)f
"
(") dx d"
=
Z

#
(x)
Z
m(x  ")f
X
(x  ")f
"
(") d" dx
= (
#
; (mf
X
)  f
"
)
= ('
#
;mf
X
): (3.4)
Hence,
e

#
primarily aims at detecting a jump in m(x)f
X
(x) at #. However, it can
also serve for the detection of change points in m, if
6(A3) f
X
is uniformly Lipschitz, f
X
(x)  C for x 2 [a   ; b + ] and some
 > 0 .
Now,
e

#
shows a similar behaviour as
e

#
in the previous section.
Lemma 3.1. Assume (A1), (A2), (A3), h
n
! 0 and sup
y
fE(Z
2
j Y = y)g <1 .
Then, for n large enough,
(i) j
#
0
j   j
#
j 
(
C
6
j#
0
  #j
2
=h
n
  C
7
h
n
j#
0
  #j; if j#
0
  #j  h
n
;
C
8
h
n
; if j#
0
  #j > h
n
;
(ii)
q
var(
e

#
0
 
e

#
) = O

n
 1=2
j#
0
  #jh
  1=2
n

; if j#
0
  #j  h
n
(iii)
q
var(
e

#
) = O

n
 1=2
h
 +1=2
n

hold uniformly in # 2 [a; b] and m 2 F .
This lemma indicates that we can again estimate the location of the jump with a rate

n
= n
 1=(+3=2)
, which can actually be proved under the additional assumption
(A4) sup
y
fE(jZj
M
j Y = y)g <1 for M large enough.
Let, analogously to the denition of the change point estimator in the previous sec-
tion,
b
#
0
2 arg max
#2[a;b]
fj
e

#
jg: (3.5)
This estimator converges again with the rate 
n
to #
0
.
Theorem 3.1. Assume (A1) through (A4) and h
n
 n
 1=(2+3)
. Then
sup
m2F

E
m


 1
n
(
b
#
0
  #
0
)

2

 C:
4. Lower bounds for change-point estimation
In \ordinary" change-point estimation it is known that the location of a jump can
be estimated with the rate n
 1
(or 
2
in the closely related Gaussian white noise
model); cf. Korostelev (1987). It can be shown that one can achieve this rate by a
kernel-based method similar to that considered here. However, a special kernel has
to be employed.
In view of these facts it is not obvious if the proposed method is optimal. To have an
appropriate frame for such considerations, we consider minimax rates of convergence.
Similarly to work of Fan (1991) and Fan and Truong (1993), who derived minimax
rates for estimating the function itself in deconvolution and errors-in-variables re-
gression, respectively, we obtain this minimax rate analyzing the Hellinger modulus
of continuity at n
 1=2
. As shown in Donoho and Liu (1987), this will immediately
provide the desired lower bound for the rate of convergence.
74.1. A lower bound in the deconvolution problem. Our method consists in
nding a sequence of two densities f
X;1;n
; f
X;2;n
2 F and some f
"
satisfying (A1),
such that
H (f
X;1;n
 f
"
; f
X;2;n
 f
"
) = O(n
 1=2
) (4.1)
and
j#
1;n
  #
2;n
j  
n
; (4.2)
where H(f; g) =

R
(
p
f  
p
g)
2

1=2
is the Hellinger distance and #
i;n
are the change-
points of f
X;i;n
. From (4.1) and (4.2) we will infer that 
n
is a lower bound for the
minimax rate of convergence.
Now we consider two possible sets of conditions on f
X;i;n
and f
"
, which allow to derive
(4.1) and (4.2). We try to assume as few as possible beyond (A1) for f
"
, and choose
the f
X;i;n
's appropriately.
(A5) (i) f
"
satises (A1), and additionally
R
Rn[c;d]
jf
()
"
(x)j dx  C for any
integer   2+ 1 and any compact interval [c; d],
(ii) f
X;1;n
= f
X;1
2 F with f
X;1
(x) > 0 for all x,
(iii) f
X;2;n
= f
X;1;n
+ b
n
, where the construction of b
n
is exactly described
in the proof of Lemma 4.1.
The essential features of b
n
will be that
R
x
k
b
n
(x) dx = 0 for k = 0; 1; : : : ;    1
and
R
jb
n
(x)j dx = O(
1=2
n
) .
To accommodate also the important problem of estimating the endpoint of the sup-
port of a density, we consider also the following restrictions on f
X;i;n
and f
"
.
(A5') (i) f
"
satises (A1), and additionally
R
Rn[c;d]
jf
()
"
(x)j dx  C for any
integer   2+1 and any compact interval [c; d], and P (" > d) > 0 ,
(ii) f
X;1;n
= f
X;1
2 F with f
X;1
(x) > 0 for all x < #
1;n
,
(iii) f
X;2;n
= f
X;1;n
+b
n
, where b
n
is again dened in the proof of Lemma 4.1.
Now we obtain the following lemma.
Lemma 4.1. Assume (A5) or (A5'). Then ( 4.1) and ( 4.2) are fullled.
The nal step towards the lower bound can be described as follows; cf. also Donoho
and Liu (1987). Dene for two densities p and q the Hellinger anity (p; q) =
R
p
p
p
q . Further, let p
[n]
denote the n-dimensional product measure of p. Then


(f
X;1;n
 f
"
)
[n]
; (f
X;2;n
 f
"
)
[n]

= 
n
(f
X;1;n
 f
"
; f
X;2;n
 f
"
)
=

1  
1
2
H
2
(f
X;1;n
 f
"
; f
X;2;n
 f
"
)

n
 (1   C=n)
n
 C > 0:
8On the other hand, we have for any estimator
b
#
0
that


(f
X;1;n
 f
"
)
[n]
; (f
X;2;n
 f
"
)
[n]


Z
j
b
#
0
(y)  #
1;n
j

n
q
(f
X;1;n
 f
"
)
[n]
(y)
q
(f
X;2;n
 f
"
)
[n]
(y) dy
+
Z
j
b
#
0
(y)  #
2;n
j

n
q
(f
X;1;n
 f
"
)
[n]
(y)
q
(f
X;2;n
 f
"
)
[n]
(y)dy

r
E
f
X;1;n


 1
n
(
b
#
0
  #
1;n
)

2
+
r
E
f
X;2;n


 1
n
(
b
#
0
  #
2;n
)

2
;
which immediately leads to the following theorem.
Theorem 4.1. Assume (A5) or (A5'). Then
inf
b
#
0
max
f
X
2ff
X;1;n
;f
X;2;n
g

E
f
X


 1
n
(
b
#
0
  #
0
)

2

 C > 0:
4.2. A lower bound for errors-in-variables regression. We will obtain the de-
sired lower bound for the accuracy in estimating #
0
again analyzing the Hellinger mo-
dulus of continuity of the problem. In the construction of the two densities f
(X;Z);1;n
and f
(X;Z);2;n
we adapt a nice idea of Fan and Truong (1993), which allows us to use
the result about the Hellinger distance of the two densities f
X;1;n
 f
"
and f
X;2;n
 f
"
from the previous section.
To facilitate proofs, we choose f
"
and f
X;i;n
according to (A5). Further, we choose
densities f
0
, g
0
and a function h
0
with the following properties:
(A6) (i) f
0
(x)  Cf
X;1
(x) 8x , f
0
(x) 

f
0
> 0 for x 2 [#
1
  ; #
1
+ ] and
any  > 0 ,
(ii)
R
zg
0
(z) dz = 0 ,
(iii)
R
h
0
(z) dz = 0;
R
zh
0
(z) dz = 1 ,
(iv) g
0
(z)  2 sup
x
ff
X;1
(x)gjh
0
(z)j 8z .
Now we dene our two densities f
(X;Z);1;n
and f
(X;Z);2;n
as
f
(X;Z);i;n
(x; z) = f
0
(x) [g
0
(z) + f
X;i;n
(x)h
0
(z)] : (4.3)
Because of (A5)(ii), the marginal density of X turns out to be equal to f
0
, which
provides that
E
f
(X;Z);i;n
(Z j X = x) =
Z
z[g
0
(z) + f
X;i;n
(x)h
0
(z)] dz = f
X;i;n
(x): (4.4)
Hence, the regression function m(x) has exactly the same change-points as the den-
sities f
X;i;n
from the previous section. Finally, we can estimate the Hellinger distance
between f
(Y;Z);1;n
and f
(Y;Z);2;n
, where
f
(Y;Z);i;n
(y; z) =
Z
f
(X;Z);i;n
(y   x; z)f
"
(x) dx;
9by
H
2

f
(Y;Z);1;n
; f
(Y;Z);2;n


Z Z
#
1
+d+
#
1
+c 
(f
(Y;Z);1;n
(y; z)   f
(Y;Z);2;n
(y; z))
2
f
(Y;Z);1;n
(y; z)
dy dz
+
Z Z
Rn[#
1
+c ;#
1
+d+]


f
(Y;Z);1;n
(y; z)   f
(Y;Z);2;n
(y; z)


 dy dz
=
Z Z
#
1
+d+
#
1
+c 
(h
0
(z)
R
f
0
(y   x)b
n
(y   x)f
"
(x) dx)
2
R
f
(X;Z);1;n
(y   x; z)f
"
(x) dx
dy dz
+
Z
jh
0
(z)j dz
Z
Rn[#
1
+c ;#
1
+d+]




Z
f
0
(y   x)b
n
(y   x)f
"
(x) dx




dy


f
0
2
C
Z
2(h
0
(z))
2
g
0
(z)
dz
Z
(
R
b
n
(y   x)f
"
(x) dx)
2
R
f
X;1
(y   x)f
"
(x) dx
dy
+O
 
Z
Rn[#
1
+c ;#
1
+d+]




Z
f
0
(y   x)b
n
(y   x)f
"
(x) dx




dy
!
: (4.5)
Here the essence of the idea of Fan and Truong becomes again apparent: we could
separate the part involving integration over z from that which depends on y. The
integrals over y on the right-hand side of (4.5) are just the same as I
1
and I
2
from
the proof of Lemma 4.1.
Now we can derive, in analogy to Lemma 4.1, the following assertion.
Lemma 4.2. Assume (A5) and (A6). Then
H

f
(Y;Z);1;n
; f
(Y;Z);2;n

= O(n
 1=2
):
Hence, we have again the fact that the two experiments according to f
(Y;Z);1;n
and
f
(Y;Z);2;n
are statistically not distinguishable. Arguing as above we get the desired
lower bound for the accuracy in estimating #
0
.
Theorem 4.2. Assume (A5) and (A6). Then
inf
b
#
0
max
f
(Y;Z)
2ff
(Y;Z);1;n
;f
(Y;Z);2;n
g

E
f
(Y;Z)


 1
n
(
b
#
0
  #
0
)

2

 C > 0:
5. Proofs
Lemma 5.1. Assume (A2). Then
(i) k
(k)
#
k
2
= O(h
  k+1=2
n
) ,
(ii) k
(k)
#
k
1
= O(h
  k
n
)
for k = 0; 1; 2 .
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Proof. We have that
k
(k)
#
k
2
2
= (2)
 1
kj!j
k
c

#
(!)k
2
2
= O

kj!j
k
c
'
#
(!)(1 + j!j)

k
2
2

= O

kh
n
b
'(h
n
!)(1 + j!j)

j!j
k
k
2
2

= O

h
n
k
b
'(!)(1 + j!j=h
n
)

(j!j=h
n
)
k
k
2
2

= O

h
 2 2k+1
n

;
and, analogously,
k
(k)
#
k
1
 (2)
 1
kj!j
k
c

#
(!)k
1
= O

kh
n
b
'(h
n
!)(1 + j!j)

j!j
k
k
1

= O

h
  k
n
k
b
'(!)(1 + j!j)

(j!j)
k
k
1

= O

h
  k
n

:
Proof of Lemma 2.1.
(i) Let, w.l.o.g., f
X
(#
0
 ) = f
X
(#
0
+) +  for some  > 0 . Note that f
X
can be
written as
f
X
(x) = f(x) + h(x); (5.1)
where f and h are uniformly Lipschitz on R and R n f#
0
g, respectively. Moreover,
we choose h such that h(#
0
 ) = =2 , h(#
0
+) =  =2 , h(x)  0 , if x < 0 , and
h(x)  0 , if x > 0 are satised.
Since '
#
satises
R
'
#
(x) dx = 0 and has a length of support of O(h
n
), we get
('
#
0
  '
#
; f) = O

h
n
Z
j'
#
0
(x)  '
#
(x)j dx

= O

(h
n
j#
0
  #j) ^ h
2
n

: (5.2)
Here the last equality holds, because ' has bounded total variation.
For #
0
2 supp('
#
) we obtain that
('
#
0
  '
#
; h) = =2
Z
#
0
 1
('
#
0
(x)  '
#
(x)) dx   =2
Z
1
#
0
('
#
0
(x)  '
#
(x)) dx
+O

Z
jx  #
0
jj'
#
0
(x)  '
#
(x)j dx

;
 C
6
j#
0
  #j
2
=h
n
  C
7
h
n
j#
0
  #j; (5.3)
whereas we get for #
0
=2 supp('
#
) that
('
#
0
  '
#
; h)  C
6
h
n
  O

Z
'
#
(x)h(x) dx

 C
6
h
n
  C
7
h
2
n
: (5.4)
(i) follows from (5.2), (5.3) and (5.4).
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(ii) Since f
X
 f
"
is bounded, we obtain that
var(
e

#
0
 
e

#
)  n
 1
E (
#
0
(Y )  
#
(Y ))
2
= O

n
 1
Z
(
#
0
(x)  
#
(x))
2
dx

:
Now we have by Lemma 5.1 that
k
#
0
  
#
k
2
2
=
Z
 
Z
#
0
#

0
#
(x+ z) dz
!
2
dx  j#
0
  #j
2
k
0
#
k
2
2
= O(j#
0
  #j
2
h
 2 1
n
);
which implies (ii).
(iii) follows from
var(
e

#
) = O(n
 1
k
#
k
2
2
) = O(n
 1
h
 2+1
n
):
Proof of Theorem 2.1. The proof of this theorem is mainly based on a repeated appli-
cation of Bernstein's inequality, which we quote for reader's convenience from Shorack
and Wellner (1986, p. 855):
Let Z
1
; : : : ; Z
n
be i.i.d. random variables with EZ
1
= 0 and jZ
1
j  K almost
surely. Then, for

Z = n
 1
P
Z
i
,
P (

Z > c)  exp
 
 
nc
2
=2
var(Z
1
) + (Kc)=3
!
 exp
 
 
c
2
4 var(

Z)
!
+ exp

 
3nc
4K

(5.5)
holds for arbitrary c > 0 .
(i) Let 
#
=
e

#
  
#
.
First we estimate the probability of the event
e

 = f! j j
#
j > j
#
0
j=3 for any # 2
[a; b]g. For that we approximate 
#
on the grid
 
n
= fkd
n
j k 2 Zg\ [a; b];
where d
n
= o(h
+2
n
) , d
 1
n
= O(n

) for any  <1 .
Since j
#
0
j  h
n
, we obtain by Lemma 2.1, Lemma 5.1 and (5.5) for xed # that
P (j
#
j > j
#
0
j=6)  2 exp
 
 
j
#
0
j
2
=36
4 var(
#
)
!
+ 2 exp
 
 
j
#
0
jn
8k
#
k
1
!
 2 exp
 
 C
h
2
n
n
 1
h
 2+1
n
!
+ 2 exp
 
 C
h
n
n
h
 
n
!
= O

exp( Cn
1=(+3=2)
) + exp( Cn
(+2)=(2+3)
)

: (5.6)
Further, let #

= #

(#) 2  
n
be that element of  
n
, which is closest to #. Then we
have with probability one that
j
#
  
#

j  2k
#
  
#

k
1
 2d
n
k
0
#

k
1
= o(h
n
)  j
#
0
j=6 (5.7)
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for all # 2 [a; b] , if n is large enough. This yields
P (
e

)  P (j
#
  
#

j > j
#
0
j=6 for any # 2 [a; b]) +
X
#

2 
n
P (j
#

j > j
#
0
j=6)
= O

n

exp( Cn
1=(+3=2)
)

: (5.8)
(ii) It is obvious that ! =2
e

 implies that
b
#
0
2  = f# 2 [a; b] j j
#
j  j
#
0
j=3g:
We decompose  into the subsets
I
m
= f# 2  j #
m
 #  #
m+1
g; m =  M; : : : ; 0; 1; : : : ;M;
where #
m
= #
0
+m
n
and M is the smallest possible integer such that  is covered
by
S
jmjM
I
m
.
Provided n is large enough, we have by Lemma 2.1 that
  [#
0
  h
n
; #
0
+ h
n
]:
Moreover, since the \essential part" of 
#
, which is equal to
=2
Z
#
0
 1
'
#
(x) dx   =2
Z
1
#
0
'
#
(x) dx
(see the proof of Lemma 2.1 for details), is nonnegative for all #, we get immediately
that
j
#
j = O(h
2
n
); if sgn(
#
) 6= sgn(
#
0
):
Let, w.l.o.g., 
#
0
> 0 . Then, again for n large enough,

#
> 0 for all # 2 : (5.9)
Hence, we obtain that


m
= f
b
#
0
2 I
m
g  f
 j 
#
  
#
0
 c
m
for any # 2 I
m
g; (5.10)
where c
m
= 
#
0
  sup
#2I
m
f
#
g . From Lemma 2.1 we have that
c
m
 C(m
n
)
2
=h
n
for m
0
 jmj M; (5.11)
and appropriately xed m
0
. Let #
m;k
= #
m
+ (k=L
n
)
n
, k = 0; : : : ; L
n
  1 ,
where L
n
will be chosen below. For # 2 [#
m;k
; #
m;k+1
)  [#
m
; #
m;1
) we consider the
decomposition

#
  
#
0
= (
#
m
  
#
0
) + (#
m;k
  #
m
)
0
#
m
+
Z
#
m;k
#
m
(
0
z
  
0
#
m
) dz + (
#
  
#
m;k
):
(5.12)
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By Bonferroni's inequality we obtain that
P (

m
)  P (
#
m
  
#
0
 c
m
=4)
+ P


n

0
#
m
 c
m
=4

+ P


#
m;k
  
#
m
  (#
m;k
  #
m
)
0
#
m
 c
m
=4 for any k 2 0; : : : ; L
n
  1

+ P


#
  
#
m;k
 c
m
=4 for any k 2 0; : : : ; L
n
  1; # 2 [#
m;k
; #
m;k+1
)

= p
m1
+ : : : + p
m4
: (5.13)
It will turn out that this somewhat involved decomposition (5.12) is really necessary
for proving that P (

m
) decreases fast enough as jmj grows. To get a valid result
for a continuum of points, we have to approximate 
#
  
#
0
on a suciently ne
grid, with spacings that are of smaller order of magnitude than 
n
. Hence, even on
a xed interval I
m
= [#
m
; #
m+1
) we have to consider an increasing number of grid
points. The stochastic uctuations of the rst two terms on the right-hand side of
(5.13) will be of about the same order of magnitude as c
m
for small jmj; hence we
consider only a single term of these kinds for every m. The third term is of smaller
order of magnitude than c
m
; therefore we can include an increasing number of them
(namely L
n
for every m). Finally, provided we choose L
n
large enough, we nd a
non-stochastic upper estimate for the fourth term, which is of smaller order than c
m
.
Now we turn to the estimation of p
m1
through p
m4
. Using
var(
#
m
  
#
0
) = O

n
 1
j#
m
  #
0
j
2
h
 2 1
n

= O((m
n
)
2
h
2
n
);
k
#
m
  
#
0
k
1
= O

j#
m
  #
0
jh
  1
n

= O(m
n
h
  1
n
);
and (5.11) we obtain due to (5.5) that
p
m1
 exp
 
 
(c
m
=4)
2
4 var(
#
m
  
#
0
)
!
+ exp
 
 
3nc
m
=4
4k
#
m
  
#
0
k
1
!
 exp( Cm
2
) + exp( Cmn
(+1)=(2+3)
): (5.14)
By
var(
n

0
#
m
) = O

n
 1

2
n
k
0
#
m
k
2
2

= O(
2
n
h
2
n
)
and

n
k
0
#
m
k
1
= O


n
h
  1
n

= O(
n
h
  1
n
);
we get analogously to (5.14) that
p
m2
 exp( Cm
4
) + exp( Cm
2
n
(+1)=(2+3)
): (5.15)
Further, we obtain from
var(
Z
#
m;k
#
m
(
0
z
 
0
#
m
) dz) = O
0
@
n
 1





Z
#
m;k
#
m
(
0
z
  
0
#
m
) dz





2
2
1
A
= O

n
 1

4
n
k
00
#
k
2
2

= O


4
n

and





Z
#
m;k
#
m
(
0
z
  
0
#
m
) dz





1
= O


2
n
k
00
#
k
1

= O


2
n
h
  2
n

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that
p
m3
 L
n
exp
 
 C
(m
n
)
4
=h
2
n

4
n
!
+ L
n
exp
 
 C
n(m)
2
=h
n

2
h
  2
n
!
 L
n
exp( Cm
4
n
2=(2+3)
) + L
n
exp( Cm
2
n
(+2)=(2+3)
): (5.16)
Finally, we get for j#  #
m;k
j = O(L
 1
n
) that 
#
  
#
m;k
= O(L
 1
n
k
0
#
k
1
) = o(c
m
) ,
if L
 1
n
= o(h
+4
n
) = o(n
 (+4)=(2+3)
) . Provided we choose L
n
in such a way, we
obtain
p
m4
= 0: (5.17)
Now we conclude from (5.8) and (5.14) through (5.17) that
E


 1
n
(
b
#
0
  #
0
)

2
 O(
 2
n
)P (
e

)
+ (jm
0
j+ 1)
2
+
M
X
jmj=m
0
(jmj+ 1)
2
P (

m
)
= O(1):
Proof of Theorem 3.1. This theorem can be proved in complete analogy to Theo-
rem 2.1. The only modication will concern the exponential decay of the probability
bounds in (5.8) and (5.14) through (5.16). Since we assume only that a certain nite
number of moments of Z are nite, we will get an additional term of order O(n
 
) in
these bounds, where  can be chosen arbitrarily large in dependence on a suciently
large choice of M in (A4). Instead of Bernstein's inequality we can then apply results
of Nagaev (1965).
Proof of Lemma 4.1.
(i) Construction of b
n
Let p
i
be Lipschitz continuous functions supported on [ 1; 0] such that
Z
x
j
p
i
(x) dx =  
ij
=(i+ 1) for j = 0; 1; : : : ;    1:
Now we dene
b
n
(x) = 
 1
X
i=0

(i+1)=2
n
p
i
(
x  #
1
p

n
) + I (#
1
 x  #
1
+
n
) : (5.18)
It is easy to see that b
n
is supported on [#
1
 
p

n
; #
1
+
n
] , satises
R
jb
n
(x)j dx =
O(
n
) , and
R
x
j
b
n
(x) dx = 0 for j = 0; 1; : : : ;    1 .
(ii) Proof of (4.1) under (A5)
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We have
H
2
(f
X;1
 f
"
; f
X;2;n
 f
"
)

Z
#
1
+d+
#
1
+c 
((b
n
 f
"
)(x))
2
(f
X;1
 f
"
)(x)
dx +
Z
Rn[#
1
+c ;#
1
+d+]
j(b
n
 f
"
)(x)j dx
= I
1
+ I
2
: (5.19)
Since f
X;1
(x) > 0 8x we have that (f
X;1
 f
"
)(x) > 0 8x , which means that
f
X;1
 f
"
is bounded away from zero on the compact interval [#
1
+ c  ; #
1
+ d+ ] .
Hence, we obtain that
I
1
 C
Z
((b
n
 f
"
)(x))
2
dx
= C
Z
j
c
b
n
(!)
b
f
"
(!)j
2
d!
 C
n
Z





\
b
n
(:=
q

n
)(
q

n
!)j!j
 





2
d!
= C
+1=2
n
Z





\
b
n
(:=
q

n
)(!)j!j
 





2
d!
 C
+1=2
n

Z
jb
( 1)
n
(x=
q

n
)j
2
dx +
Z
jb
( ( 1))
n
(x=
q

n
)j
2
dx

= O


+3=2
n

= O(n
 1
): (5.20)
From a Taylor expansion with integral remainder we get that
(b
n
 f
"
)(x) =
Z
b
n
(y)f
"
(x  y) dy
= O
 

( 1)=2
n
Z
jb
n
(y)j dy
Z
y2supp(b
n
)
jf
()
"
(x  y)j dy
!
holds for x 2 R n [#
1
+ c  ; #
1
+ d+ ] , which implies that
I
2
 C
(+1)=2
n
Z
Rn[#
1
+c ;#
1
+d+]
Z
y2supp(b
n
)
jf
()
"
(x  y)j dy dx
= O


(+2)=2
n

= O(n
 1
): (5.21)
This completes the proof of (4.1). The proof under (A5') is similar, since (f
X;1

f
"
)(x)  C > 0 can also be shown for x 2 [#
1
+ c   ; #
1
+ d + ] and suciently
small  > 0 .
(4.2) follows directly from the construction of f
X;2;n
.
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