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Introduction
The study of the geometry of non-isolated hypersurface singularities was be-
gun by Siersma and his students ([16],[17],[14],[15]). The basic examples of such
functions defining these singularities are the A(d) singularities and the D(q, p)
singularities. The A(d) singularities, up to analytic equivalence, are the product
of a Morse function and the zero map, while the simplest D(q, p) singularity is
the Whitney umbrella. These are the basic examples, because they correspond
to stable germs of functions in the study of germs of functions with isolated sin-
gularities. Given a germ of a function which defines a non-isolated hypersurface
singularity at the origin, which in the appropriate sense, has finite codimension
in the set of such germs, the singularity type of such germs away from the origin
is A(d) or D(q, p). However, some of the basic invariants of the germs of type
D(q, p) have not been calculated yet. In this note we calculate the homotopy
type of the Milnor fiber of germs of typeD(q, p), as well as their Leˆ numbers. The
calculation of the Leˆ numbers involves the use of an incidence variety which may
be useful for studying germs of finite codimension. The calculation shows that
the set of symmetric matrices of kernel rank ≥ 1. is an example of a hypersur-
face singularity with a Whitney stratification (given by the rank of the matrices)
in which only one singular stratum gives a component of top dimension of the
singular set of the conormal.
The results of this paper can be applied to the study of any function in which
the generic singularity type is A(d) or D(p, q), thus to all the germs which are
finitely determined in the sense of Pellikaan. This is because in the case of non-
isolated singularities, the geometry of many strata may contribute to invariants
at the origin. We describe such an application, which appeared in the recent
paper of de Bobadilla and Gaffney ([2]), which computes the Euler invariant at
the origin of the zero set of a function which has only singularities of type A(k)
or D(q, p) off the origin.
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1. The Milnor fiber and the Leˆ numbers of the D(q, p) singularities
If f has a non-isolated singularity of type D(p(p + 1)/2, p), then it is known
that by a change of coordinates, f has the normal form
f(x,y) = (
p∑
i≤j
xi,jyiyj) + y
2
p+1 + . . .+ y
2
p+k = [y]
t[X][y] + y2p+1 + . . .+ y
2
p+k.
Here [X] is a symmetric matrix with diagonal entries xi,i and off diagonal
entries 1/2xi,j and n, the dimension of the domain of f is p+ k+ p(p+1)/2. In
general, in the notation D(q, p), p refers to the size of the matrix [X] while the
number of generators of the ideal I = (y) which defines the singular locus of f
is p + k, while q is the dimension of the singular set, and n = p + k + q. The
smallest q can be is p(p+1)/2. If q > p(p+1)/2, then the additional coordinates
do not appear in the normal form. For the purposes of this paper, this normal
form can be taken as a definition of this type of germ.
Theorem (1.1) Suppose f : Cn → C has a non-isolated singularity of type
D(p(p+ 1)/2, p), n = p(p+ 1)/2 + p. The homotopy type of the Milnor fiber of
f is that of the S2p−1 sphere.
Proof. We use the technique that appears in the preprint of Fernandez de
Bobadilla ([1]). We may chose coordinates so that f is in normal form. Consider
the set defined by f = 1. Since f is a homogeneous polynomial its Milnor fiber is
diffeomorphic to the set M defined by f = 1. In turn, M is the total space of the
fibration p defined by restricting the projection to y to M . This is easy to check,
as the differential of the map with components (y, f) has maximal rank as long
as y 6= 0, and this holds at all points of M . The base of the fibration is (Cp−0),
since y 6= 0. The fiber of p over (b) in Cp consists of the affine hyperplane in
Cp(p+1)/2 defined by setting y equal to (b) in the equation defining M . Hence
M has a contractible fiber, and has the homotopy type of the base which is the
S2p−1 sphere.
Corollary (1.2) Suppose f : Cn → C has a non-isolated singularity of type
D(q, p). The homotopy type of the Milnor fiber of f is that of the Sp+n−q−1
sphere.
Proof. If n = q + p, then the Milnor fiber is just the product of the Milnor
fiber of the f of Theorem 1.1 with Cq−p(p+1)/2, so the homotopy type doesn’t
change. If n = q + p+ k, then the normal form for f has k square terms, so the
Milnor fiber is the Milnor fiber of the case n = q + p suspended k times, which
gives a Sp+n−q−1.
(Fernandez de Bobadilla has advised me by private coorespondence that he
also has done this calculation.)
Now we turn to the Leˆ numbers.
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The Leˆ numbers were introduced by Massey, ([11]) as a way of relating the
Milnor fiber of a function with non-isolated singularities to the singularities of the
function. For a survey of their properties and more details on their calculation,
see [12]. They can be calculated in two ways. Let f : Cn → C, 0, J(f) the
jacobian ideal of f . Consider the blowup BJ(f)(C
n) of Cn along J(f) with
exceptional divisor E. Since BJ(f)(C
n) lies in Cn×Pn−1, we can intersect both
E and BJ(f)(C
n) with Cn ×H where H is a linear subspace of Pn−1 We call
H a plane on BJ(f)(C
n). If Hi is a generic plane of codimension i, then the
projection of BJ(f)(C
n) ∩ Hi to C
n is called the relative polar variety of f of
codimension i, denoted Γi(f). The projection of E ∩Hi to C
n is a cycle called
the Leˆ cycle of f of codimension i + 1. Sometimes we also refer to the cycles
which are the components of the Leˆ cycle of f of codimension i+ 1 as Leˆ cycles
as well. The j-th cycle of codimension i is then denoted Λi+1,j(f). The Leˆ
number of codimension i+1 is the sum of the products of the multiplicity of the
underlying sets with the degree of the component cycle.
From this description it is clear that the Leˆ cycles can also be constructed by
looking at the intersection of Γi(f) with S(f) and calculating the degree of each
component of codimension 1 in the polar variety.
The theory of integral closure is tied up with the Leˆ cycles, so we briefly discuss
it.
Integral dependence is used in local analytic geometry to relate inequalities
between analytic functions, stratification conditions, algebra and analytic invari-
ants. The basic source for this is the work [8] of Monique Lejeune–Jalabert and
Teissier. (See also [4], [7].)
Let (X, 0) ⊂ (CN , 0) be a reduced analytic space germ. Let I be an ideal in
the local ring OX,0 of X at 0, and f an element in this ring. Then f is integrally
dependent on I if one of the following equivalent conditions obtain:
(i) There exists a positive integer k and elements aj in I
j , so that f satisfies
the relation fk + a1f
k−1 + . . .+ ak−1f + ak = 0 in OX,0.
(ii) There exists a neighborhood U of 0 in CN , a positive real number C,
representatives of the space germ X, the function germ f, and generators
g1, . . . , gm of I on U, which we identify with the corresponding germs, so
that for all x in X the following equality obtains:
|f(x)| ≤ Cmax{|g1(x)|, . . . , |gm(x)|}.
(iii) For all analytic path germs φ : (C, 0) → (X, 0) the pull–back φ∗f is con-
tained in the ideal generated by φ∗(I) in the local ring of C at 0.
If we consider the normalization B¯ of the blowup B of X along the ideal I we
get another equivalent condition for integral dependence. Denote the pull–back
of the exceptional divisor D of B to B¯ by D¯.
(iv) For any component C of the underlying set of D¯, the order of vanishing of
the pullback of f to B¯ along C is no smaller than the order of the divisor
D¯ along C.
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The elements f in OX,0 that are integrally dependent on I form the ideal I¯ ,
the integral closure of I. Often we are only interested in the properties of the
integral closure of an ideal I; so we may replace I by an ideal J contained in I
with the same integral closure as I. Such an ideal J is called a reduction of I.
It is easy to see that J is a reduction of I iff there exists a finite map BlIX→
BlJX.
Now we begin the calculation of the Leˆ numbers.
Lemma (1.3) Suppose f : Cn → C has a non-isolated singularity of type
D(p(p+ 1)/2, p), n = p(p+ 1)/2 + p. Then λp(p+1)/2−i(f, 0) = 0 for i > p > 1.
Proof. Let J denote the ideal generated by (y21 , . . . , y
2
p). Then J is a reduction
of I2.
To check this just use the curve criterion–given yi and yj , and a curve φ(t),
then the order of yiyj ◦ φ(t), denoted o(yiyj , φ) is greater than or equal to
min{o(y2i , φ), o(y
2
j , φ)}. Since the generators of I
2 not in J are in the integral
closure of J all of I2 is in the integral closure of J .
Denote the partial derivatives of f with respect to the y or x variables by
Jy(f) or Jx(f). Then from the last paragraph it follows that Jy(f) + J is a
reduction of J(f). Now this implies that BJ(f)(C
n) is finite over BJy(f)+J(C
n);
since the second blow-up has fiber over 0 of dimension at most the number of
generators of Jy(f) + J less 1, which is 2p− 1, it follows the same holds for the
first blow-up. Now the Leˆ cycles are the projection of the intersection of the
exceptional divisor of BJ(f)(C
n) with Cn × H where H is a generic plane in
Pn−1. So if the codimension of H is 2p or more it follows that Cn×H will miss
E, hence the Leˆ cycles of codimension 2p + 1 and more must be empty. These
are exactly the Leˆ cycles of dimension n− p− i = p(p+ 1)/2− i, i > p > 1.
Corollary (1.4) Suppose f : Cn → C has a non-isolated singularity of type
D(q, p). Then λq−i(f, 0) = 0 for q ≥ i > p > 1.
Proof. The proof follows the same lines as above noting that J(f) has a
reduction with n+ p− q elements.
In particular, Corollary 1.4 shows λ0(f, 0) = 0, for p > 1, so there is no
component of the exceptional divisor of J(f) over the origin. In fact, we can
describe the components of the exceptional divisor of J(f) completely.
Lemma (1.5) Suppose f has a non-isolated singularity of type D(q, p). Then
E the exceptional divisor of BJ(f)(C
n) has only two components, one of which
surjects to V (I), and the other to V (I) ∩ det[X].
Proof. Since E projects to V (J(f)) = V (I), at least one component of E
surjects onto V (I), which is smooth, hence irreducible. Since on V (I), f has
generically an A(q) singularity, only one component surjects.
At the generic point V (I) ∩ det[X], f has the type of a D(q, 1) (a Whitney
umbrella with additional square terms) so again there exists a unique component
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of E which surjects to V (I) ∩ det[X]. ( That there is exactly one component
follows from Proposition 2.2 of [5].)
Now we proceed by induction on p, suppose p > 1 and suppose that there
exists V , a component of E, which maps into Σ2, the sets of points on V (I)
where the kernel rank of [X] is two or more. Suppose at the generic point of
the image of V the kernel rank of [X] is j, where j > 1, since he kernel rank of
[X] is two or more. Then since the germs of f along points of constant rank are
analytically equivalent, V must surject onto all points of kernel rank ≥ j.
Picking a suitable transversal H to Σj at the generic point of complementary
dimension, the germ of f |H has a singularity of type D(j(j+1)/2, j), where the
dimension of H is j(j + 1)/2 + n− q = n − dim(Σj). Since a component of the
exceptional divisor maps to points of kernel rank j, the generic fiber dimension
over a point of kernel rank j is just the dimension of V less the codimension
of the points of kernel rank j. Generically, the fiber of the component will
be the fiber of BJ(f |H)(H) over the origin, hence the dimension of this fiber is
(n−1)−dim(Σj), which implies that it is a component of the exceptional divisor
of J(f |H). But this contradicts the fact proved in Corollary 1.4, that for j > 1
there is no component of the exceptional divisor that projects to the origin.
There are two types of Leˆ cycles, fixed and moving cycles. The fixed cycles are
the images of the components of the exceptional divisor. Since the Afcondition
holds generically between the underlying sets of the fixed cycles and the open
stratum, a dimension count shows that the corresponding component of the
exceptional divisor is the conormal of the underlying set. Thus the moving cycles,
obtained by intersecting these conormals with Cn×H where H is a generic plane
in Pn−1 whose codimension is greater than the generic fiber dimension of the
conormal over its image, are just the polar varieties of the underlying sets of the
Leˆ cycles. With this observation we can now calculate the Leˆ numbers of f . We
do this in the simple case of Theorem 1.1, then extend to the general case, which
is mostly re-labeling.
Theorem (1.6) Suppose f : Cn → C has a non-isolated singularity of type
D(p(p+ 1)/2, p), n = p(p+ 1)/2 + p. Then the Leˆ numbers of f are
λn−p−i(f) = 2i
(
p
p− i
)
, 0 ≤ i ≤ p,
λn−p−i(f) = 0, i > p > 1.
Proof. The second equation is lemma 1.3. The only fixed Leˆ cycles are [V (I)]
and 2[V (I)∩det[X]]. (The coefficients are because a Morse singularity has Milnor
number 1, and a Whitney umbrella has λ0 = 2 and these are the types we get
working at a generic point of the underlying set of each cycle, and slicing by a
generic transverse plane of complementary dimension.) So λn−p(f) = 1. Since
V (I) is smooth, it has no polar varieties except itself; while the multiplicity at
0 of V (I) ∩ det [X] is p, hence λn−p−1(f) = 2p.
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As usual we assume f in normal form. To compute the remaining Leˆ numbers,
we first consider the relative polar varieties of f . The underlying set of the Leˆ
cycle of dimension n − p− i is gotten by intersecting a relative polar variety of
dimension n − p − i+ 1 with S(f). So consider the set of p+ i − 1 linear com-
binations of the partial derivatives of f , i > 1. By imposing generic conditions
and simplifying our expressions, we can assume they have the form
∂f
∂yl
+ ql(y), pj(y), 1 ≤ l ≤ p, 1 ≤ j < i
where ql and pj are quadratic forms in y, no qi in the span of the pj .
The relative polar variety of f of codimension p+i−1 is the closure of the set of
points where these expresssions vanish where y 6= 0. Since all of our expressions
are homogeneous, it follows that the underlying sets of the Leˆ cycles have a C∗
action hence are cones. When we projectivize them we get sets of dimension
n − p − i − 1 in Pp(p−1)/2. We can compute the multiplicity of the Leˆ cycle at
the origin by computing the multiplicity of this projective set, ie. its intersection
number with a projective space of complementary dimension.
We can slightly change our our normal form so that we can rewrite the first p
equations as
2[X][y] = [q(y)].
At this point we are going to make a construction which will allow us to find
equations for a projective set with the same multiplicity as the projectivization
of the underlying set of our Leˆ cycle.
Consider the map G from Cn ×C→ Cn given by
G(x, y, λ) = (x, λy).
Notice that G maps Cn× 0→ S(f). Pullback the p+ i− 1 equations by G. We
get:
2[X][λy] = λ2[q(y)]
λ2p(y) = 0.
The points on the set defined by these equations which map to the relative
polar variety are the closure of the subset of points where λ,y 6= 0. These points
satisfy the equations:
2[X][y] = λ[q(y)]
p(y) = 0.
So the points that map to the Leˆ cycle are defined by the closure of the points
in the above set where y 6= 0, and λ = 0.
This gives the equations:
[X][y] = [0]
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p(y) = 0.
The set defined by these equations is a union of components where one com-
ponent is Cp(p+1)/2 × 0, and the others map to the underlying set of the Leˆ
cycle. In the components that map to the Leˆ cycle, the points where y 6= 0 are
dense; further if (x,y) satisfies the equations and y 6= 0 , then (x, ty) satisfies
the equations for all t. Further if (x) is a point on the Leˆ cycle, then we may
assume that if (x) is generic, then the kernel rank of the matrix corresponding
to (x) is 1 hence the (x, ty) is the whole inverse image of such a (x).
These equations define a variety on Cp(p+1)/2 ×Pp−1, which maps by projec-
tion to Λn−p−i(f) ⊂ Cp(p+1)/2.
By the observation above, the map is generically 1-1.
Now, consider in Pp(p+1)/2×Pp−1 the set of points defined by [X][y] = 0, and
{pj(y) = 0}. To calculate the multiplicity at the origin of Λ
n−p−i(f), it suffices
to intersect this last set with n − p − i − 1 hyperplanes. The number of points
realized in Pp(p+1)/2 × Pp−1 will be the number of lines in the intersection of
Λn−p−i(f) with the corresponding n−p− i−1 hyperplanes in Cn, and each line
counts one toward the multiplicity.
To calculate the number of points, we use the following result from Fulton ([3]
p146 eg. 8.4.2)
Given H1, . . . , Hn+m hypersurfaces in P
n ×Pm of bidegree (ai, bi), then∫
[H1] . . . [Hn+m] = Σai1 . . . ainbj1 . . . bjm
where i1 < i2 < . . . in and j1 < j2 < . . . < jm.
In our situation the bi-degree of the equations coming from the matrix are
(1, 1), while the bidegree of the linear forms is (1, 0), and the bidegree of the pj
is (0, 2). The non-zero terms of the sum are gotten by using for the j1, . . . , jp−1
all i−1 terms of bi-degree (0, 2), no linear terms and p− i terms drawn from the
matrix equation. The i part is determined by what remains. The number of such
terms is
(
p
p−i
)
, while the product of the bidegrees is always 2i−1. So the multi-
plicity of the underlying set of Λn−p−i(f) is 2i−1
(
p
p−i
)
. Since the multiplicity of
the cycle is 2, we get λn−p−i(f) = 2i
(
p
p−i
)
, which finishes the proof.
It is interesting to note that the map induced by projection from Cp(p+1)/2 ×
Pp−1 to Cp(p+1)/2 when restricted to the incidence variety, V = {(x, l)|X |l = 0}
is a resolution of the variety in Cp(p+1)/2 of symmetric matrices of kernel rank
≥ 1.
Corollary (1.7) Suppose f : Cn → C has a non-isolated singularity of type
D(q, p). Then the Leˆ numbers of f are
λq−i(f) = 2i
(
p
p− i
)
, 0 ≤ i ≤ p,
λq−i(f) = 0, q ≥ i > p > 1.
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Proof. Let q1 = q − (p(p + 1)/2), k = n − q − p. Then q1 is the number
of coordinates not appearing in the normal form for f , and k is the number of
coordinates which appear as square terms. Assume first q1 = k = 0. Then we are
in the situation of theorem 1.6; rewrite n−p−i as (p(p+1)/2)−i. Now keep k = 0,
and increase q1. The effect on the Leˆ cycles is to multiply them by C
q1 , hence
the dimensions of the cycles are shifted up by q1, so n− p− i = (p(p+ 1)/2)− i
becomes (p(p+1)/2)− i+ q−1 = q− i. Now let k increase. The effect of adding
disjoint square terms to the normal form is to leave the Leˆ cycles unchanged, so
n− p− i can again be replaced by q − i.
Massey showed that the alternating sum of the Leˆ numbers of f is the reduced
Euler characteristic of the Milnor fiber of f . It is a pleasant exercise to recover
this result for the D(q, p) singularities. On the one hand, by Corollary 1.2, the
reduced Euler characteristic is (−1)p+n−q−1(2− 1)p; expanding (2− 1)p, we get
(−1)p+n−q−1
p∑
i=0
(−1)p−i2i
(
p
p− i
)
= (−1)p+n−q−1
p∑
i=0
(−1)i−p2i
(
p
p− i
)
=
p∑
i=0
(−1)(n−1)−(q−i)λq−i(f).
The computations in Theorem 1.6 also compute the polar multiplicities at the
origin of the set of p× p symmetric matrices of kernel rank ≥ 1.
Corollary (1.8) The polar multiplicities at the zero matrix of the set of p×p
symmetric matrices of kernel rank ≥ 1 are given by:
mp(p+1)/2−i−1 = 2i
(
p
p− i− 1
)
, 0 ≤ i < p
mp(p+1)/2−i−1 = 0, i ≥ p
Proof. The multiplicities are half the corresponding Leˆ numbers, since the
Leˆ cycles have multiplicity 2.
These computations show another reason why the D(q, p) singularities are
interesting. If we put a Whitney stratification on S(f) such that the images of
the components of the exceptional divisor are a union of strata, then we must
include many strata which themselves do not correspond to components of the
exceptional divisor. These strata are not seen by the exceptional divisor.
Corollary 1.8 shows that the set of p×p symmetric matrices of kernel rank ≥ 1
are also interesting–there are many strata in a minimal Whitney stratification
which do not correspond to components of the singular set of the conormal
variety of the matrices of kernel rank ≥ 1. (In fact, a Z-open dense set of the
singular set of the conormal variety are those points which map to matrices of
kernel rank 2.)
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This is easy to see as this set is a hypersurface, hence by it is known by [7]
that every component of the conormal modification over the matrices of kernel
rank ≥ 2 has dimension p(p − 3)/2, yet Corollary 1.8 shows that only over the
matrices of kernel rank 2 can the fiber dimension of the conormal be large enough
for this to be true.
Now we apply the material of this paper to the calculation of the Euler ob-
struction of the D(q, p) and of the p by p symmetric matrices.
The Euler obstruction is an idea introduced by MacPherson ([10]) as a key
step in developing the notion of the Chern class for singular spaces. Leˆ and
Teissier showed that the Euler obstruction of a complex analytic germ at a point
x can be computed as the alternating sum of polar multiplicities of X at x ([9]).
We use this result in our first computation.
Proposition (1.9) The Euler obstruction of the set of p×p matrices of kernel
rank ≥ 1 is 0 for p even and 1 for p odd.
Proof. Let Σ1(p) denote the set of symmetric p × p matrices of kernel rank
≥ 1. We know that the reduced Euler characteristic of the Milnor fiber M of a
D(p(p+ 1)/2, p) singularity satisfies
χ˜(M) = (−1)2p−1 = −1 =
∑n−1
i=0
(−1)n−1−iλi(f)
= (−1)p−1 +
∑n−p−1
i=n−2p−1
(−1)n−1−i2mi(Σ1, 0).
Now there are two cases. If p is even, then we have
0 =
∑n−p−1
i=n−2p−1
(−1)n−1−imi(Σ1, 0).
So the Euler obstruction is 0.
If p is odd, then we have
−1 =
∑n−p−1
i=n−2p−1
(−1)n−1−imi(Σ1, 0).
1 =
∑n−p−1
i=n−2p−1
(−1)n−imi(Σ1, 0) = Eu(Σ1, 0).
where the last equality is Cor 5.1.2 [9]. (The sum alternates, but the coefficient
of the top dimensional term is positive.)
In [2] a formula is proved for the Euler obstruction for X a hypersurface in
terms of the Leˆ numbers of f , where f defines X . Using this formula we can
easily find the Euler obstruction of a D(q, p) singularity. The formula is:
Eu(X, 0) = χ(L,X, 0) +
∑
i>0,j
(−1)n−ib(|Λij,F (f)|, X)Eu(|Λ
i
j,F (f)|, 0).
Here Λij,F (f) refers to the j-th component of the fixed part of the Leˆ cycle of
f of dimension i, while b(|Λij,F (f)|, X) is the number of spheres in the homotopy
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type of the complex link of |Λij,F (f)| ∩ H at zi,j , where zi,j a generic point of
Λij,F (f) andH is a plane of dimension complementary to |Λ
i
j,F (f)| and transverse
to it, while χ(L,X, 0) denotes the Euler characteristic of the complex link of X
at 0. By a result of Massey’s ([13]), this is just 1+(−1)nm(Γ1(f)) asm(Γ1(f)) is
the number of spheres in the complex link of X at the origin. Using this formula
we can show:
Proposition (1.10) if f : Cn, 0→ 0 has a singularity of type D(q, p) at the
origin, p > 1, X = f−1(0), then Eu(X) = 1+ (−1)n−q if p is even, and 1 if p is
odd.
Proof. We only have 2 fixed Leˆ cycles, S(f) and Σ1. Further, the relative
polar curve is empty for p > 1 by Cor. 1.7. So we get:
Eu(X) = 1 + (−1)n−q + (−1)n−q−1Eu(Σ1, 0).
The second term is the contribution of S(f), while the third term is the contri-
bution of Σ1. Now the result follows by applying proposition 1.9.
The development of these ideas is continued in [2] where the Euler obstruction
is computed for those germs which have A(d) or D(q, p) singularities except at
the origin. The results of this paper play a key role in applying the formula of
[2] to these examples.
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