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Abstract
In the past decade, the gauge/gravity duality has been extensively explored
in the large N limit. In particular, the spectrum of anomalous dimensions have
been compared with the energy spectrum of the dual string theory showing
remarkable agreement. In this limit, for operators with a bare dimension of
order 1, planar diagrams give the leading contribution to the anomalous di-
mension. To obtain the anomalous dimensions, one needs to diagonalize the
dilatation operator. One of the methods used to accomplish this is integra-
bility. This allows an exact computation of the spectrum of the anomalous
dimensions. There is by now a great deal of evidence that N = 4 supersym-
metric Yang-Mills (SYM) theory and N = 6 superconformal Chern Simons
(ABJ(M)) theory are integrable in the planar limit.
In this thesis we probe the gauge gravity duality at nite N using novel tools
developed from the representation theory of symmetric and unitary groups.
We start by studying the action of the nonplanar dilatation operator of N = 4
SYM theory and ABJ(M) theory. The gauge invariant operators we consider
are the restricted Schur polynomials. In the case of N = 4 SYM theory, we
obtain the spectrum of the anomalous dimension beyond the SU(2) sector
at one loop, and in the SU(2) sector at two loops. In both cases, we ob-
tain the spectrum at arbitrary (nite) N . We then obtain the spectrum of
anomalous dimensions in the SU(2) sector of ABJ(M) theory at two loops.
The class of gauge invariant operators we consider have classical dimension
of order O(N). In both theories, the spectrum of the anomalous dimensions
reduces to a set of decoupled harmonic oscillators at large N . This indicates,
for the rst time, that N = 4 SYM theory and ABJ(M) theory exhibit non-
planar integrability. We expect to recover non-perturbative quantum gravity
eects, from the gauge/gravity duality, when N is nite. The non-planar inte-
grability we discover here may play an important role in nite N studies of the
gauge/gravity duality, and hence may play an important role in understanding
non-perturbative string stringy physics. In addition, we study various classes
of correlators in ABJ(M) theory. In this context, we derive extremal n-point
correlators in ABJ(M) theory and we probe the giant graviton dynamics in
these theories.
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Chapter 1
Introduction
A very active eld in theoretical physics in the past decade is given by research
concerned with the AdS/CFT correspondence. The correspondence claims a
duality between string theory and gauge theory, and it is for this reason that
the AdS/CFT correspondence is sometimes refered to as the gauge/gravity du-
ality. Our main interest in this thesis is in the gauge theory side where much
progress has been made due to newly developed calculational tools. These
tools allow novel ways to probe this duality. In this chapter we give an in-
troduction to this duality and its applications in various elds of physics. We
then describe the two-point function and its relation to the dilatation operator.
1.1 Introduction to the AdS/CFT Correspon-
dence
The AdS/CFT correspondence is a conjectured duality between quantum grav-
ity in D-dimensional, negatively curved Anti-de Sitter space-time (AdS) and
a conformal eld theory (CFT) living on the D   1 dimensional boundary of
the AdS spacetime. The rst example of such a duality was discovered by
Maldacena in 1997 [1] where N = 4 supersymmetric Yang-Mills theory (SYM
theory) in four dimensions was found to be equivalent to type II B superstring
theory on the AdS5  S5 background.
In the past decade, the AdS/CFT correspondence has become an extremely
promising eld in theoretical physics. An extensive review can be found in [2].
1.2 The Conjecture
The AdS/CFT correspondence conjectures the complete equivalence of two
theories
 N = 4 SU(N) super Yang-Mills theory in 4-dimensional space-time.
1
 Type II B superstring theory on asymptotically AdS5  S5 spacetime.
The parameters of the two theories are related as follows
gs = g
2
YM ; R
2 = 4gsN
02;
where gs is the string coupling, gYM is the Yang-Mills coupling, 
0 = l2s is the
dimensionful parameter related to the string tension by T = 1
20 where ls is
the string length, and R is the radius of curvature of both AdS5 and S
5.
1.3 The Maldacena Limit
In this limit gs and N are kept xed and 
0 ! 0. This is the mandatory limit
to produce the duality. In the eld theory, the 't Hooft coupling  is related
to gs and N via  = gsN . Thus, keeping gs and N xed in the Maldacena
limit corresponds to keeping the 't Hooft coupling xed. We need to keep the 't
Hooft coupling  xed as we will see in the next section. We will show how the
Maldacena limit works using both the D-brane formalism and the black-brane
formalism.
D-brane Formalism
The massless modes of open strings with both ends on the same D3-brane
give a U(1) gauge theory in 4-dimensions. For N D3-branes, we have a U(1)N
gauge theory. We also have open strings stretched between dierent D3-branes.
Thanks to these additional degrees of freedom, the U(1)N gauge theory is
enhanced to a U(N) gauge theory (see Figure 1.1).
Figure 1.1: Open strings ending on a stack of N D3-branes (left), closed strings
in the near-throat region of D3-branes (right).
The low-energy eective action of the massless modes of the theory takes
the form
S = Sbrane + Sbulk + Sint: (1.1)
2
The open string modes are described by the action Sbrane dened on the 4-
dimensional brane world-volume. It is well-known that the D-brane theory
reduces to N = 4 SU(N) super Yang-Mills theory in the ! 0 limit [1]. This
can be seen from the Dirac-Born-Infeld (DBI) action of the D3-brane [3]
Sbrane =  TD3
Z
d4e 
p
 det(P [g]ab + Fab) + fermions; (1.2)
where P [g]ab is the metric pullback, Fab = Bab + (20)Fab with Bab NS-
NS two form potentials (NS-NS is Neveu Schwarz-Neveu Schwarz) and Fab
world volume ux, TD3 = (gs(2)
302) 1 is the tension of D-brane. Dening
g2YM = 2gs with gs = e
, the brane action in a at target space can be
expanded as
Sbrane =
1
4g2YM
Z
d4FabF
ab + :::+O(0) = SN=4 +O(0): (1.3)
In the above equation, ::: comprises the scalars and fermions terms which we
don't display explicitly for simplicity. Now consider the bulk action for 10
dimensional supergravity. Schematically, the Einstein-Hilbert term is given by
Sbulk =
1
2
Z p gR+O(R2) rR! Z (@h)2 + (@h)2h+ :::; (1.4)
where the metric g is expanded around at space as g =  + h .
Moreover, Sint which describes the interaction between the supergravity modes
propagating in the bulk and the modes localized on the brane, is proportional
to gs
02. Thus, the limit 0 ! 0 decouples the bulk from the brane. The two
decoupled descriptions we obtain are
1. N = 4 SU(N) super-Yang-Mills theory (describing the open strings on
the brane).
2. 10d supergravity in at space (describing closed strings in the bulk space-
time).
Black Brane Formalism
The metric sourced by a black 3-brane [4] is
ds2 = H 1=2 (r) dxdx +H1=2 (r)
 
dr2 + r2d
25

; ;  = 0; :::; 3;
H = 1 +
R4
r4
; R4 = 4gsN
02; (1.5)
where d
25 is the metric element of the ve dimensional sphere S
5. The metric
(1.5) is the solution of supergravity theory with a dilaton eld  and Ramond-
Ramond (R-R) ve form eld strength F5 given by
e = gs; Ftj1;j2;j3r = j1j2j3H
 2 (r)
Q
r5
;
3
where Q is the charge of the black brane. The energy Er of the D3 brane
measured at a radial distance r and the energy measured at innite distance
(r !1) E1 are related by
E1 = H 
1
4 (r)Er: (1.6)
By performing the change of coordinates u = R2=r in (1.5), we nd
ds2 =
R2
u2
h
~H 1=2 (u) dxdx + ~H1=2 (u)
 
du2 + u2d
25
i  GMNdxMdxN ;
~H = 1 +
R4
u4
; R4 = 4gsN
02; (M = 0; :::; 9) : (1.7)
Taking the Maldacena limit of (1.7) leads to R = (4gsN
0)1=4 ! 0 from
which, we nd ~H(u)! 1 for nonzero u. Thus, the metric GMN reduces to the
metric on AdS5  S5,
~GMNdx
MdxN
R!0
=
1
u2

dx
dx + du2 + u2d
25

; (1.8)
where ~GMN (x) = GMN (x) =R
2. This metric is an exact solution to superstring
theory. It describes closed-strings propagating in the AdS5  S5 supergravity
background.
From this analysis we see that the Maldacena limit decouples string theory in
the AdS5S5 near-horizon region from supergravity in the asymptotically at
space. The two decoupled theories are thus
1. Type II B superstring theory on AdS5  S5 (describing the dynamics in
the geometry created by the D3 branes).
2. 10 dimensional supergravity in at space (describing physics of the bulk
spacetime).
In conclusion, we see that in the Maldacena limit, the brane formalism leads
to two decoupled theories, N = 4 SU(N) super-Yang-Mills theory and 10d
supergravity in at space. However, the black brane formalism leads to super-
string theory on AdS5  S5 and 10d supergravity in at space. Since in both
formalisms we have 10d supergravity in at space, it is natural to conjecture
that the N = 4 SU(N) super-Yang-Mills theory is equivalent (dual) to type
II B superstring theory on AdS5  S5.
1.4 't Hooft Limit
In order to understand how string theory on the AdS5S5 background might
arise from N = 4 super Yang-Mills theory, we take the 't Hooft limit,
N !1 with  = g2YMN = gsN xed.
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In this limit, if we focus on low energy excitations, the planar sector of the
N = 4 SYM theory becomes relevant. Non-planar corrections are important
at nite N which may describe quantum dynamics of strings or states of large
energy. Although the 't Hooft limit suppresses the non-planar diagrams, they
can still contribute to the computation of the large N anomalous dimension
as we will see in chapters 4 and 5. To explain this limit further, consider the
matrix eld Xab in the adjoint representation of SU(N). Then the propagators
and vertices are represented as shown in Figure 1.2
Figure 1.2: The propagator (left) is proportional to =N and the vertices
(right) are proportional to N=.
In any Yang Mills theory including N = 4 SYM theory, the 3 point vertices
of the matrix elds Xab are proportional to gYM while the 4 point vertices are
proportional to g2YM . The schematic Lagrangian is [2]
L  Tr (didi) + gYMcijkTr (ijk) + g2YMdijklTr (ijkl) ; (1.9)
where cijk and dijkl are constants. The Lagrangian (1.9) has been written down
for gauge group SU(N). If we rescale the elds by ~i = gYMi, then (1.9)
becomes
L  1
g2YM
h
Tr

d~id~i

+ cijkTr

~i ~j ~k

+ dijklTr

~i ~j ~k ~l
i
; (1.10)
where 1=g2YM = N=.
In the 't Hooft limit, the coecient in front of the Lagrangian diverges. How-
ever, the dimension of the matrix elds also goes to innity, so that overall
we have a well dened theory. To see this, note that each vertex in (1.10) is
proportional to N=, and each propagator is proportional to =N . The sum
over the loop indices give an additional factor of N for each loop. Thus, the
vacuum to vacuum diagram with V vertices, E propagators and F index loops
is proportional to
N

V 

N
E
NF = NV E+FE V = N2 2gE V ; (1.11)
where g is the genus of the surface which explains how a surface arises from a
ribbon graph. This N dependence of N2 2g arises for any matrix model, that
5
is for theories with an arbitrary number of elds and type of interaction.
Quite generally, in matrix models, there are two broad types of Feynman
diagrams that we can draw. These are the planar diagrams and the non-
planar diagrams. An example of each is given in Figure 1.3. A planar diagram
can be drawn on a plane without any propagators crossing. If a non-planar
diagram is drawn on a plane, some of the propagators necessarily cross. A
diagram with N dependence N2 2g must be drawn on a surface of genus g to
avoid crossings.
Figure 1.3: The planar diagram (left) (genus= 0) scales as N2 (V = 2; E =
3; F = 3). The non-planar diagram (right) (genus= 1) scales as N0 (V =
2; E = 3; F = 1).
Using (1.11) which holds in the 't Hooft limit, we see that the non-planar
diagrams are suppressed by 1
N2g
.
The extension of this method including vertex operators is discussed in [5].
Considering the 't Hooft limit in N = 4 SYM corresponds to studying classical
II B superstring theory on the AdS5  S5 geometry.
1.5 Large  Limit
Taking  ! 1 together with N ! 1 has interesting consequences on both
the eld theory side and for its string dual as we now explain.
i) Since in N = 4 SYM theory the gauge coupling g2YM is related to  and
N through  = g2YMN , taking  to innity takes the gauge theory to the
strongly-coupled regime.
ii) Type II B superstring theory on AdS5  S5 reduces to supergravity at
large . Since the Riemann tensor scales as R  1
R2
  1=2
0 , the superstring
theory can be replaced by an eective theory described by supergravity. The
eective Lagrangian becomes a power series expansion in  1=2,
L = a10R+ a202R2 + a303R3 + :::
= a1
 1=2 + a2 1 + ::: : (1.12)
The higher-curvature corrections (which involve higher-derivatives) will be sup-
pressed in the large  limit. Therefore, the superstring theory reduces to su-
6
pergravity.
We conclude that the large  limit corresponds to strongly-coupled CFT and
that its string dual in AdS becomes weakly-curved. In contrast, taking small 
limit (! 0) gives weakly-coupled CFT and gives rise to very large curvatures
in the dual string theory. Therefore, we have weakly coupled QFT/highly
curved quantum gravity or strongly coupled QFT/weakly curved quantum
gravity depending on which  limit we consider.
As a summary, Table 1.1 contains the three forms of the AdS/CFT conjecture.
Table 1.1: The left column contains the three forms of the AdS/CFT conjecture
for each particular limit in the right column (M=Maldacena limit, H='t Hooft
limit, L=large  limit).
Strong form Limits
N = 4 SU(N) SYM , full quantum type II B M
for all N;  string theory on AdS5  S5
Planar limit
N = 4 SU(N) SYM , classical type II B M+H
for N !1;  xed string theory on AdS5  S5
Weak form
N = 4 SU(N) SYM , classical type II B M+H+L
for N !1;  1 supergravity on AdS5  S5
1.6 Evidence for the Conjecture
Although there is no rigorous mathematical proof for this conjectured dual-
ity between the eld theory and the string theory, there is an exact match-
ing of symmetries. The superconformal group of N = 4 super-Yang-Mills is
SU(2; 2j4). The bosonic subgroup is
SU (2; 2j4)  SO (2; 4) SU (4)R : (1.13)
In type II B string theory, the isometry group of AdS5 is SO(2; 4) and the
isometry group of S5 is SO (6) ' SU (4)R which is in agreement with (1.13).
Furthermore, 16 out of 32 Poincare0 supersymmetries preserved by the D3-
branes are supplemented by the 16 conformal supersymmetries in the AdS
limit. This is in precise agreement with the superconformal symmetries of
N = 4 SYM theory.
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1.7 CFT Operators and Dual Scalar Fields in
AdS
In this section we discuss the CFT operators and their relation to elds in
supergravity on the AdS space. We will then compute the correlation functions
of CFT operators using supergravity theory.
Scalar Field in AdS Space
The Klein-Gordon action for a scalar eld  in d + 1 anti-de Sitter space,
AdSd+1, is
S =   
2Rd 1
Z
dzddx
p
g
 
gMN@M@N+m
2R22

=  
2
Z
dzddx
zd+1
 
z2@z@z+ z
2@@+m
2R22

; (1.14)
where  is a normalization constant. Rescaling  as  = zd=2 and introducing
the variable y =  lnz, (1.14) becomes
S =   
2
Z
dyddx

@y @y + e
 2y@ @ +

m2R2 +
1
4
d2

 2

+ 
d
4
Z
ddx 2
y=1
y= 1
: (1.15)
This action leads to a positive Hamiltonian as long the Breitenlohner-Freedman
bound (BF)
m2R2   d
2
4
; (1.16)
is obeyed. The equations of motion for the scalar eld  are
1p
g
@M
 p
ggMN@N (z; x)
 m2R2 (z; x) = 0: (1.17)
Using the plane wave ansatz,  (z; x) =  (z) eikx in (1.17), we get
zd+1@z
 
z1 d@z (z)
   m2R2 + k2z2 (z) = 0: (1.18)
In the region near the AdSd+1 boundary (z ! 0), the term k2z2 ! 0 and the
solution becomes
lim
z!0
 (z; x) = 1 (x) z
4+ + 0 (x) z4  ; 4 = d
2
r
d2
4
+m2R2; (1.19)
where 4 solves
4 (4  d) = m2R2: (1.20)
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Inserting the solution (1.19) into (1.14) gives a normalizable action near the
boundary (z ! 0) for 4 > d
2
. Thus, z4+ is called the normalizable solution
while z4  = zd 4+ is called the non-normalizable solution. The normalizable
solution can be used to dene a eld
0 (x) = limz!0z 4  (z; x) ; (1.21)
which does not vanish as z ! 0. The bulk mode ((z; x)) with 0(x) 6= 0
is dual to a source term
R
ddx0 (x)O in the conformal eld theory. More
precisely, the duality is
 (z; x)  ! O (x)
0 (x)  ! J (x) ; (1.22)
where J(x) is the source for the eld theory operator O(x)
Correlators from Supergravity
Using (1.22), one can compute correlators in supergravity. Correlators in the
eld theory are obtained from the generating functional [6, 7]
e  [J ] =
D
exp
Z
ddxJ (x)O (x)
E
: (1.23)
For example, the connected n-point function (correlator) is obtained from
(1.23) by taking n-derivatives of  [J ] with respect to J(x) evaluated at J = 0D
O (x1) :::O (xn)
E
=
n  [J ]
J (x1) :::J (xn)

J=0
: (1.24)
Now, we can compute the same correlators from the gravity side using the map
(1.22). The AdS/CFT correspondence states
e  [0] =
D
exp
Z
@AdS
0O (x)
E
=
Z
0
Dexp ( S []) ; (1.25)
from which the connected n-point function is obtained by taking n-derivatives
of the supergravity action S with respect to sources 0(x) evaluated at zeroD
O (x1) :::O (xn)
E
=
nS []
0 (x1) :::0 (xn)

0=0
: (1.26)
1.8 Two-Point Correlators
A conformal eld theory is completely characterized by its two-point and three-
point functions [2]. The two-point correlators for the local gauge invariant
operators in a certain basis take the form1
hOA (x)OB (y)i = ABjx  yj2DA
1This is for a scalar operators. It can be generalized for vector and spinor operators.
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where OA is a local gauge invariant operator with scaling dimension DA. In
the conformal eld theory, the scaling dimension is given by the eigenvalues of
the dilatation operator. The scaling dimension can be split into two parts
DA = D
(0)
A + DA;
where D
(0)
A is the classical dimension and DA is the anomalous dimension,
which is a quantum correction to the classical dimension. The local gauge
invariant operator OA can be understood as an eigen-operator of D with an
eigenvalue D
(0)
A + DA. Since the CFT has a large-N expansion, D can be
topologically expanded as
D (; 1=N) =
1X
g=0
1
N2g
X
l=1
lDl;g; (1.27)
where  is the 't Hooft coupling that we have seen in the previous sections.
For small , D can be computed perturbatively using (1.27). For large , one
can use the AdS/CFT correspondence and compute the energy of the string
state in the dual string theory, since as we have seen in section 1.5 it is a
weakly coupled theory. Then, using the AdS/CFT dictionary we can nd the
corresponding scaling dimension through the following relation
DA(; 1=N) = EA(R
2=0; gs);
where EA is the energy of the string state dual to the operator OA [6, 7]. In
(1.27) only the g = 0 term contributes in the large N limit. This is the planar
limit. In this limit the coupling between the multi-trace operators is small
enough so that they decouple from single-trace operators as we will see in the
next chapter.
1.9 New Duality
Recently, a new example of the AdS/CFT correspondence has been discov-
ered, relating superconformal Chern-Simons theories in 3-dimensions to type
II A string theory on AdS4CP 3, where CP 3 is the complex projective space
in 3-complex dimensions. Superconformal Chern-Simons theories were origi-
nally studied to better understand M-theory. M-theory has two fundamental
objects, M2-branes and M5-branes [8]. A maximally supersymmetric Chern-
Simons theory was discovered by Bagger, Lambert and Gustavsson (BLG)
[9, 10, 11]. It was found that BLG-theory describes two interacting M2-branes
[12, 13]. It is now known that BLG-theory is the only unitary and maximally
supersymmetric Chern-Simons theory [14, 15, 16, 17, 18]. A generalization of
the BLG-theory that can describe an arbitrary number of M2-branes has been
proposed by Aharony, Bergman, Jaeris and Maldacena (ABJM) [19]. The
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ABJM theory is an N = 6 superconformal Chern-Simons matter theory with
gauge group U(N)kU(N) k, where k is the Chern-Simons level. The super-
symmetry of ABJM theory is enhanced to N = 8 for k = 1; 2 due to quantum
eects [20, 21]. Unlike N = 4 SYM theory, ABJM theory is dual to type II
A string theory on AdS4  CP 3 when the level k is large. At large N with
k  N  k5, ABJM theory is dual to M-theory on AdS4  S7=Zk. Hence,
ABJM theory is dual to two dierent theories depending on the parameters N
and k. Similar to N = 4 SYM theory, ABJM theory has a 1=N expansion at
xed 't Hooft parameter  = N=k. The AdS/CFT dictionary that relates the
gauge theory parameters to the string theory is
5=4N = gs;
p
  R2=0: (1.28)
1.10 Application of the AdS/CFT Correspon-
dence
The AdS/CFT correspondence has proved to be a powerful tool with which we
can probe strongly-coupled eld theories through the strong/weak duality that
we have discussed. There are many research areas actively concerned with the
AdS/CFT correspondence. An incomplete list is
i) AdS/QCD
Quantum Chromodynamics (QCD) is strongly-coupled in the infra-red (IR)
limit and therefore not accessible by perturbative QFT methods.
A QCD like theory is obtained from the original AdS/CFT setup by deform-
ing the standard AdS/CFT duality. This deformation breaks supersymmetry,
introducing a \wall" or cut-o providing a scale that is dual to the QCD scale
QCD [22].
ii) AdS/CMT
This is one of the most recent applications of the AdS/CFT correspondence.
In this setting it is condensed matter theories (CMT) that are the strongly-
coupled systems which cannot be described using a perturbative approach. An
example of these systems are the high-temperature superconductors (Cuprates)
at their critical temperature Tc  90K. For a detailed review of the AdS/CMT
applications see [23].
iii) Integrability
Integrability is a technique for probing various aspects of the AdS/CFT dual-
ity. In this thesis, integrability will be the main tool used to investigate the
gauge/gravity duality for N = 4 SYM theory and ABJM theory.
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1.11 Integrability
Integrability is a promising set of ideas which may provide a better under-
standing of the gauge/gravity duality. In particular, it may serve as a tool to
conrm and complete the dictionary of the AdS/CFT correspondence.
A system is integrable if it has a conserved quantity for each degree of freedom.
In practice, integrability implies that the calculation of physical observables is
reduced to a mathematical problem that can be solved exactly. Since quantum
eld theory contains an innite number of degrees of freedom, an integrable
quantum eld theory must have an innite number of independent symme-
tries. Integrability was rst found in two-dimensional eld theories. Later,
higher dimensional models were found to be dual to integrable systems. For
instance N = 4 SYM theory in the planar sector is found to be dual to spin
chain systems. Moreover, integrability of the ABJM theory is conrmed in the
planar limit using the same spin chain method. These two examples will be
discussed in more detail in chapter 2. As we will see in chapter 2, integrability
does not necessarily mean that the theory can directly be solved in terms of
its representative quantities. It is possible to nd a physical equivalence (dual)
model in which the observables in the eld theory can be computed in the dual
integrable model. In this way, complicated calculations in the eld theory are
mapped to a simpler solvable calculation in the dual system.
Although integrability has been used successfully in solving the spectral prob-
lem2 of N = 4 SYM theory and ABJM theory in the planar limit, we still
cannot judge whether these theories are integrable in general. This is because
the theory should be integrable at arbitrary N in order to be an integrable
theory. Allowing for arbitrary dependence on N means one has to solve the
spectral problem at nite N . One can see from (1.11) that the non-planar
diagrams will no longer be suppressed when we compute the scaling dimen-
sion. An attempt to extend the spin chain method to the non-planar dilatation
generator will be discussed in chapter 2.
If integrability persists for the spectral problem, even when non-planar dia-
grams are included, we talk about \non-planar integrability".
In chapters 3,4,5 and 6, we develop new techniques to probe gauge/gravity
duality at nite N by computing the anomalous dimensions for N = 4 SYM
theory and ABJM theory in a large N but non-planar limit and by studying
the extremal correlators in ABJ(M) theories. In chapter 3, the methods of the
representation theory of symmetric and unitary groups developed in [24, 25, 27]
are used to compute the two-point function of our gauge invariant operators
which are Schur-polynomials. Then in chapter 4, we compute the spectrum of
anomalous dimensions of N = 4 SYM theory. The anomalous dimensions of
ABJ(M) theory are computed in chapter 5. The calculations in chapter 4 and
5 signal non-planar integrability in the large N limit for both theories. This
is in contrast to the method discussed in chapter 2 which does not reveal any
2The spectral problem is the problem of nding the eigenvalue of the scaling dimension
(dilatation operator) D when acting on gauge invariant operators in the CFT.
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sign of integrability beyond the planar limit. In chapter 6, we compute various
classes of extremal correlators in ABJ(M) theories. We then probe the giant
graviton dynamics at large and nite N .
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Chapter 2
Integrability in the Planar Limit
2.1 Introduction
In this chapter, we present a review of integrability in the planar limit. Integra-
bility in the planar limit was rst discovered using spin chains, by associating
the dilatation operator with Heisenberg's Hamiltonian. This Hamiltonian can
be diagonalized using Bethe Ansatz methods. We then construct a dictionary
between operators in AdS/CFT and spin-chains. For a more detailed discus-
sion of integrability in the planar limit see [27].
Classical integrability exists3 if a classical system with N -degrees of freedom
described by a Hamiltonian H has N conserved charges Qi which Poisson
commute
fQi; Qjg = 0: (2.1)
The Hamiltonian H is one of the charges. For each of these charges there is a
conservation law that can be solved (integrated) to x all of the independent
degrees of freedom.
At the quantum level, the system is integrable if H is one of the N conserved
charges Qi and they all commute with each other
[Qi; Qj] = 0: (2.2)
In this case, all the charges can be diagonalized simultaneously. We will restrict
ourselves to quantum integrable systems and will show how these systems can
be solved using the Bethe Ansatz.
2.2 Introduction to the Bethe Ansatz
The energy eigenvalues of an integrable quantum spin-chain are determined
by means of the Bethe ansatz. This is a technique that does not involve
direct diagonalization of the Hamiltonian. The Bethe ansatz produces a set of
algebraic equations whose solution leads directly to the energy eigenvalues of
3Liouville integrable
14
the Hamiltonian as well as the eigenvalues of the higher commuting charges.
To show how the Bethe ansatz works, we will consider the simplest Heisenberg
spin-chain XXX1=2. This system is called the SU(2) chain (for a detailed
introduction, consult [28]).
In this chapter, we analyse the spin-chain methods for N = 4 SYM theory and
ABJM theory in the SU(2) sector. In this planar limit we obtain a complete
description of the dynamics by considering single trace operators. To establish
the connection between the N = 4 SYM and the Heisenberg chain, we employ
a map between single trace operators and spin chain states. The number of
operators in the trace is identied with the number of lattice sites of the spin
chain. The eld Z is identied with spin up and the eld Y with spin down.
Thus, the spin chain state shown in Figure 2.1 corresponds to the operator
Tr(Z2Y 2ZY Z2). The dilatation operator is identied with the Hamiltonian of
the spin chain so that the energy of the spin chain state gives the anomalous
dimension of the operator. Since the BPS operators are characterized by the
fact that their anomalous dimension vanishes, they correspond to zero energy
states of the spin chain.
2.3 Hiesenberg Spin Chain
The spin-chain system on a circle consists of n sites labeled by 1; :::; n where
i = i + L (see Figure 2.1). Here L is equal to the volume of the space and is
sometimes refered to as a fundamental domain.
Figure 2.1: Periodic spin-chain with L sites.
It is convenient to describe the spin-spin interaction using L copies of Pauli's
matrices
1n =

0 1
1 0

; 2n =

0  i
i 0

; 3n =

1 0
0  1

: (2.3)
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The subscript n refers to the copy at site n. These matrices satisfy the SU(2)
algebra at each site 
in; 
j
m

= 2i"ijkknmn: (2.4)
Creation and annihilation operators can be constructed from the Pauli matrices
as follows
n =
1
2
 
1n  i2n

; (2.5)
from which the action of the creation operator + and the annihilation operator
  on the states
# E and " E respectively is
+
" E= 0; +# E= " E;  " E= # E;  # E= 0:
The Heisenberg Hamiltonian describes an interaction between nearest neigh-
bors and is dened by
H0 =
1
2
LX
n=1
h
1  n 
 n+1
i
; (2.6)
where
n 
 n+1 = 1n 
 1n+1 + 2n 
 2n+1 + 3n 
 3n+1;
is the tensor product of Pauli matrices at sites n and n+1. We will now show
that the Heisenberg Hamiltonian H0 is
H0 =
1
2
LX
n=1
(1  n 
 n+1) =
LX
n=1

1  P^n;n+1

; (2.7)
where P^n;n+1 is the permutation operator that swaps the spin at site n with
the spin at the neighboring site n + 1. To prove (2.7), recall the denition of
the tensor product of 2 matrices

A11 A12
A21 A22




B11 B12
B21 B22

=
0BB@
A11B11 A11B12 A12B11 A12B12
A11B21 A11B22 A12B21 A12B22
A21B11 A21B12 A22B11 A22B12
A21B21 A21B22 A22B21 A22B22
1CCA :
(2.8)
To nd the matrix representation of P^n;n+1, consider the tensor product of
(x
 y), where x occupies site n and y occupies site n+1. Thus, the action of
the permutation operator for
x =

x1
x2

and y =

y1
y2

;
is
P^ (x
 y) = P^
0BB@
x1y1
x1y2
x2y1
x2y2
1CCA =
0BB@
y1x1
y1x2
y2x1
y2x2
1CCA : (2.9)
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Clearly, the permutation operator P^ is a 4 4 matrix of the form
P^ =
0BB@
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
1CCA : (2.10)
It is easy to see that
1  P^ = 1
2
(1   
 ) (2.11)
which demonstrates (2.7). Next, we show how the eigenvalues of the Hamilto-
nian in (2.7) can be obtained using the Bethe ansatz.
2.4 The Bethe Ansatz
Consider a spin-chain with length L. The state with all spins up or down is
the vacuum state. The state withM spins opposite to the spins of the vacuum
state is the state withM excitations4. The set of eigenvalues ELM of eigenstates LME are obtained from the eigenequation
H0
 LME= ELM  LME: (2.12)
An eigenstate can be written as LME= LX
1n1nM
 (n1; :::; nM)
n1; :::; nME; (2.13)
where ni refers to the number of the site in the spin chain and therefore,
represents the position of the excitation (magnon).
Since the spin chain is periodic, the wavefunction must satisfy
 (n2; :::; nM ; n1 + L) =  (n1; n2; :::; nM) : (2.14)
Hans Bethe [29] proposed that the wavefunction  can be written as
 (n1; :::; nM) =
X
2SM
Aexp
 
i
MX
j=1
p(j)nj
!
; (2.15)
where the sum over  2 SM gives all possible M ! permutations of the M
magnons, and the p's are the \psedu-momenta" of the excitation M . A is a
constant that can only depend on the psedu-momenta.
For one excitation (a single magnon), the eigenstate is L1 E= A LX
n1=1
eip1n1
n1E: (2.16)
4In condensed matter literature, the spin excitation is usually called a magnon [29, 30].
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Applying the Heisenberg Hamiltonian H0 on (2.16) we get
H0
 L1 E= L L1 E  (L  2)  L1 E  LX
n1=1
eip1n1
n1   1E  LX
n1=1
eip1n1
n1 + 1E;
(2.17)
where the rst term is from the identity part of the Hamiltonian, the second
term is the result of the permutation part when acting on sites with the same
spin, and the last two terms in (2.17) represent the result of the action of
the permutation operator when it acts on nearest neighbors of the excitation.
More precisely, the action of the permutation operators are
P^n1 1;n1
n1E= n1   1E; P^n1;n1+1n1E= n1 + 1E: (2.18)
Since the sum in (2.17) is over the entire length L, we can shift n1 to n1 + 1
and n1   1 respectively. Thus (2.17) becomes
H0
 L1 E=  2  eip1   e ip1  L1 E= EL1  L1 E; (2.19)
where
EL1 =
 
2  eip1   e ip1 = 2 (1  cos p1) = 4 sin2 p1
2
: (2.20)
The periodicity condition in (2.14) can be written as
eip1(n1+L) = eip1n1 : (2.21)
This condition quantizes the pseudo-momentum p1
p1 =
2k
L
; k = 0; :::; L  1: (2.22)
The quantization of momentum as a result of the periodicity condition (2.21)
is a general feature of the Bethe ansatz.
In the case of two excitations (n1 and n2) the Bethe wavefunction is
 (n1; n2) = e
ip1n1+ip2n2 + S (p2; p1) e
ip2n1+ip1n2 ; (2.23)
where S(p2; p1) is the S-matrix responsible for interchanging the two magnons.
The two magnon eigenstate is given by
 L2 = A LX
n1=1
LX
n2=1
 (n1; n2)
n1; n2:
To nd S(p2; p1), consider a wavefunction  (n1; n2) for two adjacent magnons
(n2 = n1 + 1). In this case the action of the Hamiltonian H0 is
H0
 L2 =EL2  L2 
H0 (n1; n2) =4 (n1; n2)   (n1   1; n2)   (n1 + 1; n2)
   (n1; n2   1)   (n1; n2 + 1): (2.24)
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Inserting the Bethe wavefunction (2.23) into (2.24) yields
EL2   4 sin2
p1
2
  4 sin2 p2
2

 (n1; n2) = 0: (2.25)
We note that, (2.25) describes the energy of two magnons as the sum of the
individual magnon energies
EL2 (p1; p2) = 4 sin
2 p1
2
+ 4 sin2
p2
2
= EL1 (p1) + E
L
2 (p2): (2.26)
This is a direct consequence of the integrability of the Hamiltonian (2.7). Sub-
stituting (2.23) and (2.26) into (2.24), the S-matrix reads
S (p2; p1) =  e
i(p1+p2)   2eip2 + 1
ei(p1+p2)   2eip1 + 1 : (2.27)
We note that, interchanging p1 and p2 in (2.27) gives S (p1; p2) = S (p2; p1)
 1,
which implies that
S (p1; p2)S (p1; p2)
 1 = 1: (2.28)
As a remarkable consequence of the integrability of the spin-chain system, one
can generalize (2.26) for an arbitrary number of magnons. The energy in this
case is the sum of the energies of the individual magnons, that is
ELM =
MX
k=1
4 sin2
pk
2
: (2.29)
Consequently, the system of Bethe equations for M magnons is
eipkL =
MY
j=1;j 6=k
S (pk; pj) : (2.30)
2.5 Rapidity
The Bethe equations are a set of quantization rules for the magnons's psedu-
momenta in the chain. When the system contains more than one excitation,
the Bethe equations become very complicated. However, changing to a new set
of variables simplies the equations, thus making them easier to solve. These
new variables, called rapidities u, are dened as follows
uk =
1
2
cot
pk
2
: (2.31)
Using these variables for the case of two excitations, the S-matrix becomes
S (u1; u2) =
u1   u2 + i
u1   u2   i : (2.32)
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To translate the Bethe equations, it is useful to note that
eipk =
uk +
i
2
uk   i2
: (2.33)
For a spin-chain of length L, (2.30) reads
uk +
i
2
uk   i2
L
=
MY
j 6=k
uk   uj + i
uk   uj   i : (2.34)
It is also simple to check that the energy of a simple excitation is
E (uk) =
i
uk +
i
2
  i
uk   i2
=
1
u2k +
1
4
; (2.35)
and that the total energy is
E =
MX
k
1
u2k +
1
4
: (2.36)
To apply the spin-chain method in the AdS/CFT setting, we need an additional
constraint. Since the single trace operators have a symmetry under cyclic
permutations, the translation operator
ep  exp
 
MX
k=1
pk
!
(2.37)
leaves the trace invariant. This means we must have
ep = 1;
which implies
p =
MX
k=1
pk = 0: (2.38)
Using rapidity variables, (2.38) can be written as
eip =
MY
k=1
uk +
i
2
uk   i2
= 1: (2.39)
The rapidity variables are called Bethe roots.
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2.6 The Spin-Chain for N = 4 SYM Theory
In the SU(2) sector of N = 4 SYM theory, the scalar elds Z and Y can be
labeled as either spin up or down, reecting the fact that the two elds are in
a doublet of SU(2). We choose the Z eld as spin up (") and the Y eld as
spin down (#). Then, when acting on single traces, the dilatation operator is
D =

82
LX
l=1

1  Pl;l+1 + 1
2
Kl;l+1

; (2.40)
where Pl;l+1 is the same permutation operator we have encountered above, and
Kl;l+1 = K
jl;jl+1
il;il+1
= il;il+1
jl;jl+1 is a trace operator. In this section, we have
changed the index labeling the site on the spin-chain from n to l.
In the SU(2) sector, it is easy to see that Kl;l+1 = 0 as a result of the fact that
we have Z and Y elds in our single trace operators and not their conjugates.
Thus, our Hamiltonian (2.40) reduces to
DSU(2) =

82
LX
l=1
(1  Pl;l+1) : (2.41)
As we see, this Hamiltonian is similar to the Heisenberg spin-chain Hamiltonian
(2.7). DSU(2) can also be written in terms of the spin operators, one copy at
each of the L lattice sites
DSU(2) =

82
LX
l=1

1
2
  2~Sl  ~Sl+1

: (2.42)
This Hamiltonian commutes with the total spin ~S =
P
l
~Sl. Therefore, the
spin eigenstates are simultaneously the energy eigenstates.
Applying the spin-chain method discussed in this chapter, it is easy to see
that DSU(2) annihilates the ground state, which has all spins up or down i.e.""" ::: "" E or ### ::: ## E. DSU(2) has a zero eigenvalue (ELM = 0). The
operators corresponding to these states are called chiral primary.
Let us now consider the states with one spin down. We will see that these do
not describe excited states so that these states describe BPS operators. In this
case, the action of DSU(2) gives
DSU(2)
" ::: " l#" ::: " E
=

82

2
" ::: " l#" ::: " E " ::: l 1# "" ::: " E " ::: ""l+1# ::: " E ;
(2.43)
and the corresponding Bethe eigenstates arepE 1p
L
LX
l=1
eipl
" ::: " l#" ::: " E; (2.44)
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where
DSU(2)
pE= E (p) pE; E (p) = 
22
sin
p
2
: (2.45)
As we have seen, the periodicity condition quantizes the pseudo-momentum p
i.e. p = 2n
L
and
pE is invariant under l! l+L. However, in the SU(2) sector
of N = 4 SYM theory, the dilatation operator acts on single trace operators
that are invariant under the shift l! l+1. This is only consistent with p = 0.
Then, from (2.45) this corresponds to E(p) = 0, which implies that a state
with only one spin down (one excitation) is a chiral primary state with a single
Y eld.
The simplest non-chiral primary states are the states with two magnons. These
states can be constructed using the general argument of [31] which does not
necessarily involve a closed spin chain of length L. They considered an innite
spin-chain (L!1) with un-normalized two-magnon statep1; p2E= X
l1<l2
eip1l1+ip2l2
::: l1# ::: l2# :::E+ei X
l1>l2
eip1l1+ip2l2
::: l2# ::: l1# :::E: (2.46)
The S-matrix, which ensures that the two magnons are next to each other at
sites l and l + 1, is
S12 =  e
ip1+ip2   2eip2 + 1
eip1+ip2   2eip2   1 : (2.47)
Now, if we consider our chain as a cyclic chain of length L, the single trace
condition requires p1 + p2 = 0. Furthermore, the momentum quantization
condition does not necessarily imply p1 = p2 = 0 which will lead to chiral
primary states. However, if we move one magnon around the spin-chain circle,
our state remains invariant. In this process the rst magnon will pass the
second one which produces an extra phase ei. Then we have eip1Lei = 1.
If we choose the solution that does not involve a chiral primary state, i.e.
p2 =  p1, then we readily obtain ei = e ip1 . Thus, the allowed values for p1
are p1 =
2n
(L 1) , which corresponds to energy eigenvalues  equal to
 =

2
sin2
n
L  1 : (2.48)
Using the Bethe roots u dened in the previous section, the dispersion relation
is then
E (u) = 
82
1
u2 + 1=4
: (2.49)
For M magnons, the energy of the state is
 =
MX
j=1
E (uj) ; (2.50)
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where E (uj) is given (2.49). Finally, the trace condition requires
MY
j=1
uj + i=2
uj   i=2 = 1: (2.51)
In conclusion, the planar dilatation operator of N = 4 SYM theory in the
SU(2) sector is integrable. Further analysis can be found in [32, 33, 34]. The
generalization to other sectors including the complete PSU(2; 2j4) description
is discussed in [35, 36].
2.7 The Spin-Chain for ABJM Theory
The bifundamental elds in ABJM theory are in the fundamental/ antifunda-
mental representation of the U(N)U(N) gauge group. Therefore, the gauge
invariant operators are constructed from pairs ABy which are in the adjoint of
the rst U(N) factor (for more details, see appendix B). Like in N = 4 SYM
theory, we will consider the simplest sector in the ABJM theory, that is the
SU(2) SU(2) sector where the gauge invariant operators are built from the
pairs ABy. A more complete discussion can be found in [37].
2.7.1 Bethe ansatz in the SU(2) SU(2) sector
In this sector AI 2 (A1; A2) are called the odd sites of the spin-chain while
ByI 2

By1; B
y
2

are the even sites. The planar two-loop dilatation operator is
given by
D = 2
LX
i=1
(12i 1;2i+1   P2i 1;2i+1 + 12i;2i+2   P2i;2i+2) : (2.52)
A natural extension of the analysis in section 2.6 for the ABJM theory in the
SU(2)  SU(2) sector is accomplished by attaching two Bethe roots u and v
for the psedu-momenta.
We will show that the planar ABJM dilatation operator at two-loops in this
sector is integrable, by obtaining Bethe equations. These equations diagonalize
the anomalous dimension. We then give simple solutions to the Bethe ansatz.
The spin-chain in the SU(2)  SU(2) sector is built from operators of length
2L with Ku excitations on the odd sites and Kv excitations on the even sites.
Thus the Bethe ansatz equations are
uj + i=2
uj   i=2
L
=
KuY
k 6=j
uj   uk + i
uj   uk   i ; (2.53)
vj + i=2
vj   i=2
L
=
KvY
k 6=j
vj   vk + i
vj   vk   i ; (2.54)
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KuY
j=1

uj + i=2
uj   i=2
 KvY
k=1

vk + i=2
vk   i=2

= 1; (2.55)
where
uj =
1
2
cot
pj
2
; vk =
1
2
cot
pk
2
:
Using the Bethe equations, the anomalous dimension in terms of Bethe roots
is
D = 2
 
KuX
j=1
1
u2j + 1=4
+
KvX
k=1
1
v2k + 1=4
!
: (2.56)
To show how the Bethe ansatz equations diagonalize the anomalous dimension,
let us add one excitation in the odd sites and another one in the even sites.
We can think of the system as two Heisenberg spin chains with L+ 1 sites in
each chain. In this case (2.53), (2.54) and (2.55) reduce to
u+ i=2
u  i=2
L+1
=

v + i=2
v   i=2
L+1
=
u+ i=2
u  i=2
v + i=2
v   i=2 = 1: (2.57)
If we consider the excitation in the odd sites with momentum p1 and the even
sites with momentum p2, then the resulting Bethe roots are u =
1
2
cot p1=2 and
v = 1
2
cot p2=2 respectively. The trace condition implies
eip1(L+1) = eip2(L+1) = ei(p1+p2) = 1: (2.58)
The non-chiral solution is p1 =  p2 = 2nL+1 . Then (2.56) becomes
Dtwo-magnons = 
2

4 sin2
p1
2
+ 4 sin2
p2
2

= 82 sin2

n
L+ 1

; (2.59)
and the full scaling dimension (including the quantum correction) is given by
D = L+ 1 + 82 sin2

n
L+ 1

+O
 
4

: (2.60)
In (2.60) the scaling dimension of the vacuum operator is L, and the energy of
the two excitations is 1 + 82 sin2
 
n
L+1

. Therefore, in the large L limit, the
energy of the two excitations reduces to
Etwo excitations = 1 +
822n2
L2
+O

1
L6

: (2.61)
It is easy to see that the energy of one excitation is
Eone excitation =
1
2
+
422n2
L2
+O

1
L6

: (2.62)
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Let us generalize this example by adding L excitations to both odd and even
sites of the spin-chain. In this case, the two-spins are identical to each other
and we can set uj = vj. Thus, the Bethe ansatz equations reduce to
uj + i=2
uj   i=2
2L
=
LY
k 6=j
uj   uk + i
uj   uk   i ; (2.63)
 
LY
j=1

uj + i=2
uj   i=2
!2
= 1: (2.64)
The Bethe ansatz equation (2.64) can be written as
LX
j=1
ln

uj + i=2
uj   i=2

=  mi; (2.65)
where m is an integer and corresponds to the winding number of the dual
classical string. Using (2.63) and (2.64), the anomalous dimension in this case
is
D = 22
LX
j=1
1
u2j + 1=4
: (2.66)
In the large L limit, the solution of the Bethe equation is given in [38, 39]. In
particular, from section 3 of [39] one gets
D =

22m2
L
+ :::

+
1
L

2a22
L
+ :::

; (2.67)
a =
m2
4
+
1X
n=1

n
p
n2  m2   n

+
m2
2

: (2.68)
An interesting feature of this result is that (2.67) and (2.68) exactly match
the one-loop energies of the classical string theory solutions for type II A
string theory computed using the world-sheet approach and the algebraic curve
formalism [39, 40, 41, 42, 43].
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Chapter 3
Schur Polynomials and
Correlators
In the previous chapter, we have seen that N = 4 SYM theory and ABJM
theory are integrable in the planar limit by mapping the dynamics to the
dynamics of a spin-chain and employing the Bethe ansatz. In this chapter
we furnish a basis that provides the tools needed to search for integrability
beyond the planar limit. Our methods make good use of the representation
theory of the symmetric and unitary groups [24, 25, 27]. We begin by dening
the gauge invariant operators built from Schur polynomials. We then compute
the two-point function for N = 4 SYM theory and ABJM theory.
3.1 Schur polynomials
N = 4 SYM theory has six hermitian scalar elds i i = 1; 2:::; 6. These scalar
elds transform in the adjoint of a U(N) gauge group. Schur polynomials are
trace polynomials of a complex eld Z = 1+ i2. They are dened as follows
R (Z) =
1
n!
X
2Sn
R () Tr
 
Z
n

; (3.1)
Tr
 
Z
n

= Zi1i(1)Z
i2
i(2):::Z
in 1
i(n 1)Z
in
i(n);
where R is a Young diagram that contains n boxes, i.e. R labels an irreducible
representation of the symmetric group Sn and R () is the character of the
group element  which is given by
R () = TrR ( R ()) : (3.2)
The trace structure of the Schur polynomials (3.1) implies they are invariant
under the local U(N) gauge symmetry of the theory. It is then natural to think
of Schur polynomials as a gauge invariant basis of local operators for a sector of
N = 4 SYM theory. In [24], Schur polynomials have been found to be in one-to-
one correspondence to operators in the space of a 1
2
BPS representation of N =
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4 SYM theory. Furthermore, they have shown that these Schur polynomials
have diagonal two-point functions. To get some insight into the structure of the
Schur polynomials, the following examples represent all of the possible Schur
polynomials for n = 1; 2; 3. In this case for n = 1 we have one representation
R = and for n = 2 we have two possible representations R = and
R = . Finally for n = 3 we have three possible representations R = ,
R = and R = . The corresponding Schur polynomials are
 (Z) = TrZ;
 (Z) =
1
2
 
(TrZ)2 + TrZ2

;
 (Z) =
1
2
 
(TrZ)2   TrZ2 ;
 (Z) =
1
6
 
(TrZ)3   3 (TrZ)  TrZ2+ 2TrZ3 ;
 () =
1
6
 
(TrZ)3 + 3 (TrZ)
 
TrZ2

+ 2TrZ3

;
 () =
1
3
 
(TrZ)3   TrZ3 : (3.3)
In each of these examples, the character R () was computed for each group
element of Sn in irreducible representation R using the graphical method of
Strand diagrams introduced in [49]. Notice that the Schur polynomials exhibit
a non-trivial multi-trace structure.
3.2 Restricted Schur Polynomials
Schur polynomials can be generalized by adding matrix elds say Y , X...etc
to the original eld Z. The resulting polynomials are called restricted Schur
polynomials. For example, restricted Schur polynomials with two matrix elds
Z and Y are
R(r1;r2) (Z; Y ) =
1
n!m!
X
2Sn+m
R;(r1;r2) () Tr
 
Z
nY 
m

; (3.4)
where
R;(r1;r2) () = Tr(r1;r2) ( R ()) ; (3.5)
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is the restricted character.
Here R is a Young diagram with n+m boxes labeling an irreducible repre-
sentation (irrep) of Sn+m. r1 is a Young diagram consisting of n boxes labeling
an irrep of Sn while r2 is a Young diagram consisting of m boxes labeling an
irrep of Sm. The trace Tr(r1;r2) is a restricted trace over the elements of SnSm
subgroup of Sn+m. The indices  and  are multiplicity indices needed because
(r; s) can be subduced more than once from R. We will focus on Young dia-
gramsR with two rows. In this case the ;  indices can be dropped. Restricted
Schur polynomials were rst identied in [44], and they provide a complete set
of gauge invariant operators. Furthermore, restricted Schur polynomials have
diagonal two point functions which make them useful operators with which
we can study the anomalous dimension. The following two examples construct
restricted Schur polynomials built using two matrix scalar elds Z and Y . The
rst example is R = with r1 = r2 = . In this case n = m = 2.
The restricted characters are
R;(r1;r2) () = Tr(r1;r2) ( R ()) = 1;
where we have used the graphical method of Strand diagram to compute these
characters [49]. The restricted Schur polynomial for this example is
R;(r1;r2) (Z; Y ) =
1
4
Tr (Z)2Tr (Y )2 +
1
4
Tr
 
Z2

Tr (Y )2 +
1
4
Tr (Z)2Tr
 
Y 2

+Tr (ZY ) Tr (Z) Tr (Y ) + Tr
 
Z2Y

Tr (Y ) + Tr
 
ZY 2

Tr (Z)
+
1
4
Tr
 
Z2

Tr
 
Y 2

+
1
2
Tr (ZY )2 + Tr
 
Z2Y 2

+
1
2
Tr (ZY ZY ) :
(3.6)
The second example is for R = with r1 = r2 = . The restricted
characters are
R;(r1;r2) ((1)) = 1; R;(r1;r2) ((12)) = R;(r1;r2) ((34)) = 1;
R;(r1;r2) ((24)) = R;(r1;r2) ((23)) = R;(r1;r2) ((14)) = R;(r1;r2) ((13)) = 0;
R;(r1;r2) ((123)) = R;(r1;r2) ((124)) = R;(r1;r2) ((134)) = R;(r1;r2) ((234))
= R;(r1;r2) ((132)) = R;(r1;r2) ((142)) = R;(r1;r2) ((143)) = R;(r1;r2) ((243)) = 0;
R;(r1;r2) ((12) (34)) = 1; R;(r1;r2) ((13) (24)) = R;(r1;r2) ((14) (23)) =  1;
R;(r1;r2) ((1234)) = R;(r1;r2) ((1243)) = R;(r1;r2) ((1342)) = R;(r1;r2) ((1432)) = 0;
R;(r1;r2) ((1324)) = R;(r1;r2) ((1423)) =  1:
The corresponding restricted Schur polynomial is
R;(r1;r2) (Z; Y ) =
1
4
Tr (Z)2Tr (Y )2 +
1
4
Tr
 
Z2

Tr (Y )2 +
1
4
Tr (Z)2Tr
 
Y 2

+
1
4
Tr
 
Z2

Tr
 
Y 2
  1
2
Tr (ZY )2   1
2
Tr (ZY ZY ) : (3.7)
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3.2.1 Restricted Schur Polynomial for N = 4 SYM The-
ory
As we have seen in Chapter 2, N = 4 SYM theory in the SU(2) sector is
integrable, in the planar limit. It is natural to search for nonplanar integrability
in this sector. Restricted Schur polynomials with two matrix elds Z and Y as
in (3.4), represent a basis of gauge invariant operators in the SU(2) sector. To
proceed even further, one could also build gauge invariant operators that take
us beyond the SU(2) sector of the N = 4 SYM theory. The simplest example
in this case is provided by the restricted Schur polynomials with three scalar
matrix elds Z; Y and X
R(r1;r2;r3) (Z; Y;X)
=
1
n!m!p!
X
2Sn+m+p
Tr(r1;r2;r3) ( R ()) Tr
 
Z
nY 
mX
p

:
(3.8)
3.3 Schur Polynomials for ABJM Theory
In this section we will build gauge invariant operators for ABJM theory using
the Schur polynomials discussed in the previous section. As we see from ap-
pendix B, ABJM theory with the gauge group U(N)  U(N) contains gauge
invariant operators built from traces of the products of ABy where A and
B are the bifundamental scalar elds in the ABJM Lagrangian. It is then
straightforward to construct Schur polynomials for ABJM theory in analogy
with Schur polynomials of N = 4 SYM theory as [50]
R
 
ABy

=
1
n!
X
2Sn
TrR ( R ()) Tr


 
ABy

n
; (3.9)
where
Tr


 
ABy

n
=
 
ABy
i1
i(1)
 
ABy
i2
i(2)
:::
 
ABy
in 1
i(n 1)
 
ABy
in
i(n)
;
and  
ABy
ia
i(a)
= AiaB
y
i(a) i;  = 1; 2; :::N:
3.3.1 Restricted Schur Polynomials for ABJM Theory
In the next chapter, we will compute the action of the dilatation operator in the
SU(2)SU(2) subsector of ABJM theory. We will consider the bifundamental
scalar elds A1 and B
y
1 as background elds and the B
y
2 as excitation elds. We
will make heavy use of a restricted Schur polynomial basis for this particular
subsector. Toward this end, in this subsection, we construct general restricted
Schur polynomials valid for any sector. We will denote the elds of the theory
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that we use as A1, A2, B
y
1 and B
y
2. The number of Ais is ni; the number of B
y
i
s is mi. Set n = n1+ n2 = m1+m2. R is an irrep of Sn, i.e. R ` n. Introduce
the notation
a11b = A
a
1B
y
1b ; 
a
12b = A
a
1B
y
2b ;
a21b = A
a
2B
y
1b ; 
a
22b = A
a
2B
y
2b :
The number of ijs is nij. rij ` nij is an irrep of Snij . The collection,
(r11; r12; r21; r22)frg is an irrep of Sn11  Sn12  Sn21  Sn22  Sn. We will be
exploiting the fact that general multi trace operators can be realized as a single
trace over the larger space V 
n. In V 
n permutations have matrix elementsD
i1; i2;   ; in
 j1; j2;   ; jnE = i1j(1)i2j(2)    inj(n) :
Consider the most general gauge invariant operator built using an arbitrary
number of A1s, A2s, B
y
1s and B
y
2s. Due to the index structure of the elds, any
single trace gauge invariant operator is given by an alternating sequence of
pairs of Ais and B
y
i s. The possible pairs are the ij
a
b dened above. Any single
trace gauge invariant operator is given by a unique (up to cyclic permutations)
product of the (ij)
a
b . The most general gauge invariant operator is given by
a product of an arbitrary number of these single trace operators.
In this subsection we will provide a new basis for these operators. The basis
we have constructed is given by a restricted Schur polynomial in the ij
OR;frg =
1
n11!n12!n21!n22!
X
2Sn
Trfrg ( R ()) Tr
 

n1111 

n12
12 

n21
21 

n22
22

:
(3.10)
The irrep R will in general be a reducible representation of the Sn11  Sn12 
Sn21  Sn22 subgroup of Sn. One of the Sn11  Sn12  Sn21  Sn22 irreps that
R subduces is frg. In the above formula, Trfrg is an instruction to trace only
over the frg subspace of the carrier space of R. A very convenient way to
implement this trace is as
Trfrg ( R ()) = Tr
 
PR;frg R ()
  R;frg ()
where PR;frg is a projector which projects from the carrier space of R to the
frg subspace.
3.3.2 A Complete Set of Operator
To prove that these operators form a basis, we simply need to show that they
are complete. We will demonstrate completeness by showing that the most
general gauge invariant operator built using an arbitrary number of A1s, A2s,
By1s and B
y
2s can be written as a linear combination of the operators (3.10).
Further, we can argue that all the operators in this set are linearly independent.
This follows immediately from the fact that the number of restricted Schur
polynomials is equal to the number of gauge invariant operators (which are
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linearly independent). This counting agreement was proved in [45] at both
nite and innite N .
Now for the demonstration: The most general gauge invariant operator that
we are considering can be written as
o () = Tr
 

n1111 

n12
12 

n21
21 

n22
22

for a suitable choice of the permutation  2 Sn. The completeness of this basis
now follows from the identity (which is derived in [46])
o () =
X
R;frg
dRn11!n12!n21!n22!
dr11dr12dr21dr22n!
R;frg ()OR;frg
where the sum over R runs over all irreps of Sn and frg ranges over all irreps
of Sn11  Sn12  Sn21  Sn22 . This completes the demonstration.
The operators given in (3.10) do not have simple two point functions and they
are not orthogonal. For this reason we will need to generalize (3.10). The main
insight we gained is the fact that the number of gauge invariant operators is
equal to the number of distinct restricted Schur labels R; frg.
3.4 Correlators for N = 4 SYM Theory
The two point function of Schur polynomials (3.1) in the free eld theory was
computed for the rst time in [24]D
R (Z)S (Z)
y
E
= RSfR;
where RS is 1 if R = S and zero otherwise, fR is the product of the weights
of the boxes in the Young diagram R. It is given by
fR =
Y
i;j
(N   i+ j) :
In this formula, i and j represent the box in the ith row and the jth column
of the Young diagram R. Thus, the weight of this box is (N   i+ j). To
illustrate this rule, an example is given in Figure 3.1.
A natural generalization for the two point function of Schur polynomials is the
two point function of restricted Schur polynomials [46, 47]D
R;(r1;r2)
y
S;(s1;s2)
E
= RSr1s1r2s2
(hooks)R
(hooks)R
fR; (3.11)
where (hooks)R and (hooks)R are the product of the hook length of all boxes
comprising the Young diagram R and its subduced Young diagram R respec-
tively. An example of how hooks are computed is given in Figure 3.2. In this
example, the number of boxes passed by the lines of the elbows represent the
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Figure 3.1: An example of the product of weights for a Young diagram R of 5
boxes.
Figure 3.2: An example of how hook lengths are computed for a Young diagram
R 13 boxes.
hook value of the box containing the apex of the elbow (see [110]).
For this particular example, we have hooksR = 8:6:6:5:4:4:3:3:2:1:1:1:1 =
414720.
It is straightforward to nd the two point functions of the restricted Schur
polynomials (3.8) as a generalization of (3.11)D
R;(r;s;t)
y
T;(u;v;w)
E
= R;(r;s;t)T;(u;v;w)
hooksR
hooksrhooksshookst
fR: (3.12)
3.5 Correlators for ABJM Theory
In this section we will study the two point correlation functions of the op-
erators (3.10). These correlators provide an interesting generalization of the
correlators considered for operators built from complex Higgs elds transform-
ing in the adjoint of a U(N) gauge theory. For correlators built from n Higgs
elds transforming in the adjoint of a U(N) gauge group one is able to re-
duce the computation of the correlator to the computation of a trace in V 
n
where V is the carrier space of the fundamental representation of U(N). In the
present case, because we consider a theory with U(N)  U(N) gauge group,
the computation of the correlator reduces to a product of two traces (one for
each U(N) factor in the gauge group) each of which run over V 
n. We will
explain how to explicitly compute this trace. The rst result we obtain in
this section is a general formula for the two point correlation function. We
then consider the explicit evaluation of this general result in two special cases:
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when n12 = n21 = 0 and when n2 = 0. These special cases are simpler than
the general result, and the case n2 = 0 represents a class of operators that are
closed under the action of the two loop dilatation operator. We will study the
anomalous dimensions of these operators in a later section. The nal result
of this section is a general formula for two point functions. In appendix C we
explain how this result generalizes to gauge groups with more factors.
As has become standard in computations of this type, we ignore spacetime de-
pendence; it is uniquely determined in the nal result by conformal invariance.
Consequently, the two point functions of the Higgs elds that we use areD
AaiA
y
jb
E
= ij
a
b 

 =
D
BaiB
y
jb
E
:
In terms of these Higgs elds we can write our operator as
OR;frg =
1
n11!n12!n21!n22!
X
2Sn
Trfrg ( R ())
n1Y
i=1
(A1)
ai
(i)


nY
i=1+n1
(A2)
aj
(j)
m1Y
i=1

By1
ai
(i)
nY
j=1+m1

By2
aj
(j)
(3.13)
 Tr

PR;frgA

n11+n12
1 A

n21+n22
2 

By1

n11+n21 
By2

n12+n22
;
where
PR;frg =
1
n11!n12!n21!n22!
X
2Sn
Trfrg ( R ()) :
In the last line of (3.13) we have switched to a trace within V 
n. The above
explicit formula spells out how we are lling the \slots" from 1 to n with the
Ais and B
y
j s. The operator  dictates how the Ais and B
y
j s are combined to
produce ijs. The specic  we must choose to achieve a specic joining will
not in general be unique. It would also be possible to replace  by some more
general element of the group algebra5. We will pursue this possibility below.
The name \restricted Schur polynomial," regardless of the specic  used in
the construction, reects that fact that for all of these operators the index
structure associated with the U(N) group on which the projector PR;frg acts
is organized using the symmetric group and its subgroups. It is now a simple
exercise to show thatD
OR;frgO
y
S;fsg
E
= (3.14)X
 2Sn1Sn2
X
2Sm1Sm2
Tr
 
PR;frg  PS;fsg  

Tr
 
 y  1   1 1   1 :
The sum over    sums all possible Wick contractions between the Ais and
the sum over    sums all possible Wick contractions between the Bis After
making a convenient choice for  we will show how to evaluate (3.14) in general.
5The nij continue to count the number of boxes in the Young diagrams rij , but no longer
give the number of composite scalars (ij)
a
b from which the operator is built.
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3.5.1 Number of Ais Equal Number of B
y
i s; n12 = n21=0
In this subsection we consider the case that n1 = m1, n2 = m2 and further that
n12 = 0 = n21. With this choice frg = fr11; r22g. There are a number of nice
simplications that arise in this case. First, we may take  to be the identity
permutation. Secondly, both PR;frg and PS;fsg commute with all elements of
Sn11  Sn22 . Thus, the two point correlator becomesD
OR;frgO
y
S;fsg
E
=X
 2Sn11Sn22
X
2Sn11Sn22
Tr
 
PR;frg  PS;fsg  

Tr
 
  1   1 1   1
=
X
 2Sn11Sn22
X
2Sn11Sn22
Tr
 
PR;frgPS;fsg   

Tr
 
( ) 1  () 1
= n11!n22!
X
 2Sn11Sn22
Tr
 
PR;frgPS;fsg  

Tr
 
  1   1 :
Next we use the identity
PR;frgPS;fsg = RSfrgfsg
n!
n11!n22!dR
PR;frg
proved in [47], and the identity (in this next formula Trn denotes a trace over
V 
n, fs is a product of the factors of Young diagram s and hookss is a product
of the hook lengths of Young diagram s)
Trn (  ) = Trn11 ( ) Trn22 () =
X
s`n11
s ( )
fs
hookss
X
t`n22
t ()
ft
hookst
which follows as a consequence of Schur-Weyl duality, to obtainD
OR;frgO
y
S;fsg
E
=
n!
dR
RSfrg;fsg
X
 2Sn11Sn22


X
u`n11
u ( )
fu
hooksu
X
t`n22
t ()
ft
hookst
Tr
 
PR;frg  

:
To do this sum, note thatX
 2Sn11
s ( ) =
n11!
ds
Ps
X
2Sn22
t () =
n22!
dt
Pt
where Ps and Pt are correctly normalized projectors, projecting to the irrep s
of Sn11 and t of Sn22 respectively. Thus,D
OR;frgO
y
S;fsg
E
=
X
u
X
t
n!n11!n22!fuft
dRdudthooksuhookst
RSfrg;fsgTr
 
PR;frgPuPt

=
n!n11!n22!fr11fr22
dRdr11dr22hooksr11hooksr22
RSfrg;fsgTr
 
PR;frg

=RSfrg;fsg
hooksRfr11fr22fR
hooksr11hooksr22
:
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To obtain the nal result we used the value of Tr
 
PR;frg

which has been
computed in [48]. The basic result of the subsection isD
OR;frgO
y
S;fsg
E
= RSfrg;fsg
hooksRfr11fr22fR
hooksr11hooksr22
: (3.15)
3.5.2 n2 = 0, n1 = m1 +m2
With this choice frg = fr11; r22g. There are again a number of nice simpli-
cations that arise in this case. First, we may again take  to be the identity
permutation. Secondly, both PR;frg and PS;fsg commute with all elements of
Sn11  Sn12 . Thus, the two point correlator becomesD
OR;frgO
y
S;fsg
E
=
X
2Sn
X
2Sm1Sm2
Tr
 
PR;frgPS;fsg

Tr
 
 1 1

=m1!m2!
X
2Sn
Tr
 
PR;frgPS;fsg

Tr
 
 1

=
n!
dR
RSfrg;fsg
X
2Sn
Tr
 
PR;frg

Tr
 
 1

=
n!
dR
RSfrg;fsg
X
T`n
fT
hooksT
X
2Sn
Tr
 
PR;frg

T
 
 1

=
n!
dR
RSfrg;fsg
X
T`n
fT
hooksT
n!
dT
Tr
 
PR;frgPT

=
fRn!
dR
RSfrg;fsgTr
 
PR;frg

=
(fR)
2 n!
dRhooksr11hooksr12
RSfrg;fsg:
The basic result of the subsection isD
OR;frgO
y
S;fsg
E
= RSfrg;fsg
hooksR (fR)
2
hooksr11hooksr12
: (3.16)
3.5.3 General Case
In this section we will consider general nij . We will nd it useful to allow 
to be a general element of the group algebra. We will nd it convenient to
distribute the Higgs elds in the slots as follows
OR;frg =
1
n11!n22!n12!n21!
X
2Sn
Trfrg ( R ())
n1Y
i=1
(A1)
ai
i
nY
j=1+n1
(A2)
aj
j
()1:::n1:::n 

n11Y
i=1

By1
i
a(i)
n1Y
i=1+n11

By2
i
a(i)
n1+n21Y
i=1+n1

By1
i
a(i)
nY
i=1+n1+n21

By2
i
a(i)
:
(3.17)
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Compare to (3.13) and notice that this is not the same distribution of the
Higgs elds. We will summarize this as
OR;frg = Tr
 
PR;frgA
nB
n

where for simplicity, our notation does not spell out which elds inhabit which
slots. Standard manipulations give (this assumes a Hermittian  which is the
case we consider below)D
OR;frgOyS;fsg
E
=
X
2Sm1Sm2
X
2Sn1Sn2
Tr
 
PR;frgPS;fsg

Tr
 
 1 1

:
To see how the subgroups are embedded in Sn, note that Sn1Sn2 acts on slots
occupied by the As and Sm1Sm2 acts on slots occupied by Bys. The formula
(3.17) clearly states how the slots are populated. Note that on the right hand
side there are two traces and the sums to be performed have one element of
the symmetric group in one trace and the inverse of this in the second trace.
The corresponding computation for gauge group U(N) has one trace and both
an element of the symmetric group and its inverse, in the same trace. This is
a key observation that motivates what follows.
We could reduce the above result to the corresponding result obtained for a
U(N) gauge group if we choose  so that
Tr
 
 1 1

= 
 
 1 1

: (3.18)
Dene (R ` n)
R =
dR
n!fR
X
2Sn
R
 
 1

:
A rather straight forward computation now gives
Tr (R ) =
dR
n!
R ( )
where the trace is over V 
n. Recalling that the delta function on the symmetric
group is
 () =
1
n!
X
R
dRR ()
we have
Tr
 X
R`n
R 
!
=  ( ) :
This motivates the choice
 =
X
R
dR
n!
p
fR
X
2Sn
R
 
 1

: (3.19)
36
With this choice (3.18) holds so thatD
OR;frgOyS;fsg
E
=
X
2Sn1Sn2\Sm1Sm2
Tr
 
PR;frgPS;fsg 1

:
Notice that Sn1Sn2\Sm1Sm2 = Sn11Sn12Sn21Sn22 . Thus,  commutes
with the projectors in the last equation. After summing over  we haveD
OR;frgOyS;fsg
E
= n11!n12!n21!n22!Tr
 
PR;frgPS;fsg

:
A straight forward application of the results of [47, 48] now givesD
OR;frgOyS;fsg
E
= RSfrg;fsg
hooksRfR
hooksr11hooksr12hooksr21hooksr22
: (3.20)
This clearly shows that our operators diagonalize the two point function in
the subspace of operators with xed nij . However, even after xing ni, mi,
we can still change the nij, by changing the way we populate the slots with
the Bys which corresponds to changing the way that we embed Sm1  Sm2 in
Sn. Projectors corresponding to dierent nij will not in general be orthogonal.
However, in this case (3.18) is never satised so that the operators continue to
be orthogonal.
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Chapter 4
Nonplanar Integrability in N = 4
SYM Theory
In this chapter, we study the action of the nonplanar dilatation operator of
N = 4 SYM theory. The gauge invariant operators we consider were built from
restricted Schur polynomials. We rst study the SU(2) sector of the theory
where restricted Schur polynomials built using two scalar elds Z and Y are
considered. We then investigate the spectrum of the dilatation operator beyond
the SU(2) sector [93] where restricted Schur polynomials are generalized to
include three scalar elds Z, Y and X. We conclude this chapter by studying
the two loop dilatation operator in the SU(2) sector of the theory [94].
4.1 One Loop SU(2) Sector
The one loop dilatation operator in the SU(2) sector is [51]
D =  gYMTr [Y; Z] [@Y ; @Z ]
We will compute the action of this operator on restricted Schur polynomials
(3.4). We will focus on restricted Schur polynomials that have only 2 rows
or columns. In this case, the multiplicity labels ;  of the restricted Schur
polynomial R;(r;s) are not needed because (r; s) is subduced once from R.
A simple calculation gives [52, 53]
DR;(r;s)
 
Z
n; Y 
m

=
g2YM
(n  1)! (m  1)!
X
 2Sn+m
Tr(r;s) ( R ((n; n+ 1)    (n; n+ 1)))
 Zi1i (1) :::Z
in 1
i (n 1) (Y Z   ZY )
in
i (n)

in+1
i (n+1)
Y
in+2
i (n+2)
:::Y
in+m
i (n+m)
: (4.1)
Due to the delta 
in+1
i (n+1)
, the sum runs only over permutations that obey  (n+
1) = (n + 1). This sum is performed by writing the sum over Sn+m in terms
of a sum over the Sn+m 1 subgroup (dened by keeping permutations that
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satisfy  (n + 1) = (n + 1)) and its cosets. Using the reduction rule for Schur
polynomials [55], we get
DR;(r;s) =
g2YM
(n  1)! (m  1)!

X
 2Sn+m 1
X
R0
cRR0Tr(r;s) ( R (n; n+ 1) R0 ( )   R0 ( )  R (n; n+ 1))
 Zi1i (1) :::Z
in 1
i (n 1) (Y Z   ZY )
in
i (n)
Y
in+2
i (n+2)
:::Y
in+m
i (n+m)
;
where R0 is subduced from R by pulling o one box. cRR0 is the weight of the
removed box6. Now one can write the restricted character introduced in (3.5)
as
R;(r;s) () = Tr(r;s) ( R ()) = Tr
 
PR!(r;s) R ()

;
where PR!(r;s) is a projector from the carrier space of R to the carrier space
of (r; s). Using the identity
Zi1i (1) :::Z
in 1
i (n 1) (Y Z   ZY )
in
i (n)
Y
in+2
i (n+2)
:::Y
in+m
i (n+m)
=
Tr
 
((n; n+ 1)    (n; n+ 1))Z
nY 
m
where
Tr
 
Z
nY 
m

= Zi1i(1) :::Z
in
i(n)
Y
in+1
i(n+1)
:::Y
in+m
i(n+m)
;
together with the identity (proved in [46])
Tr
 
Z
nY 
m

=
X
T;(t;u)
dTn!m!
dtdu (n+m)!
T;(t;u)
 
 1

T;(t;u) (Z; Y ) (4.2)
we get
DR;(r;s) (Z; Y ) =
X
T;(t;u)
MR;(r;s);T;(t;u)T;(t;u) (Z; Y ) ;
MR;(r;s);T;(t;u) = g
2
YM
X
 2Sn+m 1
X
R0
cRR0dTnm
dtdu (n+m)!

 Tr(r;s) ( R (n; n+ 1) R0 ( )   R0 ( )  R (n; n+ 1))
 T;(t;u) ((n; n+ 1)    (n; n+ 1)) :
From the fundamental orthogonality relation, the sum over  gives
MR;(r;s);T;(t;u) = 2g
2
YM
X
R0
cRR0dTnm
dR0dtdu (n+m)

6The box removed from row i and column j has a weight N   i+ j.
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Tr(r;s)
 
 R (n; n+ 1) ; PR!(r;s)

IR0T 0

 T (n; n+ 1) ; PT!(t;u)

IT 0R0

: (4.3)
In this equation IR0T 0 and IT 0R0 are intertwiners dened in Appendix B of [52].
The job of the intertwiner is to glue the carrier space of irrep R0 with the
carrier space of irrep T 0.
The result (4.3) is an exact expression for the one loop dilatation operator, i.e.
it is correct to all orders in 1
N
.
This expression can be written in terms of the normalized operators, whose
form is most easily obtained from the two point function of restricted Schur
polynomials (3.11), that is
R;(r;s) (Z; Y ) =
r
fRhooksR
hooksrhookss
OR;(r;s) (Z; Y ) :
The result is
DOR;(r;s) (Z; Y ) =
X
T;(t;u)
NR;(r;s);T;(t;u)OT;(t;u) (Z; Y )
NR;(r;s);T;(t;u) = 2g
2
YM
X
R0
cRR0dTnm
dR0dtdu (n+m)
s
fThooksThooksrhookss
fRhooksRhooksthooksu

Tr(r;s)
 
 R (n; n+ 1) ; PR!(r;s)

IR0T 0

 T (n; n+ 1) ; PT!(t;u)

IT 0R0

:
The spectrum of the dilatation operator was studied numerically in [52]. In
[53], the spectrum was studied analatically using the SU(2) representation the-
ory. Both these studies have proved that the spectrum of one loop dilatation
operator in the SU(2) sector at large N is reduced to the spectrum of decou-
pled harmonic oscillators. This signals integrability of N = 4 SYM theory in
the SU(2) sector. In the next subsection, we give a detailed analysis of the
spectrum of the one loop dilatation operator, beyond the SU(2) sector of the
theory.
4.2 One loop beyond the SU(2) sector
4.2.1 Action of the Dilatation Operator
In this subsection we will study the action of the one loop dilatation operator
on restricted Schur polynomials built using three complex adjoint scalars. The
main result of this section, which generalizes results known for the SU(2)
sector[52], is the simple formula (4.4) for the action of the dilatation operator.
Our operators are built using the six scalar elds i, which take values in
the adjoint of u(N) in N = 4 super Yang Mills theory. Assemble these scalars
into the three complex combinations
Z = 1 + i2; Y = 3 + i4; X = 5 + i6 :
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The operators we consider are built using O(N) of these complex scalar elds.
These operators have a large R-charge and consequently, non-planar contri-
butions to the correlation functions of these operators are not suppressed at
large N [64]. The computation of the anomalous dimensions of these operators
is then a problem of considerable complexity. This problem has been eec-
tively handled by new methods which employ group representation theory[24,
58, 44, 48, 59, 25, 49, 27, 46, 60, 61, 62, 63] allowing one to sum all diagrams
(planar and non-planar) contributing. Indeed, the two point function of re-
stricted Schur polynomials[44, 48, 59, 49] can be evaluated exactly in the free
eld theory limit[47]. The restricted Schur polynomials provide a basis for the
local operators[46] which diagonalize the free two point function and which
have highly constrained mixing at the quantum level[59, 49, 65, 52, 53]. For
the applications that we have in mind, this basis is clearly far superior to
the trace basis. Mixing between operators in the trace basis with this large
R-charge is completely unconstrained even at the level of the free theory.
The restricted Schur polynomials are
R;(r;s;t)(Z

n; Y 
m; X
 p) =
1
n!m!p!
X
2Sn+m+p
Tr(r;s;t)( R())X
i1
i(1)
  X ipi(p)
Y ip+1i(p+1)   Y
ip+m
i(p+m)
Z
ip+m+1
i(p+m+1)
  Zin+m+pi(n+m+p) :
We use n to denote the number of Zs, m to denote the number of Y s and p
to denote the number of Xs. R is a Young diagram with n + m + p boxes
or equivalently an irreducible representation of Sn+m+p. r is a Young diagram
with n boxes or equivalently an irreducible representation of Sn, s is a Young
diagram with m boxes or equivalently an irreducible representation of Sm and
t is a Young diagram with p boxes or equivalently an irreducible representa-
tion of Sp. The Sn subgroup acts on m + p + 1;m + p + 2; :::;m + p + n and
therefore permutes indices belonging to the Zs. The Sm subgroup acts on
p+1; p+2; :::; p+m and hence permutes indices belonging to the Y s. The Sp
subgroup acts on 1; 2; :::; p and hence permutes indices belonging to the Xs.
Taken together (r; s; t) specify an irreducible representation of Sn  Sm  Sp.
Tr(r;s;t) is an instruction to trace over the subspace carrying the irreducible
representation7 (r; s; t) of Sn  Sm  Sp inside the carrier space for irreducible
representation R of Sn+m+p. This trace is easily realized by including a projec-
tor PR!(r;s;t) (from the carrier space of R to the carrier space of (r; s; t)) and
tracing over all of R, i.e. Tr(r;s;t)( R()) = Tr(PR!(r;s;t) R()).
The one loop dilatation operator, when acting on operators composed from
the three complex scalars X;Y; Z, is [66, 67, 68, 69, 32, 70]
D =  g2YMTr

Y; Z

@Y ; @Z
  g2YMTr X;Z@X ; @Z  g2YMTr Y;X@Y ; @X:
7In general, because (r; s; t) can be subduced more than once, we should include a multi-
plicity index. We will not write or need this index here. We will, in the next section, restrict
our attention to restricted Schur polynomials that are labeled by Young diagrams with two
rows or columns. A huge simplication that results is that all possible representations (r; s; t)
are subduced exactly once.
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The action of the dilatation operator on the restricted Schur polynomials be-
longing to the SU(2) sector has been worked out in [65, 52]. In what follows,
we will work with operators normalized to give a unit two point function. The
normalized operators OR;(r;s;t)(Z; Y ) can be obtained from
R;(r;s;t)(Z; Y;X) =
r
fR hooksR
hooksr hookss hookst
OR;(r;s;t)(Z; Y;X) :
The computation of the dilatation operator is a simple extension of the analysis
presented in the previous section so that we will only quote the nal result. In
terms of the normalized operators
DOR;(r;s;t)(Z; Y;X) =
X
T;(u;v;w)
NR;(r;s;t);T;(u;v;w)OT;(u;v;w)(Z; Y;X) (4.4)
NR;(r;s;t);T;(u;v;w) =
 
X
R0
2g2YMcRR0dTn
dR0dudvdw (n+m+ p)
s
fThooksThooksrhooksshookst
fRhooksRhooksuhooksvhooksw

h
nmTr

 R ((p+m+ 1; p+ 1)) ; PR!(r;s;t)

IR0T 0
  T ((p+m+ 1; p+ 1)) ; PT!(r;s;t) IT 0R0
+npTr

 R ((1; p+m+ 1)) ; PR!(r;s;t)

IR0T 0
  T ((1; p+m+ 1)) ; PT!(r;s;t) IT 0R0
+mpTr

 R ((1; p+ 1)) ; PR!(r;s;t)

IR0T 0
  T ((1; p+ 1)) ; PT!(r;s;t) IT 0R0i: (4.5)
cRR0 is the factor of the corner box removed from Young diagram R to
obtain diagram R0, and similarly T 0 is a Young diagram obtained from T by
removing a box. This factor arises after using the reduction rule of [71, 48]. The
intertwiner IAB is a map from the carrier space of irreducible representation A
to the carrier space of irreducibe representation B. Consequently, by Schur's
Lemma, A and B must be Young diagrams of the same shape. The intertwiner
operators relevant for our study have been discussed in detail in [52].
4.2.2 Projection Operators
The goal of this subsection is to construct the projection operators needed to
dene the restricted Schur polynomials we study. This construction clearly
denes the class of operators being considered. The approximations being
employed in this construction are carefully considered.
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The class of operators R;(r;s;t)(Z; Y;X) we will study are labeled by Young
diagrams that each have 2 rows or columns. We further take n to be order N
and m; p to be N with  1. Thus, there are a lot more Z elds than there
are Y s or Xs. The mixing of these operators with restricted Schur polynomials
that have n 6= 2 rows or columns (or of even more general shape) is suppressed
at least by a factor of order 1p
N
8. Thus, at large N the 2 row or column
restricted Schur polynomials do not mix with other operators, which is a huge
simplication. This is the analog of the statement that for operators with
a dimension of O(1), dierent trace structures do not mix at large N . The
fact that the two column restricted Schur polynomials are a decoupled sector
at large N is expected: these operators correspond to a well dened stable
semi-classical object in spacetime (the two giant graviton system) [52].
Note that as a consequence of the fact that there are a lot more Zs than
Y s and Xs, contributions to the dilatation operators coming from interactions
between Zs and Y s or between Zs and Xs will over power the contribution
coming from interactions between Xs and Y s. Consequently we can simplify
the action of the dilatation operator to
NR;(r;s;t);T;(u;v;w) =
 
X
R0
2g2YMcRR0dTn
dR0dudvdw (n+m+ p)
s
fThooksThooksrhooksshookst
fRhooksRhooksuhooksvhooksw

h
nmTr

 R ((p+m+ 1; p+ 1)) ; PR!(r;s;t)

IR0T 0
  T ((p+m+ 1; p+ 1)) ; PT!(r;s;t) IT 0R0
+npTr

 R ((1; p+m+ 1)) ; PR!(r;s;t)

IR0T 0
  T ((1; p+m+ 1)) ; PT!(r;s;t) IT 0R0: (4.6)
Two Rows
We will make use of Young's orthogonal representation for the symmetric
group. This representation is most easily dened by considering the action
of adjacent permutations (permutations of the form (i; i + 1)) on the Young-
Yamonouchi states. The permutation (i; i+1) when acting on any given Young-
Yamonouchi state will produce a linear combination of the original state and
the state obtained by swapping the positions of i and i + 1 in the Young-
Yamonouchi symbol. The precise rule is most easily written in terms of the
axial distance between i and i+ 1. If i appears in row ri and column ci of the
Young-Yamonouchi symbol and i + 1 appears in row ri+1 and column ci+1 of
the Young-Yamonouchi symbol, then the axial distance between i and i+ 1 is
di;i+1 = ci   ri   (ci+1   ri+1) :
8Here we are talking about mixing at the quantum level. There is no mixing in the free
theory[47].
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In terms of this axial distance, the action of (i; i+ 1) is
(i; i+ 1) jstatei = 1
di;i+1
jstatei+
s
1  1
d2i;i+1
jswapped statei
where the Young-Yamonouchi symbol of jswapped statei state is obtained from
the Young-Yamonouchi symbol of jstatei by swapping the positions of i and
i+ 1. See [72] for more details.
The reason why we use Young's orthogonal representation is that it sim-
plies dramatically for the operators we are interested in. To construct the
projectors PR!(r;s;t) we will imagine that we start by removing m + p boxes
from R to produce r. We label the boxes in the order that they are removed.
Of course, after each box is removed we are left with a valid Young diagram;
this is a nontrivial constraint on the allowed numberings. Thus, after labeling
these boxes we have a total of 2m+p partially labeled Young diagrams, each
corresponding to a subspace r of the subgroup Sn  (S1)m+p of the original
Sn+m+p group. We now need to take linear combinations of these subspaces in
such a way that we obtain the correct irreducible representation (s; t) of the
Sm  Sp subgroup that acts on the labeled boxes. For the class of operators
that we consider, the number of boxes that we remove (= m+ p) is much less
that the number of boxes in R (= m + n + p  n). In the Figure below we
show R and the boxes that must be removed from R to obtain r. It is clear
that the axial distance di;i+1 is 1 if the boxes are in the same row so that
(i; i+ 1) jstatei = jstatei for boxes in the same row :
It is also clear that di;i+1 is O(N) for boxes in dierent rows. At large N we
can simply set (di;i+1)
 1 = 0 so that
(i; i+ 1) jstatei = jswapped statei for boxes in dierent rows :
Figure 4.1: Shown above is the Young diagram R. The boxes that are to be
removed from R to obtain r are colored black.
The representation that we have obtained is very similar to a representation
which has already been studied in the mathematics literature [73]. Motivated
by this background dene a map from a labeled Young diagram to a monomial.
Our Young diagram has m + p boxes labeled and the labels are distributed
between the upper and lower rows. Ignore the boxes that appear in the lower
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row. For boxes labeled i in the upper row include a factor of xi in the monomial
if 1  i  p and a factor of yi if p+1  i  p+m. If none of the boxes in the
rst row are labeled, the Young diagram maps to 1. Thus, for example, when
m = 2 and p = 2
3
4 2 1 $ y3
3 2 1
4 $ x1x2y3
The symmetric group acts by permuting the labels on the factors in the
monomial. Thus, for example, (12)x1y3 = x2y3. This denes a reducible
representation of the group Sm  Sp. It is clear that the operators9
d1 =
pX
i=1
@
@xi
and d2 =
p+mX
i=p+1
@
@yi
(4.7)
commute with the action of the SmSp subgroup. These operators generalize
closely related operators introduced by Dunkl in his study of intertwining
functions [74]. They act on the monomials by producing the sum of terms
that can be produced by dropping one x factor for d1 or one y factor for d2 at
a time. For example
d1(x1x2y3) = x2y3 + x1y3; d2(x1x2y3) = x1x2 :
The adjoint10 produces the sum of monomials that can be obtained by append-
ing a factor, without repeating any of the factors (this is written for m = 2 = p
impurities but the generalization to any m is obvious)
dy1(y3) = x1y3 + x2y3; d
y
1(x1y3) = x1x2y3; d
y
2(x1y3) = x1y3y4 :
The fact that d1 and d2 commute with all elements of Sm  Sp, implies that
dy1 and d
y
2 will too. Thus, d
y
1d1 and d
y
2d2 will also commute with all the ele-
ments of the SmSp subgroup and consequently their eigenspaces will furnish
representations of the subgroup. These eigenspaces are irreducible represen-
tations - consult [73] for useful details and results. This last fact implies that
the problem of computing the projectors needed to dene the restricted Schur
polynomials can be replaced by the problem of constructing projectors onto
the eigenspaces of dy1d1 and d
y
2d2. This amounts to solving for the eigenvectors
and eigenvalues of dy1d1 and d
y
2d2. This problem is most easily solved by map-
ping the labeled Young diagrams into states of a spin chain. The spin at site
i can be in state spin up (+1
2
) or state spin down ( 1
2
). The spin chain has
m + p sites and the box labeled i tells us the state of site i. If box i appears
in the rst row, site i is in state +1
2
; if it appears in the second row site i is in
state  1
2
. For example,
5 2 1
6 4 3 $
12 ; 12 ; 12 ; 12 ; 12 ; 12

9It may be helpful (and it is accurate) for the reader to associate the xi; yj of these op-
erators with the Xi(i); Y
j
(j) appearing in the denition of the restricted Schur polynomials.
10Consult Appendix E for details on the inner product on the space of monomials.
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Both dy1d1 and d
y
2d2 have a very simple action on this spin chain: Introduce
the states 12

=
"
1
0
#  12

=
"
0
1
#
for the possible states of each site and the operators
+ =
"
0 1
0 0
#
  = (+)y =
"
0 0
1 0
#
which act on these states
+
 12

=
12

; +
12

= 0;  
12

=
 12

;  
 12

= 0 :
We can write any of the states of the spin chain as a tensor product of the
states j1
2
i and j   1
2
i. For example 12 ; 12 ; 12 ; 12 ; 12 ; 12

=
 12



 12



12



 12



12



12

for a system with 6 lattice sites. Label the sites starting from the left, as site
1, then site 2 and so on till we get to the last site, which is site 6. The operator
  acting at the third site (for example) is
 3 = 1
 1
   
 1
 1
 1 :
We can then write
dy1d1 =
pX
=1
pX
=1
+ 
 
 ; (4.8)
dy2d2 =
p+mX
=p+1
p+mX
=p+1
+ 
 
 (4.9)
This is a long ranged spin chain. In terms of the Pauli matrices
1 =
"
0 1
1 0
#
2 =
"
0  i
i 0
#
3 =
"
1 0
0  1
#
we dene the following \total spins" of the system
J1 =
pX
=1
1
2
1 ; J
2 =
pX
=1
1
2
2 ; J
3 =
pX
=1
1
2
3 ;
J2 = J1J1 + J2J2 + J3J3 ;
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and
K1 =
p+mX
=p+1
1
2
1 ; K
2 =
p+mX
=p+1
1
2
2 ; K
3 =
p+mX
=p+1
1
2
3 ;
K2 = K1K1 +K2K2 +K3K3 :
We use capital letters for operators and little letters for eigenvalues. In terms
of these total spins we have
dy1d1 = J
2   J3(J3 + 1) ; dy2d2 = K2  K3(K3 + 1) :
Thus, eigenspaces of dy1d1 can be labeled by the eigenvalues of J
2 and eigen-
values of J3, and the eigenspaces of dy2d2 can be labeled by the eigenvalues of
K2 and eigenvalues of K3. Consequently, the labels R; (r; s; t) of the restricted
Schur polynomial can be traded for these eigenvalues. Indeed, consider the
restricted Schur polynomial R;(r;s;t)(Z; Y;X). The K
2 = k(k + 1) quantum
number tells you the shape of the Young diagram s that organizes the impu-
rities: if there are N1 boxes in the rst row of s and N2 boxes in the second,
then 2k = N1   N2. The J2 = j(j + 1) quantum number tells you the shape
of the Young diagram t that organizes the impurities: if there are N1 boxes
in the rst row of t and N2 boxes in the second, then 2j = N1   N2. The
J3 + K3 eigenvalue of the state is always a good quantum number, both in
the basis we start in where each spin has a sharp angular momentum or in the
basis where the states have two sharp \total angular momenta". The j3 + k3
quantum number tells you how many boxes must be removed from each row of
R to obtain r. Denote the number of boxes to be removed from the rst row
by n1 and the number of boxes to be removed from the second row by n2. We
have 2j3+2k3 = n1 n2. This gives a complete construction of the projection
operators we need.
To get some insight into how the construction works, lets count the states
which appear for the example m = p = 4. There are three possible Young
diagram shapes which appear
:
These correspond to a spin of 2; 1; 0 respectively. As irreducible representations
of S4 they have a dimension of 1, 3 and 2 respectively. Coupling four spins we
have
1
2

 1
2

 1
2

 1
2
= 2 31 20 :
These results illustrate that each state of a denite spin labels an irreducible
representation of the symmetric group and further that for our 8 spins we nd
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the following organization of states
Sm  Sp irrep K irrep J irrep dimension
( ; ) k = 2 j = 2 25
( ; ) k = 2 j = 1 45
( ; ) k = 2 j = 0 10
( ; ) k = 1 j = 2 45
( ; ) k = 1 j = 1 81
( ; ) k = 1 j = 0 18
( ; ) k = 0 j = 2 10
( ; ) k = 0 j = 1 18
( ; ) k = 0 j = 0 4
The last column is obtained by taking a product of the dimension of the SmSp
irreducible representation by the dimension (2k + 1)(2j + 1) of the associated
spin multiplets. Summing the entries in the last column we obtain 256 which
is indeed the number of states in the spin chain. For a detailed example of
how the construction works see Appendix D.
Summary of the Approximations made:
 We have neglected mixing with restricted Schur polynomials that have
n 6= 2 rows. These mixing terms are at most O( 1p
N
) so that this approx-
imation is accurate at large N .
 The terms arising from an interaction between the Xs and Y s have been
neglected. Since there are a lot more Zs than Xs and Y s the one loop di-
latation operator will be dominated by terms arising from an interaction
between Zs and Xs and between Zs and Y s.
 In simplifying Young's orthogonal representation for the symmetric group
we have replaced certain factors (di;i+1)
 1 = O(N 1) by (di;i+1) 1 = 0.
This is valid at large N . The fact that di;i+1 = O(N) is a consequence
of the fact that we have Young diagrams with two rows, that we con-
sider an operator whose bare dimension grows parametrically with N and
that there are a lot more Zs than Xs and Y s. Thus boxes in dierent
rows, corresponding to Xs and Y s, are always separated by a large axial
distance at large N .
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Two Columns
To treat the case of two columns, we need to account for the fact that Young's
orthogonal representation simplies to
(i; i+ 1) jstatei =   jstatei for boxes in the same column ;
(i; i+ 1) jstatei = jswapped statei for boxes in dierent columns :
Note the minus sign on the rst line above. We can account for this sign,
generalizing [53], by employing a description that uses Grassmann variables.
To describe the rst p boxes, introduce the 2p variables x+i ; x
 
i , where i =
1; 2; :::; p. To describe the next m boxes, introduce the 2m variables y j ; y
+
j ,
where j = p + 1; p + 2; :::; p + m. Each labeled Young diagram continues to
have an expression in terms of a monomial. Boxes in the right most column
have a superscript +; boxes in the left most column have a superscript  .
Each monomial is ordered with (i) xs to the left of ys and (ii) within each
type (x or y) of variable, variables with a   superscript to the left of variables
with a + superscript. Finally within a given type and a given superscript the
variables are ordered so that the subscripts increase from left to right. Thus,
for example, when m = 3 = p we have
5
4
1
6
3
2 $ x 1 x+2 x+3 y 4 y 5 y+6 :
If we now allow Sm  Sp to act on the monomials by acting on the subscripts
of each variable without changing the order of the variables, we recover the
correct action on the labeled Young diagrams.
It is a simple matter to show that
d1 =
pX
i=1
x+i
@
@x i
; d2 =
p+mX
i=p+1
y+i
@
@y i
;
both commute with the symmetric group. It is again simple to show that11
dy1 =
pX
i=1
x i
@
@x+i
; dy2 =
p+mX
i=p+1
y i
@
@y+i
:
11Assuming we only consider monomials that are ordered as we described above, the inner
product of two identical monomials is 1 and of two dierent monomials is 0.
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We can again dene two Sm  Sp Casimirs as dy1d1 and dy2d2. In terms of the
spin variables
~in = (
3
n)
nin(
3
n)
n
we have
dy1d1 = ~J
2   ~J3( ~J3 + 1) ; dy2d2 = ~K
2   ~K3( ~K3 + 1) :
Thus, the eigenspaces of dy1d1 can be labeled by the eigenvalues of ~J
2
and eigen-
values of ~J3, and the eigenspaces of dy2d2 can be labeled by the eigenvalues of
~K
2
and eigenvalues of ~K3. Consequently, the labels R; (r; s; t) of the restricted
Schur polynomial can again be traded for these eigenvalues. The remaining
discussion is now identical to that of two rows and is thus not repeated.
4.2.3 Evaluation of the Dilatation Operator
In this subsection we will argue that all of the factors in the dilatation operator
have a natural interpretation as operators acting on the spin chain. This allows
us to explicitly evaluate the action of the dilatation operator. Our nal formula
for the dilatation operator is given as the last formula in this section.
The bulk of the work involved in evaluating the dilatation operator comes
from evaluating the traces
Tr
h
 R((p+m+1; p+1)); PR!(r;s;t)
i
IR0 T 0
h
 T ((p+m+1; p+1)); PT!(u;v;w)
i
IT 0 R0

;
and
Tr
h
 R((1; p+m+ 1)); PR!(r;s;t)
i
IR0 T 0
h
 T ((1; p+m+ 1)); PT!(u;v;w)
i
IT 0R0

:
When we evaluate the second trace above, the intertwiners can be taken to
act on the rst site of the spin chain. This term corresponds to an interaction
between a Z and X eld. The rst p sites of the spin chain correspond to
X elds so that the intertwiner could have acted on any of the rst p sites
of the chain. When we evaluate the rst trace above, the intertwiners can be
taken to act on the (p + 1)th site of the spin chain. This term corresponds
to an interaction between a Z and Y eld. The last m sites of the spin chain
correspond to Y elds so that the intertwiner could have acted on any of the
last m sites of the chain. Consider an intertwiner which acts on the rst site
of the chain. If the box from row i is dropped from R and the box from row j
is dropped from T , the intertwiner becomes
IR0T 0 = Eij 
 1
    
 1 ; IT 0R0 = Eji 
 1
    
 1 ;
where Eij is a 2 2 matrix of zeroes except for a 1 in row i and column j. We
will use a simpler notation according to which we suppress all factors of the
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22 identity matrix and indicate which site a matrix acts on by a superscript.
Thus, for example
IR0T 0 = E
(1)
ij ; IT 0R0 = E
(1)
ji :
Next, consider  R((p+m+1; p+1)) which acts on a slot occupied by a Z and
a slot occupied by a Y and  R((1; p +m + 1)) which acts on a slot occupied
by a Z and a slot occupied by an X. To allow an action on the Z slot, enlarge
the spin chain by one extra site (the Z site). The projectors and intertwiners
all have a trivial action on this (m+ p+ 1)th site.  R((p+m+ 1; p+ 1)) will
swap the spin in the (m + p + 1)th site with the spin in site p + 1. Thus, we
have
IR0T 0 R((p+m+ 1; p+ 1)) =
2X
k=1
E
(p+1)
ij E
(m+p+1)
kk  R((p+m+ 1; p+ 1))
=
2X
k=1
E
(p+1)
ik E
(m+p+1)
kj ;
 R((p+m+ 1; p+ 1))IR0T 0 =
2X
k=1
E
(p+1)
kj E
(m+p+1)
ik ;
 R((p+m+ 1; p+ 1))IR0T 0 R((p+m+ 1; p+ 1)) = E
(m+p+1)
ij :
Since  R((1; p+m+ 1)) will swap the spin in the (m+ p+ 1)th site with the
spin in site 1, very similar arguments give
IR0T 0 R((1; p+m+ 1)) =
2X
k=1
E
(1)
ik E
(m+p+1)
kj ;
 R((1; p+m+ 1))IR0T 0 =
2X
k=1
E
(1)
kj E
(m+p+1)
ik ;
 R((1; p+m+ 1))IR0T 0 R((1; p+m+ 1)) = E
(m+p+1)
ij :
Our only task now is to evaluate traces of the form
Tr

 R((1; p+m+ 1))PR!(r;s;t)IR0 T 0 T ((1; p+m+ 1))PT!(u;v;w)IT 0R0

=
2X
k;l=1
Tr

E
(1)
ik E
(m+p+1)
kj PR!(r;s;t)E
(1)
jl E
(m+p+1)
li PT!(u;v;w)

:
To perform this nal trace, our strategy is always the same two steps. For the
rst step, evaluate the trace over the (n + p + 1)th slot. It is clear that the
trace over the p+m+ 1th slot factors out and further that
Tr (E
(m+p+1)
kj E
(m+p+1)
li ) = jlik
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so that we obtain
Tr

E
(1)
ii PR!(r;s;t)E
(1)
jj PT!(u;v;w)

To evaluate this nal trace we will rewrite the projectors a little. Notice that
E
(1)
kk only has a nontrivial action on the rst site of the spin chain. Thus, we
rewrite the projector, separating out the rst site. As an example, consider
PR!(r;s;t) =
dtX
=1
j; j3;  
j; j3; 
 dsX
=1
k; k3;  
k; k3;  :
To make sense of this formula recall that the labels j; k; j3; k3 can be traded
for the r; s; t labels. In going from the LHS of this last equation to the RHS
we have translated labels and we assure you that nothing is lost in translation
[53]. In Figure 4.2 we remind the reader of how the translation is performed.
We will refer to the Young diagram corresponding to spin j, built with p blocks
as spj in what follows.
Figure 4.2: How to translate between the j; k and the s; t labels.
The piece of the projector that acts on the rst p sites is
P!t 
dtX
=1
j; j3;  
j; j3;  : (4.10)
If we couple the spins at sites 2; 3; :::; p together, we obtain the states jj 
1
2
; j3  1
2
; i with the degeneracy label  running from 1 to the dimension of
the irreducible Sp 1 representation associated to spin j  12 . This irreducible
representation is labeled by the Young diagram sp 1
j 1
2
. The Clebsch-Gordan
coecients 
j   1
2
; j3   1
2
;
1
2
;
1
2
jj; j3

=
s
j + j3
2j
;
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j +
1
2
; j3   1
2
;
1
2
;
1
2
jj; j3

=  
s
j   j3 + 1
2(j + 1)
;

j   1
2
; j3 +
1
2
;
1
2
; 1
2
jj; j3

=
s
j   j3
2j
;

j +
1
2
; j3 +
1
2
;
1
2
; 1
2
jj; j3

=
s
j + j3 + 1
2(j + 1)
;
tell us how to couple the rst site with the remaining spins to obtain the
projector (4.10). Thus, we nally have (s1 = sp 1
j  1
2
, s2 = sp 1
j+ 1
2
)
j; i =
s
j + j3
2j
12 ; 12; j   12 ; j3   12 ; 

+
s
j   j3
2j
12 ; 12; j   12 ; j3 + 12 ; 

;
j ; i =  
s
j   j3 + 1
2(j + 1)
12 ; 12; j + 12 ; j3   12 ; 

+
s
j + j3 + 1
2(j + 1)
12 ; 12; j + 12 ; j3 + 12 ; 

;
P!t =
ds1X
=1
j; i h; j+
ds2X
=1
j ; i h ; j :
We could of course perform exactly the same manipulations on the projector
P!s that acts on the last m sites of the spin chain. Now, using the obvious
identities
E
(1)
11 j; i =
s
j + j3
2j
12 ; 12; j   12 ; j3   12 ; 

;
E
(1)
22 j; i =
s
j   j3
2j
12 ; 12; j   12 ; j3 + 12 ; 

;
E
(1)
11 j ; i =  
s
j   j3 + 1
2(j + 1)
12 ; 12; j + 12 ; j3   12 ; 

;
E
(1)
22 j ; i =
s
j + j3 + 1
2(j + 1)
12 ; 12; j + 12 ; j3 + 12 ; 

;
it becomes a simple matter to evaluate the above traces.
Finally, in the limit that we consider, the coecients of the traces appearing
in the dilatation operator are easily evaluated using
cRR0dTdr0n
dR0dudvdw(n+m+ p)
s
fThooksThooksrhooksshookst
fRhooksRhooksuhooksvhooksw
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=p
cRR0cTT 0
p
hooksshooksthooksvhooksw
m!p!
:
In the above expression, r0 is obtained by removing a box from r. The box that
must be removed from R to obtain R0 and the box that must be removed from
r to obtain r0 are both removed from the same row. Putting things together
we nd
DOj;j3(b0; b1) = g
2
YM

 1
2

m  (m+ 2)(j
3)2
j(j + 1)

Oj;j3;k;k3(b0; b1)
+
s
(m+ 2j + 4)(m  2j)
(2j + 1)(2j + 3)
(j + j3 + 1)(j   j3 + 1)
2(j + 1)
Oj+1;j3;k;k3(b0; b1)
+
s
(m+ 2j + 2)(m  2j + 2)
(2j + 1)(2j   1)
(j + j3)(j   j3)
2j
Oj 1;j3;k;k3(b0; b1)
 1
2

p  (p+ 2)(k
3)2
k(k + 1)

Oj;j3;k;k3(b0; b1)
+
s
(p+ 2k + 4)(p  2k)
(2k + 1)(2k + 3)
(k + k3 + 1)(k   k3 + 1)
2(k + 1)
Oj;j3;k+1;k3(b0; b1)
+
s
(p+ 2k + 2)(p  2k + 2)
(2k + 1)(2k   1)
(k + k3)(k   k3)
2k
Oj;j3;k 1;k3(b0; b1)
#
(4.11)
where
O(b0; b1) =
p
(N + b0)(N + b0 + b1)(O(b0 + 1; b1   2) +O(b0   1; b1 + 2))
 (2N + 2b0 + b1)O(b0; b1): (4.12)
Above, we have explicitly carried out the discussion for two long rows. To
obtain the result for two long columns, replacep
(N + b0)(N + b0 + b1)!
p
(N   b0)(N   b0   b1);
(2N + 2b0 + b1)! (2N   2b0   b1)
in the expression for O(b0; b1). This completes our evaluation of the dilatation
operator.
4.2.4 Diagonalization of the Dilatation Operator
In this subsection we reduce the eigenvalue problem for the dilatation operator
to the problem of solving a ve term recursion relation. The explicit solution of
this recursion relation allows us to argue that the dilatation operator reduces
to a set of decoupled oscillators. Thus, the problem we are studying is indeed
integrable.
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We make the following ansatz for the operators of good scaling dimensionX
b1
f(b0; b1)Opq;j3;k3(b0; b1) =
X
j;k;b1
Cpq;j3;k3(j; k) f(b0; b1)Oj;j3;k;k3(b0; b1) :
Inserting this ansatz into (4.11) we nd that the Opq;j3;k3(b0; b1)'s satisfy the
recursion relation
 rq;j3;k3Crq;j3;k3(j; k) =s
(m+ 2j + 4)(m  2j)
(2j + 1)(2j + 3)
(j + j3 + 1)(j   j3 + 1)
2(j + 1)
Crq;j3;k3(j + 1; k)
+
s
(m+ 2j + 2)(m  2j + 2)
(2j + 1)(2j   1)
(j + j3)(j   j3)
2j
Crq;j3;k3(j   1; k)
 1
2

m  (m+ 2)(j
3)2
j(j + 1)

Crq;j3;k3(j; k)
+
s
(p+ 2k + 4)(p  2k)
(2k + 1)(2k + 3)
(k + k3 + 1)(k   k3 + 1)
2(k + 1)
Crq;j3;k3(j; k + 1)
+
s
(p+ 2k + 2)(p  2k + 2)
(2k + 1)(2k   1)
(k + k3)(k   k3)
2k
Crq;j3;k3(j; k   1)
 1
2

p  (p+ 2)(k
3)2
k(k + 1)

Crq;j3;k3(j; k) :
(4.13)
Exploiting the j3 !  j3 and k3 !  k3 symmetries of this equation, we need
only solve for the j3  0 and k3  0 cases. The ranges for j and k are
0  jj3j  j  m
2
0  jk3j  k  p
2
:
From the form of the recursion relation, it is natural to make the \separation
of variables" ansatz
Crq;j3;k3(j; k) = Cr;j3(j)Cq;k3(k) :
Our ve term recurrence relation now reduces to two three term recurrence
relations
 r;j3Cp;j3(j; ) =s
(m+ 2j + 4)(m  2j)
(2j + 1)(2j + 3)
(j + j3 + 1)(j   j3 + 1)
2(j + 1)
Cr;j3(j + 1)
+
s
(m+ 2j + 2)(m  2j + 2)
(2j + 1)(2j   1)
(j + j3)(j   j3)
2j
Cr;j3(j   1)
 1
2

m  (m+ 2)(j
3)2
j(j + 1)

Cr;j3(j) ; (4.14)
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 q;k3Cq;k3(k) =s
(p+ 2k + 4)(p  2k)
(2k + 1)(2k + 3)
(k + k3 + 1)(k   k3 + 1)
2(k + 1)
Cq;k3(k + 1)
+
s
(p+ 2k + 2)(p  2k + 2)
(2k + 1)(2k   1)
(k + k3)(k   k3)
2k
Cq;k3(k   1)
 1
2

p  (p+ 2)(k
3)2
k(k + 1)

Cq;k3(k) : (4.15)
These are identical to the three term recursion relations that appear in [53].
To solve these recurrence relations, introduce the Hahn polynomial[75]
Qn(x;; ;N)  3F2

 n;n+++1; x
+1; N
1
From the recurrence relation obeyed by Hahn polynomials (see equation (1.5.3)
in [75]) we have
r 3F2
jj3j j;j+1+jj3j; r
1;jj3j m
2
1 =
(j + j3 + 1)(j   j3 + 1)(m  2j)
2(j + 1)(2j + 1)
3F2
 1+jj3j j;j+2+jj3j; r
1;jj3j m
2
1
 

m
2
  (m+ 2)(j
3)2
2j(j + 1)

3F2
jj3j j;j+1+jj3j; r
1;jj3j m
2
1
+
(j + j3)(j   j3)(m+ 2j + 2)
2j(2j + 1)
3F2

1+jj3j j;j+jj3j; r
1;jj3j m
2
1
Consequently, our recursion relation is solved by
Cr;j3(j) = ( 1)m2  p
m
2

!
s
(2j + 1) 
m
2
  j!  m
2
+ j + 1

!
3F2

jj3j j;j+jj3j+1; r
jj3j m
2
;1
1
(4.16)
jj3j  j  m
2
; 0  r  m
2
  jj3j
and
Cq;k3(k) = ( 1)
p
2
 q
p
2

!
s
(2k + 1) 
p
2
  k!  p
2
+ k + 1

!
3F2

jk3j k;k+jk3j+1; q
jk3j  p
2
;1
1
(4.17)
jk3j  k  p
2
; 0  q  p
2
  jk3j :
The associated eigenvalues are
 rq;j3;k3 =  2(r + q) = 0; 2; 4; :::; (m  2jj3j+ p  2jk3j) :
Our eigenfunctions are essentially the Hahn polynomials. It is a well known
fact that the Hahn polynomials are closely related to the Clebsch-Gordan
coecients of SU(2) [76].
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The eigenproblem of the dilatation operator now reduces to solving

X
b1
f(b0; b1)Orq;j3;k3(b0; b1) =  rq;j3;k3
X
b1
f(b0; b1)Orq;j3;k3(b0; b1) :
This eigenproblem implies f(b0; b1) satisfy the recursion relation
 rq;j3;k3g2YM [
p
(N + b0)(N + b0 + b1)(f(b0   1; b1 + 2) + f(b0 + 1; b1   2))
 (2N + 2b0 + b1)f(b0; b1)] = f(b0; b1) : (4.18)
Since we work at large N , we can replace (4.18) by
f(b0; b1) =  rq;j3;k3g2YM [
p
(N + b0)(N + b0 + b1 + 1)f(b0   1; b1 + 2)
+
p
(N + b0 + 1)(N + b0 + b1)f(b0 + 1; b1   2)  (2N + 2b0 + b1)f(b1; b1)] :
This recursion relation is precisely the recursion relation of the nite oscillator
[87]! In the continuum limit (which corresponds to the large N limit) we
recover the usual description of the harmonic oscillator, demonstrating rather
explicitly that the eigenproblem of the dilatation operator reduces to solving
a set of decoupled harmonic oscillators. The solution to (4.18) is [87]
f(b0; b1) = ( 1)n(1
2
)N+b0+
b1
2
q 
2N+2b0+b1
N+b0+b1
  
2N+2b0+b1
n

2F1(
 n; (N+b0+b1)
 (2N+2b0+b1)
2) :
(4.19)
These solutions are closely related to the symmetric Kravchuk polynomial
Kn(x; 1=q; p) dened by
2F1
  n; x
 p ; q

= Kn(x; 1=q; p) :
The corresponding eigenvalue is  = 2nrq;j3;k3g
2
YM . Recall that b1  0 so that
only half of the wavefunctions are selected (those that vanish when b1 = 0) and
consequently the eigenvalue  level spacing is 4rq;j3;k3g
2
YM = 8(p+ q)g
2
YM .
4.2.5 Discussion
We have studied the action of the dilatation operator on restricted Schur poly-
nomials R;(r;s;t)(Z; Y;X), built from three complex scalars X, Y and Z and
labeled by Young diagrams with at most two rows or two columns. The oper-
ators have O(N) elds of each of the three avors, but there are many many
more Zs than Xs or Y s. Our main result is that the dilatation operator re-
duces to a set of decoupled oscillators and is hence an integrable system. If we
have m Y s and p Xs with p;m both even, we obtain a set of oscillators with
frequency !ij and degeneracy dij given by
!ij = 8(i+ j)g
2
YM ; dij = (2(m  i) + 1) (2(p  j) + 1) ;
i = 0; 1; :::;m; j = 0; 1; :::; p :
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If p is even and m is odd we have
!ij = 8(i+ j)g
2
YM ; dij = 2 (m  i+ 1) (2(p  j) + 1) ;
i = 0; 1; :::;m; j = 0; 1; :::; p :
If m is even and p is odd we have
!ij = 8(i+ j)g
2
YM ; dij = 2 (2(m  i) + 1) (p  j + 1) ;
i = 0; 1; :::;m; j = 0; 1; :::; p :
If both p and m are odd we have
!ij = 8(i+ j)g
2
YM ; dij = 4 (m  i+ 1) (p  j + 1) ;
i = 0; 1; :::;m; j = 0; 1; :::; p :
The oscillators corresponding to a zero frequency are BPS operators built using
three complex scalars X, Y and Z.
The form of the dilatation operator (4.11) is intriguing: it looks like the
sum of two of the dilatation operators computed in [53], with one acting on the
Y s (with quantum numbers k; k3) and one acting on the Xs (with quantum
numbers j; j3). With the benet of hindsight, could we have anticipated this
structure? The bulk of our eort involved evaluating traces like this one
Tr
h
 R((p+m+ 1; p+ 1));PR!(r;s;t)
i
IR0 T 0

h
 T ((p+m+ 1; p+ 1)); PT!(u;v;w)
i
IT 0 R0

:
Notice that both  R((p + m + 1; p + 1)) and IR0 T 0 do not act on the rst
p sites of the spin chain. Further, our projector factorizes into a projector
acting on the rst p sites times a projector acting on the remaining m sites.
Consequently, the trace over the rst p sites gives twdw. The trace that
remains is exactly of the form considered in [53], explaining our nal answer
(4.11). An important new feature we have found here, described in detail in
Appendix C, is that before making the approximations described in section
3.1, the spectrum of the dilatation operator is not equivalent to a collection of
harmonic oscillators. This is similar to what one nds in the sector of operators
with a bare dimension of order O(1): in the large N limit (which in this case
is the planar limit) one obtains an integrable system. Adding 1=N corrections
seems to spoil the integrability [84, 85].
Apart from computing the spectrum of the dilatation operator, we have
managed to compute the associated eigenstates. These states are given in
terms of Kravchuk polynomials and Hahn polynomials. The Hahn polynomi-
als are closely related to the wave functions of the one dimensional harmonic
oscillator[87] while the Hahn polynomials are closely related to the wave func-
tions of the 2d radial oscillator[53]. The argument of these polynomials are
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given by j, k or b1, which have a direct link to the Young diagrams labeling
the operators, as summarized for example in Figure 4.212. Thus, the \space"
on which the wave functions are dened comes from the Young diagram itself.
Based on our experience with the half BPS sector, it is natural to associate
each one of the rows of the Young diagram with each one of the giant gravitons.
Recalling that Y = 3 + i4 we know that the number of Y s in each operator
tells us the angular momentum of the operator in the 3-4 plane. Similarly, the
number of Xs in each operator tells us the angular momentum of the operator
in the 5-6 plane and the number of Xs in each operator tells us the angular
momentum of the operator in the 1-2 plane. Giving an angular momentum to
the giant gravitons will cause them to expand as a consequence of the Myers
eect[78]. Thus, for example, the separation between the two gravitons in
the 3-4 plane will be related to the dierence in angular momenta of the two
giants. Consequently, the quantum number k is acting like a coordinate for
the radial separation between the two giants in the 3-4 plane. Thus, we see
very concretely the emergence of local physics from the system of Young dia-
grams labeling the restricted Schur polynomial. This is strongly reminiscent
of the 1/2 BPS case where the Schur polynomials provide wave functions for
fermions in a harmonic oscillator potential and further, these wave functions
very naturally reproduce features of the geometries and the phase space [88].
For the matrix model we are studying here it is not true that the matrices
Z,Y ,X commute, we can't simultaneously diagonalize them and there is no
analog of the eigenvalue basis that is so useful for the large N dynamics of
single matrix models. For the subsystem describing the BPS states however
[79] has argued that the matrices might commute in the interacting theory
and hence there may be a description in terms of eigenvalues. The argument
uses the fact that the weak coupling and strong coupling limits of the BPS
sector agree and the fact that at strong coupling we can be condent that
the matrices commute. If this is the case, the eigenvalue dynamics should be
the dynamics in an oscillator potential with repulsions preventing the collision
of eigenvalues. We have described a part of the BPS sector (as well as non-
BPS operators) among the operators we have studied. We do indeed nd the
dynamics of harmonic oscillators. In the case of a single matrix it is possible
to associate the rows of the Young diagram labeling a Schur polynomial with
the eigenvalues of the matrix [80]. This provides a connection between the
eigenvalue description and the Schur polynomial description for single matrix
models. Our results suggest this might have a generalization to multimatrix
models.
The operators we have considered are dual to giant gravitons. A connection
between the geometry of giant gravitons and harmonic oscillators was already
uncovered in [81, 82, 83]. This work quantizes the moduli space of Mikhailov's
giant gravitons so that one is capturing a huge space of states. It is this huge
12The Young diagram r is not shown in Figure 4.2. The number of columns with a single
box is given by b1.
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space of states that connects to harmonic oscillators. Our study is focused
on a two giant system. Consequently, the oscillators that we have found are
associated to this two giant system and excitations of it. It is natural to think
that our oscillators arise from the quantization of the possible excitation modes
of a giant graviton.
4.3 Two Loop SU(2) Sector
In this section we study the action of two loop dilatation operator of N = 4
SYM theory in the SU(2) sector. Our discussion from here on is for a general
Young diagram. For this reason we need to reinstate the multiplicity labels.
4.3.1 Two Loop Dilatation Operator
Our goal is to evaluate the action of the two loop dilatation operator in the
SU(2) sector [51]
D4 =   2g2 : Tr

[Y; Z] ;
@
@Z
 
@
@Y
;
@
@Z

; Z

:
  2g2 : Tr

[Y; Z] ;
@
@Y
 
@
@Y
;
@
@Z

; Y

:
  2g2 : Tr

[[Y; Z] ; T a]

@
@Y
;
@
@Z

; T a

: ; (4.20)
g =
g2YM
162
; (4.21)
on restricted Schur polynomials. The normal ordering symbols here indicate
that derivatives within the normal ordering symbols do not act on elds inside
the normal ordering symbols. For the operators we study, n m so that only
the rst term in D4 will contribute. We have in mind a systematic expansion
in two parameters: 1
N
and m
n
. In Appenidx H we show that keeping only
the rst term in D4 corresponds to the computation of the leading term in
this double expansion. The evaluation of the action of the one loop dilatation
operator was carried out in [52]. The two loop computation uses many of
the same techniques but there are a number of subtle points that must be
treated correctly. The computation can be split into the evaluation of two
types of terms, one having all derivatives adjacent to each other (for example
Tr(ZY Z@Z@Y @Z)) and one in which only two of the derivatives are adjacent
(for example Tr(Y Z@ZZ@Y @Z)). We will deal with an example of each term
paying special attention to points that must be treated with care.
First Term: Start by allowing the derivatives to act on the restricted Schur
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polynomial
Tr(ZYZ@Z@Y@Z)R;(r;s)(Z; Y ) =
mn(n  1)
n!m!
X
 2Sn+m
Tr(r;s)( 
(R)((1;m+ 2) (m+ 1;m+ 2)))
 i1i (1)Y i2i (2)   Y imi (m)(ZY Z)
im+1
i (m+1)

im+2
i (m+2)
Z
im+3
i (m+3)
  Z im+ni (m+n) :
(4.22)
The two delta functions will reduce the sum over Sn+m to a sum over an Sn+m 2
subgroup. This sum is most easily evaluated using the reduction rule of [71, 48].
The reduction rule rewrites the sum over Sn+m as a sum over Sn+m 2 and its
cosets. This is most easily done by making use of Jucys-Murphy elements
whose action is easily evaluated. To employ the same strategy in the current
computation, the action of the Jucys-Murphy element will only be the simple
one if we swap the delta function from slot m+ 2 to slot 2. This gives
mn(n  1)
n!m!
X
 2Sn+m 2
Tr(r;s)( 
(R)((1;m+ 2)(2;m+ 2) (2;m+ 2)C^(m+ 1;m+ 2)))
 Y i3i (3)   Y imi (m)(ZY Z)
im+1
i (m+1)
Y
im+2
i (m+2)
Z
im+3
i (m+3)
  Zim+ni (m+n) (4.23)
where C^ = (N + J2)(N + J3) with Ji a Jucys-Murphy element
Ji =
n+mX
k=i
(i  1; k) : (4.24)
Since we sum over the Sn+m 2 subgroup, we can decompose R ` m+ n into a
direct sum of terms which involve the irreps R00 ` m+n 2 of the subgroup13.
As usual [71, 48], for each term in the sum, C^ is equal to the product of the
factors of the boxes that must be removed from R to obtain R00. To rewrite
the result in terms of restricted Schur polynomials, note that
Y i3i (3)   Y imi (m)(ZY Z)
im+1
i (m+1)
Y
im+2
i (m+2)
Z
im+3
i (m+3)
  Zim+ni (m+n)
= Tr
 
 (2;m+ 1; 1)Y 
 Z 
 Y 
m 2 
 Z 
 Y 
 Z
n 2
= Tr
 
(2;m+ 2) (2;m+ 1; 1)(2;m+ 2)Y 
m 
 Z
n (4.25)
and make use of the identity(4.2). After this rewriting the sum over Sn+m 2
can be carried out using the fundamental orthogonality relation. The result isX
T;(t;u)
X
R00;T 00
dTn(n  1)m
dtdudR00(n+m)(n+m  1)cRR
0cR0R00 T;(t;u)(Z; Y )
13In general if R denotes a Young diagram, then R0 denotes a Young diagram that can be
obtained from R by removing one box, R00 denotes a Young diagram that can be obtained
from R by removing two boxes etc.
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Tr(IT 00R00(2;m+ 2;m+ 1)PR;(r;s)(1;m+ 2; 2)IR00T 00(2;m+ 2)
PT;(t;u)(m+ 2; 2; 1;m+ 1))
The intertwiner IR00 T 00 is a map (see Appendix D of [54] for details on its
properties) from irrep R00 to irrep T 00. It is only non-zero if R00 and T 00 have
the same shape. Thus, to get a non-zero result R and T must dier at most,
by the placement of two boxes. We make further comments relevant for this
trace before equation (4.26) below.
Second Term: Evaluation of the second term is very similar. In this case
however, taking the derivatives produces a single delta function, which will
reduce the sum over Sn+m to a sum over Sn+m 1. The delta function should
be in slot 1. The reader wanting to check an example may nd it useful to
verify that
: Tr(Y Z@ZZ@Y @Z) : R;(r;s)(Z; Y ) =
X
T;(t;u)
X
R0;T 0
dTn(n  1)m
dtdudR0(n+m)
cRR0
Tr(IT 0R0(1;m+ 2;m+ 1)PR;(r;s)IR0T 0(1;m+ 1)PT;(t;u))T;(t;u)(Z; Y )
The intertwiner IR0 T 0 is a map from irrep R
0 to irrep T 0. It is only non-zero if
R0 and T 0 have the same shape. Thus, to get a non-zero result R and T must
dier at most, by the placement of a single box. It is perhaps useful to spell
out explicitely the meaning of the trace above. The above trace is taken over
the reducible Sn+m representation R  T . In addition, the projectors within
the trace allow us to rewrite the permutations appearing in the trace as
Tr

IT 0R0 (R)

(1;m+ 2;m+ 1)

PR;(r;s)IR0T 0 
(T )

(1;m+ 1)

PT;(t;u)

(4.26)
The nal result for the action of the dilatation operator is (this includes
only the rst term in (4.20) since n m)
D4R;(r;s)(Z; Y ) =
 2g2
X
T;(t;u)
X
R0 T 0
dTn(n  1)mcRR0
dtdudR0(n+m)
M
(b)
R;(r;s) T;(t;u)T;(t;u)(Z; Y )
 2g2
X
T;(t;u)
X
R00 T 00
dTn(n  1)mcRR0cR0R00
dtdudR00(n+m)(n+m  1)M
(a)
R;(r;s) T;(t;u)T;(t;u)(Z; Y )
where
M
(a)
R;(r;s) T;(t;u) = Tr
 
IT 00R00(2;m+ 2)PR;(r;s)C1IR00T 00(2;m+ 2)PT;(t;u)C1

+Tr
 
IT 00R00C2PR;(r;s)(2;m+ 2)IR00T 00C2PT;(t;u)(2;m+ 2)

(4.27)
C1 =

(m+ 2; 2; 1); (1;m+ 1)

; C2 =  CT1 =

(m+ 2; 1; 2); (1;m+ 1)

(4.28)
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and
M
(b)
R;(r;s) T;(t;u) = Tr
 
IT 0R0C3IR0T 0

(1;m+ 1); PT;(t;u)

+Tr
 
IT 0R0C4IR0T 0

(1;m+ 1); PT;(t;u)

(4.29)
C3 =

(1;m+ 2;m+ 1); PR;(r;s)

; C4 =

(1;m+ 1;m+ 2); PR;(r;s)

:(4.30)
This formula is correct to all orders in 1=N . Denote the number of rows in the
Young diagram R labeling the restricted Schur polynomial by p. This implies
that, since R subduces Sn  Sm representation (r; s) and n  m that r has
p rows and s has at most p rows. Now we will make use of the displaced
corners approximation. To see how this works, recall that to subduce r ` n
from R ` m+ n we remove m boxes from R. Each removed box is associated
with a vector in a p dimensional vector space Vp. Thus, the m removed boxes
associated with the Y s thus dene a vector in V 
mp . In the displaced corners
approximation, the trace over R  T factorizes into a trace over r  t and a
trace over V 
mp . The structure of the projector
PR;(r;s) = Ir 

X
r
s; ; a
s; ; b;
makes it clear that the bulk of the work is in evaluating the trace over V 
mp .
This trace can be evaluated using the methods developed in [54]. Introduce
a basis for the fundamental representation of the Lie algebra u(p) given by
(Eij)ab = iajb. Recall the product rule
EijEkl = jkEil (4.31)
which we use extensively below. If a box is removed from row i it is associated
to a vector vi which is an eigenstate of Eii with eigenvalue 1. The intertwining
maps can be written in terms of the Eij. For example, if we remove two boxes
from row i of R and two boxes from row j of T , assuming that R00 and T 00 have
the same shape, we have
IT 00R00 = E
(1)
ji E
(2)
ji : (4.32)
A big advantage of realizing the intertwiners in this way is that it is simple to
evaluate the product of symmetric group elements with the intertwiners. For
example, using the identication (for background, see for example [57])
(1; 2;m+ 1) = Tr
 
E(1)E(2)E(m+1)

; (4.33)
we easily nd
(1; 2;m+ 1)IT 00R00 = E
(1)
kl E
(2)
lmE
(m+1)
mk E
(1)
ji E
(2)
ji = E
(1)
ki E
(2)
ji E
(m+1)
jk (4.34)
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This is now enough to evaluate the traces appearing in (4.27) and (4.29). The
normalized operators are given by
R;(r;s)(Z; Y ) =
r
fR hooksR
hooksr hookss
OR;(r;s)(Z; Y ) :
The components mi of the vector ~m(R) record the number of boxes removed
from row i of R to produce r. In the SU(2) sector, both the one loop dilatation
operator[54] and the two loop dilatation operator conserve ~m(R), recorded in
the factor ~m(R)~m(T ) in (4.35) below. In terms of these normalized operators
the dilatation operator takes the form
D4OR;(r;s)12 =
 2g2
X
u 1 2
~m(R)~m(T )M
(ij)
s12 ;u12


(1)
ij +
(2)
ij

OR;(r;u)12 ; (4.35)
where
M (ij)s12 ;u12 =
mp
duds
D
~m; s; 2 ; ajE(1)ii j~m; u; 2 ; b
ED
~m; u; 1 ; bjE(1)jj j~m; s; 2 ; a
E
+
D
~m; s; 2 ; ajE(1)jj j~m; u; 2 ; b
ED
~m; u; 1 ; bjE(1)ii j~m; s; 2 ; a
E
:
To spell out the action of the operators 
(1)
ij and 
(2)
ij we will need a little
more notation. Denote the row lengths of r by ri. The Young diagram r
+
ij
is obtained by deleting a box from row j and adding it to row i. The Young
diagram r ij is obtained by deleting a box from row i and adding it to row j.
In terms of these Young diagrams dene
0ijOR;(r;s)12 =  (2N + ri + rj)OR;(r;s)12 ; (4.36)
+ijOR;(r;s)12 =
q
(N + ri)(N + rj)OR+ij ;(r
+
ij ;s)12
; (4.37)
 ijOR;(r;s)12 =
q
(N + ri)(N + rj)OR ij ;(r
 
ij ;s)12
: (4.38)
We can now write

(1)
ij = n(
+
ij +
0
ij +
 
ij); (4.39)

(2)
ij = (
+
ij)
2 +0ij
+
ij + 2
+
ij
 
ij +
0
ij
 
ij + (
 
ij)
2 : (4.40)
This completes the evaluation of the dilatation operator.
Our result for 
(2)
ij deserves a comment. The intertwiners IT 00R00 appearing
in (4.27) only force the shapes of T and R to agree when two boxes have been
removed from each. One might imagine removing a box from rows i; j of R
to obtain R00 and from rows k; l of T to obtain T 00, implying that in total four
rows could participate. We see from 
(2)
ij that this is not the case - the mixing
is much more constrained with only two rows participating. We discuss this
point further in Appendix I.
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4.3.2 Spectrum
An interesting feature of the result (4.35) is that the action of the dilatation
operator has factored into the product of two actions: 
(1)
ij + 
(2)
ij acts only
on Young diagram r i.e. on the Zs, while M
(ij)
s12 ;u12 acts only on Young
diagram s, i.e. on the Y s. This factored form, which also arises at one loop,
implies that we can diagonalize on the s12;u12 and the R; r;T; t labels
separately. The diagonalization on the s12;u12 labels is identical to the
diagonalization problem which arises at one loop. The solution was obtained
analytically for two rows in [53] and then in general in [89]. Each possible
open string conguation consistent with the Gauss Law constraint can be
identied with an element of a double coset. A very natural basis of functions,
constructed from representation theory, is suggested by Fourier transformation
applied to this double coset. In this way [89] constructed an explicit formula for
the wavefunction which solves the s12;u12 diagonalization. The resulting
Gauss graph operators are labeled by elements of the double coset. The explicit
solution obtained in [89] is
OR;r() =
jHjp
m!
X
j;k
X
s`m
X
1;2
p
ds 
(s)
jk ()B
s!1H
j1
Bs!1Hk2 OR;(r;s)12 ; (4.41)
where the group H = Sm1  Sm2      Smp and the branching coecients
Bs!1Hj1 provide a resolution of the projector from irrep s of Sm onto the trivial
representation of H
1
jHj
X
2H
 
(s)
ik () =
X

Bs!1Hi B
s!1H
k : (4.42)
The action of the dilatation operator on the Gauss graph operator is
D4OR;r() =  2g2
X
i<j
nij()


(1)
ij +
(2)
ij

OR;r(): (4.43)
The numbers nij() can be read o of the element of the double coset . Each
possible Gauss operator is given by a set of m open strings stretched between
p dierent giant graviton branes. As an example, consider p = 4 with m = 5.
Two possible congurations are shown in Figure 4.3. Label the open strings
with integers from 1 to m = 5 for our example. The double coset element
can then be read straight from the open string conguration by recording how
the open strings are ordered as closed circuits in the graph are traversed. For
the graphs shown, (a) corresponds to  = (1245)(3) and (b) corresponds to
 = (12)(34)(5). The numbers nij() tell us how many strings stetch between
branes i and j. The branes themselves are numbered with integers from 1 to
p, as shown in Figure 4.4 for our example. Thus, for (a) the non-zero nij are
n12 = 1, n23 = 1, n34 = 1, and n14 = 1. Notice that we don't record strings
that emanate and terminate on the same brane - string 3 in (a) or string 5 in
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Figure 4.3: Two possible congurations for operators with p = 4 and m = 5.
Figure 4.4: Labeling of the giant graviton branes.
(b), in this example. For (b) the non-zero nij are n12 = 2 and n34 = 2. For
the details, see [89].
To obtain the anomalous dimensions, inspection of (4.43) shows that we
now have to solve the eigenproblem of 
(1)
ij and 
(2)
ij . The operator 
(1)
ij is
simply a scaled version of the operator which plays a role in the one loop
dilatation operator. The corresponding operator which participates at one loop
was identied as an element of u(p) [99]. It is related to a system of p particles
in a line with 2-body harmonic oscillator interactions[99]. The operator 
(2)
ij
is new. Following [99], a useful approach is to study the continuum limit of

(1)
ij and 
(2)
ij . Towards this end, introduce the variables
yj =
rj+1   r1p
N + r1
; j = 1; 2; 3; :::; p  1 (4.44)
which become continuous variables in the large N limit. We have numbered
rows so that r1 < r2 <    < rp. In the continuum limit our Gauss graph
operators become functions of yi
OR;r()  O ~m(R)(; r1; r2;    ; rp)! O ~m(R)(r1; y1;    ; yp 1): (4.45)
Using the expansionsq
(N + ri)(N + rj) =
N + r1 +
yi + yj
2
p
N + r1   (yi   yj)
2
8
+O

1p
N + r1

; (4.46)
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and
O ~m(R)(r1; y1;    ; yi + 1p
N + r1
;    ; yj   1p
N + r1
;    ; yp 1)
= O ~m(R)(r1; y1;    ; yp 1) + 1p
N + r1
@
@yi
O ~m(R)(r1; y1;    ; yp 1)
  1p
N + r1
@
@yj
O ~m(R)(r1; y1;    ; yp 1)
+
1
2(N + r1)

@
@yi
  @
@yj
2
O ~m(R)(r1; y1;    ; yp 1); (4.47)
we nd that in the continuum limit

(1)
i+1 j+1OR;r()! n
"
@
@yi
  @
@yj
2
  (yi   yj)
2
4
#
O ~m(R)(r1; y1;    ; yp 1); (4.48)

(1)
1 i+1OR;r()! n
24 2 @
@yi
+
X
j 6=i
@
@yj
!2
  y
2
i
4
35O ~m(R)(r1; y1;    ; yp 1);(4.49)
and

(2)
i+1 j+1OR;r()! 2(N + r1)
"
@
@yi
  @
@yj
2
  (yi   yj)
2
4
#
O ~m(R)(r1; y1;    ; yp 1); (4.50)

(2)
1 i+1OR;r()! 2(N + r1)
24 2 @
@yi
+
X
j 6=i
@
@yj
!2
  y
2
i
4
35
O ~m(R)(r1; y1;    ; yp 1): (4.51)
Remarkably, in the continuum limit both 
(1)
ij and 
(2)
ij have reduced to scaled
versions of exactly the same operator that appears in the one loop problem. In
the Appendix G we argue for the same conclusion without taking a continuum
limit. This implies that the operators that have a good scaling dimension at
one loop are uncorrected at two loops.
It is now straight forward to obtain the two loop anomalous dimension for
any operator of interest. An instructive and simple example is provided by
p = 2 with14 n12 = n
+
12+n
 
12 6= 0. In this case, the anomalous dimension (g2)
which is the eigenvalue of
D = D2 +D4; (4.52)
14The number n+12 counts the number of open strings stretching from giant graviton 1 to
giant graviton 2; the number n 12 counts the number of open strings stretching from giant
graviton 2 to giant graviton 1. The Gauss Law constraint forces n+12 = n
 
12. See [89] for
more details.
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with15
D2 =  2g : Tr

[Y; Z]

@
@Y
;
@
@Z

:; (4.53)
and D4 given in (4.20), is
 = 16qn+12
 
g + (2N + 2r1 + n)g
2

; (4.54)
q = 0; 1; 2; ::;M n12 = 0; 1; 2; ::: (4.55)
where the upper cut o M is itself a number of order N . Clearly, if the g2
term is to be a small correction to the leading term, we must hold g  gN
xed, which corresponds to the usual 't Hooft limit. The fact that the usual
't Hooft scaling leads to a sensible perturbative expansion in this sector of the
theory was already understood in [86]. We then nd
 =
16qn12
N
 
g + (2 + 2
r1
N
+
n
N
)2g

: (4.56)
For a given open string plus giant system (i.e. a given n12), in the large N
limit, x = q
N
varies continuously from 0 to x = M
N
implying that the spectrum
of anomalous dimensions
 = 16xn12
 
g + (2 + 2
r1
N
+
n
N
)2g

; (4.57)
is itself continuous. At nite N this spectrum is discrete. Notice that since
both n and r1 are of order N , all three terms multiplying 
2
g in (4.57) are of
the same size. Note that the value for  (4.57) will recieve both 1
N
corrections
and m
n
corrections.
4.3.3 Discussion
We conclude this section by collecting our results as a set of questions and
their answers.
1 Is the dilatation operator integrable in the large N displaced
corners approximation at higher loops?
We don't know. We have however been able to argue that the dilatation op-
erator is integrable in the large N displaced corners approximation at two
loops. This requires both sending N ! 1 and keeping m  n to ensure the
validity of the displaced corners approximation. At large N with m  n we
do not know how to compute the action of the dilatation operator and hence
integrability in this situation is an interesting open problem. It seems reason-
able to hope that integrability will persist in the large N displaced corners
approximation at higher loops.
15The normalization for both D2 and D4 follows [51]. This normalization for D2 is a
factor of 2 larger than the normalization used in [65, 52, 53, 56, 93, 54, 89, 99].
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2 Do the OR;r() of [89] continue to solve the Y eigenproblem at
higher loops?
Yes, the Gauss graph operators do indeed solve the Y eigenproblem at two
loops. The Y eigenproblem at two loops is identical to the Y eigenprob-
lem at one loop, so that even the eigenvalues (given by nij() in (4.43) ) are
unchanged. The fact that the Gauss operators continue to solve the Y eigen-
problem does not depend sensitively on the coecients of the individual terms
in the two loop dilatation operator (see Appendix C).
3 Can the two loop Z eigenproblem be mapped to a system of p
particles, again using the Lie algebra of U(p)?
We have indeed managed to map the Z eigenproblem to the dynamics of p
particles (in the center of mass frame). The two loop problem again has a very
natural phrasing in terms of the Lie algebra of U(p). The one loop and two
loop problems are dierent: they share the same eigenstates but have dierent
eigenvalues. The fact that the eigenstates are the same does depend sensitively
on the coecients of the individual terms in the two loop dilatation operator
(see Appendix C).
4 Does the two loop correction to the anomalous dimension de-
termine the precise limit that should be taken to get a sensible
perturbative expansion?
Yes - requiring that the two loop correction in (4.56) is small compared to the
one loop term clearly implies that we should be taking the standard 't Hooft
limit. Our result then has an interesting consequence: at large N , x = q=N
becomes a continuous parameter and we recover a continuous energy spectrum.
This is clearly related to [90]. At any nite N the spectrum is discrete.
Our discussion has been developed for operators with a label R that has p
long rows, which are dual to giant gravitons wrapping an S3 AdS5. Operators
labeled by an R that has p long columns are dual to giant gravitons wrapping
an S3 S5. The anomalous dimensions for these operators are easily obtained
from our results in this section (see section D.6 of [54] for a discussion of this
connnection). The 
(1)
ij for this case is obtained by replacing the ri !  ri
and rj !  rj in (4.48) and (4.49), while (2)ij for this case is obtained by
replacing the ri !  ri and rj !  rj in (4.50) and (4.51). The result (4.43) is
unchanged when written in terms of the new 
(1)
ij and 
(2)
ij .
Finally, the fact that our operators are not corrected at two loops is remark-
able. It is natural now to conjecture that they are in fact exact and will not
be corrected at any higher loop. This is somewhat reminiscent of the BMN
operators[91]. In that case it is possible to determine the exact anomalous
dimensions as a function of the 't Hooft coupling g[92].
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Chapter 5
Nonplanar Integrability in
ABJ(M) Theory
In this chapter we study the action of two loop dilatation operator of ABJM
and ABJ theories. For brevity, we refer to both of them by ABJ(M) theory. In
the case of ABJM theory, we study the spectrum of the nonplanar dilatation
operator at two loops in the SU(2)  SU(2) subsector using the restricted
Schur polynomials introduced in chapter 3. As we have seen in chapter 3,
these restricted Schur polynomials provide a basis for the local gauge invariant
operators for theories with gauge group U(N)U(N). We then generalize our
study to Chern-Simons theory with gauge group U(M)  U(N). As we will
see, this class of theories exhibit parity violation. A connection between parity
in the eld theory and the holonomy of the string theory dual is conrmed.
This chapter is based on [97] and [98].
5.1 Action of the Dilatation Operator
The two loop dilatation generator in the sector with n2 = 0 is [95]
D =  

4
k
2
: Tr
h 
By2A1B
y
1  By1A1By2
 @
@By2
@
@A1
@
@By1
  @
@By1
@
@A1
@
@By2
i
: :
We will compute the action of the dilatation operator on operators normalized
so that
hO^R;frgO^yS;fsgi = fRRSfrgfsg :
This choice of normalization makes the present problem look as similar as
possible to that of [52]. The relation of these normalized operators (indicated
with a hat) to the operators of subsection 3.5.2 is
OR;frg =
s
hooksR fR
hooksr11 hooksr12
O^R;frg :
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Using the methods of [65, 52], it is straight forward to obtain
DO^R;frg =
X
S;fsg
MR;frg;S;fsgO^S;fsg
where
MR;frg;S;fsg =
s
hooksS fS hooksr11 hooksr12
hooksR fR hookss11 hookss12
X
R0
m1m2 dS cRR0
ds11 ds12 ndR0


h
NTr
 
IS0R0

 R
 
(1;m2 + 1)

; PR;frg

IR0S0C

+
+Tr
 
IS0R0

 R
 
(1;m2 + 1)

PR;frg R
 
(1;m2 + 1)
  PR;frgIR0S0C+
+(m1   1)Tr
 
IS0R0

 R
 
(1;m2 + 1)

PR;frg R
 
(1;m2 + 2)

  S
 
(m2 + 2; 1;m2 + 1)

PR;frg

IR0S0C

+(m2   1)
Tr
 
IS0R0

 R
 
(1;m2 + 1)

PR;frg R
 
(1; 2)

 PR;frg S
 
(2; 1;m2 + 1)

IR0S0C
i
and
C =

PS;fsg; S ((1;m2 + 1))

:
To obtain this result we have used the rst m2 slots for the 12s and the next
m1 slots for the 11s.
We will study the spectrum of anomalous dimensions for operators whose
labels R; frg are all Young diagrams with two long rows. In this case we can
use U(2) group theory to construct the projectors as explained in [53, 54]. The
extension to operators whose labels R; frg are all Young diagrams with p long
rows is also possible; in this case U(p) group theory is used[54]. To set up
the two long rows problem, we will employ a more convenient labeling for our
operators. Notice that m1 and m2 are xed. We study the limit in which both
m1 and m2 are O(N), but m2  m1. Denote the number of boxes in row 1 of
r12 minus the number of boxes in row 2 by 2j. The number of boxes in row 2
is thus m2 2j
2
. For m2 = 24 and j = 4 we have
r12 =
In this way, we trade r12 for an integer j. Next, imagine that to obtain r11 from
R we need to pull 1 boxes from the rst row of R and 2 boxes from the second
row of R. Since we know that 1+2 = m2 it is enough to specify 1 2  2j3.
Finally, we will trade r11 for the two integers b0 and b1. b1 is the number of
columns with a single box while b0 is the number of columns containing two
boxes. Note that this notation is redundant because 2b0 + b1 = m1. Thus,
we trade the three Young diagrams R; r11; r12 for the integers b0; b1; j; j
3. See
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Figure 5.1 for a summary. Using the ideas developed in [53, 54] we nd after
a straight forward but tedious computation
DO^j;j3(b0; b1) =

4
k
2 
 N
2

m2   (m2 + 2)(j
3)2
j(j + 1)

(5.1)
 m
2
2
4
+m2 + j
2
3   j(j + 1) 
j23(4 m22)
4j(j + 1)

O^j;j3(b0; b1)
+N
s
(m2 + 2j + 4)(m2   2j)
(2j + 1)(2j + 3)
(j + j3 + 1)(j   j3 + 1)
2(j + 1)

1 +
m2   2j   4
2N


O^j+1;j3(b0; b1) +
s
(m2 + 2j + 2)(m2   2j + 2)
(2j + 1)(2j   1)
(j + j3)(j   j3)
2j

1 +
m2   2j   2
2N

O^j 1;j3(b0; b1)

where
O^j;j3(b0; b1) =p
(N + b0)(N + b0 + b1)(O^j;j3(b0 + 1; b1   2) + O^j;j3(b0   1; b1 + 2))
  (2N + 2b0 + b1)O^j;j3(b0; b1): (5.2)
This is remarkably similar to the result obtained for two row restricted Schurs
in the SU(2) sector of N = 4 super Yang Mills theory[53]. In particular, the
fact that only the combination Oj;j3(b0; b1) appears implies that after we have
diagonalized on the j label, the problem of diagonalizing on the b0; b1 labels
again reduces to diagonalizing a set of decoupled harmonic oscillators.
Figure 5.1: A summary of the U(2) labeling.
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5.2 Spectrum of Anomalous Dimensions
For the SU(2) sector of N = 4 super Yang-Mills theory [99] have proved that
studying the dilatation operator in a continuum limit reproduces the spectrum
obtained by solving the original discrete anomalous dimension eigenvalue prob-
lem. In this section we will consider a continuum limit of the diltation operator
that reduces to the problem studied in [53].
Consider rst the problem of diagonalizing on the b0; b1 labels. We intro-
duce x = 2 b1p
N+b0
. For any nite arbitrarily large x we have b1 
p
N . In this
limit [53] show that the operator  dened in (5.2) reduces to the harmonic
oscillator Hamiltonian which is easily diagonalized. Consider next the problem
of diagonalizing on the j; j3 labels. To solve this problem we will consider the
double scaling limit dened by taking m2 ! 1, b1 ! 1 holding mb1    1
xed. In this case
q
2
m
j becomes a continuous variable. It is straight forward
to see that in this continuum limit, the action found for the dilatation opera-
tor in the previous section reduces to the continuum limit of the action of the
dilatation operator studied in [53]. From the results of that work we know that
if m2 = 2n we obtain a set of oscillators with frequency !i and degeneracy di
given by
!i = 8iN

4
k
2
; di = 2(n  i) + 1; i = 0; 1; :::; n :
and if m2 = 2n + 1 we obtain a set of oscillators with frequency !i and
degeneracy di given by
!i = 8iN

4
k
2
; di = 2(n  i+ 1); i = 0; 1; :::; n :
5.3 ABJ Dilatation Operator
ABJ theory is a three-dimensional N = 6 superconformal Chern-Simons-
matter theory with gauge group U (M)k  U (N) k and R-symmetry group
SU (4) : In this case the bifundamental scalar elds A and B transform as
A! A0 = U (M)AU (N)y;
B ! B0 = U (M)BU (N)y:
Therefore all traces constructed from the pairsABy are invariant under U (M)k
U (N) k gauge transformations.
The ABJ dilatation operator is closely related to the ABJM one, since both
of them come from the F-terms of the bosonic potential. The key dierence
is in their coupling constants. In ABJM theory the coupling constant is
 

N
2
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while in ABJ theory it is
 

N
 
^
M

where  = 4N
k
and ^ = 4M
k
. Therefore
in ABJ theory we have a double 't Hooft limit that is given by
N;M !1; k !1; ; ^ xed:
The dilatation operator of ABJ theory has a closed action on the SU(2)
SU(2) subsector built with one type of excitation eld B2 [96]. On this sector
the dilatation operator is
D =
 
V bosF
eff
=
  
N
^
M
: Tr

By2A1B
y
1   By1A1By2
 @
@By2
@
@A1
@
@By1
  @
@By1
@
@A1
@
@By2

:;
(5.3)
where A1 and B
y
1 are the \background" elds, and :: means that the elds in
(5.3) should not be self-contracted.
Following our study of the ABJM case, we will consider the action of the
dilatation operator (5.3) on the gauge invariant operators built from restricted
Schur polynomials for the gauge group U (M)k  U (N) k . With one type of
\excitation" By2 these polynomials are
OR;frg =
1Q
ij nij!
X
2Sn
Trfrg ( R ())
m2Y
j=1

A1B
y
2
aj
a(j)
nY
i=m2+1

A1B
y
1
ai
a(i)
;
(5.4)
where the labelR species an irreducible representation of the symmetric group
Sn and frg  fr12; r11g is an irreducible representation of Sn12  Sn11  Sn.
We have n12 + n11 = n.
In this expression m2 = n12 is the number of A1B
y
2 pairs and m1 = n11 is the
number of A1B
y
1 pairs. Since the number of background elds is much larger
than the number of excitation elds we have m2  m1.
As in the case of ABJM, we are interested in computing the action of ABJ
dilatation operator on normalized operators bOR;frg using the two point function
obtained in subsection 3.5.2. Before we study the action of the dilatation
operator on (5.4), it is important to point out that in ABJ theory both A and
B are matrix elds, and hence we have the following index structure
AkB
y
l
ai
a(i)
= (Ak)
ai


Byl

a(i)
;  = 1; 2; :::;M; (5.5)
where k; l 2 f1; 2g.
The result of acting with (5.3) on (5.4) is similar to the result obtained in [97].
The only dierence is in the contraction  which gives M instead of N . The
result is thus
DO^R;frg =
X
S;fsg
MR;frg;S;fsgO^S;fsg (5.6)
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where
MR;frg;S;fsg =
s
hooksS fS hooksr11 hooksr12
hooksR fR hookss11 hookss12
X
R0
m1m2 dS cRR0
ds11 ds12 ndR0


h
MTr
 
IS0R0

 R
 
(1;m2 + 1)

; PR;frg

IR0S0C

+
+Tr
 
IS0R0

 R
 
(1;m2 + 1)

PR;frg R
 
(1;m2 + 1)
  PR;frgIR0S0C+
+(m1   1)Tr
 
IS0R0

 R
 
(1;m2 + 1)

PR;frg R
 
(1;m2 + 2)

  S
 
(m2 + 2; 1;m2 + 1)

PR;frg

IR0S0C

+(m2   1)
Tr
 
IS0R0

 R
 
(1;m2 + 1)

PR;frg R
 
(1; 2)

 PR;frg S
 
(2; 1;m2 + 1)

IR0S0C
i
and
C =

PS;fsg; S ((1;m2 + 1))

:
5.4 Parity Operation
The action of the parity operator introduced in [96], on the trace of a product
of elds, inverts the order of the elds inside each of its traces. For example,
for a single trace operator we have:
P^ : Tr (Aa1Bb1 :::A
alBbl)! Tr (BblAal :::Bb1Aa1) ;
where ai; bi 2 1; 2. In this way, acting with the parity operation on the re-
stricted Schur polynomial (5.4) leads to
P^OR;frg =
1Q
ij nij!
X
2Sn
Trfrg
 
 R
 
 1
 m2Y
j=1

A1B
y
2
aj
a(j)
nY
i=m2+1

A1B
y
1
ai
a(i)
:
(5.7)
Therefore, parity changes  to  1.
The action of three-dimensional parity P takes the U(N + l)k  U(N) k su-
perconformal theory with M  N = l to the U(N)kU(N + l) k theory [101].
This means that parity ips the levels of the Chern-Simons terms, and con-
sequently produces a dierent theory. In this case, the action of (5.3) on a
U(N)k  U(N + l) k gauge invariant operator of the form (5.4) produces the
result (5.6) except that M changes to N .
5.5 Spectrum of Anomalous Dimensions
In ABJ theory, the spectrum of anomalous dimensions is similar to the ABJM
case [97]. The only dierence is that the sum over the dummy indices gives
M . The irrep r11 is obtained from R by removing 1 (or 2) boxes from the
75
rst (or the second) row of R respectively. Since we know that the removed
boxes 1 and 2 form the irrep r12 with 1 + 2 = m2, it is enough to specify
1   2  2j3. Specify the irrep r11 by b0 and b1 with 2b0 + b1 = m1 and b1 is
the number of boxes in the short row. Denote the number of boxes in the rst
row of r12 minus the number of boxes in the second row by 2j. The number of
boxes in the second row of r12 is thus
m2 2j
2
. The explicit evaluation of (5.6)
gives
DO^j;j3(b0; b1) =

4
k
2 
 M
2

m2   (m2 + 2)(j
3)2
j(j + 1)

(5.8)
 m
2
2
4
+m2 + j
2
3   j(j + 1) 
j23(4 m22)
4j(j + 1)

O^j;j3(b0; b1)
+M
s
(m2 + 2j + 4)(m2   2j)
(2j + 1)(2j + 3)
(j + j3 + 1)(j   j3 + 1)
2(j + 1)

1 +
m2   2j   4
2N


O^j+1;j3(b0; b1) +M
s
(m2 + 2j + 2)(m2   2j + 2)
(2j + 1)(2j   1)
(j + j3)(j   j3)
2j

1 +
m2   2j   2
2N

O^j 1;j3(b0; b1)

: (5.9)
This diers from the result given [97] since certain factor of N are replaced by
M . In the above expression
O^j;j3(b0; b1) =p
(M + b0)(M + b0 + b1)(O^j;j3(b0 + 1; b1   2) + O^j;j3(b0   1; b1 + 2))
  (2M + 2b0 + b1)O^j;j3(b0; b1): (5.10)
The combination 4Oj;j3 (b0; b1) in (5.10) is identical to the one obtained in
the case of N = 4 SYM theory. Furthermore, the label j in (5.10) implies the
possibility of diagonalising (5.9). We note that the structure of the dilatation
operator in (5.9) is dierent from the result obtained in [53]. It would be
interesting to obtain a direct diagonalisation of (5.9). In the double scaling
limit
M; N !1; m2
M
;
m2
N
 1;
(5.9) reduces to
DO^j;j3 (b0; b1) =

4
k
2 
 M
2
 
m2   (m2 + 2) (j
3)
2
j (j + 1)
!
4O^j;j3 (b0; b1)
+M
s
(m2 + 2j + 4) (m2   2j)
(2j + 1) (2j + 3)
(j + j3 + 1) (j   j3 + 1)
2 (j + 1)
4O^j+1;j3 (b0; b1)
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+M
s
(m2 + 2j + 2) (m2   2j + 2)
(2j + 1) (2j + 3)
(j + j3) (j   j3)
2j
4O^j 1;j3 (b0; b1)

; (5.11)
which is similar to the result of N = 4 SYM theory diering only because it
is multiplied by M . In this limit the continuum limit in ABJ theory therefore
reduces to the action of the dilatation operator studied in [97], from which we
obtain a set of oscillators with frequency !i and degeneracy di given by the
following two cases
1 If m2 = 2n
The theory with gauge group U(M)k  U(N) k has a spectrum of anomalous
dimensions !i with degeneracy di given by
!i = 8iM

4
k
2
; di = 2 (n  i) + 1; i = 0; 1; :::; n:
The theory with gauge group U(N)k  U(M) k has the spectrum
!i = 8iN

4
k
2
; di = 2 (n  i) + 1; i = 0; 1; :::; n:
2 If m2 = 2n+ 1
The theory with gauge group U(M)k  U(N) k has the spectrum
!i = 8iM

4
k
2
; di = 2 (n  i+ 1) ; i = 0; 1; :::; n:
The theory with gauge group U(N)k  U(M) k has the spectrum
!i = 8iN

4
k
2
; di = 2 (n  i+ 1) ; i = 0; 1; :::; n:
Since U(M)k  U(N) k and U(N)k  U(M) k Chern-Simons theories are re-
lated by a parity transformation, from the spectrum of the dilatation operator
of these theories, we observe the following
DABJnon planar; P
 / (M  N) : (5.12)
Recall that since M  N = l, we have
U (M)k  U (N) k = U (N + l)k  U (N) k;
DABJnon planar; P
 / l:
A similar analysis for the theory with gauge group U (N)k  U (N + k   l) k
gives 
DABJnon planar; P
 / (k   l) : (5.13)
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From type IIA string theory [101], the theory with holonomy b2 = l=k is
related to the theory with holonomy b2 = (k   l) =k by a parity transformation,
this corresponds on the eld theory side to the fact that the theory with gauge
group U (N + l)k  U (N) k is equivalent to the U (N)k  U (N + k   l) k
theory. Indeed (5.12) and (5.13) imply that this is the case provided that
DABJnon planar; P
 / B2.
5.6 Discussion
We have studied the action of the nonplanar dilatation operator for ABJ the-
ory at two loops on operators built from restricted Schur polynomials. The
spectrum of the anomalous dimensions signals nonplanar integrability. Our
analysis shows that the ABJ theory breaks parity invariance. This is in con-
trast to the planar two loop dilatation generator which was found to be parity
invariant. When ABJ theory reduces to ABJM theory, parity invariance is
recovered as expected. In this analysis we note that parity breaking does not
destroy integrability. Furthermore, in the eld theory, we have found that
(M  N) is related to the holonomy B2 of the equivalent string theory de-
scription. We have considered the case where the irreducible representation R
of the gauge invariant operator (5.4) is a Young diagram with two long rows.
In this case our operators have a dimension of order O(N). We have solved
(5.11) within the continuum limit approximation.
The exact solution of (5.6) in other limits may provide further insight into
whether the ABJ theory enjoys integrability or not.
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Chapter 6
From Schurs to Giants in
ABJ(M)
In this chapter we study various classes of ABJ(M) correlators in the free eld
theory limit. We then use them to study various correlators that probe the
geometry of giant gravitons and dual giant gravitons in AdS4  CP3. This
chapter is based on [102].
6.1 ABJ(M) correlators from Schurs
This section contains our main technical result. We compute two, three and
four-point extremal correlators of single trace half-BPS operators in ABJ(M)
in the free eld theory limit using Schur polynomial technology. Based on these
formulas we write the general form of the n-point correlator. Analogous results
in N = 4 SYM have been known for a long time [66] and played important
roles in matching dual observables.
As shown in [50], ABJ(M) Schurs form an orthogonal basis and their two
point functions are diagonal. For two Young diagrams R1 and R2 the two
point function of corresponding Schur polynomial operators in ABy is given
by
hR1(ABy)R2(BAy)i = R1R2 fR2(N)fR2(M); (6.1)
where fR(N) and fR(M) are products over the weights of each box in Ri.
The n-point extremal correlators of the half-BPS chiral primary operators
in ABJ(M) that we compute here are dened as
CJ1;:::;Jn 1n  hTr ((ABy)J1) : : :Tr ((ABy)Jn 1)Tr ((BAy)Jn)i;
n 1X
i=1
Ji = Jn:
(6.2)
Our main tool will be the formula for the extremal n-point correlation
functions in terms of the two point correlator of Schurs labelled by hooks.
Such expression can be derived in a general class of gauge theories where the
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Schur basis can be constructed in some matrixX and the single trace operators
are linear combinations of Schurs labeled by hooks16. The formula reads
CJ1;:::;Jn 1n =
 
n 1Y
l=1
JlX
kl=1
!
n 2X
i=0
( 1)i

n  2
i

fhkn iJn
(6.3)
where Jn =
Pn 1
i=1 Ji, kn =
Pn 1
l=1 kl, and fhkJ is the value of the two point
correlator of Schur polynomials in X labeled by hooks
hhlJ (X)hkJ ( X)i = l;k fhkJ ; (6.4)
where hkJ is the hook of length J with k boxes in the rst row.
A short outline of the proof of this result follows. Single trace operators in
the extremal n-point correlator can be expressed in a basis of appropriate
Schur polynomials and the coecients of this expansion are non-zero only
when diagrams that label Schurs are hooks. The sums over possible Young
diagrams become sums over the number of boxes ki in the rst row of each
hook, i = 1; :::; n. Moreover, by applying the Littlewood-Richardson fusion
rule enough times, the extremal correlator of Schurs can always be written as a
linear combination of the Schur's two point functions. The crucial observation
is then that all of the Littlewood-Richardson coecients must be evaluated on
hooks and for two given hooks hk1J1 and h
k2
2 the coecient g(h
k1
J1
; hk22 ;h
l
J1+J2
) is
non-zero only for l = fk1 + k2; k1 + k2   1g. Finally in every term we get rid
of the coecients by solving for kn and we arrive at (6.3). More pedagogical
details as well as the constructive proof of (6.3) in the N = 4 SYM context
are given in appendix J.
The only input for (6.3) is then the two point function of the ABJ Schurs
labeled by hkJ . From (6.1) we can easily nd that all we need is
fhkJ (N;M) =
kY
i=1
(N   1 + i)(M   1 + i)
J kY
j=1
(N   j)(M   j)
=
 (N + k)
 (N   J + k)
 (M + k)
 (M   J + k) ; (6.5)
where   is the Euler Gamma function. It is clear that (6.5) is just the product
of the twoN = 4 results (J.11) for N and M. However, as we will see in following
sections, this "squaring" does not carry to the level of the observables (as one
could naively expect). The only important message from this structure is that
16In ABJ(M) we have
Tr
 
(ABy)J

=
JX
k=1
( 1)J khkJ (AB
y)
.
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in ABJ we are formally dealing with two Young diagrams that constrain each
other. This will become clear in the details of the correlators.
Formulas (6.3)17 and (6.5) provide the expansion of (6.3) for arbitrary n
at tree level but to all orders in N and M. In addition, it is also possible to
rewrite these answers in a similar form to [66] and below we do that in ABJ
for n = 2; 3; 4 and provide the general n expression. Results for ABJM model
are obtained by setting N =M .
6.1.1 Two-Point Functions
For n = 2 our formula yields
CJ2 =
JX
k=1
 (N + k)  (M + k)
 (N   J + k)  (M   J + k) : (6.6)
The sum can be formally performed using Mathematica and the result is
CJ2 = G(N;M ; J) G(N + J;M + J ; J); (6.7)
where by G(a; b; c) we denote a special case of the Meijer G-function18 G1;33;3
that is expressed in terms of the generalized hypergeometric function 3F2 as
G(a; b; c)   (a+ 1) (b+ 1)
 (a  c+ 1) (b  c+ 1) 3F2

1 a+ 1 b+ 1
a  c+ 1 b  c+ 1 ; 1

:(6.8)
For large N and M we can expand the two point function and reproduce
the known, leading result and rst sub-leading corrections
CJ2  J(NM)J

1 +
J2(J2   1)
12N M
+
J(J2   1)(J   2)
24N2
+
J(J2   1)(J   2)
24M2
+ : : :

; (6.9)
where ellipses stand for terms of order J8N 3M 1, J8N 2M 2 and J8N 1M 3
etc. Notice that the structure is more involved than in N = 4 SYM, but again,
it clearly shows that if J is of order
p
N or
p
M , the perturbative 1
N
expansion
breaks down.
For ABJM the three subleading contributions collapse into one of orderO(N 2)
so that a perturbative 1
N
expansion is sensible only for J smaller than O(
p
N).
17It is actually easier to use slightly more explicit version (J.24).
18A more general denition and further details on Meijer G-functions can be found in
[103].
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6.1.2 Three-Point Functions
Similarly, setting n = 3 in our formula (or its more explicit form (J.24)) gives
CJ1;J23 =
 
J1+J2X
k=J2+1
 
J1X
k=1
!
 (N + k)  (M + k)
 (N   J3 + k)  (M   J3 + k) ; (6.10)
where J3 = J1 + J2. Mathematica can formally sum it into a combination of
the Meijer G-functions
CJ1;J23 = G(N + J1;M + J1; J3) +G(N + J2;M + J2; J3)
 G(N;M ; J3) G(N + J3;M + J3; J3): (6.11)
To the leading order in N and M and the answer is
CJ1;J23 = J1 J2 J3N
J1+J2 1MJ1+J2 + J1 J2 J3NJ1+J2MJ1+J2 1 + ::: (6.12)
Using this result we can compute the normalized three point functions
CJ1;J23p
J1 J2 J3 (NM)J1+J2+J3
=
p
J1 J2 J3
N
+
p
J1 J2 J3
M
+ ::: (6.13)
This leading contribution was also computed in [104] and it is equal to the
sum of two leading N = 4 three point functions in N and M .
Three point correlators in ABJM are again obtained by setting N = M .
The leading answer for the normalized three point functions in ABJM is then
twice the N = 4 SYM counterpart.
6.1.3 Four-Point Functions
The tree level four point functions in ABJ are obtained by setting n = 4 in
(J.24) and we have
CJ1;J2;J34 =
 
J1X
k=1
 
J1+J2X
k=J2+1
 
J1+J3X
k=J3+1
+
J4X
k=J2+J3+1
!
 (N + k)  (M + k)
 (N   J4 + k)  (M   J4 + k) :
(6.14)
Performing the sums we obtain
CJ1;J2;J34 = G(M;N ; J4) G(M + J4; N + J4; J4)
 G(M + J1; N + J1; J4) G(M + J2; N + J2; J4)
 G(M + J3; N + J3; J4) +G(M + J1 + J2; N + J1 + J2; J4)
+G(M + J1 + J3; N + J1 + J3; J4) +G(M + J2 + J3; N + J2 + J3; J4):(6.15)
Expanding the answer to the leading order in N and M yields
CJ1;J2;J34p
J1J2J3J4(NM)J4
=
p
J1J2J3J4

J4   1
N2
+
2J4
NM
+
J4   1
M2

; (6.16)
where J4 = J1 + J2 + J3.
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6.1.4 n-Point Correlators
Clearly the above correlation functions exhibit an interesting structure that can
be naturally generalized to n-point functions. Namely, the tree level n-point
correlator of the half-BPS chiral primary operators in ABJ can be formally
written in terms of Meijer G-functions as
CJ1;:::;Jn 1n = ( 1)n
"
G(M;N ; Jn) 
n 1X
i=1
G(M + Ji; N + Ji; Jn)
+
X
1i1i2n 1
G(M + Ji1 + Ji2 ; N + Ji1 + Ji2 ; Jn)  : : :
 
X
1i1i2n 1
G(M + Jn; N + Jn; Jn)
#
(6.17)
where Jn =
Pn 1
i=1 Ji, and the ellipsis denote possible terms where arguments
of G contain a sum of three, four, etc. J 's with appropriate sign. Analogous
results for ABJM are obtained by setting N =M in the above formula.
A relevant comment is in order at this point. In N = 4 SYM n-point
extremal correlators of chiral primary operators (CPOs) are protected (for a
recent proof see [105]) and the tree level answer is exact. On the contrary,
in ABJ(M) they depend on the 't Hooft coupling(s) [106]. Determining this
coupling dependence is beyond the scope of this study but we hope that (6.17)
will serve as a good starting point for understanding the higher loop structure.
In the remaining part of this chapter, we use these formulas to evaluate
various correlators of giants with open and closed strings from the perspective
of the ABJ(M) gauge theories.
6.2 Excited Giants from ABJ(M)
In this section we consider radiation of closed strings from giant gravitons and
dual giants in AdS4  CP3, as well as joining and splitting of open strings
attached to giants from the gauge theory perspective. This will allow for
probing and constraining the giant's geometry. We closely follow [48]19 that
performed this analysis for N = 4 SYM.
Based on the experience from AdS5=CFT4, it is natural to propose ABJ(M)
operators dual to excited giants in the type IIA background as Schur polyno-
mials with strings attached

(k)
R;R1
(A1B
y
1;W
(1); :::;W (k))
=
1
(n  k)!
X
2Sn
Tr R1( R())Tr ((A1B
y
1)

n kW (1):::W (k)); (6.18)
19See also [44, 107]
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where Tr R1( R()) is the trace over the subspace of representation  R and the
trace with strings is dened as
Tr ((A1B
y
1)

n kW (1):::W (k))
= (A1B
y
1)
i1
i(1)
:::(A1B
y
1)
in k
i(n k)(W
(1))
in k+1
i(n k+1) :::(W
(1))ini(n) ; (6.19)
and the strings are represented by words of A2B
y
2 of an arbitrary length J
(W (i))ij =

(A2B
y
2)
J
i
j
: (6.20)
Notice that because of the two dierent ranks N and M we have two dierent
families of strings. In other words, the building blocks of our operators can be
arranged in two distinct orders that form matrices of a dierent size
(ABy)NN ; (ByA)MM ; (6.21)
we call the rst type "N-strings" and the second "M-strings". A consequence
of the gauge invariance is that N-strings can only be attached to the N  N
and M-strings to the M M product of A1s and By1s respectively.
6.2.1 Emission of Closed Strings from Giant Gravitons
In this subsection we study the emission of closed strings from the giant gravi-
tons ( CP3). This is done by evaluating the leading answer to the two point
correlator between a Schur with one open string attached and the bound state
operator of a Schur and a closed string.
The operators dual to excited giant gravitons in ABJ theory are given
by Schur polynomials with O(N) rows and O(1) columns with open string
attached. Namely, the operator dual to a giant graviton with momentum p
with one string of momentum J attached is

(1)
h1p+1; h
1
p
(A1B
y
1; A2B
y
2) =
1
(n  1)!
X
2Sn
Tr h1p( h1p+1())Tr((A1B
y
1)

n 1(A2B
y
2)
J);
(6.22)
where the superscript (1) refers to one open string attached.
The operator dual to a D-brane (M-brane) with closed string emitted is given
by
Tr((A2B
y
2)
J)h1p(A1B
y
1):
The amplitude A that describes the interaction of a D-brane and the giant
graviton is thus
Ah1p+1;h1p =


Tr((B2A
y
2)
J)yh1p(B1A
y
1)
(1)
h1p+1; h
1
p
(A1B
y
1; A2B
y
2)

Tr((A2By2)J)h1p(1)h1p+1; h1p : (6.23)
84
In order to evaluate all the ingredients of this amplitude we can repeat the
analysis of [48] with (6.5) for a single column. Using (6.9) and the correlators
of open strings that we derived in appendix K, gives the following result for
the two point correlator

Tr((B2A
y
2)
J)yh1p(B1A
y
1)
(1)
h1p+1; h
1
p
(A1B
y
1; A2B
y
2)

= JMJNJ 1fh1p+1(N;M);
(6.24)
and the norm of the excited giant
k(1)
h1p+1; h
1
p
 = p+ 1
M
+ (J   1)

1  p
N

1  p
M

MJ+1NJ 1fh1p+1(N;M):
(6.25)
This norm diers signicantly from the counterpart in [48] and now the leading
contribution comes from the second term20.
Therefore, the leading contribution to the amplitude for emission of a closed
string from the giant graviton is given by
Ah1p+1;h1p 
s
J(1  p
N
)(1  p
M
)
p+1
M
+ (J   1)(1  p
N
)(1  p
M
)
: (6.26)
Similarly to N = 4 SYM the amplitude is of order unity for small momenta p.
However, in ABJ, it only exists for p smaller than M . This is a manifestation
of the the bound from the number of boxes in a single columnp M . Namely,
completely antisymmetric Schur polynomials only exist when the number of
boxes does not exceed min(N;M). Moreover for maximal giants (p =M) the
amplitude vanishes. This can be understood as the consequence of the fact
that we cannot excite maximally excited giant by attaching more strings to it.
Notice also, that the amplitude is not invariant under the exchange of
M $ N . This is another manifestation of the parity breaking by subleading
corrections that is a known subtlety of the ABJ model (see also [96, 97]).
6.2.2 Emission of Closed Strings from Dual Giants
The AdS giant graviton of ABJ theory can be obtained in a similar way. In
this case the representation R of ABJ Schur polynomials is the symmetric
representation, we denote it by hook hpp. The amplitude is
Ahp+1p+1;hpp 
s
J(1 + p
N
)(1 + p
M
)
p+1
M
+ (J   1)(1 + p
N
)(1 + p
M
)
: (6.27)
The AdS giant amplitude agrees with the sphere giant amplitude for small p
as expected. However it is non zero for the maximal case p = M and slowly
decreases for large p.
20In [48] this F0 contribution was always subleading
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6.2.3 String Splitting and Joining
To study the splitting and joining of open strings, we need to compute the
amplitude of two ABJ Schur polynomials one with string attached and the
other with two strings attached. The relevant amplitude describing this process
is
A =


(
(1)
S;S0)
y(2)R;R00
(1)S;S0(2)R;R00 ; (6.28)
where 
(2)
R;R00 is the ABJ Schur with two strings attached given by
W (1) = (A2B
y
2)
J1 ; W (2) = (A2B
y
2)
J2 :

(1)
S;S0 has one string attached and it is given by
W = (A2B
y
2)
J1+J2 :
Labels R and S denote Young diagrams labeling Schurs dual to giants and S 0
and R00 stand for diagram S with one box removed and diagram R with two
boxes removed.
The amplitude can be computed using appendix H of [48] for ABJ operators
together with the results obtained in our appendix D, we consider the case
where both R and S have rows of O(N) and columns of O(1) (the other case
follows directly by changing to the symmetric representation). We consider
the rst column of R has a length b1 + b2 where b1 is the length of the second
column and it is O(N), b2 is O(1) (see Figure 6.1).
Figure 6.1: Young diagrams used in the computation of the string joining
amplitude
The leading contribution to the numerator comes from the terms that con-
tain C5 and C6 in appendix D. The result is
A = 2
s
(N   b1)(M   b1)
b1NM
1
(b2 + 1)
 
1 +O(J8(NM) 2)

: (6.29)
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We note that this amplitude is independent of the angular momentum of the
open strings. Moreover, this leading answer is invariant under the exchange of
M $ N .
6.2.4 Predictions for Dual Probes
Analyzing the above amplitudes one can propose the following qualitative pic-
ture for the dual probe branes on CP3 with NS Beld B2 eld. Naturally, the
geometry has to generalize the dual ABJM giant graviton found in [108] that is
described by two D4-branes wrapping separate CP2s. In ABJ the two dierent
ranks should correspond to two dierent radius sizes of the CP2s. If we then
want to attach strings into the D4s, N-strings end on the space with radius N
and M-strings on the space with radius M (see Figure 6.2). Moreover, from
gauge invariance, no open strings can stretch between D4-branes on the two
dierent spaces. This constraint disappears when we set M = N for ABJM.
Figure 6.2: Possible geometrical dual of the antisymmetric ABJ Schurs. Two
dierent ranks in the ABJ gauge group might be interpreted as two dierent
radii of the two CP2s. A cut o on the number of boxes of the Young diagrams
labeling the gauge theory operator (k  M) is then naturally realized in the
dual geometry. Gauge invariance requires that end points of strings must be
attached to the part in space with radius N (N-strings) or M (M-strings), and
no strings can stretch between the two separate parts.
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Chapter 7
Discussion
The gauge/gravity duality has been extensively studied in the past decade.
The importance of this duality come from the fact that it links non gravita-
tional physics represented by the gauge theory to gravitational physics repre-
sented by the string theory.
Although this duality lacks a rigorous mathematical proof, it has been suc-
cessfully tested in the large N limit. In this limit for operators with a bare
dimension of order 1, the planar diagrams contribute signicantly and one can
suppress the non planar diagrams. Although this agreement is encouraging,
to establish the gauge/gravity duality one needs to extend existing studies to
nite N .
One of the methods used to test the duality is by computing the anomalous
dimension in the gauge theory side and comparing it to the energy spectrum of
the dual string theory. The duality predicts these two quantities must match.
The importance of this particular comparison is that this spectral problem
can be solved exactly because the dilatation operator can be identied as the
Hamiltonian of an integrable system. A key result of this approach is the proof
that N = 4 SYM theory and ABJ(M) theory are integrable in the planar limit.
Attempts have been made to explore the non planar integrability using the ex-
isting tools. However, integrability is spoiled when non planar diagrams are
considered.
In this thesis we have developed novel tools introduced in chapter 3 to probe
non planar integrability. In section 3.5 we provide, for the rst time, a com-
plete set of operators built from scalar elds that are in the bi fundamental of
the U(N) U(N) gauge group of ABJM theory and which we generalized to
the U(M) U(N) gauge group of ABJ theory. Our operators diagonalize the
two point function of the free eld theory at all orders in 1=N .
The action of the non planar dilatation operator of N = 4 SYM theory and
of ABJ(M) theory were studied in chapters 4 and 5 respectively. In chapter 4,
we have studied the non planar dilatation operator on restricted Schur polyno-
mials with bare dimension of order O(N), that are gauge invariant. We have
rst presented the results of [52, 53] where the one loop dilatation operator in
the SU(2) sector has been studied. This sector is spanned by restricted Schur
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polynomials with two complex scalar matrix elds Z and Y . In [52, 53] in a
large N but non planar limit, the spectrum of the anomalous dimensions was
reduced to a set of harmonic oscillator and hence the integrability in this limit
was conrmed. Motivated by this result, we considered the action of the non
planar dilatation operator beyond the SU(2) sector, where our gauge invariant
operators are restricted Schur polynomials of order O(N) with three complex
matrix elds Z, Y and X. Once again, in a large N but non planar limit, the
spectrum of the anomalous dimensions reduces to a set of harmonic oscillators.
We then considered the action of the two loop dilatation operator in the SU(2)
sector on restricted Schur polynomials with a bare dimension of order O(N),
in the displaced corners approximation. In this non-planar large N limit, op-
erators that diagonalize the one loop dilatation operator are not corrected at
two loops. The resulting spectrum of anomalous dimensions is related to a set
of decoupled harmonic oscillators, indicating integrability in this sector of the
theory at two loops. The anomalous dimensions are a non-trivial function of
the 't Hooft coupling, with a spectrum that is continuous and starting at zero
at large N , but discrete at nite N .
In chapter 5, the spectrum of the anomalous dimensions of the ABJ(M) the-
ory in the continuum limit is reduced to the continuum limit of the action of
the dilatation operator studied in [53]. This indicates that ABJM theory and
ABJ theory are integrable in the large N and large N , M double scaling limits
respectively.
In the case of ABJ theory, the spectrum of the anomalous dimensions breaks
parity invariance. Indeed, our results show that

DABJnon planar; P
 / (M  N).
This is in contrast to the planar two loop dilatation generator which was found
to be parity invariant. When ABJ theory reduces to ABJM theory, parity in-
variance is recovered as expected. In this analysis we note that parity breaking
does not destroy integrability. Furthermore, in the eld theory, we have found
that (M  N) is related to the holonomy B2 of the string theory side.
Although in this thesis we have obtained an analytical expression for the ac-
tion of dilatation operator in N = 4 SYM theory and ABJ(M) theory at nite
N , the solution of the spectral problem for both theories is obtained in the
large N limit. The problem of diagonalizing this nite N dilatation operator
is still open. However, these initial results are promising indications that we
can probe the gauge/gravity duality at nite N .
In chapter 6, we have studied various classes of extremal correlators and we
have found that the extremal n-point correlators in ABJ(M), expressed in
terms of the Meijer G-function, can be written in a similar form as their N = 4
SYM counterparts. We then studied the giant graviton dynamics. In partic-
ular, we have found that the antisymmetric Schur polynomials, as well as the
amplitudes for radiation and string joining, only exist when the number of
boxes or equivalently the giants momentum is smaller than the smaller rank
of ABJ(M) gauge groups. In the case of ABJ theory, the leading order ampli-
tudes are parity invariant but subleading corrections break parity. Moreover,
we have found that only probes dual to Schurs with hooks have a non-zero
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overlap with pointlike gravitons.
In this thesis we have studied restricted Schur polynomials that have a bare
dimension of order N . The operators are labeled by Young diagrams R that
have O(1) long rows or columns. An important direction in which to extend
this work, is to operators with a bare dimension of order N2. This requires
our representation R to be Young diagram with long rows and long columns.
This direction will enrich the AdS=CFT dictionary. Our result do not imme-
diately generalize to this case. Studying the action of dilatation operators of
both N = 4 SYM theory and ABJ(M) theories for operators of order O(N2)
remains an interesting open challenge.
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Appendix A
Review of N = 4 SYM Theory
N = 4 supersymmetric Yang-Mills (SYM) theory is the maximally supersym-
metric gauge theory in 4-dimension spacetime. N is the number of supersym-
metry generators.
The eld content of N = 4 SYM theory is one gauge eld A, 4 complex Weyl
spinors , (A = 1; :::; 4) and six scalars XI (I = 1; :::; 6).
The Lagrangian of the N = 4 SYM theory can be written in N = 1 superspace
language as follows
L =  2Tr
n 1
g2
(
Z
d2WW + h:c:) + (
Z
d2d2e gV iegVi)
  g
3
p
2
(
Z
d2"ijk
i

j;k

+ h:c:)
o
; (A.1)
where the rst two terms are the kinetic terms and the last term is the su-
perpotential needed for N = 4 supersymmetry. These elds are in the adjoint
representation of the gauge group
i ! e iiei; egV ! eiegV ei; W ! e iWei;
where  = taija and t
a
ij (a = 1; :::; rank G) are the gauge group generators.
The superpotential in (A.1) is gauge invariant if the tensor product of three
adjoint representations Ri Rj Rk of G contains a singlet. This indeed the
case for G = SU(N).
Integrating out  and the auxiliary eld in (A.1), we get
LN=4 =Tr
n 1
2g2
FF
  
X
A
iDA  
X
I
DX
IDXI
+
X
A;B;I
g"ABIA [XI ; B] +
X
A;B;I
g"ABI
A

XI ; B

+
X
I;J
g2
2

XI ; XJ

[XI ; XJ ]
o
; (A.2)
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I; J = 1; :::; 6 and A;B = 1; :::; 4.
This Lagrangian is invariant under N = 4 Poincare0 supersymmetry and it is
scale invariant. These symmetries combine into the superconformal symmetry
SU(2; 2j4).
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Appendix B
Review of ABJ(M) Theory
The ABJM theory [100] is a three-dimensional N = 6 superconformal Chern-
Simons theory with gauge group U(N)  U(N). The generalization of this
theory to gauge group U(M)U(N) is known as ABJ theory [101]. The eld
content of these theories are the four scalars I , four Dirac spinors  I and the
gauge elds A and A^. Here I is the index of an SU(4) R-symmetry. The
Lagrangian of ABJ(M) theory is
L = L2 + LCS + L4 + L6;
L2 = Tr(DIDI + i  ID I);
LCS = "Tr(1
2
A@A +
i
3
gAAA   1
2
A^@A^   i
3
gA^A^A^);
L4 =ig2"IJKLTr(  I J  K L)  ig2"IJKLTr(  I J  K L)
+ ig2Tr(  I  I J 
J)  2ig2Tr(  J  I J I)
  ig2Tr(  I  I J J) + 2ig2Tr(  I  J I J);
L6 =g
4
3
Tr
h
II
JJ
KK + I
IJ
JK
K
+ 4I
JK
IJ
K   6IJJIKK
i
;
where g =
 
2
k
 1
2 and k is an integer known as the Chern-Simons level. The
scalars I I = 1; :::; 4 are complex NN matrices in the case of ABJM theory
and M N matrices in the case of ABJ theory
I =
n
A1; A2; B
y
1; B
y
2
o
:
The gauge transformations of the bifundamental scalar are, in the case of
ABJM theory
A0i ! U(N)AiU(N)
y
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B0i ! U(N)BiU(N)
y
In the case of ABJ theory we have
A0i ! U(M)AiU(N)
y
B0i ! U(M)BiU(N)
y
with i = 1; 2.
The Feynman graphs contributing to the two loop dilatation operator of ABJ(M)
theory are represented in Figure B.1
Figure B.1: Feynman diagrams contributing to the two loop dilatation opera-
tor. In the SU(2) SU(2) sector, diagram (c) does not contribute.
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Appendix C
More General Gauge Group
The operators we have constructed in section 3.5 also give a complete basis
for gauge groups with an arbitrary number of factors U(N)  U(N)     
U(N). We will illustrate the example of three factors U(N) U(N) U(N).
Denote the indices associated with the gauge groups by a; ;A. The theory is
assumed to have three sets of elds, all transforming in dierent bi fundamental
representations of the factors
(Ai)
a
 ; (Bi)

A ; (Ci)
A
a :
The most general operator in the theory can be written as a product of traces
of the operators
(ijk)
a
b  (AiBjCk)ab :
We will assume that i runs from 1 to nA, j from 1 to nB and k from 1 to nC .
The number of ijk elds will be denoted by nijk. Repeating the arguments
of subsection 3.3.2, it is clear that the restricted Schur polynomials are con-
structed by subducing Sn111Sn112  SnAnBnC irreps from Sn irreps where
n =
P
ijk nijk. Thus, frg is a set of nAnBnC Young diagrams. Our operators
( is chosen as in (3.19))
OR;frg = Tr(PR;frgA
nB
nC
n)
have two point function
hOR;frgOyS;fsgi = RSfrg;fsg
hooksRfR
hooksfrg
(C.1)
where hooksfrg is a product of hook factors, one for each of the nAnBnC Young
diagrams appearing in frg.
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Appendix D
Example Projector
In the section we will consider the case that m = p = 3. Towards this end, we
couple the states of 3 spin 1
2
-particles to obtain 12 ; 12 ; 12

=
32 ; 32

;
 12 ; 12 ; 12

=
1p
2
12 ; 12
A
+
1p
6
12 ; 12
B
+
1p
3
32 ; 12

; 12 ; 12 ; 12

=   1p
2
12 ; 12
A
+
1p
6
12 ; 12
B
+
1p
3
32 ; 12

; 12 ; 12 ; 12

= +
r
2
3
12 ; 12
B
+
1p
3
32 ; 12

;12 ; 12 ; 12

=  
r
2
3
12 ; 12
B
+
1p
3
32 ; 12

;12 ; 12 ; 12

=
1p
2
12 ; 12
A
  1p
6
12 ; 12
B
+
1p
3
32 ; 12

;12 ; 12 ; 12

=   1p
2
12 ; 12
A
  1p
6
12 ; 12
B
+
1p
3
32 ; 12

;12 ; 12 ; 12

=
32 ; 32

The spin 3
2
representation is organized by S3 irreducible representation ,
which is one dimensional, so that the spin 3
2
multiplet is not degenerate. The
spin 1
2
representation is organized by S3 irreducible representation which
is two dimensional. Consequently, the spin 1
2
occurs with degeneracy 2. A and
B label the two multiplets. Thus, picking a particular state, A and B should
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label the two states in the S3 irreducible representation which is labeled by
the Young diagram . From the results above we easily nd12 ; 12
A
=
1p
2
12 ; 12 ; 12

  1p
2
12 ; 12 ; 12

12 ; 12
B
=   1p
6
12 ; 12 ; 12

  1p
6
12 ; 12 ; 12

+
r
2
3
 12 ; 12 ; 12

Taking the direct product with another such multiplet arising from coupling a
further three spins, we should obtain the four states of the S3 S3 irreducible
representation labeled by the pair of Young diagrams ( ; ). These
four states are easily constructed
j1; 1i = 1
2
12 ; 12 ; 12 ; 12 ; 12 ; 12

  1
2
12 ; 12 ; 12 ; 12 ; 12 ; 12

 1
2
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
2
12 ; 12 ; 12 ; 12 ; 12 ; 12

j1; 2i =   1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

  1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

  1p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

j2; 1i =   1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

  1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1p
3
 12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
2
p
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

  1p
3
 12 ; 12 ; 12 ; 12 ; 12 ; 12

j2; 2i = 1
6
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
6
12 ; 12 ; 12 ; 12 ; 12 ; 12

 1
3
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
6
12 ; 12 ; 12 ; 12 ; 12 ; 12

+
1
6
12 ; 12 ; 12 ; 12 ; 12 ; 12

  1
3
12 ; 12 ; 12 ; 12 ; 12 ; 12
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 1
3
 12 ; 12 ; 12 ; 12 ; 12 ; 12

  1
3
 12 ; 12 ; 12 ; 12 ; 12 ; 12

+
2
3
 12 ; 12 ; 12 ; 12 ; 12 ; 12

It is rather simple to check that these four states do indeed span the carrier
space of the S3  S3 representation labeled by ( ; ). As an example,
(12) has a matrix representation
  (12) =
26664
1
2
p
3
2
0p
3
2
 1
2
0
0 0 1
2
p
3
2
0 0
p
3
2
 1
2
37775 =
"
1
2
p
3
2p
3
2
 1
2
#



1 0
0 1

=   ((12))
   (1) :
Given a basis of the required carrier space, it is now trivial to construct the
associated projector.
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Appendix E
The Space L(
m;p)
In this Appendix we discuss the representation theory relevant for chapter
4. We highly recommend the article [73] for related background material.
Consider the group Sp  Sm. Dene

k;l = (Sp=Sp l  Sl) (Sm=Sm k  Sk)
to be the space of all pairs of k; l subsets, where the k subsets are subsets of
f1; 2; :::; pg and the l subsets are subsets of fp+1; p+2; :::; p+mg. If p = 2 and
m = 2 then 
1;1 = ff1; 3g; f1; 4g; f2; 3g; f2; 4gg and 
2;2 = ff1; 2; 3; 4gg etc.
You can identify a k; l subset with a monomial. For example, we'd identify
f1; 3g with x1y3 and f1; 2; 4g with x1x2y4. Thus, we can consider 
k;l to be
the space of distinct monomials in two types of variables (xi and yi) with k+ l
factors and no factor repeats. Ordering of the factors is not important so that
x1x2y4 and y4x1x2 are exactly the same element of 
2;1. Our main interest is
in L(
k;l) which is the space of complex valued functions on 
k;l. The group
Sp  Sm has a very natural action on L(
k;l): we can dene this action by
dening it on each monomial. The symmetric group Sm  Sp  Sm acts by
permuting the labels on the xi factors in the monomial and the symmetric
group Sp  Sp  Sm acts by permuting the labels on the yi factors in the
monomial. Thus, for example, for m = 3 = p
(12)x1x2y4 = x1x2y4 (45)x1x2y4 = x1x2y5 :
There is a natural inner product under which the monomials are orthonormal,
so that, for example
hx1x2y4; x1x2y4i = 1; hx1x2y4; x1x3y4i = 0 = hx1x2y4; x1x2y5i :
L(
k;l) furnishes a reducible representation of the group SmSp. The relevance
of L(
k;l) for us here is that the projectors acting in L(
k;l) projecting onto
an irreducible representation of Sp  Sm are precisely the projectors we need
to dene the restricted Schur polynomials. Consider the operator
d1 =
pX
i=1
@
@xi
: (E.1)
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It maps from L(
k;l) to L(
k 1;l). Further, it commutes with the action of
SpSm. Because of this, elements of the kernel of d1 form an invariant SpSm
subspace. Similarly,
d2 =
p+mX
i=p+1
@
@yi
; (E.2)
maps L(
k;l) to L(
k;l 1) and it also commutes with the action of Sp  Sm.
Thus, the elements of the kernel of d2 will also form an invariant Sp  Sm
subspace. Using results from [73] it follows that the intersection of the kernel
of d1, the kernel of d2 and L(
k;l) is an irreducible representation of Sp  Sm.
An example will help to make this discussion concrete. For m = 3 = p the
intersection of the kernel of d1, the kernel of d2 and L(
1;1) is clearly spanned
by the polynomials
1 =
x1   x2p
2
y4   y5p
2
; 2 =
x1   x2p
2
y4 + y5   2y6p
6
;
3 =
x1 + x2   2x3p
6
y4   y5p
2
; 4 =
x1 + x2   2x3p
6
y4 + y5   2y6p
6
:
It is easy to check that
(12)1 =  1; (12)2 =  2; (12)3 = 3; (12)4 = 4;
(23)1 =
1
2
1 +
p
3
2
3; (23)2 =
1
2
2 +
p
3
2
4;
(23)3 =  1
2
3 +
p
3
2
1; (23)4 =  1
2
4 +
p
3
2
2;
(45)1 =  1; (45)2 = 2; (45)3 =  3; (45)4 = 4;
(56)1 =
1
2
1 +
p
3
2
2; (56)2 =  1
2
2 +
p
3
2
1;
(56)3 =
1
2
3 +
p
3
2
4; (56)4 =  1
2
4 +
p
3
2
3;
Thus, we have the following group elements
  ((12)) =
266664
 1 0 0 0
0  1 0 0
0 0 1 0
0 0 0 1
377775 =
"  1 0
0 1
#


"
1 0
0 1
#
;
  ((23)) =
2666664
1
2
0
p
3
2
0
0 1
2
0
p
3
2p
3
2
0  1
2
0
0
p
3
2
0  1
2
3777775 =
"
1
2
p
3
2p
3
2
 1
2
#


"
1 0
0 1
#
;
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  ((45)) =
266664
 1 0 0 0
0 1 0 0
0 0  1 0
0 0 0 1
377775 =
"
1 0
0 1
#


"  1 0
0 1
#
;
  ((56)) =
2666664
1
2
p
3
2
0 0
p
3
2
 1
2
0 0
p
3
2
0 1
2
p
3
2
0 0
p
3
2
 1
2
3777775 =
"
1 0
0 1
#


"
1
2
p
3
2p
3
2
 1
2
#
:
Using these matrices it is possible to compute all elements of the group now,
and then to compute characters. In this way, it is a simple matter to identify
this as the ( ; ) irreducible representation of S3  S3.
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Appendix F
Explicit Evaluation of the
Dilatation Operator for
m = p = 2 and Numerical
Spectrum
We have explicitly evaluated the dilatation operator (4.6) for the case m =
p = 2. There are a total of 16 operators that can be dened. Our notation
for these operators is OR;(r;s;t) = Oi(b0; b1). The labels b0 and b1 species the
second label of the restricted Schur polynomial: r has b0 rows with two boxes
and b1 rows with a single box. The label i = 1; :::; 16 tells you what the labels
s; t are and it tells you how the boxes are removed from R to obtain r. These
labels are dened as
O1 = O
;
O2 = O
;
O3 = O
;
O4 = O
;
O5 = O
;
O6 = O
;
O7 = O
;
O8 = O
;
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O9 = O
;
O10 = O
;
O11 = O
;
O12 = O
;
O13 = O
;
O14 = O
;
O15 = O
;
O16 = O
;
:
When computing the dilatation operator, we assume that b1  b0, b0 = O(N)
and b1 = O(N). The spectrum of the dilatation operator that we obtain,
when diagonalized numerically, does not reproduce the spectrum of a set of
decoupled oscillators. We do obtain a set of energy levels that is very well
approximated by a linear spectrum En = !n with ! given by the average
(over n) of En+1   En. However, En+1   En is not exactly equal to 8g2YM -
it uctuates around this value. We have also numerically veried that after
invoking the approximations spelled out at the end of section 3.1, we do indeed
obtain equation (4.11) and hence with these approximations the spectrum
of the dilatation operator is again reproduced by a collection of decoupled
oscillators. Thus, it is only after invoking the approximations of section 3.1
that we denitely obtain an integrable system.
The same conclusion is reached by studying the simpler system m = 2,
p = 1, which involves 8 operators.
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Appendix G

(2)
ij as an Element of U(p)
In this appendix we will argue that, at large N , the eigenstates of 
(1)
ij are
also eigenstates of 
(2)
ij . We focus on the case that p = 2. Towards this end
we will review relevant background from [99]. Recall that in the fundamental
representation of u(N) the generators can be taken as
(Ekl)ab = akbl k; l; a; b = 1; 2; :::; N (G.1)
Introduce the operators (the labeling is such that i > j i.e. Qij is not dened
if i < j)
Qij =
Eii   Ejj
2
Q+ij = Eij; Q
 
ij = Eji (G.2)
which obey the familiar algebra of angular momentum raising and lowering
operators
Qij; Q
+
ij

= Q+ij

Qij; Q
 
ij

=  Q ij

Q+ij; Q
 
ij

= 2Qij (G.3)
Irreps of these su(2) subalgebras can be labeled with the eigenvalue of
L2ij  Q ijQ+ij +Q2ij +Qij = Q+ijQ ij +Q2ij  Qij (G.4)
and states in the representation are labeled by the eigenvalue of Qij
Qijj;i = j;i L2ijj;i = (2 + )j;i        (G.5)
The restricted Schur polynomials can be identied with particular states in
a denite irrep. The reader may consult [99] for the details. Identifying the
restricted Schur polynomials with states of a U(p) representation allows us to
write 
(1)
ij as a u(p) valued operator

(1)
ij = n

 1
2
(Eii + Ejj) +Q
 
ij +Q
+
ij

 nij (G.6)
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Note that
C = Eii + Ejj (G.7)
commutes with all elements (G.2) of the su(2) algebra and hence denes a
Casimir of this algebra. It is simply a constant times the identity in a given
u(p) irrep. It is not dicult to check [99] that 
(1)
ij denes a discrete oscillator
with creation operator given by
Ay =
1
2
(Eii   Ejj) + 1
2
Eij   1
2
Eji

ij; A
y =  2Ay (G.8)
As pointed out in [99], a correctly normalized creation operator is given by ay
with Ay =
p
May, where M is introduced in (4.55). It is straight forward to
verify that 
(2)
ij is given by

(2)
ij = (Q
+)2   C
2
Q+ + 2Q+Q    C
2
Q  + (Q )2 (G.9)
and hence that 

(2)
ij ; A
y =  4(ij + C
4
)Ay   4Q+   4Q (G.10)
In terms of a correctly normalized operator at large N we have (the last two
terms in (G.10) can be dropped in the limit)


(2)
ij ; a
y =  4(ij + C
4
)ay (G.11)
There are two things worth noting at this point. First, when acting in the
basis of energy eigenstates, it is clear that ay is indeed a creation operator
but, due to the appearance of ij, with a \state dependent frequency". Said
dierently, ay continues to move us to higher eigenstates but the energies of
these states are not equally spaced. Second, we can show that this result is
in perfect agreement with section 4.3.2. To make a comparison with section
4.3.2 we need to restrict attention to states for which the eigenvalue of ij is
nite, so that on this subspace we can replace ij +
C
4
! C
4
. Using the value
for C computed in [99], for any state of nite energy, we have

(2)
ij ; a
y =  2 (2N + 2r1) ay (G.12)
in perfect agreement with section 4.3.2.
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Appendix H
Simplications of the m n
Limit
In this Appendix we will explain why keeping the rst term in (4.20) corre-
sponds to computing the leading term in a systematic expansion of the anoma-
lous dimension in a series expansion in 1
N
and m
n
. Notice that the rst term
in (4.20) contains two derivatives with respect to Z and one derivative with
respect to Y , whilst the second term contains one derivative with respect to
Z and two derivatives with respect to Y . Since the number of Zs (given by
n) is much greater than the number of Y s (given by m) we should expect the
leading contribution to come from the rst term in (4.20). In this Appendix
we will demonstrate that this is indeed the case.
It is simplest to consider the expression (4.35). The factor M
(ij)
s12 ;u12
includes D
~m; s; 2 ; ajE(1)ii j~m; u; 2 ; b
ED
~m; u; 1 ; bjE(1)jj j~m; s; 2 ; a
E
+
D
~m; s; 2 ; ajE(1)jj j~m; u; 2 ; b
ED
~m; u; 1 ; bjE(1)ii j~m; s; 2 ; a
E
(H.1)
which involves traces over interwiners acting in V 
m. It has no dependence on
the representation r of the Zs and hence, has no dependence on n. Thus, all n
dependence comes from the coecient multiplying the above term (H.1). We
will therefore study the coecient of this term. As a consequence of the fact
that the rst term in (4.20) contains two derivatives with respect to Z and one
derivative with respect to Y , this term will have a coecient which includes
the factor
dTn(n  1)mdr00
dtdudR00(n+m)(n+m  1) (H.2)
Recall that r00 is obtained by removing two boxes from r. The factor of dr00 is
produced when we take two derivatives with respect to Z. In the limit that
m n we now nd
dTn(n  1)mdr00
dtdudR00(n+m)(n+m  1) =
m
du
h
1 +O
m
n
i
(H.3)
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For the second term in (4.20), the corresponding factor is now
dTm(m  1)ndr0
dtdudR00(n+m)(n+m  1) (H.4)
The Young diagram r0 is obtained by removing one box from r. The factor
of dr0 is produced when we take a single derivative with respect to Z. In the
limit that m n we now nd
dTm(m  1)ndr0
dtdudR00(n+m)(n+m  1) =
m(m  1)
ndu
h
1 +O
m
n
i
(H.5)
Notice that (H.5) is smaller than (H.4) by a factor of m
n
as we expected. The
second term in (4.20) will thus contribute at higher order in a systematic m
n
expansion.
Finally, performing the sum over the Lie algebra index in the third term
in (4.20) gives a term that is identical to the one loop dilatation operator,
except that it is supressed by a power of N . Thus, it does not contribute to
the leading order in a large N expansion.
Thus, to summarize, keeping only the rst term in D4 in (4.20) corre-
sponds to the computation of the leading term in the double expansion in the
parameters 1
N
and m
n
.
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Appendix I
On the Action of the Dilatation
Operator
In this Appendix we want to discuss how sensitively integrability depends on
the coecients of the individual terms appearing in D4. We will start by
making a few comments on the structure of 
(2)
ij that we obtained in (4.40).
Recall that we argued
Tr(ZY Z@Z@Y @Z)R;(r;s)(Z; Y ) =X
T;(t;u)
X
R00;T 00
dTn(n  1)m
dtdudR00(n+m)(n+m  1)cRR
0cR0R00 T;(t;u)(Z; Y )
Tr(IT 00R00(2;m+ 2;m+ 1)PR;(r;s)(1;m+ 2; 2)IR00T 00(2;m+ 2)
PT;(t;u)(m+ 2; 2; 1;m+ 1))
in section 4.3.1. Focus on the trace appearing in the second line above. Assume
that we obtain R0 from R by dropping a box from row i and that we obtain R00
from R0 by dropping a box from row j. Further, assume that we obtain T 0 from
T by dropping a box from row k and that we obtain T 00 from T 0 by dropping a
box from row l. Clearly then, we are allowing four rows of the Young diagram
to participate when the dilatation operator acts. With these assumptions, we
easily nd (see (4.32), (4.33) and (4.34) as well as the discussion around these
equations)
IR00T 00 = E
(1)
ik E
(2)
jl IT 00R00 = E
(1)
ki E
(2)
lj (I.1)
and
(m+ 2; 2; 1;m+ 1)IT 00R00(2;m+ 2;m+ 1) = E
(1)
li E
(m+1)
kj (I.2)
(1;m+ 2; 2)IR00T 00(2;m+ 2) = E
(1)
jk E
(m+2)
il (I.3)
In obtaining these results we have made heavy use of the simplications in the
action of the symmetric group that arise in the displaced corners approxima-
tion. It is now a simple matter to nd
Tr(IT 00R00(2;m+ 2;m+ 1)PR;(r;s)(1;m+ 2; 2)IR00T 00(2;m+ 2)PT;(t;u)(m+ 2; 2; 1;m+ 1))
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= Tr(E
(1)
li E
(m+1)
kj PR;(r;s)E
(1)
jk E
(m+2)
il PT;(t;u)) (I.4)
Since the projectors PR;(r;s) and PT;(t;u) have a trivial action on slots m+1
and m + 2, the above result is only non-zero when i = l and k = j - so that
only two rows participate.
This reduction from four possible rows participating to two rows partici-
pating is determined by (I.2) and (I.3). These equations are corrected when
going beyond the displaced corners approximation and, in that case, all four
rows do indeed enter. For all of the terms appearing in the rst line of D4,
we nd this reduction to two rows for each term separately. Further, we nd
that each trace is individually proportional to M
(ij)
s12 ;u12 dened in (4.36).
This implies that the answer to question 2 that we posed in the introduction
is completely insensitive to the precise coecients of the terms appearing in
D4
21.
At this point it is natural to ask if the reduction of the dilatation operator
to a set of decoupled oscillators (and thus the observed integrability) is likewise
also insensitive to the detailed coecients. We will see that this is not the case
- the emergence of an oscillator does depend sensitively on the precise values
of the coecients of the terms appearing in D4.
Consider equation (4.40). Individual terms appearing in (4.40) can be
traced back to particular terms appearing in D4. For example, the terms
proportional to (+ij)
2 and ( ij)
2 come from the terms Tr(ZZY @Z@Z@Y ) and
Tr(Y ZZ@Y @Z@Z). Notice that these two terms are related by daggering. Sim-
ilarly, the terms 0ij
+
ij and 
0
ij
 
ij come from the terms Tr(ZY Z@Z@Z@Y )
Tr(ZZY @Z@Y @Z), Tr(ZY Z@Y @Z@Z) and Tr(Y ZZ@Z@Y @Z) which are again re-
lated by daggering. Changing the relative weights of terms appearing in D4
will change the relative weight of terms appearing in (4.40).
To explore the eect of these changed coecients on integrability, imagine
we assign coecient  to the terms Tr(ZZY @Z@Z@Y ) and Tr(Y ZZ@Y @Z@Z) in
D4. We now nd 
(2)
ij is replaced by

(2)
ij = (
+
ij)
2 +0ij
+
ij + 2
+
ij
 
ij +
0
ij
 
ij + (
 
ij)
2 (I.5)
It is straight forward to check, using the approach of [99] that this operator
does not admit creation and annihilation operators and hence does not dene
an oscillator. A very instructive way to get some insight into what is going on,
is to consider the continuum limit of section 4.3.2. We nd

(2)
ij OR;r()! 2N2(  1)OR;r() + 2(ri + rj)N(  1)OR;r() +O(N)(I.6)
Compare this to (4.50) and (4.51). Even the scaling with N of the eigenvalues
of 
(2)
ij and 
(2)
ij disagree. Indeed, with  = 1 we have a delicate cancelation
21If one includes the remaining (subleading) terms in D4 that we have discarded in the
m  n limit, the dilatation operator starts to mix dierent Gauss graph operators. This
suggests that the integrability we study here is a property of the large N limit and of
the displaced corners approximation (i.e. m << n) and may not survive when subleading
corrections are included.
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of the leading order terms - as we clearly see in (I.6). It is the subleading
terms that combine to produce an oscillator. Note that all of the terms in
(4.40) contribute at the leading order. Thus, the sensitive dependence we see
on the coecient of the terms Tr(ZZY @Z@Z@Y ) and Tr(Y ZZ@Y @Z@Z) extends
to the other terms in D4 too.
This last point deserves explanation. The terms in 
(2)
ij can be collected into
three groups which are each hermittian: (+ij)
2 + ( ij)
2, 0ij
+
ij +
0
ij
 
ij and
nally 2+ij
 
ij. The relative coecients of the terms producing these pieces
is xed by hermitticity. For example Tr(ZZY @Z@Z@Y )+ Tr(Y ZZ@Y @Z@Z) is
only hermittian if  = 1 and in this case the terms sum to (+ij)
2 + ( ij)
2.
The particular coecients of the terms that appear in 
(2)
ij ensure that when
we take the continuum limit (i) the terms proportional to N2 cancel, (ii) the
terms proportional to (ri + rj)N cancel and (iii) the surviving terms sum to
produce an operator that admits exactly the same creation and annihilation
operators as the one loop dilatation operator does. The integrability we have
studied here depends on a careful ne tuning of the terms appearing in D4.
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Appendix J
Extremal Correlators from
Schurs
In this Appendix we review and provide a detailed derivation of extremal two,
three, and four point correlators of chiral primary operators (CPO) in N = 4
SYM with U(N) gauge group using Schurs. They were rst obtained using
both, Schur polynomial technology (two and three point) and the matrix model
in [66] (see also [24],[58]). A general expression for the n-point correlator was
conjectured in [66, 109]. Here we give a constructive proof of these formulas
and express them in terms of weights of hook diagrams. This makes it easily
extendable to a larger class of gauge theories (including ABJ(M) models) in
which single trace chiral primary operators can be expressed in a basis of Schur
polynomials.
Recall that in N = 4 SYM chiral primary operators are single-trace sym-
metrized and traceless products of the six scalar elds
OCPOI =
1p
JNJ
Ci1:::iJI Tr (i1 : : : iJ ); (J.1)
where C i1:::iJI are symmetric traceless tensors of SO(6).
A special class of these operators, the so-called BMN-type chiral primaries,
are the highest-weight states in the [0; J; 0] representation of SO(6) and are
expressed in terms of one complex scalar
OJ =
1p
JNJ
Tr (ZJ); Z = 1 + i 2: (J.2)
These are the operators that we will be concerned with in this part, and in
particular their n-point extremal correlators
CJ1;:::;Jn 1n  hTr (ZJ1) : : :Tr (ZJn 1)Tr ( ZJn)i;
n 1X
i=1
Ji = Jn: (J.3)
For convenience we drop the normalization factors that can be easily recovered
at any stage.
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Below we evaluate these correlators for general n using the technology of
Schur polynomials. Three tools are sucient for this task:
 CPOs can be expanded in a basis of Schur polynomials22
Tr (ZJ) =
X
R
R(J)R(Z); (J.4)
where the sum is over all possible Young diagrams with J boxes, R(J)
is a character of the J-cycle permutation in representation R and R(Z)
is the Schur polynomial in matrix Z that transforms in the adjoint repre-
sentation of U(N) (for SU(N) see [58, 71]). It is also a known fact that
characters of the J-cycle permutations are non-vanishing only for hook
diagrams [110], and for a hook with k boxes in the rst row we have
hkJ (J) = ( 1)
J k; (J.5)
where we denote the hook of length J with k boxes in the rst row by
hkJ . This way the sum over R can be written as sum over the k, and we
have
Tr (ZJ) =
X
k
( 1)J k hkJ (Z): (J.6)
 The two point correlator of Schurs is given by[58]
hR1(Z)R2( Z)i = R1R2 fR2(N); (J.7)
where fR(N) is the product of the weights of the Young diagram.
 The Littlewood-Richardson rule [110] states that the product of two
Schur polynomials with J1 and J2 boxes can be expressed as a linear
combination of Schurs with J1 + J2 boxes
R1(Z)R2(Z) =
X
T3
g(R1; R2;T3)T3(Z); (J.8)
where the Littlewood-Richardson coecients g(R1; R2;T3) give the mul-
tiplicity of the representation T3 in the tensor product of representations
R1 and R2.
The constructive proof of the general form of (J.3) can then be obtained
by applying the following Algorithm:
 Start by expressing all the CPOs in the basis of Schurs using (J.6)
 Next, use the Littlewood-Richardson rule enough times that the answer
is expressed as a linear combination of the results for the two point
function of Schurs labeled by hooks with Jn boxes. Coecients of this
linear combination will be g(R1; R2;T3) with all entries given by hooks
(this is valid only for extremal correlators).
22see [24],[58] for more details on the Schur polynomial basis.
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 Finally, somewhat simple and easy to check but a crucial observation
is that there are only two possible hooks that can appear in a tensor
product of two hook diagrams (other diagrams appearing in the product
are not hooks). Namely for hooks with k1 and k2 boxes the two hooks
in the direct product have k1+ k2 and k1+ k2  1 boxes in the rst row.
 Use this fact to get rid of the Littlewood coecients obtaining the elegant
answer only in terms of fhkJn
.
Below we demonstrate how the algorithm works in practise and how it
yields the n-point correlators conjectured in [66, 109].
Let us start with the two point correlator. We rst express the two point
function of the CPO's in a basis of Schurs using (J.6)
CJ2 = hTr
 
ZJ

Tr
 
ZJ
i = JX
k1;k2=1
( 1)2J k1 k2h
h
k1
J
(Z)
h
k2
J
( Z)i: (J.9)
For hooks R1;R2 becomes k1;k2 and we have
CJ2 =
JX
k=1
fhkJ (N); (J.10)
hence the correlator is just the sum over weights of all the possible hook dia-
grams with J boxes. In N = 4 SYM with U(N) gauge group, the product of
the weights of the hook is given by
fhkJ (N) =
kY
i=1
(N   1 + i)
J kY
m=1
(N  m) =  (N + k)
 (N   J + k) ; (J.11)
where   is the Euler Gamma function. Inserting this to (J.10) reproduces the
two point function of the BMN-type CPO's [66]
CJ2 =
1
J + 1

 (N + J + 1)
 (N)
   (N + 1)
 (N   J)

: (J.12)
This baby example and the result can be obtained alternatively using Ginibre's
method [111].
Similarly we can proceed with extremal three point functions. First we
express the CPOs in terms of Schurs
CJ1;J23 =
J1;J2;J3X
k1;k2;k3=1
3Y
i=1
( 1)Ji kih
h
k1
J1
(Z)
h
k2
J2
(Z)
h
k3
J3
( Z)i; (J.13)
where J3 = J1 + J2. Next, using (J.7) brings us to the sum
CJ1;J23 =
J1;J2;J3X
k1;k2;k3=1
3Y
i=1
( 1)Ji kig(hk1J1 ; hk2J2 ;hk3J3)fhk3J3 ; (J.14)
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where the crucial ingredient is the Littlewood-Richardson coecient for hooks.
We "kill" it by replacing the sum over k3 by the only two possible terms,
k3 = k1 + k2 and k3 = k1 + k2   1. This brings us to
CJ1;J23 =
J1X
k1=1
J2X
k2=1

f
h
k1+k2
J3
  f
h
k1+k2 1
J3

=
 
J1+J2X
k=J2+1
 
J1X
k=1
!
fhkJ3
; (J.15)
where in the second equality we took into account the mutual cancellations
between the terms. Finally, plugging (J.11) gives the exact three point function
of CPOs in N = 4 SYM [66]
CJ1;J23 =
1
J1 + J2 + 1

 (N + J1 + J2 + 1)
 (N)
+
 (N + 1)
 (N   J1   J2)
  (N + J1 + 1)
 (N   J2)  
 (N + J2 + 1)
 (N   J1)

: (J.16)
Following the algorithm for four points, we expand CPOs in Schurs and
apply the Littlewood-Richardson rule twice to obtain23
CJ1;J2;J34 =
 
4Y
i=1
JiX
ki=1
( 1)ki
!X
T
g(hk1J1 ; h
k2
J2;T ) g(T; h
k3
J3
;hk4J4) fhk4J4
: (J.17)
By carefully analyzing the Littlewood-Richardson coecients we can see that
there are only two possibilities for T in the rst coecient, namely: T 2
fhk1+k2J1+J2 ; hk1+k2 1J1+J2 g. These two cases inserted to the second coecient reduce
the sum over k4 into four terms. The rst one with k4 = k1 + k2 + k3 with
a plus sign, then we have twice k4 = k1 + k2 + k3   1 with a minus sign and
k4 = k1 + k2 + k3   2 with plus again. This way the four point correlator
becomes
CJ1;J2;J34 =
J1X
k1=1
J2X
k2=1
J3X
k3=1

f
h
k1+k2+k3
J4
  2f
h
k1+k2+k3 1
J4
+ f
h
k1+k2+k3 2
J4

: (J.18)
Clearly, most of the terms in these sums mutually cancel and it is easy to check
that the only ones left can be written as
CJ1;J2;J34 =
 
J1X
k=1
 
J1+J2X
k=J2+1
 
J1+J3X
k=J3+1
+
J4X
k=J2+J3+1
!
fhkJ4
(J.19)
Inserting (J.11), we can easily perform the sums in Mathematica and a tree
level answer for the four point correlator of BMN-type chiral primaries in
23Note that we use ( 1)
Pn 1
i=1 2Ji 
Pn
i=1 k1 = ( 1)
Pn
i=1 ki
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N = 4 SYM is
CJ1;J2;J34 =
1
J4 + 1

 (N + J4 + 1)
 (N)
   (N + J4   J1 + 1)
 (N   J1)
  (N + J4   J2)
 (N   J2)  
 (N + J4   J3)
 (N   J3) +
 (N + J4   J1   J2)
 (N   J1   J2)
+
 (N + J4   J2   J3)
 (N   J2   J3) +
 (N + J4   J1   J3)
 (N   J1   J3)  
 (N + 1)
 (N   J4)

: (J.20)
It is straightforward to write down an expression for the n-point extremal
correlator of half-BPS, single trace CPOs. In fact we can do it for a general
class of gauge theories where a basis of Schur polynomials in some unitary
matrix X can be constructed and CPOs written as linear combinations of
Schurs labeled by hooks. Namely, following our algorithm the crucial step
becomes the evaluation of the correlator of Schurs
h
n 1Y
i=1

h
ki
Ji
(X)hknJi
( X)i =
 
n 3Y
i=1
X
Ti
!
g(hk1J1 ; h
k2
J2
;T1)
 
n 4Y
j=1
g(Tj; h
kj+2
Jj+2
;Tj+1)
!

 g(Tn 3; kn 1; kn)fhknJn : (J.21)
Then by taking into account the fact that each sum over Ti contains only two
possible hooks and nally kiling the sum over kn we end up with our master
formula
CJ1;:::;Jn 1n =
 
n 1Y
l=1
JlX
kl=1
!
n 2X
i=0
( 1)i

n  2
i

fhkn iJn
(J.22)
where Jn =
Pn 1
i=1 Ji, kn =
Pn 1
l=1 kl, and fhkJ is the value of the two point
correlator of Schur polynomials of X labeled by hooks of length J with k
boxes in the rst row
hhlJ (X)hkJ ( X)i = l;k fhkJ : (J.23)
If we take into account the cancellations between terms in (J.22), the answer
can be written as
CJ1;:::;Jn 1n = ( 1)n
0@ J1X
k=1
 
J1+J2X
k=J2+1
  : : : 
J1+Jn 1X
k=Jn 1+1
+
J1+J2+J3X
k=J2+J3+1
+ : : :
+
Jn 2+Jn 1+J1X
k=Jn 2+Jn 1+1
 
J1+J2+J3+J4X
k=J2+J3+J4+1
 :::+
JnX
k=J2+::+Jn 1
1A fhkJn : (J.24)
This formula can be easily proved by induction.
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For N = 4 SYM our formula precisely gives the n-point correlators conjec-
tured in [66, 109] which are
CJ1;:::;Jn 1n =
1
Jn + 1
(
 (N + Jn + 1)
 (N)
 
n 1X
i=1
 (N + Jn   Ji + 1)
 (N   Ji)
+
X
1i1i2n 1
 (N + Jn   Ji1   Ji2 + 1)
 (N   Ji1   Ji2)
  : : :   (N + 1)
 (N   Jn)
)
(J.25)
where Jn =
Pn 1
i=1 Ji, and ellipsis stand for terms where we subtract more of the
available J 's inside the argument of the   in the numerator with appropriate
sign for even and odd numbers.
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Appendix K
Open String Correlators
Let us start with the two point correlator of open strings. Notice that there
are two possible correlators that we can write in ABJ theory. Ones in terms
of (ABy)NN and others in terms of (AyB)MM . We call the former N-strings
and the later M-strings. From the conservation of U(N)(U(M)) charge they
are both constrained to the form
h (ABy)Ji
j
 
(BAy)J
l
k
i = C1ijlk + C2iklj (K.1)
h (AyB)J

 
(ByA)J


i = D1  +D2 ; (K.2)
where we distinguish latin indices i; j = 1; :::; N from greek ;  = 1; :::;M ,
and constants C1; C2 and D1; D2 are to be determined. We begin with the
correlator of N-strings (K.1). There are two ways to contract the indices hence
we have
hTr ((ABy)J)Tr ((BAy)J)i = C1N2 + C2N (K.3)
hTr ((ABy)J(BAy)J)i = C1N + C2N2 (K.4)
To the leading order in N(M) the second correlator can be expressed in terms
of the two point function of the single trace operators. Notice that to the
leading order in N and M , only contractions between pairs ABy matter. This
is because
( A By)ij(B
yA)lk = A
i
( B
y)j (B
y)lA

k = 
i
k



 
l
j =M 
i
k
l
j (K.5)
Hence if we perform just a single contraction in the two point correlator of
J + 1 pairs, the leading answer is
hTr ((ABy)J+1)Tr ((BAy)J+1)i M(J + 1)hTr ((ABy)J(BAy)J)i: (K.6)
Finally we arrive at two equations
hJi  hTr ((ABy)J)Tr ((BAy)J)i = C1N2 + C2N (K.7)
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hJ + 1i  hTr ((ABy)J+1)Tr ((BAy)J+1)i
M(J + 1)  C1N + C2N2 ; (K.8)
that are solved to
C1  1
N3  N

N hJi   hJ + 1i
M(J + 1)

 (J   1)MJNJ 2 (K.9)
C2  1
N3  N

NhJ + 1i
M(J + 1)
  hJi

MJNJ 1 (K.10)
The three point functions are important for studying string dynamics such
as splitting and joining of open strings, which is a known phenomenon in the
case of giant graviton dynamics. The three point function of this type is
h((ABy)J1)ji ((ABy)J2)lk((BAy)J1+J2)qpi =ji lkqpC1 + lijkqpC2 + ji qklpC3
+ qi 
l
k
j
pC4 + 
l
i
q
k
j
pC5 + 
q
i 
j
k
l
pC6
(K.11)
There are six possible contractions which lead to the following three point
functions
A  hTr((ABy)J1)Tr((ABy)J2)Tr((BAy)J1+J2)i =N3C1 +N2(C2 + C3 + C4)
+N(C5 + C6);
B  hTr((ABy)J1+J2)Tr((BAy)J1+J2)i =N3C2 +N2(C1 + C5 + C6)
+N(C3 + C4);
C  hTr((ABy)J1)Tr((ABy)J2(BAy)J1+J2)i =N3C3 +N2(C1 + C5 + C6)
+N(C2 + C4);
D  hTr((ABy)J2)Tr((ABy)J1(BAy)J1+J2)i =N3C4 +N2(C1 + C5 + C6)
+N(C2 + C3);
E  hTr((ABy)J1+J2(BAy)J1+J2)i =N3C5 +N2(C2 + C3 + C4)
+N(C1 + C6);
F  hTr((ABy)J1+J2(BAy)J1+J2)i =N3C6 +N2(C2 + C3 + C4)
+N(C1 + C5):
It is easy to see that in the above set E = F . Now solving these equations, we
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nd
C1 =
1
(N2   1)(N2   4)
hN2   2
N
A B   C  D + 4
N
E
i
;
C2 =
1
(N2   1)(N2   4)
h
 A+ N
2   2
N
B +
2
N
C +
2
N
D   2E
i
;
C3 =
1
(N2   1)(N2   4)
h
 A+ 2
N
B +
N2   2
N
C +
2
N
D   2E
i
;
C4 =
1
(N2   1)(N2   4)
h
 A+ 2
N
B +
2
N
C +
N2   2
N
D   2E
i
;
C5 =C6 =
1
(N2   1)(N2   4)
h 2
N
A B   C  D +NE
i
: (K.12)
We note that, there are only two new correlators C and D that need to
be computed. The other correlators can directly be computed from results we
have already obtained. To nd the new correlators, we consider the leading
terms of the three point function. That is
hTr((ABy)J1)Tr((ABy)J2)Tr((BAy)J1+J2)i
MJ1hTr((ABy)J2)Tr((ABy)J1 1(BAy)J1+J2 1)i
+MJ2hTr((ABy)J1)Tr((ABy)J2 1(BAy)J1+J2 1)i
Upon using equation (6.12), we get
hTr((ABy)J2)Tr((ABy)J1 1(BAy)J1+J2 1)i
= J1J2N
J1+J2 1MJ1+J2 1 + J1J2MJ1+J2NJ1+J2
Shifting J1 to J1 + 1, we arrive at
hTr((ABy)J2)Tr((ABy)J1(BAy)J1+J2)i
= J2(J1 + 1)
 
NJ1+J2MJ1+J2 +MJ1+J2+1NJ1+J2+1

(K.13)
Similarly
hTr((ABy)J1)Tr((ABy)J2(BAy)J1+J2)i
= J1(J2 + 1)
 
NJ1+J2MJ1+J2 +MJ1+J2+1NJ1+J2+1

(K.14)
Recall the result of open string correlators in N = 4 SYM theory [48]

Tr(Y J1)Tr(Y J2(Y y)J1+J2)

= J1(J2 + 1)N
J1+J2 (K.15)
We note that the ABJ answer is not simply a product of two open string
119
correlators. The solution for C1, C2, C3, C4 and C5 in the large N , M limit is
C1 =[J1J2(J1 + J2) + 4]M
J1+J2NJ1+J2 4   2J1J2MJ1+J2+1NJ1+J2 3;
C2 =(J1 + J2   2)MJ1+J2NJ1+J2 3;
C3 =(J1J2 + J1)M
J1+J2+1NJ1+J2 2   2MJ1+J2NJ1+J2 3;
C4 =(J1J2 + J2)M
J1+J2+1NJ1+J2 2   2MJ1+J2NJ1+J2 3;
C5 =C6 =M
J1+J2NJ1+J2 2: (K.16)
It is now easy to compute the amplitude of closed string propagating between
two excited D-brane states, since we need to compute the leading contribution
of the correlator


Tr(AByJ1)(AByJ2)ij(BA
y(J1+J2))lk

. From the above result,
we get

Tr(AByJ1)(AByJ2)ij(BA
y(J1+J2))lk

=MJ1+J2NJ1+J2 2ik
l
j: (K.17)
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