Along with the Internet of Vehicles, some intelligent systems can help the medical vehicles transport medical supplies and patients. In terms of emergency issues like catastrophic natural disasters or serious accidents, safe and timely transportation for medical vehicles is particularly important. For assistance to medical vehicles on the road, models with position prediction can provide accurate position information of ambient vehicles in the next seconds. However, with the increasing number of vehicles on the road and the changing road environment, it is an important challenge to predict the location of vehicles in the road correctly. Current location prediction models for vehicles usually use the previous trajectory of vehicles, lacking the consideration of vehicle's state and real-time traffic information, which leads to relatively low accuracy and safety. Based on the deep belief nets (DBN) and long short-term memory (LSTM), this paper presents a location prediction model for assistance to medical vehicles (LPMVs), which fully considers vehicle's attributes, road information and driving environment as well as the relationship between the factors that influence vehicle driving behaviors and vehicle positions. By experiment, we prove that LPMVs can predict more accurately than current location prediction models and be a good choice for assistance to medical vehicles.
I. INTRODUCTION
Medical vehicles play a huge role in terms of major disasters and rescue. Whether in daily life or disasters, medical vehicle is the major transport for drug delivery and saving lives. In terms of the medical vehicles, secure and punctual transportation of medicines as well as the patients is significant for the quality of medical services and the safety of people. In a word, medical vehicles are essential to daily life. However, with the increase in the number of vehicles, the road congestion is becoming more and more obvious. Traffic congestion will seriously affect the transportation efficiency of medicine and patients for medical vehicles [1] . In severe cases, it will directly affect safety of people's lives. Although medical vehicles have priority to pass the road, it is The associate editor coordinating the review of this manuscript and approving it for publication was Yonghong Peng . a common thing that medical vehicles are blocked on the road, which has drawn people's attention.
At present, many researches [2] - [6] have put forward applications for the IoV (Internet of Vehicles), providing traffic safety services for vehicles, which could be viewed as the assistance to medical vehicles. However, the complexity of urban road conditions and the uncertainty of vehicle moving direction aggravate the position variability of vehicle adjacent to medical vehicles.
Nowadays, in order to reduce the impact of the location variability of vehicle, existing researches focus on using the information of current location, speed and movement direction of vehicles to predict the topological changes of vehicles in the future. Current position prediction of vehicle mainly serves for applications related to security (such as collision prevention monitoring at intersections) or traffic flow analysis. As one of the important applications in IoV, vehicle location prediction has a crucial impact on the clustering of the IoV, the stability of the Internet of Vehicles and road safety. As far as medical vehicle is concerned, a good position prediction model is an important application, which helps the drivers acquire the possible positions of the surrounding vehicles and ensure the medical vehicles safely pass through complex sections.
The current position prediction for vehicles mainly studies the location of the vehicle for a certain period in the future based on the current driving state of the vehicle and the driving environment. At the same time, these models may consider the impact of the vehicle's historical travel trajectory. Unlike the motion of nodes in MANET, the motion of the vehicle is affected by the road, traffic signals, the driving state of the adjacent vehicles, and the driver's behavior. Its trajectory is predictable. The existing position prediction techniques for vehicle can be roughly divided into three categories: 1) naive prediction; 2) prediction based on statistical methods; 3) prediction using artificial neural networks.
These models cannot achieve a satisfactory accuracy for vehicle location predictions. Models based on naive prediction simply consider the speed and trajectory of vehicles, ignoring the relationship with surrounding environment. What's more, models, based on statistical methods, perform better on vehicles that have a fixed driving model. Besides, current models, described by the third categories, has also some disadvantages that researchers don't take several factors into consideration, neglecting some attributes such as the width of vehicles and allowable driving behaviors on the lane. Considering all kinds of factors that may affect driving behaviors and vehicle position, this paper abstracts and extracts vehicle body attributes, road information and driving environment, uses deep learning to mine the relationship among these factors, and proposes LPMVs, which improves the accuracy of position prediction.
The reminder of this paper is organized as follows. Section II discusses the related work. In section III, a formal specification for attributes of vehicles adjacent to medical vehicle is first introduced. Then the abstraction and definition of road features are presented. Finally, abstraction and definition of driving environment are given. Section IV proposes a location prediction model based on deep learning as well the process of training this model. In section V, we introduce the data set used in this paper and analysis of simulation experiment results. We compare the model with other current popular models and it performs very well. Finally, section VI draws the conclusion.
II. RELATED WORK
The current prediction model mainly uses the historical trajectory and speed of the current vehicle to predict the position of the vehicle at the next moment.
A. NAIVE PREDICTION
Zhu et al. [7] proposed a vehicle position prediction method, which is representative of naive prediction and regards the speed and the moving distance as vectors. The position after t time is calculated by p t = p t 0 + − → v t 0 × t, where p t 0 is the current vehicle position, v t 0 is the current vehicle speed, and p t is the predicted position after t time. The positional deviation ε = p t − p t is then calculated, where p t is the true position of the vehicle after t time. They proposed a measure of reliability to measure the bias of the forecast and apply it to routing guidance. The more reliable the node, the better it is to forward the data. This method introduces the concept of predictive reliability. The so-called highly reliable nodes are usually nodes with slow changes in speed direction.
B. PREDICTION BASED ON STATISTICAL MODELS
Jerath et al. modeled human-driven vehicles and self-driving vehicles [8] , and studied the effects of vehicle density and adjacent nodes on vehicle motion. Based on this, the distribution of vehicles' position is predicted in a short period of time. The influence of vehicle density and the position of adjacent vehicles around the vehicle on vehicle to be predicted is studied by using statistical principle, and a model is established. For the first time, the model takes the automobile into account. But the model is too harsh.Based on statistical method, the probabilistic model VMP proposed by Xue et al. [9] divides the vehicle's driving path into several connected sections, and uses these sections as prior knowledge to find the most likely section to be selected at the next moment. The model has a high accuracy in predicting the fixed driving mode of vehicles (such as buses). However, this method does not take the vehicle nodes (such as taxis) whose driving model is not fixed into account.
Reference [10] was trying to predict location of the mobile node in VANETs, relying on a new method called Kalman filter that enables to use fundamental analysis of location information with technical analysis, and evaluated the performance of location prediction using both real vehicle mobility traces and model-driven traces. And [11] proposes a location prediction method for a nonlinear vehicular movement using extended Kalman filter (EKF). EKF is more appropriate contrasted with the Kalman filter (KF), as it is designed to work with the nonlinear system. The proposed prediction method performance is measured with the real and model based mobility traces for the city and highway scenarios. Reference [26] proposes a framework for the recognition and prediction of driver maneuvers by considering holistic cues with an array of sensors.
Compared with researches above, some interesting researches have comprehensively considered the road traffic safety related information. Based on the Kaman Filter and the vehicle motion model, Wu et al. [12] have designed and presented a collision avoidance system as well as an assessment method, considering vehicles motion/location, driver behavior and road geometry, it can more precisely predict vehicle location and calculate the traveled distance among vehicles in real-time. Peng et al. [13] developed an improved vehicle motion model that includes consideration of both kinematic principles and real-time driver behavior to improve forecasting accuracy, this work yielded better predictions, provided an applicable way to improve the accuracy of vehicle motion prediction. Some probabilistic trajectory prediction methods using Gaussian Mixture Models [14] and Monte-Carlo Simulation [15] have also been proposed.
C. PREDICTION USING ARTIFICIAL NEURAL NETWORKS
In [16] , a dynamic occupancy grid map is used as input to a deep convolutional neural networks. Among the several DNN architectures, the recurrent neural network is widely employed for learning sequential structures. Kim et al. [17] fed a sequence of vehicle coordinates into long short-term memory and produced probabilistic information about the future location over an occupancy grid map. However, these machine learning methods depend on training data and suffer from the disadvantage that they can not predict what will happen in an unknown environment.
Ortiz et al. [18] proposed an method to predict driving behavior by using the speed between vehicles and their neighbors. By calculating the distance and relative speed between the current vehicle and the front vehicle of the same lane, as well as the distance and relative speed of the adjacent lane, they can predict whether the current vehicle chooses to change the speed, follow the vehicle, change the lane or complete the overtaking driving behavior, which can be used as an important basis for location prediction of vehicles. C. Hermes designed a classifier [19] , which classifies nodes into several groups according to the similarity of trajectories. When predicting the position, the group with the highest similarity is found, and the moving trajectory of the group is used to predict the position of the current node. In document [20] , A Bohlooli et al. proposed that vehicles with the same or similar starting and ending points or similar paths should be grouped into one group, and then SOM neural network is used to train such nodes, and the prediction method of vehicles is guided by the training results. B Zhang et al. studied the interaction of traffic flow between road nodes [21] and divided the nodes with strong interaction into one group. At the same time, the AP algorithm is used for clustering, and the clustering results are trained by the neural network as the basis for prediction. The forecast is mainly for traffic status and clustering of road nodes at different times, thereby assisting vehicle position prediction. E Baby Anitha et al. used genetic algorithms and backpropagated artificial neural networks as predictive training tools [22] . The path of the node is often calculated first, then the genetic algorithm is used to calculate the optimized path as the input of the neural network, and the model is trained to perform the position prediction of the vehicle node.
Seong Hyeon Park et al. propose a deep learning based vehicle trajectory prediction technique which can generate the future trajectory sequence of surrounding vehicles in real time [23] . This paper employs the encoder-decoder architecture which analyzes the pattern underlying in the past trajectory using the LSTM based encoder and generates the future trajectory sequence using the LSTM based decoder. This structure produces the K most likely trajectory candidates over occupancy grid map.
D. SUMMARY
In summary, the existing research on location prediction or driving behavior prediction for vehicles mainly considers the vehicle's historical trajectory and the vehicle's driving condition. These methods are more ideal for the modeling of vehicle and road condition, ignoring the important factors that affect driving behavior and position for vehicles, such as the length and width of vehicle and the distance between vehicle and intersection.
III. FORMAL SPECIFICATION
Medical vehicle, has a special role, as a member of the road traffic, it also has an impact on the traffic situation. In this section, medical car is abstractly equated with the ordinary car for modeling. Some characteristics of vehicles will directly affect driving behaviors, and then affect the position of vehicles as well as safety of driving environment. These features can be divided into static characteristics and driving characteristics.
A. ABSTRACTION AND DEFINITION OF VEHICLES ADJACENT TO MEDICAL VEHICLES
The medical vehicles acquire the surrounding driving information from IoV. Abstraction and definition of vehicles adjacent to medical vehicles are generated from the following two aspects: static characteristics and driving characteristics.
Static characteristics refer to the inherent attributes that affect driving behaviors, including body length L and body width W. Driving characteristics include speed, acceleration, current driving direction, turning motion at intersection, current position, departure place and destination. Vehicles' speed and acceleration at time t are marked as v(t) and a(t) respectively. The remaining features are defined as follows:
Definition 1: The direction of vehicle f at time t is denoted as vDir f (t). Here, the clockwise angle between the north and the vehicle's direction is used to indicate the driving direction. And vDir f (t) satisfies the following requirements:
Definition 2: vMov f (t) indicates the driving behavior of vehicle f at time t on an intersection, and it is represented as a vector shown in (2). In the data-set used in this article, turning around is not allow at the crossroad, so only the driving straight, turning left and right are considered.
Definition 3: The position of vehicle f at time t is denoted as P f (t), which is a vector with two-dimensional coordinate, and the units of the vector are in feet. P f (t) is defined as follows:
Definition 4: The departure place of vehicle f is denoted as srcP f , which is in form of two-dimensional coordinates and defined as follows:
The coordinate system and unit are defined in the same way to Definition 3.
Definition 5: The vehicle's destination, denoted as dstP f , which is the two-dimensional coordinates of the vehicle's destination, is defined as follows:
To sum up, the feature set of the vehicle at time t is defined as follows:
vDir(t), vMov(t), P(t), srcP, dstP} (6)

B. ABSTRACTION AND DEFINITION OF ROAD ATTRIBUTES
In addition to the attributes of vehicle's characteristics, road information is also one of the important factors that directly affect driving behavior. In the process of location prediction, it is necessary to acquire the characteristics of the road. To facilitate LPMVs, road features need to be abstracted and defined. According to the characteristics of urban road studied in this chapter, it is divided into three parts as shown in Fig. 1 , including intersection area, straight line area and preparation area. The direct road area is far from the next intersection. The vehicles can change lanes freely. The preparation area of the intersection is close to the intersection or T-junction. Vehicles can't change lanes.
The intersection and T-junction are abstracted as quadrilateral, and marked clockwise with their coordinates of four vertexes starting from the Northwest corner. As shown in Fig. 1 , they are marked as follows:
Definition 6: The set of crossroads ISet consists of all the intersections in dataset. I i represents the crossroad labeled number i. ISet is defined as follows.
Definition 7: There are crossroad I k and I m . Then the road section between them is denoted as I k I m . The road section set RSegSet is defined as follows.
I k (1 ≤ k ≤ n, nisthenumberoflanes) denotes the intersection numbered.
Each road section contains several lanes. The lanes in I k I m are defined as follows:
And 
Definition 9: LAL is the number of lanes that vehicles can turn left to. Search from the current position (x, y) in lane i VOLUME 8, 2020 to the left side until a solid line indicates that the vehicle can't change to the left lane. The number of lanes searched is denoted as LAL i (x, y).
Definition 10: RAL is the number of lanes that vehicles can turn right to. Search from the current position (x, y) in lane i to the right side until a solid line indicates that the vehicle can't change to the right lane. The number of lanes searched is denoted as RAL i (x, y).
Definition 11: sld represents the driving behavior and three different sld is defined in form of vector as follows.
SLD is the driving behaviour allowed in position (x, y), and is defined as follows.
In equation above, only one of the α in set {α 1 , α 2 , α 3 } has value 1, representing allowable driving behavior in this lane. Definition 12: pld represents the driving behavior on the crossroad and four different pld is defined in form of vector as follows.
pld st = (1, 0, 0, 0) driving straight pld tl = (0, 1, 0, 0) turn left pld tr = (0, 0, 1, 0) turn right pld ta = (0, 0, 0, 1) turn around (14) PLD is the driving behavior allowed by at the intersection, and is defined as follows.
The definition of β is the same to α. To sum up, feature set of the road i at position (x, y), denoted as feature r (x, y), is defined as (16) .
ABSTRACTION AND DEFINITION OF DRIVING ENVIRONMENT
Driving environment of vehicles has a direct or indirect impact on driving behavior. According to driving experience, the speed and position of vehicles in front and behind restrict the driving behavior of studied vehicles. Adjacent vehicles restrict the lane-changing behavior of studied vehicles. At the same time, the distance between the vehicle and the intersection as well as the traffic signal at the intersection may also affect the driving behavior. We assume that the position of vehicle f at time t is P f (t) = (x f ,t , y f ,t ), and the position of vehicle e is P e (t) = (x e,t , y e,t ). f and e are in different lane. The direction vector − −−−− → RSegDir = (rx, ry),which is defined by the vDir, is shown in Fig. 2 . According to the Definition 1, rx equals to cos(vDir(t)) and ry equals to sin(vDir(t)).
= 0, vehicle f and vehicle e are driving side by side. As shown in Fig. 3 , type identifies the relative position of vehicles surrounding to vehicle i. available indicates whether the vehicle is existing.
At this time, values in nstate are marked as 0 except type. If there is no vehicle in front of the current vehicle, the corresponding nstate(t) = (1, 0, 0, 0, 0, 0, 0, 0, 0). d denotes the distance to the neighbor vehicle. According to [24] and [25] , the driving state of surrounding vehicles is one of the main factors affecting movement of vehicles.
Definition 17: The state set of cars surrounding to vehicle f is denoted as NCarState f (t).
In the above equation, the RV fe (t) represents the relative velocity between vehicle f and e, calculated by RV
Definition 18: sig i (t) represents the allowable behavior according to the traffic signal i at time t.
(0, 1, 0, 0) turn around (0, 0, 0, 0) not turn around Definition 19: IAM (t) represents the allowable behaviors at the intersection at time t according to PLD and signal i. It can be expressed as follows.
To sum up, the definition of driving environment to vehicle e at time t is shown as follows.
What's more, we assume that vehicle e is driving in lane r,and define feature(t) as the combination of the above features.
IV. LOCATION PREDICTION MODEL FOR VEHICLES ADJACENT TO MEDICAL VEHICLES
There are many aspects that may affect vehicles in IoV, such as other vehicles, road features and driving environment. It is a common sense that we can easily predict drivers' behaviors by the situation of the road. According to the drivers' behavior, we can predict the location of vehicles in the next few seconds correctly. Therefore, in this section, we take advantage of many features, which are relevant to driving behavior, to train prediction network. Based on this network, we present location prediction model for vehicles. The steps of training are as follows: feature extraction, data pre-process, training prediction network for driving behavior, training LPMVs.
A. FEATURE EXTRACTION AND DATA PRE-PROCESSING 1) FEATURE EXTRACTION OF VID
In order to extracting features conveniently, we simplify complex driving environment as Fig. 4 . Point A and point B are end points of the stop line and their coordinates are respectively described as (x A , y A ) , (x B , y B ) . What's more, make a vertical line from the front edge of the vehicle to the straight line AB. Due to that most of the roads in Lankershim Data is straight, the length of this vertical line can substitute VID approximately. 
(y
Line AB satisfies (22) in the two-dimensional coordinate system.
We assume that location of the vehicle in Fig. 4 is P(t) = (x C , y C ). Then the distance between the vehicle and line AB satisfies (23) .
Use (23) to calculate the VID of each vehicle in dataset. end if 10: end for 11: for all vehicles in SVRL do 12: x v ← vehicle [x] 13 : 
2) FEATURE EXTRACTION OF NCARSTATE
x v ← vehicle [x] 4: y v ← vehicle [y] 5: if x ld · (x − x v ) + y ld · (y − y v ) ≥ 0 then 6: FLV ← {0, 1} ∪ vehicle(v,y v ← vehicle [y] 14: if x ld · (x − x v ) + y ld · (y − y v ) ≥ 0 then 15: RLV ← {5, 1} ∪ vehicle(v,
4) LABEL EXTRACTION
Here, the driving behaviors of the vehicle is divided into driving straight, changing to the left lane, changing to the right lane, driving straight at the intersection, turning left at the intersection, turning right at the intersection, and turning at the intersection. of lane(t) , the driving behavior will be changing to the right lane. In order to facilitate the classification of the DBN, the driving behavior is coded by rules shown in Table 1 . We denote the obtained feature as the vector feature(t) defined in section III, and define the tag of obtained training sample as label(t), where t represents time. As shown in (24), we use min-max method to normalize feature(t) and label (t) .
Driving behaviors at the intersection can be obtained directly from the data set. Other driving behaviors on the lane can be obtained by comparison between the lane(t) in which the vehicle is at time t and the lane(t + t) at time t + t in the future. If lane(t) equals to lane(t + t), then the driving behavior is driving straight. Besides, if lane(t + t) is the left lane of lane(t), the driving behavior will be changing to the left lane. If lane(t + t) is the right lane
In this equation, f represents the value of the feature point, f max represents the maximum value of the feature point, f min represents the minimum value of the feature point, and f N represents the value of the feature point after normalization. We denote normalized feature(t) and label(t) as feature N (t) and label N (t). Spice feature N (t) and label N (t) in order, we will obtain the samples in section III.
B. PREDICTION OF DRIVING BEHAVIOR
DBN (Deep Belief Network) [27] has the advantage of processing nonlinearity data, which is applicable to complex situation such as road environment. We combine and encode the factors that may affect drivers' behaviors to predict driving behaviors by DBN. So in this section, we use the DBN to predict the driving behavior. DBN is trained by a multi-layered restricted Boltzmann machine (RBM) [28] , which is an undirected graph model consisting of a visible layer and a hidden layer. The visible layer is the data input layer. There is no connection between the nodes in the visible layer and the hidden layer.
According to the pre-processed training sample set obtained in III, the train includes the training sample feature set and the training sample label set, and the training sample feature set is recorded as train_x, which can be expressed as
The label set of training sample is recorded as train_y. The test sample set is recorded as test, including the test sample feature set and the test sample label set. The test sample feature set is recorded as test_x, and the test sample label set is recorded as test_y. train_y and train_x correspond one-toone by row, and test_x and test_y correspond one-to-one by row.
The training of the DBN in this section can be divided into two phases: pre-training and training of BP neural network. BP neural network is a multi-layer feedforward neural network trained by back-propagation [29] , which is the basis of deep learning technology.
The RBM network can be trained by the Contrasive Divergence (CD) method proposed by Hinton [30] . In the pre-training phase, train_x is used as the input vector to train the RBM. The structure of single layer for RBM is shown in Fig. 5 . The hidden layer trained by the current layer is used as the visible layer to train the next layer. We train the RBM network layer by layer. The training process of the RBM network can map the feature vectors into different feature spaces and retain the information of the original features as much as possible, thus obtaining an approximate expression of the feature vectors. In the process of training, the number of nodes in each hidden layer is limited, so that the RBM network learns the compressed expression form of the original feature vector and reduces the feature dimension. At the same time, this process can discover the more complex relationship generated by the interaction among feature points, and mine the characteristic information that may affect the driving behavior of the vehicle. In the training phase of BP neural network, the DBN is expanded into a BP neural network, and the RBM network parameters trained in the pre-training phase are used as initial parameters of the BP neural network. Because in the preprocessing, the training of the RBM network adopts the greedy method, so that the training result of each layer is optimal for local mapping. However, this does not guarantee that the feature vector mapping of the entire DBN network is optimal. Here, the BP neural network has a supervised learning method. train_y is used as label sample to calculate the classification error, and the error is reversely propagated to fine-tune the network. The forward transfer process of the k+1 layer is shown in Fig. 6 . The input X i represents the feature of i-th sample, and the output Y i represents the network-calculated prediction result. w i indicates the weight of the i+1th layer in order to construct i-th layer. The prediction steps for driving behavior are as follows: According to the structure of DBN network, the RBM network is trained layer by layer using CD to learn the low-dimensional expression of features.
1) Initialize the BP neural network using the learned network structure. And add the output layer at the end.
2)Train the BP neural network, use train_y to calculate the training error, backpropagate, and fine-tune the parameters.
3) Calculate the value of the output layer node according to the forward calculation of the sample to be predicted. 4) Perform a softmax regression on the values of the output layer nodes, and convert the returned results into driving behavior according to Table 1 . The specific implementation steps are as shown in Algorithm 2. w R i represents the weight of the i-th layer and the next layer when training the RBM network. c R i is the bias of i-th layer in order to construct the next layer. b R i is the offset of i+1th layer for reconstructing i-th layer. After several iterations, the parameters of RBM network are gradually stabilized. At this point, the BP neural network can be initialized with the obtained weights and offsets. Then use set of labels to fine-tune entire network. What's more, w nn i presents the weight between i-th layer and i+1th layer when training the neural network. And bias nn i indicates the offset of i+1th layer for reconstructing i-th layer. The resulting neural network can be used for driving behavior prediction.
C. LOCATION PREDICTION MODEL
Considering the timing information of vehicles, to explore the relationship between driving behavior and position of vehicles, in this section, we use LSTM to explore the influence of vehicle driving environment and driving behavior on vehicle position. The trained LSTM network combines the DBN with result of predicted driving behavior to predict position of vehicles.
First of all, define the feature set of the training sample as PFeature(t), which is shown as (27) . for j ← 1 to r_epoch do 7: for k ← 1 to sizeof (train_x)/bs do 8: disturb the order of samples in the original sample set according to the order of rand_seq 9: rand_x ← PLO [rand_seq(k − 1) · bs : k · bs] 10: 19 : end for 20: for j ← 1 to b_epoch do 21: Train the BP neural network, make the softmax regression of the output, and use train_y to calculate the error, according to which we can update(w nn i , bias nn i ) 22: end for 23: output ← feed_forward_pass(x)//Forward propagation, calculate the output of network 24: output ← soft max(output) 25: return output 26: Output: output In this equation, DrvB(t) is the value of the vehicles' driving behavior at time t coded by rules in Table 2 . P(t − 1) represents the position of the vehicle at the previous moment. PFeature(t) corresponding to each vehicle node at each moment is extracted by method mentioned above, and each sample is normalized by the min-max normalization method. The input sample set is represented like (28) .
As shown above, PFeature N (t i ) represents the result of PFeature after normalization. Extract the position of vehicles P(t + n) after n seconds (P(t + n), 1 ≤ n ≤ 3, n ∈ N ). Similarly, min-max normalization is performed, and the training label set is obtained as expressed by (29) . Finally, before position prediction, we need to obtain the prediction result of driving behavior according to the driving behaviour prediction method. The prediction result is a vector form encoded for the softmax classifier, as shown in the Table 2 . According to the relationship in Table 2 , we transfer the vector to a scalar value as the value of DrvB. At the same time, the other feature values corresponding to PFeature are extracted and normalized to obtain the sample p_x to be predicted, structure of which is the same as PFeature N (t) . The specific implementation steps of the location prediction are shown in Algorithm 3. rand_seq ←Generating Random Sequences 8: for j ← 1to sizeof (train_p_x)/bs do 9: r_x ← train_p_x [r_seq(j − 1) · bs : k · bs] 10: r_y ← train_p_y [r_seq(j − 1) · bs : k · bs] 11: use rand_x to train LSTM, set sigmoid function as the activation function, calculate the error by rand_y to update(w i , bias i ) 12: end for 13: end for 14: DrvB ←prediction of driving behavior according to Algorithm 2 15: DrvB ←Map DrvB to scalars according to Table 2 16: p_x ←extract sample to be predicted according to DrvB and x 17: P t+n ← LSTM output //calculate the output of network 18: return P t+n 19: Output: P t+n Different from Algorithm 2, LSTM has three gates to control the data. And simply to say, w represents the weight, revealing what the network have to forget, input and output. Then bias indicates the offset of these three gates. To avoid complex expression, in this article, we succinctly denote the i-th sequence's weight as w i and offset as bias i . In terms of Fig. 7 , based on the prediction method of driving behavior, the input of LSTM, Sequence with DrvB, is obtained. Combined with the calculation method of LSTM, the position prediction model can be expressed in the form of (30) .
Algorithm 3 Position Prediction of Vehicles
P of this recursive formula represents the position prediction of vehicle given by the prediction model and the subscript indicates the time. σ represents the linear function of sigmoid. W represents the connection weight in the LSTM, and b is the bias term corresponding to each weight. x represents the sample of form PFeature N . f t indicates what and how much information we need to abandon in the current prediction process. Besides, i t , C t and C t constitute the input gate. i t is named as "input gate layer" which can determine what we need to update in the sequence process. C t uses the function of tanh to produce a vector, which represents the information needed to be updated. What's more, C t combines the i t and C t to update the previous state. In the end, we need to determine the value to output. And the o t as well as P t constitute the output gate. First, run a sigmoid layer to determine which part of the information will be output. Next, process o t through tanh (get a value between -1 and 1) and multiply it by the output of the sigmoid gate. Eventually we will get the result we expect at time t, named as P t .
V. SIMULATION EXPERIMENT AND RESULT ANALYSIS A. DATA AND METHOD OF SIMULATION
The simulation experiments in this chapter use the Lankershim Data dataset, which was collected by the NGSIM [31] project. The relevant information of the data set is shown in Table 3 . This experiment uses the vehicle trajectory data between 8:28am-8:45am.
The experiment can be divided into two parts: feature extraction and position prediction. Feature extraction can be divided into three parts: information collection for road, traffic signal acquisition and feature extraction for position prediction. 1) Information collection for roads: In the data set, road information is extracted according to the GIS file. Here, the ArcGIS software is used to collect relevant information of the road in the GIS. First, the road is divided into several sections so that each section approximates a straight road. The direction as well as coordinates for each vertex of segment are collected. Then extract the number of lanes on the left and right sides of each lane and the driving behaviour allowed at the intersection. Finally, collect the geographic location of the intersection. The intersection is abstracted into a rectangle composed of stop lines, and the coordinates of the four vertices of the rectangle are collected for subsequent calculation of the distance between the vehicle and the stop line.
2) Traffic signal collection: The duration of the signal at the intersection collected by the data set is dynamically changed according to the vehicle. The data set provides the value of the traffic signal for all intersections in the road. Here, according to the driving behaviour allowed for each lane at the intersection collected in the step (1), the steering operation allowed at the intersection at each time is calculated by the definition 19.
3) Feature extraction of position prediction: The data set contains trajectory data for cars, trucks, buses, and motorcycles. This paper only studies the position prediction of the vehicles, so firstly filter the trajectory data of all motorcycles in the data set. Then, according to the road information and traffic information extracted in step (1) and (2), combined with trajectory data of vehicles in the data set, feature vector of the vehicle at each moment are extracted by feature extraction and data pre-processing methods. And then generate input vector sets for DBN networks and LSTM. Correspondingly, the driving behaviour and position of the vehicle after 1s, 2s and 3s are extracted as the training label set. Finally, 10000 pieces of data in the input vector set and its corresponding label set are extracted as test samples, and the remaining input vectors and labels are training samples.
The position prediction uses the extracted 1s, 2s, and 3s label sets and corresponding feature sets to train the network according to the LPMVs model given in this chapter, and uses the extracted test samples to test the network. At the same time, compare the prediction result of the LPMVs model with CYRA model [32] , N_MODEL model [7] , DBN-BP model as well as LSTM model. 30 6] are selected as the network structure of the DBN. For example, [41 40 16] indicates that the number of nodes of the DBN's hidden layer is 41, 40, and 16, respectively, except for the input layer. It can be seen from the figure that the three network models exhibit a high prediction error rate when the number of training cycles is too small. As the number of unsupervised training cycles increases, the error of driving behavior predictions gradually decreases and tend to stabilize.
The number of hidden layers as [41 20] is small, and the structure is simple. The features of original data are not well expressed in the process of training. In the case of a small training period (less than or equal to 5 times), the prediction error rate once exceeded 40 %, and the maximum reached 42.10 %. As the number of training cycles increases, the final error rate gradually stabilizes at around 15.89 %. The network structure is too simple to fully express the characteristics affecting the driving behavior of the vehicle, which leads to the prediction error rate being too high and can not provide a suitable basis for position prediction.
The structure of [41 40 16] performs best in these three structures. Similar to the [41 20] network structure, the structure exhibits a high prediction error rate of up to 40.10 % in the case of a small training period. As the number of training cycles increases, the prediction error rate gradually decreases. After reaching 25 epochs, the error rate is below 6.00 %.
The training results of the network with structure of [41 60 30 6] are similar to the network with structure of [41 40 16] . After 30 epochs, the error rate is stable at around 6.00 %. However, due to the complexity of the network structure, the training time is longer than the other two network structures. Therefore, among the three network structures, the network structure of [41 40 16] is most suitable for driving behavior prediction.
The error rate of driving behavior prediction with structure of [41 40 16] is shown in Table 4 . The prediction error rate is low and can meet the requirements of position prediction for vehicle. as 1 second for simulation experiment. CYRA and N_MODEL are conventional models which can not perform very well in the experiment. It can be seen from the figure that for a short time interval of 1 second, the speed and acceleration of the vehicle can be regarded as relatively constant, and the prediction result of LPMVs is similar to the other two models. By contrast, models of neural networks perform excellent and the prediction error rate is controlled around 3% when time t is 3. The position error in the figure is in meters. Introduced in article above, LPMVs is composed of DBN as well as LSTM. We train the DBN to predict the driving behavior on the base of surrounding environment. Then when predicting the location, LSTM uses the sequence information and result of driving behavior to calculate the location result. When time t is 1 second, prediction errors of these models are similar and model of DBN perform better than the other two models. With the increase of time interval, the prediction error of all these models is gradually increasing, and the error of LPMVs increases relatively slow. The advantage is gradually highlighted. The difference shows that, when there is no sequence information, DBN can predict the position more accurately than LPMVs and LSTM. Since the information with sequence relationship added into the model, the advantages of LSTM emerge.
2) ANALYSIS OF PREDICTION RESULT FOR LOCATION
In order to apparently distinguish the difference between these models and the distance is an important aspect in traffic, we have regarded the prediction error within two meters as correct result. And as we can see from Fig. 11 that LPMVs gets a lower error rate than LSTM which is composed of LSTM and DBN. For a discrete time, LPMVs could produce more results with lower distance error. The reason is apparent that for a split second, the driving behavior is determined by the situation on the road and once the model knows the driving behaviors, it could predict the position with lower error than other two models. That's to say driving behaviors can contribute to narrowing down the scope of possible correct positions. And that's to say, it does not has the attribution of sequence. Besides, as soon as the experiment, LPMVs plays a good job. Therefore, for the location prediction of vehicles in urban roads, the LPMVs performs better than CYRA and N_MODEL.
VI. CONCLUSION
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