In this paper models from the first paper are generalized so that they include the correlation of attenuation coefficients and coverages with emulsion depth. They avoid further assumptions and can provide physically meaningful parameters (as opposed to earlier studies); thus closer agreement with experimental measurements is obtained. The difficulty in estimating correlated overlap functions is discussed. Error estimates resulting from grain statistics are generalized and computed in a selfconsistent manner. Contributions to granularity from densitometer and grain statistics have been shown to be significant or dominant in most emulsion types. The formulation derives reliable error estimates.
Introduction
The photographic detection of x rays with 1-3-pm resolution creates a nonlinear density-intensity response. Semiempirical formulas reproduce local features of the density-intensity curve in controlled experiments, '-6 but parameters are of little physical significance. Extrapolation to other energies, densities, angles, or emulsions is often invalid. Accurate formulas are required for absolute and relative intensities of spectral features. They yield information on scattering processes and experimental parameters.
In this paper a framework is developed for linearization with uncertainties; it is based on earlier work 7 and on the discussion in the previous paper, 8 referred to hereafter as CI. Particular concern is focused on results for Kodak 101-07 and Kodak DEF-392 emulsions. Data in the literature for these emulsions relate to normal-incidence geometry and to diffuse or specular densities. Uncertainties in conversion factors can lead to significant errors in manipulated data at high densities, as addressed in CI. The conversion has been carried out as described in detail there, as required, with the calibration uncertainty specified.
Densities referred to herein are (experimental) specular optical densities from matched 0.1 x 0.1 numerical aperture optics, which is nearly identical to the ideal (theoretical) specular densities of the formulas presented. Although consideration of diffuse densities would necessarily involve discussion of multiple optical scattering within the emulsion, for any density, this has been avoided effectively by the above conversions forD < 4 or so, which covers the range of available data sets. Multiple optical scattering should play a minor role in the modeling presented here. Later developments may address this issue in more detail, which is discussed in Ref. 1 . Section 2 reintroduces standard parameters and the possible distortion of their values from their simple physical interpretation. In Section 3 we extend this to indicate regimes where the integral formalism of CI should fail, while a (correlated) summation model may yield significant improvement in agreement with experiment, with parameters of greater physical significance. Development of the latter model requires formulas for fractions of grains occluded or otherwise along the x ray (Section 4) and densitometer photon (Section 5) paths, which in turn requires an estimation of the pairwise correlation functions (Section 6). Improvement of the earlier error estimate is indicated in Section 7, where the equations of the sections above are used.
Comparisons of experiment with modeling are presented for DEF (Section 8) and 101 (Section 9) emulsions; both sets indicate the usefulness of this procedure and the range of applicability of this model over energy, density, and emulsion type. Conclusions based on the significance of the introduced Cf and Sf parameters are explained in the later sections and summarized in Section 10.
Heterogeneous absorption coefficients are estimated for spherical grains rather than aligned cube models and for each layer rather than with the limit at deep layers for surface layers. This helps one to address earlier anomalies in the intensity-density relation. Application of these models is discussed in the next paper in this series. 9 
Clustering, Effective Coverage, and Critique of

Integral Methods
The models from CI fitted the coverage per grain S and the cross section r so that they were larger than spherical geometric grain cross sections g, and the ratios of these quantities (S, Cf) were provided in Tables 4 and 5 In CI I discussed low coverage, low density, and other assumptions of the given formalism, which explain this distortion of parameters from physical bounds. In Table 1 the primary variables defined in CI or herein are summarized; they relate to the photographic response of emulsions to x rays. The models in CI [Eqs. (25a)-(25c)] yielded Sf = 2.0-2.4 and 1.5 for DEF and 101 emulsions, which may be larger than expected but are constrained by overlap considerations, which give coverages per layer of MOS 0.94 and 0.98 and hence effective mean values of Sf 1.6 and 1.3, respectively. Fitted values for Cf were 2.3 and 1.3-1.5 for the two films.
The mean grain diameter d is well defined and in agreement with experimental measurement. If physical, the value of Cf suggests the chemical development of clusters of exposed and unexposed grains. This is common if the AgBr grains are platelike, needles, porous (fanlike), or of other nonspherical forms." DEF shows almost uniformly spherical grains, which (with the gelatin) inhibits cluster aggregation. However, there is a grain size distribution, and the presence of varying sizes of grains aids this developable cluster formation.
If the value of Sf is due to development or flattening of grains during development, the ratio should remain constant at high exposures, as in the model. Developers (GBX and D-19) contain hydroquinone in an alkaline pH with a NaSO 3 preservative and Na 2 CO 3 buffer (plus KBr and a developing agent). Micrographs of typical unexposed and developed grains are of similar shape and cross-sectional area (within a factor of 2).11 Gi, G,, G
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The apparent increase of S and can also be a function of the mean grain shape (oblateness of spheres, for example), which will increase the cross section and coverage per grain, and the number of layers involved. This shape factor is a characteristic of undeveloped grains and may be given by S1. This may occur at the 20% level but would be strongly correlated with %v/v and is at the level of precision of d. It is assumed here that such an effect is included in the other variables.
These values may also be due to distortion from physical bounds by inadequate formulation of the density-intensity relation. The assumption of low coverage and shadowing retained only for the first few MOS terms in the expansion and attempted to treat the first layer with a different form [Eqs (25a) and (25c) in CI] or include an empirical constant do to allow for effects in the first few layers [Eq. (25b) in CI]. The heterogeneous attenuation coefficient ,u' is not constant with grain depth but increases to the limiting value after the first few layers. Although Mocg is constant with depth and MOS is roughly constant for high energies and low attenuation, or for low densities, the latter increases with depth as a function of exposure. The models of CI integrate over depth and assume MOS to be constant, which is false and will fail in some regimes.
Correlation of Grain Positions and Half-Layer Summation
The centers and exposed areas of grains well separated in the emulsion will be independent of higher or lower layers. Conversely, if grains are uniform in size and close-packed, full exposure of the first three layers will occlude all light. The occluded fraction for the first layer would then be a maximum of 0.907 (assuming that S u ug) with the second and third layers contributing 0.0415 each in this high-exposure limit, with no further contribution from underlying layers. Factors sum, rather than the multiplication of transmissions in the models. This would correspond to transmission factors of 0.093 = 1 -M 1 S for each of the first three layers (the remainder being irrelevant) and overall transmission of 8 x 10-4 or D 3.1 (instead of 0 and o, respectively).
In such correlated cases, saturating densities may exceed model predictions, so that linearized intensities for peaks may be overestimated. Errors may dominate at densities above 2.5, and large scatter is observed above densities of 2.0 (partly from densitometry rather than the model)." The thick emulsion of DEF film involving an estimated eight layers minimizes this by increasing the effect of deep layers. The effect of deeper levels is never greater than that possible from the correlation of surface layers but will approach the latter. 58d. There the projections of the centers will lie at distances of (2/3) d 0.82d from one another, and occlusion by a lower layer should contribute more to density than in earlier models. This contributes low probability compared with slightly larger depths with less correlation, but the overlap is significant for all densities and is larger for developed clusters with Sf >> 1.
In CI I considered a half-layer summation for estimating grain statistics (Section 4). This may be preferred over a layer summation since z varies less over a half-layer and there is the potential for allowance of overlap. It also permits variation in the coefficients with depth and nonindependence of contributions from adjacent elements, as opposed to integral formalisms. A summation is now performed in steps along the path length of the x ray; thus "sin 0" appears in the number of layers and not in the depth. The coverage of grains with centers in this reduced depth is C = Moog sin 0, but the occlusion from adjacent grains or adjacent parts of the same grain is C/sin 0. Equivalently, for Ip photons incident on the surface area Ad,
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Ad sin 0 of these will pass through a given spherical grain, but photons passing through this area will also pass through Mo/(sin 0) grains in the coverage depth. Densitometry is at normal incidence, so this is relevant only for the evaluation of coverages and attenuation.
Grains of similar size in the upper half of the first monolayer cannot overlap one another; thus the coverage of the film (irrespective of clustering) because of this depth is
If the development increases S significantly beyond ug, MOS will be increased to a value of less than unity. Flattened silver clusters can overlap over depths that are << d/2, unlike the grains; thus it is possible but unlikely that the true Sf could give V >> 1 over a half-layer. In the case of DEF and 101 emulsions, V = 0.3 and 0.56; thus this assumption is equivalent to Sf < 3.3 and Sf < 1.79, respectively. This is borne out in the sections below and in CI.
In CI and this paper it is assumed that the devel-oped coverages per half-layer may be given by V Sf. This is correct for h > dSf or Sf < 2.6 (DEF), Sf < 1.4 (101), but increasingly inaccurate otherwise. This is good for DEF but may introduce a slight distortion of Sf for 101, from an actual coverage increase on development per grain to an effective increase. The half-layer summation ensures that this is correct for any emulsion for grains before development. The grains in the next half-layer are negatively correlated with this layer. (They fill the holes so that Mog for the layer of 2V = 0.6, but correlation is not 100%; thus 0.57 is more accurate.) The attenuation coefficient is typically po over the path length and neither Rl nor pu' as defined in CI. For deep layers the coefficient approaches the heterogeneous mean, but for the first few layers each grain will have a significant fraction of its surface exposed on a direct path to the surface with no intervening grains. Those grains with a larger fraction exposed will have a much greater incident intensity per grain, and hence, in a correlated way, they are more likely to be exposed and to occlude a larger region than the mean absorption coefficients suggest.
Grain Fractions
The correction of the problem lies in estimating the average fraction of each grain with such a direct path. Since each half-layer is correlated to the next, a fraction C < V of grains in every half-layer will be occluded by the next. Of the remainder, each other higher half-layer will occlude a fraction fo(j) equal to V times the fraction ff (j) of grains receiving a direct path from the surface (Fig. 1 ). This latter estimate neglects second-order correlation C 2 between grains whose front surfaces are separated by two half-layers. Second-order correlation depends on interunit forces, which are positive for simple cubic lattices and negative for body-centered cubic or hexagonal closepacking ordering. Here, such forces are nonexistent, and the relative spacing and ordering are random (within the allowed volume). They give a small positive correlation that is an order of magnitude less than the first-order correlation between half-layers, which makes a small contribution to absorption and density. This is especially true for emulsions with low packing densities of grains.
Of the fraction occluded by the preceeding halflayer, fo( j -1) will be occluded only by the edge of those grains and hence will have a reduced mean path length of d /2 through the crystal; the remaining fraction will be occluded by earlier layers. This yields three absorption coefficients and probabilities contributing to the probability of exposure per grain, so that relative to the surface (zeroth) layer [with Eqs.
(1) and (8) (1) and (2) become Note that fo(j -1) < C, since a fraction ol occluded by the preceding layer, will alread3 occluded by some other layer. The sum of the t fractional coefficients is unity (the whole grain); 1
where Sf = 1 here, since we are dealing with grains and not silver clusters. This gives recursion formulas for the coefficients. The additional fraction of area occluded by each half-layer is
For k = j -1, j -2 this is not equal to the fraction of the grain occluded because of the positive or negative correlation. If applied as fo'(k) in Eq. (4), this would underestimate the coverage of a series of layers (and hence the density) because of the dominant negative correlation of C,. The third-order correlation is important for close-packed or regular stacking arrangements; but for liquids and noncrystalline aggregates such as the emulsion, higher terms rapidly approach V.
Since the dominant photographic response for soft x rays is in the first few layers and the dominant free-path coefficients are roughly ff(j)= (1 for these half-layers, any coefficients of similar form will provide grain number and density estimates even if iteration of the (wrong) recursion relation leads to
are contained in inaccuracies in the estimation of C, and C 2 with possible neglect of higher terms. A simple approximation is to use Eq. 3b) (4) but transfer to Eq. (5) for the evaluation of layers when these errors accumulate and yield maximum coverages that are greater than unity.
Grain and Density Estimates
anuThe grain estimate and error may be evaluated and directly with Eq. (11) 
For deep layers the density approaches Eq. (12) in CI with the effective reduction of S; but for low exposures it approaches D = -logjori -SfyjV(j)] because exposed, covered areas will tend not to overlap. This sum should also be given in half-layers; but this is different from the grain summation because the densitometer views at normal incidence. Correlation lengths and coefficients al(i), a 2 (i), a 3 (i) are as for the x-ray path but must be reevaluated since each step of d/2 corresponds to a maximum coverage of VSf (i.e., xS/ug with grain number Gtot = Gtot/sin 0). The mean fraction of developed grains in each halflayer may then be given from the earlier fractions through the path length as int((i+ 1)/sin 01
i *i+1 For the values of exposed grain densities MO varying from layer to layer and for the increased cross section S = Sfug, we must recalculate coefficients C 1 (i) and C 2 (i) using V(i) = Pl(i)V for each half-layer giving the mean separation of cluster centers. Representing each exposed grain by an average grain leads to the (correlated) transmission factor
from Eq. (5), where the coefficients correspond to a 2 (i) and a 3 (i) above, representing the fractions of each silver cluster occluded by grains in earlier layers and by the previous half-layer, respectively. No absorption factor is present: A grain fraction is (assumed) sufficient to absorb all incident visible light in the densitometer scan. Coefficients could be given by the mean occlusion from preceding layers, if we assume full occupation times the occupation probabilities: but this is inadequate, and the occlusion of each layer is computed separately. Only exposed grains contribute, so the free and occluded fractions vary through the half-layers, as does C 1 . Following Eq. (4), this then gives 
T*(i) = T*(i -1) -T*(i -2)PI(l -i + 2)VSf,
where T*(i) is equivalent to ff(i) but applied to half-layers in reverse order, neglecting effects of PI (i) on C and C 2 . For uncorrelated half-layers, relative errors add quadratically:
Finally the density is given by -I1
(lib) (12) Equation (9) uses average grains where grains completely unoccluded in the path of the x ray (or completely occluded) will on average contribute to a decrease in transmission equivalent to the free fraction for that layer. For exactly normal incidence (the experimental data of Refs. 9-12) this may easily be false: The x ray and densitometer photon follow the same path; so an already occluded grain contributes 0 while a completely free grain contributes an areaS agSf. At (1) low exposures or (2) angles below 750, these equations are recovered, since (1) all grains have typically negligible occlusion or (2) adjacent halflayers (and hence the first two half-layers) have negligible occlusion, and all higher layers for 0 = 45°h ave the x ray and photon following different and uncorrelated paths. The latter argument implies that the equations above are valid for the case outlined in a subsequent paper; the former indicates where Henke's data and fitting parameters may be used to test these relations.
For high densities at normal incidence, coefficients may be modulated by the probability of obtaining a given fraction of the grain free in a given half-layer with the consequent reduction of transmission. Even then the development introduces a shift of up to a grain diameter of the exposed cluster and alters the shape-so these equations will still be valid to high precision.
Grain Overlap Correlation Functions
The mean occlusion of the previous half-layer C 1 propagates through the correlation and absorption coefficients. A corresponding uncertainty can lead to errors at high densities. One may estimate C by noting that the mean separation of depths of grain centers in adjacent half-layers is d/2, at which the minimum separation of centers in the horizontal plane is 0.866d, which corresponds to a maximum C 1 of 0.0577. The probability ofthe separation of depths
is, for random arrangement, given by the available volume. This is the range of depths (of a grain) over which this separation is possible (given that the front surface of each grain lies in its respective half-layer), multiplied by the area available without grain superposition.
This area depends on nearest neighbors and their angles and depth distributions, but the dependence is small. For a half-layer with mean area coverage of V = 0.3 (DEF) and centers arranged locally in a square, the adjacent grains are separated by h= VV2 = 1.618d;
for an equilateral triangle the separation is slightly increased to h = 1.7387d; and for grains clumped in pairs in squares h = 2.2879d. Different incident angles and surface regions, together with Cf values, have no effect on C 1 . Use of a square arrangement assumes two fixed angles (or two fixed grain locations) given the available area (Fig. 2) . This may be generalized to a parallelogram with only one fixed grain location. Larger values of h correspond to smaller mean values of C 1 because the fraction of available area outside the overlap distance d(Cl = 0) is increased. Taking the smaller value for a square arrangement, a minimum value of the horizontal distance between a corner of one layer and the grain center of the lower layer becomes
corresponding to 
The nearest grain overlap is always at distance hr, the second and third grains in this arrangement vary in horizontal distance from hr2 to hr3, and the fourth grain varies from hr4 to ( /J)h -hr. For low coverage with h < d(2Sf) 11 2 or VSf • (7r/8), Omin 1 is less than ir/4, and the first case is accurate. It is also accurate for most regions with larger coverages but must be modified for the fraction of cases indicated. This allows for multiple overlap in the square arrangement and is thus an estimate of the true value of Cl(hr). From this the overall estimate of Pv(Ax)C 1 (Ax)dAx fPv(Ax)dAx
gives Cl 1 0.08788. The model dependence of this is small. As expected, the mean value for Ax = 0 of C 1 is 0, the mean value for Ax = 0.5 is 0.02056 (overlapping within a half-layer will lie between this and the mean for Ax = 0.25 of 0.000964), and the mean at the peak probability with Ax = 0.725 is 0.09344. Multiple overlap accounts for 1.8% of the value for Ax = 1, where Cl reaches VSf, and a larger percentage for smaller values of the depth separation. A similar estimate for C 2 , gives the direct overlap of the two layers, neglecting the arrangement of the intermediate layer. The correct value should lie between this lower limit and C 2 = VSf. A scaling correction may be introduced, 7 or an estimate of the parameter may be gained from 2) the range of C 2 between 0.531 and V = 0.6 is unable to give self-consistent recursion. Grain coefficients and saturation densities vary little in this range; thus estimates of C 2 0.591 from Eq. (14e) or V = 0.6 by iteration are equivalent. This total occlusion or transferral to uncorrelated recursion equations results from C 1 being a coefficient for spherical grains rather than for extruded clusters, which are less correlated entities. In addition, arrangements of nearest-neighbor grains in triangular or paired arrangements can lead to slightly lower values of C 1 . C estimates for grains and clusters are probably accurate to within 10%. While C 2 is adequate within the system of equations, C is often an underestimate and may be adjusted so that it allows for this decrease in correlation. The maximum density obtained without adjusting C 1 provides an underestimate of the final saturation value, while the adjusted value can provide an overestimate. This provides a relatively narrow range of possible saturation densities. In general, and particularly for DEF emulsions, the former value is preferred. The calculation is made over more layers than actually exist, and the finite emulsion thickness limits further the difference between the two predictions.
Observed densities for low exposures can be understood only if Sf > 1 and Cf > 1. This confirms that the mean photographic unit is a clump of (two) adjacent physical grains, with a higher cross-sectional area; hence it is exposed more readily. It simultaneously occludes a larger fraction of available area, and development flattens and increases this coverage; so the density can be increased dramatically. Sf affects probabilities and V values only for the density sums, while Cf affects sums along x-ray and photon paths and changes Gtot and Gtti but has no effect on V.
X-Ray Counting Statistics
In CI we described the dominant contribution to x-ray counting statistics from the incident photons at the film after the supercoat. This is precise for the surface layer, but there will be fewer x rays incident on the last layer. Uncertainties at this depth are therefore underestimated if the earlier prescription is used but are readily corrected when the photons remaining at each depth are evaluated and errors are provided accordingly. Binomial errors at each depth should be added in quadrature with the effects of incident Poisson errors, but this procedure requires long calculations. A simple overestimate of this error source is obtained when we combine Poisson and binomial statistics to give a Poisson error for each half-layer, whose effects may then be added linearly.
Model Agreement for DEF Emulsion
Data for this thick emulsion film with an emulsion on each side of the substrate are obtained as we discussed in Section 1. In this paper substantial improvement over models of the preceding paper and over previous literature is shown. The lowest Xr 2 of 2.2 was achieved only for the smooth integral model with the addition of the semiempirical do parameter. Here, the only result worse than this is for the (correlated) rough surface model, which as we explained above is inappropriate for DEF emulsions. The fourth fit quoted is qualitatively most similar to earlier integral models (with regard to the highdensity behavior), since C 1 is distorted here to allow correlated calculation for all layers. The difference in X 2 values between this and other smooth models indicates insensitivity of the model to precise values of C 1 and C 2 . This is also seen from fits with no modification of the coefficients.
Best fits are given with < 10% modification of silver cluster coefficients, as represented (for different parameters) in the first three rows of Table 2 . This corresponds to the uncertainty in the calculation of C 1 and C 2 based on possible alternative nearestneighbor geometries and the difference between cluster and grain occlusion. For the best fit with all parameters within physical limits, Xr 2 = 1.4. We may compare this with 1.7 (essentially without modification of parameters from earlier estimates) and 1.1 (by reducing d and increasing to, T, and Cf above physical values). The three fits are barely indistinguishable below 4 keV but diverge particularly for 8.05 keV, for which model predictions are slightly low compared with data.
Agreement of experimental data with model predictions within 1.4 standard deviations may be taken as verification of the model and experimental uncertainties used. Quoted uncertainties should in all cases be greater than error estimates from x-ray, grain, and photon-counting sources, since the latter do not include background and diffuse-specular conversion estimates. This is seen in all data sets. The expected smooth D -ln I relation is predicted for high energies, but a sharper transition is observed at lower energies for most fits because of the correlation and the second emulsion (Fig. 3) . We used the X 2 = 1.8 fit with no modification of C and C 2 coefficients in Fig. 4 , and model 1 where these are shifted within estimated uncertainties, to estimate the uncertainty within the model for the data. The component resulting from photon statistics is as defined in CI but without reduction of the expression to the lowerintensity approximation. The behavior of grain and x-ray errors with D is different at low energies from that depicted in CI. X-ray uncertainties include additional terms and are larger here.
Grain errors are similar but are reduced up to intensities at which peak errors are observed (i.e., over the region where grain errors dominate over other error sources) but decline significantly above this to a lower oscillating plateau. Results for 4.51 keV show a double peak resulting from saturation of the first and second emulsion, respectively, but the two peaks merge before 8.05-keV energies are attained.
Parameters suggest values of %v/v higher than expected, but the experimental determination assumed uncorrelated layer attenuation and is in agreement with the quoted value. In particular, attenuation is near Ro for the first layer of the emulsion and increases only slowly to g', so that observed attenuation relates to a mean over a finite emulsion and not to the limiting value (see CI). Sf indicates less significant expansion during development than integral model predictions, while Cf is similar to previous estimates. The trend to higher T lower d, and higher C is correlated so that = Cf (Tr/4)d2 is preserved while the number of half-layers n = 2T d is increased. This would be expected if clusters were oblate spheroids leading to a shorter correlation or grain depth with a larger cross section per unit. The data set for 8.05 keV shows substantial improvement with these distortions, but it is also the only set where deep layers contribute or where the second emulsion contributes. Thus apparent oblateness or clustering, suggested by Cf, may actually relate to attenuation and correlation inadequacies of the model for deep layers or for the second emulsion. Correlated recursion relations transfer to uncorrelated equivalents for deep layers, as discussed. This could explain the observed distortion. The systematic effects above are small and do not seriously impair the predictive capability of the model. Similar but larger systematics have been observed in other models and in the literature. Models diverge less at high densities than equivalent integral models and may be preferred as reliable estimators in these regions and in extrapolations to higher or lower energies.
Model Agreement for 101 Emulsion
Data are obtained from Refs. 10 and 13 as indicated in Section 1. For thin emulsions such as 101, the correlation parameters have less significance, and integral methods reduce to simple summations over layers. The main developments in the current models are that summation is consistently used for all emulsion thicknesses, summation is over half-layers rather than layers, and coverages will be modulated by Cl correlation factors. This is shown in Table 3 to lead to a significant but small improvement of Xr 2 values, while the rough surface integral model with an additional semiempirical parameter still has the best Xr 2 . Parameters and fits (such as in Fig. 5 ) are similar to those presented in CI but with lower values for Sf. With this prescription for errors, contributions from grain and incident x-ray sources are equally important at low densities; they peak similarly but with grain contributions exceeding x-ray counting contributions. Errors have little dependence on energy (Fig. 6) , as opposed to simpler predictions from models of CI. Compared with these integral models, uncertainties are greater at low densities and lower at high densities. The magnitude at low densities is in agreement with experimental measurements of granularity. 13 Agreement is limited by the quality and consistency of experimental data, especially at high densities where adjacent energies from the same source differ anomalously. This suggests that estimated errors are low by a factor of 2 or so, that there is significant variation in D-I relations between different batches of 101 emulsion, and that experiments duplicating and extending data sets for these and intermediate energies are required.
Conclusions
Values of Cf suggest a shape effect (i.e., nonsphericity or a grain size distribution) that is larger for DEF than 101 emulsions together with some distortion of values caused by imprecision of overlap coefficients and correlation of fitting parameters.
The purpose of this development has been in part to understand the physical processes taking place during photographic exposure and development and the shifts of densities with different energies, expo-density -= *-+-+-grain statistics "
x-ray counting statistics densitometer counting statistics sures, and angles. A second motivation was to be able to derive believable and reliable estimates of statistical error for each intensity (and each channel in linearized spectra) so that fitted errors may be understood better and so that fits may use optimized (and valid) weighting schemes. In the process results pertaining to Cf, Sf, do, d, a, and b have been obtained, and a simple summation model for grain distribution has been shown to be inadequate. Experimental effects in estimating converted specular densities and uncertainties have been noted. Detailed models based on the integral approach to the equations have general validity and explain the shape and form of the characteristic curve for highand low-energy x rays, particularly for thin emulsions with an empirical parameter that allows for initial layers. Models allowing for correlated sums over half-layers fit the available data for thick emulsions with X 2 1 and have the same number of free parameters as earlier models, with reasonable parameter values. Further investigation of correlated overlap coefficients may limit uncertainties in C 1 and C 2 to below current estimates of 10%. Further experiments should be performed for 101 and DEF emulsions, particularly at high and intermediate energies.
Compared with earlier work, the current models may be more reliably extrapolated and interpolated from data to different energies, angles, and densities.
