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1.  Introduction 
1.1 Background 
The "global marketplace" has been a driving force for change in many industries 
throughout the United States, resulting in increases in competition and complex business 
issues.  The  United  States  Postal  Service  (USPS)  is  no  different  than  any  other 
organization relative to these topics.  The USPS finds  itself dealing with such issues as 
labor unrest, competitiveness in technology, as well as increased worldwide competition 
from  companies like Federal Express and the  United Parcel Service.  Issues like these 
have  forced  the  USPS  to  evaluate  itself and  begin  initiatives  aimed  at  performance 
improvement. 
The forces of  change experienced at the USPS are not far removed from those felt 
in a large number of different organizations, which have presented a growing need for 
performance improvement.  To address this need, university extension organizations such 
as  The Performance Center (TPC) have spent considerable amounts of effort designing 
and  implementing  performance  improvement  interventions.  The  Performance  Center 
approaches this need by  combining the  knowledge resources  in higher education with 
cooperative efforts from the community to create and help institute changes that improve 
organizational performance.  The Visible Measurement System (VMS) is a performance 
improvement intervention developed by TPC to  support the needs of organizations that 
are driven to lead, not follow, in the "global marketplace." 2 
1.2 Introduction to the Visible Measurement System Intervention 
The  phrase  "visible  measurement  system"  implies  that  an  active  and  useful 
methodology for measuring performance is present and accepted within an organization. 
This intervention first provides a period of learning for the involved parties, focusing on 
measuring  and  reporting  performance,  as  well  as  increasing  communication  and 
cooperation within the work system.  Subsequent steps involve the actual implementation 
of  a  measurement  system  within  the  organization,  the  center  of  which  is  how 
performance-related information is reported (See Appendix E for an executive summary 
of the intervention).  This diverse impact on the work system incorporates a number of 
areas of  research currently dealing with improving organizational performance. 
The VMS intervention methodology is based on four streams of research (Figure 
1.1).  Each research area is briefly described and related to the VMS in this section. The 
first of these four  areas at the center of the  VMS  intervention involves  setting goals. 
Research in goal theory by Yearta et ai., (1995), and Hinsz (1995) have stated that well 
defined, challenging, and attainable goals will not only have a positive influence on the 
quality of work life,  but improve performance as  well.  Also, the amount of feedback 
available through implementation of  the VMS methodology, as Locke and Latham (1990) 
state, is  an essential part of achieving performance improvements through goal theory. 
To set these goals and align the workforce, strategic management theory is an essential 
part of  an effective change methodology. Goal Theory 
VMS 
Intervention 
Strategic 
Management 
Theory 
Large Scale 
Intervention 
Theory 
Figure 1.1.  The VMS Foundation. 
3 
Self-Efficacy 
Strategic management is defined as the set of decisions and actions resulting in 
the  formulation  and  implementation  of strategies  or means  designed  to  achieve  the 
objectives  of  the  organization  (David,  1987).  Strategic  management  can  be 
operationalized through three phases of activity: (1) formulating the strategic plan based 
on customer requirements, competitive analysis and long-term vision; (2) deploying the 
plans throughout the organizations;  (3)  implementing activities or projects required to 
achieve the plan (Collins et aI.,  1993).  Deployment can be considered an element of the 
strategic  implementation phase.  The  VMS  intervention  links  the  strategic  plan with 
activities  occurring  at  lower  levels  within  the  organization.  One  methodology  for 
achieving this link is the use of large-scale interventions aimed at involving everyone 
effected by the changes being considered. 
"Large-scale interventions are methods for involving the whole system, internal 
and external,  in  the  change  process  (Bunker  and  Alban,  1997)."  By  involving  the 
workforce in the decision-making process, pass-downs are negated, allowing personnel 
the ability to implement the decisions effectively and quickly.  Large-scale interventions 
also  bring  the  most  knowledgeable  people  in  the  system  (front  line  managers  and 
employees) into the developmental efforts of the organization.  The VMS intervention 
uses  this  methodology  to  increase  organizational  commitment towards  the  corporate 
strategy,  and to  address the  concerns of everyone involved in implementing the  new 4 
performance measurement system.  By involving everyone however, consideration must 
be  placed into  the  personal  characteristics each person in  the  large-scale  intervention 
brings to the decision-making process, often described as self-efficacy. 
Stajkovic  and  Luthans  (1998)  describe  self-efficacy  as  being  the  level  of 
confidence an  individual has  in  their abilities,  and how well  they  use  their skills and 
knowledge  to  complete  tasks.  They  also  state  that this  measure  changes  over time, 
increasing at times of success, and decreasing in moments of failure.  The importance of 
this human characteristic is that, in times of  higher levels of self-efficacy, people perform 
at  higher  levels,  and  can  intrinsically  motivate  others.  Incorporated  into  the  VMS 
intervention are processes designed to increase individual and group self-efficacy. 
The  VMS  intervention is  unique  in its  approach to  performance  improvement 
methodology.  By incorporating  aspects  of goal  theory,  strategic  management,  large-
group theory,  and self-efficacy theory into an integrated and comprehensive approach, 
the VMS intervention seeks to maximize the time invested in improving performance. 
1.3  Introduction to Sociotechnical Theory 
Stemming from  traditional  scientific and  human resources management theory, 
sociotechnical systems (STS) theory is a useful tool in organizational development and 
improvement analysis.  Trist and Bamforth (1951) asserted that a production system is a 
combination of a  social  and  a technical  subsystem that exist within an environmental 
system.  The goal of a sociotechnical organization, as first stated by Emery (1959), is to 
"jointly  optimize"  the  social  and  technical  systems  when  instigating  organizational 
change.  Fox (1995, p. 92) stated: 
The term sociotechnical systems reflects the goal of integrating the social 
requirements of people doing the  work with the  technical  requirements 
needed to keep the work systems viable with regard to their environments. 
These  two  aspects  must  be  considered  interdependently,  because 
arrangements that are optimal for one may not be optimal for the other, 
and tradeoffs are often required. 5 
Jointly  optimizing  the  social  and  technical  subsystems  can  result  in optimum 
performance as stated by Chems (1976): 
Organizational  objectives  are  best  met  not  by  the  optimization  of the 
technical  system and the  adaptation of a social  system to  it,  but by the 
joint optimization of the technical and social aspects, thus exploiting the 
adaptability  and  innovativeness  of people  in  attaining  goals  instead  of 
overdetermining technically the  manner in  which these  goals  should be 
attained. 
Grenville  and  Kleiner  (1997)  researched  how  the  level  of joint  optimization 
increases with the perceived level of performance.  Through a survey that asks front-line 
mangers  how they  spend  their  time  in terms  of the  social  and  technical  subsystems, 
Grenville and Kleiner were able to  see a definite correlation between joint optimization 
and performance. 
Sociotechnical theory  emphasizes the  interrelatedness of the  functioning  of the 
social and technical subsystems of the organizations (Pasmore, Francis, and Haldeman, 
1982).  "Sociotechnical  Systems  Theory  is  an  open  systems  approach  that  seeks  to 
optimize the  relationship between the  social and technical systems of an organization. 
When these two systems achieve consonance, the organization is expected to experience 
higher productivity and job satisfaction together with lower absenteeism and turnover 
(Beekun, 1989 pg. 877)."  The technical subsystem defines the tasks to be accomplished 
and the social subsystem defines how the tasks are to be performed (Hendricks,  1991). 
The advantages of sociotechnical design are: (1) increased innovation; (2) better human 
resource  development;  (3)  consideration of the  environment's influence;  (4)  increased 
cooperation; (5) increased commitment; and (6) better utilization of resources (Pasmore, 
1988). 
Sociotechnical research has  demonstrated that jointly optimizing the  social and 
technical subsystems of an organization with regard to the environment leads to the best 
overall  performance  results  (Pasmore,  1988;  Trist,  and  Hugh,  1993).  Increased 
productivity, decreased costs, improved quality and attitudes, and decreased absenteeism, 
turnover,  injuries,  and  grievances  have  been  reported  as  outcomes  of sociotechnical 
interventions (Pasmore, 1988). 6 
1.4  Problem Statement 
Improving  work  group  performance  is  a  relevant  issue  in  organizations  today 
since: 
•  Creating  change  in  a  large-group  setting  leads  to  a  more  smooth 
transition (Taylor and Felton, 1993) and improved performance (Bunker 
and Alban, 1997). 
•  By considering self-efficacy, a change process is  likely to not only be 
successful (Stajkovic, and Luthans,  1998), but improve performance as 
well (Hinsz, 1995). 
•  Improvements in organizational communication are an important factor 
in  jointly  optimized  organizations  and  their  improved  performance 
(Herndon, 1997). 
Identifying interventions that improve organizational performance is an important 
research topic today. 
1.5 Research Questions 
In order to  develop  a more  generalized framework for  the effects of the  VMS 
intervention on performance and STS variables, attention is focused on the interaction of 
the  three  major elements in this  study(Figure  1.3).  These  elements include the  VMS 
Intervention,  the  target  system,  and  the  performance  of the  target  system.  The  first 
interaction involves how the intervention directly effects the target system relative to STS 
variables.  The  second  involves  the  impact  on  performance  directly  due  to  the 
intervention.  And  the  final  interaction  focuses  on  the  link  between  changes  in 
performance and changes within the target system. ---------------------------------
Intervention 
Research 
Question #  1 
Target 
System 
Research Question # 2 
Research 
Question #  3 
Figure 1.2. Conceptual model. 
Performance 
Relative to these interactions, three research questions become apparent: 
1.  How will  STS  variables  and  the  level  of joint optimization change 
after the VMS intervention? 
2.  Will the VMS intervention improve the average level and the yearly 
trend of  periodic performance measures? 
3.  How will changes in joint optimization and STS variables change with 
performance? 
1.6  Research Methodology 
7 
In research,  two  types of experiments  are  prevalent:  (1)  true  experiments  with 
random  assignment  of  participants,  and  (2)  quasi-experiments  with  non-random 
assignments.  Because of the non-random assignment of participants in this research, a 
quasi-experimental  approach  was  necessary.  In  order  to  create  the  most  stable  and 
reliable experiment, the "Nonequivalent Control Group Design" was used from Campbell 
and Stanley (1969) shown in Figure 1.2. 8 
o  x  o 
o  o 
Figure 1.3.  Non-equivalent control group design. 
The facilities participating in this quasi-experiment are both located in Chicago, 
Illinois.  The study site is known through out the USPS as Irving Park Road, while the 
comparison site  is  called Palatine.  They  are  both processing  and  distribution centers 
(PDC's) who  serve two  types  of customers:  (1)  the  post offices that serve  the  public 
directly,  and  (2)  other PDC's that receive outgoing mail from  Chicago.  Interestingly, 
these  customers  are  also  their  primary  suppliers.  Both  sites  were  built  in  the  early 
1990's, and employ 1600 people at the study site, and 2100 at the comparison site.  These 
two  facilities  volunteered  for  this  study  (only  one  was  selected  for  the  intervention, 
however)  resulting  in  the  nonrandom  assignment  of subjects  indicative  of a  quasi-
experiment. 
A pretest was  administered to  personnel from  the plant manager level down to 
those who directly report to them within the Irving Park Road Distribution Center (study 
group) and Palatine (comparison group) concurrently in the form of a survey.  The two 
facilities were similar in size, mission, and management structure, offering an equivalent 
testing  population  between  the  two  facilities  (See  Chapter  3  for  a  more  detailed 
comparison).  The survey, called the STS Assessment Survey, is a tool used to determine 
behavioral characteristics of an organization in terms of sociotechnical systems theory. 
Based  on  principles  from  Pasmore  (1988),  Promethian  (1994)  developed  the  STS 
Assessment  Survey  with  20  scales  measuring  behavior  in  terms  of STS  theory  (See 
Appendix A).  The same survey was given again one-year later to the same groups after 
the intervention was completed, serving as the posttest in this quasi-experiment. 9 
The  direct portion of the  VMS  intervention was  introduced to  the  Irving  Park 
Road PDC over a period of three months prior to the beginning of the  1998 fiscal year. 
The subsequent review process (in which TPC  was  only present in a facilitative role), 
spanned one year from the first  review in September of 1997, and ended with the  last 
review in  September of 1998  (Appendix E describes  the  intervention).  Analysis  will 
include performance data collected at the study and comparison sites for fiscal years 1997 
and 1998, and the respective survey data collected three months prior to the beginning of 
fiscal year 1998 and 1999. 
1.7 Research Hypotheses 
The  three  research  questions  listed  previously  focus  on  the  interaction  of the 
intervention  with  the  target  group  (Research  Question  1),  the  interaction  of the 
intervention with  the  resulting  levels  of performance  (Research  Question  2),  and  the 
effect of the changes within the test group on the observed performance levels (Research 
Question 3).  Following is a discussion of each of the hypotheses associated with these 
research questions, using the supporting literature to substantiate them. 
1.7.1  Hypothesis for Research Question 1 
Research Question 1: How will STS variables and the level of  joint optimization change 
after the VMS intervention? 
HI:  The VMS  intervention will increase the level of joint optimization as measured by 
the STS Assessment survey with respect to the comparison group. 
The  STS  Assessment  Survey  was  developed  by  Promethian  (1994)  to  assess 
twenty scales that can be categorized in the three systems described in STS theory: the 
social system, technical system, and the environment.  The  survey is broken out into 8 
scales  measuring  the  technical  system,  7  scales  gauging  the  social  system,  and  the 
remaining  5  measuring  behaviors  involved  with  the  environment.  In  studying  the 10 
responses  to  this  study,  (a)  an  increase  in  social,  technical  and  environmental  scales 
would be shown, and (b) an increase in the level of  joint optimization will also be proven. 
Based  on  the  supporting  literature  (described  below),  twelve  scales  of the  STS 
Assessment  Survey  are  hypothesized  to  change.  Three  of the  effected  scales  are 
classified in the Technical System (HIA' HID, and HIE), seven in the Social System (HlI, 
Hu, HIK, HIL, HIM, HIN, and HIO), and the remaining two found in the Environment scale 
(HIP  and  HIR).  Following is  a brief discussion about each of the twenty scales, their 
expected  change  over  the  study  period,  and  the  supporting  documentation  for  those 
hypotheses. 
1.7.1.1  Technical Variables 
H IA:  The level of Quality Orientation will increase because of  the VMS intervention. 
This scale identifies what efforts are being made to improve quality, and confirms 
that significant control techniques are being used to facilitate these improvements.  From 
the four  foundations of the VMS  approach illustrated in Figure  1.1,  the  intervention's 
emphasis on strategic management and goal setting will most likely influence this scale. 
Because these two theories are  more often associated with improving quality within a 
system, this scale should improve.  Locke and Latham (1990) describe job enrichment 
activities as those seeking to  improve the responsibility and accountability in the work 
environment, as  well  as  increase the  sensitivity toward  self-efficacy in the  workforce. 
Based on studies of these types of improvement efforts, Locke and Latham explain the 
important role goal theory can play in improving quality.  Using this definition of job 
enrichment efforts, the VMS intervention can be included.  Therefore, both quantitatively 
and  qualitatively,  support  can  be  provided  in  making  the  hypothesis  that  the  VMS 
intervention will impact quality within the study group. 
HID:  The level of  Technical Efficacy will not change because ofthe VMS intervention. 
This  scale  refers  to  how suitable  the  machinery  is  to  perform  the  conversion 
process  of raw  materials  to  finished  goods.  Because  this  scale  involves  everything 11 
mechanical in nature that works to produce the finished goods, it cannot be included in 
those  scales  being  impacted  by  the  VMS  intervention.  Although  it  is  possible  that 
technical efficacy will later improve, as a result of the organization's future needs, it was 
not a direct focus of  the VMS intervention.  For this reason, it cannot be substantiated by 
current  literature  as  being  directly  effected  through  implementation  of the  VMS 
intervention. 
HIe:  The level of  Tangible Rewards will not change because ofthe VMS intervention. 
This  scale  identifies  how  satisfactorily  employees  feel  their  tangible 
reimbursements (i.e., pay) are for their job.  Again, this has no direct bearing on the focus 
of  the VMS intervention, which is to use strategic management, goal theory, self-efficacy 
theory, and large-scale intervention theory to improve performance.  Therefore, this scale 
cannot be substantiated by previous research in these areas as being directly affected by 
the VMS intervention. 
HID:  The level of  Task Challenge will increase because of  the VMS intervention. 
With the inclusion of a much more comprehensive reporting system that places a 
larger  emphasis  on  performance  and  self-efficacy,  the  level  of challenge  within  the 
management structure will increase.  Hinsz (1995) argues that self-set goals, as offered in 
the  VMS  approach,  provide  a  high  level  of commitment.  And  as  goal  difficulty 
increases, occupational challenge in meeting those goals increases.  Locke and Latham 
(1990)  support this  by  suggesting  that with these  higher levels  of commitment,  more 
difficult  goals  will  be  selected.  In  fact,  as  some  researchers  have  noted,  the  act  of 
maintaining the goals alone can be a source of  challenge. 
As  Yearta et al.  (1995)  stated,  setting  attainable  goals  and  giving  constructive 
feedback  to  employees  under  this  type  of goal-oriented  structure  can  be  a  source  of 
challenge for all  levels of management.  From these arguments, it becomes clear that a 
definite increase in task challenge will occur in the target system. 12 
HIE:  The level of  Task Significance will increase because of  the VMS intervention. 
This scale offers a look into how important employees feel they are to the work 
system.  Returning to  goal-setting theory, Locke and Latham (1990) use  their term of 
"value-significance" when relating organizational goals to the needs of  life: 
A living organism can go out of existence; its survival is conditional.  To 
maintain its existence, every living organism must take specific actions to 
fulfill its needs.  If it does not take such actions, it dies.  Life maintenance 
is the ultimate explicit or implicit end of such action and the standard of 
successful action.  Thus all goal-directed action has value significance for 
the organism.  In contrast,  the  continued existence of inanimate objects 
does not require them to take any action; they will remain "as is" unless 
changed or destroyed by external forces.  Their movements have no value 
significance. 
Because a major part of the VMS intervention is the act of understanding how everyone 
impacts others and visa versa, life maintenance for  the organization as  a whole can be 
maintained.  This  is  no  subtle  change,  resulting  in  a  much  higher  sense  of task 
significance. 
Bunker and Alban (1997) also make the argument that large-group interventions, 
such as the VMS approach, help employees and management understand the significance 
of their efforts.  According to these arguments, the VMS intervention will not only help 
align parts of the organization, but also make the individual efforts clear and relevant to 
the system's strategic plans. 
HIF:  The  level  of  Setting-Induced  Stress  will  Increase  because  of the  VMS 
intervention. 
This  scale  refers  to  negative  types  of stress  associated  with  an  incompatible 
workplace, so that increases in this scale indicate high levels of  stress.  Because the VMS 
intervention  brings  increases  in  responsibility  and  accountability  to  managers  in  the 
USPS, this scale should increase over the duration of the study.  Kahneman, Knetsch, & 
Thaler (1990) discussed how being involved in the act of choosing goals increases the 
value a person places on that goal, which results in increased stress levels. 13 
HIG:  The level of  Physical Health will not change because ofthe VMS intervention. 
This scale refers to the level at which the participant feels  safe in hislher work 
environment.  No literature could be  found  that would substantiate any change in this 
scale as being directly caused by the VMS intervention. 
HIH:  The level of  Skill Development will not change because of  the VMS intervention. 
A  high  value  on  this  scale  indicates  education  and  skill  enhancement  is  an 
essential part of the work environment.  Although this is extremely important, the VMS 
intervention does  not direct  its  attention on this  one  aspect of organizational  culture. 
There was no supporting literature identified within the four foundational theories used 
by the VMS intervention as supporting a change in this scale. 
1.7.1.2  Social Variables 
H  11:  The level of  Inclusion will increase because of  the VMS intervention. 
Inclusion is  a  scale that attempts to  evaluate  how much employees  within the 
organization are included not only horizontally (with other departments) but vertically as 
well  (with  different  levels  of the  hierarchy).  By  combining  strategic  management 
methods with large-scale intervention theory, the vertical "gap" is reduced.  As argued by 
Bunker and  Alban  (1997),  this  type  of approach in  organizational  planning  serves  to 
include lower level employees and management in different departments in the decision-
making process. 
H1J:  The level of  Cooperation will increase because of  the VMS intervention. 
This scale measures not only how much the person taking the survey feels they 
help others, but also how other people help himlher.  The VMS methodology works to 
build partnerships when creating change in an organization.  In discussing this valuable 
property  typical  in  large-group  interventions,  Wilgus  (1995)  stated,  "the  participants' 
objectives [are] to explore and understand their similarities and differences, dwelling not 14 
on the  differences  but using  their  similarities  as  the  basis  for  creating  their common 
future."  This  cooperation  among  the  participants  not  only  leads  to  higher  levels  of 
commitment,  but  success  as  well.  Another aspect of VMS  approach  is  incorporating 
large-group intervention techniques to build the levels of  trust and cooperation within the 
organization after the intervention occurs. 
As Bunker and Alban (1997) identified in their book, the large-group intervention 
approach arose partly from  Systems theory which places importance on  understanding 
how one part of  the system effects another.  This understanding leads to a higher level of 
sustained cooperation within the organization, and improving internal supplier-customer 
relations. 
H1K:  The level of  Upward Influence will increase because of  the VMS intervention. 
What  is  meant by  "Upward Influence"  is  the  amount of impact a  lower-level 
employee/manager will have on higher levels in the organizational hierarchy.  As argued 
in the "Inclusion" scale, Bunker and Alban (1997) offer support that an increase in this 
scale  is  reasonable  since  the  premise  of large-scale  interventions  is  to  increase  the 
involvement of lower-level employees in the  decision-making process.  By employing 
large-scale  intervention theory  in  the  strategic  planning  process,  as  done  in  the  VMS 
methodology,  this  upward  influence  can  become  a  regular  part  of the  organizational 
structure. 
HIL :  The level of  Commitment will increase because of  the VMS intervention. 
Of course  the  commitment  scale  measures  the  extent  at  which  employees 
associate the success of the organization with their own success.  As seen in case studies 
such as  the Chevron case sited by Christensen (1993), commitment is  one of the most 
positive results from  large-group interventions.  Large-group interventions and problem 
solving  not  only  offer  a  larger  information  base,  but  also  increase  the  level  of 
responsibility felt  throughout the  organization (Bunker and  Alban,  1997).  For setting 
goals,  Hinsz  (1995)  found  that  commitment  is  greatest  when  groups  are  allowed  to 
participate  in  setting  their  own  goals  and  objectives.  Using  these  ideas,  the  VMS 15 
approach seeks to generate a higher level of commitment within all levels of the target 
system. 
HIM:  The level of  General Satisfaction will increase because ofthe VMS intervention. 
This scale measures how much the employees enjoy working in the organization. 
By  incorporating self-efficacy theory,  goal-setting theory,  and  large-group intervention 
theory into a single intervention, the VMS approach is a successful method for increasing 
the level of satisfaction.  Stajkovic and Luthans (1998) discuss the positive relationship of 
self-efficacy and satisfaction in terms of performance.  They argued that, as the level of 
performance and self-efficacy increase, satisfaction also increases.  And as Yearta et al. 
(1995) argued, not only will challenging goals improve performance, but so will being a 
part of the goal-setting process.  Hinsz (1995) also concluded, "self-set goal conditions 
generally lead to more positive affective reactions regarding the goal-setting situation in 
terms  of satisfaction  and  goal  commitment."  By  making  the  connection  between 
performance  and  self-efficacy  with  setting  challenging  yet  attainable  goals  in  a 
participative manor,  the  methodology  used  by  the  VMS  intervention can  logically  be 
expected to increase the feeling of  satisfaction within the organization. 
HIN:  The  level  of Support  for  Innovation  will  Increase  because  of the  VMS 
intervention. 
This scale refers to the level at which the company tries to find new ways of  doing 
things, and allow employees enough latitude to try new things without fear of reciprocity. 
To  address  this  organizational  characteristic,  the  reporting  structure  within  the  VMS 
methodology offers managers the ability to create their own action plans.  This tends to 
bring the innovative problem-solving tasks closer to  the problems, offering lower level 
managers the freedom to suggest and implement their ideas.  By developing a supportive 
management  structure,  the  VMS  intervention  will  not  only  improve  communication 
between managers, but will also promote new, innovative ideas. 16 
HlO:  The  level  of  Facilitative  Leadership  will  Increase  because  of  the  VMS 
intervention. 
High scores in this scale indicate an interactive role for managers in setting goals, 
allowing employees the freedom to use their own methods in achieving these goals, and 
giving  feedback  on  a  frequent  basis.  The  reporting  method  taught  in  the  VMS 
intervention offers managers the ability to track performance on a frequent basis.  It not 
only serves to communicate the major goals and objectives to  lower-level employees, it 
also uses a structured process to  determine reasons for  gaps in goal  attainment and the 
development of action items to  eliminate those  gaps.  All of these attributes indicate a 
much more structured approach in progress reporting, which substantiates an increase in 
the facilitative leadership scale. 
1.7.1.3  Environmental Variables 
HIP:  The  level  of Interface  with  Customer  will  increase  because  of the  VMS 
intervention. 
This scale understands the necessity for  employees to  be  aware of both internal 
and external customers as well as their needs.  By incorporating large-group strategic 
planning into  the process, the  VMS  approach offers employees the  ability to  see how 
their product effects others downstream customers, inside and outside of  the organization. 
Bunker and Alban (1997)  describe events  where  employees used  large-group problem 
solving  to  understand  more  clearly  where  they  effect  the  system,  and  to  generate 
communication  between  those  parties.  During  the  VMS  intervention,  managers  and 
employees are involved by asking them to  report what they agree to be responsible for 
while acknowledging the needs of their customer (internally and externally).  By doing 
this, the organization is introduced to the philosophy of understanding the customer, and 
committing to making them a success, increasing this particular scale. 17 
HIQ:  The  level of Technical Responsiveness  will  not change  because of the  VMS 
intervention. 
This scale seeks to  determine such things as  the  ability for the machines in the 
group to  do  or make more than one thing,  or the  level at which employees are  cross-
trained,  and  how  responsive  the  group  can  be  to  its  customers.  Although  technical 
responsiveness  toward  the  customer  may  improve  because  it  is  being  measured  and 
tracked, the VMS  intervention is  not devoted to  improving this  scale  specifically.  In 
terms  of employees  being  trained  for  multiple  tasks,  this  again  would  only  improve 
because of  the "Training" indicator's inclusion in the measuring process.  Therefore, the 
technical responsiveness scale cannot be said to improve as a direct influence of  the VMS 
intervention. 
HIR:  The level of  Activity Feedback will increase because of  the VMS intervention. 
The  activity  feedback  scale  measures  how  often  employees  give  and  get 
constructive criticism from inside and outside of the department.  A major factor in the 
VMS  approach  is  the  availability  of feedback  in  the  review  process.  At  meetings, 
managers review performance by  tracking key  factors,  and use  a VMS  process called 
"Gap Analysis" to identify the causes of any deviations from performance goals and the 
countermeasures  that will  be  taken to  eliminate  that  gap.  This  process  offers  many 
chances  for  feedback,  and  gives  the  reporting  managers  clarity  in  the  improvement 
process.  Because of  this system, the level of  activity feedback will increase. 
HIS:  The level of  Ergonomics will not change because of  the VMS intervention. 
This  scale indicates the  level of compatibility between the physical  machinery 
used in the production process and the people that operate them.  Since this was not a 
direct result of implementing the VMS intervention and its supporting literature does not 
agree on this type of  result, a change in this scale cannot be hypothesized. 18 
HIT:  The level of  Requisite Variety will not change because of  the VMS intervention. 
This  scale  identifies  the  variety  of the  workforce  within  the  group  being 
surveyed.  It also seeks to measure the group's ability to  see problems and possibilities 
from  different  angles.  Because the  VMS  intervention  is  mainly  concerned  with the 
measurement and reporting of  performance data, the diversity within the group cannot be 
associated with the application of  the Visible Management System. 
1.7.2  Hypothesis for Research Question 2 
Research  Question  2: Will  the  VMS  intervention improve the  average  level  and the 
yearly trend of  periodic performance measures? 
H2:  The  study  group  will  encounter  greater  performance  improvements  than  the 
comparison group. 
As illustrated previously in Figure  1.1, the VMS  approach is based on four key 
elements:  goal-setting theory,  large-scale  intervention theory,  self-efficacy theory,  and 
strategic  management  theory.  The  first,  goal-setting  theory,  identifies  definite 
relationships  between  setting  goals  and  the  resulting  performance  levels.  Locke  and 
Latham (1990) identify a number of authors that have found a correlation between goal 
difficulty  and  resulting  performance.  Hinsz  (1995)  supported  this  argument  in  his 
studies, also recognizing that group goal-setting situations result in a higher level of  goal 
commitment.  Since the VMS intervention seeks to set difficult, yet attainable goals in a 
large-group format, these reports seem to support, not only an increase in performance at 
the USPS  site, but an increase in commitment as  well.  Other methods for  improving 
commitment,  and  subsequently  performance,  are  found  in  large-group  intervention 
theory. 
Bunker  and  Alban  (1997)  have  gIven  a  number  of examples  of large-group 
problem  solving  situations  that  have  lead  to  significant  organizational  advances. 
Recognizing  the  effect  large-group  situations  have  on  goal  commitment,  the  VMS 
approach  seeks  to  leverage  this  technique.  These  large-group  interventions  can  also 
influence the confidence that employees feel in their abilities. ----------------- ---- ---------------
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The third of the  four major steps in the VMS  approach,  CAMP focuses  on the 
self-efficacy aspect of employee thought.  This theory places importance on how well 
people feel about their abilities to complete tasks given to them.  Bandura (1997) argues 
that, as employees reach their goals, major changes in self-efficacy can occur.  Stajkovic 
and  Luthans  (1998)  also  agree  that,  with  increases  in  self-efficacy,  performance  will 
improve.  Therefore, based on these foundations of the VMS approach, as  well as  STS 
theory, significant improvements in performance will be seen in the study group. 
1.7.3  Hypothesis for Research Question 3 
Research Question 3: How will changes in joint optimization and STS variables change 
with performance? 
H3: As performance improves, so will the level of  joint optimization and STS variables. 
As supported in the discussion of hypothesis HI, the level of joint optimization 
will increase because of the VMS  approach.  Emery (1959) first coined the term "joint 
optimization"  as  being  the  ability  to  improve  performance  by  considering  the  social, 
technical, and environmental systems within an organization.  The work of Grenville and 
Kleiner  (1997)  found  a  definite,  positive  correlation between  the  perceived  levels  of 
performance,  and the  level of joint optimization within an organization.  Other works 
(Taylor and Felton, 1993; Fox, 1995; Pasmore et aI.,  1982; and Kelly, 1978) discuss the 
importance of  joint optimization in making performance improvements. 
Throughout the STS literature, the act of improving the level of  joint optimization 
has been argued or shown to  increase performance.  Fox (1995)  stresses the  "need for 
both dual focus and joint optimization" in organizational changes.  By this it is meant that 
the  social  and  technical  systems  should  be  thought  of as  two  different  entities,  and 
acknowledging their interactions in organizational change is as important as identifying 
their differences.  Kelly (1978, p.  1072), when reviewing Emery (1959) and Trist et ai. 
(1963), identified this importance best when he said: These two systems, the social and the technical, were thought to interact, 
creating 'forces' resulting in psychological effects on individual workers. 
The sociotechnical system could be designed so that these 'forces' induced 
task performance, or, on the other hand, induced avoidance. 
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Figure 1.4.  Joint Optimization from Taylor and Felton (1993). 
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Taylor and Felton (1993) describe the necessity for joint optimization best in the 
diagram  shown  in  Figure  1.3.  This  illustration  identifies  how  the  effectiveness  of 
organizational change efforts can be maximized by improving the social and the technical 
systems with respect to one another, rather than separately.  It is easy to see that, through 
past STS research, a relationship between performance and the level of  joint optimization 
is supported. 21 
2.  Literature Review 
In this review of existing literature, three main areas of interest will be explored. 
The  first  area  contains  the  four  foundations  of the  VMS  intervention  and  their 
interactions (Figure 1.1).  The second area involves STS theory, which will be used as a 
framework to study the organizational impacts of  the intervention.  Finally, the third area 
is  a  review  of the  research  design  and  analysis  theories  used  in  this  study  (survey 
methodology and quasi-experimental design). 
2.1  The VMS Foundation 
The  VMS  intervention  is  based  on  goal  theory,  strategic  management theory, 
large-scale intervention theory, and self-efficacy theory.  This section will explore these 
four  areas  in  greater  detail,  as  well  as  consider  their  interaction  to  improve  the 
effectiveness of  the VMS approach. 
2.1.1 Goal Theory 
Goal  theory has  become one of the most prevalent motivational tools  used by 
management today.  It has been shown by researchers such as Hinsz (1995), and Yearta 
et  al.  (1995)  that  people  who  are  given  or  set  goals  reach  much  higher  levels  of 
performance than those who are  simply told to  do  their best.  There are two factors in 
goal theory that effect final  performance levels:  goal  commitment,  and  goal  difficulty 
(Hinsz, 1995). 22 
2.1.1.1  Goal Commitment 
As one of the two detenninants of a successful goal setting system, commitment 
ensures employee motivation toward goal attainment. In fact Locke and Latham (1990) 
make the following statement about the importance of  commitment to goals: 
It is virtually axiomatic that a goal that a person is not really trying for is 
not really a goal  and therefore  cannot have much effect on  subsequent 
action (p.  124). 
By  understanding  the  significant  relationship  between  commitment  and  goal 
effectiveness, it is sometimes difficult to accept that high goal commitment alone will not 
improve perfonnance. 
In reviewing research done in self-set goal situations, Locke and Latham (1990) 
explain  that  there  have  been  no  consistent  findings  indicating  higher  levels  of 
commitment will  increase perfonnance more  than the  use  of assigned,  difficult goals. 
Hinsz  (1995)  found  that  assigned,  difficult  goals  would  have  higher  levels  of 
perfonnance  than  self-set  goals,  but  much  lower  level  of commitment.  Locke  and 
Latham (1990) also seem to support the idea that commitment can have a purely negative 
impact on goal perfonnance. 
Hinsz  argued  that  self-set  goals  are  detennined  as  a  result  of the  group  or 
individual's perception of the possible outcomes.  In the group setting (which is  most 
important to  this research),  he  found  that goal  consensus  was  reached by  participants 
averaging prior group perfonnance.  Although this had a positive impact on commitment 
and  self-efficacy,  perfonnance  levels  remained  fairly  stagnant,  while  assigned  goal 
situations  increased in perfonnance significantly.  This  finding  supports the  statement 
made  earlier that,  although  commitment can have  a negative  impact on perfonnance, 
there is little evidence as to any positive effects on perfonnance.  The conclusion of this 
research  indicates the  following  four  aspects  of commitment,  and  its  impact on goal 
attainment: •  Commitment has not been conclusively shown to have a significantly 
positive effect on goal perfonnance. 
•  Commitment  fonns  a  foundation  for  goal  attainment;  without  this 
foundation, negative impacts on perfonnance can occur. 
•  Group and individually set goals have a higher level of commitment 
than assigned goals. 
•  Goal  commitment and  difficulty  are  interactive  in  nature;  difficulty 
offers  an  upward  influence  on  perfonnance,  while  commitment 
represents the possible downward "force". 
2.1.1.2  Goal Difficulty 
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Goal  difficulty  represents  the  positive  influence  on  goal  perfonnance.  Hinsz 
(1995) showed that, as difficulty increased, so did the resulting perfonnance.  Locke and 
Latham  (1990)  also  argue  that  there  is  a positive  relationship  between  difficulty  and 
perfonnance.  Locke and Latham (1990) state that a major sign of an effective goal in a 
production system, is the consistency of the resulting perfonnance levels.  Even though 
challenging goals have a positive effect on perfonnance, there can be a number of factors 
that effect the variance of  perfonnance results.  Locke and Latham discuss a few of these 
factors including goal clarity, controllability, as well as "floor" and "ceiling" effects. 
Although  Locke  and  Latham  found  no  significant  findings  as  to  a  direct  link 
between goal clarity and perfonnance, they did find  that specificity could significantly 
reduce perfonnance variance.  One study by Locke, Chah, et al. (1989) illustrated that, as 
the specificity of  the goal increased, the standard deviation of  perfonnance decreased.  As 
clarity increases, there is much less room for interpretation errors, and everyone working 
toward that goal work in the same capacity.  The other factors in reducing perfonnance 
variance,  controllability  and  the  "floor" and  ceiling" effects,  are  characteristics of the 
person with respect to the goal they are trying to reach. 
Controllability refers to the person's ability to reach the goal, whether it is well 
outside  their  reach  or  well  within.  As  the  goal  becomes  more  attainable  (difficulty 
decreases), so does the resulting perfonnance variation.  The "floor" and "ceiling" effects 
refer to the minimum and maximum possible perfonnance levels according to their goals. 
For a do-your-best, or extremely difficult setting, the "ceiling" effect takes over, limiting 24 
the maximum possible performance to the abilities of  the person.  As the requirements for 
each  person become  smaller,  difficulty  decreases  and  the  "floor" effect  takes  shape, 
limiting the minimum possible performance levels.  Variance tends to  decrease as  we 
approach these two extreme levels. 
The following is a list of  concepts obtained from reading the supporting literature: 
•  Goal difficulty has a direct impact on performance. 
•  Specific  goals  can  influence  performance  levels  toward  a  more 
consistent level. 
•  Goal and personal attributes must also be considered in development 
of  effective goals. 
2.1.2  Self-Efficacy Theory 
The concept of  self-efficacy has become an increasingly popular management tool 
in improving understanding the psychology behind human performance.  Stajkovic and 
Luthans (1998) argue that organizational changes have been occurring without regard for 
the human resources that are usually left unfostered.  Through building and nurturing the 
abilities of  employees and their confidences in them, their effectiveness and performance 
will increase dramatically.  In fact, Stajkovic and Luthans state that: 
Unless employees believe that they can gather up  necessary behavioral, 
cognitive, and motivational resources to successfully execute the task in 
question (whether working on a product/service or developing a strategic 
plan), they will most likely dwell on the formidable aspects of  the project, 
exert insufficient effort, and, as a result, fail (p. 63). 
Outcome expectancies, as  described by Bandura (1997), have a definite impact on the 
confidence of  employees, effecting their commitment toward the achievement of  goals. 
Based on this concept, Bandura (1997), as well as Stajkovic and Luthans (1998) 
state  that,  as  perceived  levels  of self-efficacy  and  commitment  improve,  so  does 
performance.  It is  this  susceptibility to change that makes  self-efficacy an extremely 
effective  tool  in  increasing  organizational  performance.  As  Bandura  (1997)  has 25 
described,  self-efficacy,  as  an  ever-changing  attribute  perceived  by  employees,  which 
changes based on interactions socially, technically, and motivationally. 
2.1.3  Large-Group Intervention Theory 
"Large-group interventions are methods for involving the whole system, internal 
and external, in the change process (Bunker and Alban,  1997)."  Over previous years, 
large-group interventions have increased in popularity, offering many benefits that the 
passdown method of change cannot achieve.  One of  the major benefits from large-group 
interventions ties into effective goal setting by increasing the level of commitment within 
the  organization.  Other positive attributes of using this  style of intervention include a 
wider knowledge base, a faster improvement process, and ultimately increased levels of 
performance. 
Christensen (1993) noted in his case study that Chevron experienced 28% to 98% 
increases in performance measures by using a "high-involvement redesign" project.  In 
discussing  the  most  value-adding  attributes  that  are  characteristic  of this  type  of 
intervention, Wilgus (1995) described the following: 
This  multi-day  conference  consisted  of a  gathering  of large  groups  of 
stakeholders  that  often  represented  conflicting  interests  or  adversarial 
positions.  The  participants'  objectives  were  to  explore  and  understand 
their similarities and differences, dwelling not on the differences but using 
their similarities as the basis for creating their common future (p. 90). 
Note  in the  last  sentence  Wilgus'  remark  about  common futures.  This  is  one  of the 
motivational  epicenters  for  an  effective,  large-scale  intervention.  Bunker  and  Alban 
(1997) described similar events that also included customers and suppliers in the process. 
Conceptuall  y, there are many aspects of large-group interventions that can explain 
the noticeable increases in performance and commitment.  As employees are included in 
the decision-making process, they become  involved in determining the  survival of the 
organization.  As stated from goal-setting literature earlier in this chapter, when people 
are involved in setting the goals for themselves, their group, department, or organization, 26 
they incur a higher sense of commitment for its success.  Bunker and Alban (1997) give 
examples of situations where employees,  front-line managers,  suppliers, and customers 
work  together  to  tap  valuable  resources  that  would  otherwise  have  been  ignored. 
Because of this  increase  in  knowledge  base,  new and  ultimately  more  effective  ideas 
were obtained, while at the same time eliminating the time needed previously for passing 
down, training, or selling the decision. 
Large-group  settings  ensure  this  higher  level  of commitment  throughout  the 
organization,  as  well  as  offer  a  larger  information  source.  The  reading  offers  the 
following six insights into the benefits instituting interventions in a large-group setting: 
•  Large-scale interventions increase the  level  of commitment within an 
organization. 
•  Upper  management  can  not  know  everything  that  happens  on  the 
"front-lines,"  therefore  all  levels  of employees  should  be  used  in 
organizational development. 
•  Large-scale interventions are not always slower, in fact they are often 
much faster than the "passdown" approach to change. 
•  Fostering cooperation within an organization leads to  a more healthy 
social structure. 
•  Working  with  others  within  the  organization  helps  employees 
understand  how  they  impact  others  outside  of their  direct  work 
environment. 
•  Management  commitment  and  participation  makes  a  large-scale 
intervention successful. 
2.1.4  Strategic Management Theory 
Strategic management has become one of the most widespread theories used in 
organizational planning today.  The word "strategy" refers to a method for directing and 
planning the actions of a large system in order to  meet certain goals (Babcock,  1996). 
The  mission and vision are  used to  represent the  corporate goals  and the  methods for 
achieving  those  goals.  Once  these  "strategies"  have  been  developed,  some  form  of 
implementation must instill them in the corporate mindset. 
David (1987) argued that implementation typically involves translating strategic 
goals  into  annual  performance  objectives,  deploying  the  objectives  throughout  the 27 
organization, allocating resources, and motivating and aligning employees.  The theory is 
that, once planning and deployment have occurred, a structured process for managing the 
organization's  progress  must  be  used.  This  well  formulated  methodology  for 
implementing  strategic  goals  and  objectives  places  a  value  on  cyclical,  continuous 
improvement efforts. 
2.2  Sociotechnical Theory 
Trist  and  Bamforth  (1951)  coined  the  term  "sociotechnical  systems"  after 
researching  the  effects  of  technological  changes  within  a  British  coal-mining 
organization.  Desperate to  understand why dramatic performance improvements were 
not  realized  after  these  technological  improvements,  the  coal-mining  company  asked 
Trist and Bamforth to hypothesize reasons for its improvement failure.  In approaching 
the organization, they found one mine with a workforce reaching much higher levels of 
performance relative to other mines using the same new technology.  The two researchers 
discovered that the workers modified their work system to adapt to the new demands of 
the technological improvements, resulting in the increased levels of performance.  From 
this, Trist and Bamforth made a connection between human factor theory and scientific 
theory, combining the two to describe a multidimensional manufacturing organization. 
This theory recognized the fact that a production system is really the integration 
and  cooperation  of a  social  and  technical  subsystem,  with  respect  to  the  outside 
environment.  The social cooperative within a production facility  is  a complex system 
with an important communication structure that is directly relevant to the corporate goals 
and visions, as  well  as  the operation of the  technical  system.  And because the social 
system is present to address and meet the goals of  the organization, it has a direct impact 
on the technical  system, which is  in place to  convert raw materials into  valuable end 
products.  Technical changes within the organization, on the other hand, directly effect 
the way the social system interacts and coordinates its efforts.  This push-pull relationship 
is  the  foundation  of STS  theory,  characterizing  the  combination of the  two  different 
paradigms into a single, more robust organizational theory. 28 
Emery (1959) was the first  to  use the term "joint optimization" to  describe the 
need for  organizations to consider the social  and technical  systems concurrently when 
changes are implemented.  In studying the mechanization of weaving sheds in India, he 
realized  that the  social  system  had  not  adapted  to  the  new operational  characteristics 
within the technical system.  As  automated looms were introduced, instead of a social 
transformation toward work group  interdependence,  independent roles were  still being 
utilized, resulting in lower than expected levels of performance.  It was his hypothesis 
that,  when  organizations  concentrate  on  only  one  of  the  two  systems  with  no 
consideration for the other, effectiveness of  the change will be reduced.  Since the advent 
of this theory, effort has been placed in understanding the two systems and methods for 
improving their flexibility with regards to organizational change. 
In the social  system,  one  of the  most common tools  used  is  the  "autonomous 
workgroup."  These workgroups share in the responsibility as well as the benefits from 
the decisions made by the team.  By allowing these workers to resolve certain issues with 
the  production  process,  management  is  free  to  concentrate  on  the  direction  of the 
company and maintaining communication between boundaries within the organization. 
Also,  by  optimizing  the  technical  aspect  of the  production  with  respect  to  its  social 
counterpart, not only does productivity increase, but also empowered employees are able 
to more quickly and effectively cope with any problems that may arise. 
One of  the most prominent tools used in improving the technical system is the act 
of identifying the key variances within the production system.  These are the tasks that 
can  cause  the  most  problems  to  the  product,  which  are  usually  caught  later  in  the 
inspection phases.  Acknowledging the  steps  with the  most  impact  reveals  important 
attributes  of the  system,  and  gives  the  teams  of empowered  employees  a  source  for 
concentrating their efforts.  By using these and all of the other tools available in STS 
theory,  organizations  can  become  a  more  jointly  optimized  system,  maximizing  the 
effectiveness of  change efforts. 
As  Taylor and  Felton (1993)  showed in their book (Figure  1.2),  a more  equal 
investment in the social and technical areas of a company can maximize the effectiveness 
of change  efforts.  Kelly  (1978)  referred  to  joint  optimization  as  also  being  an 
"intensification of labor,"  because of an  increase  in  workload,  and  hence,  output.  In 29 
either case, recognizing the needs of  both systems is essential to creating a truly effective 
and well performing sociotechnical system. 
2.2.1  The Social System 
The  idea of a social system was  surprisingly not seriously considered until the 
introduction of human factor theory in the early part of this century.  And even after the 
work of such researchers as Lillian Gilbreth, the social aspect in industry took years to be 
accepted by corporate America. 
Social systems are a foundational element of all organizations, offering the only 
truly flexible characteristic to a production system.  Pasmore (1988) argued the fact that 
the social aspect of an organization is as  fundamentally important to  its survival as the 
technical aspect that manufactures the product.  He  stresses this importance by  stating 
that  "organizations  exist  to  meet  human  needs;  and  no  matter  how  sophisticated  the 
technology they employ, organizations will always be  subject to  human influence."  In 
this way, organizations seem to serve human needs two different ways.  The first is that 
they provide products and services that improve society.  Secondly, they offer systems in 
which  personal  and  social  needs  are  fulfilled  through  interaction  and  involvement 
socially and technically.  For these reasons, a social system is  essential to a productive 
and effective organization.  How, then, should the social system be defined? 
The  difficult-to-quantify  social  system  involves  the  human  aspects  of 
organizations, how they interact, and the quality of the work surroundings.  Pasmore, et 
al. (1982) best described it by stating that: 
...  the  social  system  includes  the  reasons  that  organizational  members 
choose  to  work  in  the  organization,  their  attitudes  toward  it,  their 
expectations of it,  patterns of supervisory-subordinate relationships, skill 
levels  of  employees,  and  the  nature  of  the  subgroups  within  the 
population.  In short, the social system encompasses all that is human that 
members of  an organization bring with them to work. 30 
It becomes  important  for  organizational  designers,  as  well  as  upper management,  to 
recognize what the social system brings to a manufacturing setting, and how it interacts 
with the technical system. 
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Figure 2.1. An organization's sociotechnical relationship within the environment. 
This interaction, which is  best described by Figure 2.1, is based on the theory of 
joint optimization.  How well the technical system performs can directly impact the social 
system, and visa versa.  As the social system represents the social interaction between 
employees,  the  technical  system  is  effected.  Likewise,  the  technical  system  remains 
stagnant and ineffective without the social system present to influence its activities.  This 
mutual relationship is as strong as the differences between them.  But in their differences 
resides  the  strengths  that  make  the  sociotechnical  system  approach  so  effective  and 
applicable. 31 
2.2.2  The Technical System 
Even though, as was discussed earlier, it is nearly impossible to remove all human 
aspects from  a production system, the technical portion of an organization has become 
one  of  the  most  popular,  and  sometimes  most  expensive,  means  for  improving 
productivity  and  performance.  To  define  the  characteristics  of the  technical  system, 
Pasmore (1988) described it as the following: 
The technical system of an organization consists of the tools, techniques, 
devices,  artifacts,  methods,  configurations,  procedures  and  knowledge 
used by organizational members to  acquire inputs, transform inputs into 
outputs and provide outputs or services to clients or customers. 
This description paints an interesting picture by describing a system that does not 
have a purely mechanical nature, rather one that includes the knowledge and mental tools 
used by employees to convert raw materials to finished goods.  What remains the same in 
the different definitions, such as Fox (1995), is the remark of "transforming inputs into 
outputs."  From this description, the technical  system deals  directly with a conversion 
process, relying on the quality passed on by suppliers, and uses specific and controllable 
production tasks. 
To  better  understand  the  technical  system,  focus  should  be  placed  on  the 
conversion process and the impacts it has on the raw materials.  Taylor and Felton (1993) 
stress the importance of identifying the "key variances" in the production system.  These 
are the points were major, quality-effecting operations occur in the conversion process. 
The object is to understand these key areas in the system, and control the quality of the 
product at these points, rather than catching them in inspection.  Cherns (1987) referred 
to this same philosophy as "variance control."  In maintaining a system to control these 
variances, quality will remain high as the material passes between boundaries. 
Although  the  word  "boundary"  is  usually  associated  with  a  lack  of 
communication and cooperation within organizations, the boundaries discussed by Taylor 
and Felton (1993) are of a different variety.  These researchers argue that it is important 
to  understand where the "limits of responsibilities" should be located, labeling these as 32 
boundaries.  Of the  four  types  used  in  studying  production  systems  including  the 
territorial, social, and time boundaries, the throughput boundary is  considered major in 
technical  system  studies.  Taylor  and  Felton contend that  this  boundary  "defines  the 
system in terms of the product" by marking the transition points between customer and 
supplier, which essentially defines the system of  interest. 
By  defining  this  system,  a  more  clear  understanding  of  the  roles  and 
responsibilities  of that  system  can  be  developed.  The  other  boundary  types  aid  in 
perceiving such things as  defining the  physical  space the  system takes  up,  barriers in 
communication  that  impact  product  quality,  and  whether  the  system's  mission 
incorporates the correct temporal scale.  In using these tools, including variance control, 
the technical system can become an effective, cost reducing conversion process that will 
assist the organization in reaching its strategic goals. 
2.2.3  The Environment 
If the technical and social systems can be  characterized as  dance partners on a 
stage,  the  environment can be  described  as  the  theater.  As  a result,  focus  should be 
placed on the coordination of  the two inter-organizational systems so as to maximize the 
benefits gained from this environment.  As  in the theater example, although the dancers 
will enjoy what they do whether or not they are at the theater, they will never be paid for 
their work without an audience.  Similarly, the environment offers the production system 
money  as  well  as  other  necessities,  such  as  raw  materials  and  labor.  Because  the 
environment is  always  changing,  and  its  impact on the  production system is  so  great, 
there becomes a need to understand it as much as possible. 
Taylor and Felton (1993), when describing the notion of "chaotic environments" 
argued  that  it  is  definitely  valuable  to  the  survival  and  growth of an  organization to 
understand its environment and its impact on the  system.  Pasmore (1988) agrees with 
this argument, stating the following about what he calls "environmental turbulence:" 
Despite  the  difficulties  involved  in  comprehending  the  environment, 
managers  and  designers  must  attempt  to  do  so.  The  environment, regardless  of its  levels  of complexity  and  turbulence,  remains  the  final 
judge of organizational  success.  As  we  have  learned  more  about  the 
processes of environmental comprehension, the need to replace simplistic 
open systems thinking with more realistic ideas about how organizations 
interact with their environments has become more apparent. 
33 
The theory of "open systems" Pasmore commented on refers to  a theory by Trist et al. 
(1963),  which  was  developed  from  a  general  systems  theory  in  biology,  originally 
proposed by Bertalanffy (1950). 
Open systems theory argues that an organization is like any other living organism, 
requiring inputs to  survive.  Without the influx of raw materials or capital for finished 
goods,  the  organization  will  cease  to  exist.  Going  further,  it  stated  that,  as  the 
organization grows,  it  can store reserves  of money  and  materials  in order to  buffer it 
against changes  in  the  environment.  Pasmore  (1988)  included  that,  even  though this 
theory seems intuitively obvious, it aided in stressing the important role the environment 
plays  on  the  very  survival  of a  production  system,  a  part  of production  that  was 
previously left ignored. 
2.3  Survey Theory and Experimental Design 
In this section, the theories of survey and experimental design will be discussed, 
as well as how they are related.  These two topics are condensed into this chapter because 
the survey plays a key role in the design of this experiment, reiterating the relationship 
between these two topics. 
2.3.1  Survey Theory 
As  De Vellis  (1991)  argues,  measurement  is  an  essential  tool  of all  fields  of 
science, since theory requires observation before it can be generalized for situations other 
than the laboratory.  This can easily be said for the human sciences, which management 
uses  frequently.  Schneider,  et.  al.  (1996)  state  that  employees  tend  to  give  accurate 34 
perceptions of  their work practices and procedures when compared to observations made 
from people outside of the organization.  For this reason, the use of internal surveys to 
ascertain the operational characteristics of the study and comparison groups before and 
after the intervention period is valid. 
The questionnaire has become a major source of data that provides an avenue for 
conducting  measurements  in human  behavior  (Alwin,  1977).  Within  any  surveyor 
questionnaire,  constructs  are  at  the  center,  representing  such  things  as  the  actual 
sentiments, philosophies, practices, etc. that are the focus of  the research.  Scales, or sets 
of questions,  are  used  in  assessing  the value  placed  on a  certain construct using  the 
quantification of  information discussed earlier.  This process of placing numerical values 
on constructs is complex, requiring tests and reliability studies on the survey instrument 
prior to its use. 
During the testing of surveys, researchers improve such things as the wording in 
questions, the format of the survey, the addition or removal of questions, and even the 
length of the survey.  These pilot tests assure the researcher that the  survey has  been 
adequately designed and can provide the most reliable measure of the latent variable as 
possible.  In using the  final  survey  however,  prior to  data analysis,  further  reliability 
studies must be performed. 
In performing reliability  studies,  an  important concept is  the  "latent variable." 
The term latent variable is used when referring to the study of  the human psyche and how 
it effects the responses to  well-formulated questions.  The theory is that,  by  compiling 
similar approaches in measuring a latent variable using a number of  different questions, a 
more reliable determination of its influence can be determined.  Figure 2.2 illustrates this 
interaction between the latent variable and the scores for different questions.  Because the 
latent variable is central to the construction of all relevant questions, their scores can be 
correlated with one another.  This allows the researcher to determine the "reliability" of 
the survey, which offers insight into the relevance of  the questions and their interactions. 35 
Figure 2.2. Effect of  the latent variable on survey scales from DeVallis (1991). 
Once reliability studies  have  been  performed,  straight analysis  of the  data can 
begin.  The analysis incorporates the averaging of response values, and using statistical 
techniques to substantiate any significant similarities or differences. 
2.3.2  Experimental Design 
"The  major  characteristics  of a  true  experimental  design...  include  random 
assignment of participants to  the  various conditions of the study and control groups to 
eliminate  alternate  explanations  of results  (Girden  and  Tinsley,  1998)."  In  quasi-
experimentation, on the other hand, "the researcher is faced with the task of identifying 
and separating the effects of treatments from the effects of all other factors affecting the 
dependent  variable  (Pedhazur  and  Schmelkin,  1991)."  At  the  very  core  of quasi-
experimentation is  the need for researchers to understand that many uncontrollable and 
often unidentifiable effects may be  present, resulting in misinterpreted findings  (Cook, 
and Campbell, 1979; Pedhazur and Schmelkin, 1991). 
Campbell  and  Stanley  (1969)  suggest  that  in  any  experiment,  there  are  eight 
internal  and  four  external  sources of invalidity.  Internal  validity  relates  to  the  actual 
impact the experiment has on the test group.  By increasing the chance for invalidity in 
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clouded and more difficult.  External validity, on the other hand, refers to the level at 
which  the  experiment  can  be  generalized  across  different  populations,  groups, 
environments, etc...  Recognizing these attributes of quasi-experiments, designs such as 
the nonequivalent control group design used in this research can be developed to control 
for many of  the validity threats. 
In  order  to  control  for  effects  that  may  be  lurking,  a  multitude  of quasi-
experimental  designs  have  been  developed  and  studied  that  reduce  these  threats  to 
validity.  The design used in this research is known as the nonequivalent control group 
design (Figure  1.2).  Because all  quasi-experimental designs are  susceptible to lurking 
effects, " ...  nonrandomized studies often fail to persuade; they leave themselves open to 
too  many  alternative  explanations  of  their  findings  (Achen,  1986)."  For  the 
nonequivalent control group design, Dunnette and Hough (1990) list a number of threats 
to  validity  not  controlled  by  this  design:  (1)  maturity  effects  caused  by  differing 
experience  levels;  (2)  scaling  effects  resulting  from  nonequivalence;  (3)  regression, 
caused by matching; and (4) history effects due to isolated events. 
Analyzing  quasi-experimental  results  is  an  involved  and  complex  process. 
Dunnette  and  Hough  (1990),  as  well  as  Cook  and  Campbell  (1979),  discuss  five 
outcomes of  a nonequivalent control group design: (1) no change in the control group; (2) 
both groups grow apart in the same direction (fan-spread type);  (3) pretest differences 
diminish;  (4)  the  compensatory  treatment  case  without  a  crossover  effect;  and  (5) 
outcomes that cross over.  For all of  these results, the authors explain validity threats that 
must be considered, and describe methods for identifying their presence. In approaching 
these results  in a  methodical  and cautious manner,  the researcher is  able to  draw the 
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3.  Methodology 
The purpose of this chapter is to describe exactly how this quasi-experiment was 
performed, the measurement tools used, and the analysis techniques that were applied to 
study the data collected.  The first section will describe the two USPS facilities, and how 
they compare to one another.  The second section will review the survey tool used as the 
pre and posttests in this study.  And finally in the last section, the analysis techniques 
used to study the three research questions are presented. 
3.1  Study and Comparison Groups 
The  presence  of none  qui  valent  groups  in this  study  is  a  critical  aspect.  The 
purpose of  this section therefore, is to describe the two sites involved in this experiment, 
their  working  conditions,  and  how  they  compare  to  one  another.  To  obtain  this 
information, the plant managers at each facility (Mr.  Mark Tovey at Palatine, and Mr. 
Akinyinka Akinyele at the study site) were contacted and interviewed concerning the way 
their  plant  operates,  how it  fits  in  the  USPS,  attributes  that  set  it  apart  from  other 
facilities, the age of  the facility, and any changes seen over the study period. 
Both facilities are known as Processing and Distribution Centers (PDC's), which 
are responsible for sorting mail received from other USPS PDC's and post offices, and 
in-tum are responsible for supplying those same facilities with sorted mail.  Both sites are 
located in Chicago, Illinois and serve similar local and regional USPS facilities.  The 
Irving Park Road (study site) and Palatine (  comparison site) facilities were built in 1993 
and 1992 respectively.  The comparison site however, employs nearly 30% more people, 
and sorts the most mail (6 million per day) of  any USPS facility. 
The  two  USPS  PDC's where  among  the  top  50%  for  the  year  prior  to  the 
intervention.  Both sites where also among the most advanced facilities, given that they 
are among the youngest facilities within the USPS.  The two plant mangers at the study 
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These managers are also both proactive in improving their facilities,  and where among 
the first to request the intervention being studied in this research. 
3.2  The STS Assessment Survey 
The  STS  Assessment survey, which was  developed by  Promethian (1994),  is  a 
tool used to evaluate the sociotechnical attributes of an organization.  Based on concepts 
from  Pasmore  (1988),  Dr.  Michael  Sabiers  (Sabiers,  1992)  incorporated twenty  scales 
into the survey in order to determine the level of awareness for the social and technical 
subsystems,  as  well  as  for  the  environment  (See  Appendix  A).  This  tool  looks  at  a 
number of concepts within each of the three sociotechnical subsystems: social, technical 
and environmental.  So not only is it possible to measure different topics in each system 
as seen by those involved in the study, but overall measures for each of the subsystems 
can be  evaluated.  Taken from  sociotechnical  literature,  this  is  not the  first  time  this 
survey has been used in organizational change research. 
Previous  research-based  applications  for  this  survey,  which  were  interested  in 
studying  the  effects  of interventions  on  organizations  and  the  relationships  between 
performance and joint optimization, include Grenville &  Kleiner (1997), Osland (1994), 
Osland (1997), Saatcioglu (1995), and Sabiers (1992).  Not only is this survey useful in 
the research regime, it has also been used in consultative applications.  The primary use 
of this  survey  in  these  situations  is  to  serve  as  a  baseline  in  transitional  studies  of 
corporate interventions.  Because the STS Assessment survey has been used in studying 
the  behavioral impacts of interventions over periods of time,  its place in  this  research 
becomes valuable.  Subsequently, since this instrument is so valuable to its developer as a 
consulting  tool,  Promethian has  requested  that  the  survey  itself be  omitted  from  this 
paper.  In Appendix A however, generic descriptions of each of the twenty scales have 
been included. 
The twelve scales that are relevant to this research, and how they fit into the STS 
subsystems, can be seen in Table 3.1.  Because this study is concerned with behavioral 
attributes at a group level, it will be impossible to  generalize changes on an individual 39 
level  due  to  the  VMS  intervention.  The  STS  Assessment  survey  will  be  used  in 
answering the first research question:  How will the  level of  joint optimization change? 
As  well  as  understand  the  third  research  question:  How  will  the  change  in  joint 
optimization change with performance? 
Table 3.1:  STS Assessment survey scales.  Checked scales identify those hypothesized 
as changing in this research. 
Technical Scales  Social Scales  Environmental Scales 
./  Quality Orientation  ./  Inclusion  ./  Interface with Customer 
Technical Efficacy  ./  Cooperation  Tech. Responsiveness 
Tangible Rewards  ./  Upward Influence  ./  Activity Feedback 
./  Task Challenge  ./  Commitment  Ergonomics 
./  Task Significance  ./  General Satisfaction  Requisite Variety 
./  Setting-Induced Stress  ./  Support for Innovation 
Physical Health  ./  Facilitative Leadership 
Skill Development 
3.3 Analysis Methodologies 
Before  reporting  the  results  from  the  analysis,  it  is  important  to  discuss  the 
methods that were used.  Therefore, this section will be devoted to  describing the steps 
and  techniques  employed  in  reaching  the  results  obtained  in  Chapter  4,  and  the 
subsequent conclusions in Chapter 5. 
3.3.1  Analysis Methodology for Research Question 1 
In order to arrive at a conclusion for research question one, two major tasks must 
be completed.  The first task involves testing the twenty sub-hypotheses made in Chapter 
1.  The second task is the act of studying the changes in the levels of  joint optimization. 
By performing the  analysis in these  steps,  a conclusion will  be  drawn concerning the 40 
original research question:  How  will STS variables and the  level of  joint optimization 
change after the VMS intervention? 
Initially,  the  data  gathered  from  the  surveys  was  entered  into  an  Excel 
spreadsheet.  This sheet was then imported into an SPSS statistical software package for 
analysis.  Once the data was entered, all negatively weighted questions where corrected, 
and any missing values where substituted for the overall mean of that question.  Survey 
data from both sites and both times were combined into one file and indexed by site and 
test time. 
3.3.1.1  Reliability Analysis 
The  statistical  package  SPSS  was  used  to  perform  the  reliability  analysis. 
Cronbach's alpha was used in making the determination of the reliability for each scale. 
This is a widely used method that determines the reliability for  a construct on a scale 
from 0 to 1, where reliability increases as the value for Cronbach's alpha approaches 1. 
In survey research, having a Cronbach's alpha greater than 0.70 is considered significant. 
For scales with alphas lower than this value, specific items can be removed in order to 
increase the coefficient for a given scale. 
To calculate Cronbach'  s alpha, De  Vellis (1991) describes it as being the ratio of 
common-source variation to total variation.  In Figure 2.2, unique variances are shown as 
el  through es,  whereas the common sources of variation can be attributed to the latent 
variable Y.  The common-source variation can be calculated in a number of ways, the 
most common utilizes the particular properties of the covariance matrix.  Often used in 
statistical  analysis,  this  matrix  determines  the  individual  variations  within  as  well  as 
between items,  and  also  offers  a  simple  approach  for  determining  the  total  variation 
within the entire scale of items.  From there, it is easy to evaluate the common-variances 
(covariation between any two  items), and the total variation for  the  scale.  The SPSS 
command file used to perform this test can be found in Appendix B. 41 
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Figure 2.2. Effect of  the latent variable on survey scales from DeVallis (1991). 
For each of  the scales in the survey, this type of  reliability analysis was performed 
using  the  now  correctly  weighted  questions,  and  complete  data  sets.  The  output 
generated from this analysis, which can be seen in Appendix B,  returns the Cronbach's 
alpha for the scale.  Also, for each question, a new scale alpha is  calculated as if that 
particular question were removed from the scale.  By looking at these results for each of 
the scales, items were removed so as to increase the Cronbach's alpha for each scale.  In 
making  the  decision  to  remove  these  questions,  however,  three  major  rules  were 
observed: 
1.  There must be at least three remaining questions per scale. 
2.  No more than three questions can be removed from a given scale. 
3.  No more than one question should be removed at a time. 
In this way, questions were removed from scales one at a time, with additional 
reliability studies performed after each modification.  After all of the relevant questions 
were removed without violating any of the three rules above, a final  reliability analysis 
was performed for the entire survey including summaries for each subsystem section. --------------------------------. 
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3.3.1.2  Significance Testing of Scales 
Once  the  reliability  analysis  has  been  completed  sufficiently,  the  data  was 
compiled and analyzed for  each of the scales.  At this point in the analysis, the mean 
scores were compared within the two groups for each of  the scales using t-tests.  Again, a 
command file for the SPSS software will be used in this comparison (See Appendix B). 
This command retrieved the appropriate data file  and used t-tests to  compare the mean 
scores for each of the scales at the study site and Palatine.  The outcome for this test is to 
show that a site increased/decreased its score for a particular scale at a significant level. 
Because a comparison site was involved however, another statistical method was used to 
study how the changes at one site compared with the other. 
Contrast tests  where  used  to  determine  how  similar the  average  change  at  the 
study site compared to  that at the comparison site.  These tests involved the following 
hypotheses: 
Ho:  !J.Study2  - !J.Studyl =  !J.Comp2  - !J.Compl 
HI:  !J.Study2  - !J.Studyl '¢ !J.Comp2  - !J.Compl 
In  other words,  for  the  null  hypothesis, the  changes at the  study  site  are  equal to  the 
changes  that  occurred  at  the  comparison  site.  The  alternate  hypothesis  however, 
describes the situation where the changes at the study site were not equal to the changes 
at the comparison site.  The test used to reject or fail to reject the null hypothesis was a 
two-tailed  t-test.  Once  this  first  task  was  completed,  the  second  task,  studying  the 
impacts on the level of  joint optimization, took place. 
3.3.1.3  Joint Optimization Analysis 
Currently, nearly all STS literature addresses joint optimization as a concept, not 
an  attribute  that  can  be  quantitatively  measured.  Consequently,  two  alternative 43 
calculations were tested to derive the level of  joint optimization from the results of the 
surveys: one that compares only the overall technical and social deviations from survey 
averages,  and  another that  includes  the  environmental  results  from  the  survey  in  the 
comparison.  The  entire  process  will  include  calculating  the  different  levels  of joint 
optimization,  and  comparing  those  results  via  t-test  analysis,  similar  to  that  in  the 
individual STS scale analysis. 
3.3.1.3.1  Joint Optimization a/Social and Technical Constructs 
As Chems (1987) states, "it is joint design in which each decision is reached for 
both technical and social reasons."  So  even though Sociotechnical theory includes the 
environmental attribute, authors such as Chems as well as Pasmore (1988) describe joint 
optimization as  the  blending  of social  and  technical  systems  within  the  environment. 
Other  authors  however,  include  the  environmental  system  as  an  attribute  of joint 
optimization.  The equation below shows the calculation used to  obtain the two-system 
average  Level  of Joint Optimization (LJO).  For the  purposes of this  thesis,  the  two-
system LJO will be termed "Type-I" joint optimization. 
In  order  to  facilitate  discussion,  the  results  from  the  type-l  equation  will  be 
converted to a score between zero and ten.  A score of  ten implies no difference between 
the two subsystems and the survey average, while a score of zero indicates that one scale 
scored an average of five (maximum) while the rest scored a one (minimum).  This will 
be done for the type-l joint optimization results using the following equation: 
(
4 -IlLJO J  LJOType_t  =  4  *  10 44 
Where the value of 4 is the highest score possible using the type-l  calculation. 
Similar to this, type-2 joint optimization will be scored using the following equation: 
3.3.1.3.2  Joint Optimization o/Social, Technical and Environmental 
Constructs 
Grenville &  Kleiner (1997), Farley (1991), and Heller (1997) agree that dealing 
with the environmental system during change is as important to joint optimization as the 
social and technical systems.  To incorporate these ideas into this research, another joint 
optimization  calculation  has  been  formulated  that  includes  all  three  sociotechnical 
subsystems.  For the purposes of later discussion, this calculation will be termed "Type-
2" joint optimization.  Similar to that above, the equation for this calculation looks like: 
In  fact,  Grenville  (1997),  using  the  same  survey  as  in  this  research,  stated  that  "the 
measure of  joint optimization is a combination of each manager's perception of the level 
of twenty  STS  characteristics [Promethian,  1994]  from the technical subsystem,  social 
subsystem, and the environment."  Again, to reduce confusion, the results from the type-2 
equation will  also  be converted to  a score between zero  and ten,  where ten means no 
difference between all of the scales, and zero means one scale scored an average of five 
(maximum) while the rest scored a one (minimum).  The result is for increasing levels of 
this new joint optimization score, the deviation in scores for the three subsystems will 
decrease.  The equation used to perform this scoring is: ------------~-- -----------------
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Where  the  value  of 5- equals  the  maXImum  possible  score  usmg  the  type-2  LJO 
3 
calculation listed above. 
A one-tailed t-test will be used to determine any significant changes that occurred 
at either site.  Contrasts will again be used to compare the changes at each site, and look 
for  any  significant  differences.  Combined  with  the  survey  results,  this  will  give  us 
insight into how the study site changed sociotechnically over the study period compared 
to the comparison site. 
3.3.2  Analysis Methodology for Research Question 2 
This portion of the research involved studying the performance levels at each of 
the sites and investigating any changes at the  study facility.  In the USPS, eight major 
indicators  are  tracked which are  used to  evaluate plant performance.  Because of the 
geographic proximity of the two facilities, some of the performance measures would be 
highly correlated (i.e., delivery volume and responsiveness are highly correlated between 
the two plants).  Subsequently, only three of the  eight possible measures were used to 
compare changes in performance.  Following are the three indicators used in this thesis, 
as well as the drivers, or sub-measures that drive these indicators: 
•  Overtime - Describes, in a percentage, the amount of overtime used 
within the group.  Drivers involved with this indicator contain the total 
hours worked, total overtime hours, and penalty overtime hours. 
•  Sick  Leave  - This  indicator  is  a  percentage  scale,  measuring  the 
amount of sick leave taken for the group.  The two drivers found under 
this indicator include total hours worked and the total sick leave hours. 
•  Productivity - A performance indicator,  measured in  integer values. 
Drivers  used  under  this  indicator  include  such  things  as  the  total 
number of hours worked, the percentage of automated letters, and the 
percentage of  mechanized flats. 
As the hypothesis for research question number two indicates, emphasis is being placed 
on the change in performance over the duration of  the experiment rather than whether the 
study group beat the comparison group in all of  the results indicators. 46 
The analysis procedure can be seen in the flow diagram in Figure 3.1.  The first 
step involved a simple mean comparison between and within the two facilities similar to 
the steps performed in the survey analysis.  The second step involved plotting the data 
and fitting  a linear regression model.  Lack-of-fit statistics were  performed,  including 
calculating the coefficient of  determination (r2) and an F  -test (resulting in a p-value of  UF) 
that studies the likelihood that the relationship between the performance and time did not 
occur by chance.  Should an adequate relationship be found  (r2 > 0.70, and UF  :5  0.10) 
between the indicator and time for the year prior to the intervention, the linear regression 
analysis would continue.  In the event where no correlation could be determined between 
time and the indicator for the baseline year (FY97), a different approach would be taken. 
In  order  to  attempt to  identify  a  temporal  cause  and  effect  relationship  between the 
intervention and the outcome measures, statistical process control (SPC) techniques were 
used to at least gain some understanding into the timeliness of  the change.  Following is a 
discussion about each of  these two techniques in the performance data analysis. 
Fit Linear Regression 
Model 
r2 > 0.70 & uF  ~  0.1 O? 
YES-....L...--
Least Squares 
Linear Regression 
Analysis 
Ho:  I\-Y97  -:f.  I\-Y98 
HI: I\-Y97 =  I\-Y98 
Western Electric 
Sensitizing Rules 
Nelson (1984) 
Figure 3.2:  Performance data analysis model. 47 
3.3.2.1  Linear Regression Analysis 
Microsoft  Excel©  was  used  to  study  the  data  collected  in  each  of the  13 
accounting periods (AP's) within a fiscal year.  Data was collected from the year prior to 
the intervention (fiscal year 1997) and during the intervention (fiscal year 1998).  The 
linear model used to study any significant changes in performance is as follows: 
where the variables have the values: 
X I =  1,2,3,  ...  26 
Also,  b  is  the  y-intercept  for  the  equation,  ~l is  the  trend  for  FY97,  and  ~2 is  the 
additional change in slope for the second year (FY98).  By modeling the data in this way, 
the simple hypothesis test 
Ho : ~2 =  0 
HI : ~2 ;t: 0 
will allow us to test whether or not the trend in the data changed significantly.  In the 
event that the null hypothesis is rejected, significant evidence will be present to support a 
change in that indicator.  For these findings to be significant, however, the data must be 
shown to have a significant relationship. 
Two lack-of-fit tests will be used to  study whether the data can be considered 
collinear.  The first is the well-known "coefficient of  determination," or r2.  The second is 
a simple F  -test that studies whether the relationship between the two variables (dependant 48 
and  independent)  do  not  occur  by  chance  (UF  :5  0.10).  For  this  study  however, 
importance  will  be  placed  on  the  r2  result.  For the  linear  analysis  to  be  considered 
valuable to the study of the performance data, an r2  value of at least 0.70 must result, as 
well as an UF that is less than or equal to 0.1 O.  If  the lack-of-fit results do not meet these 
criteria, alternate analysis methodologies will be used. 
3.3.2.2  SPC Analysis Techniques 
In the situation of  an inadequate relationship between variables, statistical process 
control (SPC) techniques will  be  used to  study the changes in performance during the 
study period.  To  do  this,  the  FY97  data were  averaged,  and  the  control  limits  (± 3 
standard deviations) were calculated.  Following is a list of sensitizing rules used in SPC 
analysis by  Western Electric  (Nelson,  1984)  to  identify  possible  shifts  in  the  system. 
Although a mean analysis was already performed at this point to identify shifts from year 
to year, this will serve as a means to identify when the shift actually may have started and 
subsequently whether the cause did in fact precede the effect. 
•  One or more points fall outside of  the control limits. 
•  Two of three consecutive points outside the 2-sigma level, but within 
the control limits. 
•  Four of  five consecutive points beyond the I-sigma limits. 
•  A run of  eight consecutive points on one side of  the center line. 
Unless an assignable cause can be attributed to a violation of  one of  these rules, a shift in 
the  system mean is  likely.  In addition to  the  mean analysis,  this  will  give  a  clearer 
picture into exactly when the system began to change, and if  it is reasonable to attribute it 
to the intervention. 49 
3.3.3  Analysis Methodology for Research Question 3 
Research question number three asks the following: How will the change in joint 
optimization change with performance?  Grenville and Kliner (1997) were able to plot 
the  perceived performance  against joint optimization using  a  large  number of survey 
responses.  In  this  research however,  survey  responses  where  collected at  four  points 
(pretest  and  posttest and the  study  and  comparison sites),  which  does  not  adequately 
support a linear regression analysis.  For this reason, a discussion into the changes found 
in joint optimization, the individual STS variables, and performance will be the forum of 
analysis.  Although this  will  not provide  any  new findings,  it will  serve  to  make the 
connection between performance measures and the behavioral changes measured by the 
survey. 50 
4.  Analysis 
This chapter will discuss the results obtained from analyzing the data as described 
III  Chapter  3  for  each  of the  research  questions.  Through  this  discussion,  the 
corresponding tables, graphs, and results will be presented in order to support or reject 
the hypotheses made in this research.  Chapter 4 will serve as the initial stage of  analysis, 
leading  to  Chapter  5  which  will  address  all  post-hoc  analyses,  conclusions,  and 
suggestions for future research based on the results obtained. 
4.1  Research Question 1: How will STS variables and the level of  joint 
optimization change after the VMS intervention? 
As  can be  seen from  the  reliability  analysis  summary table  (Appendix B),  the 
survey had a Cronbach's alpha of  0.8106.  The social and technical sections of  the survey 
were found to have Cronbach alphas equal to  0.8445  and 0.8116 respectively.  For the 
environmental  section,  on  the  other  hand,  the  reliability  was  not  as  high,  with  a 
Cronbach's alpha of 0.3772.  A total of five  out of the  sixteen scales in the social and 
technical subsystem sections had a Cronbach's alpha less than 0.70, two of which where 
within 0.02 of the cutoff value. For the environmental section, however, four out of the 
five scales where below this level.  Overall, 32 survey questions where removed from the 
analysis, leaving 85 of  the original 117 questions. 
4.1.1  Sociotechnical Variable Results 
The hypotheses for this research question stated that (a) increases in some of the 
individual social, technical and environmental scales would be expected, and (b) because 
of  these changes, an increase in the level of  j oint optimization was hypothesized. --------- - ------------
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4.1.1.1  Technical Results 
As  can be seen in Table 4.1,  the Quality Orientation, Task Challenge,  Setting-
Induced Stress, and Health and Safety scales changed at one or both of the two facilities 
in this study.  Three of the other four scales listed in the table remained relatively stable 
during  the  study.  These  included  the  scales  labeled  Technical  Efficacy,  Tangible 
Rewards,  and  Skill  Development.  Also  shown  in  the  table  is  a  column  labeled 
"Comparison of Changes," which lists the results from running an analysis of differences 
in trend. 
F  or each of the scales found to have at least one significant change (either at the 
study site, comparison site, between groups, or in the comparison of  changes), a graphical 
exploration into those shifts will follow.  By viewing the resulting data in graphical form, 
similarities  and  differences  between  and  within  groups  become  more  apparent. 
Subsequent  sections  will  also  employ  this  technique  in  order  to  gain  a  more  clear 
understanding into the nature of  the changes. Table 4.1: A comparison of  mean changes within the study and comparison sites for the Technical scales. 
Scale  TJ 
(n = 15) 
A. Quality Orientation  2.5167 
B. Technical Efficacy  3.3778 
C. Tangible Rewards  2.9111 
D. Task Challenge  3.1111 
E. Task Significance  4.0667 
F. Setting-Induced Stress  1.8616 
G. Health &  Safety  3.6000 
H. Skill Development  2.8500 
Study Site 
T2 
(n = 13) 
3.1652 
3.6410 
3.3333 
3.1410 
4.2732 
1.5044 
3.5897 
3.0930 
Change  P-Value  Tl 
(n = 12) 
0.6486  0.0538*  2.438 
0.2632  0.4559  3.194 
0.4222  0.2212  3.528 
0.0299  0.9305  2.153 
0.2065  0.4445  4.000 
-0.3572  0.2384  2.048 
-0.0103  0.9792  2.861 
0.2430  0.4590  2.813 
* Slgruficant at a < 0.10 
** Significant at a < 0.05 
Comparison Site 
T2  Change 
(n = 10) 
2.850  0.413 
2.933  -0.261 
4.133  0.606 
3.567  1.414 
4.333  0.333 
0.957  -1.09 
3.933  1.072 
3.325  0.513 
t Significance calculated using contrasts. 
Comparison 
P-Value 
of 
Changes t 
0.2516  0.6207 
0.6275  0.4135 
0.1650  0.7241 
0.0002**  0.0043 
0.2156  0.7344 
0.0021 **  0.0937 
0.0114**  0.0538* 
0.2354  0.6057 
Vl 
tv Table 4.2: A comparison of  scores between the study and comparison sites for the 
Technical scales. 
Scale 
A. Quality Orientation 
B. Technical Efficacy 
C. Tangible Rewards 
D. Task Challenge 
E. Task Significance 
F. Setting-Induced Stress 
G. Health & Safety 
H. Skill Development 
Pretest 
Mean Diff.  p-value 
0.0787  0.840 
0.1838  0.685 
-0.6169  0.172 
0.9581  0.012** 
0.0667  0.835 
0.1864  0.570 
0.739  0.094* 
0.037  0.927 
* SIgmficant at a < 0.10 
**  Significant at a < 0.05 
4.1.1.1.1  Quality Orientation 
Posttest 
Mean Diff.  p-value 
0.3152  0.261 
0.708  0.137 
-0.7997  0.009** 
-0.426  0.164 
-0.0598  0.758 
-0.5474  0.065* 
-0.3433  0.332 
-0.232  0.487 
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The posttest score at the study site was found to  be  statistically different at an 
alpha equal to 0.0538.  Since the posttest means and the difference in trends though are 
not significantly different, it is uncertain what has caused the change at the study site.  All 
we know at this point is that the trend at the study site is changing statistically and it is 
not  at  the  comparison  site  (Figure  4.1).  This  may  indicate  that  with  additional 
longitudinal  observations  we  would  see  a difference  in posttest means  and  the trend, 
which if  happened would indicate that our time frame for this study was too short.  Also, 
since the pretest scores indicated no difference, the probability of selection-maturation -
which is common when results appear to be fan-like - is less likely. 54 
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Figure 4.1: Quality Orientation scale results between sites at T  1 and T  2. 
4.1.1.1.2  Tangible Rewards 
F  or this scale, even though there was no  significant difference in how the two 
facilities changed internally, because there was a difference between sites at the posttest 
at a significance of 0.009, this hypothesis is moderately supported.  As Figure 4.2 shows, 
the  study site was significantly below the comparison site  at the time of the posttest. 
Since this scale was hypothesized to remain constant, there is only marginal evidence to 
support that claim. 4.5  ~--________________________________________________  __ 
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Figure 4.2: Tangible Rewards scale results between sites at Tl and T2. 
4.1.1.1.3  Task Challenge 
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Figure 4.3 illustrates the changes in average scores for this scale at each site.  At 
the study site, participants did not see any change in task challenge.  The intervention had 
no effect.  The comparison site though was statistically different from the study site at the 
pretest and showed a statistically different trend.  Something caused the comparison site 
to experience a change in task challenge not seen at the study site. The hypothesis that 
this scale would increase at the study site was not supported. 56 
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Figure 4.3: Task Challenge scale results between sites at TI and T2. 
4.1.1.1.4  Setting-Induced Stress 
Figure 4.4 illustrates that no change in this scale was experienced at the study site. 
The  comparison  site  experienced  a  decrease  in  setting-induced  stress,  indicating  that 
something was occurring there that was not experienced at the study site.  The hypothesis 
for this scale, therefore, was not supported. 3 
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Figure 4.4: Setting-Induced Stress scale results between sites at TJ and T2. 
4.1.1.1.5  Health and Safety 
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Health and Safety was hypothesized to remain the same, and as depicted in Figure 
4.5,  the  study  site  did  not  significantly  change  over the  study  period.  There  was  a 
significant difference at an alpha of O.094between the sites in the pretest,  but not the 
posttest.  This change is due to the significantly different trend at the comparison site.  A 
change in this scale indicates that the work environment became safer at the comparison 
site, while the study site did not change.  This tends to support the hypothesis that this 
scale would not change at the study site. 58 
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Figure 4.5: Health and Safety scale results between sites at T  1 and T  2. 
4.1.1.2  Social Results 
In Table 4.3, the Inclusion scale did not show a significant change at the study 
site, while the comparison site changed significantly at  an alpha of 0.057.  Similarly, 
Commitment  saw a  significant  change  at the  comparison  site  only  with  an alpha of 
0.0295.  When  looking  at  the  Support  for  Innovation  scale,  both  sites  increased 
significantly  over  the  study  period  at  approximately  the  same  rate.  The  final  scale 
showing significant change, Facilitative Leadership, indicated that the trends at the sites 
are  different  at  an  alpha of 0.0704.  None  of these  scales,  however,  were  different 
between sites before or after the intervention (Table 4.4). Table 4.3: A comparison of  mean changes within the study and comparison sites for the Social scales. 
Scale  TI 
(n = 15) 
1. Inclusion  2.6476 
1. Cooperation  2.5556 
K. Upward Influence  3.5667 
L. Commitment  3.0326 
M. General Satisfaction  2.9333 
N. Support for Innovation  2.3067 
o. Facilitative Leadership  3.8667 
Study Site 
T2  Change  P-Value  TI 
(n = 13)  (n = 12) 
3.0330  0.3853  0.2594  2.447 
3.0769  0.5214  0.1623  3.111 
4.0769  0.5103  0.2069  3.500 
3.5429  0.5103  0.1493  3.041 
3.2051  0.2718  0.4120  2.972 
3.0660  0.7594  0.0092**  2.667 
4.3077  0.4410  0.1845  4.306 
* SIgmficant at a.:s 0.10 
** Significant at a  .:s 0.05 
Comparison Site 
T2  Change  (n = 10) 
3.193  0.746 
3.100  -0.011 
4.050  0.550 
3.700  0.659 
3.333  0.361 
3.480  0.813 
3.967  -0.339 
t Significance calculated using contrasts. 
Comparison 
P-Value 
of 
Changes t 
0.0570*  0.4614 
0.9770  0.3158 
0.2219  0.9462 
0.0295**  0.7380 
0.3650  0.8612 
0.0219**  0.8993 
0.2464  0.0704* 60 
Table 4.4: A comparison of  scores between the study and comparison sites for the Social 
scales. 
Scale 
Pretest  Posttest 
Mean Diff.  p-value  Mean Diff.  p-value 
I. Inclusion  0.2006  0.608  -0.16  0.592 
J. Cooperation  -0.5554  0.161  -0.0231  0.949 
K. Upward Influenc  e  0.0667  0.880  0.0269  0.946 
L. Commitment  -0.0084  0.982  -0.1571  0.589 
M. General Satisfac  tion  -0.0387  0.919  -0.1279  0.708 
N. Support for Inno  vation  -0.3603  0.250  -0.414  0.176 
o. Facilitative Lead  ership  -0.4393  0.210  0.3407  0.223 
* Significant at a  :::: 0.10 
** Significant at a  :::: 0.05 
4.1.1.2.1  Inclusion 
The inclusion results are  illustrated in Figure 4.6.  No  change occurred at the 
study site in this scale.  At the comparison site, a change was experienced but it was not 
statistically different at any time from  the  study  site.  Additional  longitudinal  data is 
required to determine if  the trend would lead to differences between the two sites. 61 
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Figure 4.6: Inclusion scale results between sites at T  1 and T  2· 
4.1.1.2.2  Commitment 
The Commitment scale results are illustrated in Figure 4.7.  The study site did not 
experience any change in this scale.  And even though the comparison site significantly 
improved its score at an alpha of 0.0295, it is difficult to consider it as anything else but 
random fluctuations between sites without additional longitudinal data.  The hypothesis 
that the study site would significantly improve its score in this scale is not supported. -----------------
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Figure 4.7: Commitment scale results between sites at TJ and T2. 
4.1.1.2.3  Support for Innovation 
The third  scale  indicating  significant changes  in  the  social  section of the  STS 
Assessment survey was Support for Innovation.  Significant increases at both the study 
and  comparison  sites  are  shown  in  Figure  4.8.  The  results  indicate  that  something 
occurred  at  each  site  that  increased  the  support  for  innovation  at  a  similar  level. 
Differences between scores at the two facilities before and after the intervention (shown 
in Table 4.4) were also not found to be significant.  Subsequently, the test failed to reject 
the hypothesis that the two changes between the sites were similar. --------------------- -----------------------
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Figure 4.8: Support for Innovation scale results between sites at T  j  and T  2. 
4.1.1.2.4  Facilitative Leadership 
The  results  in  Facilitative  Leadership  are  shown  in  Figure  4.9.  The  average 
scores at the study and comparison sites were not found to be significantly different at 
either the pretest or posttest.  But since a significant difference in trends were indicated, 
additional  longitudinal  data  may  provide  the  data  to  support  the  hypothesis.  This 
hypothesis is therefore only marginally supported by these results. 64 
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Figure 4.9: Facilitative Leadership scale results between sites at TJ  and T2• 
4.1.1.3  Environmental Results 
There were five scales in the environmental section of the survey.  Three of these 
scales resulted in a significant change within or between the sites in the study (Tables 4.5 
and  4.6).  Interface  with  Customer  was  found  to  have  significantly  increased  at  the 
comparison site, but was not found to be  significantly different than the change at the 
study site.  The Activity Feedback scale showed a significant increase at the study site, no 
change at the comparison site, and a significant difference in the change in trends.  This 
scale also showed no significant difference between sites at the pretest, but a significant 
difference at the posttest with an alpha of 0.048.  The third scale indicating significant 
change was Ergonomics.  This scale was  found  to  have  significantly decreased at the 
study site, and that change was found to be different between the two facilities.  Also, the 
Ergonomics scale showed a significantly higher score in the study site at the pretest with 
an alpha of  0.001, but no difference between sites at the posttest. Table 4.5: A comparison of  mean changes within the study and comparison sites for the environmental scales. 
Scale  TJ 
(n = 15) 
P. Interface with Customer  3.0174 
Q. Technical Responsiveness  2.4522 
R. Activity Feedback  3.3556 
S. Ergonomics  3.2500 
T. Requisite Variety  3.4762 
Study Site 
T2 
(n = 13) 
3.2484 
2.6574 
3.9103 
2.1154 
3.4103 
Change  P-Value  TJ 
(n = 12) 
0.2309  0.4713  2.617 
0.2052  0.4236  3.017 
0.5547  0.0712*  3.542 
-1.1346  0.0363**  1.625 
-0.0659  0.8124  3.167 
* SIgmficant at a. :s 0.10 
** Significant at a.:S 0.05 
Comparison Site 
T2  Change 
(n = 10) 
3.360  0.743 
3.300  0.283 
3.400  -0.142 
2.200  0.575 
3.567  0.400 
t Significance calculated using contrasts. 
Comparison 
P-Value 
of 
Changes t 
0.0738*  0.3156 
0.4076  0.8526 
0.5340  0.0603* 
0.2461  0.0193** 
0.2992  0.3226 
Table 4.6: A comparison of scores between the study and comparison sites for the Environmental scales. 
Scale 
Pretest 
Mean Diff.  p-value 
P. Interface with Customer  0.4004  0.340 
Q. Technical Responsiveness  -0.5648  0.022** 
R. Activity Feedback 
S. Ergonomics 
T. Requisite Variety 
-0.1864  0.531 
1.625  0.001 ** 
0.3092  0.409 
* SIgmficant at a.:S 0.10 
**  Significant at a. :s 0.05 
Posttest 
Mean Diff.  p-value 
-0.1116  0.706 
-0.6426  0.082* 
0.5103  0.048** 
-0.0846  0.881 
-0.1567  0.590 66 
4.1.1.3.1  Interface with Customer 
As  seen  in  Figure  4.10,  the  Interface  with  Customer  scale  did  not  change 
significantly at the study site, but did change within the comparison facility at an alpha of 
0.0738.  The difference between the changes at both sites was not significantly different, 
as were the postlest scores between facilities.  The original hypothesis therefore, that this 
scale would increase at the study site, can not be supported with these results. 
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Figure 4.10: Interface with Customer scale results between sites at TJ  and T2• 
4.1.1.3.2  Activity Feedback 
Within the Activity Feedback scale, as seen in Figure 4.11, the study site showed 
a significant increase in its scores at an alpha of 0.0712, while the comparison site did 
not.  Also, the comparison between the trends showed a significant difference between 
the sites at an alpha of 0.0603.  Since the  study site's score at the initial stages of the ----------------------------------------
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intervention was lower than the comparison site, and greater at the end, concern for the 
selection-maturation effect of quasi-experimentation can be ruled out.  As a result, the 
data obtained for this scale provides strong evidence that the VMS intervention did cause 
an increase in the amount of  feedback provided at the study site. 
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Figure 4.11: Activity Feedback scale results between sites at TJ and T2. 
4.1.1.3.3  Ergonomics 
The final scale of interest in the section of the survey, Ergonomics (Figure 4.12), 
showed a significant decrease at the study facility.  It also shows that this change was 
significantly different from what occurred at the comparison site over the study period.  It 
appears that a definite change in the ergonomics of the study facility occurred that were 
distinctly different from those that were experienced at the comparison site.  It is highly 
unlikely however, that this intervention had a negative impact on ergonomics. 68 
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Figure 4.12: Ergonomics scale results between sites at TJ  and T2• 
4.1.1.4  Overall Survey Results 
Table  4.7  shows  the  overall,  aggregated  results  obtained  from  the  study  and 
comparison sites relative to STS  subsystem variables.  The aggregated results hide the 
differences in the elements already discussed.  When STS variables are aggregated within 
their respective technical, social or environmental subsystem, no differences are seen in 
posttest scores or in the trend analysis (the criteria for determining whether a difference 
existed in this study).  Within site differences exist (Table 4.8) but are do not substantiate 
the presence of assignable causes by the between site comparisons.  The specific figures 
for each subsystem can be seen in Appendix C. Table 4.7: A comparison of  mean changes within the study and comparison sites for the STS Assessment Survey. 
Scale  TJ 
(N =  15) 
Total Tech. Score  3.1965 
Total Social Score  2.9870 
Total Environmental  3.0911 
Survey Grand Mean  3.0967 
Study Site 
T2 
(N =  13) 
3.4665 
3.4727 
3.0683 
3.3358 
Difference  P-Value  TJ 
(N =  12) 
0.2701  0.2150  2.992 
0.4856  0.066*  3.149 
-0.0227  0.9010  2.793 
0.2391  0.2330  2.978 
* Slgruficant at a.:s 0.10 
**  Significant at a.:s 0.05 
Comparison Site 
T2  Difference 
(N =  10) 
3.640  0.647 
3.546  0.397 
3.165  0.372 
3.450  0.472 
t Significance calculated using contrasts. 
Comparison 
P-Value 
of 
Changes t 
0.0158**  0.2509 
0.0848*  0.7925 
0.0965*  0.1635 
0.0176**  0.3875 
Table 4.8: A comparison of scores between the study and comparison sites for the overall survey scores. 
Scale 
Total Tech. Score 
Total Social Score 
Total Environmental 
Survey Grand Mean 
Pretest 
Mean Diff.  p-value 
0.2045  0.446 
-0.162  0.538 
0.2981  0.120 
0.1187  0.578 
* Significant at a  .:s 0.10 
**  Significant at a  .:s 0.05 
Posttest 
Mean Diff.  p-value 
-0.1735  0.370 
-0.0733  0.732 
-0.0967  0.646 
-0.1142  0.495 70 
4.1.2  Joint Optimization Results 
The  level  of joint optimization was  calculated  using  two  different approaches. 
One  way was to  consider the  level at  which only the  social and technical systems are 
jointly optimized (type-1 joint optimization).  The other method for calculating the level 
of joint optimization involved  leaving  the  environmental  variable  in the  equation,  and 
considering all three subsystems (type-2 joint optimization). 
The level of  joint optimization is reported on a scale from zero to ten.  A score of 
ten indicates that both (type-I) or all three (type-2) subsystems scored exactly the same. 
A score of zero indicates that one subsystem reported an overall average of five,  while 
the rest reported a one - indicating the most widely spread scores possible.  It is  also 
important to  note  that  while  this  does  offer  insight  into  the  spread  of the  subsystem 
scores,  it does not place a higher value on larger scores.  For example, if one  facility 
scored averages  of five  on all  subsystems,  it would  have  the  same joint optimization 
score as a facility that scored all ones.  The results will be studied in a similar manner as 
in section one of  this chapter. 
Table 4.9 shows the subsystem and overall survey results, as  well as the results 
from the two joint optimization calculations.  The study site did not show any significant 
changes in type-lor type-2 joint optimization.  Even though the social subsystem score 
changed at a significance of 0.067, resulting in an increase in type-1  joint optimization, 
the  change  was  not  found  to  be  significant.  The  comparison  site  however,  after 
significant  changes  in  the  technical  and  social  subsystem  scores,  the  type-1  joint 
optimization score increased significantly at an alpha of 0.066.  Comparison of  trends for 
the  joint optimization  scores  between  the  two  sites  did  not  provide  any  significant 
findings.  The between group comparisons (Table 4.10) also did not find any significant 
differences between the study and comparison sites before and after the intervention for 
both types of  joint optimization calculations.  Subsequently, there is not enough evidence 
to support the claim that the VMS intervention improved the level of  joint optimization. Table 4.9: A comparison of  mean joint optimization changes between TJ  and T2 at the study and comparison sites. 
TJ 
(n =  15) 
Avg. Technical Score  3.1965 
A  vg. Social Score  2.9870 
A  vg. Environmental Score  3.0911 
Overall Survey Average  3.0967 
Type-l Calculation Result  8.877 
Type-2 Calculation Result  8.677 
Study Site 
T2 
(n =  13) 
3.4665 
3.4727 
3.0683 
3.3358 
9.025 
8.530 
Difference  P-Value  TJ 
(n =  12) 
0.2701  0.2150  2.992 
0.4856  0.0666*  3.149 
-0.0227  0.9010  2.793 
0.2391  0.2330  2.978 
0.149  0.634  8.946 
-0.147  0.640  8.450 
* Slgruficant at a ::s 0.10 
** Significant at a ::s 0.05 
Comparison Site 
T2  Difference  (n =  10) 
3.640  0.647 
3.546  0.397 
3.165  0.372 
3.450  0.472 
9.392  0.446 
8.433  -0.0175 
t Significance calculated using contrasts. 
Table 4.10: A comparison of  scores between the study and comparison sites. 
Calculation 
Type-l 
Type-2 
Pretest  Posttest 
Mean Diff.  p-value  Mean Diff. 
-0.0692  0.818  -0.367 
0.2252  0.530  0.0959 
* Significant at a ::s 0.10 
**  Significant at a::S 0.05 
p-value 
0.144 
0.777 
Comparison 
P-Value 
of 
Changes t 
0.0158**  0.2509 
0.0848*  0.7925 
0.0965*  0.1635 
0.0176**  0.3875 
0.066*  0.442 
0.957  0.792 
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4.2  Research Question 2: Will the study group improve performance significantly 
greater than the comparison group over the duration of  the experiment? 
To  best  understand  the  impacts  of the  VMS  intervention  on performance,  an 
investigation  into  mean  and  trend  changes  for  three  performance  measures  was 
conducted.  These  three  areas  are  routinely  measured  at  every  Processing  and 
Distribution Center within the USPS.  Collecting this data did not represent a departure 
from their standard procedures. 
4.2.1  Analysis of  Means 
Table 4.11  shows the average values for the year prior to the VMS intervention 
(Fiscal Year 1997) and the year during the intervention (Fiscal Year 1998).  Also shown 
are  the  mean changes for  the  study and comparison sites,  along with the t-test results 
from comparing the changes that occurred between the two facilities.  Table 4.12 lists the 
between group comparisons for the  year prior to,  and the year during the  intervention. 
U  sing this format,  similar analyses can be performed for  the performance measures  as 
was used for the survey. Table 4.11: A comparison of  average performance levels between Fiscal Year 1997 (FY97) and Fiscal Year 1998 (FY98) 
at the Study and Comparison sites. 
Scale 
Overtime 
Sick Leave 
Productivity 
FY97 
11.26 
4.29 
515.6 
Study Site 
FY98 
8.55 
3.90 
611.9 
Sig. Of  Change  FY97  Change 
-2.71  0.0267**  14.13 
-0.391  0.00278**  4.33 
96.3  6.62E-05**  568.6 
* SIgmficant at a  .::: 0.10 
**  Significant at a'::: 0.05 
Comparison Site 
FY98  Change 
11.62  -2.51 
4.28  -0.0482 
564.3  -4.2 
t Significance calculated using a two-tailed t-test. 
Sig. Of 
Difference 
Sig. Of  between 
Change  Changes t 
0.0134**  0.893 
0.744  0.0727* 
0.639  5.17E-05** 
Table 4.12: A comparison of  scores between the study and comparison sites for performance variables. 
FY97  FY98  Performance Measure f-----:-::-::--.-----,---+--------:-=-=----r------,-----i 
Mean Diff.  p-value  Mean Diff.  p-value 
Overtime 
Sick Leave 
Productivity 
-2.870  0.0310**  -3.069  0.000523** 
-0.03650  0.745  -0.3799  0.0191 ** 
-53.00  0.00792**  47.53  0.000675** 
* Significant at a'::: 0.10 
** Significant at a  .::: 0.05 - -----------------
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4.2.1.1  Overtime 
From Table 4.12, overtime showed significant decreases of 2.71  and 2.51  at the 
study and comparison sites respectively.  The difference between these changes however, 
was  not  significant  (p  =  0.893).  Also,  Table  4.13  shows  that  the  study  site  was 
significantly below the comparison site on this scale for the year prior to and during the 
intervention.  This indicates that the change in overtime noticed at the study site, although 
significant,  was  not  found  to  be  the  result  of an  event  distinctly  different  than  what 
occurred at the comparison site.  Each site significantly impacted their overtime results 
during the study time period.  With each site perhaps using a different approach. 
4.2.1.2  Sick Leave 
As for the second indicator in Table 4.12, Sick Leave, the study site was shown to 
have significantly reduced this measure (p  =  0.00278), while the comparison site did not 
significantly change.  The between site difference in mean changes were significant at an 
alpha of 0.0727.  Also,  Table  4.13  indicates  that the  study  site  was  not  significantly 
different  for  FY97,  but  during  the  study  period  the  average  sick  leave  level  was 
significantly  less  than  that found  at  the  comparison  site  for  the  same  period.  These 
results indicate a high likelihood that the change may be from the VMS intervention. 
4.2.1.3  Productivity 
The final  measure, Productivity, was  shown to  significantly improve within the 
study site.  An increase of 96.3 (p = 0.0000661) was experienced at the study site, while 
no significant change was found at the comparison site.  Also, the change that did occur 
at the study site was  significantly different than the  change that took place within the 
comparison  site  (p  =  0.0000517).  From  Table  4.13,  the  study  site  was  found  to  be 
significantly  lower  in productivity  at  the  comparison  site  for  FY97,  but moved  to  an 
average  level  statistically  greater  than  the  comparison  site  during  the  intervention. 75 
Because  of the  significantly  different  changes  occurnng  between  the  two  facilities, 
Productivity may have been positively impacted by the VMS intervention. 
4.2.2  Analysis of  Trend Data 
To further understand any changes at the study site that may be explained by the 
introduction  of the  VMS  intervention,  an  analysis  of the  trends  in  performance  was 
conducted.  By  combining  these  findings  with  those  of the  Analysis  of Means  from 
Section 4.2.1, a clearer understanding into the magnitude, direction, and timeliness of  the 
change can be identified. 
A least squares fit  was found  for the year prior to the intervention (Fiscal Year 
1997) for each site.  This trend was then carried out through Fiscal Year 1998, and the 
subsequent residuals from plotting this fit against the  1998 data was calculated.  At this 
point in the process, because the FY97 trend was used to forecast into FY98, only if the 
linear model could be  shown to  be  significant (i.e.,  ~  > 0.70,  and  UF  :::::  0.10), was  the 
linear modeling  analysis  allowed to  continue.  In  this  type  of situation,  another  least 
squares  model  was  fit  against  these  residuals  and  then  tested  using  the  following 
hypothesis: 
Ho : 13Residual =  0 
HI :  13Residual  ;f:. 0 
The result of this test identifies whether or not the  1998 trend is  significantly different 
than that of 1997. 
In the instance where no  significant trend could be identified, statistical process 
control (SPC) techniques were used.  More specifically, sensitizing rules (such as those 
utilized by  Western Electric)  were  employed to  gain insight into  the  timeliness of the 
change,  should  one  have  occurred.  This  allows  the  opportunitiy  to  search  for  an 
important factor in identifying causality: a cause must precede an effect in time (Dunnette 
and Hough, 1990). 76 
First  to  be  discussed  for  each  performance  area  will  be  the  lack-of-fit  tests 
performed on these models.  The  first  is  the resulting coefficient of determination that 
illustrates how well the independent variable predicts the dependent variable.  Also, an F-
test  that  considers  whether  the  relationship  between  the  dependent  and  independent 
variables occurs by chance is also reported.  These test results will offer insight into the 
accuracy and strength of  the models to be used in this section, and will be used to identify 
the subsequent analysis technique for the trends. 
4.2.2.1  Overtime 
The first of the three performance measures studied was overtime.  This measure 
is  tracked as  a percentage of total work hours reported as overtime.  After fitting the 
linear regression model for the data, coefficients of determination (r2)  for the study site 
during FY97 and FY98 were found to be 0.680 and 0.714 respectively.  The study site 
overtime  also  showed  UF  values  of 0.000536  and  5.28E-5  for  FY97  and  FY98 
respectively.  Although the FY97 data was extremely close to meeting the cutoff criteria, 
the  r2  value  did not quite meet the  requirement.  Therefore,  statistical process control 
(SPC) techniques were used to study the changes at the study site in overtime. 
Figure 4.13 shows the SPC graph for the study site over the 1997 and 1998 fiscal 
years.  The  duration of the  direct  intervention  is  marked  as  beginning  in  accounting 
period (AP)  10 and proceeding through AP13.  From AP  1 of FY98 through the end of 
the year, the new review process was  used to  report performance.  Using the  Western 
Electric SPC sensitizing rules, a possible shift could have occurred as early as AP 9 since 
eight consecutive points fell below the centerline between APs 9 and 16.  After one point 
above the centerline at AP  17, nine more points fall below the centerline.  This strongly 
supports a shift in the average overtime level, although it is possible that this shift began 
before the intervention. 25.-----------------~~------~------------------------~ 
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Figure 4.13. SPC comparison of  overtime trends at the study site for 
Fiscal Year 1997 (AP 1 - 13) and FY98 (AP 14 - 26). 
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Results from the lack-of-fit tests show that the coefficient of  determination for the 
FY97 and FY98 trends at the comparison site where 0.519 and 0.103, while Up values 
were 0.00547 and 0.320 respectively.  Again, according to the decision model in Figure 
2.3,  because  the  FY97  trend  did  not  meet  the  0.70  cutoff for  the  coefficient  of 
determination, SPC analysis was used to study changes in trend.  Figure 4.14 shows the 
SPC graph of  the overtime measure at the comparison site.  Although this figure does not 
show a possible shift as early as the study sites' results, a clear shift does seem to occur at 
AP 18 and continue on through the end of  FY98. 25r-------------------~------~--------------------------~ 
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Figure 4.14.  SPC comparison of  overtime trends at the comparison site for Fiscal Year 
1997 CAP  1 - 13)  and FY98 CAP  14 - 26). 
Combining the results from  the mean and  trend analyses,  little  support can be 
provided  for  a  causal  relationship  between  changes  in  overtime  and  the  VMS 
intervention.  Shifts  in  overtime  at  the  study  site  could  have  begun  before  the 
intervention.  Also, with the comparison site appearing to drop its overtime level shortly 
after the intervention, little support can be provided that the VMS intervention caused a 
unique change in this measure.  The only supporting argument for a causal relationship 
between  overtime  and  the  VMS  intervention  lies  in  the  coefficient  of determination 
results.  The study site went from an insignificant relationship to one that meets the cutoff 
requirements cr = 0.714, UF = 0.000536), whereas the comparison site did not.  This may 
indicate that overtime began changing linearly at the study site over time, even though 
the  mean  analysis  results  cannot  support  a  unique  change  at  the  study  site.  Future 
research into this relationship then, may provide support for causality in this instance. 79 
4.2.2.2  Sick Leave 
Sick leave is calculated as the percentage of sick leave hours taken for every work 
hour.  Testing the  strength of the  model  at the  study site,  coefficient of determination 
values for the FY97 and FY98 trends where found to be 0.110 and 0.0570 respectively, 
with UF values of 0.268 and 0.534. These are not the results of a significant relationship, 
indicating that sick leave may be varying based on something other than time. 
At this point, statistical process control (SPC) analysis techniques where used to 
identify changes in trend for the sick leave variable.  Figure 4.15 illustrates the actual sick 
leave data in the  SPC  format.  From the data in this graph, a drop in the level of sick 
leave  occurred  almost  immediately  after  the  end  of the  intervention  and  remains 
consistently below the centerline throughout the remainder of  the fiscal year.  As found in 
the  mean  analysis  performed  earlier,  a  significant change  in  annual  sick  leave  levels 
occurred  at  the  study  site.  With  ten  points  below  the  centerline  after  the  direct 
intervention, and two points outside of  the three-sigma point, a definite shift can be seen 
in  this measure.  This  change appears to  coincide  with the  completion of the  training 
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Figure 4.15. SPC comparison of  sick leave trends at the study site for 
Fiscal Year 1997 (AP 1 - 13) and FY98 (AP 14 - 26). 
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For sick leave at the comparison site, FY97 and FY98 trends were found to have 
r2 values of 0.0761 and 0.180, and UF values of 0.362 and 0.135 respectively.  Because of 
the  insignificant  relationship  between  sick  leave  and  the  accounting  period  for  the 
comparison site, SPC analysis was also performed on this set of data.  As in the previous 
discussion for  the  study  site,  the  data has  been plotted using  SPC  techniques  (Figure 
4.16).  Different from the study site however, after the intervention period, no  shift in 
sick leave at the comparison site could be identified visually. 5.5 -,-_________  -:-___  ----;-_____________  ----, 
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Figure 4.16. SPC comparison of  sick leave trends at the comparison site for 
Fiscal Year 1997 CAP  1 - 13) and FY98 CAP 14 - 26). 
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Combining the results from the mean and SPC analyses, a high level of support 
was identified for  a causal relationship between the VMS  intervention and sick leave. 
Not only did the study site significantly change its sick leave relative to the comparison 
site, but the change may well have occurred only shortly after the completion of  the direct 
intervention and the beginning of  the new performance review process. 
4.2.2.3  Productivity 
When modeling productivity over time,  the usual  coefficients of determination 
where calculated for FY97 and FY98 to be 0.256 and 0.422 respectively.  Subsequent UF 
results were found to be 0.0772 and 0.0071 for FY97 and FY98 respectively.  This again 
indicates an insignificant, linear relationship between the productivity measure and time 82 
for  FY97.  SPC  analysis  was  then  used to  identify  the  changes  in this  measure  with 
respect to the intervention. 
Figure 4.17 shows the actual productivity data for the study site in SPC format. 
As can be seen in this diagram, a definite change in productivity occurred as early as AP 
9.  Considering  the  FY97  trend,  productivity  showed  a  constant  increase  after  an 
extremely low level in AP  4,  returning to  the  level at the beginning of the fiscal  year. 
FY98, however, did not show such a dramatic decrease.  In fact, the study site remained 
constantly higher than the centerline throughout FY98.  Even though it is quite possible 
that  the  change  in  productivity  began  before  the  intervention,  the  proximity  to  the 
beginning of  the intervention may indicate a direct impact on this measure. 
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For the comparison site however,  the  r2  values for the FY97 and FY98 trends 
where 0.0428 and 0.00118 respectively, with UF values for each of those years equal to 
0.498 and 0.987.  This also implies that the SPC analysis methodology must be used for 
the comparison site.  As seen in Figure 4.18, a point fell outside of the control limits at 
AP 17, during FY98.  This can be attributed to the Christmas season, however, where a 
large decrease in productivity occurs due to the increased demand.  For the rest of FY98, 
however, no other shifts appear to take place. 
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Fiscal Year 1997 CAP  1 - 13) and FY98 CAP 14 - 26). 
Overall, productivity seemed to increase at the study site with no similar change 
occurring  at the  comparison  facility.  Although the  shift at the  study  site  may have 
occurred as early as one AP prior to the beginning of  the intervention, a large increase in 
productivity resulted throughout the duration of FY98.  Taking into account the mean ---------------~--------------------. 
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analysis, a strong level of support for a causal relationship between productivity and the 
VMS intervention become apparent. 
4.2.3  Summary of  the Performance Analysis 
At  the  study  site  all  three  performance  measures  (overtime,  sick  leave,  and 
productivity) showed significant improvement in the within-site, year-to-year comparison 
of means.  This is a significant finding given that only the overtime performance measure 
at  the  comparison  site  showed  a  significant  change  in  the  mean.  The  between  site 
comparison  of means  showed  the  study  site  to  be  significantly  different  from  the 
comparison  site  in  sick  leave  and  productivity  results.  The  SPC  analysis  of trends 
indicated that,  at  the  study  site,  sick leave  and  productivity produced  a high  level  of 
support that the  intervention was  related to  changes in those measures.  The  overtime 
analysis, on the other hand, did not offer as  much support for this relationship.  These 
results  offer  moderate  to  high  support  that  performance  as  a  whole  was  positively 
impacted by the VMS intervention at the study site. 
4.3  Research Question 3: How will the change in joint optimization change with 
performance? 
This section will address the changes in joint optimization, performance, and STS 
variables.  For the study site, there where no significant changes in either type-lor type-2 
joint optimization.  There were however, significant changes in two of  the individual STS 
variables studied in research question one.  The  first,  facilitative  leadership,  showed a 
significantly different trend than the comparison site.  As was discussed in the literature 
review, an interactive and supportive management can have a positive effect on reaching 
goals.  The possibility of improved management interaction implied by the  facilitative 
leadership finding fits well with the performance improvements found in the results for 
research question two. -----------------. 
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The increase in active feedback may also explain the changes in performance at 
the study site.  As was discussed in the literature review, Locke, Chah, et al. (1989) found 
that  clarity  (i.e.,  improved  communication,  and  feedback)  of goals  can improve  goal 
performance.  This supports the performance improvements discovered in the analysis for 
research question two. 86 
5.  Conclusions and Future Results 
The purpose of  this chapter is to discuss the results obtained in Chapter 4, as well 
as to  perfonn some additional, post-hoc analysis, along with a description of ideas  for 
future research in this area.  From these results, the principal role of this chapter will be 
to address the implications of the findings and the alternative hypotheses that could not 
be properly refuted in this research.  Of primary concern are the considerations that must 
be made when using quasi-experimentation. 
Cook and Campbell (1979) discuss the weaknesses of quasi-experimentation and 
the non-equivalent control group design.  More specifically, the two authors make a clear 
point  that  no  amount  of analysis  and  reasoning  will  reveal  every  causal  factor  or 
alternative  hypothesis  possible.  In short,  because  quasi-experimentation is  defined  as 
having little control over the populations in the study, all conclusions should be labeled 
as  "tentative."  Does this mean that the results obtained through quasi-experimentation 
and  the  non-equivalent  control  group  design  are  worthless?  Not  at  all,  since 
randomization is  economically and  logistically impossible in this situation.  This does 
imply that the methodologies used in this research where in place to  explore all  other 
possible explanations for the effects measured by the survey and/or the perfonnance data. 
5.1  Research Question 1 Discussion 
This  research  question  asked:  How  will  STS variables  and the  level  of  joint 
optimization change after the VMS intervention?  From Table 5.1, three measures showed 
at least marginal support for a causal relationship with the intervention.  Results included 
a relatively strong indication that managers where receiving much more feedback from 
people outside of their immediate work circles as  a result of the  intervention (Activity 
Feedback).  Also  among  the  findings  was  a  low-level  indication  that  facilitative 
leadership improved.  This implies that the VMS  intervention may have improved how 
well managers explain goals, and the freedom they give their employees to  solve those 
problems. 87 
There was additionally a slight indication that the  study site placed much more 
emphasis on quality (quality orientation scale).  Although there was not nearly enough 
supportive evidence, additional studies may provide a better picture into the impact on 
quality improvement efforts by the VMS intervention. 
Table 5.1:  Survey results summary. 
Within-Group  Between- Posttest  Support for 
Analysis  Group Trends  Between Group  Causality 
Quality  Yes  No  No  Marginal  Orientation 
Facilitative  No  Yes  No  Low  Leadership 
Activity  Yes  Yes  Yes  High 
Feedback 
Because the posttest was taken 9 months after the last direct TPC intervention, the 
changes  in  facilitative  leadership and  activity  feedback  become  interesting.  Although 
there is no way at this point to understand exactly how the VMS intervention may have 
impacted  these  behaviors,  additional  analysis  into  the  impacts  of this  intervention on 
organizations  may  provide  a clearer picture  into  these  effects.  In the  least,  for  these 
measures  to  show  a  significantly  different  result  nearly  a  year  after  the  intervention 
implies that it is quite possible some measures may have not shown a significant impact 
if they were a short-lived phenomena (i.e.,  setting-induced stress may have diminished 
after the  processes become  standard).  Only  future,  more  in-depth  studies  will  reveal 
other relationships not adequately explored by this experiment. 
Finally, Figure 4.8 compared the three subsections of  the survey between the two 
facilities.  The  result  was  no  substantial  difference  in  each  of the  sociotechnical 
subsystems (social, technical, and environmental) before and after the intervention.  The 
implication here  is  that,  even though performance improved  in a number of areas,  the 
VMS  intervention  did  not  appear  to  have  a  significant  impact  on  any  of these  three 
subsystems.  It is  possible that, with more subjects, changes in these  systems could be 
detected,  although  in  this  study  they  did  not  appear  to  change  dramatically  in  any 88 
direction or magnitude.  There are also a number of  reasons to support the possibility that 
the scales do not reflect the subsystems (i.e., number of subjects, number of observations, 
duration between observations, etc.).  One  possible approach to  answer some of these 
questions  might be  to  use  a factor  analysis  to  test the  load  of the  scales  on the  sub-
systems. 
5.2  Research Question 2 Discussion 
This  research  question  was  concerned  mainly  with  studying  the  impacts  on 
performance results caused by  the VMS  intervention.  Following is  a discussion of the 
results  obtained by  studying the  overtime,  sick leave,  and  productivity measurements, 
which  are  summarized  in  Tables  5.2  and  5.3  for  the  study  and  comparison  sites 
respectively.  Overall, the  study facility  saw significant changes internally in  all  three 
performance areas, where the comparison site did not. 
The  overtime  scale  saw  a  significant  average  decrease  at  both  the  study  and 
comparison sites, shifting in the same magnitude and direction for both sites.  The SPC 
analysis also showed a similar shift at or around the time of the new fiscal year, or the 
end of the direct intervention.  The change at the study site, however, showed the initial 
signs  of a  shift before  the  comparison  site,  and  subsequently  maintained  those  leves 
throughout the  remainder of the  fiscal  year.  For this reason,  there  is  a small level of 
support that the amount of  overtime changed due to the VMS intervention. 
At the study site, sick leave was shown to have significantly decreased, whereas 
the comparison site did not show any significant changes in the annual average level for 
this  measure.  SPC  analysis  also  showed  a  change  in  sick  leave  at  the  time  of the 
intervention.  These results  indicate  a strong  relationship  between the presence of the 
VMS intervention and a reduction in sick leave. 
The final measure, productivity, showed the most support for a direct impact on 
the part of  the intervention.  The mean analysis was extremely strong, indicating a shift at 
the  study site  from  significantly below the  comparison site,  to  significantly above  the 
same  facility.  The  SPC  analysis  also  showed  a  temporal  relationship  between  the 
presence  of the  intervention  and  the  increase  in  productivity.  F  or these  reasons,  an 89 
extremely strong case can be made that productivity was significantly improved because 
of  the VMS intervention. 
It would  be  negligent  however,  to  ignore  the  possibility  that  some  of these 
changes could be attributed to the Hawthorne effect.  It is important, therefore, to discuss 
the  level  at  which  the  Performance  Center  was  present  during  this  change  process. 
Common practice for the VMS  intervention is  a three-month period in which training 
occurs of new methods for tracking performance and self-efficacy exploration.  At the 
end  of this  period,  The  Performance  Center  is  only  present  as observers  in  the  new 
performance measurement system.  This presence can, however, be enough to cause at 
least some marginal Hawthorne-related impacts.  This impact however, cannot be fully 
studied in this experiment.  Future, meta-analysis studies into the long-term impacts of 
the VMS intervention would be ideal for studying this effect. 
Table 5.2: Study site mean analysis summary of  significant findings. 
Within- Comparison  Between-Group 
Trend  SPC 
Group  of Group  Analysis 
Anal.  Anal. 
Anal.  Changes  Pretest  Posttest 
Overtime 
Yes 
No  Yes  Yes  NA*  Yes 
(a < .05)  (Below)  (Below) 
Sick Leave 
Yes 
Yes (a < .10)  No  Yes  NA*  Yes 
(a < .05)  (Below) 
Productivity 
Yes 
Yes (a < .05) 
Yes  Yes  NA*  Yes 
(a < .05)  (Below)  (Above) 
* Not apphcable due to no relatIOnshIp between vanables 
Table 5.3: Comparison site mean analysis summary. 
Within- Trend  SPC  Group  Anal.  Anal. 
Anal. 
Overtime  Yes 
NA*  Yes 
(a < .05) 
Sick Leave  No  NA*  No 
Productivity  No  NA*  No 
* Not applIcable due to no relatIOnshIp between variables 90 
5.3  Research Question 3 Discussion 
As  was  shown  in  Chapter  4.2,  there  were  no  clear  changes  in  how  jointly 
optimized the survey responses were.  There is some evidence in previous research that 
increases  in  activity  feedback  and  facilitative  leadership  may  have  had  an  impact  on 
performance changes.  Future studies of  this type, and the meta-analysis suggested in this 
research, may provide enough data to support a more in-depth study into the correlation 
between  the  changes  in  behavior  and  performance  measured  in  this  research.  The 
findings in the different research questions of  this thesis however, did support each other 
based on supporting literature. 
5.4  Future Research 
Because of the scale of this research, there are still many unanswered questions 
concerning the impact of  the VMS  intervention on behavior and performance results.  A 
future meta-analysis of these effects, using a number of different test sites, would prove 
very  valuable  in  this  area.  Because  this  thesis  involves  the  impacts  on  the  upper 
management in a particular USPS facility, interest should also be placed in studying the 
impacts on lower-level management as well as the effects on the labor force responsible 
for many of the final performance results.  Other avenues are already being addressed at 
The Performance Center. 
Some  more  restricted  analyses  into  certain  behavioral  attributes  such  as  self-
efficacy  are  being  studied  in  terms  of the  VMS  intervention.  Goal  setting  and  new 
product development are two other topics being addressed at this time.  Some alternative 
ideas may include a more comprehensive study into changes in performance variability, 
behavioral changes using alternative models other that sociotechnical theory, as well as 
comparing behavioral  and  performance  changes  between different  management  levels 
and/or the workforce. 
Different quasi-experimental models may provide a more in-depth study into the 
effects of the  VMS  intervention as  well.  One  example  currently  under consideration 
involves  adding  an  additional  pretest to  provide  a clearer picture  into  the  behavioral 91 
trends of the study and comparison sites.  In any event, there are still many avenues of 
research still available for this and other performance measurement interventions. 
5.5  Conclusions 
Since  the  introduction  of the  VMS  intervention,  there  have  been  many  other 
changes at the study site not measured by this study.  The most noteworthy being the 
study site's recognition of  being the most improved site in the USPS for fiscal year 1998. 
Since  then,  many  other  processing  and  distribution  centers  have  requested  the  VMS 
intervention, as well as clusters ofPDC's.  These results seem to illustrate the value being 
placed in improving performance within the United States Postal Service. 
Other benefits include a dramatic reduction in performance report meetings.  Prior 
to the intervention, the study site required at least a day and a half to fully report overall 
facility performance to the plant manager.  This has  since changed to a few hours now 
that managers are more quickly and accurately able to judge changes (both positive and 
negative)  in  performance  in  these  meetings.  And  because  subordinate  managers  are 
required to develop plans for remedying negative changes before the meeting, superiors 
can  raise  more  pertinent  questions  rather  than  get  stuck  on  understanding  where  the 
facility is presently using unclear reporting methods. 
Some indication was provided that management was acting in a more facilitative 
role - setting objectives, but allowing employees the opportunity to decide how to reach 
that goal.  Communication also appeared to have improved between employees outside of 
normal work circles.  Interestingly enough, there was no apparent change in stress levels 
at the study site between tests.  Future research may be able to indicate the reason for this 
stability,  especially  in  light  of improved  performance  and  increased  management 
involvement in the  process.  This  all  implies that the  new performance  measurement 
system  may  have  improved  the  way  management  approached  new  challenges,  and 
provided the means to facilitate more feedback between people who normally would not 
have communicated. 
In the light of the findings  and results presented in this thesis, the relevance of 
studying  performance  measurement  improvement  methodologies  is  apparent.  In  the 92 
increasingly competitive marketplace, organizations will have to seek out new ways of 
not only working,  but also tracking the performance of those changes.  For these and 
many more reasons, the VMS intervention, and others like it, should remain a steady part 
of  present-day research. ---------------------------------------. 
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A.  STS Assessment Survey 99 
TECHNICAL SYSTEM SCALES: 
A.  QUALITY ORIENTATION:  This scale measures the degree to which the firm  is 
taking concrete steps to focus on quality ("I am rewarded for doing high quality work"), 
and backs up that concern with specific quality control techniques ("Statistical methods 
are used to judge the quality of  my work"). 
B.  TECHNICAL  EFFICACY:  The  suitability  of the  machines,  tools,  computers, 
software, and other equipment to the job at hand is examined here.  We want to know if 
the machines and equipment are  exactly what is  needed to tum out high quality work 
(Effectiveness) and to tum out work as fast as possible (Efficiency).  In other words, we 
are not looking for the best machine, but the best machine for the job at hand. 
C. TANGIBLE REWARDS:  Employees who score high on this scale see the pay they 
receive  as  being fair (not necessarily  higher)  compared to  others  in the  organization. 
They  also  see  their benefits  as  being  generally  useful  and  suitable  for  their  personal 
circumstances. 
D. TASK CHALLENGE:  Monotonous, boring, simple and repetitive are adjectives that 
would characterize jobs rated low on this scale.  Although some employees prefer un-
enriched jobs, most would not. 
E. TASK SIGNIFICANCE:  Meaningful work is the target of this scale.  We want to 
know whether the organization divides the work in such a way that each employee can 
say that "My job is very important in the broader scheme of  things." 
F. SETTING-INDUCED STRESS:  Workplace stress has an adverse impact on both 
quality and productivity, not to  mention long-term health,  and working conditions are 
often a prime source of stress.  In particular, the ability to have control over the general 
pace of the work flow and to  do  simple things that many supervisors take for granted, 
such as personally deciding when to take a short break or making a phone call in privacy 
when the need arises, help reduce stress.  A high score on this scale means LESS stress. 
G. PHYSICAL HEALTH:  Noise, dust, smoke, toxic chemicals, missing safety guards, 
repetitive motion and other hazards at the work station are examined here.  We want to 
know generally how safe workers feel, and if  they think the organization is taking care of 
unsafe conditions.  Of course this scale cannot measure how safe, or unsafe, a workplace 
actually is, and has nothing to do with OSHA compliance issues. 
H.  SKILL  DEVELOPMENT:  High  performing  organizations  train  employees 
continually.  They say it is one of  the single most important things they do.  A high score 
on this scale is typical of firms  that regularly set aside time for workers to  learn more 
about their jobs, and make it easy for them to get the skills they need to get ahead. 100 
SOCIAL SYSTEM SCALES: 
I. INCLUSION:  This scale measures the presence of  behaviors implied in the statement 
"management treats me like a partner in the business."  That means, among other things, 
frequent  sharing of (and explaining)  detailed "insider" management level  information 
about company finances and long-term strategic plans.  It also means that workers meet 
regularly  with  others  outside  their  own  department  and  at  different  levels  of the 
hierarchy. 
J. COOPERATION:  We don't just ask people how much they themselves go  out of 
their way to help others on the job.  Most of us would probably rate ourselves pretty 
highly.  We also ask people whether they think others help them when the going gets 
tough.  A low score on this scale would describe a work place laced with suspicion and 
jealousy, where people  engage in competitive,  secretive  behaviors  that take  time  and 
energy away from collective company goals. 
K. UPWARD INFLUENCE:  Companies in which supervisors ask for a subordinate's 
advice on important work matters and consult with subordinates before they change the 
way they do  their job get high marks on this  scale,  as  do  firms  in which supervisors 
"listen seriously when I volunteer my opinion." 
L. COMMITMENT:  Here we measure the degree to  which people are proud of the 
company, identify their personal success with the success of  the firm, and go beyond their 
normal duties to have an impact. 
M. GENERAL SATISFACTION:  Do people enjoy coming to work every day, doing 
this job for this company? If  so, score high. 
N. SUPPORT FOR INNOVATION:  A high score on this scale means a company has 
gone  a  long  way  toward  meeting  on  of Deming's  14  points:  "Drive  Out  Fear." 
Innovation means trying new ways of doing things, and new ways often fail.  If workers 
are given enough latitude to try new things without fear of  punishment, encouraged to try 
again if  they fail and rewarded when they succeed, score high. 
O. FACILITATIVE LEADERSHIP:  Score  low  here  if supervisors  give  arbitrary 
orders, micro-manage workers' jobs and rarely tell them how they're doing.  Score high 
here if your firm is one where supervisors are good about explaining what the goals are, 
then letting the employee figure  out the best way to get there with plenty of feedback 
along the road. -------------------
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ENVIRONMENTAL SCALES: 
P. INTERFACE WITH CUSTOMER:  How much are your employees aware of what 
the customer needs and wants?  Can they talk to them directly?  Do they know what your 
competitors are up to? 
Q. TECHNICAL RESPONSIVENESS:  Are people cross-trained to handle a variety of 
jobs?  Can your machines, tools and equipment be used to  do  or make more than one 
thing?  When the customer says "Jump!" can you say "How high?" and mean it? 
R.  ACTIVITY FEEDBACK:  If your  company  is  a  place  where  people  give,  and 
actually get, constructive criticism as well as plaudits from people inside and outside of 
their  immediate  work  circle,  that's  good.  In  organizations,  any  new  is  good  news 
because it tells you whether to change or do more of the same.  No news at all is always 
bad news. 
S.  ERGONOMICS:  Humans and their machines don't often get along.  We  want to 
know that the firm's technology is adjusted to fit people, not the other way around.  Is the 
equipment "user-friendly," so that employees can take care of  their own maintenance and 
keep working without continually calling in outside specialists? 
T. REQUISITE VARIETY:  To survive any organization needs to be as complex inside 
as the challenges that are thrown at it by the outside environment.  A homogeneous group 
of employees who  think and  act alike  because of shared backgrounds  and  values can 
generate short-sighted, narrow responses in a rapidly changing business climate.  Having 
employees who  may be able to  see problems and possibilities from  different angles is 
what we measure here. 102 
B.  SPSS Analysis and Reliability Results 103 
* Initiate.sps 
* Replaces blank answers with question average, computes scale, subsystem, * * 
* and overall survey averages. 
RMV 
Ib001 =SMEAN(b001) Ib002=SMEAN(b002) Ib003=SMEAN(b003) 
Ib004=SMEAN(b004) Ib005=SMEAN(b005) Ib006=SMEAN(b006) 
Ib007=SMEAN(b007) 1b008=SMEAN(b008) Ib009=SMEAN(b009) 
Ib01 0=SMEAN(b01 0) Ib011 =SMEAN(b011) Ib012=SMEAN(b012) 
Ib013=SMEAN(b013) Ib014=SMEAN(b014) Ib015=SMEAN(b015) 
Ib016=SMEAN(b016) Ib017=SMEAN(b017) Ib018=SMEAN(b018) 
Ib019=SMEAN(b019) 1b020=SMEAN(b020) Ib021 =SMEAN(b021) 
Ib022=SMEAN(b022) Ib023=SMEAN(b023) Ib024=SMEAN(b024) 
Ib025=SMEAN(b025) 1b026=SMEAN(b026) Ib027=SMEAN(b027) 
Ib028=SMEAN(b028) 1b029=SMEAN(b029) Ib030=SMEAN(b030) 
Ib031 =SMEAN(b031) Ib032=SMEAN(b032) Ib033=SMEAN(b033) 
Ib034=SMEAN(b034) Ib035=SMEAN(b035) Ib036=SMEAN(b036) 
Ib037=SM  EAN(b037) 1b038=SMEAN(b038) Ib039=SMEAN(b039) 
Ib040=SMEAN(b040) 1b041 =SMEAN(b041) Ib042=SMEAN(b042) 
Ib043=SMEAN(b043) 1b044=SMEAN(b044) Ib045=SMEAN(b045) 
Ib046=SMEAN(b046) Ib047=SMEAN(b047) Ib048=SMEAN(b048) 
Ib049=SMEAN(b049) Ib050=SMEAN(b050) Ib051 =SMEAN(b051) 
Ib052=SMEAN(b052) 1b053=SMEAN(b053) Ib054=SMEAN(b054) 
Ib055=SMEAN(b055) 1b056=SMEAN(b056) Ib057=SMEAN(b057) 
Ib058=SMEAN(b058) Ib059=SMEAN(b059) Ib060=SMEAN(b060) 
Ib061 =SMEAN(b061) Ib062=SMEAN(b062) Ib063=SMEAN(b063) 
Ib064=SMEAN(b064) Ib065=SMEAN(b065) Ib066=SMEAN(b066) 
Ib067=SMEAN(b067) 1b068=SMEAN(b068) Ib069=SMEAN(b069) 
Ib070=SMEAN(b070) Ib071 =SMEAN(b071) Ib072=SMEAN(b072) 
Ib073=SMEAN(b073) Ib07  4=SMEAN(b07  4) Ib075=SMEAN(b075) 
Ib076=SMEAN(b076) Ib077=SMEAN(b077) Ib078=SMEAN(b078) 
Ib079=SMEAN(b079) Ib080=SMEAN(b080) Ib081 =SMEAN(b081) 
Ib082=SMEAN(b082) Ib083=SMEAN(b083) Ib084=SMEAN(b084) 
Ib085=SMEAN(b085) Ib086=SMEAN(b086) Ib087=SMEAN(b087) 
Ib088=SMEAN(b088) Ib089=SMEAN(b089) Ib090=SMEAN(b090) 
Ib091 =SMEAN(b091) Ib092=SM  EAN (b092) Ib093=SMEAN  (b093) 
Ib094=SMEAN(b094) Ib095=SMEAN(b095) Ib096=SMEAN(b096) 
Ib097=SMEAN(b097) Ib098=SMEAN(b098) Ib099=SMEAN(b099) 
Ib1 00=SMEAN(b1 00). 
RMV 
Ib1 01 =SMEAN(b1 01) 1b1 02=SMEAN(b1 02) Ib1 03=SMEAN(b1 03) 
Ib1 04=SMEAN(b1 04) Ib1 05=SMEAN(b1 05) Ib1 06=SMEAN(b1 06) 
Ib1 07=SMEAN(b1 07) 1b1 08=SMEAN(b1 08) Ib1 09=SMEAN(b1 09) 
Ib110=SMEAN(b110) Ib111=SMEAN(b111) Ib112=SMEAN(b112) 
* Initiate.sps Continued ... * Initiate.sps Continued ... 
Ib113=SMEAN(b113) Ib114=SMEAN(b114) Ib11S=SMEAN(b11S) 
Ib116=SMEAN(b116) 1b117=SMEAN(b117) Id13=SMEAN(d13) 
Id14=SMEAN(d14) 
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Id1S=SMEAN(d1S) Id16=SMEAN(d16) Id17=SMEAN(d17) Id18=SMEAN(d18) 
Id 19=5MEAN(  d 19) Id20=SMEAN(  d20) Iq073=SMEAN(q073) 
Iq086=SMEAN(  q086) 
Iq092=SMEAN(q092) Iq097=SMEAN(q097). 
COMPUTE cnosup=nosup. 
RECODE cnosup (0=0) (1  thru hi=1). 
VALUE LABELS cNOSUP  0 "None" 1 "At least one". 
COMPUTE SCA= (b002+b003+b004+b007)/4. 
COMPUTE SCB= (b008+b010+b012)/3. 
COMPUTE SCC= (b013+b017+b018)/3. 
COMPUTE SCD= (b019+b020+b021+b022+b023+b024)/6. 
COMPUTE SCE= (b02S+b027+b028)/3. 
COMPUTE SCF= (b029+b030+b031+b033+b034+b03S+b036)17. 
COMPUTE SCG= (b037+b038+b040)/3. 
COMPUTE SCH= (b043+b044+b047+b048)/4. 
COMPUTE SCI= (b049+bOSO+bOS1+bOS2+bOS3+bOS4+bOSS)I7. 
COMPUTE SCJ= (bOS7+bOS8+bOS9)/3. 
COMPUTE SCK= (b06S+b066)/2. 
COMPUTE SCL= (b067+b068+b070+b071+b072+b073)/6. 
COMPUTE SCM= (b076+b077+b078)/3. 
COMPUTE SCN= (b079+b080+b081 +b082+b083)/S. 
COMPUTE SCO= (b084+b08S+b086)/3. 
COMPUTE SCP= (b089+b090+b091 +b092+b093)/S. 
COMPUTE SCQ= (b096+b097+b098+b099+b100)/S. 
COMPUTE SCR= (b101+b102+b103+b104+b10S+b106)/6. 
COMPUTE SCS= (b1 07+b1 08)/2. 
COMPUTE SCT= (b112+b113+b114)/3. 
COMPUTE ALL  TECH=(SCA+SCB+SCC+SCD+SCE+SCF+SCG+SCH)/8. 
COMPUTE ALLSOC= (SCI+SCJ+SCK+SCL  +SCM+SCN+SCO)I7. 
COMPUTE ALLINTEG=(SCP+SCQ+SCR+SCS+SCT)/S. 
COMPUTE TOTMEAN= (ALL  TECH+ALLSOC+ALLINTEG)/3. 
VARIABLE LABELS 
SCA  "Quality Orient." 
ISCB  "Tech. Efficacy" 
ISCC  "Tangible Rewards" 
ISCD  "Task Challenge" 
ISCE  "Task Significance" ------------------------------------------- ---
* Initiate.sps Continued ... 
ISCF  "Setting-Induced Stress" 
ISCG  "Health & Safety" 
ISCH  "Skill Development" 
ISCI  "Inclusion" 
ISCJ  "Cooperation" 
ISCK  "Upward Influence" 
ISCL  "Commitment" 
ISCM  "General Satisfaction" 
ISCN  "Support for Innovation" 
ISCO  "Facilitative Leaders" 
ISCP  "Interface w/customer" 
ISCQ  "Tech. Responsiveness" 
ISCR  "Activity Feedback" 
ISCS  "Ergonomics" 
ISCT  "Requisite Variety" 
IALL  TECH "Total Tech. Score" 
IALLSOC  "Total Social Score" 
IALLINTEG "Total Integration" 
ITOTMEAN  "Survey Grand Mean" 
Icnosup  "Number Supervised" 
SAVE OUTFILE='C:\My Documents\Thesis\Survey\mobil combined spss 
data.sav' 
ICOMPRESSED. 
DESCRI PTIVES VARIABLES= 
sca TO totmean 
Istatistics = mean stddev minimum maximum. 
105 * Final Reliability.sps 
* Computes final reliability statistics 
RELIABILITY 
Ivariables = b002 b003 b004 b007 
Ivariables = b008 b010 b012 
Ivariables = b013 b017 b018 
Ivariables = b019 b020 b021  b022 b023 b024 
Ivariables = b025 b027 b028 
Ivariables = b029 b030 b031  b033 b034 b035 b036 
Ivariables = b037 b038 b040 
ISTATISTICS DESCRIPTIVES SCALE 
ISUMMARY = MEANS TOTAL 
ISCALE (ALPHA)= ALL  IMODEL = ALPHA. 
RELIABILITY 
Ivariables = b043 b044 b047 b048 
Ivariables = b049 b050 b051  b052 b053 b054 b055 
Ivariables = b057 b058 b059 
Ivariables = b064 b065 b066 
Ivariables = b067 b068 b070 b071  b072 b073 
Ivariables = b076 b077 b078 
Ivariables = b079 b080 b081  b082 b083 
Ivariables = b084 b085 b086 
Ivariables = b089 b090 b091  b092 b093 
ISTATISTICS DESCRIPTIVES SCALE 
ISUMMARY = MEANS TOTAL 
ISCALE (ALPHA)= ALL  IMODEL = ALPHA. 
RELIABILITY 
Ivariables = b096 b097 b098 b099 b100 
Ivariables = b101  b102 b103 b104 b105 b106 
Ivariables = b107 b108 b111 
Ivariables = b112 b113 b114 
ISTATISTICS DESCRIPTIVES SCALE 
ISUMMARY = MEANS TOTAL 
ISCALE (ALPHA)= ALL  IMODEL= ALPHA. 
RELIABILITY 
Ivariables = SCA SCB SCC SCD SCE SCF SCG SCH 
Ivariables = SCI SCJ SCK SCL SCM SCN SCO 
Ivariables = SCP SCQ SCR SCS SCT 
Ivariables = ALL  TECH ALLSOC ALLINTEG 
ISTATISTICS DESCRIPTIVES SCALE 
ISUMMARY = MEANS TOTAL 
ISCALE (ALPHA)= ALL  IMODEL= ALPHA. 
106 RELIABILITY  ANALYSIS  - SCALE  A 
(Quality Orientation) 
Mean  Std Dev  Cases 
1.  B002  3.1200  0.2862  1140.0 
2.  B003  2.0612  0.2233  1140.0 
3.  B004  2.5306  0.2686  1140.0 
4.  B007  3.2200  0.2789  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  10.9318  0.5383  0.7337  4 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
2.7330  2.0612  3.2200  1.1588  1.5622  0.2931 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B002  7.8118  0.3752  0.2317  0.1068  0.7011 
B003  8.8706  0.3428  0.5568  0.3110  0.4855 
B004  8.4012  0.3269  0.4532  0.2750  0.5384 
B007  7.7118  0.3134  0.4710  0.3016  0.5240 
Reliability Coefficients  4 items 
Alpha =  0.6355  Standardized item alpha =  0.6503 
107 ---------------------------. 
RELIABILITY  ANALYSIS  - SCALE  B 
(Technical Efficacy) 
1.  B008 
2.  BOlO 
3.  B012 
Mean  Std Dev  Cases 
3.1800 
3.2800 
3.4800 
0.3237 
0.2843 
0.2227 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Nof 
Mean  Variance  Std Dev  Variables 
9.9400  0.4450  0.6671  3 
Item Means  Mean  Minimum  Maximum 
3.3133  3.1800  3.4800 
Range  MaxIMin  Variance 
0.3000  1.0943  0.0233 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B008  6.7600  0.1731  0.6203  0.3927  0.4927 
BOlO  6.6600  0.2311  0.4866  0.2490  0.6638 
B012  6.4600  0.2760  0.5100  0.2905  0.6549 
Reliability Coefficients  3 items 
Alpha =  0.7070  Standardized item alpha =  0.7132 
108 ------------- ----------
RELIABILITY  ANALYSIS  - SCALE  C 
(Tangible Rewards) 
1.  B013 
2.  B017 
3.  B018 
Mean  Std Dev  Cases 
3.2200 
3.4800 
3.5400 
0.2972 
0.2557 
0.2186 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Mean  Variance 
10.2400  0.3873 
Nof 
Std Dev  Variables 
0.6223  3 
Item Means  Mean  Minimum 
3.4133  3.2200 
Maximum 
3.5400 
Range  MaxIMin  Variance 
0.3200  1.0994  0.0289 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  if  Item  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B013  7.0200  0.1677  0.5396  0.3365  0.6501 
B017  6.7600  0.2099  0.4778  0.2527  0.7036 
B018  6.7000  0.2112  0.6390  0.4099  0.5442 
Reliability Coefficients  3 items 
Alpha = 0.7197  Standardized item alpha =  0.7332 
109 - ---------------
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RELIABILITY  ANALYSIS  - SCALE  D 
(Task Challenge) 
Mean  Std Dev  Cases 
1.  B019  2.3600  0.2642  1140.0 
2.  B020  3.1600  0.2595  1140.0 
3.  B021  3.1200  0.2892  1140.0 
4.  B022  3.5200  0.2723  1140.0 
5.  B023  2.9600  0.2810  1140.0 
6.  B024  2.7600  0.2636  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  17.8800  1.4182  1.1909  6 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
2.9800  2.3600  3.5200  1.1600  1.4915  0.1554 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B019  15.5200  1.0944  0.4594  0.3270  0.8233 
B020  14.7200  1.0203  0.6304  0.4606  0.7893 
B021  14.7600  0.9316  0.7216  0.6368  0.7673 
B022  14.3600  0.9987  0.6343  0.5066  0.7879 
B023  14.9200  1.0463  0.5097  0.4362  0.8146 
B024  15.1200  1.0248  0.6069  0.5155  0.7939 
Reliability Coefficients  6 items 
Alpha =  0.8248  Standardized item alpha = 0.8244 RELIABILITY  ANALYSIS  - SCALE  E 
(Task Significance) 
Mean  Std Dev  Cases 
1.  B025  4.6531  0.1151  1140.0 
2.  B027  3.7400  0.2577  1140.0 
3.  B028  4.0800  0.2250  1140.0 
N of  Cases =  1140.0 
Statistics for  Mean  Variance 
Nof 
Std Dev  Variables 
Scale  12.4731  0.1805  0.4248  3 
Item Means  Mean  Minimum 
4.1577  3.7400 
Maximum 
4.6531 
Range  MaxIMin  Variance 
0.9131  1.2441  0.2129 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  if  Item  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
B025  7.8200  0.1434  0.2724  0.0742  0.3682 
B027  8.7331  0.0745  0.2812  0.0838  0.2847 
B028  8.3931  0.0928  0.2700  0.0769  0.2834 
Reliability Coefficients  3 items 
Alpha =  0.4170  Standardized item alpha = 0.4554 
111 112 
RELIABILITY  ANALYSIS  - SCALE  F 
(Setting-Induced Stress) 
Mean  Std Dev  Cases 
1.  B029  3.3200  0.3390  1140.0 
2.  B030  3.0600  0.3310  1140.0 
3.  B031  3.5200  0.3058  1140.0 
4.  B033  3.0000  0.2514  1140.0 
5.  B034  3.0400  0.2714  1140.0 
6.  B035  4.1020  0.2819  1140.0 
7.  B036  3.5306  0.2483  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  23.5727  1.5009  1.2251  7 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
3.3675  3.0000  4.1020  1.1020  1.3673  0.1548 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  ifItem  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
B029  20.2527  1.0897  0.4185  0.3179  0.6703 
B030  20.5127  1.1291  0.3726  0.2955  0.6831 
B031  20.0527  1.1573  0.3802  0.2885  0.6790 
B033  20.5727  1.2288  0.3747  0.2933  0.6797 
B034  20.5327  1.2210  0.3437  0.3868  0.6867 
B035  19.4706  1.1343  0.4782  0.3421  0.6536 
B036  20.0420  1.1400  0.5644  0.4770  0.6376 
Reliability Coefficients  7 items 
Alpha =  0.7034  Standardized item alpha =  0.7116 RELIABILITY  ANALYSIS  - SCALE  G 
(Health &  Safety) 
1.  B037 
2.  B038 
3.  B040 
Mean  Std Dev  Cases 
2.8200 
3.6400 
4.0000 
0.3013 
0.2740 
0.2370 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Mean  Variance 
10.4600  0.4148 
Nof 
Std Dev  Variables 
0.6440  3 
Item Means  Mean 
3.4867 
Minimum 
2.8200 
Maximum 
4.0000 
Range  MaxIMin  Variance 
1.1800  1.4184  0.3657 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
B037  7.6400  0.2033  0.4445  0.2022  0.7084 
B038  6.8200  0.2067  0.5340  0.3302  0.5778 
B040  6.4600  0.2269  0.5832  0.3597  0.5380 
Reliability Coefficients  3 items 
Alpha =  0.6970  Standardized item alpha =  0.7083 
113 -------------------- ------------------------ -----
RELIABILITY  ANALYSIS  - SCALE  H 
(Skill Development) 
Mean  Std Dev  Cases 
1.  B043  3.3400  0.2767  1140.0 
2.  B044  3.5200  0.2787  1140.0 
3.  B047  2.3000  0.2227  1140.0 
4.  B048  2.8367  0.2629  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  11.9967  0.5619  0.7496  4 
Item Means  Mean  Minimum 
2.9992  2.3000 
Maximum 
3.5200 
Range  MaxIMin  Variance 
1.2200  1.5304  0.3009 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B043  8.6567  0.3273  0.4991  0.2575  0.6000 
B044  8.4767  0.3485  0.4123  0.1739  0.6596 
B047  9.6967  0.3849  0.4610  0.2240  0.6296 
B048  9.1600  0.3360  0.5146  0.2660  0.5899 
Reliability Coefficients  4 items 
Alpha =  0.6857  Standardized item alpha =  0.6891 
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RELIABILITY  ANALYSIS  - SCALE  I 
(Inclusion) 
Mean  StdDev  Cases 
1.  B049  2.5400  0.2910  1140.0 
2.  B050  2.8000  0.2963  1140.0 
3.  B051  3.2400  0.2734  1140.0 
4.  B052  3.3600  0.2835  1140.0 
5.  B053  2.5306  0.2620  1140.0 
6.  B054  2.7000  0.2970  1140.0 
7.  BOSS  2.4898  0.2518  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  19.6604  1.7042  1.3055  7 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
2.8086  2.4898  3.3600  0.8702  1.3495  0.1255 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
intern  intern  Total  Multiple  intern 
Deleted  Deleted  Correlation  Correlation  Deleted 
B049  17.1204  1.2979  0.4853  0.4033  0.7717 
B050  16.8604  1.3563  0.3770  0.1944  0.7929 
B051  16.4204  1.2651  0.5925  0.4896  0.7512 
B052  16.3004  1.2233  0.6389  0.4753  0.7414 
B053  17.1298  1.3384  0.4902  0.4945  0.7704 
B054  16.9604  1.1964  0.6458  0.4918  0.7390 
BOSS  17.1706  1.3917  0.4191  0.4681  0.7823 
Reliability Coefficients  7 items 
Alpha =  0.7916  Standardized item alpha = 0.7913 -----------------------------------
RELIABILITY  ANALYSIS  - SCALE  J 
(Cooperation) 
1.  B057 
2.  B058 
3.  B059 
Mean  Std Dev  Cases 
2.8200 
2.8800 
3.1000 
0.2468 
0.2281 
0.2452 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Nof 
Mean  Variance  Std Dev  Variables 
8.8000  0.3424  0.5852  3 
Item Means  Mean  Minimum  Maximum 
2.9333  2.8200  3.1000 
Range  MaxIMin  Variance 
0.2800  1.0993  0.0217 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B057  5.9800  0.1694  0.5515  0.3886  0.6757 
B058  5.9200  0.1630  0.6912  0.4869  0.5149 
B059  5.7000  0.1831  0.4728  0.2630  0.7659 
Reliability Coefficients  3 items 
Alpha =  0.7417  Standardized item alpha =  0.7452 
116 RELIABILITY  ANALYSIS  - SCALE  K 
(Upward Influence) 
1.  B064 
2.  B065 
3.  B066 
Mean  Std Dev  Cases 
4.3800 
3.9400 
3.6200 
0.1383 
0.2234 
0.2613 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Mean  Variance 
11.9400  0.2413 
Nof 
Std Dev  Variables 
0.4912  3 
Item Means  Mean  Minimum 
3.9800  3.6200 
Maximum 
4.3800 
Range  MaxIMin  Variance 
0.7600  1.2099  0.1456 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  intern  Total  Multiple  intern 
Deleted  Deleted  Correlation  Correlation  Deleted 
B064  7.5600  0.1864  0.2994  0.0928  0.7321 
B065  8.0000  0.1054  0.5934  0.3635  0.3407 
B066  8.3200  0.0868  0.5596  0.3486  0.4102 
Reliability Coefficients  3 items 
Alpha =  0.6465  Standardized item alpha =  0.6416 
117 ------------------------------------
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RELIABILITY  ANALYSIS  - SCALE  L 
(Commitment) 
Mean  Std Dev  Cases 
1.  B067  3.3000  0.2658  1140.0 
2.  B068  3.0200  0.2496  1140.0 
3.  B070  3.7600  0.2602  1140.0 
4.  B071  3.3469  0.2635  1140.0 
5.  B072  3.4400  0.2376  1140.0 
6.  B073  2.9375  0.2272  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  19.8044  1.1268  1.0615  6 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
3.3007  2.9375  3.7600  0.8225  1.2800  0.0886 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  intern  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
B067  16.5044  0.8442  0.4339  0.2709  0.7946 
B068  16.7844  0.8254  0.5271  0.3594  0.7716 
B070  16.0444  0.7658  0.6441  0.4662  0.7431 
B071  16.4575  0.8249  0.4857  0.2901  0.7820 
B072  16.3644  0.7823  0.6854  0.4889  0.7358 
B073  16.8669  0.8431  0.5563  0.3953  0.7657 
Reliability Coefficients  6 items 
Alpha =  0.7972  Standardized item alpha = 0.8003 RELIABILITY  ANALYSIS  - SCALE  M 
(General Satisfaction) 
1.  B076 
2.  B077 
3.  B078 
Mean  Std Dev  Cases 
3.0000 
2.9400 
3.3400 
0.2137 
0.2153 
0.2162 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Mean  Variance 
9.2800  0.3021 
Nof 
Std Dev  Variables 
0.5496  3 
Item Means  Mean  Minimum  Maximum 
3.0933  2.9400  3.3400 
Range  MaxIMin  Variance 
0.4000  1.1361  0.0465 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
intern  intern  Total  Multiple  intern 
Deleted  Deleted  Correlation  Correlation  Deleted 
B076  6.2800  0.1511  0.6343  0.4517  0.7675 
B077  6.3400  0.1363  0.7512  0.5665  0.6442 
B078  5.9400  0.1535  0.6015  0.3942  0.8008 
Reliability Coefficients  3 items 
Alpha =  0.8110  Standardized item alpha =  0.8111 
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RELIABILITY  ANALYSIS  - SCALE  N 
(Support for Innovation) 
Mean  Std Dev  Cases 
1.  B079  2.8800  0.2671  1140.0 
2.  B080  2.5800  0.2482  1140.0 
3.  B081  2.4800  0.2523  1140.0 
4.  B082  2.6458  0.2157  1140.0 
5.  B083  3.5400  0.2341  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  14.1258  0.7615  0.8727  5 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
2.8252  2.4800  3.5400  1.0600  1.4274  0.1814 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B079  11.2458  0.5080  0.4785  0.2872  0.7386 
B080  11.5458  0.5118  0.5295  0.4104  0.7177 
B081  11.6458  0.4870  0.5989  0.4822  0.6919 
B082  11.4800  0.5623  0.4721  0.2654  0.7372 
B083  10.5858  0.5134  0.5764  0.3778  0.7019 
Reliability Coefficients  5 items 
Alpha =  0.7610  Standardized item alpha =  0.7624 RELIABILITY  ANALYSIS  - SCALE  0 
(Facilitative Leaders) 
1.  B084 
2.  B085 
3.  B086 
Mean  Std Dev  Cases 
3.9000 
4.1400 
4.2800 
0.2187 
0.1921 
0.1513 
1140.0 
1140.0 
1140.0 
N of  Cases =  1140.0 
Statistics for 
Scale 
Nof 
Mean  Variance  Std Dev  Variables 
12.3200  0.2326  0.4822  3 
Item Means  Mean  Minimum 
4.1067  3.9000 
Maximum 
4.2800 
Range  MaxIMin  Variance 
0.3800  1.0974  0.0369 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  if  Item  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
B084  8.4200  0.0950  0.6655  0.4802  0.7410 
B085  8.1800  0.1153  0.6156  0.3970  0.7733 
B086  8.0400  0.1299  0.7316  0.5373  0.6950 
Reliability Coefficients  3 items 
Alpha =  0.8057  Standardized item alpha =  0.8215 
121 122 
RELIABILITY  ANALYSIS  - SCALE  P 
(Interface with Customer) 
Mean  Std Dev  Cases 
1.  B089  3.9000  0.2691  1140.0 
2.  B090  2.6600  0.3125  1140.0 
3.  B091  3.3061  0.2754  1140.0 
4.  B092  2.2400  0.2602  1140.0 
5.  B093  3.1429  0.2514  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  15.2490  0.9023  0.9499  5 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
3.0498  2.2400  3.9000  1.6600  1.7411  0.4012 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B089  11.3490  0.5857  0.5927  0.4307  0.6403 
B090  12.5890  0.5999  0.4228  0.2152  0.7128 
B091  11.9429  0.6432  0.4147  0.2009  0.7093 
B092  13.0090  0.6177  0.5302  0.3732  0.6660 
B093  12.1061  0.6372  0.5029  0.2937  0.6770 
Reliability Coefficients  5 items 
Alpha =  0.7279  Standardized item alpha =  0.7334 123 
RELIABILITY  ANALYSIS  - SCALE  Q 
(Technical Responsiveness) 
Mean  Std Dev  Cases 
1.  B096  2.7000  0.2850  1140.0 
2.  B097  1.7292  0.2608  1140.0 
3.  B098  3.3265  0.2562  1140.0 
4.  B099  2.4400  0.2753  1140.0 
5.  B100  3.8571  0.1728  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  14.0528  0.6043  0.7774  5 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
2.8106  1.7292  3.8571  2.1280  2.2306  0.6701 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
B096  11.3528  0.4003  0.3405  0.2429  0.5362 
B097  12.3237  0.4193  0.3464  0.1801  0.5303 
B098  10.7263  0.3819  0.4951  0.3629  0.4434 
B099  11.6128  0.4344  0.2594  0.0861  0.5821 
B100  10.1957  0.4976  0.3152  0.3053  0.5545 
Reliability Coefficients  5 items 
Alpha =  0.5870  Standardized item alpha =  0.5964 124 
RELIABILITY  ANALYSIS  - SCALE  R 
(Activity Feedback) 
Mean  Std Dev  Cases 
1.  BIOI  3.7400  1.2257  50.0 
2.  B102  4.1800  1.0821  50.0 
3.  B103  3.5800  1.2469  50.0 
4.  B104  3.0400  1.0683  50.0 
5.  BIOS  3.3800  1.1229  50.0 
6.  BI06  3.4000  1.0102  50.0 
N of  Cases =  50.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  21.3200  16.9159  4.1129  6 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
3.5533  3.0400  4.1800  1.1400  1.3750  0.1491 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  ifltem  Total  Multiple  ifltem 
Deleted  Deleted  Correlation  Correlation  Deleted 
BIOI  17.5800  12.4118  0.3475  0.2313  0.6308 
B102  17.1400  12.3678  0.4437  0.2592  0.5951 
BI03  17.7400  12.8494  0.2810  0.0860  0.6570 
BI04  18.2800  13.0220  0.3570  0.3177  0.6252 
BIOS  17.9400  12.3841  0.4139  0.2603  0.6050 
B106  17.9200  12.2792  0.5108  0.4391  0.5751 
Reliability Coefficients  6 items 
Alpha =  0.6573  Standardized item alpha = 0.6658 RELIABILITY  ANALYSIS  - SCALE  S 
(Ergonomics) 
1.  B107 
2.  BI08 
3.  BIll 
Mean  Std Dev  Cases 
2.5306 
2.1429 
3.5918 
1.7807 
1.3229 
1.3832 
49.0 
49.0 
49.0 
N of  Cases =  49.0 
Statistics for 
Scale 
Mean  Variance 
8.2653  11.1573 
Nof 
Std Dev  Variables 
3.3403  3 
Item Means  Mean 
2.7551 
Minimum 
2.1429 
Maximum 
3.5918 
Range  MaxIMin  Variance 
1.4490  1.6762  0.5627 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  ifltem  Total  Multiple  ifltem 
Deleted  Deleted  Correlation  Correlation  Deleted 
BI07  5.7347  4.3656  0.4866  0.2570  0.3218 
BI08  6.1224  6.5264  0.4262  0.2173  0.4420 
BIll  4.6735  7.0995  0.2909  0.0898  0.6137 
Reliability Coefficients  3 items 
Alpha =  0.5812  Standardized item alpha =  0.5805 
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RELIABILITY  ANALYSIS  - SCALE  T 
(Requisite Variety) 
1.  B112 
2.  BIB 
3.  B114 
Mean  Std Dev  Cases 
3.1020 
3.2857 
3.8163 
1.2289 
1.2416 
1.1488 
49.0 
49.0 
49.0 
N of  Cases =  49.0 
Statistics for 
Scale 
Mean  Variance 
10.2041  5.7075 
Nof 
Std Dev  Variables 
2.3890  3 
Item Means  Mean  Minimum  Maximum 
3.4014  3.1020  3.8163 
Range  MaxIMin  Variance 
0.7143  1.2303  0.1376 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
if  Item  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
B112  7.1020  3.9685  0.0467  0.1377  0.5580 
BIB  6.9184  3.5349  0.1351  0.2188  0.3988 
B114  6.3878  2.5757  0.4914  0.2493  -.3698 
Reliability Coefficients  3 items 
Alpha = 0.3511  Standardized item alpha =  0.3646 
126 RELIABILITY  ANALYSIS  - TECHNICAL  SCALES 
Mean  StdDev  Cases 
1.  SCA  2.7330  0.1834  1140.0 
2.  SCB  3.3133  0.2224  1140.0 
3.  SCC  3.4133  0.2074  1140.0 
4.  SCD  2.9800  0.1985  1140.0 
5.  SCE  4.1577  0.1416  1140.0 
6.  SCF  3.3675  0.1750  1140.0 
7.  SCG  3.4867  0.2147  1140.0 
8.  SCH  2.9992  0.1874  1140.0 
* * * Warning * * * Determinant of  matrix is close to zero:  1.006E-13 
Statistics based on inverse matrix for scale ALL 
are meaningless and printed as  O. 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  26.4507  1.0416  1.0206  8 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
3.3063  2.7330  4.1577  1.4247  1.5213  0.1860 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
intern  intern  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
SCA  23.7177  0.8424  0.4916  O.  0.8014 
SCB  23.1374  0.7899  0.5116  O.  0.8005 
SCC  23.0374  0.8845  0.2924  O.  0.8312 
SCD  23.4707  0.7941  0.5882  O.  0.7876 
SCE  22.2930  0.9112  0.4083  O.  0.8116 
SCF  23.0832  0.8002  0.6733  O.  0.7777 
SCG  22.9640  0.7649  0.6143  O.  0.7833 
SCH  23.4515  0.7599  0.7549  O.  0.7640 
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RELIABILITY  ANALYSIS  - SQCIAL  SCALES 
Mean  Std Dev  Cases 
1.  SCI  2.8086  0.1865  1140.0 
2.  SCJ  2.9333  0.1951  1140.0 
3.  SCK  3.7800  0.2159  1140.0 
4.  SCL  3.3007  0.1769  1140.0 
5.  SCM  3.0933  0.1832  1140.0 
6.  SCN  2.8252  0.1745  1140.0 
7.  SCQ  4.1067  0.1607  1140.0 
N of  Cases =  1140.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  22.8479  0.8713  0.9334  7 
Item Means  Mean  Minimum  Maximum  Range  MaxiMin  Variance 
3.2640  2.8086  4.1067  1.2980  1.4622  0.2527 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
intern  intern  Total  Multiple  if  Item 
Deleted  Deleted  Correlation  Correlation  Deleted 
SCI  20.0392  0.6362  0.6736  0.6929  0.8118 
SCJ  19.9145  0.6305  0.6548  0.6222  0.8145 
SCK  19.0679  0.6576  0.4772  0.3423  0.8460 
SCL  19.5471  0.6181  0.7978  0.6843  0.7937 
SCM  19.7545  0.6412  0.6698  0.5807  0.8126 
SCN  20.0227  0.6353  0.7390  0.6659  0.8031 
SCQ  18.7412  0.7784  0.2366  0.2344  0.8689 
Reliability Coefficients  7 items 
Alpha =  0.8445  Standardized item alpha =  0.8448 -------------------------- ---
129 
RELIABILITY  ANALYSIS  - ENVIRONMENTAL  SCALES 
Mean  Std Dev  Cases 
1.  SCP  3.0549  0.9247  49.0 
2.  SCQ  2.8060  0.7566  49.0 
3.  SCR  3.5374  0.6832  49.0 
4.  SCS  2.3367  1.3322  49.0 
5.  SCT  3.4014  0.7963  49.0 
N of  Cases =  49.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  15.1364  5.7723  2.4026  5 
Item Means  Mean  Minimum  Maximum  Range  MaxIMin  Variance 
3.0273  2.3367  3.5374  1.2007  1.5138  0.2317 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
intern  intern  Total  Multiple  intern 
Deleted  Deleted  Correlation  Correlation  Deleted 
SCP  12.0815  3.4446  0.4290  0.2469  -0.0014 
SCQ  12.3304  4.5742  0.1933  0.1044  0.2458 
SCR  11.5989  4.4347  0.3026  0.1821  0.1798 
SCS  12.7996  3.7473  0.0485  0.0789  0.4337 
SCT  11.7350  5.4194  -0.0759  0.0395  0.4306 
Reliability Coefficients  5 items 
Alpha= 0.3181  Standardized item alpha =  0.3722 RELIABILITY  ANALYSIS  - SURVEY  SUMMARY 
Mean  Std Dev  Cases 
1.  ALLTECH  3.3051  0.6214  49.0 
2.  ALLSOC  3.2776  0.6423  49.0 
3.  ALLINTEG  3.0273  0.4805  49.0 
N of  Cases =  49.0 
Nof 
Statistics for  Mean  Variance  Std Dev  Variables 
Scale  9.6100  2.2370  1.4957  3 
Item Means  Mean  Minimum  Maximum 
3.2033  3.0273  3.3051 
Range  MaxIMin  Variance 
0.2778  1.0918  0.0234 
Item-total Statistics 
Scale  Scale  Corrected 
Mean  Variance  Item- Squared  Alpha 
ifItem  ifItem  Total  Multiple  ifItem 
Deleted  Deleted  Correlation  Correlation  Deleted 
ALLTECH  6.3048  0.9624  0.7288  0.5475  0.6629 
ALL  SOC  6.3324  0.9346  0.7166  0.5376  0.6796 
ALLINTEG  6.5827  1.3696  0.5660  0.3209  0.8337 
Reliability Coefficients  3 items 
Alpha =  0.8097  Standardized item alpha =  0.8106 
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Figure C.I: Total Technical results between sites at Tl and T2. 
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Figure C.2: Total Social results between sites at T  1 and T  2. 
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Figure C.3: Total Environmental results between sites at Tl and T2. 
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Figure C.4: Overall Survey results between sites at T  1 and T  2. 134 
D.  Seasonal Performance Data 135 
Table D.I:  Overtime data. 
Accounting  Study Site  Comparison Site 
Period  FY97  FY98  FY97  FY98 
1  15.70  8.23  16.88  11.46 
2  15.40  7.85  16.87  14.12 
3  13.09  9.50  17.41  16.54 
4  18.40  12.36  14.99  14.74 
5  11.16  7.72  14.58  10.91 
6  11.69  8.39  16.22  9.50 
7  9.83  10.30  14.47  10.51 
8  11.39  8.43  14.04  11.30 
9  9.62  6.62  10.41  10.71 
10  6.29  5.79  10.09  9.67 
11  6.37  7.04  12.07  10.87 
12  7.69  9.03  10.27  10.27 
13  9.83  9.95  15.45  10.51 
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Figure D.I:  Actual Overtime data collected (seasonlized). "iii 
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Table D.2:  Sick leave data. 
Accounting  Study Site  Comparison Site 
Period  FY97  FY98  FY97  FY98 
1  4.14  4.33  4.29  4.65 
2  4.40  3.89  4.40  4.06 
3  4.17  3.97  4.20  3.77 
4  3.64  3.25  4.05  3.77 
5  4.42  3.94  3.88  4.12 
6  4.76  3.39  3.89  3.68 
7  4.22  4.29  4.62  4.26 
8  4.13  4.12  4.70  4.11 
9  4.22  3.87  4.79  4.66 
10  4.47  3.77  4.50  4.24 
11  4.52  3.83  4.51  4.52 
12  4.29  4.31  4.38  5.15 
13  4.44  3.78  4.08  4.69 
5.50 .-----------r=~~~=",___------------____, 
-+-- Study FY97 
___ Study FY98 
--.-Comparison FY97 
-+-Comparison FY98 
5.00 -I----~~~~~~~-:======'------~~~~--~~~_t___"..~~~ 
4.50 
4.00  . 
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Figure D.2:  Actual Sick Leave data collected (seasonlized). 137 
Table D.3:  Productivity data. 
Accounting  Study Site  Comparison Site 
Period  FY97  FY98  FY97  FY98 
1  575.7  620.1  563.9  564.3 
2  513.2  626.5  548.4  562.6 
3  459.7  568.8  573.2  542.6 
4  377.0  546.4  540.6  501.1 
5  487.8  684.0  590.7  606.8 
6  482.3  621.5  557.8  580.0 
7  488.9  597.0  579.3  579.6 
8  507.2  644.9  579.6  581.3 
9  553.1  611.5  578.6  577.0 
10  533.4  598.5  572.9  552.5 
11  551.0  632.5  596.0  594.9 
12  604.3  606.6  560.6  550.9 
13  568.8  596.1  549.8  542.9 
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Figure D.3:  Actual productivity data collected (seasonlized). ~~------~---------------------------. 
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E.  Visible Measurement System Executive Summary 139 
Description 
The Visible Measurement System (VMS) is an approach developed by the Performance 
Center for installing performance metrics within an organization.  The intervention 
approach is based upon theory from: strategic management, goal-setting, large-group 
interventions, and self-efficacy.  The visible measurement system is designed and applied 
such that it: 
•  links corporate objectives with lower level tactics and activities for performance 
improvement; 
•  focuses the organization on the organization's priority areas; 
•  supports the application of  data-analysis techniques, process management and total 
quality management; 
•  provides a systematic process for reviewing and understanding results, and initiating 
timely countermeasures; 
•  provides participants with the skills (tools and techniques) and understanding 
(motivation) to be accountable for achieving performance targets. 
Method of  Intervention 
The approach is based upon a demonstrated intervention philosophy. This philosophy is 
founded in the belief  that interventions are most effective when seen as a business 
requirement and as integrated with existing work. The intervention is divided into steps 
that are delivered as workshops. 
•  Step One: Organizational System Analysis - Following the establishment of 
corporate objectives and strategies during strategic planning, the appropriate next 
level of  the organization is updated. Getting others with responsibility for 
performance improvement on the same 'sheet' in terms of  direction and the basis for 
the direction is a very important step in the improvement process. The update 
includes the following: the corporate vision, the near-term direction of  the 
corporation, significant changes on the horizon, customer satisfaction, competitive 
position, the current levels of  performance, and the required levels of  performance. 140 
During the one-day workshop, the target organization begins to build their 'planning 
wall. ' 
•  Step Two: Performance Improvement Techniques - During the second workshop, the 
organization gains knowledge and skills about performance improvement techniques. 
Our approach to performance management differs from management by objectives 
(MBa).  With MBa, individuals are given targets and expected to achieve the targets. 
The improvement process is rarely specified. Our approach is consistent with Total 
Quality Management.  Individuals not only are expected to achieve targets, but they 
are also expected to improve processes.  Long-term sustainable results are achieved 
through process improvement. Process improvement requires the ability to collect and 
analyze data and then use the information to make decisions regarding action. 
In between the workshops, we assist individuals as they apply the tools and 
techniques within their areas of  responsibility.  During the workshops, participants 
work with their own data (when they have it).  Depending upon the existing level of 
knowledge, a series of  workshops can be designed which provided individuals or 
teams with tools and techniques for improving process performance. 
The workshops are tailored to the specific needs and strategy of  the organization. 
The workshops can be designed to address specific technical needs or present a more 
general approach to problem solving and performance improvement.  The workshops 
are divided into 'bite-size' pieces so that participants are exposed to concepts and 
definitions, practice an example or two and then are asked to apply the techniques 
towards their improvement are a prior to the next workshop.  At the workshops, 
individuals share their learnings in application and their progress in creating 
improvement plans. Each application exercise moves individuals or teams forward in 
formulating and implementing their performance improvement plan.  An example of 
a process management ciriculum is provided below. 
A.  Data Analysis I: Process Management - the use of  flow charts to analyze work 
processes, the identification of  result and process indicators. 
B.  Data Analysis II:  Working with Numbers part 1 - pareto charts, histograms, multi-
criteria decision making. 
C.  Data Analysis III: Working with Numbers part 2 - run charts and statistical process 
control. 
D.  Data Analysis IV: Project Management - performance improvement plans, 
flagcharts, gap analysis. 
•  Step Three: Creating Alignment and Maximizing Performance (CAMP)  Even with 
well defined improvement plans, we have seen many organizations not achieve long 
term, sustainable results.  Often individual and/or team attitudes and behaviors 
become barriers to change.  During CAMP, participants gain an appreciation that any 
change in their professional or personal life begins with an individual choosing to 
make a difference in the role they have played in the past and will play in the future in 
improving organizational performance.  At the conclusion of  the session, participants declare what they can be counted on in terms of  their commitments and areas of 
responsibility  . 
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•  Step Four: Performance Reviews - Establishing a method to regularly review 
performance status is critical.  The purpose of  the review process is to systematically 
study whether the improvement plans are being executed effectively and are 
achieving expected results.  Implementation effectiveness is higher when regular 
review sessions are held.  Regular review sessions establish that the work is important 
and create a regular forum for senior management and the improvement team to share 
lessons learned.  Regular reviews also increase individual accountability and urgency 
for delivering results. 
Reviews are held monthly.  After several months, a mid-year review is designed as a 
one-day revisit to CAMP (or MINI-CAMP).  After individuals are operating within 
the new measurement t system for a few months, barriers are more apparent than at 
the beginning of  the intervention.  A return to the CAMP environment refocused 
energy on the desired improvements versus the barriers to the improvements. Several 
months following the MINI-CAMP the first quarterly review occurs.  In a quarterly 
review, the linkage between activities and the overall objective are studied to 
determine whether a relationship exists and if so, how strong a relationship. 
General Learnings about Executing The Intervention 
•  Timing the intervention to coincide with the normal business planning cycle 
integrates the intervention with on-going work vs. having the intervention becoming 
additional work. 
•  The monthly reviews between managers and their management increases 
accountability.  The reviews also provide a forum for performance discussions. 
•  The tools and techniques force data-based decision-making. 
•  The intervention aids the executive in understanding where the real issues are in 
performance improvement (people, process, or equipment). 
•  The intervention must be visibly led by the site's ranking executive.  Industrial 
engineering effort is required to support data collection.  Quality specialists are 
required to support process management techniques. 
•  An Events Planning Team (EVT) is necessary to plan and coordinate the logistics for 
the workshops, which comprise the intervention. 
•  Process management skills are a pre-requisite skill in the VMS intervention process. 
If  the majority of  the participants do not have process management training, the 3 day 
training should be delivered as Workshop 2.  If  the majority ofthe participants have 
had process management training then Workshop 2 is used to:  l)re-familiarize the 
group with process management tools and techniques; 2) show how process 
management and the VMS Intervention are complementary; and 3)utilize the quality 
specialists in the VMS Intervention.  NOTE: Workshop 2 is led by the organization's 
quality specialists. 