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Abstract
The singular value decomposition (SVD) and the principal component analysis
are fundamental tools and probably the most popular methods for data dimen-
sion reduction. The rapid growth in the size of data matrices has lead to a
need for developing efficient large-scale SVD algorithms. Randomized SVD was
proposed, and its potential was demonstrated for computing a low-rank SVD
(Rokhlin et al., 2009). In this article, we provide a consistency theorem for the
randomized SVD algorithm and a numerical example to show how the random
projections to low dimension affect the consistency.
Keywords: Consistency, randomized algorithm, singular value decomposition,
principal component analysis
1. Introduction
The singular value decomposition (SVD) and the principal component anal-
ysis are fundamental and probably the most popular data analytic methods for
dimension reduction. Consider the rank-k SVD of a given m× n real matrix
A = UΣV ⊤ ≈ UkΣk V ⊤k , (1)
where UΣV ⊤ is the full SVD and UkΣk V
⊤
k is the truncated rank-k SVD. The
columns of Uk and Vk are the k leading left and right singular vectors of A,
respectively. The diagonal entries of Σk are the k largest singular values of A.
The computational complexity of the rank-k SVD of A is O(kmn). When m
and n are both large, the computational load is quite heavy. In recent years,
randomized algorithms have been emerging from the community of scientific
computing to get fast solutions for big data and big matrix analysis (Rokhlin
et al., 2009; Mahoney, 2011; Woodruff, 2014; Drineas and Mahoney, 2016). In
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Rokhlin et al. (2009), a randomized algorithm for rank-k SVD and rank-k PCA
for a large matrix was proposed. This randomized SVD (rSVD) algorithm has
used a random mapping to bring A to a reduced matrix in low dimension. Next,
the SVD of this reduced matrix in low dimension is performed and then mapped
back to the original space to obtain an approximate truncated SVD of A. The
rSVD algorithm is summarized below.
Algorithm 1 rSVD (Rokhlin et al., 2009)
Require: A (real m × n matrix, without loss of generality assume m ≤ n), k
(desired rank of truncated SVD), p (parameter for oversampling dimension),
ℓ = k + p < m (dimension of the approximate column space), q (exponent
of the power method)
Ensure: Approximate rank-k SVD of A ≈ Ûk Σ̂k V̂ ⊤k
1: Generate an n× ℓ random matrix Ω.
2: Assign Y ← (AA⊤)qAΩ.
3: Compute Q whose columns are an orthonormal basis of Y .
4: Compute the SVD of Q⊤A = Ŵℓ Σ̂ℓ V̂
⊤
ℓ .
5: Assign Ûℓ ← QŴℓ.
6: Extract the leading k singular vectors and singular values from Ûℓ, Σ̂ℓ and
V̂ℓ to obtain Ûk, Σ̂k and V̂k.
In this article, we provide the rSVD algorithm a statistical justification. We
show that Q, which is the computed orthonormal basis of the reduced matrix
Y , contains consistent information of the left singular vectors U in the sense of
Theorem 2.1.
2. Main theorem
We state and prove the consistency theorem in this section. This theorem
suggests that Q contains consistent information for the left singular vectors U
and for the corresponding decreasing order in terms of the singular values.
Theorem 2.1. For a given matrix A with strictly decreasing singular values,
let Q be the orthonormal basis of the random subspace computed by Algorithm 1
with Ω having i.i.d. entries from the standard Gaussian distribution. Then, we
have
E(QQ⊤) = UΛU⊤, (2)
where (a) Λ is a diagonal matrix, (b) each of the diagonal entries is in the
interval (0, 1), and (c) these diagonal entries are strictly decreasing.
Proof. Without loss of generality, we assume the exponent in Step 2 of the
rSVD algorithm q = 0. If not, re-assign (AA⊤)qA to A and proceed with the
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following proof. Note that Σ is a diagonal matrix of size m× n with m ≤ n,
Σ =

σ1 0 · · · · · · · · · · · · 0
0 σ2 0 · · · · · · · · · 0
...
. . .
. . .
. . . · · · · · · 0
0 · · · · · · σm 0 · · · 0
 .
We have the expectation
E
(
QQ⊤
)
= E
(
AΩ
(
Ω⊤A⊤AΩ
)−1
Ω⊤A⊤
)
= U E
(
ΣV ⊤Ω
(
Ω⊤V Σ⊤ΣV ⊤Ω
)−1
Ω⊤V Σ⊤
)
U⊤ = UΛU⊤,
where
Λ = E
(
ΣV ⊤Ω
(
Ω⊤V Σ⊤ΣV ⊤Ω
)−1
Ω⊤V Σ⊤
)
. (3)
Note that Ω⊤V Σ⊤ΣV ⊤Ω is non-singular with probability one, as Ω consists
of i.i.d. Gaussian entries.
(a) First, we show that Λ is a diagonal matrix. Let Zℓ×n = [z1, . . . , zn] =
Ω⊤V . That is, zj = Ω
⊤vj , where vj is the jth column of V . The (j, j
′)th
entry of Λ is given by
E
(
σjσj′z
⊤
j
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj′
)
,
where σk is the kth diagonal element of Σ. Below we show that all off-diagonal
entries of Λ are zero. Without loss of generality, consider the (1, j)th entry of
Λ. Let V−1 = [−v1,v2, . . . ,vn] and consider
Ω˜ = V V ⊤−1Ω.
Then, Ω˜⊤V = Ω⊤V−1V
⊤V = Ω⊤V−1. Let [z˜1, . . . , z˜n] = Ω˜
⊤V . Then,
z˜1 = Ω˜
⊤v1 = −z1 and z˜j = Ω˜⊤vj = zj , ∀j 6= 1. Since Ω consists of i.i.d.
Gaussian entries and V V ⊤−1 is an n × n orthogonal matrix, Ω and Ω˜ have the
same distribution. It implies that [z˜1, . . . , z˜n] and [z1, . . . , zn] follow the same
distribution. Then,
z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj
d
= z˜⊤1
( m∑
l=1
σ2l z˜lz˜
⊤
l
)−1
z˜j = −z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj ,
where “
d
=” indicates “equal in distribution”. Therefore, for the (1, j)th entry of
Λ, we have
E
{
z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj
}
= −E
{
z⊤1
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj
}
= 0.
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(b) Next, we show that all the diagonals, E
(
σ2jz
⊤
j
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
zj
)
,
j = 1, . . . ,m, are less than one. Let B(−j) =
∑m
l 6=j σ
2
l zlz
⊤
l . As Ω consists
of i.i.d. Gaussian entries and ℓ < m, B(−j) is strictly positive definite with
probability one. By Sherman-Morrison-Woodbury matrix identity, we have
( m∑
l=1
σ2l zlz
⊤
l
)−1
= B−1(−j) −
σ2jB
−1
(−j)zjz
⊤
j B
−1
(−j)
1 + σ2jz
⊤
j B
−1
(−j)zj
.
Then,
σ2jz
⊤
j
( m∑
l=1
σ2l zlz
⊤
l
)−1
zj = σ
2
jz
⊤
j
(
B−1(−j) −
σ2jB
−1
(−j)zjz
⊤
j B
−1
(−j)
1 + σ2jz
⊤
j B
−1
(−j)zj
)
zj
= σ2j
(
z⊤j B
−1
(−j)zj −
σ2jz
⊤
j B
−1
(−j)zjz
⊤
j B
−1
(−j)zj
1 + σ2jz
⊤
j B
−1
(−j)zj
)
=
σ2jz
⊤
j B
−1
(−j)zj
1 + σ2jz
⊤
j B
−1
(−j)zj
= 1− 1
1 + σ2jz
⊤
j B
−1
(−j)zj
< 1. (4)
By taking expectation, we have E
{
σ2jz
⊤
j (
∑m
l=1 σ
2
l zlz
⊤
l )
−1zj
}
< 1.
(c) Finally, we want to show that E
{
σ2jz
⊤
j
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
zj
}
is strictly
decreasing as j increases. Without loss of generality, we will only show the
comparison for j = 1, 2, i.e., we would like to establish the following inequality.
E
{
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
}
> E
{
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2
}
.
Consider Ω˜ = V V ⊤1,2Ω, where V1,2 = [v2,v1,v3, . . . ,vn]. Note that Ω˜ and
Ω have the same distribution. Let Ω˜⊤V = [x1,x2, . . . ,xn]. Then, x1 = z2,
x2 = z1, and xj = zj for all 3 ≤ j ≤ n. Similar to (4), for j = 1, . . . ,m,
σ2jx
⊤
j
( m∑
l=1
σ2l xlx
⊤
l
)−1
xj = 1− 1
1 + σ2jx
⊤
j B˜
−1
(−j)xj
, (5)
where B˜(−j) =
∑m
l 6=j σ
2
l xlx
⊤
l . Again, we only need to consider the case that
B˜(−j) is of full rank, which holds with probability one. Observe that B˜(−2) =
B(−1) + (σ
2
1 − σ22)z2z⊤2 . Then,
x⊤2 B˜
−1
(−2)x2 = z
⊤
1
(
B(−1) + (σ
2
1 − σ22)z2z⊤2
)−1
z1
= z⊤1 B
−1
(−1)z1 −
(σ21 − σ22)z⊤1 B−1(−1)z2z⊤2 B−1(−1)z1
1 + z⊤2 B
−1
(−1)z2
≤ z⊤1 B−1(−1)z1.
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The equality holds only when z⊤1 B
−1
(−1)z2 = 0, which happens with zero prob-
ability. Since σ1 > σ2 > 0, we have σ
2
2x
⊤
2 B˜
−1
(−2)x2 < σ
2
1z
⊤
1 B
−1
(−1)z1. Along
with (5), we have
σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2 < σ
2
1z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1.
Similarly, we have σ21x
⊤
1
(∑m
l=1 σ
2
l xlx
⊤
l
)−1
x1 > σ
2
2z
⊤
2
(∑m
l=1 σ
2
l zlz
⊤
l
)−1
z2.
Then,
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1 + σ
2
1x
⊤
1
( m∑
l=1
σ2l xlx
⊤
l
)−1
x1
> σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2 + σ
2
2z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2.
Take the expectation, and we have
E
(
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
)
+ E
(
σ21x
⊤
1
( m∑
l=1
σ2l xlx
⊤
l
)−1
x1
)
> E
(
σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2
)
+ E
(
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2
)
. (6)
Since Ω˜ and Ω have the same distribution, we have Ω⊤V
d
= Ω˜⊤V = Ω⊤V1,2,
and hence [z1, z2, z3, . . . , zn]
d
= [x1,x2,x3, . . . ,xn]. Then,
E
(
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
)
= E
(
σ21x
⊤
1
( m∑
l=1
σ2l xlx
⊤
l
)−1
x1
)
E
(
σ22x
⊤
2
( m∑
l=1
σ2l xlx
⊤
l
)−1
x2
)
= E
(
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2.
)
.
Therefore, (6) becomes
E
{
σ21z
⊤
1
( m∑
l=1
σ2l zlz
⊤
l
)−1
z1
}
> E
{
σ22z
⊤
2
( m∑
l=1
σ2l zlz
⊤
l
)−1
z2
}
. (7)
From Theorem 2.1, we have
E
{
ÛℓΣ̂ℓV̂
⊤
ℓ
}
= E(QQ⊤A) = UΛU⊤UΣV ⊤ = UΛΣV ⊤.
The corollary below is an immediate result of Theorem 2.1.
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Corollary 2.2. By assuming all the conditions in Theorem 2.1, we have the
following consistency result:
E
{
ÛℓΣ̂ℓV̂
⊤
ℓ
}
= UDV ⊤,
where D is an m× n diagonal matrix given by D = ΛΣ.
3. A numerical example
In this section, we demonstrate the theoretical result presented in the pre-
vious section by a simple yet illustrative example. When Ω consists of i.i.d.
Gaussian entries, the phenomenon of Theorem 2.1 can be observed. However,
when Ω consists of i.i.d. entries from other mean-zero, but non-Gaussian, dis-
tributions, the phenomenon of Theorem 2.1 can not be observed numerically.
Let
A =
 3 3 3−2 −2 4
1 −1 0
 .
With singular value decomposition, we have
A =
 1 0 00 1 0
0 0 1
  3√3 0 00 2√6 0
0 0
√
2
  1/√3 1/√3 1/√3−1/√6 −1/√6 2/√6
1/
√
2 −1/√2 0
 .
Note that the left singular matrix is an identity. Therefore, by Theorem 2.1,
E(QQ⊤) is a diagonal matrix with diagonals in the interval (0, 1). To nu-
merically check if E(QQ⊤) is diagonal and has diagonal entries in (0, 1), we
approximate the expectation E(QQ⊤) by the average from N repeated samples
of Ω, 1
N
∑N
i=1 QiQ
⊤
i , where Ωi has size 3× 2.
3.1. Theorem 2.1 is valid
WhenΩ consists of i.i.d. standard Gaussian entries, the averages 1
N
∑N
i=1 QiQ
⊤
i
with N = 103, 104, 105, 106 and 108 are listed below, respectively. 0.8525 0.0086 −0.00610.0086 0.8235 0.0046
−0.0061 0.0046 0.3239
 ,
 0.8440 −0.0023 −0.0015−0.0023 0.8358 −0.0008
−0.0015 −0.0008 0.3202
 ,
 0.8454 −0.0003 0.0005−0.0003 0.8329 0.0006
0.0005 0.0006 0.3217
 ,
 0.8456 −0.0001 0.0001−0.0001 0.8326 0.0001
0.0001 0.0001 0.3223
 , and
 0.8452 0.0000 0.00000.0000 0.8323 0.0000
0.0000 0.0000 0.3226
 .
They are getting closer to a diagonal matrix as N increases.
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3.2. Theorem 2.1 is not valid
In this subsection, we illustrate four cases that Theorem 2.1 is not valid
numerically.
• Ω consists of i.i.d. entries from Uniform (−1, 1).
Unlike the Gaussian case, the consistency result (2) in Theorem 2.1 can
not be observed numerically for Ω being sampled from Uniform (−1, 1).
The averages with N = 106 and 108, respectively, are listed below. 0.8377 0.0125 0.00000.0125 0.8366 −0.0005
0.0000 −0.0005 0.3287
 and
 0.8374 0.0127 0.00000.0127 0.8337 0.0000
0.0000 0.0000 0.3289

The average fails to converge to a diagonal matrix numerically for N up
to 108.
• Ω consists of i.i.d. entries from t-distribution with 3 degrees of freedom.
Consider a t-distribution with 3 degrees of freedom. The averages with
N = 106 and 108, respectively, are listed below. 0.8510 −0.0092 0.0000−0.0092 0.8313 0.0001
0.0000 0.0001 0.3177
 and
 0.8512 −0.0094 0.0000−0.0094 0.8311 0.0000
0.0000 0.0000 0.3177
 .
The average fails to converge to a diagonal matrix numerically for N up
to 108.
• Ω consists of i.i.d. entries from a shifted exponential.
Consider a shifted exponential distribution with probability density func-
tion exp{−(x + 1)} on interval (−1,∞). This distribution is mean zero
but asymmetric. The averages with N = 106 and 108, respectively, are
listed below. 0.8698 −0.0004 −0.0003−0.0004 0.8304 −0.0005
−0.0003 −0.0005 0.2998
 and
 0.8696 −0.0005 −0.0000−0.0005 0.8305 −0.0000
−0.0000 −0.0000 0.2999
 .
The average fails to converge to a diagonal matrix numerically for N up
to 108.
• Ω consists of i.i.d. entries from a discrete distribution.
Consider a discrete distribution, which takes values {−1, 1} with equal
probability. The averages with N = 106 and 108, respectively, are listed
below. 0.8803 0.0445 0.00010.0445 0.8745 −0.0003
0.0001 −0.0003 0.2452
 and
 0.8797 0.0449 0.00000.0449 0.8743 0.0000
0.0000 0.0000 0.2459
 .
The average fails to converge to a diagonal matrix numerically for N up
to 108.
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4. Discussion and conclusion
We have provided a statistical justification for the rSVD algorithm in The-
orem 2.1 under the assumption Ω consisting of i.i.d. Gaussian entries. The-
orem 2.1 indicates that Q contains consistent information of the left singular
vectors U and its ordering through decreasing diagonals of Λ. However, this
theorem might not be valid for other types of distributions, such as uniform
distribution, t-distribution, asymmetric shifted-to-zero-mean exponential distri-
bution, and discrete uniform distribution over {±1}. The Gaussian distribution
is the only distribution that we know so far, such that Theorem 2.1 holds. Fur-
ther study on the sampling distribution for Ω is worth pursuing, which might
play an important role in the quality of accuracy for randomized algorithms in
general.
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