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Abstract
Purpose of this paper is to contribute with some refinements to recent methods of analysis of control loop performance, based
on the well-established principle of Internal Model Control (IMC). Lower limits for the absolute value of the integral of control
error (IAE) and the total variation of control action (TV) are assumed as reference values for a control considered good or at
least acceptable. The overall performance index assumes as benchmark a controller tuned according to rules of S(implified)IMC
technique and is appropriately defined with respect to the lower limits of the two metrics IAE and TV. This allows the assessment of
control loop performance, that is, the validity of tuning for PID-type controllers in response to different types of reference change.
In fact, one can assess performance in the case of set-point changes as steps, ramps, or generic varying trends over time. In order to
demonstrate the validity of the refined technique, several examples of simulation, case studies on a pilot plant, and real industrial
data are presented.
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1. Introduction
Set-point changes are pretty common in the process industry
and may occur due to various scenarios. Inner control loops in
cascade configurations are typically subject to continuous set-
point variations, due to corrections imposed by the master con-
trol loop in order to track the external reference or to reject os-
cillating external disturbances. Also the control loops under ad-
vanced structures, as model predictive control (MPC) and real
time optimization (RTO), operate with variable references, and
usually show small fluctuations, nonstationary time trends and
slow drifts. In addition, control room operators or automatic
preset programs may impose desired trajectories to references
in loops operating in batch mode or subject to frequent varia-
tions of steady-states conditions.
For example, nowadays, variable operating conditions are
typical scenarios of power plants. The reason lays in the fact
that high seasonality and variability of electricity production
from renewable sources has enormous impact on both produc-
tion and distribution networks.[1] Therefore, among the many
aspects, several traditional power plants, especially, combined
cycle plants, but also coal-fired plants, which were originally
designed for base load applications and steady-state conditions,
now operate on a more flexible basis, that is, with an intermit-
tent program or with variable set-points due to fluctuations of
energy load which they are requested to deliver.[2, 3]
Generally speaking, monitoring and assessment of perfor-
mance of control systems of industrial plants are important top-
ics in process control. The deterioration in performance is, in
fact, a fairly common phenomenon and manifests with sluggish
or oscillating trends of control variables. Oscillations in control
loops can cause many problems which affect normal operation
of process plants. Typically, fluctuations increase variability of
product quality, accelerate wear of equipment, move operating
conditions away from optimality, and cause excessive or unnec-
essary consumption of energy and raw materials.[4, 5]
It is well-known that the design of the closed-loop control
system should simultaneously guarantee good ability to reject
load disturbances and track set-point changes, and also allow
robustness to variation of process characteristics, in order to
preserve the trade-off among all these aspects.[6] Nevertheless,
it has to be noted that specific methods for assessment of con-
trol system performance during transient and/or cyclic phases,
as general-type reference changes, two-shift regimes, but also
operations of start-up and shutdown, are rather scarce in the lit-
erature and hence highly desirable.
In this paper, the focus is expressly to performance assess-
ment of control loops for set-point tracking, also known as
servo-control mode. Revisions and refinements of two recent
techniques[7, 8] for the analysis of performance of basic control
loops when process is subject to changes of operating condi-
tions are proposed. Lower limits for the absolute value of the
integral of control error (IAE) and the total variation of control
action (TV) are assumed as reference values for a control con-
sidered good or at least acceptable. The overall performance in-
dex assumes as benchmark a controller tuned according to rules
of SIMC technique and is appropriately defined with respect to
the lower limits of the two metrics, IAE and TV.
Novel aspects of the present paper can be considered the fol-
lowing. Firstly, the definition of a lower limit for TV of control
action and for IAE of control error, in the case of variation of
set-point as a series of ramps; secondly, the choice of SIMC
Figure 1: Diagram of a feedback control loop (SISO type).
technique as the reference for controller tuning. In addition, the
effect of different tuning settings for the reference response on
controller assessment results are shown. Cases study with dif-
ferent types of set-point variations, and data of different nature,
as numerical examples, tests on a pilot plant, and industrial pro-
cesses will be presented.
The remainder of the paper is organized as follows. The fol-
lowing section 2 describes the revised method, by briefly re-
calling the IMC and SIMC tuning rules. It also introduces the
lower limit of IAE and TV indices, based on the IMC principle,
by setting out some criteria to select an appropriate value for
the tuning parameter (τc) in the reference response, and by pre-
senting the index of loop performance. Then, sections 3, 4 and
5 provide numerical examples, experimental tests, and indus-
trial data, respectively, in order to validate the reference values
of indices, and illustrate the effectiveness of the performance
index. The concluding remarks are given in section 6.
2. The refined approach
In this paper, a SISO feedback control loop is considered,
with P(s), C(s), V (s) as the transfer functions of the process,
PID-type controller, and control valve, respectively. The sig-
nals r(t), u(t), v(t), and y(t) are the reference (set-point, SP),
the control action (OP), the valve position (MV), and the con-
trolled variable (PV), respectively. In addition, d(t) and n(t)
are the sequences of external disturbance and white Gaussian
noise, respectively.
Note that MV signal is not usually available in traditional
industrial plants, and, for a healthy control valve, input and out-
put signals are basically equal: u(t) ' v(t), and V (s) ' 1, or a
very fast linear dynamics is present. On the opposite, a nonlin-
ear dynamics in the valve, as for the presence of static friction
(stiction), makes the two signals significantly different.[9]
2.1. SIMC tuning rules
Tuning rules of PID controllers based on the IMC method are
now widely adopted in the industrial practice.[10] In this work,
the actual performance of controller is compared with the one
achievable by a PI(D) controller tuned with the SIMC - Simpli-
fied IMC - rules. In particular, if the performance index is next
to its maximum, then the current behavior of the control loop
is next to the “ideal” behavior, obtainable with a SIMC-based
controller.
The SIMC method employs specific tuning rules which allow
a good balance between three conflicting factors in a control
loop: that is, ability of tracking reference, limited control effort,
and robust stability in closed-loop.[11] The reference tracking
ability is commonly evaluated by the Integral of Absolute Error
(IAE):
IAE =
∫ ∞
t=0
|e(t)|dt =
N
∑
i=1
|SPi−PVi|Ts (1)
where e(t) = SP−PV is the control error. Then, the control
effort is usually quantified by the Total Variation (TV) of the
control action:
TV =
N−1
∑
i=1
|OPi+1−OPi| (2)
where OP is the control action, i.e., the controller output. Fi-
nally, the robust stability can be assessed in the frequency do-
main, by means of the peak of sensitivity function:
MS = maxω
∣∣∣∣ 11+P( jω)C( jω)
∣∣∣∣ (3)
where P( jω) and C( jω) represent the harmonic function of
process and of PID-type controller, respectively. The PID con-
troller C(s) is here considered in the ideal (parallel, “non-
interactive”) formulation:
C(s) = Kc
(
1+
1
Tis
+Tds
)
(4)
For simplicity, the process P(s) is assumed linear time invari-
ant (LTI); it is also stable, free of integrators and negative zeros.
Its transfer function is therefore of the type:
P(s) = K
∏Mj=1(αo, js−1)
∏Ni=1(To,is+1)
e−θos (5)
where αo, j, To,i are the time constants associated with zeros and
poles, and θo is the time-delay. Consequently, a model of first-
order plus time-delay (FOPTD) can well approximate the pro-
cess dynamics for practical purpose:
P(s)≈ K
τs+1
e−θs (6)
where K, τ , and θ are gain, time constant, and time-delay, re-
spectively. Alternatively, a model of second-order plus time-
delay (SOPTD) can be adopted:
P(s)≈ K
τ1s2+ τ2s+1
e−θs (7)
where τ1 and τ2 are coefficients related with the two time con-
stants.
The process model can be identified with a linear least-
square regression and one of the many methods for time-delay
estimation,[12] on the basis of routine data collected in closed-
loop operation and without introducing extra experiments. Note
that, being critical to the overall performance index, θ is the
time-delay of the reduced-order model, and not the time-delay
θo of the actual process that is approximated. To this end, the
positive zeros (1/α0, j) of the actual process can be incorporated
within the reduced-order model delay.
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The SIMC tuning rules[11] provides the following parameters
of PI-type controller to be used for a FOPTD model:
Kc =
τ
K(τc+θ)
, Ti = min
{
τ,4(τc+θ)
}
, Td = 0 (8)
where τc is the actual tuning parameter, in the sense that the
smaller is its value, the faster is the time constant of the closed-
loop response. While the following parameters of PID-type
controller are to be used for a SOPTD model:
Kc =
τ2
K(τc+θ)
, Ti = min
{
τ2,4(τc+θ)
}
, Td =
τ1
τ2
(9)
Note that by using SIMC tuning rules, the integral action is
corrected with respect to the original IMC method, since for
lag dominant processes (τ θ ), e.g., integrating processes, the
choice Ti = τ would result in a long settling time in response to
input (“load”) disturbances.[11]
In general, through IMC approaches, a direct synthesis of the
controller is performed, and the following - desired - response
in closed-loop to a set-point variation is imposed:
GrCL(s) =
Y (s)
R(s)
=
P(s)C(s)
1+P(s)C(s)
=
1
(τc+θ)s+ e−θs
e−θs
≈ 1
(τc+θ)s+1−θse
−θs =
1
τcs+1
e−θs
(10)
where Y (s) and R(s) are the Laplace transforms of y(t) and r(t),
and first-order Taylor expansion is used to approximate the de-
lay in denominator of GrCL(s), namely: e
−θs ≈ 1− θ . There-
fore, the desired closed-loop response is analogous to the open-
loop dynamics of a process of FOPTD type.
Note that τc, the desired time constant of closed-loop re-
sponse, becomes the actual tuning parameter, which has to be
chosen by the user. As a rule, τc should be greater than the pro-
cess time-delay θ , since usually the response will be otherwise
too aggressive or even oscillating, but not greater than the time
constant in open-loop τOL. In the case of SIMC tuning,[11] it
is recommended to set the closed-loop time constant just equal
to time-delay: τc = θ . In general, an appropriate value for τc
can be selected by balancing the three first mentioned opposing
factors: a quick response in closed-loop, a limited change in
control action, and a high robust stability in closed-loop.
Finally, it has to be recalled that original IMC approach de-
pends on the specific input, since the optimal algorithm of
IMC controller is a complex function which also involves the
minimum-phase part of the input. Therefore, the input type
must be known in advance. This facts may also be relevant for
a PID controller derived from IMC, implying that a controller
may not be optimal for every input type. Following indications
given by Yu and coworkers,[8] an appropriate value for τc could
be actually obtained on the basis of the reference variation. For
example, in the case of ramp, τc is a function of the slope k and
the amplitude A. In this work, the reference controller Cˆr(s) is
a pure PI for a FOPTD model, and a pure PID for a SOPTD
process model, with suitable choices of τc.
2.2. Lower limits for IAE and TV
In works of Yu et al.,[7, 8] the lower limit for IAE index (IAE0)
and for TV index (TV0) have been derived by using a IMC-
based controller, for closed-loop response subject to a reference
change as step and ramp, and also the lower limit for IAE index
for a general-type reference has been established. Here below
only some aspects of such studies are recalled. In the present
work, this approach is refined, by using SIMC – instead of IMC
– as reference for controller tuning, and the definition of the
lower limit for TV in the case of general-type reference, and
lower limit for IAE and TV, in the specific case of variation as
a series of macroscopic ramps are introduced.
Step. In the work of Yu et al.[7], the lower limit of index IAE
for step response has been expressed as:
IAE0,step = ∆SP(τc+θ) (11)
where the reference signal r(t) undergoes a step change, for
simplicity assumed from 0 to ∆SP, which is a positive real num-
ber. According to SIMC tuning rules,[11] since τc = θ , the lower
limit results:
IAE0 = 2θ∆SP (12)
This expression has already been proposed in other
works,[13, 14] and is consistent with corresponding val-
ues obtained by Swanda and Seborg through simulations:
IAE0 ∈ [1.9θ∆SP, 2.1θ∆SP].[15] The lower limit of TV index
for the step has been instead obtained as a special case of the
ramp.[8]
Ramp. It is to be pointed out that lower limits in the case of
ramp and for general types of set-point changes have not been
studied in the literature with the same attention of step change.
Moreover, in industrial practice, in particular in power plants,
reference changes of control loops - and thus of operating con-
ditions of process - are mostly obtained with gradual programs
of ramps, rather than with sudden step changes. In addition, in
many cases, values of ramp parameters are known a-priori. The
load demand as set-point is typically received from a power-
grid control center, so that the new desired value A = kT is
known in advanced, while the variation rate (the slope) k and
the time duration T for the ramp are preset parameters by oper-
ators. As shown in Figure 2, the equation of ramp is:
r(t) =
{
kt+ r0 for 0≤ t < T
kT + r0 = A+ r0 for T ≤ t < ∞
(13)
where r0 is the initial steady-state value. As shown by Yu et
al.,[7] the lower limit of index IAE for the response to a ramp is:
IAE0,θ≤T = kT (τc+θ) if θ ≤ T
IAE0,θ>T = kT (τc+θ) if θ > T
(14)
If the ramp has a negative slope (k < 0), one gets: IAE0 =
−kT (τc + θ). Therefore, in general, the lower limit of index
IAE is simply:
IAE0,ramp = |kT |(τc+θ) = |A|(τc+θ) (15)
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Figure 2: Reference change as a ramp signal.
and this applies regardless the relative values of θ and T .
Equation 15 shows that the lower limit of index IAE for a
closed-loop response to a ramp does not depend on the slope
k, and it is actually the same as what obtained for the corre-
sponding step response; compare (11), where ∆SP = A.[7] This
is explained by noting that: (i) the step change is a special case
of ramp with a infinite slope: k→∞ in (13), (ii) the response to
a ramp with a smaller slope requires a higher settling time with
respect to the step response of equal overall amplitude, despite
the fact that for each time interval, the error in response to the
ramp is smaller.
The lower limit for TV index has been demonstrated as:[8]
TV0,ramp =

∣∣∣∣ kK
∣∣∣∣(Ak +2(τ− τc)(1− e−A/kτc)
)
for 0 < τc ≤ τ∣∣∣∣ AK
∣∣∣∣ for τ < τc < ∞
(16)
where K is the gain, and τ is the time constant of FOPTD
model. Note that for a SOPTD process model the lower limit
of TV would be much more complex, by involving the two pa-
rameters τ1 and τ2. In the case of step change, since k→ ∞,
the lower limit of TV is obtained by applying the concept of
infinitesimal equivalent to (16), that is:
TV0,step = lim
k→∞
TV0 =

∣∣∣∣ AK
∣∣∣∣2τ− τcτc for 0 < τc ≤ τ∣∣∣∣ AK
∣∣∣∣ for τ < τc < ∞ (17)
Generic variation. Whether the reference signal r(t) varies
from a generic value to another and overall follows a generic
path, a trend similar to one shown in Figure 3 is obtained. A
series of small ramp signals can approximate the original set-
point:[7]
r(t)≈ r1(t)+ r2(t)+ ...+ rN(t) (18)
where:
ri(t) =

ri−1 0≤ t < ti−1
ki(t− ti−1)+ ri−1 ti−1 ≤ t < ti
ki(ti− ti−1)+ ri−1 = Ai+ ri−1 ti ≤ t < ∞
(19)
where ki is the slope of generic ramp ri(t); while r0 and rN are
the initial and final steady-state values for r(t); that is, r(t) =
Figure 3: Generic variable set-point and decomposition in se-
quence of ramps.
r(t0) = r0 for t ≤ t0, and r(t) = r(tN) = rN for t ≥ tN . Note that
at the limit, the difference ti− ti−1 equals the sampling period
Ts, and N becomes the number of samples from t0 to tN . From
(15), applying the superposition principle, since the system is
assumed LTI, one can get the lower limit of IAE in the generic
case as:
IAE0 ≈ IAE0[r1(t)+ ...+ rN(t)]
≤ IAE0[r1(t)]+ ...+ IAE0[rN(t)]
= (|k(t1− t0)|+ ...+ |k(tN− tN−1)|)(θ + τc)
(20)
where IAE0[ri(t)] is the lower limit of index IAE for the i-th
ramp signal ri(t).
Equality in (20) is under two conditions: (i) all slopes ri(t)
(i = 1, ...,N) have the same sign, i.e., the set-point is mono-
tone increasing or decreasing; (ii) in the case of change of sign
between ri(t) and ri+1(t), that is, if the set-point changes di-
rection, then ri(t) has to be constant and equal to the value
r(ti) for a time sufficient to the control loop to reach the new
steady-state. Under these two conditions, by ignoring approxi-
mation errors in (18), the lower limit of the index IAE becomes
simply:[7]
IAE0,gen =
N
∑
i=1
|ri− ri−1|(τc+θ) =
N
∑
i=1
|Ai|(τc+θ) (21)
Therefore, the response to step (11) and ramp (14) are two spe-
cial cases of the general (21).
Similarly, in the present work it is suggested to express the
control signal u(t), corresponding to the reference r(t), as a set
of small contributions:
u(t)≈ u1(t)+u2(t)+ ...+uN(t) (22)
As regards the lower limit of index TV, starting from (16) and
applying the superposition principle, one gets:
TV0,gen ≈ TV0[u1(t)+ ...+uN(t)]
≤ TV0[u1(t)]+ ...+TV0[uN(t)]
=
N
∑
i=1
TV0[ui(t)]
(23)
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where TV0[ui(t)] is the lower limit for index TV of i-th control
action ui(t) associated with the i-th ramp ri(t), expressed in a
similar way to (16):
TV0[ui(t)] =

∣∣∣∣ kiK
∣∣∣∣(Aiki +2(τ− τc)(1− e−Ai/kiτc )
)
for 0 < τc ≤ τ∣∣∣∣AiK
∣∣∣∣ for τ < τc < ∞ (24)
where Ai and ki are the net amplitude and the slope of the i-th
ramp signal ri(t). The equality in (23) applies under conditions
similar to (20). But note that condition (ii) is even less feasible
when is applied to the control action, and approximation errors
on single contributions TV0[ui(t)] are rather high.
Therefore, it is worth noticing that it is hard to obtain a com-
pletely reliable analytical expression for the lower limit of TV
in the case of generic variation of set-point, especially whether
r(t) varies very quickly, as for the case of internal controller in
a cascade configuration, when the master loop which moves the
reference is tightly tuned. Anyway, smaller errors are awaited
when reference trajectory is slow-varying, as for the case of
control loops under advanced configurations.
Series of ramps. A particular case, but actually quite common
in industrial practice, is the one represented by a reference sig-
nal comprised of a pure series of M macroscopic ramps of dif-
ferent slope and amplitude. The case in which M N is here
considered, that is, when individual ramps do not approach in-
finitesimal contributions ri(t) as for the case of (19). In this
scenario, a generalization of (16) can be employed by commit-
ting a very small approximation. The analytical expression of
the lower limit of TV as the sum of contribution of individual
ramps becomes:
TV0,sr ≈
N
∑
i=1
TV0[ui(t)]≈
M
∑
m=1
TV0[um(t)] =
=

M
∑
m=1
∣∣∣∣ kmK
∣∣∣∣(Amkm +2(τ− τc)(1− e−Am/kmτc )
)
for 0 < τc ≤ τ
M
∑
m=1
∣∣∣∣AmK
∣∣∣∣ for τ < τc < ∞
(25)
where Am and km are the net amplitude and the slope of the m-th
ramp signal rm(t). Analogously, from (14) with little approxi-
mation, the expression of the lower limit of IAE in the case of
a series of M ramps becomes as following:
IAE0,sr =
M
∑
m=1
|kmTm|(τc+θ) =
M
∑
m=1
|Am|(τc+θ) (26)
Note that parameter M, that is, the number of macroscopic
ramps approximating the general-type reference r(t), can be
defined by the user or set automatically. Similarly, the start
and final points of each linear segment of trajectory can be as-
signed manually or automatically. An example of manual pro-
cedure is the following. Once a significant data-set is registered,
the reference trajectory is divided into a first set of data win-
dows, which typically correspond to the segments with mono-
tonic trend, detected by a visual inspection. Then, each major
window can be further divided in smaller windows in order to
get a suitable series of M ramps, by connecting the start and fi-
nal points of each window. Alternative, an automatic procedure
can be employed, by simply dividing the general-type trajectory
in M segments of constant length or – better – by detecting local
stationary points. In this last case, the task can be rather compli-
cated for noisy signals, since a robust algorithm for the identifi-
cation of local peaks, valleys, and inflection points is required.
This may mean fitting the original signal with spline functions,
and use moving-average methods and/or cluster techniques.
Data-driven and model-based approach. In general terms, as
alternative to the previous analytic formulas for IAE0 and TV0
(11–26), is here also proposed to compute lower limits of per-
formance indices by using values of IAE and TV from oper-
ating data, via (1) and 2. This means considering explicitly as
reference performance the one that would be obtained by con-
trolling the identified process model Pˆ(s) with a hypothetical
controller Cˆr(s) tuned according to SIMC rules.
In order to reduce the effect of noise, instead of actual indices
(IAEAct , TVAct ) from registered data, one can consider the val-
ues obtained with the estimate of controlled variable yˆ(t) and
control action uˆ(t), on the basis of the identified process model
Pˆ(s) and the transfer functions in closed-loop mode:
Yˆ (s) =
Pˆ(s)C(s)
1+ Pˆ(s)C(s)
R(s), Uˆ(s) =
C(s)
1+ Pˆ(s)C(s)
R(s) (27)
which yield the re-simulated signals (yˆ(t), uˆ(t)), that are totally
noise-free. Analogously, estimated references for time trends
of controlled variable yˆr(t) and control action uˆr(t) are obtained
from:
Yˆr(s) =
Pˆ(s)Cˆr(s)
1+ Pˆ(s)Cˆr(s)
R(s), Uˆr(s) =
Cˆr(s)
1+ Pˆ(s)Cˆr(s)
R(s)
(28)
Obviously, this model-based approach requires, besides to a re-
liable process identification, also a safe description of the whole
feedback control loop, which might not always feasible in prac-
tical applications.
2.3. The performance indices
As said before, the lower limits (IAE0 and TV0) are taken
as reference values for the corresponding performance index.
Two dimensionless ratios are firstly used (ηIAE , ηTV ), and then
a global index (η) is computed:
ηIAE =
min(IAE0, IAEAct)
max(IAE0, IAEAct)
(29)
ηTV =
min(TV0,TVAct)
max(TV0,TVAct)
(30)
η = ηIAE ·ηTV (31)
where IAEAct is the (actual) integral index of the absolute error,
as in (1). Similarly, TVAct is the (actual) total variation of the
control action, as in (2). Both performance indices assume val-
ues in the interval (0,1], with ideal value equal to 1. Combining
the two indices (ηIAE , ηTV ), the global performance index (η)
is defined, which also lies in (0,1], with 1 as ideal value.[8]
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In details, if η→ 1, the actual performance is regarded as sat-
isfactory, since the actual controller tends to the reference one,
tuned with rules of SIMC technique. In particular, both IAEAct
and TVAct are close to reference values: IAE0 and TV0. On the
opposite, if η → 0, the actual performance is far from what ob-
tained by a PID controller tuned with SIMC rules; i.e., at least
one index between IAEAct and TVAct is away from reference
value.
It must be observed that index η , being based on IAE and
TV, considers simultaneously the closed-loop response and the
control action. Note that the actual integral of absolute error
could be even lower than the reference value: IAEAct < IAE0.
However, this situation is not to be preferred, since actual con-
troller could have lower robust stability and it could cause un-
acceptable variations in the control action. In addition, note
that η provides a measure of control loop performance in the
case of set-point tracking, regardless the tuning rule followed
by the actual controller, and it is also applicable to most com-
mon schemes of industrial control.[8]
As outlined before, as important limitations of the method,
the process must be linear and time-invariant (LTI), and loop in-
struments (sensors, actuators, valves) must work properly. This
implies that the eventual source of malfunction has to be of
linear type, due to an internal source (controller tuning) or at
the limit an external source (process disturbances). As general
note, this method of performance assessment should be applied
only when the presence of nonlinearities is excluded. For this
purpose, referring to scheme of Figure 1, well-established tech-
niques for detection of static friction in control valves could be
used.[9] In particular, the recent method of Dambros et al.,[16]
especially suited for loops with variable reference signal, could
be employed as a preliminary test of the analysis.
2.4. Phases of the analysis
Under the assumptions and constraints previously cited,
phases of methodology for loop assessment are:
1. Collect routine data of input u(t) and output y(t), estimate
process dynamics with a model Pˆ(s) of first or second or-
der plus time-delay, and then evaluate key parameters: i.e.,
for FOPTD, Kˆ, τˆ , and θˆ . On the basis of set-point r(t) and
controller transfer function C(s), estimate the closed-loop
response as yˆ(t). If yˆ(t) well captures dynamics of real
data y(t) - typically if a fitting index is sufficiently high
- go to step 2; otherwise choose another data set, and re-
peat step 1. The following fitting index on the controlled
variable (y, that is, PV ) is employed in this work:
FPV = 100 ·
(
1− ‖y(t)− yˆ(t)‖‖y(t)− y¯(t)‖
)
(32)
where y¯(t) is the average value of PV , the operator ‖·‖
denotes the Euclidean norm, and a good process identifi-
cation is considered for FPV ≥ 80%.
2. Choose the time constant τc of the reference response in
closed-loop. A good value can be the estimate of process
time-delay: τc = θˆ , as suggested in SIMC method.[11] Al-
ternatively, the minimum value between current time con-
stant, identified in open-loop and closed-loop, can be used:
τc = min{τˆOL, τˆCL}. Note that the time constant in closed-
loop τˆCL is estimated on the basis of set-point r(t) and con-
trolled variable y(t) by employing another FOPTD model,
as in (10).
3. Compute IAEAct as in (1), estimate the reference value
IAE0 according to (21) or (26), evaluate the performance
index ηIAE . Then, compute TVAct as in (2), estimate the
reference value TV0 according to (24) or (25), and com-
pute the performance index ηTV .
4. Finally, compute the global index η . If η is large enough,
typically if η ≥ 0.8, then the control loop has acceptable
performance. Otherwise, the performance is considered
poor and corrective actions, as controller retuning or adop-
tion of different schemes, are recommended. Obviously,
in the case of retuning, the reference parameters of SIMC-
based controller are suggested, as in (8) and (9).
In the following sections, cases study with different types of
set-point variations, and data of different nature are presented.
Process parameters are identified with a FOPTD model, that is,
a time-discrete linear Auto Regressive ARX(1,1) model, and
with a grid-search for the time-delay θ .[17]
3. Simulation examples
In order to demonstrate the effectiveness of the method, some
simulation cases study are firstly presented. The process P(s)
has a linear dynamics described by a FOPTD model:
P(s) =
3
100s+1
e−7s (33)
The control valve has an ideal behavior, so that v(t) = u(t) ∀ t.
A white Gaussian noise signal n(t), with zero-mean and vari-
ance equal to 0.1, is introduced into the process variable, by
producing a situation of noise signal ratio (NSR) equal around
20%. The set-point program is of general-type and consists of
a series of continuous variations, that is, a sequence of step,
ramp, sinusoidal, exponential, and parabolic trends:
r(t)=

20 for 0≤ t < 25
10 for 25≤ t < 250
0.8 t−210 for 250≤ t < 275
30 for 275≤ t < 475
10−7.5sin( pi160 (t−475)) for 475≤ t < 795
30 for 795≤ t < 950
11− exp( pi50 (t−950)) for 950≤ t < 1000
10.73 for 1000≤ t < 1200
−10.73+0.001(t−1200)2 for 1200≤ t < 1355
33.3 for 1355≤ t < ∞
(34)
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Table 1: Tuning features and parameters.
Case # Tuning Kc Ti
1 Aggressive 3.5 60
2 Sluggish 1.5 200
3 Good 2.38 56
4 Fair 2.74 103.5
Figure 4: Time trends for the set-point changes; top) controlled
variable; bottom) control action.
Four cases are analyzed, with different tuning parameters for
the PI controller, as reported in Table 1. The various time trends
of output y(t) in response to reference r(t), and control action
u(t) are shown in Fig. 4. For each case, on the basis of regis-
tered signals u(t) and y(t), a FOPTD model Pˆ(s) is identified
(see Table 2). Note that all models are - correctly - very consis-
tent.
Results for the proposed approach. Firstly, in order to as-
sess controller performance, the model-based approach is used.
Therefore, two simulations are performed: i) with the actual
controller, to get yˆ(t) and uˆ(t), and hence eliminate the effect
of noise on numerical values of indices (IAEAct , TVAct ); ii) with
the ideal controller Cˆr, tuned with SIMC rules, to get yˆr(t) and
uˆr(t) for the definition of references (IAE0, TV0). For each case,
as suggested by SIMC method, the estimate of process time-
delay is imposed as the time constant of the reference response
in closed-loop: τc = θˆ .
Note that, since all identified process models are very consis-
tent, reference controller Cˆr has always pretty the same param-
eters, that is, Krc ' 2.38 and τrI = 56, according to (8). Then,
performance index for IAE and TV are evaluated, and finally
global index η is computed. All the values are shown in Ta-
ble 3.
It can be observed that for case #1, corresponding to an ag-
Table 2: Identified process dynamics as FOPTD models.
case #1 case #2 case #3 case #4
Pˆ
3.001
100.01s+1
e−7s
2.998
99.43s+1
e−7s
3.001
99.82s+1
e−7s
3.001
99.88s+1
e−7s
Table 3: Results of loop performance assessment (τc = θˆ ).
Case τc IAE0 IAEAct ηIAE TV0 TVAct ηTV η
FPV Verdict# [%]
1 7 1741.2 1324.1 0.76 261.4 400.1 0.65 0.50 98.2 Not Good 3
2 7 1739.4 2985.3 0.58 260.1 160.5 0.62 0.36 98.0 Not Good 3
3 7 1740.6 1737.7 0.99 260.9 261.4 0.99 0.99 98.3 (Very) Good 3
4 7 1740.8 1423.4 0.82 261.1 275.8 0.95 0.77 98.3 (Fairly) Good 3
Figure 5: General-type reference trajectory r(t) and sequence
of M = 7 ramps used as an approximation.
gressive tuning, a low performance index η is obtained, due
to an excessively variable control action (TVAct > TV0), which
implies ηTV = 0.65. Case #2, expression of a sluggish tun-
ing, is actually assessed with poor performance: η = 0.36.
In this case, both indices, ηIAE and ηTV , are very low, being
IAEAct > IAE0 and TVAct < TV0. On the contrary, case #3, ex-
pression of an appropriate tuning, is particularly effective. In
fact, actual performance tends to the ideal value (η → 1) since
the controller is tuned just according to SIMC rules, which con-
stitute the reference. The case #4, when the controller follows
rules of a different tuning technique,[18] represents a valid sit-
uation. The performance index is close to the threshold value
(η ' 0.8); that is, the controller has a fairly acceptable behavior,
although considered inferior to the reference SIMC controller.
Finally, note that fitting index FPV of the controlled variable
is always very high, which gives an indication of correctness
of process identification, and reliability of performance assess-
ment.
Testing the approximation of general-type reference with
a series of ramps. Then, controller performance is reeval-
uated in order to verify the validity of proposed relations
for reference indices, IAE0 (26) and TV0 (25), specially
designed for a pure series of ramps. To this aim, the
general-type reference trajectory r(t) (34) is approximated
by using a series of M = 7 ramps, as shown in Fig. 5. Note
that A = [−10,20,−7.5,15,−7.5,−20.73,24.03] and k =
[∞,0.8,−7.5/80,15/160,−7.5/160,−20.73/50,24.03/155]
are vectors containing the net amplitudes and the slopes of
the corresponding ramps, as defined in (13), obtained by
linearizing each macroscopic variation between the starting
and final point. Note that the sinusoidal variation has been
approximated by three ramps, while the first step is considered
as a ramp with infinite slope.
The new assessment results are shown in Table 4. Note that
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Table 4: Results of performance assessment when reference is
approximated by a series of ramps.
Case # IAE0 ηIAE TV0 ηTV η Verdict
1 1466.7 0.90 221.5 0.55 0.50 Not Good 3
2 1466.7 0.49 220.5 0.73 0.36 Not Good 3
3 1466.7 0.84 221.1 0.85 0.71 (Fairly) Good 3
4 1466.7 0.97 221.2 0.80 0.78 (Fairly) Good 3
Table 5: Results of performance assessment for different tuning
settings of the reference response.
Choice #1: IMC with τc = θˆ
Case # θˆ IAE0 ηIAE TV0 ηTV η Verdict
1 7 1541.5 0.86 242.3 0.61 0.52 Not Good 3
2 7 1541.5 0.49 240.6 0.67 0.34 Not Good 3
3 7 1541.5 0.99 241.7 0.99 0.99 (Very) Good 3
4 7 1541.5 0.92 242.0 0.87 0.81 Good 3
Choice #2: IMC with τc = min{τˆOL, τˆCL}
Case # τCL IAE0 ηIAE TV0 ηTV η Verdict
1 6.96 1538.1 0.86 242.6 0.61 0.52 Not Good 3
2 16.59 2440.3 0.81 165.1 0.97 0.80 Good 7
3 7.79 1602.9 0.97 230.8 0.96 0.92 Good 3
4 6.43 1498.9 0.95 251.7 0.91 0.87 Good 3
Choice #3: SIMC with τc = min{τˆOL, τˆCL}
Case # τCL IAE0 ηIAE TV0 ηTV η Verdict
1 7.21 1760.8 0.75 256.9 0.64 0.48 Not Good 3
2 16.31 2404.6 0.81 165.2 0.97 0.78 (Fairly) Good 7
3 7.68 1796.5 0.87 248.6 0.98 0.85 Good 3
4 6.46 1695.7 0.84 271.6 0.98 0.82 Good 3
values of τc = θˆ , IAEAct , and TVAct are omitted, being exactly
the same of Table 3. It can be observed that values of IAE0
and TV0 obtained from (26) and (25) are not so far from values
obtained with model-based approach. Relative errors of about
15% are obtained for both indices. Values of performance in-
dices (ηIAE ,ηTV ) are altered, but values of global index η are
close, apart for the case #3. Finally, verdicts on controller tun-
ing are pretty the same.
Note that better performance assessment of case #3 can be
obtained by increasing the value of M, that is, augmenting
the number of individual ramps, so that errors on lower limits
(IAE0, TV0) are reduced. Such results are not shown in the sake
of brevity. Overall, this analysis confirms the validity of pro-
posed approximating equations for lower limits of performance
indices, when general-type reference is slow-varying.
Comparing different tuning settings of the reference response.
In this section, performance assessment for three different tun-
ing settings of the reference response are analyzed. SIMC and
IMC tuning rules, and different choices of τc are tested. All re-
sults are shown in Table 5. Note that the system in (33) is now
simulated with different realizations of the same noise. There-
fore, values of IAEAct and TVAct are omitted being close to the
values of Table 3.
In details, with the choice #1, reference PI-type controller Cˆr
is tuned according to IMC rules and τc = θˆ . Note that Cˆr has
about the same parameters, which are now Krc ' 2.38 and τrI =
τˆ ' 100, and lower limits of performance indices (IAE0,TV0)
are practically constant. Performance indices are close to values
of Table 3, and verdicts are always correct.
With choice #2, Cˆr is tuned according to IMC rules, but τc
equals the minimum between current time constant, identified
in open-loop and in closed-loop: τc = min{τˆOL, τˆCL}. Results
of performance assessment are now altered and degraded. Case
#2 becomes a false positive, since aggressive tuning is wrongly
assessed as good. Note that, since different values of τCL
are identified each time, the parameters of reference controller
(Krc ,τrI ) and lower limits of performance indices (IAE0,TV0)
may vary between cases. Note also that, as said before, a fair
choice should be τc ∈ [θˆ , τˆOL], while here two times (for the
cases #1 and #4) occurs that τc < θˆ . Therefore, this choice of
tuning settings cannot be considered reliable and effective.
Similar observations apply to choice #3, in which Cˆr is tuned
according to SIMC rules and τc = min{τˆOL, τˆCL}.
General remarks. It has to be noted that the presented case-
study is just an example of a wide simulation analysis. The
proposed method of performance assessment proves reliable
also by using different linear process dynamics (lag/delay dom-
inant), other noise levels, and different trajectories of set-point.
Details are omitted for the sake of space.
It is also worth reminding that since valve position v(t) is
supposed unknown in the identification stage, an eventual non-
linearity in V makes valve input and output significantly differ-
ent: u(t) 6= v(t). Therefore, significant errors in process identi-
fication would be present: Pˆ(t) 6= P(t). If a pure linear model
is used to identify the whole Hammerstein system (valve plus
process), a strong model-mismatch would arise. The valve posi-
tion could be estimated and stiction amount could be quantified
through one of the many methods presented in the literature,[17]
which also enables a correct identification of process dynamics.
4. Application on pilot plant
In this section some examples of the analysis carried out on
a pilot plant are presented. Several sets of data have been col-
lected to confirm the results previously obtained in simulation.
4.1. Generalities
The tested control valve - V2 of Figure 6 - is a rotative valve
with a butterfly shutter. The actuator is of electric type of Ro-
tork® class CVA, type CVQ-90o-1200 (see Figure 7). The con-
trolled variable (PV) is the flow rate of water (expressed in l/s)
through the valve; the control action (OP) is the output signal
(0-100%) of a PI-type controller. The actual position of the
valve stem (MV) is measured and controlled internally through
the smart electric actuator A with a resolution equal to 0.1%;
the sampling period is 1 second (see Figure 8). Being a flow
control loop, the process dynamics P substantially coincides
with the valve dynamics V , conceptually located downstream
of actuator A.
It has also to be noted that the presented assessment method
is totally independent from the type of actuator; therefore, it
is equally valid for pneumatic and electric control valves. In
general, the availability of MV signal allows one to identify
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Figure 6: Simplified diagram of the pilot plant.
Figure 7: Valve and actuator on-line.
process dynamics directly between MV and PV, that is, v(t) and
y(t). Otherwise, as shown in previous simulations of Section 3,
the method is based on controller output OP, which corresponds
to valve position request u(t), and on PV.
Preliminarily to closed-loop tests, some data with controller
set in manual have been collected. The valve input is manually
imposed to see how valve responds and to register its actual po-
sition. These tests are used to verify the absence of any kind
of malfunction in the actuator and valve, and to ensure the cor-
rect application of the method. Top panel of Figure 9 shows
the ramp trends imposed on OP, oscillating from 0 to 100% of
operating range, the actual valve position (MV) and the corre-
sponding flow rate (PV). In addition, bottom panels of Figure 9
show the valve signature on PV(OP) and MV(OP) diagrams.
Figure 8: Scheme of control loop with ”smart“ actuator of elec-
tric type.
Figure 9: Open-loop test on electric actuator of the pilot plant.
Table 6: Operative conditions for tests on pilot plant.
Test # inverter pump P1 Tank D2
control type velocity PC LC
0, 1, 2, 3, 4 manual constant: 30 Hz completed excluded
A perfectly linear relationship between position demand and
actual position, throughout all the operating range, can be ob-
served. Therefore, malfunctions (non-linearity, as friction) in
the actuator can be certainly excluded, which otherwise could
have altered results of loop performance analysis.
Four closed-loop tests were carried out under the same oper-
ating conditions for the inverter of pump P1 and for the piezo-
metric tank D2, as summarized in Table 6. Other data sets have
been collected by operating pump P1 with variable velocity to
control level of tank D2. These results are not presented for
the sake of brevity. It must be noted that different conditions
correspond to different numerical values for optimal (and ac-
ceptable) tuning parameters of the controller. In the following
paragraphs, details for tests of Table 6 are reported.
4.2. Preliminary test
Test 0 has a preliminary nature, since it served to evaluate a
suitable range of values for PI controller parameters. Figure 10
shows time trends of controlled variable (PV) for a series of
step variations of the reference (SP), and time trends of corre-
sponding control action (OP) and valve position (MV). Table 7
lists the tested values of tuning parameters and corresponding
reference changes.
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Figure 10: Preliminary test: time trends for set-point changes.
Table 7: Preliminary test: tuning parameters, values of SP and
control intervals.
Try Kc Ti[s] SP[l/s] time intervals [s] tuning typologies
#1 1 2
4.0→ 5.0
[0 ÷ 990] rather slow5.0→ 4.0
4.0→ 5.5
#2 6 1 5.5→ 5.0 [990 ÷ 1250] very aggressive
#3 4 1 5.0→ 5.5 [1250 ÷ 1520] very aggressive /5.5→ 4.5 unstable
#4 4 2
4.5→ 5.5
[1520 ÷ 2440] slightly aggressive5.5→ 4.5
4.5→ 5.5
#5 2.5 2 5.5→ 4.5 [2440 ÷ ∞] good4.5→ 5.5
It can be observed that the couple Kc = 1 and Ti = 2 (try #1)
represents a rather slow tuning, as it generates over-damped re-
sponses with high rise times. In contrast, the pairs of parameters
Kc = 6÷4 and Ti = 1 (tries # 2 and #3) correspond to very ag-
gressive tuning, with obvious fluctuations of all variables. For
a value of SP = 4.5 l/s, time trends are even unstable. Further-
more, the pair Kc = 4 and Ti = 2 (try #4) is a slightly aggres-
sive tuning, because it originates some oscillations on OP in the
closing direction of valve. Finally, the pair Kc = 2.5 and Ti = 2
(try #5) can be considered a good tuning, with the absence of
overshoot and no oscillations in both directions of valve input.
4.3. Validation tests
The other four experimental tests of Table 6 are used to con-
firm the validity of index η in the evaluation of performance of
PID-type control loops. For each of these tests, the set-point is
Table 8: Validation tests: typologies of tuning and correspond-
ing parameters.
tuning typologies Kc Ti
Test 1 good 2.5 2
Test 2 rather sluggish 1.0 2
Test 3 slightly aggressive 4.0 2
Test 4 aggressive 6.0 2
Figure 11: Validation test 1: good tuning.
variable in time as a series of M = 4 ramps:
r(t) =

5.5 for 0≤ t < t1
− 160 t+q1 for t1 ≤ t < t2
4.5 for t2 ≤ t < t3
1
60 t+q2 for t3 ≤ t < t4
5.5 for t4 ≤ t < t5
− 1120 t+q3 for t5 ≤ t < t6
4.4 for t6 ≤ t < t7
1
120 t+q4 for t7 ≤ t < t8
5.7 for t8 ≤ t < tfin
(35)
where A = [−1,1,−1.1,1.3] is the vector of sin-
gle net amplitudes expressed in [l/s]; while k =
[−1/60,1/60,−1/120,1/120] contains the single slopes
in [l/s2]. Finally, t1÷ t8 and q1÷ q4, slightly different values
for each test, indicate, respectively, time intervals and generic
instants, corresponding to intercepts of the ramps. On the basis
of indications of the preliminary test (Figure 10), different
values of controller parameters are used, as shown in Table 8.
The time trend of flow rate in response to variations of ref-
erence, the corresponding control action and the valve position
are shown in Figure 11, 12, 13, and 14 for different valida-
tion tests. Afterwards, on the basis of MV and PV signals,
each time a FOPTD model Pˆ for the process dynamics is identi-
fied. Furthermore, on the basis of OP and MV signals, another
FOPTD model Aˆ for actuator dynamics is identified. Results
are summarized in Table 9. Note that all the identified models
are - correctly - fairly consistent.
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Figure 12: Validation test 2: rather sluggish tuning.
Figure 13: Validation test 3: slightly aggressive tuning.
Then, for each test, on the basis of SP and PV data, the
current time constant in closed-loop is estimated τˆCL, by em-
ploying another FOPTD model, as in (10). Note that the refer-
ence SIMC-based controller has a PI algorithm, tuned accord-
ing to (8), since also the global system - valve plus actuator
(PˆG ' Aˆ · Pˆ) - can be well approximated by a FOPTD model,
being the actuator much faster than the process (τˆP ≈ 100 τˆA),
and also being τˆA < θˆA.[11] Note also that a global time-delay is
considered: θˆ = θˆP+ θˆA.
As value for the time constant τc of the reference response,
the minimum between current time constant, identified in open-
loop and in closed-loop, is considered: τc = min{τˆOL, τˆCL},
where τˆOL = τˆPG . Note that the choice τ = θˆ has to be ex-
cluded, since, being θˆ very small, a too aggressive reference
response would be obtained, and results of performance assess-
ment would be negatively affected.
Lower limits of performance indices (IAE0,TV0) are evalu-
ated with (26) and (25), specially designed for series of ramps.
Registered signals of PV and OP are used to compute actual
values of indices (IAEAct ,TVAct ), since the noise level is not
Figure 14: Validation test 4: aggressive tuning.
Table 9: Validation tests. Identified models and parameters.
Pˆ Aˆ PˆG
Test 1
0.023
62.29s+1
e−0s
1.0000
0.6070s+1
e−2s
0.023
62.29s+1
e−2s
Test 2
0.019
49.44s+1
e−0s
0.9999
0.584s+1
e−2s
0.019
49.44s+1
e−2s
Test 3
0.023
66.23s+1
e−0s
0.9999
0.635s+1
e−2s
0.023
66.23s+1
e−2s
Test 4
0.023
80.66s+1
e−0s
0.9998
0.597s+1
e−2s
0.023
80.66s+1
e−2s
excessive and full model-based approach proved not feasible.
Note that the closed-loop transfer functions (27) here gives in-
consistent time trends. Finally, performance indices related to
IAE and TV, and the overall index η are computed. All these
values are presented in Table 10. Some brief comments follow.
It can be observed that test 1, characterized by a good tun-
ing, is actually evaluated as acceptable by the method. The
performance index is in fact greater than the threshold value
(η = 0.81); that is, the controller has acceptable performance,
which are comparable - although a little inferior - with respect
to those theoretically obtainable with the reference SIMC con-
troller. Test 2, expression of a rather sluggish tuning, is actually
rated as characterized by unacceptable performance: η = 0.47.
In this case, the index ηIAE is definitely too low, since the ac-
tual value for absolute integral error is larger than the reference:
IAEAct > IAE0. Also test 3, expression of a slightly aggressive
tuning, is not acceptable: η = 0.66. Once again, index ηIAE is
too low, since IAEAct > IAE0. Finally, test 4, where the con-
troller has a very aggressive tuning, is recognized as clearly
Table 10: Validation tests. Results of loop performance evalua-
tion.
τCL τc IAE0 IAEAct ηIAE TV0 TVAct ηTV η FPV [%]
Test 1 38.3 38.3 177.3 193.3 0.92 279.5 247.8 0.89 0.81 70.2
Test 2 110.0 49.4 226.3 465.6 0.49 228.3 236.6 0.97 0.47 78.3
Test 3 25.1 25.1 119.1 177.4 0.67 358.6 367.5 0.98 0.66 74.0
Test 4 27.1 27.1 128.0 206.7 0.62 401.4 660.2 0.61 0.38 71.8
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Figure 15: Industrial loop BAS8 with variable set-point.
unacceptable: η = 0.38. Both performance indices are in fact
quite low: ηIAE = 0.62, ηTV = 0.61, being IAEAct > IAE0, and
also TVAct > TV0. Finally, it is to be noted that fitting index
FPV is always quite high (> 70%), close to threshold value, and
this gives an indication of validity of process identification, and
reliability of performance assessment.
Overall, it can be noticed that, through the proposed refined
methodology, it is always possible to have a correct assessment
of the performance of control loop and issue a reliable judgment
on the validity of controller tuning. Therefore, the initial results
obtained in simulation have been confirmed by tests carried out
on pilot plant facility.
5. Industrial data
In this section, the effectiveness of the performance assess-
ment method is further tested on some industrial data sets with
variable reference.
Loop #1. This first example (BAS8) is taken from a benchmark
for stiction detection methods.[9] Data are from the inner loop
in a cascade control strategy of a room temperature, and the ref-
erence reveals a slow variation. A local portion of 2201 sam-
ples (8300 ÷ 10500), extracted from the whole data set, is as-
sessed and reported in Figure 15. Data do not show any sig-
nificant oscillation, controller tuning is considered acceptable,
and valve stiction and other nonlinearities can be excluded with
certainty.[9]
Loop #2. The second example is a pressure control loop
(PC2) from an Italian combined cycle power plant, which is
a slave controller in a multi-loop configuration. This loop is
subject to frequent set-point changes, due to variable operating
conditions which the power plant is forced to because of the
interaction with the neighboring renewable energy stations.
The controller is known to have acceptable performance and no
particular tuning problem is reported from the plant operators.
In addition, process nonlinearities can be safely excluded. A
data set of 7201 samples is assessed and reported in Figure 16.
The general-type set-point reveals a slow variation, which can
Figure 16: Industrial loop PC2 with variable set-point and se-
ries of ramps (SPappr) used as an approximation.
be well approximated by a series of six main changes as ramps
(SPappr). Lower limits of performance indices (IAE0,TV0) are
here evaluated with (26) and (25) with M = 6. The controlled
variable shows a slightly sluggish response only for the second
ramp, the steepest, which occurs about between the 2500th and
the 3050th sample. MV and OP signals are almost coincident,
so that the absence of malfunctions and nonlinearities in the
valve can be inferred.
Loop #3. The third example is a flow control loop (FC3) from
an Italian ethylene plant, with PI control and variable set-point,
being the slave loop of a temperature cascade control.[19] This
loop is a clear case of incorrect tuning, since PCU, a well-
established software for loop monitoring and assessment,[20] on
the basis of 12 acquisitions collected in 24 consecutive hours,
emits 10 verdicts of unacceptable performance, with bad con-
troller tuning as the source of malfunction. One of these acqui-
sitions, composed of 7201 samples, is analyzed and presented
in Figure 17. Time trends show actually a shifted response
with respect to a slow-varying reference, while valve stiction
and other nonlinearities are excluded with certainty. Note that,
in addition to registered data, Figure 17 shows the estimate of
controlled variable yˆ(t) and of control action uˆ(t), on the basis
of the identified process model Pˆ(s) and the transfer functions
in closed-loop mode 27. Reference time trends (yˆr(t), uˆr(t))
obtained with SIMC-based controller by using (28) are also re-
ported.
Loop #4. The fourth example (CHEM19),[9] is a flow control
loop of an Italian refinery, which is the inner loop in a cascade
configuration. The whole data set of 721 samples is assessed
and reported in Figure 18. The reference reveals a slow and
regular variation, close to a sinusoidal wave, while the process
variable shows a square shape, which is a typical indication of
static friction in the control valve. Six out of eight detection
techniques actually assess the presence of valve stiction.[9]
Therefore, the process has a strong nonlinear dynamics and the
proposed method is likely to give unreliable results.
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Figure 17: Industrial loop FC3 with variable set-point.
Figure 18: Industrial loop CHEM19 with oscillating set-point
and sticky valve.
For each industrial data set, on the basis of control action
OP and controlled variable PV signals, a FOPTD model Pˆ for
the process dynamics is identified. The four models are shown
in Table 11. Then, on the basis of SP and PV signals, the
current time constant in closed-loop τCL is estimated, by em-
ploying another FOPTD model. As the time constant τc of the
reference response in closed-loop, the minimum between cur-
rent time constant, identified in open-loop and in closed-loop,
is considered: τc = min{τˆOL, τˆCL}. Then, performance indices
for IAE and TV, and global index η are computed, as shown in
Table 12. Note that for all four control loops, reference vari-
ation is of general-type, but definitely slowly varying, so that,
approximations committed in (20) and (23) are not too large.
It can be observed that loop BAS8, which shows evidence of
good performance, is actually evaluated as very good by the
method. The performance index is in fact close to its maxi-
mum: η = 0.95. Loop PC2, known to have acceptable perfor-
Table 11: Industrial data: identified FOPTD models.
BAS8 PC2 FC3 CHEM19
Pˆ
−342.66
1153.7s+1
e−60s
0.2035
81.74s+1
e−3s
0.2513
100.7s+1
e−0s
0.6305
174.5s+1
e−0s
Table 12: Industrial data. Results of loop performance evalua-
tion.
τCL τc IAE0 IAEAct ηIAE TV0 TVAct ηTV η FPV [%]
BAS8 384.6 384.6 15494 15645 0.99 0.409 0.428 0.96 0.95 77.18
PC2 89.8 81.7 188.8 258.8 0.73 24.07 21.52 0.89 0.65 93.12
FC3 79.7 79.7 257.1 453.5 0.57 298.2 197.6 0.66 0.38 90.51
CHEM19 130.0 130.0 7792 10718 0.73 121.0 151.1 0.80 0.58 62.70
mance, is actually assessed as pretty fair, but a bit improvable.
The global index is indeed under threshold value (η = 0.65),
since IAEAct > IAE0. By using a controller based on SIMC
tuning rules, it would have been possible to reduce control er-
ror in tracking the steep ramp change without increasing too
much the total variation of control action. Loop FC3, known
to have a sluggish controller, is correctly assessed with clear
unacceptable performance: η = 0.38. Both indices are in fact
quite low (ηIAE = 0.57, ηTV = 0.66), being IAEAct > IAE0 and
TVAct < TV0. Finally, loop CHEM19, known to be affected by
valve stiction, is assessed as not acceptable: η = 0.58. How-
ever, this verdict cannot be considered reliable, since the fitting
index on controlled variable is quite low: FPV = 62.7%. For
other three loops, FPV is definitely higher, which gives an in-
dication of validity of process identification, and reliability of
performance assessment.
Overall, these applications on industrial data confirm good
results previously obtained in simulation and then on the pilot
plant.
6. Conclusions
This paper presented a refined method for performance anal-
ysis in the case of reference variations, based on some recent
works of literature on this subject. In particular, the index (η)
for performance assessment takes into account not only the con-
trol error, but also the required control action. The study has
been extended in order to cover almost every type of set-point
changes, which can be represented in terms of a series of small
ramp variations. Applications on different typologies of data
show the validity of the method. Several simulation examples
and experimental validation tests conducted on a pilot plant
have been presented. Finally, the method has been successfully
applied to routine data obtained from different industrial pro-
cesses. Note that a preliminary step to exclude the presence of
nonlinearities is necessary, since, in order to set reference val-
ues for tuning parameters of PID-type controller, the identified
process model has to be linear. The relative simplicity of the
technique makes it appealing for industrial application in the
cases of continuous set-point changes, as encountered nowa-
days in traditional power plants for operation with transient
loads. The results are considered valid and will be included
in the last version of the monitoring software system PCU,[20]
by representing an improvement to its assessment capabilities.
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