Standard machine learning techniques typically require ample training data in the form of labeled instances. In many situations it may be too tedious or costly to obtain sufficient labeled data for adequate classifier performance. However, in text classification, humans can easily guess the relevance of features, that is, words that are indicative of a topic, thereby enabling the classifier to focus its feature weights more appropriately in the absence of sufficient labeled data. We will describe an algorithm for tandem learning that begins with a couple of labeled instances, and then at each iteration recommends features and instances for a human to label. Tandem learning using an "oracle" results in much better performance than learning on only features or only instances. We find that humans can emulate the oracle to an extent that results in performance (accuracy) comparable to that of the oracle. Our unique experimental design helps factor out system error from human error, leading to a better understanding of when and why interactive feature selection works.
INTRODUCTION
Supervised learning methods like Support Vector Machines that are popularly used in text classification rely on the presence of a * This work was done while the author was at the University of Massachusetts Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. large amount of training data that is often procured by having humans (either paid or voluntary) label examples with categories of interest. Companies like Yahoo! employ paid editors to label data and decreasing the amount of labeled data helps to reduce annotation costs. On the other hand, for applications like personalized news or email filtering where a user may be willing to label some data (as little as possible), an algorithm that requires a user to label as little data as possible serves to decrease the tediousness of the process, thereby increasing user satisfaction.
Text classification is a domain in which many irrelevant and redundant features abound and a large amount of training data is typically required for a classifier to automatically discern the relevant features from the irrelevant ones. In text classification, humans can often easily point out relevant features which can help bootstrap the classifier, especially when the number of training examples is few. For example, in classifying documents that are on the topic of Hurricane Mitch from those that are not, a human can easily point out that the words hurricane, Mitch and Nicaragua are on topic. A recent paper by Raghavan et al. [18] motivates the usefulness of interactive feature selection for text classification and particularly for active learning when the number of labeled examples are few. Intuitively, human feature selection helps focus the classifier on the more important features, something automatic feature selection techniques cannot do in the absence of sufficient labeled data. In many domains where ample unlabeled data is available, active learning, semi-supervised learning, and transductive learning techniques aim to reduce the amount of labeled data required, by leveraging information from a large pool of unlabeled examples.
In our proposed tandem learning algorithm, which is built on top of traditional active learning, a human is asked to label a set of instances and a set of system chosen features, with the objective of learning a classifier with less labeling effort for the human. In Section 3 we will describe an algorithm for tandem learning that begins with a couple of labeled instances, and then at each iteration recommends features and instances for a human to label. The algorithm contains methods to incorporate feature feedback into Support Vector Machines.
Aside from a new interactive learning algorithm, an important aspect of this paper is in its experimental design. We use an "oracle" constructed from ample labeled data to explore the benefits of feature selection. The feature oracle is designed to validate the effectiveness of the algorithm. We then compare the oracle performance with true human performance. We prescribe such an oracle approach for any work that involves a human-in-the-loop since it helps separate algorithmic error from human error. In summary, the chief contributions of this work are: (1) An interactive text classification algorithm that recommends terms and documents for a human to label with the aim of decreasing the amount of labeled data required to train a classifier. The proposed algorithm improves the classification performance by 10% (absolute difference, 88% relative difference) over traditional active learning. (2) A preliminary user study that validates users' abilities to label the necessary features. Users overlap significantly with the oracle (over 60%) resulting in performance on par with that of the oracle. We now move on to review related work in machine learning and interactive information retrieval.
RELATED WORK
Sebastiani's survey paper [23] provides an overview of techniques in text categorization, a research problem that sits in the joint space of machine learning and information retrieval. In this section we compare our work with past work and their advantages and disadvantages, stating how our work either compares with, or overcomes the deficiencies of past methods.
Our proposed method is an instance of query-based learning [2] and an extension of standard ("pool-based") active learning which focuses on selective sampling of instances from a pool of unlabeled data [6] . To the best of our knowledge, all prior work on query learning and active learning focused on variants of membership queries, that is, requesting the label of an instance. Some recent works have considered using user prior knowledge to bootstrap learning but they typically assume that prior knowledge is given at the outset [27, 21, 8] . The proposed techniques typically involve "soft labeling" instances containing the user labeled features by assigning them to categories associated with those of the features. We expect that our proposed interactive mode has an advantage over requesting prior knowledge from the outset, as it may be easier for the user to identify or recall relevant features while labeling documents in the collection and being presented with candidate features. Some recent work has proposed extending the query model to include feature as well as document level feedback [18] . That work largely demonstrated the need to consider such a dual mode of feedback showing the benefits of such an approach. Their final algorithm was preliminary. Their simple method of scaling the user labeled features is one technique we explore in this paper. Our final algorithm which uses scaling in combination with variants of soft-labeling surpasses any of these individual techniques (scaling or soft labeling). The work of Huang and Mitchell [10] is similar in that a user is queried on features and documents at the same time. However, other than the difference in algorithms, an important aspect of our work is in the experimental set up which helps us better understand the benefits of user term feedback.
User term feedback is common in information retrieval. A significant aspect of this work as compared to other works in interactive information retrieval is in the experimental setup that separates algorithmic error from human error. Most interactive IR experiments have an implicit hypothesis that term feedback will be useful. On this basis, user studies are designed to measure if users can provide feedback without considering whether the algorithm is capable of incorporating feedback in an effective way. More recently the works of Magennis and Rijsbergen [16] and Ruthven [20] try to design experiments for term feedback in the ad-hoc retrieval task in a manner similar to ours. Magennis and Rijsbergen had some deficiencies in their approach, a fact that they acknowledge. Ruthven improved on their experimental setup and found that term feedback using an oracle could give performance improvements even over automatic query expansion. However, he found that users cannot mark the terms required by the optimal query with reasonable precision. Oddly though, he did not report the performance achieved by the user marked terms. In fact, we find that even though users marked only a fraction of the terms marked by the oracle, the performance improvements were on par with the oracle. Besides, it is important to note that our work is in the domain of classification while theirs was in ad-hoc IR.
THE TANDEM LEARNING ALGORITHM
In traditional active learning, the learner begins with a few randomly sampled labeled instances. An initial classifier is learned and then active learning begins. Active learning is an iterative, human-in-the-loop learning paradigm in which, at each iteration, the learner picks an instance, such that the knowledge of the label of that instance provides maximum benefit to the learner. A popular active learning algorithm is "uncertainty sampling", in which the human is queried on an instance that the learner is most uncertain about [14] .
We extend the traditional active learning framework to engage the human in providing feedback on features in addition to instances. In the active learning literature the human is called a teacher. We use the terms human, teacher and user interchangeably. The outline of the algorithm is shown in Fig.1 . The terminology is very similar to the paper by Raghavan et al. [18] . Steps 1 to 3.c are identical to standard active learning system where the learner begins with a few randomly picked instances and then queries the user on examples that it is most uncertain about. Xi and Yi, denote an instance and its corresponding label. U denotes the "pool" of unlabeled instances available to the learner to choose queries from. M denotes the model. The suffix on M and U denote their values when a given number of instances have been labeled. We use a semi-batch approach to active learning, where the teacher is queried on I instances in each round of active learning rather than one. A larger value of I implies a greater savings in time, at some cost to effectiveness because the model M will not be updated after each instance is selected, and the Instance Selection subroutine will not be able to exploit the label of a previously labeled example Xt+i in choosing the subsequent instance Xt+j (t ≤ i < j ≤ t + I).
The active learner presents a list P = {P1...P f } of f features for the teacher to judge (step 3.d) at each iteration. Pi denotes the index of a feature (1 ≤ Pi ≤ N ). The teacher is asked to choose one of the following options for each feature, the third choice being the default : (1) Is the feature more likely to occur in relevant (ontopic) documents? (2) Is the feature more likely to occur in nonrelevant (off-topic) documents? (3) Don't know.
Let F = {F1, ..., F k } ⊆ P denote the subset of features marked with either choice (1) or (2) by the user. The simplest implementation of such a system can consist of one where F is the union of all features in documents in a batch. This idea can be implemented as an interface where the user is asked to highlight relevant words, phrases or passages while reading the document in order to label the document (Step 3.b), akin to the system in the paper by Croft and Das [7] . We prefer to have the set P to be an ordered one, where feedback on P1 is more valuable for the learner than feedback on P2 and so on. The algorithm is called tandem learning since the classifier M is learned on features and documents simultaneously.
SUPPORT VECTOR MACHINES
The basic framework for our algorithm is Support Vector Machines [22] since linear SVMs have been shown to be effective for text classification [15] and active learning using SVMs has also been shown to be effective for text [25] . SVMs are linear binary classifiers that maximize the margin of separation between the two classes. Given a training set composed of t examples and the associated class information for each example, the objective is to obtain a hyperplane that best separates the data. More formally, the training set T consists of t example and class-label pairs (T =
{(X1, Y1)...(Xt, Yt)}).
Each Xi is represented as a vector, {xi,1...
SIGIR 2007 Proceedings Session 4: Classification and Clustering

Tandem Learning
Input: T (Total number of feedback iterations), U (Pool of unlabeled instances), init size (number of random feedback iterations), I (Number of instances labeled in each round) Output: xi,N }, of N features. The classes belong to one of {+1, −1} (i.e., Yi ∈ ±1) with +1 denoting the label associated with an "on-topic" document and −1 denoting an "off-topic" document. In text classification the vectors are typically L2 normalized.
A hyperplane is given by the pair (w, b), with w being the direction vector of the hyperplane and b the bias. If the data is linearly separable then we can find a pair (w, b) such that:
Soft Margin Classifier:
In reality all constraints in Equation 1 will not be satisfiable. To account for the violation of constraints, a set of t slack variables {ξi} t i=1 , each corresponding to the classification error for a training instance is introduced. The optimization problem involves maximizing the margin and minimizing error.
The constant C is user specified and is often referred to as the misclassification cost. A value of 10 is found to be effective for text-classification problems [11] . Solving the above optimization problem is equivalent to minimizing the Lagrangian:
The predicted class of an instance Xj is then given by
The λi values denote the extent of influence of a training instance and are constrained to lie between 0 and C for the soft margin classifier. The λi values are non-zero only for support vectors (training examples on the margin). For more details on Support Vector Machines we refer the reader to external references (eg., [22] ). We can easily specify a different C for different training examples, and in this way control the maximum influence of a given training example. We will exploit this fact in the design of our algorithm. Uncertainty sampling [14] is a form of active learning in which the example that the user (teacher) is queried on is the unlabeled instance that the classifier is least confident about. When the classifier is an SVM, unlabeled instances closest to the margin are chosen as queries [26] . This is one way of implementing the Instance Selection subroutine in Fig. 1 . If an uncertain instance lies exactly on the hyperplane it reduces the version space in exactly half [26] . For many text classification problems uncertainty sampling decreases the number of training examples over random sampling [14] .
ASKING FOR FEEDBACK ON FEATURES
We now describe our algorithm for implementing the Feature Selection subroutine in Fig. 1 . For a given tandem learning iteration (outer loop in Fig. 1 ), the Feature Selection subroutine queries the teacher iteratively presenting features of the set P, in batches. The algorithm is outlined in Fig. 2 . A budget counter B f keeps track of the number of features (across tandem learning iterations) that the user has been queried on. A stack of features (S = s1, s2, ...., s |S| ) to query the user on is maintained. The size of the stack S is dynamic as we will see. At each iteration of tandem learning the stack is initialized with the p top ranked features from the current model M, such that the highest ranking feature is at the top of the stack (Step 1 in Fig. 2 ). The topmost element of the stack (top = s1) is popped at each iteration and the top c co-occuring features to s1 in the pool (Ut) are computed (Step 3.b). These c features are shown to the user. If the user marks a feature as relevant, it is pushed on top of the stack (Step 3.d). The procedure continues until the stack is empty or the budget B f is exhausted. Typically B f >> c and B f >> p. A user may be shown a minimum of 0 features in a given tandem learning iteration if the budget (B f ) is exhausted, and a maximum of B f features (if we keep finding features greedily). Thus f in the algorithm in Fig. 1 varies across tandem learning iterations. The algorithm is greedy in spirit: when a relevant feature is found, we keep querying the user on words that co-occur with it in the corpus, proceeding as if engaging in a depth first search on a term co-occurence graph. Our early experiments showed that there are benefits of such an approach, especially for the soft labeling method described in Section 6.3.
Feature Selection
Input: Mt, Ut 1. S =Extract top features(Mt, p) 2. F = φ 3. While (S = φ) and (B f ≥ 0) a. top=pop(S) b. {P1, ..., Pc}=compute co occuring(top,Ut) c. Teacher selects {F1, ..., F c } ⊆ {P1, ..., Pc} d. push(S,F1, ...F c ) e. F = F ∪ {F1, ..., F c } f. B f = B f − c 4. Return F, B f
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INCORPORATING FEATURE FEEDBACK INTO SUPPORT VECTOR MACHINES
We now move on to describe three methods to incorporate feature feedback into SVMs (step 2.e in the algorithm in Fig. 1 ).
Scaling
Let F = F1...F k be the set of features marked relevant by a user, with each Fi representing an index to a feature (1 ≤ Fi ≤ N ). Let Sc = Sc1...ScN be a vector such that Sci = a if i ∈ F and Sci = d otherwise. For each Xi in the labeled and unlabeled data sets, we compute the dot product Sc · Xi. That is, we scale all the features that the user indicated as relevant by a and the rest of the features by d (a ≥ d) . The documents are re-normalized after scaling. Raghavan et al. [18] use scaling in their interactive feature selection algorithm. It is a simple and effective way of focusing the classifier on user chosen features. This is incidentally equivalent to setting the prior on the weights to have non-uniform variance.
Feature Pseudo Documents
In this method we create N pseudo-documents, one corresponding to each feature, adding N more N dimensional vectors ({ Xj , Yj , M + 1 ≤ j ≤ M + N }) to our already existing unlabeled pool of M document vectors. Thus, a vector Xj corresponding to a feature-id j − M will have a one in the position j − M and zero elsewhere. In this case, the user must associate a class label for every feature that she considers discriminatory. We can now include such feature and feature-label pairs in training the SVM. This method enables us to perform uncertainty sampling with the modified pool.
Initial experiments suggested that there must be a parameter to control the extent of the influence of feature pseudo-documents on the hyper-plane. We can do this in one of two ways. The first method controls the influence of pseudo-document support vectors that are correctly classified, and the second method controls the extent of error tolerated for misclasified pseudo-document support vectors. 
Method 1:
For support vectors that are correctly classified, the distance from the hyperplane is fixed at 1/||w||. This is forced by imposing the constraints in Equation 1. There are benefits to being able to control this distance for different training examples, letting more reliable instances exert a greater force on the hyperplane We let the feature pseudo documents reside on an r-radius hypersphere instead of the unit hypersphere that the documents reside on. A two-dimensional example is shown in Fig. 3 . Let Xj be a feature pseudo document on an r-radius hypersphere. The feature pseudodocument Xj (∀ j = M + 1...M + N ) corresponding to a feature j − M now needs to have a value r in position j − M and 0 elsewhere. This support vector is forced to be at distance 1/||w|| from the hyperplane. Projecting down to the unit hypershere (on which the documents lie), the distance is 1/(r ×||w||). Hence, the feature pseudo-documents are forced to be at a distance of 1/(r × ||w||) from the hyperplane on the unit hypersphere. Meanwhile the document support vectors continue to lie at distance 1/||w|| from the hyperplane on the unit hypersphere. If r ≤ 1 the feature pseudo document support vectors exerts a greater influence on the margin than the document support vectors. The implementation is very simple and the same QP solver used for the soft margin SVM can be used to find the solution.
The idea to use feature pseudo documents first appeared in a paper by Godbole et al. [9] . Our implementation differs in that we introduce parameters to influence the extent of control of the feature pseudo-documents on the hyper-plane as compared to the extent of influence of the training documents. The idea to weight different instances differently appeared in a paper by Wu and Srihari but their implementation changes the optimization problem while ours is simpler [27] . Also note that Wu and Srihari did not use feature pseudo-documents, and instead used the instance weighting technique to weight documents.
Method 2: The second method controls the extent of influence of the misclassified support vectors. We can do this by controlling the weight C for the feature pseudo documents by modifying the optimization problem as follows:
where |F| is the number of terms a user has marked, and also equals the number of training pseudo-documents. The upper bound on the λi values corresponding to the training pseudo-documents (t < i ≤ t + |F|) is C/|F|. In this way, as more training pseudo documents are available (probably due to the topic being very descriptive), the influence of an individual pseudo-document vector is decreased. Note that λi values for the training documents (1 ≤ i ≤ t) continue to remain bounded by C (where C ≥ C/|F|).
Pseudo Relevance Feedback
We now consider soft labeling the unlabeled examples in U and using them in the training. The assumption here is that unlabeled examples containing a term that the user has associated with a given class are likely to belong to that class, thereby enabling us to assign a "soft-label" to the document. The greater the number of terms that the user has marked for a given class that appear in a document, the greater the confidence in our soft-label. It is easy to see why this method benefits from the labeling of redundant features.
Let F = F + + F − where F + and F − denote the set of terms that the user has associated with the classes corresponding to the labels +1 and −1 respectively. Let vi+ denote the similarity of an unlabeled document Xi (Xi ∈ U) to F + . Similarly we can compute v − i . vi can denote any similarity metric of choice. Let g(vi) be a monotonically increasing function with range (0, 1]. We now modify the optimization problem to include unlabeled instances as follows: 
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This idea has been used successfully in the past [27] . Like in that work, vi is simply set to be the cosine similarity and g(vi) = vi since vi has the desired (0, 1] range.
EXPERIMENTAL SETUP
We used a total of four corpora for our experiments. The Reuters-21578 corpus [19] , a standard benchmark for text categorization, was used as the development data set. The remaining corpora formed our test sets. The second corpus is the 20-Newsgroups dataset collected by Lang [13] with about 20,000 documents which are postings on 20 Usenet newsgroups. The third corpus is the TDT3 corpus [1] provided by the LDC that has documents in multiple languages from both broadcast and news-wire sources. Broadcast output is available as the output of an automatic speech recognizer (ASR). Similarly for documents not originally in English the output of a machine translation (MT) is provided (target language English). We also used the larger reuters RCV1 corpus consisting of about 800K documents [15] . A pool size of 1000 was used for all corpora except the RCV1 corpus where the pool consisted of the training documents in the Mod-Apte split [15] (about 23K documents).
The (feature) oracle in our experiments has access to the labels of all documents in the data-set and uses this information to return a ranked list of features sorted in decreasing order of importance. Information gain is a common measure for ranking features and has been found to be quite effective [23, 4] , and is easy and quick to compute. In our oracle experiments we cut off the ranked list at a threshold determined by the shape of the information gain curve in the following way. We took the top 30 features computed by information gain, and computed the average score. All features with scores above the average were considered "relevant" by the oracle. The oracle also associated a category label with a feature by computing the probability of occurrence of a feature in each of the two classes using all the labeled data. The feature was labeled with the category with greater likelihood of containing the feature. Performance using the oracle is a loose upper bound on the effectiveness of feature selection and subject to the accuracy of the feature selection algorithm, but since we use a large amount of data to estimate the oracle, we expect this bound to be fairly tight.
Since accuracy is inappropriate as a measure of effectiveness for many of the data sets as the proportion of positives is very small, we measured performance using the F1 score, the harmonic mean of precision and recall. We measure performance of tandem learning after 10 actively picked documents have been labeled since it has been found that there is little use of feature labeling after this point [18] . Note that a total of 12 documents would have been labeled at this point including the 2 original (T = 12). We compare the performance with traditional document only and term only methods. We also resorted to asking the user for 2 documents for feedback at each iteration (I = 2). Preliminary experiments revealed that there was little negative impact to accuracy in this approach (as compared to I = 1, with some gain in efficiency. We set the feature feedback quota, B f , to a value of 100. It has been estimated that a document takes 5 times more time to label than a feature [18] . Their experiment was very conservative, more of a worst case scenario, and in reality one expects feature labeling to be faster, depending on the interface in which it is shown to a user. However, using this upper bound, labeling a 100 features roughly equals the effort needed to label 20 documents. Hence we also compare tandem learning performance at T = 12 and B f = 100 with the performance of traditional active learning after 32 documents that is, when T = 32 and B f = 0, since labeling 12 documents +100 terms 12 documents + 20 documents.
In the next section we use an oracle to determine which of the three feature incorporation methods is better. We find a combined approach using all three methods to be best, which is what we use for the final implementation.
CHOICE OF METHODS
For instance selection we experimented with using 2 uncertain or 2 of the most relevant documents for feedback. We found that for the tandem learning algorithm a mixture of the most relevant and uncertain documents was best. Performance of tandem learning is compared to baseline systems that use both, only actively sampled documents and a mixture of active and top ranking documents for feedback. Initial experiments showed that using only top ranking documents for feedback performed very poorly for classification.
We conducted experiments by simulation using the oracle. Every time a feature was presented to the user for feedback, we labeled it based on the oracle's judgment of the feature. Results of these upper bound experiments are shown in Table 2 . Rows two and three give the performance of the two baselines. Uncertainty sampling is clearly better than using a mixture of top ranking and uncertain documents. We tuned our parameters on a handful of topics in the Reuters 21578 corpus for a system that uses all three modes of feedback together. The results of that experiment are tabulated in row 5. There is a 27% improvement in performance. We then conducted ablation experiments to study the benefit of each feature incorporation method separately (rows 6, 7 and 8) and various combinations of them (rows 9, 10 and 11). Pseudo relevance feedback (Method III) is the best performing method, and by itself gives a significant 1 improvement in performance. Scaling (Method I) on its own, also improves performance, but Method II only slightly improves performance. Method II in conjunction with each of Method I and Method III improves performance (although almost negligibly) over each of these methods individually. A combination of Methods I and III is significantly much better than the baseline, and when Method II is combined with them there is a tiny improvement over that combination. The result of using only active documents for feedback in combination with all 3 feature incorporation techniques is 0.661 (almost identical to the 0.651 value obtained using a mixture of uncertain and top ranking documents). Hence in our final implementation we use a joint approach with all three methods with a combination of active learning and topdocs. Table 1 shows example pseudo documents that are support vectors in the final system. The experimental setup for our final implementation that uses all three methods is described next.
The parameters p, c, a, d and r were set to values of 25, 10, 10, 1 and 10 respectively. The average performance for each topic was computed using 10 different random initializations of the initial 2 documents. We also took care that if the system had already queried the user (or oracle) for a feature in a given iteration, that feature was not asked about in subsequent iterations.
RESULTS WITH AN ORACLE
Results on all corpora are tabulated in Table 3 . We compare our results with many baselines. The "only documents" methods in rows 2, 3, 4 and 5 do not use user feature feedback at all. The second row shows the results of querying the user on one top ranked document, and one uncertain document in each round of active learning (init size = 2, T = 12, I = 2). The setup for the third row is identical to the second, except that T = 32. The fourth and fifth rows show the results when both documents that the user is asked for feedback on are uncertain ones, for the cases when T = 12 and T = 32. For most corpora it seems that pure uncertainty sampling is better than a combination of uncertainty sampling and topdocs when T = 12 (compare rows 2 and 4) and even when T = 32 (rows 3 and 5).
The sixth row shows the results of using the terms marked relevant by the oracle, and no document feedback. For that experiment, we took all terms in this set and issued them as a query to the pool U. A TF-IDF model was used, and the documents were ranked by similarity to the set of oracle marked terms. The top 10 documents were treated as positive documents and the bottom 10 as negative.
The seventh row corresponds to the case when the initial classifier is learned as before (init size = 2) and subsequently during active learning, the human is queried on only features. The eighth row is the result of using the full tandem learning system. Given that with 2 labeled documents the performance of the classifier is 0.179, 0.154, 0.053 and 0.078 respectively for each of the four corpora, we observe that we are able to recommend enough useful features to improve over the initial classifier by 10% (absolute difference between row 8 and row 5 of the performance of the 20NG, TDT3 and RCV1 corpora).
Comparing the results of tandem learning (eighth row) to methods that use only documents for feedback (rows two through five) we see that for all corpora, feature feedback significantly outperforms a system that uses only 12 documents for training. Tandem learning is also better than using 32 documents for feedback for three of four corpora. Remember 32 documents is a loose upper bound on the effort required to label a 100 features. For the RCV1 corpus, labeling 32 documents results in better performance than tandem learning. However, the improvement in performance of tandem learning for RCV1 over the case when T = 12, B f = 0 (row 3) is much more in magnitude than the loss in effectiveness due to expending extra effort in feature feedback instead of document feedback (compare row 8 and row 5 for RCV1), indicating that the terms labeled are quite useful, and probably only a little less useful than the documents. Note that these results depend on how good the estimate of the oracle is. Many problems in RCV1 have very few positive documents. It is possible that a better estimate of the oracle, say by using domain knowledge will boost performance at least up to that of the case when T = 32. 50% 25%, 86% and 98% of the topics in each of the four corpora are improved over the baseline corresponding to row 4 of the table. The topics that were improved for the Reuters and 20 Newsgroups corpora saw substantial improvements while the topics that were hurt suffered negligible change in performance.
Such a comparison, asking how much effort is expended on marking features and whether that effort is better spent in marking documents differentiates our work from all past work [27, 9, 8] in machine learning that uses user prior knowledge to boot-strap learning. From our observations, spending some effort to mark features is almost never an effort wasted. Many times it boosts learning, improving over a paradigm that just uses documents for feedback, and does not hurt performance. Numbers in bold indicate statistically significant improvements in performance over the previous row. It is well known that the categories in the Reuters corpus are defined by a small set of well selected features, whereas 20 NG needs many more features [3] which explains why 20NG needs a greater feedback quota.
A PRELIMINARY USER STUDY
We now ask whether humans can label features that benefit active learning (i.e., the oracle marked features). We also question whether this feedback is beneficial to active learning even if the feature labels people provide are imperfect.
Experimental Setup
We obtain feedback on features offline, using a TREC "poolinglike" approach and then use the judgments so obtained to measure the effectiveness of user marked features on the tandem learning system. We employed this methodology rather than one where an actual user labels features and documents in tandem because our approach is cheaper and allows us to run many repeated trials of our experiments, also enabling us to do significance testing. We used Table 4 : Inter-annotator agreement and performance using the user labeled features on the TDT3 corpus. P+ and R+ denote the precision and recall of the features the user labeled in the "relevant (on-topic)" class with respect to the features that the oracle ascribed to the "relevant class". P-and R-denote the corresponding numbers for the "non-relevant" class. Performance (F1) of tandem learning using user labeled features is comparable to that of the oracle performance of 0.336, and is significantly better than the baseline of 0.176 (corresponding to row 2 of Table 3 ). The 0.316 performance obtained using User 1's positively labeled features is statistically indistinguishable from the performance of the oracle.
the LDC judgments on documents, and reserved our annotators efforts only for feature judgments. The annotator did not have to judge a given feature for a given problem more than once. We also discarded features that were rarely asked by any algorithm, saving annotator effort significantly. We could also repeat experiments as simulations with our database of relevance judgments allowing us to further develop algorithms for interactive feature selection, testing them using this simulation-like approach. We ran the system for 10 different choices of the initial positive and negative documents (Step 1 in Fig. 1 ) for each topic in the TDT3 corpus. Let us call each initialization for a given topic a "run". We concatenated all recommended terms (Step 3.a) keeping track of how many times a term was recommended across different runs. We discarded all terms that were recommended only once across all runs for a topic. For each topic we then added the terms determined relevant by the oracle into the pool giving us an average of 130 terms per topic.
We had one paid annotator judge 60 topics in the TDT3 corpus. She was not a computer scientist, rather a political science major, computer literate and familiar with some basic statistics. She was briefly explained the task in a 15 minute training session. She was also given written instructions. She was given a brief description with access (as a hyper-link) to a detailed topic description before she began making terms. Both the brief and detailed topic descriptions are provided by the LDC.
We sorted all terms alphabetically, and showed her each term with 4 contexts in which it appears in the corpus. A small pane with a reminder of the topic (the brief topic description) and a link to the more detailed description was available to the user at all times. We retrieved context for each feature by issuing that term as a one word query using the Indri toolkit [24] . Context helps disambiguate a word and also provides a snapshot of the senses it appears in, in the corpus. For example context is useful in helping a user determine the meaning of the feature ct as cents and not Connecticut in Reuters documents. The term ct is a relevant feature for the Reuters earnings category. Another example where context proves to be particularly important is in having the human overcome the effects of machine translation and ASR errors. The word "nobel" is consistently mis-translated as "promises bell" in machine translation documents and hence the word bell turns out to be a useful feature for the topic Nobel prizes awarded. A user might be able to notice such an error and mark the word "bell" as associated with the relevant documents.
Terms were shown one at a time and at each instance the user was asked to mark one of the three choices in Section 3. We imagine that in a more realistic implementation, terms will be shown as lists, which is probably faster than having a user judge one feature at a time. The term-at-a-time method is however, the best interface for a controlled experiment to measure users' abilities to mark features. In fact in an earlier study we did not even show context and the user was given a very brief topic description. One option for this study was to show an initial screen with a list of features, and for each feature a hyper-link to a context, in case the annotator needed clarification about the meaning of a feature. We avoided this interface because it is possible that a user might not click on a link because of a pre-conceived notion of what the feature means. For example, a user who assumed ct stood for Connecticut and never imagined it could mean anything else (cents in our case) would not click on the link.
The author of this paper also judged terms for all 60 topics. Although one might think that the author would represent a biased user, with domain knowledge of the corpus, the underlying algorithm and so on, surprisingly it turns out that she and the paid annotator perform almost on par, especially in terms of the final effectiveness of the tandem learning algorithm as we will see next.
Results
We measure the extent to which our users tend to agree with each other about the importance of features using the kappa statistic [5] , a measure that quantifies the agreement between annotators that independently classify a set of entities (in our case the features) into classes (relevant versus non-relevant/don't know). Table  4 shows the kappa values for each of the two users for the 3-way classification problem (columns 2 and 3). The agreement between User 1 (the paid annotator) and the oracle is "poor", but the agree-ments between User 1 and User 2 (the author) and between User 2 and the oracle are "fair" (according to the interpretation of Kappa by Landis and Koch [12] ). Upon investigation we found that User 1 had a tendency to attribute many features to the "non-relevant" category. User 2, on the other hand typically marked only "relevant" features, leaving all others to the default "don't know" category. This tends to match with the oracle to quite an extent. The oracle marked 12 features (on average over the 60 topics) as belonging to the "relevant" class and 0.013 features as belonging to the "non-relevant". If we collapse, the "non-relevant" and "don't know" categories into one, giving a 2-way classification problem (columns 4 and 5), we see increased agreement between the two users, reflecting an overall "moderate" (and bordering on "substantial") agreement.
We also report precision and recall of each of the users with respect to the oracle in Table 4 . As mentioned earlier, the oracle had extracted about 12 terms on average per topic. Users tend to be more verbose than the oracle, with User 1 judging 25 terms (average) in the "relevant class", 29 terms in the "non-relevant" class, and the remaining terms in the "don't know" class. These numbers are 15, and 0.33 respectively for User 2. Both users have very high recall, but relatively lower numbers of precision. Remember that the oracle is constructed from a feature selection algorithm, which might suppress redundant features, whereas the users did not do so. Ultimately it should be the recall with respect to the oracle that matters for effectiveness. In fact it is indeed the case that performance of the algorithm using user labeled features is almost on par with that of the oracle (see last two columns of table 4).
CONCLUSIONS
In summary our conclusions are: 1. That there exist a set of features, for which if the learner is provided relevance information, the speed of active learning can be significantly improved. 2. That the learner can pick these features to ask the teacher for feedback on, in a tandem learning like framework. 3. And that these features can be marked by humans fairly easily.
FUTURE WORK
Our algorithmic methodology allows us to clearly separate what the system needs to know and can achieve in the limit, and what users are able to provide. Researchers with an engineering focus should aim to better this upper bound performance. And those with an HCI focus should aim at designing interfaces that enable users to achieve the same recall as the oracle. Additional analysis, experiments and ideas for future work can be found elsewhere [17] .
