Abstract-The number of connected devices is growing and in the near future it is expected to become extremely large in cities. As a consequence, using simulators to study and prepare a project of installing new networks before their real deployment is of great importance. They can help to predict some important information like signal overload or the feasibility of the deployment in terms of location, interferences, communication and cost. In this paper we present a new architecture for the platform CupCarbon, developed within the research project PERSEPTEUR. The main objective of this platform is to design and simulate Wireless Sensor Networks dedicated to Smart-city and IoT applications. It allows to validate distributed algorithms in a 2D/3D environment, taking account of the city buildings in which to deploy the network, the mobiles, and using accurate models of radio propagation and interferences in that environment.
I. INTRODUCTION
A wireless sensor node is mainly composed of a microcontroller, a number of sensors, a battery and a radio module. This later is designed to be low energy consuming since it is the part that consumes the most. One way to reduce this consumption is to reduce the radio communication range, as is the case of the ZigBee 802.15.4 standard, which is designed especially for Wireless Sensor Network (WSN) applications. Since the radio range is small, it is required to use many sensor nodes in order to route any information to the coordinator or to the base station. Since these nodes communicate wirelessly, it is suggested to use a low cost communication algorithm. Many protocols have been presented in the literature.
Another way is to route messages directly to the base station in only one hop. This is possible by using low cost and long distance wireless communication modules as is the case with the LoRa and SigFox protocols.
Since it is expected that in the near future, more than 50% of the population will live in cities, the number of connected devices will increase significantly. This will lead to the use of a huge number of devices communicating wirelessly. Therefore, our environment will be saturated in terms of communication signals and spectrum. This can be restrictive for any future WSN installation. That is why it is necessary to thoroughly study any new project before its real installation. To do this, simulators must be used to study the impact, in terms of wireless signal overload and security, of any new installation before its real deployment.
The existing simulators, like NS-2/3 [1] , OMNET (Castalia) [2], TOSSIM [3] , OPNET [4] , WSNet [5] , etc., are used mainly to develop new routing protocols. However, in the context of smart-cities and IoT, their radio channel and interference models are very simple and do not take into account the real city environment. Besides, they do not integrate the visualization in order to validate easily the developed algorithm. The main contributions of this multidisciplinary work is to keep simulation times very short while taking into account the 3D, an accurately simulated radio channel with the impact of the obstacles on the environment and a realistic evaluation of the interference. The platform has been developed with the following objectives:
• Study the deployment of wireless sensor networks by taking into account the mobility and the availability of the spectrum, • Simulate performances and services of a wireless sensor network in a 2D/3D realistic environment, • Study the feasibility of communication, the reliability of the network and its cost, • Detect any interference zones in order to improve the quality of the deployment, • Simulate accurately and quickly the radio propagation in a real urban environment, • Visualize the simulation result in order to debug and validate a developed algorithm.
The remainder of the paper is organized as follows: Section II presents the proposed platform. In Section III the architecture and the simulator CupCarbon is presented and finally, Section IV concludes the paper.
II. THE PRESENTATION OF THE PLATFORM
As shown in Fig. 1 , the proposed platform is composed of 4 main parts: a 2D/3D environment block, an interference block, a radio channel block and an implementation block. These parts are detailed in the following sections.
A. Radio channel block
CupCarbon integrates two radio propagation models. The first one is a 2.5D based on a point to zone acceleration structure called visibility tree [11] , [12] (cf. Fig. 2 ). It allows to estimate very quickly the channel attenuation and the channel Impulse Response (IR) according to a large number of receivers. The second one is a full 3D ray-tracing associated with a Monte-Carlo algorithm (cf. Fig. 3 ). It is able to exploit the slight diffuse behavior of the reflection surfaces but not the diffraction yet. Furthermore, as it uses full 3D ray-tracing routine, it demands a lot of intersection tests between rays and geometrical objects (buildings), driving to larger computation time. A specific implementation on GPU is being realized and should allow a significant reduction of the computation time. 
B. Interference block 1) PHY Layer:
A significant originality in CupCarbon is to be able to implement the true PHYsical layer of the communication. Baseband models for three different standards have been integrated: the ZigBee [8] , WiFi [9] and LoRa [10] protocols. The evaluation of a link quality can now be based on accurate transmission conditions that take into account the radio channel and the data encoding. This approach however can be very time consuming if we need to generate all the signals in the city. That is why we propose in the next section some statistical approaches to model interference.
2) Interference: Interference is a significantly limiting factor in dense networks. In Fig. 4 , a ZigBee packet is transmitted in an environment with Bluetooth and WiFi sources of interference. The short Bluetooth signal corrupts the ZigBee packets which need to be re-transmitted. An exact evaluation of this interference is feasible and CupCarbon allows a generation of all the received signals. However, such an approach can become very time consuming due to a possibly high number of interfering sources: signals have to be generated, channels to be simulated and the addition of all the received contributions creates the interference. To avoid too heavy calculations, it is possible to randomly generate the interference. However, as shown in many papers (see [6] , [7] for instance) a Gaussian model is not accurate. One solution is to accurately evaluate the main contributions of the interference and to randomly generate the global contribution of the less impacting interferers. Another possibility is to generate the global interference with a single distribution. Our proposal is to use α-stable distributions with parameters depending on the radio channel statistics and the interferer density. Future work will include a study of spatial dependence in the interference model using Copulae [15] .
C. 2D/3D Environment block
The 2D and 3D visualization is very important for the deployment of the different nodes of the network. The 3D environment helps to achieve an accurate deployment in which the elevation can be taken into account. This elevation generates different radio propagation and interferences. The 2D environment is useful for simulation debugging and validation. Fig. 5 shows an example of a city displayed in the 3D environment of the CupCarbon simulator.
The 3D environment of CupCarbon is composed of ground elevation, buildings and various objects like sensor nodes. The ground elevation model can be imported into a CubCarbon project using heightmaps, which are simple grayscale images and meta data, providing GPS coordinates and bounds (min and max altitude) of the heightmaps. The ground elevation can also be obtained using external web services such as Google Elevation API. Once the elevation is imported, a bilinear interpolation is performed to compute a triangle mesh. Top shapes of buildings can be imported from the Overpass API provided by OSM (Open Street Map). Then these shapes will be extruded on the ground elevation. Sensor nodes are simply represented by spheres of various colors and sizes, depending on their respective states and types. Links between sensors are shown by lines. Ground, buildings and sensor node meshes are then sent to the graphic card using the OpenGL API. Since CupCarbon is programmed in Java, we have used the JOGL (Java OpenGL) library in order to create and use the OpenGL context.
D. Implementation block
The platform was designed with a modular structure to simplify replacement and customization of specific parts of the simulator. The modular structure provides two very important abilities. The first one is the simplification and the customization of the target architecture. It is easy to modify parts of the architecture, while keeping the rest unchanged. This makes the platform useful for simulating specific wireless sensor networks. The second ability is to promote multiple implementations of a given module, which allows users to switch rapidly and easily between different versions.
III. THE PROPOSED ARCHITECTURE
The architecture in Fig. 6 shows the main modules of the CupCarbon simulator. They are described as follows:
• 2D/3D City model module: this module represents a digital format of a city. It contains the different informations about the buildings, roads, places, etc. It is the main part of the simulator that is first presented to the user. It allows to deploy the different sensor nodes of the network and it is used to calculate the interferences and the signal propagations.
• Mobility module: It allows to create the routes of the mobiles. A mobile can be just a device without any communicating system or it can be a sensor node or a device with a sensor node. The mobility can be fixed in advance, where the mobile follows a given trajectory. It can be determined in the script according to a given situation (e.g., detection of a target, an abnormal sensed value, etc.) which allows to perform intelligent mobility.
• Network module: This module allows to design the wireless sensor network which will be simulated.
• Communication Script module: This module represents the interpreter of the SenScript language used to program each node of the network. The simulator will execute the instructions of the script of each node.
• Radio Channel Propagation module: This module is used to calculate the channel attenuation and its impulse response according to each couple of nodes in the network. These data allow to determine for each couple of sensor nodes whether the level of interference or the transmitted packet is received or not. Therefore, it allows to determine whether they can communicate in the format of a matrix (cf. Propagation And Connection Matrix block).
• Interference module: This module is used to determine for each sent message whether it will be received or not by the receiver. It uses the models presented above. This is where the PHY layer is implemented.
• Simulation module: This module is the kernel of the proposed architecture. It is based on discrete event simulation. The events are generated either by executing each instruction of the script of each sensor node or by a real event like mobility or a natural event like temperature, gas, etc. An existing version of the simulator CupCarbon is available online [13] , [14] . Fig. 7 shows its main graphical user interface. It is ergonomic and designed to be used in an easy and intuitive way.
IV. CONCLUSION
We have presented a new architecture of a platform called CupCarbon for the simulation of Wireless Sensor Networks dedicated to Smart-cities and Internet of Things. The originality of this platform is the visualization of the simulation results during the execution process, which takes into account the radio propagation and the interferences generated by the sensor nodes deployed on a 3D digital city. The integrated radio models are developed within the framework of this work. They are accurate and fast to simulate. We are working on a new version where the virtual nodes will be replaced by real ones, like Arduino and Raspberry, and where the simulation will be executed on these nodes. The existing CupCarbon version will serve for their programming and the visualization. The main advantages of this platform is the possibility to prepare quickly any real IoT network without programming each real sensor node individually, and to allow an accurate study of some parameters on the basis of real networks instead of virtual ones.
