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Abstract
In this paper we propose a representation theorem for local operator spaces which extends Ruan’s repre-
sentation theorem for operator spaces. Based upon this result, we introduce local operator systems which are
locally convex versions of the operator systems and prove Stinespring theorem for local operator systems.
A local operator C∗-algebra is an example of a local operator system. Finally, we investigate the injec-
tivity in both local operator space and local operator system senses, and prove locally convex version of
the known result by Choi and Effros, that an injective local operator system possesses unique multinormed
C∗-algebra structure with respect to the original involution and matrix topology.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Local operator space; Matrix seminorm; Local operator system; Quantized domain
1. Introduction
The known [9, Theorem 2.3.5] representation theorem for operator spaces asserts that each
abstract operator space V can be realized as a subspace of the space B(H) of all bounded linear
operators on a Hilbert space H . By realization we mean a matrix isometry Φ :V → B(H) of V
onto the subspace Φ(V ) ⊆ B(H). This result plays a central role in the operator space theory. It
allows one to have an abstract characterization of a linear space of bounded linear operators on a
Hilbert space.
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A. Dosiev / Journal of Functional Analysis 255 (2008) 1724–1760 1725Physically well motivated, operator spaces can be thought as quantized normed spaces, where
we have replaced functions by operators regarding classical normed spaces as abstract function
spaces. Another motivation is observed by the dominating property in the noncommutative func-
tional calculus problem [6], which confirms that (joint) spectral properties of elements of an
operator algebra can be expressed in terms of matrices over the original algebra. The implemen-
tation of this proposal would lead to a reasonable joint spectral theory in an operator algebra.
To have more solid justification of the quantum physics and noncommutative function theory
it is necessary to consider operator analogues of locally convex spaces too, that is, quantizations
of polynormed spaces. That leads to linear spaces of unbounded Hilbert space operators or more
generally, projective limits of operator spaces. In recent years, this theory has been developed
by Effros, Webster and Winkler in [10,11,20] under the title “local operator spaces.” The central
and subtle result of their investigations is an operator version of the classical bipolar theorem [10,
Proposition 4.1], which asserts that the double operator polar of an absolutely matrix convex and
weakly closed matrix set coincides with itself (see below Theorem 6.1). This result allows one to
have a fine description of a continuous matrix seminorm on a local operator space in terms of the
matrix duality (see Section 6). It also provides a scale of possible quantizations of a polynormed
space, namely the scale of min and max quantizations. The Krein–Milman theorem for local
operator spaces was proposed by Webster and Winkler in [21].
In the present work we provide an intrinsic description of local operator spaces as above
mentioned characterization for operator spaces, and investigate the injectivity in this framework
proposing locally convex version of the known result by Choi and Effros [4]. We prove that
each local operator space can be realized as a linear space of unbounded operators on a Hilbert
space, that is, as a concrete local operator space. Namely, we fix a Hilbert space H and its
upward filtered family of closed subspaces E = {Hα}α∈Λ such that their union D is a dense
subspace in H . We say that E is a quantized domain in H with its union space D. The family
E in turn determines an upward filtered family p = {Pα}α∈Λ of projections in B(H) onto the
subspaces Hα , α ∈ Λ. The algebra of all noncommutative continuous functions on a quantized
domain E is defined as
CE (D) =
{
T ∈ L(D): T Pα = PαT Pα ∈ B(H), α ∈ Λ
}
,
where L(D) is the associative algebra of all linear transformations on D. Thus each T ∈ CE (D)
is an unbounded operator on H with domain D such that T (Hα) ⊆ Hα and T |Hα ∈ B(Hα).
Obviously, CE (D) is a subalgebra in L(D). Let us also introduce the ∗-algebra
C∗E (D) =
{
T ∈ CE (D): PαT ⊆ T Pα, α ∈ Λ
}
of all noncommutative continuous functions on E . Each unbounded operator T ∈ C∗E (D) has
an unbounded dual T such that D ⊆dom(T), T(D) ⊆ D and T ∗ = T|D ∈ C∗E (D).
Moreover, the correspondence T → T ∗ is an involution on C∗E (D), thereby C∗E (D) is a unital ∗-
subalgebra (see Proposition 3.1) in CE (D). The family of (matrix) seminorms p(n)α (v) = ‖v|Hnα ‖,
v ∈ Mn(CE (D)), n ∈ N, α ∈ Λ, determines a (complete) local operator space structure on
CE (D). Moreover, CE (D) equipped with the polynormed topology determined by the family
{p(1)α : α ∈ Λ} is a unital Arens–Michael (complete locally multiplicative) algebra whose ∗-
subalgebra C∗E (D) is a unital multinormed C∗-algebra.
A concrete local operator space on D is defined as a (local operator) subspace in CE (D). The
representation theorem proved in Section 7 asserts that each local operator space V is a concrete
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is, there is a topological matrix embedding V → CE (D). Moreover, if V is a Fréchet operator
space then V ⊆ C∗E (D) for a certain quantized Fréchet domain E (that is, E is countable).
The result on operator realizations of a local operator space generalizes Ruan’s representation
theorem for operator spaces. To restore a natural connection between the local operator spaces
and unital multinormed C∗-algebras as it was in the normed case we introduce in Section 4.2 a lo-
cal operator system V as a unital self-adjoint subspace of the multinormed C∗-algebra C∗E (D).
Thus ID ∈ V and T ∗ ∈ V for each T ∈ V . Note that each local operator system is an inverse
limit of (normed) operator systems. A ∗-subalgebra in C∗E (D) called a local operator algebra
presents another example of a local operator system.
An important role in local operator systems is played by the local positivity. We say that an
element T of a local operator system V is local hermitian if T = T ∗ on a certain subspace Hα ,
that is, T |Hα = T ∗|Hα = (T |Hα)∗ in B(Hα). Respectively, an element T ∈ V is said to be local
positive if T |Hα  0 in B(Hα) for some α ∈ Λ. Further, let V ⊆ C∗E (D) and W ⊆ C∗S(O) be
local operator systems on quantized domains E = {Hα}α∈Λ and S = {Kι}ι∈Ω with their union
spaces D and O, respectively. A linear mapping ϕ :V → W is said to be local matrix positive
if for each ι ∈ Ω there corresponds α ∈ Λ such that ϕ(n)(v)|Knι  0 whenever v|Hnα  0, and
ϕ(n)(v)|Knι = 0 if v|Hnα = 0, v ∈ Mn(V ), n ∈ N, where ϕ(n) :Mn(V ) → Mn(W), n ∈ N, are the
canonical linear extensions of ϕ over all matrix spaces.
Based upon the local positivity concept we prove Stinespring theorem for local operator sys-
tems which involves the multinormed C∗-algebra C∗E (D) over a quantized domain E instead
of B(H). Namely, let A be a unital multinormed C∗-algebra with a defining family of C∗-
seminorms {pα: α ∈ Λ}, E a quantized domain in a Hilbert space H with its union space D
and let ϕ :A → C∗E (D) be a unital local matrix positive mapping. Then there are a quantized
domain S in a Hilbert space K containing E and a unital local contractive ∗-homomorphism
π :A → C∗S(O) such that
ϕ(a) ⊆ PHπ(a) for all a ∈ A,
whereO is the union space of S and PH ∈ B(K) is the projection onto H . This result allows us to
have a description of a C∗-seminorm on a unital multinormed C∗-algebra in terms of contractive
∗-representations whose representation spaces have bounded Hilbert space dimensions. Using
this fact, we prove a representation theorem for unital multinormed C∗-algebras. Thus each unital
multinormed C∗-algebra A is a local operator C∗-algebra up to a topological ∗-isomorphism,
that is, there is a topological (matrix) ∗-isomorphism A → C∗E (D) from A into the multinormed
C∗-algebra C∗E (D) of all noncommutative continuous functions on a certain quantized domain E
with its union space D. This is a GNS theorem for noncommutative multinormed C∗-algebras.
In Section 8, we investigate the injectivity in both local operator space and local operator
system senses. We prove Arveson–Hahn–Banach–Webster theorem for local operator systems
which involves the algebra C∗E (D) over a quantized Fréchet domain E , instead of B(H). Namely,
let V be a local operator system and let W be its operator system subspace. Then each local
matrix positive mapping ϕ :W → C∗E (D) has a local matrix positive extension
V
Φ
C∗E (D)
∪
W
ϕ
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the local operator space theory should be the algebra C∗E (D) over a quantized domain E .
Finally, we prove that each injective local operator system is a unital multinormed C∗-algebra
with respect to the original involution and matrix topology. In the normed case this result was
proved in [4] by Choi and Effros. Here we are observing a serious gap between normed and
locally convex versions. In the normed case the original matrix norm on an injective operator
system V in B(H) is a C∗-norm with respect to the new multiplication created by a morphism-
projection B(H) → B(H) onto V , which in turn implies that V is a C∗-algebra. But similar
argument fails to be true for an injective local operator system V ⊆ C∗E (D). The original ma-
trix seminorms on C∗E (D) are not C∗-seminorms on V with respect to the new multiplication
determined by a morphism-projection (unital local matrix positive projection) C∗E (D) → C∗E (D)
onto V . To overcome this obstacle we introduce in Section 8.3 a new family of C∗-seminorms
on V which is equivalent to the original one. As a result we prove that each injective local op-
erator system possesses unique multinormed C∗-algebra structure with respect to the original
involution and matrix topology.
Some of the obtained results have been announced in [7] and they are applied to the quantized
moment problems in [8].
2. Preliminaries
The direct product of complex linear spaces E and F is denoted by E × F and we put Ek
for the k-times product E × · · · × E. The linear space of all linear transformations between E
and F is denoted by L(E,F ), and we write L(E) instead of L(E,E). The identity operator on
E is denoted by IE . It is the unit of the associative algebra L(E). Take T ∈ L(E). The n-fold
inflation T ⊕n = T ⊕ · · · ⊕ T ∈ L(En) of T is acting as (xi)i → (T xi)i , xi ∈ E, 1 i  n. If T
leaves invariant a subspace F ⊆ E, then T |F denotes the restriction of T to F . The C∗-algebra
of all bounded linear operators on a Hilbert space H is denoted by B(H). The domain of an
unbounded operator T on H is denoted by dom(T ). For an unbounded operators T and S on H
we write T ⊆ S if dom(T ) ⊆ dom(S) and T x = Sx for all x ∈ dom(T ). If T is a densely defined
operator on H then T denotes its dual operator, thus 〈T x,y〉 = 〈x,Ty〉 for all x ∈ dom(T ),
y ∈ dom(T), where 〈·,·〉 is the inner product in H .
The linear space of all m×n-matrices x = [xij ] over a linear space E is denoted by Mm,n(E),
and we set Mm(E) = Mm,m(E), Mm,n = Mm,n(C). Further, M(E) denotes the linear space of
all infinite matrices [xij ] (xij ∈ E) where all but finitely many of xij are zeros. If E = C we
write M instead of M(C). Each Mm,n(E) is a subspace in M(E) comprising those matrices x =
[xij ] with xij = 0 whenever i > m or j > n. Moreover, M(E) = lim→ Mm,n(E) is the inductive
limit of these subspaces. Note that Mm,n(L(E)) = L(En,Em) up to a canonical identification.
In particular, Mn(L(E)) = L(En). The space Mm,n(E) (respectively, M(E)) equipped with a
certain polynormed (or locally convex) topology, is denoted by Mm,n(E) (respectively, M(E)).
For instance, if E = H is a Hilbert space then Mn(B(H)) = B(Hn) = Mn(B(H)). In particular,
Mm,n is the space Mm,n with the operator norm ‖ ·‖ between the canonical Hilbert spaces Cn and
Cm. Take a ∈Mm,s , v ∈Ms,t (E) and b ∈ Mt,n. The matrix product avb ∈ Mm,n(E) is defined by
the usual way avb = [∑k,l aikvklblj ]. The direct sum of matrices v ∈ Ms,t (E) and w ∈Mm,n(E)
is denoted by v ⊕ w ∈ Ms+m,t+n(E). By a matrix set B in the matrix space M(E) we mean a
collection B = (bn) of subsets bn ⊆ Mn(E), n ∈ N. For matrix subsets B and M in M(E) we
write B ⊆ M whenever bn ⊆ mn for all n. A matrix set B in M(E) is said to be absolutely matrix
convex if bm ⊕ bn ⊆ bm+n and abmb ⊆ bn for all contractions a ∈ Mn,m, b ∈ Mm,n, m, n ∈ N.
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absolutely matrix convex.
A linear mapping ϕ :E → F has the canonical linear extensions ϕ(n) :Mn(E) → Mn(F ),
ϕ(n)([xij ]) = [ϕ(xij )], n ∈ N, over all matrix spaces. We also have a linear mapping ϕ(∞) :
M(E) → M(F ) such that ϕ(∞)|Mn(E) = ϕ(n), n ∈ N.
2.1. Local operator spaces
Now we introduce local operator spaces [9,10,20]. Let E be a linear space and let
p(n) :Mn(E) → [0,∞], n ∈ N, be gauges (respectively, seminorms) over all matrix spaces. The
family p = (p(n))n∈N is said to be a matrix gauge (respectively, matrix seminorm) [10] on E if
p possesses the following properties:
M1. p(m+n)(v ⊕w)max{p(m)(v),p(n)(w)}.
M2. p(n)(avb) ‖a‖p(m)(v)‖b‖,
for all v = [vij ] ∈ Mm(E), w = [wij ] ∈ Mn(E), a ∈ Mn,m, b ∈ Mm,n, n,m ∈ N. Note that M2
implies that
p(1)(vij ) = p(1)
(
EivE
∗
j
)
 p(n)(v) = p(n)
(∑
E∗i vijEj
)

∑
p(1)(vij ) (2.1)
for any v = [vij ] ∈ Mm(E), where Ei are the canonical row matrices. Let p and q be matrix
gauges on E. We write p  q whenever p(n)  q(n) for all n ∈ N. It is a partial order structure
over all matrix gauges on E. In particular, we define supι pι = {supι p(n)ι : n ∈ N} for a family
{pι} of matrix gauges on E. Note that for a matrix gauge p on E, M1 implies that we have a
well-defined gauge p(∞) :M(E) → [0,∞] given by the rule p(∞)(x) = p(n)(x), x ∈ Mn(E),
furthermore the relation p  q for matrix gauges turns out to be a usual relation p(∞)  q(∞)
between the gauges on M(E). If p is a matrix gauge then the corresponding p(∞) is an M-module
gauge on M(E) [10], that is, p(∞)(x + y) = max{p(∞)(x),p(∞)(y)} for orthogonal elements
x, y ∈ M(E), and p(∞)(axb)  ‖a‖p(∞)(x)‖b‖ for all a, b ∈ M, x ∈ M(E). Moreover, this
correspondence is a one-to-one relation between the matrix gauges on E and M-module gauges
on M(E) [10]. If {pι} is a family of matrix seminorms on E then obviously supι pι is a matrix
gauge on E and (supι pι)∞ = supι p∞ι .
If p = (p(n))n∈N is a matrix gauge on a linear space E and B = {p  1} then B = (bn) is
a matrix set in M(E) with bn = {p(n)  1}, which is absolutely matrix convex. In particular,⋃
n bn is the unit set of the M-module gauge p(∞) on M(E). Conversely, if B = (bn) is an
absolutely matrix convex set in M(E) and γ (n) is the Minkowski functional (on Mn(E)) of bn,
then γ = (γ (n))n∈N is a matrix gauge on E [10]. We say that γ is the Minkowski functional of B.
A linear space E with a (separated) family of matrix seminorms {pα: α ∈ Λ} is called an
abstract local operator space. Note that the local operator space structure on E determines
a polynormed (Hausdorff ) topology on M(E) by means of the family of seminorms {p(∞)α :
α ∈ Λ}. The relevant polynormed space is denoted by M(E). A linear space E is said to be an
(abstract) operator space if E is endowed with a matrix norm. Let E be a local operator space.
Then each matrix space Mn(E) turns into a polynormed space (or normed space in the opera-
tor space case) denoted by Mn(E) with a defining family of seminorms {p(n)α : α ∈ Λ}, that is,
Mn(E) is just a closed subspace in M(E) (see (2.1)). The matrix seminorms {pα: α ∈ Λ} and
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a finite subset F ⊆ Ω and a positive constant CαF such that pα  CαF sup{qι: ι ∈ F } and vice
versa, that is, the family of seminorms {p(∞)α : α ∈ Λ} and {q(∞)ι : ι ∈ Ω} on M(E) are equivalent
in a usual manner. By a defining matrix seminorm family we mean any matrix seminorm fam-
ily that is equivalent to the original one. Obviously, all equivalent families of matrix seminorms
define the same topology on M(E), in particular, over all matrix spaces Mn(E), which is just
the direct-product topology inherited by means of the canonical identifications Mn(E) ∼= En2
(see (2.1)), n ∈ N. Given a defining family of matrix seminorms, one also has its saturation
{sup{pα: α ∈ F }: F ⊆ Λ}, where F runs over all finite subsets. Note that the saturation is an
upward filtered family of matrix seminorms which is equivalent to the original family. Thereby,
when convenient, one can assume that the considered family of matrix seminorms is saturated.
Let E and F be local operator spaces with their (saturated) family of matrix seminorms
{pα: α ∈ Λ} and {qι: ι ∈ Ω}, respectively. A linear mapping ϕ :E → F is said to be a ma-
trix continuous if for each ι ∈ Ω there corresponds α ∈ Λ and a positive constant Cια such that
q
(∞)
ι ϕ
(∞)  Cιαp(∞)α . If ϕ is invertible and ϕ−1 is matrix continuous too then we say that ϕ is a
topological matrix isomorphism. If Cια  1 for all possible ι and α, then ϕ is called a local matrix
contraction with respect to the families {pα: α ∈ Λ} and {qι: ι ∈ Ω}. The matrix contractions
between local operator systems will play an important role (see Section 5).
2.2. Multinormed C∗-algebras
Recall that a seminorm p on a unital associative algebra A is called a multiplicative semi-
norm if p(1A) = 1 and p(ab)  p(a)p(b) for all a, b ∈ A. A multiplicative seminorm on an
associative ∗-algebra A is said to be a C∗-seminorm if p(a∗) = p(a) and p(a∗a) = p(a)2 for
all a ∈ A. A complete polynormed algebra with a defining family of multiplicative seminorms
(respectively, C∗-seminorms) is called an Arens–Michael algebra (respectively, multinormed
C∗-algebra) [12, 1.2.4].
Let A be a unital multinormed C∗-algebra with a defining family {pα: α ∈ Λ} of C∗-
seminorms. We introduce local positivity in A with respect to the family {pα: α ∈ Λ}. An
element a ∈ A is local hermitian if a = a∗ + x for some x ∈ A such that pα(x) = 0 for some
α ∈ Λ. The set of all local hermitian elements in A is denoted by Alh. An element a ∈ A is
said to be local positive if a = b∗b + x for some x ∈ A such that pα(x) = 0 for some α ∈ Λ.
The set of all local positive elements in A is denoted by A+. For each α ∈ Λ, let Aα be
the C∗-algebra associated with the C∗-seminorm pα . If pα  pβ then there is a canonical ∗-
homomorphism παβ :Aβ → Aα such that παβπβ = πα , where πα :A → Aα is the canonical
∗-homomorphism associated with the quotient mapping. Thus A is the inverse limit of the pro-
jective system {Aα,παβ : α,β ∈ Λ} of C∗-algebras [2,18]. One can easily verify that a ∈ Alh
(respectively, a ∈ A+) iff πα(a) is hermitian (respectively, positive) in Aα for some α. We write
a α 0 (respectively, a =α 0) if πα(a) is positive in Aα (respectively, πα(a) = 0). Evidently,
1A ∈ A+ ⊆ Alh. Moreover, Alh ⊆ A+ − A+. Indeed, if a ∈ Alh then πα(a) is hermitian for
some α. But a = (a + pα(a)1A) − pα(a)1A, and πα(a + pα(a)1A) = πα(a) + pα(a)1Aα =
πα(a)+ ‖πα(a)‖Aα1Aα  0 in Aα , so, a + pα(a)1A ∈ A+.
It is worth to note that each multinormed C∗-algebra A has a canonical local operator space
structure. Indeed, let {p(1)α : α ∈ Λ} be a defining family of C∗-seminorms on A. Each C∗-
algebra Aα associated with the C∗-seminorm pα has the canonical operator space structure and
let ‖ · ‖α = (‖ · ‖(n)α )n∈N be its matrix norm. Then pα = ‖ · ‖απ(∞)α (that is, p(n)α = ‖ · ‖(n)α π(n)α ,
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matrix seminorms {pα}.
Let A and B be multinormed C∗-algebras with their canonical matrix seminorm families
{pα: α ∈ Λ} and {qι: ι ∈ Ω} associated with the relevant C∗-seminorms. A linear mapping
ϕ : A → B is said to be local positive with respect to the indicated families if ϕ(a)ι 0 when-
ever a α 0, and ϕ(a) =ι 0 if a =α 0, a ∈ A. For brevity, we write ϕ(a) >ι 0 whenever a >α 0.
Further, a linear mapping ϕ :A → B is called local matrix positive if for each ι ∈ Ω there cor-
responds α ∈ Λ such that ϕ(n)(a) >ι 0 (that is, π(n)ι (ϕ(n)(a)) > 0 in Mn(Bι)) whenever a >α 0
(that is, π(n)α (a) > 0 in Mn(Aα)), a ∈ Mn(A), n ∈ N. In particular, all ϕ(n) are local positive
mappings.
3. Unbounded operators over quantized domains
In this section we introduce quantized domains in a Hilbert space over which will be in-
troduced noncommutative continuous functions or unbounded operators. That will lead to the
concept of a concrete local operator space.
Fix a Hilbert space H and its dense subspace D, and let V be a linear space of linear transfor-
mations on D. Note that V can be thought as a linear space of unbounded operators on H whose
elements have the same domain D and they leave invariant that domain. If D is closed, that is,
D = H , then V ⊆ L(H). Recall that if V ⊆ B(H) is a linear subspace, then it can be equipped
with the weak and strong operator topologies (WOT and SOT, respectively) determined by the
seminorms wx,y(T ) = |〈T x,y〉|, x, y ∈ H , and sx(T ) = ‖T x‖, x, y ∈ H , respectively.
3.1. The projection nets
Let p = {Pα}α∈Λ be an upward filtered (or directed) set of (self-adjoint) projections in B(H),
that is, Hα = im(Pα) is a closed subspace in H , Pα is the projection onto Hα along the orthogonal
complemented subspace H⊥α , and for a couple of projections Pα and Pβ from p there is another
one Pγ (γ ∈ Λ) with Pα  Pγ and Pβ  Pγ . That is, Pα = PαPγ = Pγ Pα and Pβ = PβPγ =
Pγ Pβ , or Hα ⊆ Hγ and Hβ ⊆ Hγ . We set α  β whenever Pα  Pβ , thereby Λ is a directed
index set, and p can be treated as a net of projections in B(H).
Now let p = {Pα}α∈Λ and q = {Qι}ι∈Ω be projection nets in B(H). We write p q if for each
Pα one may find Qι such that Pα Qι. The nets p and q are assumed to be equivalent (p ∼ q) if
p q and q p.
The forthcoming assertion is well known [15, Theorem 4.1.2].
Lemma 3.1. Let p = {Pα}α∈Λ be a projection net in B(H). There is a projection P ∈ B(H) such
that Pα → P (WOT). Moreover, Pα → P (WOT) is equivalent to Pα → P (SOT), and Pα  P
for all α.
We write P = limp if p = {Pα}α∈Λ is a projection net and Pα → P (WOT).
Corollary 3.1. Let p = {Pα}α∈Λ be a projection net in B(H), P = limp and let Hα = im(Pα),
α ∈ Λ. Then D =⋃ Hα is a subspace in H and D = im(P ).α∈Λ
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linear subspace in H . By Lemma 3.1, Pα  P , therefore Hα ⊆ im(P ) for all α. Consequently,
D ⊆ im(P ). Conversely, if x ∈ im(P ) then x = Px = limα Pαx ∈D. Thus D = im(P ). 
Remark 3.1. If p q then limp limq. Moreover, the equivalent nets have the same limit.
3.2. Quantized domains
Let H be a Hilbert space. By a quantized domain (or merely domain) in H we mean an
upward filtered family E = {Hα}α∈Λ of closed subspaces in H whose union D =⋃E is dense
in H . Note that D is a linear subspace in H (see Corollary 3.1). We say that D is the union
space of the quantized domain D. If E = {Hα}α∈Λ and K = {Kι}ι∈Ω are domains in H then we
write E ⊆K whenever Λ = Ω and Hα ⊆ Kα for all α ∈ Λ. Thus E =K if and only if E ⊆K and
K⊆ E . Further, the domains E = {Hα}α∈Λ and K= {Kι}ι∈Ω in H are assumed to be equivalent
E ∼K if for each α ∈ Λ there corresponds ι ∈ Ω with Hα ⊆ Kι, and vice versa. Confirm that
the equivalent domains have the same union space. In particular, the disjoint union E ∨K =
{Hα,Kι}α∈Λ,ι∈Ω is a quantized domain in H with the same union space D, whenever E ∼K.
Each domain E = {Hα}α∈Λ in H automatically associates a projection net p = {Pα}α∈Λ in B(H)
over all subspaces Hα , α ∈ Λ. Without any doubt E ∼ K iff p ∼ q for the domains E and K in
H with their relevant projection nets p and q. Moreover, 1H = limp thanks to Lemma 3.1 and
Corollary 3.1.
Let us introduce the algebra of all noncommutative continuous functions on a quantized do-
main E = {Hα}α∈Λ with its union space D as
CE (D) =
{
T ∈ L(D): T Pα = PαT Pα ∈ B(H), α ∈ Λ
}
, (3.1)
where p = {Pα}α∈Λ is the projection net associated with E . Thus T (Hα) ⊆ Hα and T |Hα ∈
B(Hα) whenever T ∈ CE (D). Obviously, CE (D) is a unital subalgebra in L(D).
Remark 3.2. It is worth to note that the union space D can be regarded as a strict inductive limit
of a directed Hilbert space family E = {Hα}α∈Λ, that is, D = lim→ E . It is a complete polynormed
space and T ∈ CE (D) leaves invariant each subspace Hα ⊆D and T |Hα ∈ B(Hα). Therefore T
is continuous over the inductive limit [13, Lemma 5.2].
It is also important to introduce the following subalgebra
C∗E (D) =
{
T ∈ CE (D): PαT ⊆ T Pα, α ∈ Λ
} (3.2)
in CE (D) called the ∗-algebra of all noncommutative continuous functions on a quantized do-
main E . Actually, C∗E (D) possesses the natural involution as follows from the following assertion.
Proposition 3.1. Each unbounded operator T ∈ C∗E (D) has an unbounded dual T such that
D ⊆dom(T), T(D) ⊆ D and T ∗ = T|D ∈ C∗E (D). The correspondence T → T ∗ is an
involution on C∗E (D), thereby C∗E (D) is a unital ∗-algebra. Conversely, if an unbounded operator
T ∈ CE (D) admits an unbounded dual T such that T ∗ = T|D ∈ CE (D) then T ∈ C∗E (D). In
particular, C∗(D) consists of closable unbounded operators.E
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dual operators (T |Hα) ∈ B(Hα), α ∈ Λ. If α  β then Pα(T |Hβ) = (T |Hβ)(Pα|Hβ) which in
turn implies that Pα(T |Hβ) = (T |Hβ)(Pα|Hβ), that is, Pα(T |Hβ) ⊆ (T |Hβ)Pα . More-
over, 〈
x, (T |Hβ)y
〉= 〈x,Pα(T |Hβ)y〉= 〈x, (T |Hβ)Pαy〉= 〈T |Hβx,y〉 = 〈T |Hαx,y〉
= 〈x, (T |Hα)y〉,
x, y ∈ Hα . Put Sx = (T |Hα)x if x ∈ Hα . Evidently, dom(S) = D and S(D) ⊆ D. More-
over, 〈T x,y〉 = 〈T |Hαx,y〉 = 〈x, (T |Hα)y〉 = 〈x,Sy〉 for all x, y ∈ Hα . Whence T admits
an unbounded dual T such that S = T|D, that is, S = T ∗ and PαS ⊆ SPα for all α. Thus
T ∗ ∈ C∗E (D) and the mapping T → T ∗ is an involution on C∗E (D).
Conversely, take T ∈ CE (D) such that T|D ∈ CE (D). So, D ⊆ dom(T), T(Hα) ⊆ Hα
for all α ∈ Λ, and 〈T x,y〉 = 〈x,Ty〉 for all x, y ∈D. Furthermore,
PαT ⊆
(
TPα
) = (PαTPα) = PαT Pα = T Pα.
Whence T ∈ C∗E (D) (see (3.2)).
Finally, take T ∈ C∗E (D), and assume that limxn = 0 and limT xn = z for a certain sequence{xn} in D. If y ∈ D then 〈z, y〉 = lim〈T xn, y〉 = lim〈xn,T ∗y〉 = 0, that is, z ⊥ D. Being D a
dense subspace, infer that z = 0. Whence T admits the closure. 
The algebra C∗E (D) can be treated as a quantized version of the (commutative) multinormed
C∗-algebra C(Rn) of all complex continuous functions on Rn equipped with the compact-open
topology (see [8]). Respectively, the spaceD can be referred as a quantized version of the locally
compact space Rn exhausted by an increasing family of compact subsets.
Any Hilbert space H can be treated as a quantized domain E = {H }. In this case CE (D) =
C∗E (D) = B(H). Note also that the family of all finite-dimensional subspaces of a dense subspace
in a Hilbert space is an example of a quantized domain. More nontrivial examples are given
below.
Example 3.1. Let H = L2(R) be the Hilbert space of all square integrable complex-valued
functions on the real line with respect to the Lebesgue measure. Consider the linear subspace
D ⊆L2(R) of those functions with compact supports, that is, each such function is vanishing a.e.
outside of a compact interval in R. Evidently, D is a dense subspace in L2(R). Moreover, D is
exhausted by a countable family E = {Hn}n∈N of closed subspaces, where
Hn =
{
f ∈ L2(R): supp(f ) ⊆ [−n,n]
}
.
Thus E is a quantized domain in H with its union space D.
The known multiplication operator by the independent real variable t belongs to C∗E (D) and
it is not a closed operator, where E is the quantized domain considered in Example 3.1. Namely,
consider the unbounded operator T on L2(R) such that dom(T ) =D and (Tf )(t) = tf (t). Ob-
viously, T (Hn) ⊆ Hn and ‖T |Hn‖ n for all n. Thereby T ∈ CE (D). Since 〈Tf,g〉 = 〈f,T g〉,
f , g ∈ Hn, it follows that T is a symmetric operator and T ∗ = T|D = T ∈ CE (D). Using
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fn(t) = t−2χ(1,n)(t), n ∈N, in D, where χ(1,n) is the indicator function of the interval (1, n) (see
[16, 13.13.16]).
Proposition 3.2. Let E be a quantized domain in a Hilbert space H with its union space D.
If {Kθ } is a family of quantized domains in H such that Kθ ∼ E for all θ , then their disjoint
union K=∨{Kθ } is a domain in H such that K∼ E and ⋂θ CKθ (D) = CK(D), ⋂θ C∗Kθ (D) =
C∗K(D). Moreover,
⋂
E CE (D) =
⋂
E C∗E (D) = CF (D) = C∗F (D) = C1D , where F is the family
of all finite-dimensional subspaces of D.
Proof. First note that if T ∈ CF (D) then T x = λxx for each nonzero x ∈ D. Being T a linear
operator, we conclude that T ∈ C1D . In particular, CF (D) = C∗F (D) = C1D . It follows that⋂
E CE (D) = CF (D) = C∗F (D) =
⋂
E C∗E (D) = C1D . The rest follows from (3.1) and (3.2). 
Now fix a positive integer n and consider the nth Hilbert space power Hn of the Hilbert
space H . If E = {Hα}α∈Λ is a quantized domain in H with its union space D then so is En =
{Hnα }α∈Λ in Hn whose union space is Dn. If p = {Pα}α∈Λ is a projection net associated with E
then so is p⊕n = {P⊕nα } associated with En. Indeed, p⊕n consists of projections, namely P⊕nα is
the projection onto Hnα (Hn⊥α = H⊥nα ), α ∈ Λ. Fix α,β ∈ Λ, α  β . Then
∥∥P⊕nα x∥∥2 = ∥∥(Pαxi)i∥∥2 = n∑
i=1
‖Pαxi‖2 
n∑
i=1
‖Pβxi‖2 =
∥∥P⊕nβ x∥∥2,
where x = (xi)i ∈ Hn. Thus P⊕nα  P⊕nβ . Hence p⊕n is a projection net in B(Hn). By
Lemma 3.1, there is limp⊕n which we denote by Q. Taking into account that P⊕nα → Q (SOT)
and limα ‖x − P⊕nα x‖2 = limα
∑n
i=1 ‖xi − Pαxi‖2 =
∑n
i=1 limα ‖xi − Pαxi‖2 = 0, we deduce
that Q = 1Hn .
Proposition 3.3. For each n ∈N we have
Mn
(
CE (D)
)= CEn(Dn) and Mn(C∗E (D))= C∗En(Dn).
Proof. Take T = [Tij ] ∈ Mn(CE (D)). Then T ∈ L(Dn) and it leaves invariant each sub-
space Hnα . Indeed, if x = (xi)i ∈ Hnα then T x = (
∑
j Tij xj )i ∈ Hnα , for all Tij (Hα) ⊆ Hα .
Moreover, T |Hnα = [Tij |Hα] ∈ Mn(B(Hα)) = B(Hnα ). Consequently, T ∈ CEn(Dn). If T ∈
Mn(C
∗
E (D)) then P⊕nα T = [PαTij ] ⊆ [TijPα] = T P⊕nα . Moreover, P⊕nα T P⊕nα = [PαTijPα] ∈B(Hn). Whence T ∈ C∗En(Dn).
Conversely, take T = [Tij ] ∈ CEn(Dn) (respectively, T ∈ C∗En(Dn)). Since T (Hnα ) ⊆ Hnα (re-
spectively, [PαTij ] ⊆ [TijPα]), it follows that Tij (Hα) ⊆ Hα (respectively, PαTij ⊆ TijPα) for
all i, j . Furthermore, PαTijPα ∈ B(H), for P⊕nα T P⊕nα = [PαTijPα] ∈ B(Hn). 
Remark 3.3. Note that if V is a ∗-subspace in C∗E (D) (see Proposition 3.1) then Mn(V ) is a ∗-
subspace in C∗En(Dn). Indeed, Mn(V ) is a linear subspace in C∗En(Dn) thanks to Proposition 3.3.
Moreover, if T = [Tij ] ∈ Mn(V ) then T ∗ = [T ∗ji] ∈ C∗En(Dn) by virtue of Proposition 3.1. But
T ∗ji ∈ V for all i, j . Whence T ∗ ∈Mn(V ).
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In this section we introduce a concrete local operator space as a subspace of the Arens–
Michael algebra CE (D) of all noncommutative continuous functions over a quantized domain E ,
whereas the local operator systems (respectively, algebras) are unital self-adjoint subspaces (re-
spectively, subalgebras) in the multinormed C∗-algebra C∗E (D).
4.1. The matrix topology in CE (D)
Recall that a concrete operator space E is defined as a subspace of B(H) for a certain Hilbert
space H (see [9, 2.1]). The inclusions Mn(E) ⊆ Mn(B(H)) = B(Hn), n ∈ N, determine the
matrix norm on E.
Now let E = {Hα}α∈Λ be a quantized domain in a Hilbert space H with its union space D,
and let p = {Pα}α∈Λ be the projection net in B(H) associated with E (see Section 3.2). Fix a
positive integer n and take T ∈Mn(CE (D)). By Proposition 3.3, Mn(CE (D)) = CEn(Dn). Thus
T leaves invariant each subspace Hnα and ‖T |Hnα ‖B(Hnα ) = ‖P⊕nα T P⊕nα ‖. Put pα = (p(n)α )n∈N,
where p(n)α (T ) = ‖P⊕nα T P⊕nα ‖, T ∈Mn(CE (D)), α ∈ Λ.
Lemma 4.1. The family {pα: α ∈ Λ} is an upward filtered family of matrix seminorms on CE (D),
which defines a matrix topology on CE (D). If E ∼K for some domain K in H then both matrix
topologies on CE (D) and CK(D) coincide on CE∪K(D). Moreover, {p(1)α : α ∈ Λ} are multi-
plicative seminorms on CE (D), which are C∗-seminorms on the ∗-subalgebra C∗E (D).
Proof. One can easily verify that each pα is a matrix seminorm on CE (D) and pα  pβ when-
ever α  β . Consequently, {pα: α ∈ Λ} is an upward filtered family of matrix seminorms on
CE (D) and therefore it determines a matrix topology on CE (D).
Now assume that E ∼K for some domain K= {Kι}ι∈Ω in H , and let p = {Pα} and q = {Qι}
be the projection nets in B(H) associated with E and K, respectively, which in turn involves the
matrix seminorms P = {pα} and Q = {qι}, respectively. As we have confirmed in Section 3.2,
E ∼K iff p ∼ q. By Proposition‘3.2, CE (D) ∩ CK(D) = CE∨K(D). It remains to prove that P
and Q are equivalent matrix seminorm families (P ∼ Q) on CE∨K(D). By assumption, for each
Pα there corresponds Qι such that Pα Qι and vice versa. It follows that Pα = PαQι = QιPα
and using Proposition 3.3, we deduce that
p(n)α (T ) =
∥∥P⊕nα T P⊕nα ∥∥= ∥∥(PαQι)⊕nT P⊕nα ∥∥= ∥∥P⊕nα Q⊕nι T P⊕nα ∥∥= ∥∥P⊕nα Q⊕nι TQ⊕nι P⊕nα ∥∥

∥∥Q⊕nι TQ⊕nι ∥∥= q(n)ι (T )
for all T ∈ CEn(Dn)∩CKn(Dn), n ∈N, that is, pα  qι. The rest is clear. 
Thus CE (D) has a canonical local operator space structure given by the family {pα: α ∈ Λ} of
matrix seminorms associated with the domain E . The next assertion states that CE (D) is complete
and its ∗-subalgebra C∗E (D) is closed, that is, C∗E (D) is a multinormed C∗-algebra.
Proposition 4.1. The local operator space CE (D) is complete. Thus CE (D) is an Arens–Michael
algebra whose ∗-subalgebra C∗(D) is a multinormed C∗-algebra.E
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identified up to a topological isomorphism with a subspace in CE (D). Take a Cauchy net {Tλ}
in V . According to the definition, {Tλ|Hα} is a Cauchy net in B(Hα) for each α ∈ Λ. Put T (α)
for the (uniform) limit of the net {Tλ|Hα} in B(Hα). If α  β then
T (β)|Hα =
(
lim
λ
{Tλ|Hβ}
)
|Hα = lim
λ
{
(Tλ|Hβ)|Hα
}= lim
λ
{Tλ|Hα} = T (α).
Thus we have a well-defined unbounded operator T on H such that dom(T ) =D and T |Hα =
T (α) for all α ∈ Λ. In particular, T ∈ CE (D). One can easily verify that the linear mapping
V˜ → CE (D), {Tλ} → T , determines an embedding. Therefore V˜ can be identified with a lin-
ear subspace in CE (D). The family of seminorms q(n)α (T ) = ‖T |Hnα ‖, T ∈ Mn(V˜ ), determines
a Hausdorff matrix polynormed topology on V˜ . Moreover, each q(1)α is a continuous seminorm
on V˜ , for q(1)α = p(1)α on the dense subspace V . So, the original uniformity on V˜ dominates
the uniformity associated with the family of seminorms {q(1)α }α∈Λ. But both uniformities deter-
mine the same topology on the dense subspace V . It follows that these uniformities coincide [1,
2.3.14]. Whence V˜ is identified with a subspace in CE (D) up to a topological isomorphism. In
particular, putting V = CE (D) we derive that CE (D) is complete. Bearing in mind (Lemma 4.1)
that the defining seminorms {p(1)α } are multiplicative, we deduce that CE (D) is an Arens–Michael
algebra.
Now assume that T ∈ CE (D) belongs to the closure of the ∗-subalgebra C∗E (D) in CE (D).
So, there is a net {Tλ} in C∗E (D) such that lim{Tλ} = T in CE (D). The latter means that
lim{Tλ|Hα} = T |Hα for all α. Using Proposition 3.1, infer that (T |Hα) = (lim{Tλ|Hα}) =
lim{(Tλ|Hα)} = lim{T ∗λ |Hα}, where (T |Hα) is the norm dual of T |Hα ∈ B(Hα). Put Sx =
(T |Hα)x if x ∈ Hα . It is a well-defined unbounded operator on H . Indeed, if α,β ∈ Λ with
α  β , then (T |Hβ)|Hα = (lim{T ∗λ |Hβ})|Hα = lim{(T ∗λ |Hβ)|Hα} = lim{T ∗λ |Hα} = (T |Hα).
Therefore Sx = (T |Hα)x = (T |Hβ)x if x ∈ Hα . Moreover, dom(S) =D. Further, note that
〈T x,y〉 = 〈x, (T |Hα)y〉 = 〈x,Sy〉 for all x, y ∈ Hα . It follows that 〈T x,y〉 = 〈x,Sy〉 for all
x, y ∈ D, that is, S = T|D = T ∗ ∈ CE (D). By Proposition 3.1, T ∈ C∗E (D). Hence C∗E (D)
is a closed subalgebra in CE (D). But all defining seminorms {p(1)α } on CE (D) restricted to the
∗-algebra C∗E (D) are C∗-seminorms (see Lemma 4.1), therefore C∗E (D) is a unital multinormed
C∗-algebra. 
Now consider the Arens–Michael algebra CE (D) over a quantized Fréchet domain E =
{Hn}n∈N, so CE (D) is the Fréchet-Arens–Michael algebra. Let p = {Pn}n∈N be the projection net
associated with E , and let Sn = (1 − Pn−1)Pn be the projection onto the subspace H⊥n−1 ∩ Hn,
n 2. For n = 1 we put S1 = P1.
The following assertion will be used later in Section 8.
Proposition 4.2. If T ∈ CE (D) then it has a triangular matrix representation
T =
∞∑
m=1
m∑
k=1
SkT Sm =
⎡⎣T11 T12 · · ·0 T22 · · ·
.. .. . .
⎤⎦ ,
. . .
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tion T =∑∞m=1 SmT Sm, and the correspondence T →∑∞m=1 SmT Sm implements a local matrix
contractive projection D :CE (D) → CE (D) onto the multinormed C∗-algebra C∗E (D).
Proof. Take T ∈ CE (D). Then T Pn = PnT Pn ∈ B(H) for all n (see (3.1)). It follows that
∞∑
m=1
m∑
k=1
SkT SmPn =
n∑
m=1
m∑
k=1
SkT SmPn =
n∑
m=1
m∑
k=1
SkT Sm =
n∑
m=1
(
m∑
k=1
Sk
)
T Sm
=
n∑
m=1
(
P1 +
m∑
k=2
(1 − Pk−1)Pk
)
T Sm =
n∑
m=1
PmT Sm =
n∑
m=1
PmT PmSm
=
n∑
m=1
T PmSm =
n∑
m=1
T Sm
= T Pn
for all n, that is, T =∑∞m=1∑mk=1 SkT Sm. Thus T is a triangular operator given by the matrix[Tkm]km. If T ∈ C∗E (D) then SkT Sm = (1 − Pk−1)PkT Sm = (1 − Pk−1)T PkSm = 0 if k < m.
Hence T is a diagonal operator and T =∑∞m=1 SmT Sm = [Tmm].
Further, note that PnD(T ) = Pn∑∞k=1 SkT Sk ⊆ Pn∑nk=1 SkT Sk =∑nk=1 SkT Sk = D(T )Pn,
for Pi  Pi+1 for all i. Thus D(T )(Hn) ⊆ Hn and D(T )|Hn =⊕nk=1 SkT Sk ∈ B(Hn) for all n,
that is, D is well defined. Moreover, D(T ) ∈ C∗E (D).
Let us verify that D :CE (D) → CE (D) is a local matrix contraction. First note that D(s)(v) =∑∞
n=1 S⊕sn vS⊕sn for all v ∈ CEs (Ds). Then
p(s)n
(
D(s)(v)
)= ∥∥P⊕sn D(s)(v)P⊕sn ∥∥=
∥∥∥∥∥
n⊕
k=1
S⊕sk vS
⊕s
k
∥∥∥∥∥= max{∥∥S⊕sk vS⊕sk ∥∥: k  n}
= max{∥∥S⊕sk P⊕sn vP⊕sn S⊕sk ∥∥: k  n} ∥∥P⊕sn vP⊕sn ∥∥= p(s)n (v).
Thus p(∞)n D(∞)  p(∞)n for all n, thereby D is a local matrix contraction.
It remains to confirm that D(T ) = T whenever T ∈ C∗E (D). Consequently, D :CE (D) →
CE (D) is a local matrix contractive projection onto C∗E (D). 
4.2. Concrete models
Now we introduce concrete local operator spaces, local operator systems and local operator
algebras as relevant subspaces in CE (D) compatible with its interior structures.
If V is a linear subspace in C∗E (D) then we set V ∗ = {T ∗: T ∈ V } (see Proposition 3.1) for the
space of all dual operators taken from V . A linear subspace V ⊆ C∗E (D) is said to be self-adjoint(respectively, unital) if V ∗ = V (respectively, 1D ∈ V ).
Definition 4.1. Any linear subspace in CE (D) is called a concrete local operator space on a
quantized domain E . A unital self-adjoint subspace in C∗E (D) is called a local operator system. If
T S ∈ V for all elements T , S of a local operator system V , then we say that V is a local operator
algebra.
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models thanks to Proposition 4.1 and its proof. In particular, if V ⊆ C∗E (D) is a local operator
algebra then its completion V˜ ⊆ C∗E (D) is a multinormed C∗-algebra called a local operator
C∗-algebra.
Remark 4.1. Let V ⊆ C∗E (D) be a local operator system and let Vα = {T |Hα: T ∈ V } ⊆ B(Hα)
be the range of the unital ∗-linear mapping πα :V → Vα , πα(T ) = T |Hα . In particular, Vα is
a normed operator system [9, 5.1] on Hα called an operator system associated with the ma-
trix seminorm pα . If α,β ∈ Λ, α  β , then we have a unital ∗-linear restriction mapping
παβ :Vβ → Vα such that παβπβ = πα . Thus V is a local operator system subspace of the in-
verse limit lim← {Vα,παβ} of the operator systems. In particular, the matrix topology of V is just
the projective operator space topology [10, Section 6]. Finally, on account of Proposition 4.1, we
also deduce that V˜ = lim← {V˜α,παβ}.
A local operator algebra is an example of Op∗-algebra [3,17,19], which is a particular case of a
Lassner algebra on H [12, 3.2.3]. It is proved [3] that each F ∗-algebra (Fréchet multinormed C∗-
algebra) A can be realized as a local operator algebra on some Hilbert space H . The same result
is true for the barreled multinormed C∗-algebras [17]. For the general case (see [12, 5.3.46]) we
investigate the problem below in Section 7.2 developing a local operator space version of the
construction used in [5, Theorem 6] and [13, Theorem 5.1].
4.3. Local positivity and local matrix contraction
Now let us introduce local positivity in a local operator system. Let V ⊆ C∗E (D) be a local
operator system. An element T ∈ V is called local hermitian if T = T ∗ on a certain subspace
Hα , that is, T |Hα = T ∗|Hα = (T |Hα)∗ in B(Hα), or πα(T ) = πα(T ∗) in Vα (see Remark 4.1).
In this case, we write T =α T ∗. If the latter is true for all α, we say that T is (global) hermitian.
The set of all local hermitian elements in V is denoted by Vlh. An element T ∈ V is said to be
local positive if T α 0, that is, T |Hα  0 in B(Hα) (or πα(T )  0 in Vα), for some α ∈ Λ.
Similarly, it is defined a (global) positive element in V . The set of all local positive elements in
V is denoted by V +. Evidently, ID ∈ V + ⊆ Vlh. Moreover,
Vlh ⊆ V + − V +. (4.1)
Indeed, take T ∈ Vlh. Then T |Hα is hermitian in B(Hα) for some α, and
T = (T + p(1)α (T )ID)− p(1)α (T )ID.
Moreover, (T + p(1)α (T )ID)|Hα = T |Hα + p(1)α (T )IHα = T |Hα + ‖T |Hα‖IHα  0 in B(Hα),
that is, T + p(1)α (T )ID ∈ V + and p(1)α (T )ID ∈ V +.
Let V ⊆ C∗E (D) and W ⊆ C∗K(O) be local operator systems on the quantized domainsE = {Hα}α∈Λ and K = {Kι}ι∈Ω with their union spaces D and O, respectively. A linear map-
ping ϕ :V → W is said to be local positive if for each ι ∈ Ω there corresponds α ∈ Λ such that
ϕ(v) ι 0 whenever v α 0, and ϕ(v) =ι 0 if v =α 0, v ∈ V . For brevity, we write ϕ(v) >ι 0
whenever v >α 0. In particular, for each ι the mapping ϕ can be factored through a positive
mapping ϕια :Vα → Wι, ϕιαπα = ϕπι, between the relevant (normed) operator systems (see Re-
mark 4.1). Further, a linear mapping ϕ :V → W is called local matrix positive if for each ι ∈ Ω
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is, v|Hnα  0), and ϕ(n)(v) =ι 0 if v =α 0, v ∈ Mn(V ), n ∈ N. Thus ϕ(n)(v) >ι 0 whenever
v >α 0, v ∈ Mn(V ), n ∈ N. In this case, the mapping ϕια :Vα → Wι should be matrix positive.
In particular, all ϕ(n) are local positive maps. We say that ϕ :V → W is a morphism if it is
a local matrix positive and unital, that is, ϕ(ID) = IO . Finally, if for each ι ∈ Ω there corre-
sponds α ∈ Λ such that ‖ϕ(n)(v)‖B(Knι )  ‖v‖B(Hnα ) for all v ∈ Mn(V ), n ∈ N, then we say that
ϕ :V → W is a local matrix contraction. Moreover, if Ω = Λ and ‖ϕ(n)(v)‖B(Knα) = ‖v‖B(Hnα )
for all v ∈ Mn(V ), n ∈ N, α ∈ Λ, then ϕ is called a local matrix isometry.
Lemma 4.2. Let V ⊆ C∗E (D) be a local operator system. If E is a totally ordered family then Vlh
is a real subspace in V , V + is a cone in V , and Vlh = V + − V +.
Proof. Take T , S ∈ Vlh (respectively, T , S ∈ V +). According to the definition, T |Hα = T ∗|Hα
and S|Hβ = S∗|Hβ (respectively, T |Hα  0 and S|Hβ  0) for some α,β ∈ Λ. By assumption,
α  β or β  α. Assume α  β . Then Hα ⊆ Hβ , hence both operators T |Hα and S|Hα are
hermitian (respectively, positive) in B(Hα). Consequently, so is T − S (respectively, T + S).
Thus T − S ∈ Vlh (respectively, T + S ∈ V +). It remains to use (4.1). 
Now we investigate a relationship between local positivity and continuity. We prove that for
a unital linear mapping between local operator systems the properties to be local matrix positive
and local matrix contractive are equivalent.
Lemma 4.3. Let V (respectively, W ) be either local operator system or unital multinormed C∗-
algebra, and let ϕ :V → W be a local positive mapping. Then ϕ(v∗) = ϕ(v)∗ for all v ∈ V . In
particular, ϕ(n)(v∗) = ϕ(n)(v)∗ for all v ∈ Mn(V ), whenever ϕ is local matrix positive.
Proof. Take v ∈ V . One should prove that ϕ(v∗) = ϕ(v)∗, that is, ϕ(v∗) =ι ϕ(v)∗ for all ι ∈ Ω .
Being ϕ a local positive mapping, we assert that for each ι ∈ Ω there corresponds α ∈ Λ such
that ϕ(w) ι 0 whenever w α 0, w ∈ V . Let Re(v) = (v + v∗)/2 and Im(v) = (v − v∗)/2i
be the (global) hermitian elements associated with v, thus Re(v)∗ =γ Re(v) and Im(v)∗ =γ
Im(v) for all γ ∈ Λ. If w = Re(v) (respectively, w = Im(v)) then w = w1 − w2, where w1 =
w + p(1)α (w)ID and w2 = p(1)α (w)ID . Moreover, wk α 0, k = 1,2. It follows that ϕ(wk)ι 0,
k = 1,2. Therefore ϕ(w)|Kι as the difference of positive operators is hermitian, that is, ϕ(w)∗ =ι
ϕ(w). But the latter is true for each ι, whence ϕ(w)∗ = ϕ(w). Similar argument can be applied
to w = Im(v).
Thus ϕ(v)∗ = (ϕ(Re(v))+ iϕ(Im(v)))∗ = ϕ(Re(v))− iϕ(Im(v)) = ϕ(v∗), v ∈ V . 
Lemma 4.4. Let V (respectively, W ) be either local operator system or unital multinormed
C∗-algebra, and let ϕ :V → W be a local matrix positive linear mapping. Then ϕ is matrix
continuous.
Proof. Take an index ι ∈ Ω . By assumption, there are an index α ∈ Λ and a matrix positive
mapping ϕια :Vα → Wι such that ϕιαπα = πιϕ, where Vα (respectively, Wι) is the normed op-
erator system associated with the seminorm pα (respectively, qι) (see Remark 4.1). Using [9,
Lemma 5.5.1], we conclude that ϕια is matrix bounded, that is, q(n)ι (ϕ(n)(v))  Cιαp(n)α (v) for
all v ∈ Mn(V ) and n, where Cια = ‖ϕια(IHα )‖ = ‖ϕ(ID)|Kι‖ (in the C∗-algebra case, we put
Cια = ‖πι(ϕ(1A))‖Bι ). Thus ϕ is matrix continuous. 
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C∗-algebra, and let ϕ :V → W be a unital linear mapping. Then ϕ is local matrix positive iff ϕ
is a local matrix contraction.
Proof. If ϕ is a local matrix positive and ϕ(ID) = IO , then using Lemma 4.4, we obtain that for
each ι ∈ Ω there corresponds α ∈ Λ such that q(∞)ι ϕ(∞)  Cιαp(∞)α , where Cια = ‖ϕ(ID)|Kι‖ =
‖IO|Kι‖ = ‖IKι‖ = 1. In the C∗-algebra case, we have Cια = ‖πιϕ(ID)‖Bι = ‖πι(1B)‖Bι =
‖1Bι‖Bι = 1 and similarly, ‖πιϕ(1A)‖Bι = 1. Thus q(∞)ι ϕ(∞)  p(∞)α , which means that ϕ is a
local matrix contraction.
Conversely, assume that ϕ is a local matrix contraction. According to the definition, for each
ι ∈ Ω there corresponds α ∈ Λ such that q(∞)ι ϕ(∞)  p(∞)α . Thus ϕ can be factored through a
matrix contraction ϕια : Vα → Wι between operator systems (see Remark 4.1). It follows that ϕια
is matrix positive by virtue of [9, Corollary 5.1.2]. Whence ϕ is local matrix positive. 
5. The Stinespring theorem
In this section we propose a locally convex version of the Stinespring theorem and investigate
the decomposition of a local matrix contraction into the contractions and unital contractive ∗-
homomorphism.
5.1. The ∗-homomorphism π
First, with each local matrix contractive and local matrix positive mapping from a unital
multinormed C∗-algebra A into a local operator system we associate a unital contractive ∗-
homomorphism from A into a local operator C∗-algebra.
Everywhere in this section we shall assume that {pα: α ∈ Λ} is a (saturated) family of C∗-
seminorms of a unital multinormed C∗-algebra A, Aα is the C∗-algebra associated with the C∗-
seminorm pα , πα :A → Aα is the canonical ∗-homomorphism, V ⊆ C∗E (D) is a local operator
system on a quantized domain E = {Hι}ι∈Ω in H with its union space D, p = {Pι}ι∈Ω is the
projection net associated with E , and {qι: ι ∈ Ω} is a defining family of matrix seminorms on
C∗E (D), where each qι = (q(n)ι )n∈N with q(n)ι (v) = ‖P⊕nι T P⊕nι ‖, v ∈ C∗En(Dn). Further, we fix a
local matrix contractive and local matrix positive mapping ϕ :A → V (with respect to the matrix
seminorms {pα: α ∈ Λ} and {qι: ι ∈ Ω}). Thus for each ι ∈ Ω there corresponds α,β ∈ Λ such
that q(∞)ι ϕ(∞)  p(∞)α , and ϕ(n)(a) >ι 0 whenever a >β 0 for all a ∈ Mn(A), n ∈ N. Take γ ∈ Λ
with γ  α and γ  β . Since p(∞)α  p(∞)γ and the connecting ∗-homomorphism πβγ :Aγ → Aα
is matrix positive, we may assume that α = β . If V ⊆ B(H) (that is, when E = {H }) then we
have ‖ϕ(n)(a)‖B(Hn)  p(n)α (a), and ϕ(n)(a)  0 whenever a α 0, a ∈ Mn(A), n ∈ N. In the
latter case, we say that ϕ is a matrix α-contractive and matrix α-positive. The original inner
product in H is denoted by 〈·|·〉.
Lemma 5.1. Let A ⊗D be the algebraic tensor product of the multinormed C∗-algebra A and
the union space D of E , and let 〈·,·〉 be the sesquilinear form on A ⊗D determined by the rule
〈∑bj ⊗ ηj ,∑ai ⊗ ξi〉 = ∑〈ϕ(a∗i bj )ηj |ξi〉 for all ai, bj ∈ A and ξi, ηj ∈ D. Then 〈·,·〉 is a
positive semidefined sesquilinear form on A⊗D, and therefore it induces a Hilbert space inner
product on the quotient space (A⊗D)/N modulo the subspace N = {u ∈ A⊗D: 〈u,u〉 = 0}.
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Let K be the completion of the pre-Hilbert space (A ⊗ D)/N (if V ⊆ B(H) then K is the
completion of (A ⊗ H)/N ) from Lemma 5.1. For each a ∈ A, consider the linear mapping
π(a) = La ⊗ ID :A ⊗ D → A ⊗ D, where La ∈ L(A), Lax = ax, is the left multiplication
(by a) operator on A. Take a tensor u =∑ni=1 ai ⊗ ξi ∈ A⊗D. Being {Hι}ι∈Ω a directed family
of subspaces in H , there is an index ι such that {ξi} ⊆ Hι, that is, ξ = (ξi) ∈ Hnι . For that index ι
there corresponds α ∈ Λ with the above confirmed properties of the mapping ϕ. Note that〈
π(a)u,π(a)u
〉= 〈∑aai ⊗ ξi,∑aai ⊗ ξi〉= 〈ϕ(n)([a∗i a∗aaj ])ξ |ξ 〉
and [a∗i a∗aaj ]γ pγ (a)2[a∗i aj ], that is, π(n)γ ([a∗i a∗aaj ]) pγ (a)2π(n)γ ([a∗i aj ]) for all γ ∈ Λ.
Then ϕ(n)([a∗i a∗aaj ])ι pα(a)2ϕ(n)([a∗i aj ]). By Lemma 5.1,〈
π(a)u,π(a)u
〉= 〈ϕ(n)([a∗i a∗aaj ])ξ |ξ 〉 pα(a)2〈ϕ(n)([a∗i aj ])ξ |ξ 〉= pα(a)2〈u,u〉,
that is, 〈
π(a)u,π(a)u
〉
 pα(a)2〈u,u〉 (5.1)
for all a ∈ A. In particular, π(a)(N) ⊆ N , therefore it determines a linear mapping on the quo-
tient space (A⊗D)/N denoted by π(a) too. Thus π(a) is a densely defined unbounded operator
on the Hilbert space K .
Now let Mι = {(∑aj ⊗ ξj )∼(modN): {ξj } ⊆ Hι} be a subspace in K , and let Kι be the
closure of Mι in K . The subspace Mι is just the range of the subspace A ⊗ Hι via the quotient
mapping (A⊗D) → (A⊗D)/N , and it is beyond a doubt it is invariant under the linear mapping
π(a). Moreover, as follows from (5.1), ‖π(a)u‖ pα(a)‖u‖ for all u ∈ Mι. Taking into account
that Mι = Kι, we conclude that the latter inequality is true for all u ∈ Kι. Therefore π(a) extends
up to a bounded linear operator on Kι, which we denote by π(a)ι. Moreover, ‖π(a)ι‖B(Kι) 
pα(a), a ∈ A (confirm again that ι and α are the same indices associated with ϕ). If Kι ⊆ Kν then
(π(a)ν)|Kι = π(a)ι. Consider the domain S = {Kι}ι∈Λ in K and its union space O. We have a
well-defined unbounded operator π(a) on K such that dom(π(a)) =O and π(a)|Kι = π(a)ι for
all ι. Thus π(a) leaves invariant each subspace Kι, and for each ι ∈ Λ there corresponds α ∈ Ω
such that ‖π(a)|Kι‖  pα(a) for all a ∈ A. Whence π(a) ∈ CS(O) (see (3.1)). Moreover, the
mapping π :A → CS(O), a → π(a), is a unital homomorphism. If V ⊆ B(H) then S = {K}
and ‖π(a)‖  pα(a) for all a ∈ A, that is, π :A → B(K), a → π(a), is a unital α-contractive
homomorphism, whenever ϕ is matrix α-contractive.
Lemma 5.2. The range of π belongs to the multinormed C∗-algebra C∗S(O) and π :A → C∗S(O)
is a local contractive unital ∗-homomorphism. Moreover, π is a faithful representation whenever
ker(ϕ) = {0}.
Proof. Take a ∈ A and u∼, v∼ ∈ Mι with u =∑bj ⊗ ηj , v =∑ai ⊗ ξi , where {ηj , ξi} ⊆ Hι.
Then〈
π(a)u∼, v∼
〉= 〈π(a)u, v〉=∑〈ϕ(a∗i abj )ηj |ξi 〉=∑〈ϕ((a∗ai)∗bj )ηj |ξi 〉= 〈u,π(a∗)v〉
= 〈u∼,π(a∗)v∼〉.
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and π(a)∗ = π(a∗), for all a ∈ A. Moreover, π(ab) = π(a)π(b) for all a, b ∈ A, therefore
π :A → C∗S(O) is a unital ∗-homomorphism, which is a local contractive mapping by virtue
of the construction.
Finally, assume that ker(ϕ) = {0} and let π(a) = 0 for a certain a ∈ A. Take u∼, v∼ ∈O with
u = 1A⊗η, v = 1A⊗ξ , where ξ, η ∈D. Then 0 = 〈π(a)u∼, v∼〉 = 〈a⊗η,1A⊗ξ 〉 = 〈ϕ(a)η|ξ 〉,
in particular, 〈ϕ(a)η|ϕ(a)η〉 = 0 for all η ∈ D (ϕ(a)(D) ⊆ D). Thus ϕ(a) = 0, therefore
a = 0. 
If V ⊆ B(H) then C∗S(O) = B(K) and π :A → B(K) is a unital α-contractive ∗-representa-
tion, that is, ‖π(a)‖ pα(a) for all a ∈ A.
5.2. The decomposition theorem
Now let us prove the main result of the section. Again we assume that A is a unital multi-
normed C∗-algebra with its defining family of C∗-seminorms {pα: α ∈ Λ} and E = {Hι}ι∈Ω is a
quantized domain in a Hilbert space H with its union space D.
Theorem 5.1. Let ϕ :A → C∗E (D) be a local matrix contractive mapping. If ϕ is local matrix pos-
itive then there are a quantized domain S = {Kι}ι∈Ω in a Hilbert space K with its union spaceO,
a contraction T :H → K , and unital local contractive ∗-homomorphism π :A → C∗S(O) such
that
T (E) ⊆ S and ϕ(a) ⊆ T ∗π(a)T
for all a ∈ A. Moreover, if ϕ(1A) = ID then T is an isometry.
Proof. Let K be the Hilbert space defined above and let π be the representation from Lemma 5.2.
Consider a linear mapping T :D→ K given by the rule T (ξ) = (1A⊗ξ)∼ (modN). Take ξ ∈D.
Fix ι ∈ Ω and take ξ ∈ Hι. Then T ξ ∈ Kι ⊆O. Whence T (Hι) ⊆ Kι. By assumption, q(1)ι ϕ 
p
(1)
α for some α. Therefore,
‖T ξ‖2 = 〈T ξ,T ξ 〉 = 〈1A ⊗ ξ,1A ⊗ ξ 〉 =
〈
ϕ(1A)ξ |ξ
〉

∥∥ϕ(1A)ξ∥∥‖ξ‖

∥∥ϕ(1A)|Hι∥∥‖ξ‖2 = q(1)ι (ϕ(1A))‖ξ‖2
 p(1)α (1A)‖ξ‖2 = ‖ξ‖2,
that is, ‖T ξ‖  ‖ξ‖. If ϕ(1A) = ID then ‖T ξ‖ = ‖ξ‖. Thus T has unique extension up to a
contraction on D = H (respectively, an isometry if ϕ(1A) = ID).
Finally, take a ∈ A and ξ, η ∈D. Then〈
T ∗π(a)T ξ |η〉= 〈π(a)T ξ,T η〉= 〈(a ⊗ ξ)∼, (1A ⊗ η)∼〉= 〈a ⊗ ξ,1A ⊗ η〉 = 〈ϕ(a)ξ |η〉,
that is, 〈(T ∗π(a)T − ϕ(a))ξ |η〉 = 0 for all ξ, η ∈D. Fix ξ ∈D. Then (T ∗π(a)T − ϕ(a))ξ ∈ H
and 〈(T ∗π(a)T − ϕ(a))ξ |η〉 = 0 for all η ∈ H . Hence T ∗π(a)T ξ = ϕ(a)ξ . Thus T ∗π(a)T Pι =
ϕ(a)Pι for all ι ∈ Ω . 
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and T ∗π(a)T = ϕ(a) for all a ∈ A. The following particular cases of Theorem 5.1 present an
interest.
Corollary 5.1. Let ϕ :A → C∗E (D) be a unital local matrix positive mapping. Then there are
a quantized domain S in a Hilbert space K containing H and a unital local contractive ∗-
homomorphism π :A → C∗S(O) such that
E ⊆ S and ϕ(a) ⊆ PHπ(a)
for all a ∈ A, where O is the union space of S and PH is the projection in B(K) onto H .
Proof. One should apply Corollary 4.1 and Theorem 5.1. 
Corollary 5.2. Let ϕ :A → Mn be a unital matrix α-contractive mapping, that is, ϕ(1A) = ICn
and ‖ϕ(∞)(a)‖ p(∞)α (a), a ∈ M(A). There are a unital α-contractive representation π :A →
B(K) and an isometry T :Cn → K such that T ∗π(a)T = ϕ(a) for all a ∈ A. Moreover, the
Hilbert space dimension of K is at most the cardinality card(A) of A.
Proof. If A = {0} then the assertion is trivial. Assume A = {0}. Note that ϕ is matrix α-positive
thanks to Corollary 4.1. Assume K is the same as in Theorem 5.1, that is, the norm-completion
of the pre-Hilbert space (A ⊗ Cn)/N . Thus An has the dense range M in K . Take a Hilbert
basis (eθ )θ∈Ξ in K . For each θ ∈ Ξ take xθ ∈ M such that ‖eθ − xθ‖  2−1. If xθ = xη for
some different θ and η from Ξ , then
√
2 = (‖eθ‖2 + ‖eη‖2)1/2 = ‖eθ − eη‖  ‖eθ − xθ‖ +
‖eη − xη‖ 1, a contradiction. So, card(Ξ) card(M) card(An) = card(A).
Finally, T ∗π(a)T = ϕ(a) for all a ∈ A, and π :A → B(K) is a unital α-contractive represen-
tation due to Theorem 5.1. 
Corollary 5.3. If there is a unital local matrix isometry ϕ :A → C∗E (D) then there is a local
isometric ∗-isomorphism π :A → C∗S(O) for a certain domain S .
Proof. By assumption, Λ = Ω and q(∞)ι ϕ(∞) = p(∞)ι for all ι. Being ϕ a unital local matrix
contraction, it is local matrix positive thanks to Corollary 4.1. By Theorem 5.1, there are a quan-
tized domain S = {Kι}ι∈Λ with its union space O, a unital local contractive ∗-isomorphism
π :A → C∗S(O), and an isometry T :H → K , T (Hι) ⊆ Kι, ι ∈ Ω , such that ϕ(a) ⊆ T ∗π(a)T
for all a ∈ A. As follows from the proof of Theorem 5.1, ‖π(a)|Kι‖ pι(a), a ∈ A, for each ι.
Take unit vectors x, y ∈ Hι. Then so are T x,T y ∈ Kι, and〈
T ∗π(a)T x, y
〉= 〈π(a)T x,T y〉= 〈(π(a)|Kι)T x,T y〉 ∥∥(π(a)|Kι)T x∥∥‖Ty‖ ∥∥π(a)|Kι∥∥.
It follows that pι(a) = ‖ϕ(a)|Hι‖ = ‖(T ∗π(a)T )|Hι‖ ‖π(a)|Kι‖ pι(a) for all a ∈ A. Thus
‖π(a)|Kι‖ = pι(a), a ∈ A, for each ι, that is, π is a local isometry. 
Corollary 5.4. Let A ⊆ C∗E (D) be a closed local operator system on a quantized domain E . If
there is an associative multiplication in A which turns it into a unital multinormed C∗-algebra
then A is a local operator C∗-algebra up to a local isometric isomorphism.
Proof. It suffices to apply Corollary 5.3 for the identical embedding A ↪→ C∗E (D). 
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positive then ϕ(a)∗ϕ(a)  ϕ(a∗a) on D for all a ∈ A. If ϕ(a)∗ϕ(a) = ϕ(a∗a) then ϕ(ba) =
ϕ(b)ϕ(a) for all b ∈ A.
Proof. By Theorem 5.1, there are a quantized domain S = {Kι}ι∈Ω in a Hilbert space K ,
a unital local contractive ∗-homomorphism π :A → C∗S(O) and a contraction T :H → K
such that T Pι = QιT Pι, ι ∈ Ω , and ϕ(a) ⊆ T ∗π(a)T for all a ∈ A, where p = {Pι}ι∈Ω and
q = {Qι}ι∈Ω are the projection nets associated with the domains E and S , respectively. Moreover,
ϕ preserves the involutions thanks to Lemma 4.3. Then
ϕ(a)∗ϕ(a)Pι = ϕ(a)∗Pιϕ(a)Pι = Pιϕ(a)∗Pιϕ(a)Pι =
(
ϕ(a)Pι
)∗
Pιϕ(a)Pι
= (T ∗π(a)T Pι)∗ϕ(a)Pι = (T ∗π(a)QιT Pι)∗ϕ(a)Pι
= ((QιT )∗π(a)QιT Pι)∗ϕ(a)Pι = Pι(QιT )∗π(a∗)(QιT )(QιT )∗π(a)(QιT )Pι
 Pι(QιT )∗π(a∗)Qιπ(a)(QιT )Pι = Pι(QιT )∗π(a∗a)(QιT )Pι
= PιT ∗π(a∗a)T Pι = Pιϕ(a∗a)Pι
= ϕ(a∗a)Pι
for all ι ∈ Λ.
Now assume that ϕ(a)∗ϕ(a) = ϕ(a∗a) and consider the mapping ϕ(2) :M2(A) → C∗E2(D2)(see Proposition 3.3 and Remark 3.3), which is local matrix contractive and local matrix positive
because of so is ϕ. Then for each b ∈ A,
ϕ(2)
([
b∗ a
a∗ 0
])∗
ϕ(2)
([
b∗ a
a∗ 0
])
 ϕ(2)
([
b a
a∗ 0
][
b∗ a
a∗ 0
])
on D2. It follows that [
T S
S∗ 0
]
 0
in C∗E2(D2), where T = ϕ(bb∗) − ϕ(b)ϕ(b∗) and S = ϕ(ba) − ϕ(b)ϕ(a). Fix ι ∈ Λ. Then
T |Hι is hermitian. Moreover, one may assume that T |Hι = IHι . Then S|Hι = 0. Thus ϕ(ba) −
ϕ(b)ϕ(a) =ι 0. Therefore ϕ(ba) = ϕ(b)ϕ(a). 
Corollary 5.6. Let Φ :C∗E (D) → C∗E (D) be a local matrix contractive and local matrix positive
projection. Then
Φ
(
Φ(a)b
)= Φ(Φ(a)Φ(b))= Φ(aΦ(b))
for all a, b ∈ C∗(D).E
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with E . One suffices to prove the equalities for the hermitian elements a, b ∈ C∗E (D). We are
using the similar argument as in [9, Lemma 6.1.2]. Evidently,
d =
[
0 Φ(a)
Φ(a) b
]
is hermitian in M2(C∗E (D)) = C∗E2(D2) (see Proposition 3.3). Moreover, Φ(2) :C∗E2(D2) →
C∗E2(D2) is local matrix contractive and local matrix positive too. Then Φ(2)(d) is hermi-
tian (see Lemma 4.3) and Φ(2)(d)2  Φ(2)(d2) on D2 thanks to Corollary 5.5. Moreover,
Φ(2)(Φ(2)(d)2)Φ(2)(Φ(2)(d2)) on D2, for Φ is local matrix positive. It follows that
D =
[
0 T
T ∗ S
]
 0 in C∗E2
(D2),
where T = Φ(Φ(a)b)−Φ(Φ(a)Φ(b)) and S = Φ(Φ(a)2 +b2)−Φ(Φ(a)2 +Φ(b)2). Note that
D|H 2α =
[
0 T |Hα
(T |Hα)∗ S|Hα
]
 0 in B(H 2α ).
Whence T |Hα = 0 for all α, that is, Φ(Φ(a)b) = Φ(Φ(a)Φ(b)) and Φ(bΦ(a)) = Φ(Φ(b)Φ(a)),
which in turn implies that Φ(Φ(a)b) = Φ(Φ(a)Φ(b)) = Φ(aΦ(b)). The rest is clear. 
6. The sup-formulas
In this section we describe a continuous matrix seminorm on a local operator space in terms
of the matrix duality. The result is based upon the Bipolar theorem which we formulate below.
6.1. The matrix seminorm case
Let V and W be a (Hausdorff) polynormed spaces. These spaces are said to be in duality if
there is a pairing 〈·,·〉 :V × W → C such that all continuous functionals on V are given by the
elements of W , and vice versa. We briefly say that (V ,W) is a dual pair. Thus both topologies
on V and W are compatible with the distinguished duality 〈·,·〉. For instance, the spaces V and
V ′ are in the canonical duality 〈x,f 〉 = f (x), where V ′ = C(V ,C) is the space of all continuous
linear functionals on V . The given pairing between V and W determines a matrix pairing
〈〈·,·〉〉 :Mm(V )×Mn(W) → Mmn, 〈〈v,w〉〉 =
[〈vij ,wst 〉]= w(m)(v) = v(n)(w),
where v = [vij ] ∈ Mm(V ), w = [wst ] ∈ Mn(W), which are identified with the canonical linear
mappings
v :W → Mm, v(y) =
[〈vij , y〉], and w :V → Mn, w(x) = [〈x,wst 〉],
respectively. Each Mm(V ) (respectively, Mn(W)) endowed with the polynormed topology in-
duced from V n2 (respectively, Wn2 ), is denoted by Mm(V ) (respectively, Mn(W)). In particular,
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σ(Mn(V ),Mn(W)) and σ(Mn(W),Mn(V )) determined by the scalar pairing
〈·,·〉 :Mn(V )×Mn(W) → C, 〈v,w〉 =
∑
i,j
〈vij ,wij 〉.
Moreover, the bilinear mapping 〈〈·,·〉〉 :V ×Mn(W) → Mn determines all continuous linear map-
pings ϕ :V → Mn, that is, Mn(W) = C(V ,Mn).
Given a matrix set B in M(V ) let us introduce the absolute operator polar B in M(W) to
be a matrix set (bn ) defined as
bn =
{
w ∈ Mn(W):
∥∥〈〈v,w〉〉∥∥ 1, v ∈ bs , s ∈ N}.
Similarly, one can define the absolute operator polar M ⊆ M(V ) for a matrix set M = (mn)
in M(W). A matrix set B in M(V ) is said to be weakly closed if each bn is σ(Mn(V ),Mn(W))-
closed in Mn(V ). Note that B is an absolutely matrix convex and weakly closed set in
M(W) [10]. It can be proved that b1 coincides with the classical absolute polar of b1 in W ,
that is, b1 = b◦1 = {w ∈ W : |〈v,w〉| 1, v ∈ b1}.
The classical Bipolar theorem asserts that the double absolute polar S◦◦ of a subset S ⊆ V is
the smallest weakly closed absolutely convex set containing S. The operator version of this result
was proved in [10] by Effros and Webster.
Theorem 6.1. Let (V ,W) be a dual pair and let B be a matrix set in M(V ). Then B is the
smallest weakly closed absolutely matrix convex set containing B. In particular, B = B for
a weakly closed absolutely matrix convex matrix set B in M(V ).
Let (V ,W) be a dual pair and let B = (bn) be a matrix set in M(V ). Let us introduce a family
qB = (q(n)B )n∈N of gauges on M(W) defined as
q
(n)
B (w) = sup
{∥∥〈〈v,w〉〉∥∥: v ∈ br , r ∈N}, w ∈ Mn(W), n ∈N.
It can easily be verified that qB is a matrix gauge on W called a dual gauge of B. If B is the unit
set of a matrix gauge p = (p(n))n∈N on V then qB is called a dual gauge of p and it is denoted
by p = (pn )n∈N. Thus
pn (w) = sup
{∥∥w(r)(v)∥∥: v ∈ Mr(V ), p(r)(v) 1, r ∈N}
for all w ∈ Mn(W), n ∈ N. We also introduce the subset CBp(V,Mn) ⊆ Mn(W) of all matrix
p-contractive linear maps w : V → Mn, that is, pn (w) 1.
Lemma 6.1. Let B = (bn) be a matrix set in M(V ) and let qB = (q(n)B )n∈N be its dual gauge.
Then qB is the Minkowski functional of the absolute operator polar B = (bn ) in M(W). In
particular, bn is the unit set of the dual gauge q(n)B , n ∈ N.
Proof. For a while, we denote the matrix gauge of B by γ = (γ (n))n∈N. Let us prove that
γ = qB. First note that the set b is σ(Mn(W),Mn(V ))-closed by its very definition. Moreover,n
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1} (if γ (n)(w) = 1 then wε = (1 + ε)−1w ∈ bn for any ε > 0, and w = limε→0 wε ∈ bn ).
Further, take t > 0 with t−1w ∈ bn . Then ‖〈〈v, t−1w〉〉‖  1 for all v ∈ br , r ∈ N. Thereby
q
(n)
B (w)  t . So, if γ (n)(w) < ∞ then q(n)B (w)  γ (n)(w). Moreover, if q(n)B (w) = 0 then‖〈〈v,μw〉〉‖ = 0 for all μ > 0 and v ∈ br , r ∈ N, that is, μw ∈ bn for all μ > 0. Thus
γ (n)(w) = 0. Further, if q(n)B (w) > 0 then ‖〈〈v, (q(n)B (w))−1w〉〉‖  1 for all v ∈ br , r ∈ N.
Whence (q(n)B (w))
−1w ∈ bn , so γ (n)(w) q(n)B (w).
Finally, if q(n)B (w) < ∞ then ‖〈〈v,w〉〉‖  t for all v ∈ br , r ∈ N, and for a certain t > 0. It
follows that w ∈ tbn , that is, γ (n)(w) < ∞. Thus q(n)B = γ (n) for all n. 
Proposition 6.1. Let (V ,W) be a dual pair and let p be a matrix gauge on V with its weakly
closed unit set. Then p = p and
p(n)(v) = sup{∥∥〈〈v,w〉〉∥∥: w ∈ CBp(V,Mr), r ∈ N}, v ∈ Mn(V ).
In particular, if p and q are matrix gauges on V with their weakly closed unit sets then
p  q iff CBp(V,Mr) ⊆ CBq(V ,Mr), r ∈N.
Proof. Let bn be the unit set of the seminorm p(n), n ∈ N. Then B = (bn) is a weakly closed
absolutely matrix convex set in M(V ). By Bipolar theorem 6.1, B = B. By Lemma 6.1,
B is the collection of unit sets of the dual gauge p. On the same ground, B is the collection
of unit sets of the gauge p. Since B = B, we conclude that p = p. In particular, using
the latter equality, we derive that
p(n)(v) = sup{∥∥v(r)(w)∥∥: w ∈ br , r ∈ N}= sup{∥∥〈〈v,w〉〉∥∥: w ∈ Mr(W), pr (w) 1, r ∈N}
= sup{∥∥〈〈v,w〉〉∥∥: w ∈ CBp(V,Mr), r ∈N}.
Finally, let p and q be matrix gauges on V with their weakly closed unit sets B = (bn) and
M = (mn), respectively. If p  q then M ⊆ B. Moreover, if w ∈ Mn(W) then
qn (w) = sup
{∥∥〈〈v,w〉〉‖: v ∈ mr , r ∈N}
 sup
{∥∥〈〈v,w〉〉∥∥: v ∈ br , r ∈N}= pn (w).
It follows that CBp(V,Mn) ⊆ CBq(V ,Mn). Conversely, if the latter takes place then
p(n)(v) = sup{∥∥〈〈v,w〉〉∥∥: w ∈ CBp(V,Mr), r ∈ N}
 sup
{∥∥〈〈v,w〉〉∥∥: w ∈ CBq(V ,Mr), r ∈ N}= q(n)(v)
for all v ∈ Mn(V ). Whence p  q . 
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Let A be a unital multinormed C∗-algebra with a (saturated) family of C∗-seminorms
{pα: α ∈ Λ}. Recall that a ∗-representation π :A → B(Hπ) is called α-contractive if ‖π(a)‖
pα(a) for all a ∈ A. Evidently, α-contractive ∗-representations are exactly those ones which can
be factored through the C∗-algebra Aα associated with the C∗-seminorm pα . Let us introduce
the class sα of those α-contractive ∗-representations π :A → B(Hπ) such that the Hilbert space
dimension of Hπ is at most the cardinality of A. Actually, sα can be embedded into the set
of all linear maps from A into B(2(A)), therefore it is a set. Without that assumption on the
Hilbert space dimensions one cannot declare that the class of all Hilbert space representations is
a set. Note that sα ⊆ sβ whenever pα  pβ , α,β ∈ Λ. Put s =⋃α∈Λ sα , which is a set too. The
following sup-formula is a C∗-version of one stated in Proposition 6.1.
Proposition 6.2. The equality pα(a) = sup{‖π(a)‖B(Hπ ): π ∈ sα} is true for all a ∈ A, α ∈ Λ.
In particular, sα is a non-empty set.
Proof. Take a ∈ A, and let a be the range of a in the C∗-algebra Aα generated by the
C∗-seminorm pα , via the canonical mapping πα :A → Aα . If ‖a‖α is the norm of a then
‖a‖α = pα(a). By Hahn–Banach theorem, there is an α-contractive functional ϕ :A → C (that
is, |ϕ(c)|  pα(c), c ∈ A) such that ϕ(a) = pα(a). Using [10, Lemma 5.2], we conclude that
ϕ :A → C is a matrix α-contractive mapping, that is, ‖ϕ(∞)(c)‖  p(∞)α (c), c ∈ M(A). It fol-
lows that there is a matrix contraction ϕ :Aα → C such that ϕ = ϕ · πα . Using Paulsen’s 2 × 2
‘off-diagonalization technique’ (see [9, Theorem 5.3.2]), infer that there are unital contractive
functionals ψ1,ψ2 ∈ A∗α such that the mapping
Φ =
[
ψ1 ϕ
ϕ∗ ψ2
]
:M2(Aα) → M2
is a morphism. On account of Corollary 4.1, Φ is a unital matrix contraction. It follows that
Φ = Φ · π(2)α :M2(A) → M2 is a unital matrix α-contractive mapping. Furthermore,
Φ(c) =
[
ψ1(c) ϕ(c)
ϕ∗(c) ψ2(c)
]
with ψi = ψiπα , i = 1,2. Using Corollary 5.2, we obtain that Φ(c) = V ∗π0(c)V , c ∈ M2(A),
for some unital α-contractive representation π0 :M2(A) → B(K) and an isometry V :C2 → K .
Moreover, the Hilbert space dimension of K is at most card(M2(A)) = card(A). Put π :A →
B(K), π(c) = π0(c ⊕ c). Then ‖π(c)‖ p(2)α (c ⊕ c) pα(c) (M1) for all c ∈ A, that is, π is a
unital α-contractive ∗-representation. Thereby π ∈ sα . Further,
Φ
[
0 c
0 0
]
=
[
0 ϕ(c)
0 0
]
= V ∗π0
([
0 c
0 0
])
V = V ∗π0
([
c 0
0 c
][
0 1A
0 0
])
V
= V ∗π(c)π0
[
0 1A
0 0
]
V.
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x = π0
[
0 1A
0 0
]
V
[
0
1
]
(1) and 〈·, y〉 = [ 1 0 ]V ∗,
where 〈·,·〉 is the inner product in K . Then
〈
π(c)x, y
〉= [ 1 0 ]V ∗(π(c)x)= [ 1 0 ]V ∗π(c)π0 [ 0 1A0 0
]
V
[
0
1
]
(1)
= [ 1 0 ][ 0 ϕ(c)0 0
][
0
1
]
(1)
= ϕ(c).
Moreover,
‖x‖
∥∥∥∥π0 [ 0 1A0 0
]∥∥∥∥ p(2)α [ 0 1A0 0
]
=
∥∥∥∥[ 0 1Aα0 0
]∥∥∥∥
M2(Aα)
 1,
and ‖y‖ = ‖[ 1 0 ]V ∗‖ 1.
Finally, pα(a) = ϕ(a) = 〈π(a)x, y〉  ‖π(a)x‖K‖y‖K  ‖π(a)‖B(K)  pα(a), that is,
‖π(a)‖B(K) = pα(a) with π ∈ sα . 
7. The representation theorems
In this section we prove the representation theorems for local operator spaces and multi-
normed C∗-algebras.
7.1. The representation theorem for local operator spaces
We start with the representation theorem for local operator spaces.
Theorem 7.1. Let V be a local operator space. There is a topological matrix isomorphism
ϕ :V → CE (D) of V into the Arens–Michael algebra CE (D) of all noncommutative continu-
ous functions on a certain quantized domain E with its union space D. Thus V is a concrete
local operator space up to a topological matrix isomorphism.
Proof. Consider the dual pair (V ,V ′). Since any unit set B = (bn) of a continuous matrix semi-
norm on V is closed and absolutely matrix convex, it follows that each bn being a convex and
closed set turns out to be σ(Mn(V ),Mn(V ′))-closed by virtue of Mazur’s theorem [14, 10.4.6].
Therefore we may use the sup-formula from Proposition 6.1 with respect to any continuous ma-
trix seminorm on V .
Take a defining (saturated) family {pα: α ∈ Λ} of matrix seminorms on V . We complete this
family by adding all positive rational multipliers cpα , (α, c) ∈ Λ × Q+, and put (α, c) (β, d)
if cpα  dpβ . For instance, the latter takes place whenever α  β and c  d . The family
{cpα: (α, c) ∈ Λ × Q+} is saturated too. Put s(r) = CBcpα (V ,Mr) and s(α,c) =
⋃
s
(r)
,(α,c) r∈N (α,c)
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lows that {s(α,c): (α, c) ∈ Λ × Q+} is a directed family of sets. Put s = ⋃(α,c)∈Λ×Q+ s(α,c).
Take (α, c) ∈ Λ × Q+. Let us introduce (as in [9, Theorem 2.3.5]) the Hilbert spaces H(α,c) =⊕
w∈s(α,c) C
n(w) (the Hilbert space direct sum), where n(w) = n whenever w ∈ s(n)
(α,c)
, (α, c) ∈
Λ × Q+. Obviously, H(α,c) is a closed subspace in H(β,d) if (α, c)  (β, d). Moreover, all
H(α,c) are closed subspaces of the Hilbert space H =⊕w∈s Cn(w), where n(w) = n whenever
w ∈ s(n)
(α,c)
for some (α, c) and n. So, we have an upward filtered family E = {H(α,c)}(α,c)∈Λ×Q+
of closed subspaces in H . The relevant projections in B(H) onto the subspaces H(α,c) are
denoted by P(α,c), respectively, and let p = {P(α,c)}. Since limp = 1H , it follows that the
set D = ⋃E is a dense subspace in H (see Corollary 3.1). Hence E is a quantized do-
main in H with its union space D. Further, let us introduce a linear mapping Φ(α,c) :V →
B(H(α,c)), Φ(α,c)(v) = (w(v))w∈s(α,c) . Note that Φ(n)(α,c) :Mn(V ) → B(Hn(α,c)) is acting by the
rule Φ(n)(α,c)(v) = (w(n)(v))w∈s(α,c) , v ∈ Mn(V ). Hence∥∥Φ(n)(α,c)(v)∥∥B(Hn
(α,c)
)
= sup
w∈s(α,c)
∥∥w(n)(v)∥∥= sup{∥∥〈〈v,w〉〉∥∥: w ∈ scpα}= cp(n)α (v)
by virtue of Proposition 6.1. Thus∥∥Φ(n)(α,c)(v)∥∥B(Hn
(α,c)
)
= cp(n)α (v) (7.1)
for all v ∈ Mn(V ). Consider the linear mapping
Φ :V → CE (D), Φ(v) = Φ(α,c)(v) on H(α,c).
Since Φ(β,d)(v)|H(α,c) = Φ(α,c)(v) if (α, c) (β, d), it follows that Φ is well-defined. Further-
more, if Φ(v) = 0 then Φ(α,c)(v) = 0 for all (α, c). Hence p(1)α (v) = 0 for all α, and therefore
v = 0. Thus Φ is a linear mapping with ker(Φ) = {0}.
Now let us prove that the quantized domain E can be replaced by one which does not depend
upon the defining family {pα: α ∈ Λ} of matrix seminorms on V . Indeed, take another saturated
family {qι: ι ∈ Ω} of matrix seminorms on V . Thereby we have another quantized domain K=
{H(ι,c)}(ι,c)∈Ω×Q+ in H . For each ι ∈ Ω relates pα and t ∈Q+ with qι  tpα , and vice versa. By
Proposition 6.1, s(ι,c) ⊆ s(α,ct) for all c ∈ Q+, hence H(ι,c) ⊆ H(α,ct), and vice versa. Moreover,
Φ(α,ct)(v)|H(ι,c) = Φ(ι,c)(v). Consequently, K∼ E . In particular, ⋃K=D. Moreover, Φ(V ) ⊆
CE (D) ∩ CK(D) = CE ′(D) (see Proposition 3.2), where E ′ = E ∨ K. One may reinforce the
domain E by adding all equivalent domains K associated with the families of matrix seminorms
on V which are equivalent to {pα: α ∈ Λ}. On the ground of Proposition 3.2, we conclude that
Φ(V ) ⊆⋂KCK(D) = C∨K(D) and the quantized domain ∨K depends upon just the matrix
topology on V .
Thus Φ(V ) is a concrete local operator space on E and Φ is a topological matrix isomorphism
(see (7.1)) of V onto Φ(V ). 
Remark 7.1. In the just proposed proof one may replace the family {cpα: (α, c) ∈ Λ ×Q+} by
its any dominating subset {cαpα: α ∈ Λ}. The latter means that for each c ∈Q+ and α ∈ Λ there
corresponds β ∈ Λ with cpα  cβpβ .
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Remark 7.1), which is totally ordered, that is, for a couple of indices α,β ∈ Λ either cαpα 
cβpβ or cβpβ  cαpα . So is the family {npn: n ∈ N} if V has a countable saturated family {pn}
of matrix seminorms, that is, V is a Fréchet operator space. We re-denote cαpα again by pα , and
put α instead of (α, cα), respectively. By Proposition 6.1, we derive the inclusions sα ⊆ sβ or
sβ ⊆ sα , which in turn implies that Pα  Pβ or Pβ  Pα (see the proof of Theorem 7.1). Then
Φ(V ) ⊆ C∗E (D).
Indeed, one should prove that PαΦ(v) ⊆ Φ(v)Pα for all v ∈ V and α ∈ Λ. Take x ∈D. Then x =
(xw)w∈sβ ∈ Hβ (xw ∈ Cn(w)) for some β ∈ Λ. If α  β then PαΦ(v)x = Pα(w(v)xw)w∈sβ =
(w(v)xw)w∈sα = Φ(v)Pαx. But if α  β then x = Pαx and PαΦ(v)x = Φ(v)x = Φ(v)Pαx.
Thus PαΦ(v) ⊆ Φ(v)Pα for all α, that is, Φ(V ) ⊆ C∗E (D) (see (3.2)).
If A is a multinormed C∗-algebra then A is a local operator space (see Section 2.2). Using the
Representation theorem 7.1, we conclude that there is a topological matrix embedding ϕ :A →
CE (D). If ϕ :A → CE (D) preserves C∗-operations, that is, ϕ(A) ⊆ C∗E (D) and ϕ is a unital ∗-
isomorphism, then A is a local operator C∗-algebra on H , and the local positivity in A would
be reduced to the same one but in the local operator system sense. That is indeed true as follows
from the next representation theorem.
7.2. The representation theorem for multinormed C∗-algebras
Now we propose a representation theorem for multinormed C∗-algebras.
Theorem 7.2. Let A be a unital multinormed C∗-algebra with a defining family {pα: α ∈ Λ} of
C∗-seminorms. There is a local isometrical ∗-homomorphism A → C∗E (D) for some quantized
domain E with its union space D. In particular, A is a local operator C∗-algebra on a certain
quantized domain up to a topological (matrix) ∗-isomorphism.
Proof. Take α ∈ Λ. Let Hα =⊕π∈sα Hπ be the Hilbert space direct sum over the set sα from
Section 6.2, where Hπ is the representation space of π , α ∈ Λ. Note that Hα is a closed subspace
in Hβ whenever pα  pβ , α,β ∈ Λ, for sα ⊆ sβ . Moreover, all Hα are closed subspaces of
the Hilbert space H =⊕π∈s Hπ . Consider the quantized domain E = {Hα}α∈Λ in H and put
D =⋃E . Let us introduce a linear mapping
Φα :A → B(Hα), Φα(a) =
(
π(a)
)
π∈sα .
Using Proposition 6.2, we deduce that∥∥Φα(a)∥∥B(Hα) = sup{∥∥π(a)∥∥B(Hπ ): π ∈ sα}= pα(a)
for all a ∈ A. Evidently, Φα is a ∗-representation. Moreover, Φβ(a)|Hα = Φα(a) if α  β . So, we
have a well-defined unbounded operator Φ(a) on H with domain D such that Φ(a)(Hα) ⊆ Hα ,
Φ(a)|Hα = Φα(a), α ∈ Λ, that is, Φ(a) ∈ CE (D). Note that if Φ(a) = 0 then Φα(a) = 0 for
all α. Hence pα(a) = 0 for all α, and therefore a = 0. Hence we have a linear embedding
Φ :A → CE (D), a → Φ(a).
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bounded dual Φ(a) such that D ⊆dom(Φ(a)), Φ(a)(D) ⊆ D and Φ(a)∗ = Φ(a)|D =
Φ(a∗) ∈ CE (D). By Proposition 3.1, Φ(a) ∈ C∗E (D). Thus Φ : A → C∗E (D) is an injective∗-homomorphism. Moreover, Φ is a local isometric mapping, for pα(a) = ‖Φα(a)‖B(Hα) =‖Φ(a)|Hα‖B(Hα).
Finally, note that Φ is a local matrix isometry. Indeed, there is a well-defined unital ∗-
homomorphism φα : Aα → B(Hα) such that φα(πα(a)) = Φ(a)|Hα . It follows that φα is a matrix
isometry. Moreover, φ(n)α (π(n)α (a)) = Φ(n)(a)|Hnα , a ∈ Mn(A). Thus∥∥Φ(n)(a)|Hnα ∥∥= ∥∥φ(n)α (π(n)α (a))∥∥= ∥∥π(n)α (a)∥∥Mn(Aα) = p(n)α (a)
for all a ∈ Mn(A). Whence Φ is a local matrix isometry. 
Corollary 7.1. Let A and B be unital multinormed C∗-algebras and let ϕ :A → B be a unital
linear isomorphism between them. If both ϕ and ϕ−1 are local matrix positive, then ϕ is a topo-
logical ∗-isomorphism. In particular, if ϕ is a local matrix isometry then ϕ is a local isometrical
∗-isomorphism.
Proof. By Theorem 7.2, one may assume that A ⊆ C∗S(O) and B ⊆ C∗E (D) are local oper-
ator C∗-algebras on some quantized domains S and E , respectively. Let q = {Qα}α∈Ω and
p = {Pι}ι∈Λ be the projection nets associated with S and D, respectively. Using Corollaries
4.1 and 5.5, infer that ϕ(a)∗ϕ(a)  ϕ(a∗a), a ∈ A (respectively, ϕ−1(b)∗ϕ−1(b)  ϕ−1(b∗b),
b ∈ B) on D (respectively, on O). Take an index α ∈ Ω . Since ϕ−1 is local positive, it
follows that there is ι ∈ Λ such that ϕ−1(b) α 0 if b ι 0. In particular, ϕ(a)∗ϕ(a) ι
ϕ(a∗a) implies that ϕ−1(ϕ(a)∗ϕ(a)) α ϕ−1(ϕ(a∗a)), or ϕ−1(ϕ(a)∗ϕ(a))Qα  a∗aQα . But
ϕ−1(ϕ(a)∗)ϕ−1(ϕ(a))  ϕ−1(ϕ(a)∗ϕ(a)) on D, in particular, a∗aQα  ϕ−1(ϕ(a)∗ϕ(a))Qα .
Being a∗aQα and ϕ−1(ϕ(a)∗ϕ(a))Qα hermitian elements, we conclude that a∗aQα =
ϕ−1(ϕ(a)∗ϕ(a))Qα . Hence ϕ(a∗a) = ϕ(a)∗ϕ(a) for all a ∈ A. Using Corollary 5.5 again, we
obtain that ϕ is an algebra homomorphism.
Finally, note that if ϕ is a unital local matrix isometry then automatically ϕ and ϕ−1 are local
matrix positive by virtue of Corollary 4.1. 
8. Injectivity
In this section we prove Hahn–Banach extension theorem for local operator spaces and local
operator systems. As a corollary we obtain that the Arens–Michael algebra CE (D) is an injective
local operator space whereas C∗E (D) is an injective object in both local operator space and local
operator system senses.
8.1. Injective and strong injective local operator spaces
A (Hausdorff ) local operator space V is said to be an injective local operator space if for any
subspace W0 ⊆ W of a local operator space W , every matrix continuous mapping ϕ :W0 → V
can be extended up to a matrix continuous mapping ψ :W → V . The following strong version
of the injectivity plays an important role. Let V be a local operator space with a defining family
of matrix seminorms {pα: α ∈ Λ}. Consider a local operator space W , its subspace W0 and a
local matrix contractive mapping ϕ :W0 → V with respect to the family {pα: α ∈ Λ} on V and a
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p
(∞)
α ϕ
(∞)  q(∞)ι |M(W0). If ϕ is extended up to a local matrix contractive mapping ψ :W → V
with respect to the same families {pα: α ∈ Λ} and {qι: ι ∈ Ω}, then V is called a strong injective
local operator space. Consequently, for each α ∈ Λ relates κ ∈ Ω (not necessarily the same ι)
with p(∞)α ψ(∞)  q(∞)κ .
Obviously, strong injectivity implies injectivity. Moreover, V = B(H) is a strong injective
local operator space with respect to the operator norm. Indeed, if ϕ :W0 → B(H) is a matrix
contractive mapping with ‖ϕ(∞)(a)‖ q(∞)ι (a), a ∈ M(W0), for some continuous matrix semi-
norm qι on the local operator space W , then using Hahn–Banach theorem [20, Theorem 2.3.1],
we have an extension ψ :W → B(H) of ϕ such that∥∥ψ(∞)(a)∥∥ q(∞)ι (a), a ∈ M(W).
The latter in turn implies that ψ is a local matrix contractive mapping, that is, B(H) is a strong
injective local operator space.
Lemma 8.1. Let V be an injective local operator space and let Φ :V → V be a matrix con-
tinuous projection. Then Φ(V ) is an injective local operator space. Moreover, if V is strong
injective with respect to a defining family {pα: α ∈ Λ} of matrix seminorms and Φ :V → V is a
local matrix contraction with respect to {pα: α ∈ Λ}, then Φ(V ) is strong injective with respect
to {pα: α ∈ Λ}.
The proof directly follows from the relevant definitions.
Theorem 8.1. Let E = {Hn}n∈N be a quantized Fréchet domain in a Hilbert space H with its
union space D. Then CE (D) is an injective local operator space and C∗E (D) is a strong injective
local operator space.
Proof. We reduce the problem to the case when E = {H }, that is, CE (D) = B(H). As we have
shown above the assertion is true for that case, confirming that B(H) is an injective local operator
space, we shall end the proof.
Let W0 ⊆ W be local operator spaces and let ϕ :W0 → CE (D) be a matrix continuous
mapping. Let us prove that ϕ has a matrix continuous extension Φ :W → CE (D). By assump-
tion CE (D) is the Fréchet–Arens–Michael algebra (see Proposition 4.1). Let p = {Pn}n∈N be
the projection net in B(H) associated with E . Fix n ∈ N and consider the linear mapping
ϕn :W0 → B(H), ϕn(w) = Pnϕ(w)Pn. Being ϕ :W0 → CE (D) matrix continuous, we deduce
that ‖ϕ(s)(w)|Hsn‖  q(s)ιn (w) for all w ∈ Ms(W0), s ∈ N, where {qι}ι∈Ω is a certain defin-
ing (saturated) family of matrix seminorms on W , ιn ∈ Ω , n ∈ N. Taking into account that
ϕ
(s)
n (w) = P⊕sn ϕ(s)(w)P⊕sn , we deduce that ‖ϕ(s)n (w)‖  q(s)ιn (w), w ∈ Ms(W0), s ∈ N, that
is, each ϕn is matrix continuous. Being B(H) a strong injective local operator space, we con-
clude that ϕn has a matrix continuous extension Φn :W → B(K) with ‖Φ(∞)n (v)‖  q(∞)ιn (v),
v ∈ M(W). Consider the linear mapping
Φ :W → CE (D), Φ(v) =
∞∑
m=1
m∑
k=1
SkΦm(v)Sm.
Note that Φ(v)Pn =∑nm=1∑mk=1 SkΦm(v)Sm (see Proposition 4.2). Thus Φ(v)(Hn) ⊆ Hn and
Φ(v)|Hn ∈ B(Hn) for all n, that is, Φ is well defined. Let us verify that Φ :W → CE (D) is matrix
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m, m n, there corresponds an index ιm ∈ Ω such that ‖Φ(∞)m (v)‖ q(∞)ιm (v), v ∈ M(W). Take
ι ∈ Ω with ι ιm, m n, and let v ∈ Ms(W). Then
∥∥Φ(s)(v)|Ksn∥∥=
∥∥∥∥∥
n∑
m=1
m∑
k=1
S⊕sk Φ
(s)
m (v)S
⊕s
m
∥∥∥∥∥
n∑
m=1
∥∥P⊕sm Φ(s)m (v)S⊕sm ∥∥ nq(s)ι (v).
Thus Φ :W → CE (D) is matrix continuous.
If ϕ(W0) ⊆ C∗E (D) and ϕ :W0 → C∗E (D) is local matrix contractive, then we consider the
linear mapping Ψ :W → C∗E (D), Ψ = D · Φ , where D : CE (D) → CE (D) is the local matrix
contractive projection from Proposition 4.2. Then Ψ (v) =∑∞m=1 SmΦm(v)Sm and
∥∥Ψ (s)(v)|Hsn∥∥=
∥∥∥∥∥
n⊕
m=1
S⊕sm Φ(s)m (v)S⊕sm
∥∥∥∥∥= max{∥∥S⊕sm Φ(s)m (v)S⊕sm ∥∥: m n}
max
{∥∥Φ(s)m (v)∥∥: m n}max{q(s)ιm (v): m n}
 q(s)ι (v),
that is, Ψ is a local matrix contractive mapping.
It remains to observe that Φ (respectively, Ψ ) extends the mapping ϕ :W0 → CE (D). Take
w ∈ W0. Using Proposition 4.2, we deduce that
Φ(w)Pn =
n∑
m=1
m∑
k=1
SkΦm(v)Sm =
n∑
m=1
m∑
k=1
SkPmϕ(w)PmSm =
n∑
m=1
m∑
k=1
Skϕ(w)Sm = ϕ(w)Pn
for all n. Hence Φ(w) = ϕ(w). Furthermore, Ψ (w) = D(Φ(w)) = D(ϕ(w)) = ϕ(w) whenever
ϕ(W0) ⊆ C∗E (D). Thus CE (D) (respectively, C∗E (D)) is an injective (respectively, a strong injec-
tive) local operator space. 
Corollary 8.1. Let V be a Fréchet operator space. Then V is (strong) injective if and only if it
is the range of a matrix continuous (local matrix contractive) projection C∗E (D) → C∗E (D) for a
certain Fréchet quantized domain E , up to a topological matrix isomorphism.
Proof. Using Representation theorem 7.1 and Remark 7.2, infer that V ⊆ C∗E (D) for a certain
Fréchet domain E . If V is (strong) injective then the identity mapping V → V is extended up to a
matrix continuous (local matrix contractive) projection Φ : C∗E (D) → V . Conversely, C∗E (D) is a
strong injective local operator space thanks to Theorem 8.1. Using Lemma 8.1, we conclude that
V is (strong) injective whenever V is the range of a matrix continuous (local matrix contractive)
projection on C∗E (D). 
8.2. Arveson–Hahn–Banach–Webster theorem for local operator systems
In this subsection we introduce injective local operator systems and prove a locally convex
version of Arveson–Hahn–Banach–Wittstock theorem for operator systems.
1754 A. Dosiev / Journal of Functional Analysis 255 (2008) 1724–1760As in the normed case [9, Chapter 6] we say that V is an injective local operator system if
every morphism (unital local matrix positive mapping) ϕ0 :W0 → V can be extended up to a
morphism ϕ :W → V for a local operator system W and its operator system subspace W0.
Theorem 8.2. Let E be a quantized Fréchet domain with its union space D and let V ⊆ C∗E (D)
be a Fréchet operator system. The following assertions are equivalent:
(i) V is an injective local operator system;
(ii) there is a morphism-projection C∗E (D) → C∗E (D) onto V ;(iii) V is a strong injective local operator space;
(iv) if W0 ⊆ W are local operator systems and ϕ0 :W0 → V is a local matrix contractive map-
ping, then it has a local matrix contractive extension ϕ :W → V .
In particular, C∗E (D) is an injective local operator system.
Proof. If V is an injective local operator system then the identity mapping V → V is extended
up to a morphism-projection C∗E (D) → V by its very definition, that is, we have (i) ⇒ (ii).
Now assume that Φ :C∗E (D) → C∗E (D) is a morphism-projection onto V . By Corollary 4.1,
Φ is a local matrix contraction. From Lemma 8.1 and Theorem 8.1, we derive that V is a strong
injective local operator space, that is, (ii) ⇒ (iii).
The implication (iii) ⇒ (iv) is trivial.
In order to prove the implication (iv) ⇒ (i), assume that W is a local operator system with its
operator system subspace W0 and ϕ0 :W0 → V is a morphism. By Corollary 4.1, ϕ0 is a local
matrix contraction. By assumption it has a local matrix contractive extension ϕ :W → V . Being
ϕ a unital mapping, we deduce that ϕ is a morphism. Whence V is injective as a local operator
system. 
Thus the injectivity for Fréchet operator systems is reduced to the strong injectivity in the
class of all local operator spaces.
8.3. The ⊗̂∗-algebra structure on an injective local operator system
Let V ⊆ C∗E (D) be an injective local operator system on a quantized domain E = {Hα}α∈Λ
with its union space D. There is a morphism-projection Φ :C∗E (D) → C∗E (D)onto V (see to the
proof of Theorem 8.2). In particular, V is a complete local operator system. For T ,S ∈ V we put
T · S = Φ(T S). (8.1)
It is a well-defined bilinear mapping V × V → V . Since T = Φ(T ), S = Φ(S), it follows that
T · (S ·R) = Φ(TΦ(SR))= Φ(Φ(T )SR)= Φ(T SR) = Φ(T SΦ(R))= Φ(Φ(T S)R)
= (T · S) ·R
by virtue of Corollary 5.6. Furthermore, taking into account that Φ is ∗-linear (see Lemma 4.3),
we conclude that (T · S)∗ = Φ(T S)∗ = Φ((T S)∗) = Φ(S∗T ∗) = S∗ · T ∗. Fix α ∈ Λ and T ∈ V .
Then T = Φ(T ) and T ∗T = Φ(T )∗Φ(T )Φ(T ∗T ) onD, thanks to Corollary 5.5. In particular,
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contraction, we conclude that p(∞)α Φ(∞)  p(∞)β for a certain β ∈ Λ, β  α. Thus p(1)α (T ∗ ·T ) =
p
(1)
α (Φ(T
∗T )) p(1)β (T ∗T ) = p(1)β (T )2, that is,
p(1)α (T )
2  p(1)α (T ∗ · T ) p(1)β (T )2
for all T ∈ V . Moreover,
p(1)α (T · S) = p(1)α
(
Φ(T S)
)
 p(1)β (T S) p
(1)
β (T )p
(1)
β (S),
T , S ∈ V , that is, V is a unital ⊗̂∗-algebra (locally convex ∗-algebra with the jointly continuous
multiplication).
Now consider the morphism-projection Φ(n) : Mn(C∗E (D)) → Mn(C∗E (D)). Then im(Φ(n)) =
Mn(V ). Moreover, the multiplication on Mn(V ) induced by the projection Φ(n) coincides with
the matrix multiplication inherited by one on V . Indeed, take a = [aij ], b = [bij ] ∈ Mn(V ). Then
a · b =
[∑
k
aik · bkj
]
=
[∑
k
Φ(aikbkj )
]
= Φ(n)(ab).
As above, we conclude that
p(n)α (a)
2  p(n)α (a∗ · a) p(n)β (a)2 and p(n)α (a · b) p(n)β (a)p(n)β (b)
(with the same α, β) for all a, b ∈ Mn(V ).
Now we investigate when V with its ⊗̂∗-algebra structure turns out to be a multinormed C∗-
algebra such that their local operator space structures are equivalent.
Lemma 8.2. For each α ∈ Λ there corresponds β ∈ Λ, β  α, such that for all b, c ∈ Mn(V ),
cβ 0, we have b∗ · c · bα 0.
Proof. As we have just indicated above for each α ∈ Λ there corresponds β ∈ Λ, β  α, such
that p(∞)α Φ(∞)  p(∞)β , that is, the canonical mapping Vβ → Vα between the operator systems
Vβ and Vα (see Remark 4.1) induced by Φ is a matrix contraction. Since Vβ → Vα is uni-
tal, we conclude that Vβ → Vα is matrix positive, that is, if a β 0 for some a ∈ Mn(V ) then
Φ(n)(a) α 0. Take c ∈ Mn(V ) with c β 0. Then b∗cb β 0 in Mn(C∗E (D)), and therefore
Φ(n)(b∗cb) α 0. It remains to note that b∗ · c · b = Φ(n)(Φ(n)(b∗c)b) = Φ(n)(b∗cΦ(n)(b)) =
Φ(n)(b∗cb) thanks to Corollary 5.6. 
As in the proof of Stinespring theorem 5.1, we extend the quantized domain E to decompose
the operators from V . Confirm that V is just a unital ⊗̂∗-algebra. Consider the algebraic tensor
product V ⊗D and let 〈·,·〉 be the sesquilinear form on V ⊗D determined by the rule〈∑
bj ⊗ ηj ,
∑
ai ⊗ ξi
〉
=
∑〈(
a∗i · bj
)
ηj |ξi
〉=∑〈Φ(a∗i bj )ηj |ξi 〉
for all ai, bj ∈ A and ξi, ηj ∈ D, where 〈·|·〉 is the original Hilbert space inner product in H .
Using Lemma 5.1 applied to the mapping Φ :A(V ) → C∗(D) form the multinormed C∗-algebraE
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semidefined sesquilinear form on V ⊗D. Therefore it induces a Hilbert space inner product on
the quotient space (V ⊗D)/N modulo the subspace N = {u ∈ V ⊗D: 〈u,u〉 = 0}. In particular,
〈x, y〉 =∑nj=1〈uj , vj 〉, x = (uj ), y = (vj ) ∈ (V ⊗ D)n, is a positive semidefined sesquilinear
form on (V ⊗D)n.
Let K be the completion of the pre-Hilbert space (V ⊗D)/N , Mα the range of the subspace
V ⊗Hα via the quotient mapping (V ⊗D) → (V ⊗D)/N , and let Kα be the closure of Mα in K .
Evidently, S = {Kα}α∈Λ is a quantized domain in K and let O be its union space. Furthermore,
the mapping D→ K , ξ → (1D ⊗ ξ)∼, is an isometry. Indeed,∥∥(1D ⊗ ξ)∼∥∥2K = 〈(1D ⊗ ξ)∼, (1D ⊗ ξ)∼〉= 〈1D ⊗ ξ,1D ⊗ ξ 〉 = 〈ξ |ξ 〉 = ‖ξ‖2H .
Then we have an isometrical embedding T : H → K such that T ξ = (1D ⊗ ξ)∼, ξ ∈ D. Evi-
dently, T (Hα) ⊆ Kα , α ∈ Λ. Thus K is the extension of the Hilbert space H with Hα ⊆ Kα ,
α ∈ Λ, that is, E ⊆ S .
For each a ∈ V , consider the linear mapping π(a) = La ⊗ ID :V ⊗D→ V ⊗D, where La ∈
L(V ), Lax = a · x, is the left multiplication (by a) operator on V . Evidently, the correspondence
V → L(V ⊗D), a → π(a), is an algebra homomorphism.
Lemma 8.3. For each α ∈ Λ there corresponds β ∈ Λ with β  α and〈
π(n)(a)u,π(n)(a)u
〉
 p(n)β (a)2〈u,u〉
for all a ∈ Mn(V ), u ∈ (V ⊗Hα)n, n ∈N.
Proof. Fix α ∈ Λ and take a ∈ V and u = ∑mi=1 ai ⊗ ξi ∈ V ⊗ Hα with {ξi} ⊆ Hα , that is,
ξ = (ξi) ∈ Hmα . Then
〈
π(a)u,π(a)u
〉= 〈∑a · ai ⊗ ξi,∑a · ai ⊗ ξi〉= 〈[a∗i · a∗ · a · aj ]ξ |ξ 〉
= 〈(A∗ ·Δ∗ ·Δ ·A)ξ |ξ 〉,
where Δ ∈ Mm(V ) is the diagonal matrix with the same diagonal element a and
A =
⎡⎢⎣ a1 a2 · · ·0 0 · · ·
...
...
. . .
⎤⎥⎦ ∈ Mm(V ).
Note that Δ∗ ·Δ = Φ(m)(Δ∗Δ) and Δ∗Δδ p(1)δ (a)2IDm for all δ ∈ Λ. By Lemma 8.2, there is
an index γ ∈ Λ, γ  α, such that b∗ · c · b α 0 for all b, c ∈ Mm(V ) with c γ 0. Since Φ is
local matrix positive, it follows that for that index γ there corresponds an index β ∈ Λ, β  γ
such that Φ(m)(b)γ 0 whenever b β 0, b ∈ Mm(C∗E (D)), m ∈ N. But Δ∗Δβ p(1)β (a)2IDm ,
thereby Δ∗ · Δ γ p(1)β (a)2IDm . Furthermore, A∗ · Δ∗ · Δ · A α p(1)β (a)2A∗ · A. It follows
that 〈π(a)u,π(a)u〉 = 〈(A∗ · Δ∗ · Δ · A)ξ |ξ 〉 p(1)(a)2〈(A∗ · A)ξ |ξ 〉 = p(1)(a)2〈u,u〉, that is,β β
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ing in mind the same indices α, γ , β , α  γ  β . Let a = [aij ] ∈ Mn(V ) and let u = (uj ) ∈
(V ⊗ Hα)n. Assume that uj =∑mi=1 a(j)i ⊗ ξ (j)i , where ξj = (ξ (j)i ) ∈ Hmα for all j . First, let us
prove the equality
〈
π(n)(a)u,π(n)(a)u
〉= 〈(A∗ · (a∗ · a ⊗ Im) ·A)ξ |ξ 〉, (8.2)
where ξ = (ξj )nj=1 ∈ Hmnα ,
Aj =
⎡⎢⎢⎢⎣
a
(j)
1 a
(j)
2 · · · a(j)m
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎤⎥⎥⎥⎦ ∈ Mm(V ), A =
⎡⎢⎢⎢⎣
A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · An
⎤⎥⎥⎥⎦ ∈ Mmn(V ),
and a∗ · a ⊗ Im ∈ Mmn(V ) (Im ∈ Mm is the identity matrix). Note that a∗ · a = [ckj ] with ckj =∑n
i=1 a∗ik · aij , and a∗ · a ⊗ Im = [ckj Im]. Therefore
A∗ · (a∗ · a ⊗ Im) ·A =
⎡⎢⎢⎢⎣
A∗1 · c11Im ·A1 A∗1 · c12Im ·A2 · · · A∗1 · c1nIm ·An
A∗2 · c21Im ·A1 A∗2 · c22Im ·A2 · · · A∗2 · c2nIm ·An
...
...
. . .
...
A∗n · cn1Im ·A1 A∗n · cn2Im ·A2 · · · A∗n · cnnIm ·An
⎤⎥⎥⎥⎦
and (A∗ · (a∗ · a ⊗ Im) ·A)ξ = (∑nj=1(A∗k · ckj Im ·Aj)ξj )nk=1 ∈ Hmnα . Furthermore
A∗k · ckj Im ·Aj =
⎡⎢⎢⎢⎢⎣
a
(k)∗
1 0 · · · 0
a
(k)∗
2 0 · · · 0
...
...
. . .
...
a
(k)∗
m 0 · · · 0
⎤⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎣
ckj 0 · · · 0
0 ckj · · · 0
...
...
. . .
...
0 0 · · · ckj
⎤⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎣
a
(j)
1 a
(j)
2 · · · a(j)m
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎤⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
a
(k)∗
1 · ckj · a(j)1 a(k)∗1 · ckj · a(j)2 · · · a(k)∗1 · ckj · a(j)m
a
(k)∗
2 · ckj · a(j)1 a(k)∗2 · ckj · a(j)2 · · · a(k)∗2 · ckj · a(j)m
...
...
. . .
...
a
(k)∗
m · ckj · a(j)1 a(k)∗m · ckj · a(j)2 · · · a(k)∗m · ckj · a(j)m
⎤⎥⎥⎥⎥⎦ ,
which in turn implies that
n∑
j=1
(
A∗k · ckj Im ·Aj
)
ξj =
(
n∑
j=1
m∑
s=1
a
(k)∗
t · ckj · a(j)s ξ (j)s
)m
t=1
∈ Hmα .
If z = 〈(A∗ · (a∗ · a ⊗ Im) ·A)ξ |ξ 〉 then
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〈(
n∑
j=1
(
A∗k · ckj Im ·Aj
)
ξj
)n
k=1
∣∣(ξk)nk=1
〉
=
n∑
k=1
〈
n∑
j=1
(
A∗k · ckj Im ·Aj
)
ξj |ξk
〉
=
n∑
k=1
〈(
n∑
j=1
m∑
s=1
(
a
(k)∗
t · ckj · a(j)s
)
ξ
(j)
s
)m
t=1
∣∣(ξ (k)t )mt=1
〉
=
n∑
k=1
m∑
t=1
〈
n∑
j=1
m∑
s=1
(
a
(k)∗
t · ckj · a(j)s
)
ξ
(j)
s |ξ (k)t
〉
=
n∑
k,j=1
m∑
s,t=1
〈(
a
(k)∗
t · ckj · a(j)s
)
ξ
(j)
s |ξ (k)t
〉
=
n∑
i,k,j=1
m∑
s,t=1
〈(
a
(k)∗
t · a∗ik · aij · a(j)s
)
ξ
(j)
s |ξ (k)t
〉= n∑
i,k,j=1
m∑
s,t=1
〈((
aik · a(k)t
)∗ · aij · a(j)s )ξ (j)s |ξ (k)t 〉
=
n∑
i,k,j=1
m∑
s,t=1
〈(
aij · a(j)s ⊗ ξ (j)s
)
,
(
aik · a(k)t ⊗ ξ (k)t
)〉
=
n∑
i,k,j=1
〈
m∑
s=1
aij · a(j)s ⊗ ξ (j)s ,
m∑
t=1
aik · a(k)t ⊗ ξ (k)t
〉
=
n∑
i,k,j=1
〈
π(aij )uj ,π(aik)uk
〉
=
n∑
i=1
〈
n∑
j=1
π(aij )uj ,
n∑
k=1
π(aik)uk
〉
=
〈(
n∑
j=1
π(aij )uj
)n
i=1
,
(
n∑
j=1
π(aij )uj
)n
i=1
〉
= 〈π(n)(a)u,π(n)(a)u〉.
Thus the equality (8.2) has been proved.
Now let us derive the required inequality. Note that a∗ · a ⊗ Im = Φ(mn)(a∗a ⊗ Im) and
a∗a ⊗ Im ∈ Mmn(C∗E (D)). Using [9, Proposition 2.1.1], we deduce that
p
(nm)
δ (a
∗a ⊗ Im) =
∥∥(a∗a ⊗ Im)|Hnmδ ∥∥= ∥∥((a∗a)|Hnδ )⊗ Im∥∥= ∥∥(a∗a)|Hnδ ∥∥= p(n)δ (a∗a)
= p(n)δ (a)2
for all δ ∈ Λ. Therefore a∗a ⊗ Im δ p(n)δ (a)2IDmn for all δ ∈ Λ. In particular,
a∗a ⊗ Im β p(n)β (a)2IDmn,
which in turn implies that a∗ · a ⊗ Im = Φ(nm)(a∗a ⊗ Im)γ p(n)β (a)2IDmn . By Lemma 8.2,
A∗ · (a∗ · a ⊗ Im) ·Aα p(n)β (a)2A∗ ·A.
Using (8.2), we derive that〈
π(n)(a)u,π(n)(a)u
〉= 〈(A∗ · (a∗ · a ⊗ Im) ·A)ξ |ξ 〉
 p(n)β (a)2
〈(
A∗ ·A)ξ |ξ 〉= p(n)β (a)2〈u,u〉,
that is, 〈π(n)(a)u,π(n)(a)u〉 p(n)β (a)2〈u,u〉. 
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multinormed C∗-algebra structure with respect to the involution and matrix topology from
C∗E (D).
Proof. If we have two unital multinormed C∗-algebra structures on V with the same involution
and matrix topology from C∗E (D) then the identity mapping V → V being a unital local matrix
isometry is automatically ∗-isomorphism by virtue of Corollary 7.1, that is, these structures are
identical.
As we have observed above the original matrix seminorms {pα} do not satisfy the C∗-
seminorm property with respect to the new multiplication (8.1). That is a crucial moment which
does not appear in the normed case, for in the latter case pα = pβ = p for all α, β , therefore
the same norm p is a C∗-norm and the proof is ended (see [9, 6.1.3]). To overcome this problem
in the multinormed case, below we propose a new family of C∗-seminorms, which is equivalent
to {pα}.
Take a ∈ V . By Lemma 8.3, π(a)(N) ⊆ N , therefore it determines a linear mapping on the
quotient space (V ⊗ D)/N denoted by π(a) too. Moreover, π(a) leaves invariant each sub-
space Mα , and for each α relates β  α such that ‖π(a)u‖  p(1)β (a)‖u‖, u ∈ Mα , thanks to
Lemma 8.3. Taking into account that Mα = Kα , we conclude that the latter inequality is true
for all u ∈ Kα . Therefore π(a) is extended up to a bounded linear operator on Kα , which we
denote by π(a)α , and ‖π(a)α‖B(Kα)  p(1)β (a), a ∈ V . If Kα ⊆ Kδ then (π(a)δ)|Kα = π(a)α ,
which can be verified on the dense subspace Mα . Thus we have a well-defined unbounded op-
erator on K with domain O, denoted again by π(a), such that π(a)|Kα = π(a)α for all α, that
is, π(a) ∈ CS(O) (see (3.1)). Moreover, if u∼, v∼ ∈ Mα with u =
∑
bj ⊗ ηj , v =∑ai ⊗ ξi ,
{ηj , ξi} ⊆ Hα , then
〈
π(a)u∼, v∼
〉= 〈π(a)u, v〉=∑〈a∗i · a · bjηj |ξi 〉=∑〈(a∗ · ai)∗ · bjηj |ξi 〉= 〈u,π(a∗)v〉
= 〈u∼,π(a∗)v∼〉,
and by continuity, we obtain that 〈π(a)x, y〉 = 〈x,π(a∗)y〉 for all x, y ∈ Kα . Using Propo-
sition 3.1, π(a) ∈ C∗S(O) and π(a)∗ = π(a). Thus π :V → C∗S(O), a → π(a), is a unital∗-homomorphism. Note that〈
π(a)(1D ⊗ η)∼, (1D ⊗ ξ)∼
〉= 〈a ⊗ η,1D ⊗ ξ 〉 = 〈Φ(a)η|ξ 〉= 〈aη|ξ 〉
for all ξ, η ∈D, which means (as in the Stinespring theorem) that
a ⊆ PHπ(a) (8.3)
up to an isometry (see also Corollary 5.1), where PH ∈ B(K) is the projection onto H , that is,
PH = T T ∗.
Now we introduce a new family qα = (q(n)α )n∈N, q(n)α (a) = ‖π(n)(a)|Knα‖B(Knα), a ∈ Mn(V ),
α ∈ Λ, of matrix seminorms on V . Confirm that q(1)α is a multiplicative C∗-seminorm on V .
Indeed, q(1)α (a∗) = ‖π(a∗)|Kα‖ = ‖π(a)∗|Kα‖ = q(1)α (a),
1760 A. Dosiev / Journal of Functional Analysis 255 (2008) 1724–1760q(1)α (a
∗ · a) = ∥∥π(a∗ · a)|Kα∥∥= ∥∥π(a)∗π(a)|Kα∥∥= ∥∥(π(a)|Kα)∗(π(a)|Kα)∥∥
= ∥∥π(a)|Kα∥∥2 = q(1)α (a)2,
and q(1)α (a · b) = ‖π(a · b)|Kα‖ = ‖(π(a)|Kα)(π(b)|Kα)‖ q(1)α (a)q(1)α (b) for all a, b ∈ V .
It remains to prove that {pα} and {qα} are equivalent family of matrix seminorms on V .
Using Lemma 8.3, infer that for each α there corresponds β , β  α, such that q(n)α (a) =
‖π(n)(a)|Knα‖  p(n)β (a) for all a ∈ Mn(V ), that is, qα  pβ . Moreover, using (8.3), we con-
clude that
p(n)α (a) =
∥∥a|Hnα∥∥B(Hnα )  ∥∥P⊕nH π(n)(a)|Knα∥∥ ∥∥π(n)(a)|Knα∥∥= q(n)α (a)
for all a = [aij ] ∈ Mn(V ), n ∈ N. So, pα  qα for all α, that is, {pα} and {qα} are equivalent.
Thus V turns out to be a unital multinormed C∗-algebra preserving its local operator system
structure. 
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