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Introduction
Ce me´moire pre´sente les travaux que j’ai effectue´s depuis ma the`se. Dans la
continuite´ de ceux-ci, ils ont pour de´nominateur commun la the´orie spectrale d’un
ope´rateur de Schro¨dinger auto-adjoint et positif (une fois muni d’un domaine ope´ra-
teur approprie´) au carrefour de diffe´rentes branches des mathe´matiques, le laplacien
de Witten. Comme nous le verrons dans la suite, cet ope´rateur apparaˆıt par exemple
naturellement en topologie diffe´rentielle, en the´orie de Hodge et en syste`mes dyna-
miques via la the´orie de Morse, ainsi qu’en the´orie des processus de diffusion et en
physique statistique via les dynamiques de Langevin. Il fut introduit par Witten en
1982 dans [Wit82] pour de´montrer analytiquement les ine´galite´s de Morse.
Sous la forme « ope´rateur de Schro¨dinger » que nous utiliserons par la suite, le
laplacien de Witten s’e´crit (lorsque l’espace ambiant est Rd)
∆
(0)
f,h = −h2∆ + |∇f |2 − h∆f,
ou` f est une fonction re´gulie`re et h > 0 le parame`tre semi-classique. L’exposant (0)
fait ici re´fe´rence a` la conside´ration de cet ope´rateur agissant sur les fonctions, i.e. sur
les 0-formes, cet ope´rateur e´tant plus ge´ne´ralement de´fini sur l’alge`bre des formes
diffe´rentielles. Sous cette forme ge´ne´rale, il jouit d’une structure alge´brique riche,
dite supersyme´trique, due a` sa forme de type « laplacien de Hodge », qui permet de
l’analyser tre`s pre´cise´ment.
Pour eˆtre plus pre´cis, ce que nous appellerons structure supersyme´trique du
laplacien de Witten dans ce me´moire est essentiellement la donne´e des proprie´te´s (C)
et (E) ci-dessous. En notant d et d∗ la diffe´rentielle exte´rieure et la codiffe´rentielle
(sur Rd ou plus ge´ne´ralement sur une varie´te´ riemannienne), et
df,h := e
− f
h (h d)e
f
h et d∗f,h := e
f
h (h d∗)e−
f
h
leurs de´formations « a` la Witten », le laplacien de Witten agissant sur les formes
diffe´rentielles est de´fini par
∆f,h := df,hd
∗
f,h + d
∗
f,hdf,h .
Il s’e´crit donc en particulier comme un carre´,
(C) ∆f,h =
(
df,h + d
∗
f,h
)2
,
et ve´rifie les relations d’entrelacement
(E) ∆f,h df,h = df,h ∆f,h et ∆f,h d
∗
f,h = d
∗
f,h ∆f,h .
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2 Introduction
Les liens du laplacien de Witten avec la physique statistique sont rendus plus
clairs par la formule de conjugaison suivante,
e
f
h
1
h
∆
(0)
f,h e
− f
h = −h∆ +∇V · ∇ , ou` V := 2f ,
montrant que le laplacien de Witten agissant sur les fonctions dans l’espace plat
L2(Rd, dx) est unitairement e´quivalent (au facteur h pre`s) au laplacien dit a` poids
L
(0)
V,h := −h∆ +∇V · ∇ = h∇∗∇
agissant dans l’espace a` poids L2(Rd, e−Vh dx), l’adjoint e´tant ici conside´re´ formelle-
ment dans L2(Rd, e−Vh dx) (l’espace ambiant peut aussi eˆtre une varie´te´ riemannienne
Ω, a` bord ou non). Pour tout ω ∈ C∞c (Rd), on a en particulier
〈L(0)V,hω, ω〉L2(Rd,e−Vh dx) = h ‖∇ω‖
2
L2(Rd,e−
V
h dx)
,
d’ou` l’on de´duit facilement que l’extension de Friedrichs de L
(0)
V,h agissant sur C∞c (Rd)
dans L2(Rd, e−Vh dx), toujours note´e L(0)V,h, est associe´e a` la forme quadratique Q
(0)
V,h
de domaine H1(Rd, e−Vh dx), ou` :
∀ω ∈ H1(Rd, e−Vh dx) , Q(0)V,h(ω, ω) = h ‖∇ω‖2
L2(Rd,e−
V
h dx)
.
Le noyau de L
(0)
V,h est donc non nul si et seulement si 1 ∈ L2(Rd, e−
V
h dx), i.e. si et
seulement si e−
V
h ∈ L1(Rd, dx), auquel cas il est engendre´ par 1.
Le laplacien a` poids est le ge´ne´rateur infinite´simal du processus stochastique de
Langevin sur-amorti
dXt = −∇V (Xt)dt+
√
2h dBt ,
ou` Xt ∈ Rd et (Bt)t≥0 est un mouvement brownien standard de dimension d. Ce
processus est un mode`le prototypique utilise´ en physique statistique pour simuler
l’e´volution d’un syste`me mole´culaire a` tempe´rature fixe´e, auquel cas V est l’e´nergie
potentielle et h est proportionnel a` la tempe´rature. Puisque l’e´volution des obser-
vables est donne´e par le semigroupe e−tL
(0)
V,h , l’existence d’un e´quilibre pour la dy-
namique de Langevin sur-amortie e´quivaut a` l’appartenance de e−
V
h a` L1(Rd, dx),
auquel cas cette dynamique admet pour unique mesure (de probabilite´) invariante
mV,h(dx) :=
( ∫
Rd
e−
V
h dx
)−1
e−
V
h dx .
Les proprie´te´s de retour a` l’e´quilibre de la dynamique de Langevin sur-amortie sont
donc intimement lie´es au comportement du bas spectre de L
(0)
V,h, ou de fac¸on e´quiva-
lente de ∆
(0)
f,h. Dans la limite basse tempe´rature h → 0+, lorsque e−
V
h ∈ L1(Rd, dx)
pour tout h > 0 assez petit, ce retour a` l’e´quilibre est typiquement exponentielle-
ment long, i.e. d’ordre O(eCh ) pour un certain C > 0 inde´pendant de h ; le processus
est alors dit me´tastable. Du point du vue spectral, ce phe´nome`ne est carate´rise´ par
l’existence de valeurs propres exponentiellement petites, i.e. d’ordre O(e−Ch ), pour
le laplacien de Witten ∆
(0)
f,h.
3Dans le premier chapitre introductif de ce me´moire, nous de´taillons pre´cise´ment
la rapide pre´sentation du laplacien de Witten faite ci-dessus et introduisons les pro-
ble´matiques traite´es dans les chapitres suivants. Celles-ci portent sur les proprie´te´s
spectrales de cet ope´rateur et sur l’e´tude du phe´nome`ne de me´tastabilite´ de la dy-
namique de Langevin sur-amortie.
Le deuxie`me chapitre est consacre´ a` notre travail [Lep17] sur l’obtention d’ine´ga-
lite´s de type Brascamp-Lieb, pour les formes diffe´rentielles sur une varie´te´ rieman-
nienne compacte a` bord Ω, a` l’aide de la structure supersyme´trique du laplacien de
Witten. Il s’agit d’ine´galite´s reposant sur des proprie´te´s de convexite´ du potentiel V
de´finissant le laplacian a` poids qui ge´ne´ralisent dans ce cadre les ine´galite´s de type
Poincare´ de la forme
∃C > 0 , ∀ω ∈ H1(Ω, e−V dVolΩ) ,
‖ω − ( ∫
Ω
ω e−V dVolΩ
)‖2L2(Ω,e−V dVolΩ) ≤ 1C ‖∇ω‖2L2(Ω,e−V dVolΩ) ,
e´quivalentes a` la minoration du trou spectral de L
(0)
V,1 (par C). Mis a` part le chapitre
introductif de ce me´moire, c’est le seul chapitre dans lequel nous nous inte´ressons au
laplacien de Witten et a` son homologue le laplacien a` poids lorsque h est fixe´ (e´gal
a` 1) et non a` leurs comportements asymptotiques a` la limite h→ 0+.
Le troisie`me chapitre de ce me´moire porte sur l’obtention d’asymptotiques pre´-
cises a` la limite h → 0+, dites de type Eyring-Kramers en re´fe´rence a` la cine´tique
chimique, pour les valeurs propres exponentiellement petites non nulles du laplacien
de Witten. Nous y expliquons la strate´gie ge´ne´rale utilise´e dans diffe´rents travaux
des quinze dernie`res anne´es permettant in fine de prouver de telles asymptotiques,
i.e. des asymptotiques de la forme
Ahp e−
C
h
(
1 + o(1)
)
, ou` A > 0, C > 0 et p ∈ R sont explicites,
avec des me´thodes d’analyse semi-classique. A` partir de ce troisie`me chapitre, les
potentiels f conside´re´s seront toujours de type Morse, assurant l’existence de for-
mules pre´cises du type pre´ce´dent. Nos travaux re´alise´s depuis la the`se concerne´s par
ce chapitre sont :
— [DLLN19b] 1, en collaboration avec Giacomo Di Gesu`, Tony Lelie`vre et Boris
Nectoux, dans le cas des 0-formes et de varie´te´s a` bord avec des conditions
au bord de Dirichlet,
— [Lep11] et [LNV13], le second en collaboration avec Francis Nier et Claude
Viterbo, dans le cas ge´ne´ral des formes diffe´rentielles sur une varie´te´ sans
bord,
— et [DL17], en collaboration avec Giacomo Di Gesu`, portant sur l’e´tude d’un
potentiel explicite en grande dimension.
Les deux derniers chapitres sont principalement consacre´s a` nos travaux [DLLN19a]
et [DLLN17b] en collaboration avec Giacomo Di Gesu`, Tony Lelie`vre et Boris Nec-
toux, et dans une moindre mesure a` [LN19a], en collaboration avec Boris Nectoux. Ils
1. Cet article constitue la premie`re partie de la pre´publication [DLLN19a], qui a e´te´ divise´e en
deux parties the´matiques pour publication.
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portent sur l’e´tude de l’e´ve`nement de sortie, a` la limite basse tempe´rature h→ 0+,
du processus de Langevin sur-amorti d’un domaine borne´ Ω de Rd (ou d’une varie´te´
riemannienne compacte a` bord). Ces travaux sont par ailleurs aussi re´sume´s dans les
articles de type compte rendu [DLLN17a,LLN18] et la pre´publication [DLLN19a] a
e´te´ divise´ en deux parties pour publication, avec pour premie`re partie [DLLN19b].
Dans ces travaux et ces deux derniers chapitres, nous cherchons a` analyser pre´cise´-
ment, lorsque h→ 0+, l’e´ve`nement de sortie du processus de Langevin sur-amorti de
Ω, caracte´rise´ par le temps de sortie et le lieu de sortie de ce domaine, lorsque le pro-
cessus est initialement distribue´ selon une distribution naturelle appele´e distribution
quasi-stationnaire.
Cette distribution est de´finie a` partir de l’e´tat fondamental de la re´alisation de
Dirichlet L
D,(0)
V,h du laplacien a` poids L
(0)
V,h sur Ω. L’e´ve`nement de sortie du processus,
initialement distribue´ selon la distribution quasi-stationnaire, est de plus entie`rement
caracte´rise´ en termes de proprie´te´s spectrales de L
D,(0)
V,h . A` partir des re´sultats obtenus
partant de cette distribution naturelle, nous conside´rons aussi l’e´ve`nement de sortie
partant de conditions initiales de´terministes.
Les deux derniers chapitres de ce me´moire sont plus pre´cise´ment organise´s comme
suit. Le quatrie`me chapitre concerne les lieux de sorties les plus probables pour la
dynamique de Langevin sur-amortie, i.e. les lieux de ∂Ω au voisinage desquels la
probabilite´ de sortie du processus ne tend pas vers 0 a` la limite h → 0+. Nous y
pre´sentons notamment des hypothe`ses ge´ome´triques ge´ne´rales sur le comportement
de la fonction de Morse V sur le domaine Ω assurant que l’ensemble des lieux de
sortie les plus probables soit contenu dans arg min∂Ω V = (V |∂Ω)−1(min∂Ω V ). Cela
ge´ne´ralise ainsi de nombreux re´sultats obtenus pour des dynamiques tre`s ge´ne´rales,
mais pour lesquelles Ω est un puits confinant du potentiel V , a` des domaines Ω
beaucoup plus ge´ne´raux.
Enfin, le cinquie`me et dernier chapitre concerne l’analyse pre´cise globale, i.e.
sur tout ∂Ω, du lieu de sortie de la dynamique de Langevin sur-amortie a` la limite
h → 0+ lorsque Ω est un puits confinant du potentiel V . Les re´sultats obtenus
permettent en particulier de justifier dans ce cadre la validite´ asymptotique de la loi
d’Eyring-Kramers, utilise´e en pratique dans de nombreux algorithmes de simulation
mole´culaire.
Chapitre 1
Autour du laplacien de Witten
1.1 Une de´formation du laplacien de Hodge
Dans cette premie`re section, nous introduisons quelques notations de ge´ome´trie
riemannienne et l’ope´rateur diffe´rentiel « laplacien de Witten », qui est une de´for-
mation du laplacien de Hodge a` partir d’une fonction re´gulie`re f , sur une varie´te´
riemannienne lisse. Nous de´finissons ici cet ope´rateur comme ope´rateur agissant sur
les distributions, ou plus pre´cise´ment sur les courants de de Rham. Nous le consi-
de´rerons par la suite en tant qu’ope´rateur non borne´ avec diffe´rents domaines dans
l’espace de Hilbert des formes diffe´rentielles de carre´ inte´grable.
Introduisons donc une varie´te´ riemannienne lisse oriente´e et connexe (Ω, g = 〈·, ·〉)
de dimension d. On suppose de plus que :
— la varie´te´ Ω est compacte, de bord ∂Ω e´ventuellement non vide,
— ou la varie´te´ Ω est l’espace Rd muni de sa me´trique plate usuelle.
Le fibre´ cotangent (resp. tangent) de Ω est note´ T ∗Ω (resp. TΩ) et le fibre´ des
formes diffe´rentielles (non re´gulie`res) est note´ ΛT ∗Ω = ⊕dp=0ΛpT ∗Ω. Lorsque ∂Ω est
non vide, les fibre´s T ∗∂Ω, T∂Ω et ΛT ∗∂Ω = ⊕d−1p=0ΛpT ∗∂Ω sont de´finis de la meˆme fa-
c¸on. Le produit scalaire sur ΛpT ∗Ω he´rite´ de g sera note´ 〈·, ·〉Λp . L’espace des sections
C∞, L2, etc. sur O = Ω ou O = ∂Ω de l’un des fibre´s E de´finis ci-dessus sera note´
C∞(O,E), L2(O,E), etc.. La notation plus compacte ΛpC∞(Ω), ΛpL2(Ω), ΛL2(Ω)
etc. sera e´galement utilise´e a` la place de C∞(Ω,ΛpT ∗Ω), L2(Ω,ΛpT ∗Ω), L2(Ω,ΛT ∗Ω)
etc.. Les espaces L2 conside´re´s sont de´finis a` partir des mesures riemanniennes natu-
relles µ sur Ω et µ∂Ω sur ∂Ω. Le produit scalaire Λ
pL2(Ω) et la norme correspondant
a` µ seront note´s 〈·, ·〉ΛpL2 et ‖ · ‖ΛpL2 , ou plus simplement 〈·, ·〉L2 et ‖ · ‖L2 quand
aucune confusion n’est possible.
Pour p ∈ {0, . . . , d}, soit D′(p)(Ω) l’espace des courants de de Rham (i.e. des
distributions) agissant sur l’espace ΛpC∞c (Ω) des formes diffe´rentielles re´gulie`res de
degre´ p a` support compact dans Ω \ ∂Ω 1 et D′(Ω) = ⊕dp=0D′(p)(Ω). On note d :
D′(Ω)→ D′(Ω) la diffe´rentielle exte´rieure et d∗ : D′(Ω)→ D′(Ω) son adjoint formel.
Le laplacien de Hodge ∆H : D′(Ω) → D′(Ω) est alors l’ope´rateur diffe´rentiel de´fini
par la relation
∆H := d
∗d+ dd∗ = (d+ d∗)2 ,
1. Remarquons qu’avec la notation adopte´e dans cette partie, on a toujours ∂Ω ⊂ Ω.
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la dernie`re e´galite´ de´coulant de la proprie´te´ d2 = (d∗)2 = 0. Lorsque Ω = Rd, le
laplacien de Hodge agissant sur les 0-formes est donc l’oppose´ du laplacien usuel ∆.
E´tant donne´e une fonction re´gulie`re f : Ω → R, les ope´rateurs diffe´rentiels
de´forme´s « a` la Witten » df : D′(Ω) → D′(Ω) et d∗f : D′(Ω) → D′(Ω) sont de´finis
par les relations
df := e
−f d ef et d∗f := e
f d∗ e−f , (1.1.1)
et le laplacien de Witten ∆f : D′(Ω)→ D′(Ω) est alors de´fini de fac¸on analogue au
laplacien de Hodge par la relation
∆f := d
∗
fdf + dfd
∗
f = (df + d
∗
f )
2 . (1.1.2)
Notons d’ores et de´ja` la structure supersyme´trique du laplacien de Witten (et donc
aussi du laplacien de Hodge) sur laquelle nous reviendrons plus longuement dans les
parties suivantes : pour tout u dans D′(p)(Ω), on a
∆
(p+1)
f d
(p)
f u = d
(p)
f ∆
(p)
f u et ∆
(p−1)
f d
(p−1),∗
f u = d
(p−1),∗
f ∆
(p)
f u ,
ou` l’exposant (p) signifie que nous conside´rons l’action de l’ope´rateur diffe´rentiel
concerne´ sur les courant de dimension p.
Notons de plus ∧ et i les produits exte´rieur et inte´rieur, ∇ le gradient et L
la de´rive´e de Lie (d’adjoint formel L∗). Notons aussi ] : ξ 7→ ξ] l’isomorphisme
canonique de T ∗Ω sur TΩ, de´fini par la relation 〈ξ], X〉 := ξ(X) pour tout X ∈ TΩ,
et [ : X 7→ X[ son isomorphisme inverse. D’apre`s les relations
(df∧)∗ = i∇f au sens des ope´rateurs borne´s dans ΛL2(Ω) ,
df = d+ df∧ ,
d∗f = d
∗ + i∇f ,
LX = d ◦ iX + iX ◦ d et L∗X = d∗ ◦ (X[ ∧ ·) +X[ ∧ d∗,
le laplacien de Witten est simplement l’ope´rateur de type Schro¨dinger suivant :
∆f = ∆H + |∇f |2 +
(L∇f + L∗∇f) . (1.1.3)
Sa restriction aux courants de dimension 0, i.e. aux distributions usuelles, a en
particulier la forme
∆
(0)
f = d
(0),∗
f d
(0)
f = ∆H + |∇f |2 + ∆Hf .
Mentionnons e´galement la formule suivante (cf. [Jam12,Lep17] et le chapitre 2 pour
plus de de´tails) satisfaite par le laplacien de Witten :
∆
(p)
f = ∆H + |∇f |2 + 2 Hess(p)f + ∆Hf . (1.1.4)
Dans la suite, nous nous inte´resserons particulie`rement au laplacien de Witten
semi-classique, c’est-a`-dire a` l’ope´rateur diffe´rentiel suivant, ou` h est un re´el stricte-
ment positif :
∆f,h := h
2∆ f
h
= h2∆H + |∇f |2 + h
(L∇f + L∗∇f) (1.1.5)
= (df,h + d
∗
f,h)
2 , (1.1.6)
ou`
df,h := hd f
h
= e−
f
h h d e
f
h = hd+ df∧ (1.1.7)
et
d∗f,h := hd
∗
f
h
= e
f
h h d∗ e−
f
h = hd∗ + i∇f . (1.1.8)
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1.2 Premie`res proprie´te´s spectrales
Commenc¸ons cette section par une pre´sentation abstraite de la the´orie de Hodge
a` laquelle nous ferons re´fe´rence lorsque, applique´e au laplacien de Witten, nous e´vo-
querons la structure supersyme´trique de cet ope´rateur. Cette pre´sentation est en
partie inspire´e de [JMM09,GMM11] ou` les auteurs conside`rent notamment le lapla-
cien de Hodge sur des domaines de Rd ou des varie´te´s riemanniennes lipschitziennes.
Elle diffe`re le´ge`rement de celle suivie en ge´ne´ral dans les travaux pre´sente´s dans ce
texte, a` l’exception de [DLLN17b, Section 4.1] (ou` nous renvoyons en particulier a`
la section 4.1.1 a` ce sujet).
1.2.1 Une version abstraite de la the´orie de Hodge
La proposition suivante re´unit diffe´rents re´sultats spectraux impliquant les de´-
compositions de type the´orie de Hodge e´nonce´es dans le corollaire 1.2.2. Pour une
preuve, nous renvoyons par exemple a` [GMM11, Section 2] (et plus pre´cise´ment aux
propositions 2.3 et 2.4, au corollaire 2.5 et au the´ore`me 2.8).
Proposition 1.2.1. Soit (H, ‖ · ‖H) un espace de Hilbert et T : D(T ) ⊂ H → H un
ope´rateur non borne´ ferme´ a` domaine dense tel que
Ran T ⊂ Ker T et D(T ) ∩D(T ∗) s’injecte de fac¸on compacte dans H ,
ou` D(T ) ∩D(T ∗) est muni de la norme du graphe
‖u‖D(T )∩D(T ∗) :=
»
‖u‖2H + ‖Tu‖2H + ‖T ∗u‖2H .
Nous avons alors les proprie´te´s suivantes :
i) L’ope´rateur (T +T ∗, D(T )∩D(T ∗)) est auto-adjoint a` re´solvante compacte et
ve´rifie
Ker (T + T ∗) = Ker T ∩Ker T ∗ .
En particulier, l’espace vectoriel D(T ) ∩ D(T ∗) est dense dans H et T + T ∗
est un ope´rateur auto-adjoint de Fredholm d’indice 0, c-a`-d
Ker T∩Ker T ∗ est de dimension finie et Ran (T+T ∗) = (Ker T∩Ker T ∗)⊥.
ii) L’ope´rateur ∆ := TT ∗ + T ∗T muni du domaine
D(∆) := {u ∈ D(T ) ∩D(T ∗) t.q. Tu ∈ D(T ∗) et T ∗u ∈ D(T )}
est un ope´rateur auto-adjoint positif dont le noyau ve´rifie
Ker ∆ = Ker T ∩Ker T ∗ = Ker (T + T ∗) .
En particulier, ∆ a une re´solvante compacte (puisque D(∆) muni de la norme
du graphe s’injecte continuˆment dans D(T ) ∩ D(T ∗)) et est l’extension de
Friedrichs associe´e a` la forme quadratique ferme´e positive Q sur D(T )∩D(T ∗)
de´finie par
Q(u, v) := 〈Tu, Tv〉H + 〈T ∗u, T ∗v〉H .
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Dans la proposition pre´ce´dente, en supposant uniquement Ran T ⊂ Ker T , c-a`-d
sans l’hypothe`se d’injection compacte, il est toujours vrai que (T+T ∗, D(T )∩D(T ∗))
et (∆, D(∆)) sont auto-adjoints et ve´rifient
Ker ∆ = Ker T ∩Ker T ∗ = Ker (T + T ∗) .
Cette hypothe`se de compacite´ est de plus ve´rifie´e dans tous nos travaux pre´sente´s
dans ce me´moire. Cela de´coule du fait que nous y conside´rons toujours des varie´-
te´s diffe´rentielles compactes Ω, pour lequelles D(T ) ∩ D(T ∗) est au moins inclus
dans l’espace de Sobolev ΛH
1
2 (Ω) (et a` l’exception d’une partie assez technique
de [DLLN17b] explique´e dans la section 5.2.4, toujours inclus dans ΛH1(Ω)) et du
the´ore`me d’injection compacte de Rellich (cf. la partie suivante pour plus de de´-
tails). Cette hypothe`se tombe par contre en ge´ne´ral en de´faut lorsque Ω = Rd mais
des hypothe`ses classiques supple´mentaires de confinement a` l’infini permettent de
se ramener a` un cadre proche (cf. la partie 1.3.2 et le chapitre 3).
Signalons aussi que la de´monstration de [GMM11] repose largement sur le fait
que l’ope´rateur (∆, D(∆)) tel que de´fini au point ii) est auto-adjoint, ce qui avait
de´ja` e´te´ remarque´ par Gaffney de`s 1955 dans [Gaf55].
Enfin, notons les conse´quence suivantes de la proposition 1.2.1 soulignant plus
pre´cise´ment ce que nous entendons par structure supersyme´trique de l’ope´rateur ∆ :
lorsque T ve´rifie les hypothe`ses de la proposition 1.2.1, les relations suivantes sont
ve´rifie´es pour tous z ∈ C \ Sp (∆), u ∈ D(T ) et u′ ∈ D(T ∗) :
(z −∆)−1 T u = T (z −∆)−1 u et (z −∆)−1 T ∗ u′ = T ∗ (z −∆)−1 u′ . (1.2.1)
De´montrons la premie`re relation, la seconde se de´montrant de fac¸on analogue. Consi-
de´rons pour cela u ∈ D(T ) et de´finissons v = (z −∆)−1u pour un z ∈ C \ Sp (∆)
arbitraire. On a alors v ∈ D(∆) et (z − ∆)v = u ∈ D(T ), ce qui implique
∆v = T ∗Tv + TT ∗v ∈ D(T ) et donc, puisque Ran T ⊂ Ker T , T ∗Tv ∈ D(T ).
On a en particulier Tv ∈ D(TT ∗), donc aussi Tv ∈ D(∆), et les relations suivantes
sont ve´rifie´es :
(z−∆)Tv = zTv−TT ∗Tv = T (z−∆)v = Tu et donc Tv = (z−∆)−1Tu ,
d’ou` la premie`re relation de (1.2.1).
Une conse´quence presque imme´diate de (1.2.1) est la suivante : pour n’importe
quelle valeur propre λ de ∆ et n’importe quel vecteur propre associe´ u ∈ D(∆), les
e´le´ments Tu ∈ D(∆) et T ∗u ∈ D(∆) appartiennent a` D(∆) et
T ∆u = ∆T u = λT u et T ∗∆u = ∆T ∗ u = λT ∗ u (1.2.2)
Remarquons aussi que si de plus λ 6= 0, alors l’un au moins des deux e´le´ments
Tu, T ∗u est non nul (puisqu’alors u /∈ Ker ∆ = Ker T ∩Ker T ∗).
Nous concluons cette partie par le corollaire suivant de la proposition 1.2.1 sur
la de´composition de Hodge dans ce cadre.
Corollaire 1.2.2. Supposons les hypothe`ses de la proposition 1.2.1 satisfaites et
de´finissons ∆ := TT ∗+T ∗T de la meˆme fac¸on. Nous avons alors les de´compositions
orthogonales suivantes :
H = Ran T
⊥⊕ Ran T ∗ ⊥⊕ Ker ∆
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et, pour T = T ou T = T ∗,
Ker T = Ran T
⊥⊕ Ker ∆ .
En particulier, les ope´rateurs T et T ∗ ont leurs images ferme´es et
Ker T/Ran T ' Ker T ∗/Ran T ∗ ' Ker ∆ .
1.2.2 Application au laplacien de Witten
Nous supposons dans cette partie que Ω est compacte et que sa frontie`re ∂Ω est
vide. Le cas ∂Ω non vide est l’objet de la partie suivante.
Soit f : Ω → R une fonction re´gulie`re et l’ope´rateur diffe´rentiel non borne´ dans
ΛL2(Ω) suivant (cf. (1.1.1)) :
df muni du domaine D(df ) := {u ∈ ΛL2(Ω), dfu ∈ ΛL2(Ω)}
= {u ∈ ΛL2(Ω), du ∈ ΛL2(Ω)} .
Lorsque f = 0, on le notera simplement (d,D(d)) au lieu de (d0, D(d0)). Il s’agit
d’un ope´rateur ferme´ a` domaine dense satisfaisant la relation Ran df ⊂ Ker df et
son adjoint est simplement l’ope´rateur diffe´rentiel
d∗f muni du domaine D(d
∗
f ) = {u ∈ ΛL2(Ω), d∗fu ∈ ΛL2(Ω)}
= {u ∈ ΛL2(Ω), d∗u ∈ ΛL2(Ω)} .
Par conse´quent, puisque
D(df ) ∩D(d∗f ) = D(d) ∩D(d∗) = ΛH1(Ω) ,
la dernie`re e´galite´ de´coulant de l’ellipticite´ du laplacien de Hodge, l’ope´rateur df
muni du domaine D(df ) ve´rifie les hypothe`ses de la proposition 1.2.1. Le laplacien
de Witten ∆f = dfd
∗
f + d
∗
fdf (cf. (1.1.2)) muni du domaine
D(∆f ) = {u ∈ D(df ) ∩D(d∗f ) t.q. dfu ∈ D(d∗f ) et d∗fu ∈ D(df )} = ΛH2(Ω)
est donc auto-adjoint positif et a` re´solvante compacte dans ΛL2(Ω). La dernie`re
e´galite´ se de´duit encore de re´sultats classiques de re´gularite´ elliptique, impliquant
par exemple que l’ope´rateur (∆f ,ΛH
2(Ω)) est auto-adjoint, d’ou` l’on de´duit l’e´ga-
lite´ des ope´rateurs auto-adjoints comparables (∆f ,ΛH
2(Ω)) ⊂ (∆f , D(∆f )). Notons
aussi que par densite´ de ΛC∞(Ω) dans ΛH2(Ω), le laplacien de Witten ∆f muni du
domaine ΛC∞(Ω) est essentiellement auto-adjoint dans ΛL2(Ω).
En introduisant maintenant, pour un re´el h > 0 quelconque, les ope´rateurs semi-
classiques associe´s df,h = hd f
h
, d∗f,h = hd
∗
f
h
et ∆f,h = h
2∆ f
h
(cf. (1.1.5)–(1.1.8)), il
de´coule du corollaire 1.2.2 le fait remarquable suivant souligne´ par Witten dans son
ce´le`bre article [Wit82] : pour tout h > 0,
Ker ∆f,h ' Ker df,h/Ran df,h = Ker
(
e−
f
hh de
f
h
)
/Ran
(
e−
f
hh de
f
h
)
' Ker d/Ran d
' Ker ∆0 ,
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ou` ∆0 n’est autre que la re´alisation auto-adjointe du laplacien de Hodge. En parti-
culier, pour tout p ∈ {0, . . . , d}, la dimension de Ker ∆(p)f,h est inde´pendante de f et
de h, et on a plus pre´cise´ment la relation suivante :
dim Ker ∆
(p)
f,h = dim Ker ∆
(p)
0 = bp(Ω) , (1.2.3)
ou`, d’apre`s le the´ore`me de Hodge-de Rham, le nombre de Betti bp(Ω) est la dimen-
sion du p-ie`me groupe de cohomologie singulie`re re´elle de Ω.
Nous avons de plus le re´sultat d’analyse semi-classique fondamental suivant
e´nonce´ par Witten dans [Wit82] puis rigoureusement de´montre´ par Helffer-Sjo¨strand
dans [HS85c]. Avant de l’e´noncer, rappelons d’abord que la fonction re´gulie`re f est
dite de Morse si ses points critiques sont non de´ge´ne´re´s et que l’indice d’un point
critique non de´ge´ne´re´ a de f est le nombre de valeurs propres ne´gatives de Hess f(a).
The´ore`me 1.2.3. Supposons la fonction re´gulie`re f : Ω → R de Morse et notons,
pour p ∈ {0, . . . , d}, mp ∈ N le nombre de points critiques de f d’indice p. Il existe
alors h0 > 0 et C > 0 tels que, pour tous h ∈ (0, h0] et p ∈ {0, . . . , d}, on a
Sp (∆
(p)
f,h) ∩ [0, Ch] = Sp (∆(p)f,h) ∩ [0, e−
C
h ]
et
Card
(
Sp (∆
(p)
f,h) ∩ [0, Ch]
)
= mp ,
ou` les valeurs propres sont compte´es avec multiplicite´.
Le the´ore`me 1.2.3 et l’e´quation 1.2.3 soulignent le lien entre certaines carac-
te´risques de la fonction de Morse f sur Ω (les indices de ses points critiques) et
certains invariants topologiques de cette varie´te´ (ses nombres de Betti). Ces re´sul-
tats conduisent notamment aux ine´galite´s de Morse – l’objet de l’article de Wit-
ten [Wit82] e´tait justement leur de´monstration par une approche analytique ! – que
l’on peut par exemple e´noncer comme suit :
The´ore`me 1.2.4. Soient f : Ω→ R une fonction de Morse et, pour p ∈ {0, . . . , d},
mp ∈ N le nombre de points critiques de f d’indice p et bp(Ω) la dimension du
p-ie`me groupe de cohomologie de de Rham de Ω. On a alors les relations suivantes :
∀ p ∈ {0, . . . , d} , bp(Ω) ≤ mp (ine´galite´s faibles de Morse)
et
d∑
p=0
(−1)p(mp − bp(Ω)) = 0 .
De´montrons ici le the´ore`me 1.2.4, cela n’e´tant plus tre`s long compte tenu de ce
qui pre´ce`de. D’abord, les ine´galite´s faibles de Morse s’obtiennent imme´diatement du
the´ore`me 1.2.3 et de (1.2.3) :
∀ p ∈ {0, . . . , d} , bp(Ω) = dim Ker ∆(p)f,h
≤ Card( Sp (∆(p)f,h) ∩ [0, Ch]) = mp . (1.2.4)
Ensuite, en de´finissant F
(p)
h := Ran 1[0,Ch](∆
(p)
f,h) pour p ∈ {0, . . . , d} et h ∈ (0, h0],
il de´coule du the´ore`me 1.2.3 et de la proprie´te´ de supersyme´trie (1.2.2) que la suite
{0} −→ F (0)h
d|
F
(0)
h−→ F (1)h
d|
F
(1)
h−→ · · · −→ F (n)h
d|
F
(n)
h−→ {0} (1.2.5)
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est un complexe de cochaine (de dimension finie), ce qui signifie que Ran d|
F
(p)
h
⊂
Ker d|
F
(p+1)
h
pour p ∈ {0, . . . , d− 1}. Puisque, pour tout p ∈ {0, . . . , d}, on a
dim F
(p)
h = mp et bp(Ω) = dim Ker ∆
(p)
f,h = dim Ker (d|F (p)h )/Ran (d|F (p−1)h ) ,
il vient, d’apre`s le the´ore`me du rang,
d∑
p=0
(−1)p(mp − bp(Ω)) = 0 ,
ce qui termine la de´monstration du the´ore`me 1.2.4.
Dans la suite de ce me´moire, et en particulier dans le chapitre 3, nous nous
inte´resserons notamment a` la forme pre´cise des valeurs propres exponentiellement
petites du laplacien de Witten exhibe´es dans le the´ore`me 1.2.3 : nous chercherons a`
comprendre pre´cise´ment les e´chelles exponentielles en jeu ainsi que les valeurs des
pre´facteurs, i.e. a` obtenir des formules du type Eyring-Kramers, c-a`-d de la forme
λ
(p)
k,h = Ak,p h
`k,p e−
Ck,p
h
(
1 + o(1)
)
, ou` Ak,p ∈ R+, `k,p ∈ R et Ck,p > 0 . (1.2.6)
Ici, 0 ≤ λ(p)1,h ≤ · · · ≤ λ(p)mp,h sont, pour p ∈ {0, . . . , d} et k ∈ {1, . . . ,mp}, les
valeurs propres exponentiellement petites (compte´es avec multiplicite´) du laplacien
de Witten ∆
(p)
f,h.
Les coefficients Ck,p apparaissant dans la relation (1.2.6) donnent les e´quivalents
logarithmiques des valeurs propres λ
(p)
k,h non nulles au sens ou` ils ve´rifient (en sup-
posant (1.2.6) valide) :
∀p ∈ {0, . . . , d} , ∀k ∈ {1, . . . ,mp} , Ck,p = − lim
h→0+
h lnλ
(p)
k,h .
Dans la suite, nous les appellerons souvent les taux d’Arrhenius des valeurs propres
λ
(p)
k,h, en re´fe´rence a` la loi d’Arrhenius dans le cadre de la the´orie des cine´tiques de
re´action cre´e´e par Arrhenius a` la fin du 19e`me sie`cle (cf. [Arr89] ou [HTB90] pour
une revue de la litte´rature ; nous renvoyons aussi a` la partie 1.3.2 de cette introduc-
tion soulignant le rapport entre les petites valeurs propres de ∆
(0)
f,h et la cine´tique
chimique, et justifiant au passage la re´fe´rence a` Eyring et a` Kramers). Ces coef-
ficients de´pendent de la topologie des ensembles de sous-niveau de la fonction de
Morse f et correspondent a` certaines barrie`res d’e´nergie caracte´risant cette topolo-
gie. Nous renvoyons a` la partie 1.3.2 et surtout au chapitres 3 pour plus de de´tails
a` ce sujet. Les pre´facteurs 2 Ak,p (et les exposants `k,p) de´pendent quant a` eux du
comportement de f aux bornes de ces barrie`res d’e´nergie caracte´ristiques (et plus
pre´cise´ment, concernant les Ak,p, des de´rive´es partielles de f d’ordre ≤ 2 en certains
points critiques dont les e´nergies de´limitent ces barrie`res). Cela sera aussi plus clair
a` partir de la partie 1.3.2.
L’analyse semi-classique des petites valeurs propres de ∆
(p)
f,h est une question de´-
licate, notamment en raison de l’effet tunnel entre les mp puits quantiques associe´s
aux points critiques d’indice p avec les puits quantiques associe´s aux autres points
critiques, faiblement re´sonnants selon la terminologie adopte´e dans [HS85b,HS85a].
2. Ils sont nomme´s facteurs pre´-exponentiels en cine´tique chimique.
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L’exploitation de la structure supersyme´trique du laplacien de Witten joue un roˆle
fondamental dans notre analyse, en nous permettant en particulier de nous ramener
a` l’e´tude de l’interaction de df,h avec les modes propres de ∆
(p+1)
f,h et de d
∗
f,h avec les
modes propres de ∆
(p−1)
f,h (cf. (1.2.5) et la partie 3.3).
L’e´tude des petites valeurs propres du laplacien de Witten ∆
(p)
f,h est l’objet du
chapitre 3 et nous y renvoyons notamment aux the´ore`mes 3.2.1 et 3.2.2 concernant
le cas des fonctions, i.e. p = 0 (voir aussi (1.2.7) ci-dessous et (1.3.22) dans la
partie 1.3.2), et au the´ore`me 3.2.3 concernant les p-formes ge´ne´rales. L’avant-dernie`re
section 3.4 du chapitre 3 porte par ailleurs sur notre travail [DL17] concernant
l’e´tude de ∆
(0)
f,h en grande dimension lorsque f est un potentiel double puits explicite
naturellement associe´ a` l’e´quation d’Allen-Cahn stochastique unidimensionnelle (cf.
(3.4.2)). Nous renvoyons a` la section 3.4 pour plus de de´tails a` ce sujet.
En physique statistique, la compre´hension fine du bas spectre de ∆
(0)
f,h constitue la
premie`re e´tape de la description pre´cise de la me´tastabilite´ du processus de Langevin
sur-amorti. Nous reviendrons plus longuement sur la notion de me´tastabilite´ et sur
ses liens avec le bas spectre de ∆
(0)
f,h dans la section 1.3 de cette introduction ainsi que
dans les chapitres 4 et 5. Les premiers re´sultats ge´ne´raux dans ce sens ont d’abord e´te´
e´tablis dans Rd par Bovier-Gayrard-Klein dans [BGK05] par la the´orie du potentiel
puis par Helffer-Klein-Nier dans [HKN04], dans Rd ou sur une varie´te´ compacte sans
bord, par des me´thodes d’analyse semi-classique. Ces me´thodes semi-classiques ont
ensuite e´te´ adapte´es aux cas de varie´te´s compactes a` bord avec des conditions au bord
de type Dirichlet dans [HN06, DLLN19b] 3 et de type Neumann dans [Lep10] (ces
conditions au bord sont l’objet de la partie suivante), au cas du laplacien de Witten
discret dans [Dig13], ou encore a` l’e´tude de marches ale´atoires semi-classiques dans
[BHM15]. Dans le cadre plus ge´ne´ral des ope´rateurs de Kramers-Fokker-Planck 4
(cf. partie 5.3.2) s’appliquant aussi au laplacien de Witten, les re´sultats de l’article
[HHS11] de He´rau-Hitrik-Sjo¨strand conduisent en particulier, dans Rd ou sur une
varie´te´ compacte sans bord, a` une ge´ne´ralisation des re´sultats de [HKN04] : il y est
notamment donne´, pour une fonction de Morse f ge´ne´rale (sous des hypothe`ses de
confinement classiques a` l’infini lorsque Ω = Rd), un encadrement pre´cis des petites
valeurs propres de ∆
(0)
f,h a` la limite h→ 0+ du type :
∃C ≥ 1 , ∀k ∈ {1, . . . ,m0} , 1
C
h`k e−
Ck
h ≤ λ(0)k,h ≤ C h`k e−
Ck
h , (1.2.7)
ou` les `k et Ck sont explicite´s. Les re´sultats de [HHS11] conduisent donc en par-
ticulier a` l’obtention, dans le cas ge´ne´ral, de tous les taux d’Arrhenius. En utili-
sant les techniques de [HKN04], Michel a aussi re´cemment donne´ dans [Mic19] une
ge´ne´ralisation comple`te des re´sultats de [HKN04] ou` les auteurs, en plus des hy-
pothe`ses de confinement classiques a` l’infini sur la fonction de Morse f , font des
hypothe`ses supple´menaires ge´ne´riques sur f . Signalons aussi les travaux probabi-
listes ante´rieurs [HKS89, Mic95, Mat95] donnant les taux d’Arrhenius des petites
valeurs propres de ∆
(0)
f,h sous des hypothe`ses beaucoup plus faibles sur la fonction f ,
mais excluant donc ainsi la possibilite´ d’obtenir les pre´facteurs pre´cis.
Mentionnons de plus ici que, meˆme si l’on ne s’inte´resse qu’au comportement
de ∆
(0)
f,h lorsque h→ 0+, la compre´hension de ∆(p)f,h, p ∈ {1, . . . , d}, et en particulier
3. Le second article correspond a` la premie`re partie de la pre´publication [DLLN19a].
4. Ces ope´rateurs ne sont pas elliptiques mais seulement hypoelliptiques en ge´ne´ral ; cela rend
leur analyse beaucoup plus de´licate.
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celle de ∆
(1)
f,h, fournit via la structure supersyme´trique un outil puissant pour mener a`
bien l’analyse. Citons notamment, en plus des travaux de´ja` e´voque´s [HKN04,HN06,
Lep10,Dig13,BHM15,Mic19,DLLN19b], les articles [Sjo¨96,Hel98,Joh00,Hel02,KT04,
HN04, HN05, LN15, Lep17, DLLN17b, MZ18] dans cet esprit et sur les connexions
entre le laplacien de Witten et la physique statistique.
Le cas des petites valeurs propres du laplacien de Witten ∆
(p)
f,h, p ∈ {0, . . . , d},
agissant sur des formes diffe´rentielles de degre´s quelconques sera aussi e´tudie´ dans
le chapitre 3 s’appuyant sur les travaux [Lep11] dans le cadre de surfaces com-
pactes sans bord et surtout [LNV13] dans la cadre de varie´te´s compactes sans bord
de dimensions quelconques. Outre l’utilite´ e´voque´e ci-dessus d’e´tudier ∆
(p)
f,h pour
comprendre certaines proprie´te´s de physique statistique lie´es a` ∆
(0)
f,h, la compre´-
hension du bas spectre de ∆
(p)
f,h est aussi une question naturelle en ge´ome´trie (cf.
par exemple [Zha01, BL08]) et en syste`mes dynamiques (cf. [DR17], ou` les auteurs
montrent que ce spectre converge a` la limite h → 0+ vers le spectre de Pollicott-
Ruelle du flot gradient de f agissant sur des espaces de Sobolev approprie´s). Le
bas spectre de ∆
(p)
f,h est par ailleurs intimement lie´ a` l’homologie persistante de la
fonction f sur la varie´te´ Ω : les taux d’Arrhenius des petites valeurs propres non
nulles de ∆
(p)
f,h communes a` celles de ∆
(p+1)
f,h donnent les longueurs des codes barres
(non infinies) de l’homologie persistante d’indice p de f (voir la section 3.1.4 pour
plus de de´tails a` ce propos et l’article de revue [EH08] sur l’homologie persistante).
1.2.3 Des conditions au bord naturelles
Cette partie a pour but d’introduire les conditions au bord de type Dirichlet ou
Neumann brie`vement e´voque´es dans la partie pre´ce´dente. Par « naturelle », nous
entendons des conditions au bord qui pre´servent la structure supersyme´trique de cet
ope´rateur (cf. (1.2.1) et (1.2.2) dans la partie 1.2.1).
Nous supposons dans cette partie que Ω est compact et que sa frontie`re ∂Ω est
non vide. Commenc¸ons par rappeler les notions usuelles de traces tangentielle et
normale dans ce cadre.
Nous noterons ~n la normale exte´rieure sur ∂Ω et ~n[ sa 1-forme duale canonique
(i.e. de´finie par ~n[p(Xp) = 〈~np, Xp〉p pour tout p ∈ ∂Ω et Xp ∈ TpΩ). L’orientation
est choisie de sorte que
µ∂Ω = i~n µ .
Pour tout ω ∈ ΛpH1(Ω), la partie tangentielle de ω sur ∂Ω est la forme tω ∈
H
1
2 (∂Ω,ΛpT ∗Ω|∂Ω) de´finie par :
∀σ ∈ ∂Ω , (tω)σ(X1, . . . , Xp) := ωσ(XT1 , . . . , XTp ) ,
ou` Xi = X
T
i ⊕ x⊥i ~nσ est la de´composition de Xi au point σ selon ses composantes
tangentielle et normale a` ∂Ω. De fac¸on plus concise :
tω = i~n(~n
[ ∧ ω) .
La partie normale de ω sur ∂Ω est alors de´finie par :
nω := ω|∂Ω − tω = ~n[ ∧ (i~nω) ∈ H 12 (∂Ω,ΛpT ∗Ω|∂Ω) .
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Pour b ∈ {t,n}, nous pouvons maintenant de´finir les espaces suivants qui seront
utiles par la suite :
ΛpH1b(Ω) :=
{
ω ∈ ΛpH1(Ω) , bω = 0 (sur ∂Ω)} . (1.2.8)
Notons que l’on a en particulier Λ0H1t (Ω) = H
1
0 (Ω) et Λ
0H1n(Ω) = H
1(Ω).
Ramenons-nous, comme dans la partie pre´ce´dente, a` la proposition 1.2.1 pour
de´finir un laplacien de Witten auto-adjoint supersyme´trique, ici avec des conditions
au bord de type Neumann ou Dirichlet. On de´finit pour cela les espaces fonctionnels
suivants :
pour d = d ou d = d∗ , ΛpHd(Ω) :=
{
ω ∈ ΛpL2(Ω) , dω ∈ ΛL2(Ω)} . (1.2.9)
En nous basant sur la formule de Green classique, valable pour tous ω ∈ Λp−1H1(Ω)
et η ∈ ΛpH1(Ω) (pour p ∈ {1, . . . , d}),
〈dω, η〉ΛpL2 − 〈ω, d∗η〉Λp−1L2 =
ß ∫
∂Ω
〈ω, i~nη〉Λp−1 dµ∂Ω =
∫
∂Ω
〈tω, inη〉Λp−1dµ∂Ω∫
∂Ω
〈n[ ∧ ω, η〉Λpdµ∂Ω =
∫
∂Ω
〈n[ ∧ ω,nη〉Λpdµ∂Ω ,
on peut ge´ne´raliser les espaces de´finis dans (1.2.8) de la fac¸on suivante. Pour ω ∈
ΛpHd(Ω), on de´finit ~n[ ∧ ω ∈ Λp+1H− 12 (∂Ω) par :
∀g ∈ Λp+1H 12 (∂Ω) , 〈~n[ ∧ ω, g〉
H−
1
2 (∂Ω),H
1
2 (∂Ω)
= 〈dω,G〉L2 − 〈ω, d∗G〉L2 , (1.2.10)
ou` G est un e´le´ment de Λp+1H1(Ω) dont la trace dans Λp+1H
1
2 (∂Ω) est g. Par densite´
de ΛC∞(Ω) dans ΛpHd(Ω) muni de la norme du graphe associe´e, cette de´finition est
inde´pendante de l’extension G choisie. De meˆme, pour ω ∈ ΛpHd∗(Ω), on de´finit
i~nω ∈ Λp−1H− 12 (∂Ω) par
∀g ∈ Λp−1H 12 (∂Ω) , 〈i~nω, g〉H− 12 (∂Ω),H 12 (∂Ω) = 〈ω, dG〉L2 − 〈d
∗ω,G〉L2 , (1.2.11)
ou` G est une extension quelconque de g dans Λp−1H1(Ω). Lorsque ω appartient a`
ΛpH1(Ω), les de´finitions pre´ce´dentes co¨ıcident avec les de´finitions usuelles de ~n[ ∧ ω
et de i~nω. On a en particulier pour de tels ω :(
~n[ ∧ ω = 0 ssi ω ∈ ΛpH1t (Ω)
)
et
(
i~nω = 0 ssi ω ∈ ΛpH1n(Ω)
)
.
Plus ge´ne´ralement, on peut maintenant de´finir
ΛpHdt (Ω) :=
¶
ω ∈ ΛpHd(Ω) , ~n[ ∧ ω = 0 (sur ∂Ω)
©
(1.2.12)
et
ΛpHd
∗
n (Ω) :=
{
ω ∈ ΛpHd∗(Ω) , i~nω = 0 (sur ∂Ω)
}
. (1.2.13)
Introduisons maintenant une fonction re´gulie`re f : Ω→ R. Comme dans la partie
pre´ce´dente, on de´finit l’ope´rateur non borne´ dans ΛL2(Ω) suivant :
df muni du domaine D(df ) := ΛH
d
t (Ω)
= {u ∈ ΛL2(Ω), dfu ∈ ΛL2(Ω) et ~n[ ∧ u = 0} .
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On peut de nouveau ve´rifier qu’il s’agit d’un ope´rateur ferme´ satisfaisant la relation
Ran df ⊂ Ker df et dont l’adjoint est l’ope´rateur diffe´rentiel
d∗f muni du domaine D(d
∗
f ) = Λ
pHd
∗
(Ω) = {u ∈ ΛL2(Ω), d∗fu ∈ ΛL2(Ω)} .
Par conse´quent, puisque (cf. (1.2.8), (1.2.9) et (1.2.12))
D(df ) ∩D(d∗f ) = ΛHdt (Ω) ∩ ΛpHd
∗
(Ω) = ΛH1t (Ω) , (1.2.14)
l’ope´rateur (df , D(df )) ve´rifie les hypothe`ses de la proposition 1.2.1. La dernie`re e´ga-
lite´ ci-dessus peut eˆtre de´montre´e de fac¸on indirecte par identification d’ope´rateurs
auto-adjoints comparables en utilisant les re´sultats de [HN06] (cf. ci-dessous). Elle
repose sur la relation d’ellipticite´ suivante (cf. [Sch95, Corollary 2.1.6]),
∃C > 0 , ∀ω ∈ ΛH1t (Ω) , ‖ω‖H1 ≤ C
(‖ω‖L2 + ‖dω‖L2 + ‖d∗ω‖L2) , (1.2.15)
qui ge´ne´ralise des estime´es obtenues par Gaffney dans [Gaf51]. Le laplacien de Witten
∆f = dfd
∗
f + d
∗
fdf muni du domaine
D(∆f ) = {u ∈ ΛH1t (Ω) t.q. dfu ∈ D(d∗f ) et d∗fu ∈ D(df )}
est donc auto-adjoint positif et a` re´solvante compacte dans ΛL2(Ω). Par comparaison
avec le laplacien de Witten ∆f muni du domaine
D(∆f ) =
{
ω ∈ ΛH2(Ω) , tω = 0 et td∗fω = 0
}
,
auto-adjoint d’apre`s [HN06], il y a e´galite´ des domaines et donc des domaines des
formes quadratiques associe´es (d’ou` (1.2.14)).
Dans la suite, on notera ∆tf ou ∆
D
f cet ope´rateur auto-adjoint de type Dirichlet.
Comme
ΛC∞t (Ω) := {u ∈ ΛC∞(Ω) t.q. tu = 0}
est dense dans ΛH1t (Ω), il s’agit aussi de l’extension de Friedrichs de ∆f agissant sur
ΛC∞t (Ω) ; c’est le point de vue adopte´ dans [HN06]. Notons aussi qu’agissant sur les
fonctions, ∆
D,(0)
f est la re´alisation de Dirichlet classique de domaine H
2(Ω)∩H10 (Ω).
Il est ne´anmoins important de remarquer que l’ope´rateur auto-adjoint ∆f avec condi-
tions au bord de Dirichlet comple`tes, i.e. muni du domaine ΛH2(Ω)∩ΛH10 (Ω), n’est
pas supersyme´trique. En effet, conside´rons par exemple une fonction propre u asso-
cie´e a` la plus petite valeur propre de ∆
D,(0)
f . Les re´sultats classiques sur les ope´rateurs
elliptiques permettent de montrer que cette valeur propre est strictement positive,
simple, que u a un signe sur Ω \ ∂Ω et une de´rive´e normale ne s’annulant jamais le
long de ∂Ω. En particulier, la 1-forme dfu n’appartient pas a` Λ
1H10 (Ω) (mais elle
appartient bien suˆr a` Λ1H1t (Ω) d’apre`s ce qui pre´ce`de) !
De la meˆme fac¸on,
df muni du domaine D(df ) := ΛH
d(Ω) = {u ∈ ΛL2(Ω), dfu ∈ ΛL2(Ω)}
est un ope´rateur ferme´ satisfaisant la relation Ran df ⊂ Ker df , d’adjoint
d∗f muni du domaine D(d
∗
f ) = Λ
pHd
∗
n (Ω) ,
et on a
D(df ) ∩D(d∗f ) = ΛHd(Ω) ∩ ΛHd
∗
n (Ω) = ΛH
1
n(Ω) , (1.2.16)
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la dernie`re e´galite´ reposant sur l’ine´galite´ de Gaffney suivante (cf. [Sch95, Theo-
rem 2.1.7]) :
∃C > 0 , ∀ω ∈ ΛH1n(Ω) , ‖ω‖H1 ≤ C
(‖ω‖L2 + ‖dω‖L2 + ‖d∗ω‖L2) . (1.2.17)
Le laplacien de Witten ∆f = dfd
∗
f + d
∗
fdf muni du domaine
D(∆f ) = {u ∈ ΛH1n(Ω) t.q. dfu ∈ D(d∗f ) et d∗fu ∈ D(df )}
est donc auto-adjoint positif a` re´solvante compacte dans ΛL2(Ω), et par comparaison
avec le laplacien de Witten ∆f muni du domaine
D(∆f ) =
{
ω ∈ ΛH2(Ω) , nω = 0 et ndfω = 0
}
,
auto-adjoint d’apre`s [Lep10], il y a e´galite´ des domaines, ce qui conduit aussi a`
(1.2.16).
Dans la suite, on notera ∆nf ou ∆
N
f cet ope´rateur auto-adjoint de type Neumann.
Par densite´ de
ΛC∞n (Ω) := {u ∈ ΛC∞(Ω) t.q. nu = 0}
dans ΛH1n(Ω), il s’agit encore de l’extension de Friedrichs de ∆f agissant sur ΛC∞n (Ω),
point de vue adopte´ dans [Lep10]. Notons aussi qu’agissant sur les fonctions, ∆
N,(0)
f
n’est pas la re´alisation de Neumann classique de l’ope´rateur diffe´rentiel conside´re´
mais sa re´alisation de type Neumann-Robin de domaine
{ω ∈ H2(Ω) , ∂nω + ω∂nf = 0}.
Comme dans la partie pre´de´dente, en conside´rant maintenant les laplaciens de
Witten semi-classiques ∆bf,h = h
2∆bf
h
pour h > 0 et b ∈ {t,n} (cf. (1.1.5)–(1.1.8)),
on a ici, pour tout h > 0, d’apre`s le corollaire 1.2.2,
Ker ∆bf,h ' Ker ∆b ,
ou` ∆b est le laplacien de Hodge ∆b0 , et donc, pour tout p ∈ {0, . . . , d} et h > 0 :
dim Ker ∆
b,(p)
f,h = dim Ker ∆
b,(p) = bbp (Ω) . (1.2.18)
Ici, d’apre`s le the´ore`me de Hodge-de Rham dans le cadre de varie´te´s a` bord (voir
par exemple [Gue04], [Gil95, Theorem 2.7.3] ou [Tay96, Section 5.9]) :
— le nombre de Betti bnp (Ω) est la dimension du p-ie`me groupe de cohomologie
absolue re´elle de Ω,
— le nombre de Betti btp(Ω) est la dimension du p-ie`me groupe de cohomologie
relative re´elle de (Ω, ∂Ω).
De plus, une ge´ne´ralisation du the´ore`me 1.2.3 est de´montre´e dans [HN06] pour ∆Df,h
et dans [Lep10] pour ∆Nf,h. Pour l’e´noncer pre´cise´ment, supposons que f est une
fonction de Morse dans Ω, que ∇f ne s’annule pas sur ∂Ω et que f |∂Ω est aussi de
Morse. On de´finit alors, pour p ∈ {0, . . . , d},
U (p)Ω := {points critiques d’indice p de f dans Ω} , (1.2.19)
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ainsi que
UN,(p)∂Ω := {points critiques z d’indice p de f |∂Ω t.q. ∂nf(z) < 0} (1.2.20)
et
UD,(p)∂Ω := {points critiques z d’indice p− 1 de f |∂Ω t.q. ∂nf(z) > 0}. (1.2.21)
Sous les hypothe`ses pre´ce´dentes, les e´le´ments de l’ensemble de´fini par (1.2.20) (resp.
par (1.2.21)) jouent du point de vue topologique le roˆle de points critiques d’indice
p de f pour l’homologie absolue de Ω (respectivement pour l’homologie relative de
(Ω, ∂Ω)). On a plus pre´cise´ment d’apre`s [HN06,Lep10] :
The´ore`me 1.2.5. Supposons que f : Ω → R est de Morse, que ∇f 6= 0 sur ∂Ω et
que f |∂Ω est de Morse. Pour B ∈ {N,D} et p ∈ {0, . . . , d}, on de´finit (cf. (1.2.19)–
(1.2.21))
mBp := CardU (p)Ω + CardUB,(p)∂Ω = mp + CardUB,(p)∂Ω ∈ N
le nombre de points critiques ge´ne´ralise´s de f d’indice p. Pour B ∈ {N,D}, il existe
alors h0 > 0 et C > 0 tels que, pour tous h ∈ (0, h0] et p ∈ {0, . . . , d}, on a 5
Sp (∆
B,(p)
f,h ) ∩ [0, Ch] = Sp (∆B,(p)f,h ) ∩ [0, h
3
2 ]
et
Card
(
Sp (∆
B,(p)
f,h ) ∩ [0, Ch]
)
= mBp .
Il existe de plus c > 0 tel que pour tous h ∈ (0, h0] et p ∈ {0, 1}, on a
Sp (∆
B,(p)
f,h ) ∩ [0, Ch] ⊂ [0, e−
c
h ] .
Cela conduit en particulier a` des ine´galite´s de Morse dans ce cadre (nous ren-
voyons aussi [CL95,Lau11] a` ce sujet). Enfin, il est montre´ dans [HN06,Lep10] que
sous des hypothe`ses additionnelles ge´ne´riques sur la fonction f , les petites valeurs
propres de ∆
B,(0)
f,h satisfont a` la limite h→ 0+ des formules de type Eyring-Kramers,
i.e. de la forme (1.2.6).
Dans notre travail [DLLN19b], nous ge´ne´ralisons notamment ces derniers re´-
sultats de [HN06] concernant le cas de conditions au bord de type Dirichlet. En
nous inspirant de l’analyse de [HHS11] (cf. partie pre´ce´dente), nous y montrons par
exemple que pour une fonction de Morse f ge´ne´rale satisfaisant les hypothe`ses du
the´ore`me 1.2.5, les petites valeurs propres 0 < λ
(0)
1,h < λ
(0)
2,h ≤ · · · ≤ λ(0)m0,h de ∆
D,(0)
f,h
satisfont asymptotiquement :
∃C ≥ 1 , ∀k ∈ {1, . . . ,mD0 = m0} ,
1
C
h`k e−
Ck
h ≤ λ(0)k,h ≤ C h`k e−
Ck
h , (1.2.22)
ou` les `k et Ck sont explicite´s. Cela conduit en particulier a` l’obtention de tous les
taux d’Arrhenius dans ce cas. Nous renvoyons au the´ore`me 3.2.2 dans le chapitre 3
pour un e´nonce´ plus pre´cis.
5. Dans [HN06, the´ore`me 3.2.3] et [Lep10, the´ore`me 3.1.5], il est en fait seulement pre´cise´ que
pour tout h > 0 assez petit, Sp (∆
B,(p)
f,h ) ∩ [0, h
3
2 ] a dimension mBp . Les preuves de ces re´sultats
montrent ne´anmoins bien que les valeurs propres restantes sont de taille h.
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Comme nous l’avons de´ja` indique´ dans la partie pre´ce´dente, nous reviendrons
plus en de´tail sur les re´sultats fins sur le bas spectre du laplacien de Witten, que
ce soit dans le cas sans bord ou avec des conditions au bord de type Dirichlet ou
Neumann, dans le chapitre 3. La the´orie spectrale asymptotique de ∆
D,(0)
f,h est par
ailleurs au coeur de l’analyse de nos travaux [DLLN17b,DLLN19b,LN19a] portant
sur la dynamique de Langevin sur-amortie et re´sume´s dans les chapitres 4 et 5. Nous
y reviendrons longuement dans la partie 1.3.3 de ce chapitre introductif.
1.3 Dynamique de Langevin sur-amortie et me´ta-
stabilite´
Plac¸ons nous pour commencer ici dans Ω = Rd et conside´rons la dynamique de
Langevin sur-amortie
dXt = −∇V (Xt)dt+
√
2h dBt , (1.3.1)
ou` Xt ∈ Ω = Rd, h est un parame`tre strictement positif, V : Ω = Rd → R est une
fonction re´gulie`re ve´rifiant Zh :=
∫
Ω
e−
V
h dµ < +∞ et (Bt)t≥0 est un mouvement
brownien standard de dimension d. Cette dymanique est prototypique de mode`les
utilise´s en physique statistique pour simuler l’e´volution d’un syste`me mole´culaire
a` tempe´rature fixe´e (cf. par exemple [Cha43] ou [SM79, Sections 2 et 3]), auquel
cas V est l’e´nergie potentielle, h = kBT est proportionnel a` la tempe´rature (kB est
la constante de Boltzmann) et la dimension d est typiquement trois fois le nombre
d’atomes du syste`me.
1.3.1 Convergence vers l’e´quilibre
On suppose dans cette partie que le parame`tre h > 0 apparaissant dans (1.3.1)
ve´rifie h = 1. Le ge´ne´rateur infinite´simal du semigroupe markovien donnant l’e´volu-
tion de (1.3.1) est alors l’ope´rateur diffe´rentiel de type Ornstein-Uhlenbeck
L
(0)
V := −∆ +∇V · ∇ = ∆H + L∇V , (1.3.2)
parfois appele´ laplacien a` poids 6(ou encore laplacien de Bakry-E´mery) dans la lit-
te´rature (cf. par exemple [KM17]). Cet ope´rateur est un mode`le important de la
the´orie des processus de diffusion de Bakry-E´mery et nous renvoyons en particulier
a` ce propos a` l’article pre´curseur de Bakry-E´mery [BE85] ainsi qu’au livre [BGL14]
pour un aperc¸u de la litte´rature associe´e. Le ge´ne´rateur de l’e´volution des densite´s
de probabilite´ du processus (Xt)t≥0 est quant a` lui donne´ par l’adjoint formel de
L
(0)
V ,
L
(0),†
V := −∆− div ( · ∇V ) . (1.3.3)
Autrement dit, la densite´ de probabilite´
(
ρ(t, ·))
t≥0 du processus (Xt)t≥0 ve´rifie
l’e´quation de Fokker-Planck suivante, aussi dite de (Kramers-)Smoluchowski dans
ce cadre (cf. [Ris89]),
∂t ρ = ∆ρ+ div (ρ∇V ) . (1.3.4)
6. Il s’agit en effet du laplacien de type Hodge d∗d agissant sur les fonctions, ou` l’adjoint d∗ est
conside´re´ par rapport au produit scalaire de l’espace a` poids L2(Ω, e−V dµ).
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La dynamique de Langevin sur-amortie admet de plus comme mesure invariante,
puisque L
(0),†
V e
−V = 0, la mesure de Boltzmann-Gibbs
mV (dµ) :=
( ∫
Ω
e−V dµ
)−1
e−V dµ = Z−11 e
−V dµ , (1.3.5)
et L
(0)
V agissant sur C∞c (Rd) est syme´trique dans l’espace a` poids L2(Ω,mV ).
Autorisons plus ge´ne´ralement Ω a` eˆtre (Rd ou) une varie´te´ riemannienne oriente´e
compacte et connexe de dimension d sans bord et de´finissons en ge´ne´ral L
(0)
V par la
dernie`re relation de (1.3.2). On remarque que le laplacien de Witten
∆
(0)
f = ∆H + |∇f |2 + ∆Hf
associe´ a` f := V
2
est unitairement e´quivalent a` l’ope´rateur L
(0)
V agissant dans l’espace
a` poids L2(Ω,mV ) en vertu de la relation
∆
(0)
f = e
−V
2 L
(0)
V e
V
2 ou` V = 2f . (1.3.6)
Il est ainsi e´quivalent d’e´tudier l’ope´rateur ∆
(0)
V
2
ou l’ope´rateur L
(0)
V qui a donc en
particulier une extension supersyme´trique naturelle de´finie sur l’alge`bre des formes
diffe´rentielles sur l’espace a` poids ΛL2(Ω,mV ) de´finie, pour tout p ∈ {0, . . . , d}, par
L
(p)
V := e
V
2 ∆
(p)
V
2
e−
V
2 = ∆
(p)
H + L∇V . (1.3.7)
Pour souligner plus pre´cise´ment le lien avec la the´orie des processus de diffusion de
Bakry-E´mery, les ope´rateurs L
(0)
V et L
(1)
V sont lie´s a` l’ope´rateur carre´ du champ de
Bakry-E´mery Γ et a` son ite´re´ Γ2 via les relations∫
Ω
Γ(ω) dmV =
∫
Ω
(
L
(0)
V ω
)
ω dmV =
∫
Ω
〈dω, dω〉Λ1 dmV = ‖∇ω‖2L2(Ω,mV ) (1.3.8)
et ∫
Ω
Γ2(ω) dmV =
∫
Ω
(
L
(0)
V ω
)2
dmV =
∫
Ω
〈L(1)V dω, dω〉Λ1 dmV , (1.3.9)
ou` ω ∈ C∞c (Ω) (cf. en particulier [BGL14] pour plus de mate´riel et de re´fe´rences sur
le carre´ du champ).
De plus, que Ω soit Rd ou varie´te´ riemannienne oriente´e compacte et connexe de
dimension d sans bord, l’ope´rateur L
(0)
V agissant sur l’espace C∞c (Ω) (qui n’est autre
que C∞(Ω) lorsque Ω n’est pas Rd) est essentiellement auto-adjoint dans l’espace de
Hilbert L2(Ω,mV ) et sa fermeture dans cet espace, que nous noterons toujours L
(0)
V ,
est positive avec λ1 = 0 pour valeur propre simple, associe´e aux fonctions constantes
(cela de´coule du fait que e−V ∈ L1(Ω)). Le caracte`re essentiellement auto-adjoint se
de´duit de la relation (1.3.7) et :
— de l’analyse faite dans la partie 1.2.2 lorsque Ω est compacte,
— du fait que le laplacien de Witten ∆
(0)
V
2
agissant sur C∞c (Rd) est essentiellement
auto-adjoint dans L2(Rd), e´tant positif et a` potentiel re´gulier (cf. par exemple
[Hel13, Theorem 9.15]), lorsque Ω = Rd.
20 CHAPITRE 1. AUTOUR DU LAPLACIEN DE WITTEN
En remarquant que le domaine de la forme quadratique associe´e a` L
(0)
V est l’espace
de Sobolev a` poids H1(Ω,mV ), on de´duit de ce qui pre´ce`de et du principe du Max-
Min que pour tout C ∈ R+∗, l’ine´galite´ de type Poincare´ (cf. (1.3.8))
∀ω ∈ H1(Ω,mV ) , ‖ω −
( ∫
Ω
ω dmV
)‖2L2(Ω,mV ) ≤ 1C ‖∇ω‖2L2(Ω,mV ) (1.3.10)
est satisfaite si et seulement si
Sp (L
(0)
V ) ∩ (0, C) = ∅ . (1.3.11)
L’ine´galite´ (1.3.10) est donc ve´rifie´e pour (au moins) un C > 0 si et seulement
si 0 appartient au spectre discret de L
(0)
V , auquel cas le C optimal est donne´ par
λ2 := inf( Sp (L
(0)
V )\{0} ). C’est en particulier toujours le cas lorsque Ω est compacte
puisqu’alors le laplacien de Witten, et donc le laplacien a` poids, est a` re´solvante
compacte (cf. partie 1.2.2). Dans ce cas, on a l’estimation en variance suivante,
valable pour tous t ≥ 0 et ω ∈ L2(Ω,mV ) 7 :
‖e−tL(0)V ω − ( ∫
Ω
ω dmV
)‖L2(Ω,mV ) ≤ ‖ω − ( ∫
Ω
ω dmV
)‖L2(Ω,mV ) e−λ2t . (1.3.12)
De plus, lorsque la loi de probabilite´ ρ0 de X0 admet une densite´ µ0 par rapport a`
mV dans L
2(Ω,mV ), alors, pour tout t ≥ 0, la loi de probabilite´ ρt de Xt admet la
densite´ par rapport a` mV dans L
2(Ω,mV ) donne´e par µt = e
−tL(0)V µ0. Il de´coule ainsi
de (1.3.12) que pour tout t ≥ 0, on a :
‖ρt −mV ‖V T = ‖µt − 1‖L1(Ω,mV )
≤ ‖µt − 1‖L2(Ω,mV ) ≤ ‖µ0 − 1‖L2(Ω,mV ) e−λ2t , (1.3.13)
ou` ‖·‖V T de´signe la distance en variation totale. Remarquons au passage que lorsque
Ω est compacte, supposer que ρ0 admet une densite´ L
2 par rapport a` mV n’est
pas vraiment restrictif puisque, par l’effet re´gularisant de l’e´quation parabolique de
(Kramers-)Smoluchowski (1.3.4), on se rame`ne automatiquement a` ce cas pour tout
t > 0. Nous renvoyons par exemple a` [Roy07, BGL14] pour plus de de´tails au sujet
de ce paragraphe.
Montrons maintenant comment la structure supersyme´trique du laplacien de
Witten, ou de fac¸on e´quivalente du laplacien a` poids, peut donner des informations
sur la constante C > 0 de l’ine´galite´ (1.3.10). Si l’on sait par exemple que L
(1)
V ≥ c
pour un certain re´el c > 0, on peut alors conclure que λ2 := inf( Sp (L
(0)
V ) \ {0})
est strictement positive et ve´rifie λ2 ≥ c. L’ine´galite´ de Poincare´ (1.3.10) est donc
en particulier satisfaite lorsque C = c. Notons que lorsque Ω est compact, cela
de´coule simplement de la proprie´te´ supersyme´trique (1.2.2) qui conduit facilement
a` Sp (L
(0)
V ) \ {0} ⊂ Sp (L(1)V ). Cette dernie`re relation est de plus toujours satis-
faite lorsque Ω = Rd et L(1)V ≥ c > 0 mais devient alors plus difficile a` de´montrer
(cf. [Joh00, Theorem 1.3]). Ce type de raisonnement, qui remonte au moins a` l’article
de Helffer-Sjo¨strand [HS94], est au coeur de nombreux articles e´tudiant le compor-
tement asymptotique des fonctions de corre´lations en me´canique statistique et nous
7. Cette relation est aussi vraie lorsque λ2 = 0 mais n’implique e´videmment pas dans ce cas la
convergence vers 0 du terme de droite.
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renvoyons par exemple a` [Sjo¨96, NS97, Hel98, BJS00, BM03, BM04] pour d’autres
re´fe´rences.
Dans ce cadre, les potentiels uniforme´ment strictement convexes sur Rd jouent un
roˆle important puisqu’il s’agit des potentiels les plus simples pour lesquels le raison-
nement pre´ce´dent est valable. Cela se de´duit encore tre`s facilement de la structure
supersyme´trique en remarquant que l’on a simplement
L
(0)
V = −∆ +∇V · ∇ et L(1)V = L(0)V ⊗ Id + HessV ≥ HessV (1.3.14)
lorsque Ω = Rd. Dans ce cas, la relation L(1)V ≥ c > 0 est donc en particulier assure´e
par l’hypothe`se HessV ≥ c sur Rd.
Dans ce cas convexe, l’ine´galite´ de Poincare´ (1.3.10) est un cas particulier de
l’ine´galite´ plus ge´ne´rale de Brascamp-Lieb (cf. l’e´quation (2.1.1) du chapitre sui-
vant et [BL76]) sur laquelle porte le chapitre 2 de ce me´moire s’appuyant sur notre
travail [Lep17]. Nous y ge´ne´ralisons en particulier ce type d’ine´galite´ a` des formes dif-
fe´rentielles de degre´ quelconque sur des varie´te´s riemanniennes oriente´es compactes
et connexes a` bord (cf. the´ore`me 2.4.2 au chapitre 2), pour les conditions au bord
naturelles de type Dirichlet ou Neumann de´finies dans la partie 1.2.3. Par ailleurs,
lorsque l’on se restreint a` des fonctions dans ce cadre plus ge´ne´ral, on peut pre´ciser
nos re´sultats (cf. corollaire 2.4.4 au chapitre 2) pour aboutir a` des formules qui,
a` notre connaissance, n’avaient e´te´ e´tablies a` ce niveau de ge´ne´ralite´ par d’autres
me´thodes que dans le tre`s inte´ressant re´cent travail [KM17]. Nous renvoyons au
chapitre 2 pour plus de de´tails et de re´fe´rences a` ce sujet.
1.3.2 Re´gime basse tempe´rature et me´tastabilite´
Inte´ressons-nous maintenant au re´gime semi-classique basse tempe´rature h→ 0+
de la dynamique de Langevin sur-amortie (1.3.1),
dXt = −∇V (Xt)dt+
√
2h dBt .
Nous supposerons que V est un potentiel de Morse tendant vers l’infini a` l’infini,
suffisamment vite pour que Z :=
∫
Ω
e−
V
h dµ soit fini pour au moins un h > 0 et donc
pour tout h > 0 assez petit. Le terme −∇V (Xt) envoie typiquement (i.e. en dehors
d’un ensemble de mesure nulle) le processus (Xt)t≥0 vers les minima locaux de V
tandis que, sous l’effet du terme de bruit
√
2h dBt, celui-ci peut « sauter » d’un
bassin d’attraction de la dynamique x˙ = −∇V (x) vers un autre. Dans le re´gime
h → 0+, le bruit est tre`s faible et le processus (Xt)t≥0 reste donc pie´ge´ pendant
une tre`s longue pe´riode dans un puits du potentiel V , appele´ e´tat me´tastable, avant
de visiter une autre re´gion de l’espace. Ce passage d’une re´gion me´tastable a` une
autre correspond typiquement a` un changement de conformation macroscopique du
syste`me. D’apre`s ce phe´nome`ne, correspondant essentiellement a` celui d’effet tunnel
en analyse semi-classique, le processus (Xt)t≥0 est dit me´tastable. Pour eˆtre un peu
plus pre´cis, on dira qu’un domaine Ω0 ⊂ Rn est me´tastable pour la mesure de
probabilite´ µ supporte´e dans Ω0 si, lorsque X0 est distribue´ selon µ, ce que l’on
notera X0 ∼ µ, le processus (1.3.1) atteint un e´quilibre local dans Ω0 bien avant de
s’en e´chapper. Cela sera pre´cise´ dans la partie 1.3.3 ci-dessous a` l’aide de la notion
de distribution quasi-stationnaire (cf. de´finition 1.3.4).
La me´tastabilite´ conduit ainsi a` une se´paration des e´chelles de temps, ce qui
constitue l’un des obstacles majeurs a` l’obtention de l’e´volution macroscopique d’un
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syste`me me´tastable a` partir de simulations effectue´es au niveau microscopique. En
effet, de nombreuses transitions ne peuvent pas eˆtre observe´es en pratique en in-
te´grant directement les trajectoires du processus (1.3.1), les temps de simulations
nume´riques accessibles e´tant trop courts. L’e´tude de ce phe´nome`ne est un domaine
tre`s actif de la recherche scientifique en dynamique mole´culaire et nous renvoyons
en particulier a` [LS16] pour un aperc¸u de ce sujet.
Pour surmonter cette difficulte´, certains algorithmes, tre`s utilise´s aujourd’hui, en
particulier pour des applications en science des mate´riaux, utilisent le fait que l’e´ve´-
nement de sortie d’une re´gion me´tastable peut eˆtre bien approche´ par un processus
de sauts de Markov dont les taux de transition sont calcule´s a` l’aide de la formule
d’Eyring-Kramers. Ces algorithmes utilisent notamment trois ide´es pour ge´ne´rer de
manie`re plus efficace les e´ve`nements de sortie des e´tats me´tastables : conside´rer
des re´pliques en paralle`le (algorithme parallel replica, cf. [Vot98, LLLP12]), modi-
fier le potentiel dans le domaine pour favoriser la sortie (algorithme hyperdynamics,
cf. [Vot97,LN15]) ou augmenter la tempe´rature (algorithme temperature accelerated
dynamics, cf. [SV00,AL14]).
Pour appre´hender un peu plus pre´cise´ment la notion de me´tastabilite´, regardons
d’abord ce que nous dit la partie pre´ce´dente lorsque h = 1 est remplace´ par h→ 0+.
Le ge´ne´rateur infinite´simal donnant l’e´volution de (1.3.1) est maintenant donne´ par
L
(0)
V,h := −h∆ +∇V · ∇ = h∆(0)H + L∇V , (1.3.15)
et L
(0)
V,h agissant sur C∞c (Rd) est essentiellement auto-adjoint dans l’espace a` poids
L2(Ω,mV,h), ou` mV,h est la mesure invariante de´finie par
mV,h(dµ) :=
( ∫
Ω
e−
V
h dµ
)−1
e−
V
h dµ = Z−1h e
−V
h dµ . (1.3.16)
De nouveau, et ce qui suit reste aussi valable lorsque Ω est une varie´te´ riemannienne
oriente´e compacte et connexe de dimension d sans bord, on a e´quivalence unitaire,
au facteur h pre`s, entre L
(0)
V,h agissant dans L
2(Ω,mV,h) et ∆
(0)
V
2
,h
agissant dans L2(Ω),
d’apre`s la relation
∆
(0)
V
2
,h
= e−
V
2h hL
(0)
V,h e
V
2h , (1.3.17)
et on de´finit plus ge´ne´ralement, pour tout p ∈ {0, . . . , d},
L
(p)
V,h := h∆
(p)
H + L∇V = e
V
2h ∆
(p)
V
2
,h
e−
V
2h . (1.3.18)
En particulier, en de´finissant λ2,h := inf( Sp (L
(0)
V,h) \ {0} ), les relations (1.3.12) et
(1.3.13) restent vraies en remplac¸ant mV par mV,h et λ2 par λ2,h. Il faut par contre
remplacer le facteur 1
C
apparaissant dans (1.3.10) par h
C
puisque :
∀ω ∈ H1(Ω,mV,h) ,
∫
Ω
(
L
(0)
V,h ω
)
ω dmV,h = h ‖∇ω‖2L2(Ω,mV,h) .
Lorsque Ω est compacte, la relation (1.3.17) et le the´ore`me 1.2.3 conduisent en
particulier a` l’existence de h0 > 0 et de C > 0 tels que pour tout h ∈ (0, h0],
Sp (L
(0)
V,h) ∩ [0, C] = Sp (L(0)V,h) ∩ [0, e−
C
h ] (1.3.19)
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et
dim Sp (L
(0)
V,h) ∩ [0, C] = m0 , (1.3.20)
ou` m0 est le nombre de minima locaux de f . Lorsque Ω = Rd, les hypothe`ses
additionnelles de confinement suivantes,
en dehors d’un compact K, |∇f | ≥ 1
C
et |Hess f | ≤ C |∇f |2 ,
garantissent (avec (1.3.17)) l’inclusion du spectre essentiel de L
(0)
V,h dans [
C1
h
,+∞)
pour un certain C1 > 0 et les relations (1.3.19), (1.3.20) restent valides (cf. [HKN04,
Proposition 2.2]). On en de´duit le comportement asymptotique de l’e´volution d’un
e´tat ω ∈ L2(Ω,mV,h) suivant :
— si ω est un vecteur propre associe´ a` la valeur propre 0, i.e. si ω ∈ Ran (x 7→ 1),
alors cet e´tat est stable :
pour tout t ≥ 0 , e−tL(0)V,h ω = ω ,
— si ω appartient a` l’espace spectral Ran 1(C,+∞)(L
(0)
V,h), alors ω a un temps de
vie court, d’ordre au plus 1
C
:
pour tout t ≥ 0 , ‖e−tL(0)V,h ω‖L2(Ω,mV,h) ≤ ‖ω‖L2(Ω,mV,h) e−Ct ,
— enfin, si ω est un vecteur propre associe´ a` λp,h, l’une des valeurs propres
0 < λ2,h ≤ · · ·λm0,h de L(0)V,h dans (0, C], alors, comme 0 < λp,h ≤ e−
C
h , ω est
me´tastable, i.e. a un temps de vie exponentiellement long d’ordre 1
λp,h
:
pour tout t ≥ 0 , e−tL(0)V,h ω = e−λp,ht ω .
Les travaux [BEGK04,BGK05] de Bovier, Eckhoff, Gayrard et Klein, utilisant la
the´orie du potentiel dans Rd, conduisent par ailleurs a` une caracte´risation probabi-
liste pre´cise des temps de vie 1
λp,h
(pour p ∈ {2, . . . ,m0}) de ces e´tats me´tastables
sous des hypothe`ses additionnelles ge´ne´riques sur la fonction de Morse V . De´crivons
cela pre´cise´ment ci-dessous.
On suppose que {x1} = argminRnV et, pour k ∈ {2, . . . ,m0} et Bk = {x ∈
{x1, . . . , xm0} \ {xk}, V (x) ≤ V (xk)} 8, on note P(xk, Bk) l’ensemble des courbes
γ ∈ C0([0, 1],Rn) telles que γ(0) = xk et γ(1) ∈ Bk. Supposons aussi que :
1. pour tout k ∈ {2, . . . ,m0}, il existe un unique point selle zk tel que V (zk) =
infγ∈P(xk,Bk) supt∈[0,1] V (γ(t))
9,
2. les valeurs
(
V (zk)− V (xk)
)
k∈{2,...,m0} sont toutes distinctes.
Sous ces hypothe`ses, xk ∈ {x2, . . . , xm0} 7→ zk de´finit une application injective et on
re´ordonne alors les k ∈ {2, . . . ,m0} de sorte que la suite
(
V (zk)− V (xk)
)
k∈{2,...,m0}
soit strictement de´croissante (une illustration est donne´e par la figure 1.1). On a
alors (d’apre`s [BEGK04,BGK05]) :
8. Bk est donc l’ensemble des minima locaux de f d’e´nergie infe´rieure a` celle de xk.
9. Pour une fonction de Morse quelconque, il y a toujours au moins un tel point zk ; nous
renvoyons au chapitre 3 pour plus de de´tails a` ce sujet.
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i) pour tout k ∈ {2, . . . ,m0}, le temps moyen τk,h mis par le processus (Xt)t≥0,
partant de xk, pour atteindre Bk, est donne´ par la formule de type Eyring-
Kramers suivante lorsque h→ 0+ :
τk,h =
2pi
|λ(zk)|
√| det HessV (zk)|√
det HessV (xk)
e
V (zk)−V (xk)
h
(
1 + o(1)
)
, (1.3.21)
ou` λ(zk) est la valeur propre ne´gative de HessV (zk),
ii) il existe c > 0 tel que pour tout k ∈ {2, . . . ,m0}, on a lorsque h→ 0+ :
λk,h =
1
τk,h
(
1 +O(e−
c
h )
)
=
|λ(zk)|
2pi
√
det HessV (xk)√| det HessV (zk)| e−V (zk)−V (xk)h (1 + o(1)) . (1.3.22)
x1
x2
x3
z2
z3
Figure 1.1 – Classement des minima et points selles sur un exemple 1D
Les hypothe`ses pre´ce´dentes impliquent donc en particulier l’existence d’une cas-
cade d’e´ve´nements, se produisant sur diffe´rentes e´chelles de temps, permettant au
processus (Xt)t≥0, partant de xk (pour k ∈ {2, . . . ,m0}), d’atteindre le minimum
global x1 de V dans Rn (cf. figure 1.1)). Nous renvoyons e´galement a` [Eck05] pour des
re´sultats similaires, a` [HKN04] pour une autre preuve de (1.3.22) (e´galement valable
lorsque Ω est compacte et sans bord) a` l’aide d’outils d’analyse semi-classique ainsi
qu’a` [HHS11,Mic19] pour une ge´ne´ralisation des re´sultats obtenus dans [HKN04] 10.
Cette approche semi-classique est l’objet du chapitre 3. Signalons aussi notre tra-
vail [DL17] pour un re´sultat du type (1.3.22) pour un certain potentiel double
puits en grande dimension (cf. section 3.4 pour plus de de´tails), [LMS19] ge´ne´ra-
lisant [BEGK04] a` certaines dynamiques non re´versibles (i.e. non gradient) lorsque
V a deux minima locaux, ainsi que [HKS89,Mic95,MS14,BD16] pour des re´sultats
connexes. Dans le cas a` bord, nous renvoyons a` [HN06,Lep10,DLLN19b,LN19a] pour
des re´sultats pre´cis du type (1.3.22) (voir aussi (1.2.22) a` la fin de la partie 1.2.3
et les the´ore`mes 3.2.1 et 3.2.2 du chapitre 3) 11. Enfin, nous renvoyons a` l’article de
revue [Ber13] sur ce sujet.
10. Mentionnons aussi ici notre travail plus re´cent [LM19], non pre´sente´ dans ce me´moire, ge´ne´-
ralisant ces re´sultats a` certaines dynamiques non re´versibles (i.e. non gradient) pour des potentiels
V multi-puits.
11. Par ailleurs, notre travail plus re´cent [LN19b], non pre´sente´ dans ce me´moire, ge´ne´ralise les
re´sultats de [HN06,DLLN19b] a` des potentiels V admettant des points critiques sur ∂Ω.
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De telles estime´es sont par exemple utilise´es dans [SS13, Sch98] pour construire
des dynamiques markoviennes de saut en projetant le ge´ne´rateur infinite´simal L
(0)
V,h
de la diffusion (1.3.1) sur l’espace engendre´ par ses m0 petites valeurs propres par
une me´thode de Galerkin. Cela conduit a` une tre`s bonne approximation de L
(0)
V,h a`
la limite h→ 0+.
La formule (1.3.21) remonte au moins a` l’article de cine´tique chimique de Kra-
mers [Kra40] paru en 1940 (et meˆme en fait a` quelques anne´es avant, comme cela
est explique´ dans l’article de revue [HTB90]) ou` elle est formellement obtenue en di-
mension 1 et y est compare´e a` une formule similaire notamment obtenue par Eyring
dans [Eyr35] en 1935 par une autre me´thode de calcul des cine´tiques de re´action
(cf. [Kra40, page 295] ou [HTB90] pour une revue de la litte´rature).
x2
x1
z
Figure 1.2 – Allure du potentiel V conside´re´ par Kramers dans [Kra40, Fig. 1]
Avec nos notations, la formule (17) donne´e par Kramers dans [Kra40] pour un
potentiel double puits comme repre´sente´ a` la figure 1.2 se re´e´crit en effet comme
suit : lorsque 0 < h V (z)− V (x2),
r21 =
√|V ′′(z)|V ′′(x2)
2pi
e−
V (z)−V (x2)
h
(
1 + o(1)
)
, (1.3.23)
ou` r21 est le taux de re´action qui, si l’on cite [Kra40], « denotes the chance in unit
time that a particle which originally was caught at A (ici A = x2) escapes to B
(ici B = x1) ». En d’autres termes, d’apre`s [Kra40], le temps pour atteindre x1
partant de x2 suit une loi exponentielle de parame`tre r21, ou`, d’apre`s (1.3.23), r21
satisfait la formule (1.3.22) donne´e pour λ2,h dans ce cadre (en dimension 1, un
point selle est un maximum local). Par conse´quent, l’inverse de r21, qui repre´sente
donc d’apre`s [Kra40] le temps moyen, partant de x2, pour atteindre x1, est donne´
d’apre`s Kramers par la formule (1.3.21). Signalons que le pre´facteur dans (1.3.23)
(comme d’ailleurs dans (1.3.21) et dans (1.3.22)) est in fine obtenu par la me´thode
de Laplace en comparant V au voisinage de x2 et de z avec son polynoˆme de Taylor
d’ordre 2 12.
Il est important de remarquer ici que les re´sultats pre´sente´s ci-dessus ne four-
nissent, a` la limite h→ 0+, que certains taux de re´action du syste`me et ne justifient
donc pas la validite´ asymptotique de la « loi comple`te » d’Eyring-Kramers, utilise´e
en pratique dans les algorithmes de simulation mole´culaire comme ceux de´ja` cite´s
(cf. [Vot97,Vot98,SV00]). Cette loi prend en effet en compte tous les taux de re´ac-
tion du syste`me alors que dans les re´sultats cite´s ci-dessus, rien n’est par exemple
12. En fait, dans son article [Kra40], Kramers suppose simplement que V est quadratique au
voisinage de x2 et au voisinage de z.
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dit sur ce qu’il se passe partant du minimum global de V . Nous renvoyons a` la partie
suivante pour une de´finition de la loi d’Eyring-Kramers et au chapitre 5 pour plus
de de´tails a` ce propos.
Dans notre travail [DLLN17b] pre´sente´ dans le chapitre 5, nous de´montrons jus-
tement la validite´ asymptotique de la loi d’Eyring-Kramers (cf. en particulier les co-
rollaires 5.2.7 et 5.2.8). Plus pre´cise´ment, nous y montrons que cette loi correspond
bien, dans l’asymptotique h→ 0+, a` la loi de sortie d’un e´tat me´tastable Ω lorsque Ω
est un puits confinant du potentiel V (i.e. tel que V admet un unique point critique,
un minimum, dans Ω et ∂nV > 0 sur ∂Ω) et le processus (Xt)t≥0 solution de (1.3.1)
est initialemenent distribue´ selon une distribution de probabilite´ naturelle supporte´e
dans Ω appele´e distribution quasi-stationnaire. Ne´anmoins, comme sous ces hypo-
the`ses V n’admet pas de ve´ritable point selle sur ∂Ω, les me´thodes de Laplace
conduisant au calcul des pre´facteurs me`nent a` des formules diffe´rant le´ge`rement de
(1.3.22) et de (1.3.23). Pour eˆtre plus pre´cis, nous justifions en fait dans [DLLN17b]
la validite´ asymptotique de la loi d’Eyring-Kramers construite a` partir du taux de
re´action formellement obtenu par Kramers en dimension 1 dans [Kra40] pour un po-
tentiel double puits comme repre´sente´ a` la figure 1.3. Dans ce cas, la formule donne´e
dans [Kra40, Page 293] pour le taux de transition r21 de x2 vers x1 se re´e´crit avec
nos notations
r21 =
V ′′(x2)
√
V (z)− V (x2)
2
√
pih
(
1 + o(1)
)
.
Comme Kramers suppose en outre V quadratique sur [x2, z], ce qui me`ne a`
V ′(z) =
»
V (z)− V (x2)
»
2V ′′(x2) (cf. figure 1.3) ,
le taux de transition r21 s’e´crit encore comme suit (voir les taux du corollaire 5.2.8,
l’e´quation (1.3.33) de la partie suivante et la discussion associe´e)
r21 =
V ′(z)
√
V ′′(x2)
2
√
2pi h
e−
V (z)−V (x2)
h
(
1 + o(1)
)
. (1.3.24)
x2 x1
z
Figure 1.3 – Allure du potentiel V conside´re´ par Kramers dans [Kra40, Fig. 2]. Le
potentiel V (z + ·) est ici syme´trique.
Dans la partie suivante, dernie`re partie de ce chapitre introductif, nous de´finis-
sons la distribution quasi-stationnaire et donnons ses premie`res proprie´te´s.
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1.3.3 Distribution quasi-stationnaire et me´tastabilite´
Nous pre´sentons dans cette partie la distribution quasi-stationnaire du processus
de Langevin sur-amorti et ses connexions avec la me´tastabilite´. Cet objet est au
coeur de l’analyse de nos travaux [DLLN17b,DLLN19a,LN19a] 13, portant sur l’e´ve`-
nement de sortie d’un domaine me´tastable pour le processus de Langevin sur-amorti,
sur lesquels portent les chapitres 4 et 5 de ce me´moire et par ailleurs re´sume´s dans les
articles de type compte rendu [DLLN17a,LLN18]. Pour des re´sultats plus ge´ne´raux
sur les distributions quasi-stationnaires que ceux pre´sente´s ici, nous renvoyons par
exemple a` [CCL+09,CMS13,CV17].
Dans toute cette partie, le domaine Ω0 ⊂ Rd est suppose´ ouvert, re´gulier et
borne´ 14. Pour le processus (Xt)t≥0 solution de (1.3.1) et initiallement distribue´ dans
Ω0, on de´finit
τΩ0 := inf{t ≥ 0, Xt /∈ Ω0}
le temps de premie`re sortie de Ω0 pour (Xt)t≥0. L’e´ve´nement de sortie de Ω0 est
carate´rise´ par le couple de variables ale´atoires (τΩ0 , XτΩ0 ).
Une distribution quasi-stationnaire associe´e a` la dynamique de Langevin sur-
amortie (1.3.1) et a` Ω0 se de´finit alors comme suit :
De´finition 1.3.1. Soit Ω0 ⊂ Rd et (Xt)t≥0 la dynamique solution de (1.3.1). Une
distribution quasi-stationnaire associe´e a` (Xt)t≥0 et a` Ω0 est une mesure de proba-
bilite´ νh supporte´e dans Ω0 telle que, pour tout ensemble mesurable A ⊂ Ω0 et pour
tout t ≥ 0,
νh(A) =
∫
Ω0
Px [Xt ∈ A, t < τΩ0 ] νh(dµ)∫
Ω0
Px [t < τΩ0 ] νh(dµ)
,
ou` l’indice x dans Px indique ici que le processus commence initialement en x.
Autrement dit, νh est une distribution quasi-stationnaire si, lorsque X0 est dis-
tribue´ selon νh, alors, pour tout t > 0, le processus Xt conditionne´ a` ne pas avoir
quitte´ Ω0 jusqu’au temps t est toujours distribue´ selon νh.
Conside´rons maintenant l’espace de Hilbert a` poids
L2w(Ω0) :=
ß
u : Ω0 → R ,
∫
Ω0
u2e−
V
h dµ < +∞
™
et de´finissons les espaces de Sobolev a` poids Hkw(Ω0) de la meˆme fac¸on. D’apre`s
l’analyse du laplacien de Witten sur des varie´te´s a` bord faite dans la partie 1.2.3,
la re´alisation de Dirichlet L
D,(0)
V,h du ge´ne´rateur infinite´simal de la dynamique (1.3.1)
de´finie par (cf. (1.3.17))
L
D,(0)
V,h = e
V
2h
1
h
∆
D,(0)
V
2
,h
e−
V
2h
13. La pre´publication [DLLN19a] a e´te´ divise´e en deux parties pour publication, avec pour pre-
mie`re partie [DLLN19b].
14. Dans les chapitres 4 et 5, on utilisera simplement la notation Ω et non Ω0. La notation Ω0
permet ne´anmoins ici d’e´viter les confusions avec la notation Ω des parties pre´ce´dentes.
28 CHAPITRE 1. AUTOUR DU LAPLACIEN DE WITTEN
est auto-adjointe, a` re´solvante compacte et positive dans L2w(Ω0). Son domaine est
simplement
D(L
D,(0)
V,h ) =
{
u ∈ H1w(Ω0) , u = 0 sur ∂Ω0
} ∩H2w(Ω0) := H1w,0(Ω0) ∩H2w(Ω0)
et il s’agit aussi de l’extension de Friedrichs de L
(0)
V,h agissant sur C∞c (Ω0).
De meˆme, le ge´ne´rateur infinite´simal L
(0),†
V,h = −h∆− div (·∇V ) de l’e´volution de
la densite´ de probabilite´ du processus (Xt)t≥0 (cf. (1.3.3)) muni du domaine
D(L
(0),†
V,h ) = H
1
0 (Ω0, e
V
h dµ) ∩H2(Ω0, eVh dµ)
est auto-adjoint, a` re´solvante compacte et positif dans L2(Ω0, e
V
h dµ) (toujours d’apre`s
la relation (1.3.17)). En notant L
D,(0),†
V,h cette re´alisation de Dirichlet auto-adjointe,
on a de plus clairement
Sp (L
D,(0),†
V,h ) = Sp (L
D,(0)
V,h ) =: {λk,h , k ∈ N∗} (1.3.25)
et
L
D,(0)
V,h uk = λk,h uk si et seulement si L
D,(0),†
V,h uk e
−V
h = λk,h uk e
−V
h . (1.3.26)
Par la the´orie classique des ope´rateurs elliptiques (cf. par exemple [GT01]), la
premie`re valeur propre λ1,h de L
D,(0)
V,h (ou encore de L
D,(0),†
V,h ) est strictement positive,
simple et toute fonction propre associe´e uh appartient a` C∞(Ω0) et a un signe sur Ω0.
On a par ailleurs la proposition suivante donnant l’existence d’une distribution quasi-
stationnaire associe´e a` la dynamique de Langevin sur-amortie et a` Ω0 (cf. [LLLP12,
Proposition 2]) :
Proposition 1.3.2. Soit uh une fonction propre principale de L
D,(0)
V,h . La mesure de
probabilite´
νh(dµ) := νh(x)dµ :=
uh(x)e
−V (x)
h∫
Ω0
uhe
−V
h dµ
dµ (1.3.27)
est alors une distribution quasi-stationnaire (inde´pendante du choix de uh) associe´e
a` la dynamique (1.3.1) et a` Ω0.
En termes du ge´ne´rateur infinite´simal L
(0),†
V,h = −h∆ − div (·∇V ) de l’e´volution
de la densite´ de probabilite´ du processus (Xt)t≥0, cela signifie encore que la fonc-
tion propre principale de L
D,(0),†
V,h normalise´e dans L
1(Ω0, e
V
h dµ) est la densite´ (par
rapport a` la mesure de Lebesgue) d’une distribution quasi-stationnaire associe´e a` la
dynamique (1.3.1) et a` Ω0.
Nous avons de plus le re´sultat suivant, impliquant en particulier l’unicite´ de la
distribution quasi-stationnaire associe´e a` la dynamique (1.3.1) et a` Ω0 (cf. [LLLP12,
Proposition 6]). Notons au passage qu’il implique donc aussi que la mesure inva-
riante mV,h (de´finie dans (1.3.16)) restreinte a` Ω0, i.e.
1
mV,h(Ω0)
mV,h|Ω0 , n’est pas la
distribution quasi-stationnaire associe´e a` la dynamique (1.3.1) et a` Ω0 !
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Proposition 1.3.3. Soient νh la mesure de probabilite´ de´finie par (1.3.27) et (Xt)t≥0
la dynamique solution de (1.3.1). Supposons que X0 est distribue´ dans Ω0 et que sa
loi de probabilite´ admet une densite´ µ0 par rapport a` mV,h dans L
2(Ω0,mV,h). Il
existe alors une constante C(µ0, h) > 0 telle que, pour tout t ≥ 0,
‖Loi(Xt|t < τΩ0)− νh‖V T ≤ C(µ0, h) e−(λ2,h−λ1,h)t −→
t→+∞
0 . (1.3.28)
Ici, Loi(Xt|t < τΩ0) de´signe la loi de probabilite´ de Xt conditionne´ a` ne pas avoir
quitte´ Ω0, i.e. a` l’e´ve´nement {t < τΩ0} (et ‖ · ‖V T la distance en variation totale).
La relation (1.3.28) est en quelque sorte une ge´ne´ralisation de la relation (1.3.13)
dans ce cadre. D’ailleurs, comme Ω0 est borne´, l’hypothe`se sur la densite´ de la loi
de X0 n’est en fait pas restrictive puisque l’on s’y rame`ne imme´diatement par effet
re´gularisant de l’e´volution en temps.
Soit (Xt)t≥0 le processus solution de (1.3.1) avec X0 distribue´ dans Ω0. Si τΩ0 est
suffisamment grand, alors d’apre`s la proposition 1.3.3, le processus (Xt)t≥0 atteindra
un e´quilibre local, donne´ par la distribution quasi-stationnaire, avant de sortir de
Ω0. Dans ce cas, subordonne´ a` la distribution de X0, il est donc pertinent d’e´tudier
l’e´ve`nement de sortie (τΩ0 , XτΩ0 ) du domaine Ω0 pour la dynamique de Langevin
sur-amortie lorsque le processus (Xt)t≥0 solution de (1.3.1) est initialement distribue´
selon la distribution quasi-stationnaire associe´e. Ne´anmoins, le domaine Ω0 peut tre`s
bien eˆtre « mal » choisi de sorte que, pour (presque) toute condition initiale du type
X0 = x ∈ Ω0, le temps de se´jour moyen Ex[τΩ0 ] du processus (Xt)t≥0 dans Ω0 soit
trop court pour permettre a` (Xt)t≥0 d’atteindre (en moyenne) l’e´quilibre local donne´
par la distribution quasi-stationnaire avant de quitter Ω0 (voir par exemple l’exemple
b) dans la premie`re partie de la section 4.2.4). Cette distribution n’est alors pas d’un
grand inte´reˆt.
Ces conside´rations nous conduisent a` proposer la de´finition suivante d’un do-
maine Ω0 me´tastable.
De´finition 1.3.4. Soit (Xt)t≥0 la dynamique solution de (1.3.1), suppose´e initiale-
ment distribue´e dans Ω0.
i) On dit que le domaine Ω0 est me´tastable pour X0 si, a` la limite h → 0+,
la convergence dans (1.3.28) a lieu bien avant le temps de (premier) se´jour
moyen E[τΩ0 ] de (Xt)t≥0 dans Ω0.
ii) Plus ge´ne´ralement, on dit que le domaine Ω0 est me´tastable s’il existe un
ouvert V ⊂ Ω0 tel que Ω0 est me´tastable pour X0 = x pour tout x ∈ V.
Pour un domaine Ω0 me´tastable (pour X0), il est donc raisonnable de suppo-
ser que le processus (Xt)t≥0 est initialement distribue´ selon la distribution quasi-
stationnaire νh. Par ailleurs, lorsque le processus (Xt)t≥0 solution de (1.3.1) est
initialement distribue´e selon νh, l’e´ve`nement de sortie (τΩ0 , XτΩ0 ) du domaine Ω0 est
caracte´rise´ par la proposition suivante (cf. [LLLP12, Proposition 3]) :
Proposition 1.3.5. Conside´rons (Xt)t≥0 la dynamique solution de (1.3.1) et νh la
distribution quasi-stationnaire associe´e (cf. (1.3.27)). Supposons de plus que X0 est
distribue´ selon νh. Alors :
i) les variables ale´atoires τΩ0 et XτΩ0 sont inde´pendantes,
ii) la variable ale´atoire τΩ0 suit une loi exponentielle de parame`tre λ1,h (la valeur
propre principale de L
D,(0)
V,h ), d’ou` en particulier Eνh [τΩ0 ] =
1
λ1,h
,
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iii) la loi de la variable ale´atoire XτΩ0 a une densite´ par rapport a` la mesure de
Lebesgue sur ∂Ω0 donne´e par
z ∈ ∂Ω0 7−→ − h
λ1,h
∂nuh(z) e
−V (z)
h∫
Ω0
uhe
−V
h dµ
, (1.3.29)
ou` ∂n = ~n · ∇ de´signe de´rive´e normale au bord et ~n la normale exte´rieure
a` ∂Ω0.
Dans nos travaux [DLLN19a,LN19a] 15 re´sume´s dans le chapitre 4, nous essayons
d’analyser la me´tastabilite´ d’un domaine Ω0 via l’e´tude des lieux de sortie les plus
probables de ce domaine pour la dynamique de Langevin sur-amortie (cf. de´fini-
tion 4.1.1).
Lorsque X0 = x ∈ Ω0 et Ω0 est un puits confinant du potentiel V , i.e. tel que
— V admet un unique point critique, un minimum (non de´ge´ne´re´), dans Ω0
— et ∂nV > 0 sur ∂Ω0,
il est bien connu qu’a` la limite h→ 0+, XτΩ0 se concentre sur arg min∂Ω0 V . Lorsque
V |∂Ω0 atteint son minimum en un unique point (de ∂Ω0), cela de´coule des travaux
de Freidlin-Wentzell dans le cadre de leur the´orie des grandes de´viations de´veloppe´e
dans les anne´es 70 (cf. leur ouvrage [FW12] pour un aperc¸u ge´ne´ral de leurs re´sultats
et plus pre´cise´ment le the´ore`me 2.1 du chapitre 4 sur ce point). Leurs re´sultats
conduisent e´galement aux estime´es logarithmiques suivantes (cf. [FW12, the´ore`me
5.1 du chapitre 6]) : pour tout x ∈ Ω0 tel que V (x) < min∂Ω0 V et pour tous γ > 0
et δ0 > 0, il existe δ ∈ (0, δ0] tel que pour tous h > 0 suffisamment petit et y ∈ ∂Ω0,
e−
V (y)−min∂Ω0 V
h e−
γ
h ≤ Px
[|XτΩ0 − y| < δ] ≤ e−V (y)−min∂Ω0 Vh e γh . (1.3.30)
A` l’aide de calculs formels, Matkowsky-Schuss ont ensuite obtenu la formule e´nonce´e
ci-dessous dans [MS77], par la suite notamment rigoureusement de´montre´e dans
[FW12,Kam78,Kam79,Day84,Day87,Per90] : pour tous x ∈ Ω0 et F ∈ C∞(∂Ω0,R),
on a a` la limite h→ 0+ ,
Ex
[
F
(
XτΩ0
)]
=
∫
∂Ω0
F ∂nV e
−V
h dµ∂Ω0∫
∂Ω0
∂nV e
−V
h dµ∂Ω0
+ o(1). (1.3.31)
Voir aussi [IS15, IS17] pour des re´sultats plus re´cents utilisant des techniques simi-
laires a` celles de [Kam78,Kam79,Per90].
La relation (1.3.31) implique en particulier la concentration de XτΩ0 sur l’en-
semble arg min∂Ω0 V et donne e´galement, par la me´thode de Laplace, les probabilite´s
asymptotiques de sortie au voisinage de chaque e´le´ment de arg min∂Ω0 V . Contrai-
rement a` la relation (1.3.30), elle ne donne par contre aucune information sur la
probabilite´ (partant de x ∈ Ω0) de sortir au voisinage d’un point n’appartenant
pas a` arg min∂Ω0 V si ce n’est qu’elle tend vers 0. Mentionnons aussi ici que d’apre`s
la formule de Feynman-Kac, la fonction x ∈ Ω0 → Ex
[
F
(
XτΩ0
)]
est, du point de
15. Nous rappelons que [DLLN19a] a e´te´ divise´ en deux parties pour publication, avec pour
premie`re partie [DLLN19b].
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vue des e´quations aux de´rive´es partielles, la solution du proble`me de Dirichlet non
homoge`ne (cf. (1.3.15)) ®
L
(0)
V,hu = 0 dans Ω
u = F sur ∂Ω .
(1.3.32)
Dans l’optique d’analyser la me´tastabilite´ d’un domaine Ω0, ce type de com-
portent naturel – i.e. attendu pour un domaine Ω0 convenable – nous conduit d’apre`s
la de´finition 1.3.4 a` nous poser dans [DLLN19a] les questions suivantes :
— Quel cadre ge´ome´trique pour le potentiel V nous assure-t-il, lorsque X0 est
initialement distribue´ selon la distribution quasi-stationnaire νh, que la loi de
XτΩ0 se concentre sur une partie de arg min∂Ω0 V ?
— Quelles conditions sur V nous assurent-elles que ces re´sultats s’e´tendent a` un
ensemble d’inte´rieur non vide de conditions initiales de´terministes dans Ω0 ?
Dans le travail [DLLN19a] 16, nous e´tendons en particulier a` un cadre tre`s ge´ne´ral
les re´sultats obtenus pour un puits confinant du potentiel V dans [FW12, Kam78,
Kam79,Day84,Day87,Per90] (cf. the´ore`me 4.2.3 et la relation (4.2.20) ge´ne´ralisant
(1.3.31) au chapitre 4). Ces travaux couvrent cependant aussi le cas non gradient,
i.e. le cas de dynamiques de la forme 17
dXt = b(Xt)dt+
√
2h dBt ,
ou` b est un champ vectoriel tel que Ω0 soit confinant pour la dynamique x˙ = b(x),
i.e. tel que :
— Ω0 contient un unique point singulier, asymptotiquement stable et non de´ge´-
ne´re´, pour la dynamique
— et b · ~n < 0 sur ∂Ω0.
Enfin, notre travail [LN19a] concerne l’e´tude fine d’un potentiel double puits de´ge´-
ne´re´. Nous renvoyons au chapitre 4 pour plus de details et de re´fe´rences a` ce sujet.
Dans le travail [DLLN17b], re´sume´ dans le chapitre 5, nous justifions la validite´
asymptotique, i.e. a` la limite h → 0+, de la « loi comple`te » d’Eyring-Kramers (cf.
partie pre´ce´dente) lorsque :
— Ω0 est un puits confinant du potentiel V , i.e. tel que V admet un unique point
critique, un minimum non de´ge´ne´re´, dans Ω0 et ∂nV > 0 sur ∂Ω0,
— la fonction V |∂Ω0 est une fonction de Morse,
— X0 est distribue´ selon νh.
Nous y montrons aussi sa validite´ asymptotique pour des conditions initiales de´ter-
ministes d’e´nergie suffisamment basse. Expliquons ici cela un peu plus pre´cise´ment ;
nous renvoyons au chapitre 5 pour de plus amples de´tails.
Nous nous inte´ressons donc aux taux de re´action associe´s a` l’e´ve`nement de sortie
de Ω0 pour la dynamique de Langevin sur-amortie (Xt)t≥0 initialement distribue´e
16. Le premier article tire´ de cette pre´publication, [DLLN19b], s’inte´resse au cas X0 ∼ νh, et le
second aux conditions initiales de´terministes.
17. Le ge´ne´rateur infinite´simal est alors l’ope´rateur diffe´rentiel −h∆− b · ∇.
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dans Ω0. Notons (Ωi)i=1,...,n les domaines voisins de Ω0, chacun correspondant a` un
e´tat macroscopique du syste`me, et supposons que :
pour tout i ∈ {1, . . . , n} , {zi} = arg min
∂Ω0∩∂Ωi
V
(cf. figure 1.4, apparaissant aussi dans le chapitre 5).
Ω0
x0
z4
Ω4
z2
Ω2
z1Ω1
z3 Ω3
Figure 1.4 – Le domaine Ω0 et ses domaines voisins (Ωi)i=1,...,4 ; x0 est le minimum
global de V dans Ω0 et, pour i ∈ {1, 2, 3, 4}, {zi} = argmin∂Ω0∩∂ΩiV .
Les me´thodes nume´riques base´es sur l’hypothe`se que l’e´ve´nement de sortie d’une
re´gion me´tastable est bien approche´ par un processus de sauts de Markov dont
les taux de transition sont calcule´s a` l’aide de la formule d’Eyring-Kramers nous
conduisent a` la de´finition suivante (cf. [HTB90, Vot05] et la premie`re section du
chapitre 5 pour plus de de´tails) :
De´finition 1.3.6. Soit (Xt)t≥0 la dynamique solution de (1.3.1), suppose´e initiale-
ment distribue´e dans Ω0. Nous dirons que l’e´ve`nement de sortie de (Xt)t≥0 de Ω0
suit la loi d’Eyring-Kramers associe´e aux taux de transitions (k0i)i∈{1,...,n} si :
i) les variables ale´atoires τΩ0 et XτΩ0 sont inde´pendantes,
ii) la variable ale´atoire τΩ0 suit une loi exponentielle de parame`tre
∑n
i=1 k0i, d’ou`
en particulier E[τΩ0 ] = 1∑n
i=1 k0i
,
iii) pour tout i ∈ {1, . . . , n}, la probabilite´ que XτΩ0 appartienne a` ∂Ω0 ∩ ∂Ωi vaut
k0i∑n
i=1 k0i
,
iv) les taux de transitions satisfont la formule d’Eyring-Kramers « exacte » (cf.
partie pre´ce´dente et ci-dessous).
Le point ii) de cette de´finition est la simple traduction de la remarque suivante :
si, pour i ∈ {1, . . . , n}, k0i est le taux de transition de l’e´tat Ω0 vers l’e´tat Ωi, i.e. la
probabilite´ par unite´ de temps qu’une particule initialement en x0 s’e´chappe de Ω0
pour aller dans Ωi (cf. (1.3.23) et la discussion au-dessous dans la partie pre´ce´dente),
alors
∑n
i=1 k0i est la probabilite´ par unite´ de temps qu’une particule initialement
en x0 s’e´chappe de Ω0, ce qui signifie encore que τΩ0 suit une loi exponentielle
de parame`tre
∑n
i=1 k0i. Le point iii) traduit quant a` lui le fait que pour tout i ∈
{1, . . . , n}, la probabilite´ pour une particule de s’e´chapper vers Ωi est proportionnelle
a` k0i. Enfin, d’apre`s nos hypothe`ses sur Ω0, le point iv) signifie que les taux k0i
satisfont la formule d’Eyring-Kramers « exacte », i.e. sans terme d’erreur, de´duite
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de la formule (1.3.24) en dimension supe´rieure :
k0i =
∂nV (zi)√
2pi h
√
det HessV (x0)√
det HessV |∂Ω0(zi)
e−
V (zi)−V (x0)
h . (1.3.33)
On notera que ce taux correspond asymptotiquement en dimension 1 au double de
celui donne´ par (1.3.24). Cette diffe´rence est naturelle puisque k0i correspond en
fait au taux de transition pour atteindre ∂Ω0 ∩ ∂Ωi partant de Ω0, soit deux fois le
taux de transition pour atteindre Ωi. En effet, une fois sur la creˆte ∂Ω0 ∩ ∂Ωi, le
processus (Xt)t≥0 a une chance sur deux de revenir dans Ω0 et une chance sur deux
d’atteindre Ωi (cf. figure 1.3 dans la partie pre´ce´dente et la discussion a` ce sujet
dans la partie 5.3.1 du chapitre 5, ou` il convient de remplacer h par 2h d’apre`s la
diffe´rente e´chelle en h conside´re´e dans (5.1.1)).
Les premiers re´sultats rigoureux dans le sens d’une justification asymptotique
de la loi d’Eyring-Kramers dans ce cadre remontent aussi a` la the´orie des grandes
de´viations de Freidlin-Wentzell. Rappelons en effet de´ja` la relation (1.3.30) ci-dessus.
D’apre`s [FW12, the´ore`mes 4.1 et 7.4 des chapitres 4 et 6], on a e´galement sous nos
hypothe`ses le re´sultat suivant :
∀x ∈ Ω0 , lim
h→0+
h lnEx[τΩ0 ] = min
∂Ω
V − V (x0) = lim
h→0+
h ln
1
λ1,h
, (1.3.34)
ou` nous rappelons que λ1,h est la valeur propre principale de L
D,(0)
V,h et, d’apre`s la
formule de Dynkin, la fonction x ∈ Ω0 → Ex
[
τΩ0 ] est, du point de vue des e´quations
aux de´rive´es partielles, la solution du proble`me de Dirichlet homoge`ne (cf. (1.3.15))®
L
(0)
V,hu = 1 dans Ω
u = 0 sur ∂Ω .
Cette asymptotique a ensuite notamment e´te´ pre´cise´e par Day au de´but des
anne´es 80 dans [Day83] ou` il est montre´ que pour tout x ∈ Ω0 18,
λ1,h Ex[τΩ0 ] = 1 + o(1) (uniforme´ment sur les compacts de Ω0) (1.3.35)
et que τΩ0 (lorsque X0 = x) suit asymptotiquement une loi exponentielle de para-
me`tre λ1,h, i.e.
∀ s > 0 , Px[τΩ0 >
1
λ1,h
s] = e−s + o(1) (uniforme´ment sur les compacts de Ω0).
Comme nous l’avons de´ja` mentionne´ ci-dessus, ces re´sultats obtenus par la the´orie
des grandes de´viations s’appliquent pour des ope´rateurs tre`s ge´ne´raux, i.e. de la
forme −h∆ − b · ∇ ou` b est un champ vectoriel tel que Ω0 soit confinant pour la
dynamique x˙ = b(x) (cf. de´finition ci-dessus). Cependant, ils ne permettent pas
d’obtenir des formules de type Eyring-Kramers pour les taux de transitions k0i (cf.
(1.3.33)) mais seulement d’obtenir leurs taux d’Arrhenius (cf. (1.3.34) et (1.3.30)).
18. Nous renvoyons aussi a` [Sug01,Nec19] pour des ge´ne´ralisations de ce re´sultat a` des domaines
Ω0 plus ge´ne´raux. En particulier, le tout re´cent travail [Nec19] e´tablit a` notre connaissance les
premiers re´sultats rigoureux de ce type lorsque le potentiel V admet des points critiques sur ∂Ω0.
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Signalons aussi ici que le calcul pre´cis, i.e. avec pre´facteur, de λ1,h dans notre
cadre est donne´ par les travaux [HN06, DLLN19b] (cf. proposition 5.2.3 dans le
chapitre 5, ou` il convient de remplacer h par 2h d’apre`s la diffe´rente e´chelle en h
conside´re´e dans (5.1.1)) :
λ1,h =
∑
j∈{1,...,n}
k0j
(
1 + o(1)
)
=
∑
j∈{1,...,n} :V (zj)=min∂Ω0 V
k0j
(
1 + o(1)
)
, (1.3.36)
ou` les k0i, i ∈ {1, . . . , n}, sont de´finis par (1.3.33).
Supposons maintenant queX0 est distribue´ selon la distribution quasi-stationnaire
νh. D’apre`s les deux premiers points de la proposition 1.3.5, en de´finissant, pour tout
i ∈ {1, . . . n},
k˜0i := Pνh
Ä
XτΩ0 ∈ ∂Ω0 ∩ ∂Ωi
ä
λ1,h ,
alors les trois premiers points de la de´finition 1.3.6 sont automatiquement satisfaits
pour les taux (k˜0i)i∈{1,...,n}. Enfin, d’apre`s la de´finition des k˜0i ci-dessus et le troisie`me
point de la proposition 1.3.5, on a, pour tout i ∈ {1, . . . n},
k˜0i = −h
∫
∂Ω0∩∂Ωi
∂nuh e
−V
h dµ∂Ω∫
Ω0
uhe
−V
h dµ
. (1.3.37)
Pour montrer que l’e´ve`nement de sortie de Ω0 suit asymptotiquement la loi
d’Eyring-Kramers lorsque X0 est distribue´ selon νh, il nous suffit donc de mon-
trer que pour tout i ∈ {1, . . . n}, le quotient inte´gral de la relation (1.3.37) est de
la forme k0i
(
1 + o(1)
)
, ou` k0i est de´fini par la formule d’Eyring-Kramers (1.3.33) !
Cela signifie une e´tude fine du comportement asymptotique de la premie`re fonction
propre de L
D,(0)
V,h (ou, de fac¸on e´quivalente, de celle du laplacien de Witten ∆
D,(0)
V
2
,h
avec conditions au bord de type Dirichlet) et en particulier de sa de´rive´e normale le
long du ∂Ω0. Les estime´es asymptotiques les plus de´licates a` de´montrer concernent
sans surprise les k˜0i ou` i ∈ {1, . . . n} est tel que V (zi) > min∂Ω0 V .
Dans le cas d’un puits confinant comme conside´re´ dans [DLLN17b] et donc dans
le chapitre 5, cela conduit bien aux formules k˜0i = k0i
(
1 + o(1)
)
pour tout i ∈
{1, . . . , n}, ou` les k0i sont de´finis par la formule (1.3.33) (cf. corollaire 5.2.8, ou` il
convient de remplacer h par 2h d’apre`s la diffe´rente e´chelle en h conside´re´e dans
(5.1.1)). Dans les algorithmes utilise´s en pratique (cf. [HTB90, Vot97, Vot98, SV00,
Vot05]), le domaine Ω0 est suppose´ eˆtre le bassin d’attraction d’un minimum de V
pour la dynamique x˙ = −∇V (x), auquel cas ∂Ω0 contient de ve´ritables points selles,
et les taux de transition conside´re´s sont de la forme
k0i =
|λ(zi)|
2pi
√
det HessV (x0)√| det HessV (zi)| e−V (zi)−V (x0)h , (1.3.38)
ou` λ(zi) est la valeur propre ne´gative de HessV (zi). Tout cela est explique´ plus
pre´cise´ment dans le chapitre 5 (cf. sections 5.1 et 5.3.1).
Chapter 2
Brascamp-Lieb’s type inequalities
We present in this chapter the main results of our work [Lep17].
2.1 The case without boundary
Let V ∈ C2(Rd,R) be a strictly convex function such that e−V ∈ L1(Rd) and
let ν be the probability measure defined by dν := e
−V∫
Rd e
−V dµ dµ (where µ denotes the
Lebesgue measure on Rd). The classical Brascamp-Lieb’s inequality proven in [BL76]
states that every smooth compactly supported function ω satisfies the estimate∫
Rd
|ω − ( ∫
Rd
ω dν
) |2 dν ≤ ∫
Rd
(
HessV
)−1
(∇ω,∇ω) dν . (2.1.1)
This inequality and suitable variants have since been e.g. used in works such as
[HS94,Sjo¨96,NS97,Hel98,BJS00,BM03,BM04] studying correlation asymptotics in
statistical mechanics. The latter works exploit in particular crucially some relations
of the following type and which at least go back to the work of Helffer and Sjo¨strand
[HS94]: ∥∥ η − 〈η, e−V2
‖e−V2 ‖
〉 e
−V
2
‖e−V2 ‖
∥∥2 = 〈 (∆(1)V
2
)−1
(
dV
2
η
)
, dV
2
η 〉, (2.1.2)
where η ∈ C∞c (Rd), 〈·, ·〉 and ‖ · ‖ stand for the usual L2(Rd, dµ) inner product
and norm, dV
2
:= d + dV
2
and ∆
(1)
V
2
is the Witten Laplacian acting on 1-forms (or
equivalently on vector fields) which is given by (cf. (1.1.1)–(1.1.4) in the introductory
chapter)
∆
(1)
V
2
:= ∆
(0)
V
2
⊗ Id + HessV = (−∆ + |∇V
2
|2 −∆V
2
)⊗ Id + HessV . (2.1.3)
In the last relation,
∆
(0)
V
2
:= −∆ + |∇V
2
|2 −∆V
2
=
(− div +∇V
2
)(∇+∇V
2
)
= d∗V
2
dV
2
(2.1.4)
denotes the Witten Laplacian acting on functions (or equivalently on 0-forms). We
recall from the introductory chapter that the Witten Laplacian is more generally
defined on the full algebra of differential forms, that it is nonnegative and essen-
tially self-adjoint (when acting on smooth compactly supported forms) on the space
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of L2(Rd, dµ) differential forms, and that it is moreover supersymmetric, which es-
sentially amounts, when restricting our attention to the interplay between ∆
(0)
V
2
and
∆
(1)
V
2
, to the intertwining relation
∀ η ∈ C∞c (Rd) , dV
2
∆
(0)
V
2
η = ∆
(1)
V
2
dV
2
η ,
which enables to prove relations of the type (2.1.2) (when ∆
(1)
V
2
is invertible). The
nonnegativity of ∆
(0)
V
2
together with the relations (2.1.2) and (2.1.3) then easily leads
to (2.1.1) when V is strictly convex (at least formally) taking finally ω := e
V
2 η. To
connect to some spectral properties of ∆
(0)
V
2
, the relation (2.1.2) together with the
lower bound ∆
(1)
V
2
≥ c for some c > 0 – which is in particular satisfied if HessV ≥ c
– implies, according to formula (2.1.4), a spectral gap greater than or equal to c for
∆
(0)
V
2
(its kernel being Span{e−V2 } as it can be seen from (2.1.4), or equivalently from
(1.3.8)). In addition to the already mentioned [Sjo¨96,Hel98] making extra assump-
tions on V , we refer especially to the very complete [Joh00] for precise statements
and proofs in relation with the above discussion. See also the above Section 1.3.1 in
this connection.
More generally, in the case of a Riemannian manifold without boundary Ω, it is
also well known that an inequality of the type (2.1.1) holds if one replaces HessV
(and the condition HessV > 0 everywhere) by the following quadratic form, some-
times called the Bakry-E´mery (-Ricci) tensor,
Ric + HessV (and if we assume its strict positivity everywhere) ,
Ric denoting the Ricci tensor. We refer for example to [BGL14, Theorem 4.9.3]
for a precise statement whose proof relies on the supersymmetry of the counterpart
of the Witten Laplacian in the weighted space L2(Ω, e−V dVolΩ), sometimes called
the weighted Laplacian and more precisely defined when acting on functions by (see
(1.3.2), (1.3.6), and (1.3.7) in Section 1.3.1)
L
(0)
V := e
V
2
(−∆ + |∇V
2
|2 −∆V
2
)
e−
V
2 = −∆ +∇V · ∇ .
This operator, unitarily equivalent to ∆
(0)
V
2
, is an important model of the Bakry-
E´mery theory of diffusion processes and we refer especially in this direction to the pi-
oneering work of Bakry and E´mery [BE85] or to the book [BGL14] for an overview of
the concerned literature. On its side, the Bakry-E´mery tensor Ric+HessV – named
after [BE85] but first introduced by Lichnerowicz in [Lic70] – is the natural coun-
terpart of the Ricci tensor Ric in the weighted Riemannian manifold (Ω, e−V dVolΩ)
and we refer for example to [Lic70,Lot03] for some of its geometric properties. Let
us also mention e.g. [LV09] extending this notion to metric measure spaces.
In the work [Lep17], we derive from the supersymmetry of the Witten Laplacian
Brascamp-Lieb’s type inequalities for general differential forms on a Riemannian
manifold with a boundary. In addition to the supersymmetry, our results essen-
tially follow from suitable decompositions of the quadratic forms associated with
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the self-adjoint Neumann and Dirichlet realizations of the Witten Laplacian (see
Section 1.2.3 in the introductory chapter) stated in Theorem 2.4.1 below. When re-
stricting to the interplay between 0- and 1-forms, they imply in particular the already
mentioned results in the case of Rd or of a compact manifold with empty boundary
as well as some results recently obtained by Kolesnikov and Milman in [KM17] in the
case of a compact manifold with a boundary (see indeed Corollaries 2.4.3 and 2.4.4,
and the corresponding remarks).
2.2 Notions of Riemannian geometry
We now introduce the concepts of Riemannian geometry which will be needed
to state properly our further hypotheses and results. This part is rather long since
we made the choice to define these classical notions quite precisely in order to stay
comprehensible for readers not familiar with Riemannian geometry. The following
objects are essentially defined according to the PDE framework developed in [Sch95]
and we refer especially to Sections 1.1 and 1.2 there for further details and refer-
ences, the notation adopted being nevertheless slightly different.
We work with a smooth d-dimensional oriented connected and compact Rieman-
nian manifold (Ω, g = 〈·, ·〉) with boundary ∂Ω and we recall the notation introduced
in Section 1.1:
The cotangent (resp. tangent) bundle of Ω is denoted by T ∗Ω (resp. TΩ) and
the exterior fiber bundle by ΛT ∗Ω = ⊕np=0ΛpT ∗Ω. The fiber bundles T ∗∂Ω, T∂Ω,
and ΛT ∗∂Ω = ⊕n−1p=0ΛpT ∗∂Ω are defined similarly. The (bundle) scalar product on
ΛpT ∗Ω inherited from g is denoted by 〈·, ·〉Λp . Let us recall that 〈·, ·〉Λ1 is defined by
〈ω, η〉Λ1 := 〈ω], η]〉 ,
where, for any ξ ∈ T ∗Ω, ξ] is the element of TΩ satisfying, for any X ∈ TΩ,
〈ξ], X〉 := ξ(X) . (2.2.1)
The map ξ 7→ ξ] is an isomorphism from T ∗Ω into TΩ and we denote by TΩ 3 X 7→
X[ ∈ T ∗Ω its inverse isomorphism. The inner product 〈·, ·〉Λp is then defined as the
bilinear form satisfying the following relation on decomposable p-forms:
〈ω1 ∧ · · · ∧ ωp, η1 ∧ · · · ∧ ηp〉Λp := det
( 〈ωi, ηj〉Λ1 )1≤i,j≤n .
The space of C∞, L2 , etc. sections of any of the above fiber bundles E,
over O = Ω or O = ∂Ω, are respectively denoted by C∞(O,E), L2(O,E), etc..
The more compact notation ΛpC∞(Ω), ΛpL2(Ω), etc. will also be used instead of
C∞(Ω,ΛpT ∗Ω), L2(Ω,ΛpT ∗Ω), etc. and we will denote by L(ΛpT ∗Ω) the space of
smooth bundle endomorphisms of ΛpT ∗Ω. The L2 spaces are those associated with
the respective unit volume forms µ and µ∂Ω for the Riemannian structures on Ω and
on ∂Ω.
The notion of local orthonormal frame (on Ω or ∂Ω) will be frequently used in
this chapter. By local orthonormal frame on (say) Ω, we mean a family (E1, . . . , En)
of smooth sections of TΩ defined on an open set U ⊂ Ω such that
∀ i, j ∈ {1, . . . , n} , ∀x ∈ U , 〈Ei, Ej 〉x = δi,j .
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According for example to [Sch95, Definition 1.1.6] and to the related remarks, it is
always possible to cover Ω with a finite family (since Ω is compact) of opens sets
U ’s such that there exists a local orthonormal frame (E1, . . . , En) on each U . Such
a covering is called a nice cover of Ω.
The outgoing normal vector field will be denoted by ~n and the orientation is
chosen such that
µ∂Ω = i~n µ ,
where i denotes the interior product. Owing to the Collar Theorem stated in [Sch95,
Theorem 1.1.7], the vector field ~n ∈ C∞(∂Ω, TΩ|∂Ω) can be extended to a smooth
vector field on a neighborhood of the boundary ∂Ω. Moreover, taking maybe a finite
refinement of a nice cover of Ω as defined previously, one can always assume that
the local orthonormal frame (E1, . . . , En) corresponding to any of its elements U
meeting ∂Ω is such that En|∂Ω = ~n. In particular, the vector fields E1, . . . , En−1 are
such that
∀ j ∈ {1, . . . , n− 1} , Ej|∂Ω ∈
(
TΩ|∂Ω
)T
= T∂Ω .
Here, with a slight abuse of notation, we have made the identification between the
space of tangential vector fields(
TΩ|∂Ω
)T
:= {X ∈ TΩ|∂Ω such that 〈X,~n〉 = 0}
and the tangent bundle of ∂Ω (see [Sch95, pp. 15–16] for more details).
We denote by d : D′(Ω) → D′(Ω) the exterior differential, where we recall that
D′(Ω) = ⊕dp=0D′(p)(Ω) is the space of currents on Ω, and by d∗ its formal adjoint
with respect to the L2 scalar product inherited from the Riemannian structure (see
Section 1.1). We recall that they satisfy the relation d2 = (d∗)2 = 0 and that the
Hodge Laplacian ∆H : D′(Ω)→ D′(Ω) is then defined by
∆H := d
∗d+ dd∗ = (d+ d∗)2 .
For a (real) smooth function f and a smooth vector field X, we will use the notation
∇Xf := X · f = df(X) ,
the normal derivative of f along the boundary being in particular defined by
∂nf := 〈∇f, ~n 〉 = ∇~nf .
We will also denote by ∇ : C∞(Ω, TΩ) × C∞(Ω, TΩ) → C∞(Ω, TΩ) the Levi-Civita
connection on Ω and by ∇X(·) the covariant derivative (in the direction of X) of
vector fields as well as the induced covariant derivative on ΛpT ∗Ω.
The second covariant derivative (acting for example on TΩ and on ΛpT ∗Ω) is
then the bilinear mapping on TΩ defined, for X, Y ∈ C∞(Ω, TΩ) by
∇2X,Y := ∇X∇Y −∇∇XY .
When f is a smooth function, ∇2X,Y f is simply the Hessian of f . It is in this case a
symmetric bilinear form and has the simpler writing
Hess f(X, Y ) := ∇2X,Y f = (∇X df)(Y ) = 〈∇X∇f, Y 〉 . (2.2.2)
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The Bochner Laplacian ∆B : D′(Ω) → D′(Ω) is defined as minus the trace of the
bilinear mapping (X, Y ) 7→ ∇2X,Y . More precisely, we have for any ω ∈ D′(Ω):
∆B ω := −Tr
(
(X, Y ) 7−→ ∇2X,Y ω
)
, (2.2.3)
which implies that for any local orthonormal frame (E1, . . . , En) on U ⊂ Ω, ∆B is
given on U by
∆B = −
n∑
i=1
(∇Ei∇Ei −∇∇EiEi) . (2.2.4)
The Hodge and Bochner Laplacians ∆
(p)
H and ∆
(p)
B (the superscript (p) means that we
are considering their action on differential p-forms) are related by the Weitzenbo¨ck
formula: there exists a smooth bundle symmetric endormorphism Ric(p) ∈ L(ΛpT ∗Ω)
such that (see [Sch95, p. 26] where the opposite convention of sign is adopted)
∆
(p)
B = ∆
(p)
H − Ric(p) . (2.2.5)
This operator vanishes on 0-forms (i.e. on functions) and Ric(1) is the element of
L(Λ1T ∗Ω) canonically identified with the Ricci tensor Ric (see below for the precise
definition of this identification). We recall that Ric is the symmetric (0, 2)-tensor
defined, for X, Y ∈ TΩ, by
Ric(X, Y ) := Tr
(
Z 7−→ R(Z,X)Y ) , (2.2.6)
where R denotes the Riemannian curvature tensor which is defined, for every X, Y, Z
in TΩ, by
R(X, Y )Z :=
(∇2X,Y −∇2Y,X)Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z . (2.2.7)
The tensor Ric hence satisfies on any open set U ⊂ Ω where is given a local or-
thonormal frame (E1, . . . , En):
Ric(X, Y ) =
n∑
i=1
〈R(Ei, X)Y,Ei 〉 = −
n∑
i=1
〈R(Ei, X)Ei, Y 〉 , (2.2.8)
the last line following from the relation 〈R(X, Y )Z, T 〉 = −〈R(X, Y )T, Z〉 for any
X, Y, Z, T ∈ TΩ. It is then canonically identified with a symmetric bilinear form
acting on T ∗Ω (i.e. a symmetric (2, 0)-tensor), still denoted by Ric and defined by
(see (2.2.1) for the meaning of T ∗Ω 3 ω 7→ ω] ∈ TΩ)
Ric(ω, η) := Ric(ω], η]) .
The latter symmetric bilinear form is then itself identified via 〈·, ·〉Λ1 with the element
of L(Λ1T ∗Ω) denoted by Ric(1). More precisely, we have for any ω and η in T ∗Ω:
〈Ric(1)ω, η〉Λ1 := Ric(ω, η).
Remark 2.2.1. Denoting also by Ric the bundle symmetric endomorphism of TΩ
defined by 〈RicX, Y 〉 := Ric(X, Y ) (i.e. by RicX := −∑ni=1R(Ei, X)Ei according
to (2.2.8)), we have for any ω, η in T ∗Ω and X in TΩ,
Ric(1)ω(X) = 〈Ric(1)ω,X[〉Λ1 = Ric(ω,X[)
= Ric(ω], X)
= 〈ω],RicX〉 = ω(RicX) . (2.2.9)
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More generally, for any local orthonormal frame (E1, . . . , En) on U ⊂ Ω, Ric(p)
is defined on U for any p ∈ {1, . . . , n} by(
Ric(p)ω
)
(X1, . . . , Xp)
:= −
n∑
i=1
k∑
j=1
((
R(Ei, Xj)
)(p)
ω
)
(X1, . . . , Xj−1, Ei, Xj+1, . . . , Xk) , (2.2.10)
where
(
R(Ei, Xj)
)(1) ∈ L(Λ1T ∗Ω) is canonically identified with R(Ei, Xj) via((
R(Ei, Xj)
)(1)
ω
)
(X) = ω
(
R(Ei, Xj)X
)
and (
R(Ei, Xj)
)(p)
=
((
R(Ei, Xj)
)(1))(p)
,
where for any A ∈ L(Λ1T ∗Ω), (A)(p) is the element of L(ΛpT ∗Ω) satisfying the
following relation on decomposable p-forms:
(A)(p)
(
ω1 ∧ · · · ∧ ωp
)
=
p∑
i=1
ω1 ∧ · · · ∧ Aωi ∧ · · · ∧ ωp . (2.2.11)
We end up this part by recalling the definition of the second fundamental form
of ∂Ω ⊂ Ω and of related concepts. The second fundamental form K2 of ∂Ω ⊂ Ω is
the bilinear mapping defined by
K2 : T∂Ω× T∂Ω −→ TΩ |∂Ω(U, V ) 7−→ (∇UV )⊥ := 〈∇UV, ~n〉~n . (2.2.12)
It is symmetric and the value of K2(U, V )|σ at σ ∈ ∂Ω only depends on the values
of the tangential fields Uσ and Vσ at that point. The shape operator of ∂Ω ⊂ Ω is
the bundle endomorphism K1 ∈ L(T∂Ω) defined by
∀U ∈ T∂Ω , K1(U) := −∇U ~n . (2.2.13)
It is then completely determined by K2 since it satisfies
∀ (U, V ) ∈ T∂Ω× T∂Ω , 〈K1(U), V 〉~n = K2(U, V ) .
The mean curvature of ∂Ω ⊂ Ω is defined as the trace of the bilinear mapping
(U, V ) 7→ 〈K2(U, V ), ~n〉 or equivalently as the trace of the shape operator K1. We re-
call lastly that with our choice of orientation for ~n, Ω is locally convex iff 〈K2(·, ·), ~n〉
is nonpositive.
2.3 Witten and weighted Laplacians
We recall from Section 1.1 that for a (real) smooth function f , the distorted
differential operators df : D′(Ω)→ D′(Ω) and d∗f : D′(Ω)→ D′(Ω) are defined by
df := e
−f d ef and d∗f := e
f d∗ e−f ,
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and that the Witten Laplacian ∆f : D′(Ω)→ D′(Ω) is then defined by
∆f := d
∗
fdf + dfd
∗
f = (df + d
∗
f )
2 .
According moreover to Section 1.2.3, the Dirichlet and Neumann realizations ∆tf
and ∆nf of the Witten Laplacian, whose domains are respectively defined by
D(∆tf ) =
{
ω ∈ ΛH2(Ω) , tω = 0 and td∗fω = 0 on ∂Ω
}
(2.3.1)
and
D(∆nf ) =
{
ω ∈ ΛH2(Ω) , nω = 0 and ndfω = 0 on ∂Ω
}
, (2.3.2)
are self-adjoint and nonnegative on (the flat space) ΛL2(Ω). Here, for ω ∈ ΛH1(Ω),
tω = i~n(~n
[ ∧ ω) ∈ H 12 (∂Ω,ΛT ∗Ω|∂Ω) and nω = ~n[ ∧ (i~nω) ∈ H 12 (∂Ω,ΛT ∗Ω|∂Ω)
denote respectively the tangential and normal components of the differential form
ω (see Section 1.2.3 for more details).
Furthermore, for b ∈ {t,n}, the quadratic form associated with ∆bf , that we will
denote by Dbf , has for domain
ΛH1b(Ω) :=
{
ω ∈ ΛpH1(Ω) , bω = 0 on ∂Ω} (2.3.3)
and we have, for every ω ∈ ΛpH1b(Ω) (again, see Section 1.2.3 for more details),
Db,(p)f (ω) := Db,(p)f (ω, ω) = 〈dfω, dfω〉Λp+1L2 + 〈d∗fω, d∗fω〉Λp−1L2 . (2.3.4)
Let us also recall from Section 1.3.1 that the Witten Laplacian ∆f is unitarily
equivalent to the weighted (or Bakry-E´mery) Laplacian
LV := ∆H + L∇V , where V := 2f ,
acting on the weighted space ΛL2(Ω, e−V dµ) according to the relation (1.3.7) that
we recall here:
LV = e
f ∆f e
−f where V := 2f . (2.3.5)
We denote moreover by LtV and L
n
V the nonnegative self-adjoint unbounded operators
on ΛL2(Ω, e−V dµ) associated with ∆tf and ∆
n
f via (2.3.5). For b ∈ {n, t}, the
domain of LbV is easily deduced from the one of ∆
b
f thanks to the relation (2.3.5).
Note moreover that according to (2.3.3) and (2.3.5), the domain of the quadratic
form associated with LbV is simply the weighted Sobolev space
ΛH1b(Ω, e
−V dµ) :=
{
ω ∈ ΛH1(Ω, e−V dµ) , bω = 0 on ∂Ω} , (2.3.6)
which is actually nothing but ΛpH1b(Ω) (algebraically and topologically) since Ω is
compact.
Coming back to the Witten Laplacian, we have the following formula (see (1.1.4)):
∀ p ∈ {0, . . . , d} , ∆(p)f = ∆(p)H + |∇f |2 + 2 Hess(p)f + ∆Hf . (2.3.7)
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This relation is not very common in the literature dealing with semiclassical Witten
Laplacians – i.e. where one studies h2∆ f
h
at the limit h → 0+ – which motivated
the work [Lep17], at least when Ω is not flat. We refer for example to [Jam12]
or to [Lep17] for a proof. Let us incidentally specify the sense of (2.3.7). There,
Hess(0)f = 0 and Hess(1)f is the element of L(Λ1T ∗Ω) canonically identified with
Hess f (see the lines below (2.2.8) for more details). More precisely, we have for any
ω and η in T ∗Ω,
〈Hess(1)f ω, η〉Λ1 = Hessf (ω, η) = Hessf (ω], η]) ,
and Hess(p)f is the bundle symmetric endomorphism of ΛpT ∗Ω defined by
Hess(p)f :=
(
Hess(1)f
)(p)
(see (2.2.11) for the meaning of (A)(p)) . (2.3.8)
2.4 Results in the case with boundary
2.4.1 An integration by parts formula
We consider here f a smooth (real) function, V := 2f , and the probability
measure ν associated with V defined by
dν :=
e−V∫
Ω
e−V dµ
dµ =
e−2f
‖e−f‖2L2
dµ .
We denote, for any p ∈ {0, . . . , d}, by ΛpL2(Ω, dν), ΛpH1(Ω, dν), 〈·, ·〉ΛpL2(dν) and
‖ · ‖ΛpL2(dν) the associated Lebesgue and Sobolev spaces, L2 scalar product and L2
norm. For b ∈ {n, t}, we also denote by ΛpH1b(Ω, dν) the subspace of ΛpH1(Ω, dν)
made of the differential forms ω such that bω = 0 on ∂Ω. Note in particular that,
for b ∈ {n, t}, ΛpH1b(Ω, dν) is simply the space ΛpH1b(Ω, e−V dµ) defined in (2.3.6).
In addition to the material of Riemannian geometry already recalled in Sec-
tion 2.2, the following statements involve a smooth bundle endormophism K(p)b ∈
L(ΛpT ∗Ω|∂Ω), where b ∈ {n, t}, determined by the second fundamental form K2 of
∂Ω ⊂ Ω defined in (2.2.12):
1. For any p ∈ {0, . . . , d}, K(p)n ∈ L(ΛpT ∗Ω|∂Ω) vanishes on 0-forms and:
i) for any ω ∈ Λ1T ∗Ω, K(1)n ω is tangential and
(K(1)n ω)(XT + x⊥~n) = −ω
(K1(XT ) ) = ω(∇XT ~n ) , (2.4.1)
where K1 is the shape operator defined in (2.2.13),
ii) for any p ∈ {1, . . . , n} and ω ∈ ΛpT ∗Ω, K(p)n ω is tangential and for any
XT1 , . . . , X
T
p ∈ T∂Ω,(K(p)n ω)(XT1 , . . . , XTp ) = ((K(1)n )(p)ω)(XT1 , . . . , XTp ) , (2.4.2)
where the notation (A)(p) has been defined in (2.2.11).
2. For any p ∈ {0, . . . , d}, K(p)t ∈ L(ΛpT ∗Ω|∂Ω) vanishes on 0-forms and:
i) for any ω ∈ Λ1T ∗Ω, K(1)t ω is normal and
(K(1)t ω)(XT + x⊥~n) = −x⊥ Tr (K1)ω
(
~n
)
, (2.4.3)
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ii) for any p ∈ {1, . . . , n} and ω ∈ ΛpT ∗Ω, K(p)t ω is normal and for any local
orthonormal frame (E1, . . . , En) on U ⊂ Ω such that En|∂Ω = ~n (with
U ∩ ∂Ω 6= ∅) and XT1 , . . . , XTp ∈ T∂Ω, we have on U ∩ ∂Ω:(K(p)t ω )(~n,XT1 , . . . , XTp−1)
:= −
n−1∑
i=1
((K2(Ei, ·))(p)ω)(Ei, XT1 , . . . , XTp−1) , (2.4.4)
where
(K2(Ei, ·))(p) = ((K2(Ei, ·))(1))(p) and
((K2(Ei, ·))(1)ω)(X) = ω(K2(Ei, X) ) .
Note that the point 2.ii) is nothing but the statement of 2.i) when p = 1.
The different Brascamp-Lieb’s type inequalities stated in [Lep17] arise from the
following integration by parts formulas relating the quadratic forms Dt,(p)f and Dn,(p)f
(see (2.3.4)) with the geometry of Ω.
Theorem 2.4.1. Let ω ∈ ΛpH1b with b ∈ {n, t} and p ∈ {0, . . . , d}. It holds
Db,(p)f (ω) = ‖efω‖2H˙1(e−2fdµ) + 〈
Ä
Ric(p) + 2 Hess(p)f
ä
ω, ω〉L2
+
∫
∂Ω
〈K(p)b ω, ω〉Λp dµ∂Ω − 2 1t(b)
∫
∂Ω
〈ω, ω〉Λp ∂nf dµ∂Ω , (2.4.5)
where Ric(p), Hess(p)f , and K(p)b have been respectively defined in (2.2.10), (2.3.8),
and (2.4.1)–(2.4.4), 1t(b) = 1 if b = t and 0 if not, and
‖ · ‖2
H˙1(e−2fdµ) := ‖ · ‖2H1(e−2fdµ) − ‖ · ‖2L2(e−2fdµ) .
When f = 0, we recover Theorems 2.1.5 and 2.1.7 of [Sch95] which were gen-
eralizing results in the boundaryless case due to Bochner for p = 1 and to Gallot
and Meyer for general p’s (see [Boc48, GM75]). These results allow in particular
to draw topological conclusions on the cohomology of Ω from its geometry. When
the boundary ∂Ω is not empty, the relative and absolute cohomologies of Ω (cor-
responding respectively to the Dirichlet and Neumann boundary conditions) have
to be considered (see [Sch95, Section 2.6]). To be more precise, note from Theo-
rem 2.4.1 that for any p ∈ {0, . . . , d}, the (everywhere) positivity of the quadratic
form Ric(p)+2 Hess(p)f together with the nonnegativity of K(p)n (resp. of K(p)t −2 ∂nf)
implies the lower bounds (in the sense of quadratic forms)
∆
b,(p)
f ≥ Ric(p) + 2 Hess(p)f > 0 ( b ∈ {t,n} )
for the Witten Laplacian and hence the triviality of its kernel which is isomorphic to
the p-th absolute (resp. relative) cohomology group of Ω (see indeed Section 1.2.3
in this connection).
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2.4.2 Consequences: Brascamp-Lieb’s type inequalities
Playing with the supersymmetry, we easily get from Theorem 2.4.1 the following
Brascamp-Lieb’s type inequalities for differential forms, where for any b ∈ {n, t}
and p ∈ {0, . . . , d}, pib = pi(p)b denotes the orthogonal projection on Ker (Lb,(p)V ).
Theorem 2.4.2 (Brascamp-Lieb’s inequalities for differential forms).
1. Let p ∈ {0, . . . , d} and let us assume that K(p)n ≥ 0 everywhere on ∂Ω and that
Ric
(p)
V := Ric
(p) + Hess(p)V > 0 everywhere on Ω (in the sense of quadratic
forms). It then holds:
i) if p > 0, we have for every ω ∈ Λp−1H1n(Ω, dν) such that d∗V ω = 0:
‖ω − pinω‖2L2(dν) ≤
∫
Ω
〈(
Ric
(p)
V
)−1
dω , dω
〉
Λp
dν ,
ii) if p < n, we have for every ω ∈ Λp+1H1n(Ω, dν) such that dω = 0:
‖ω − pinω‖2L2(dν) ≤
∫
Ω
〈(
Ric
(p)
V
)−1
d∗V ω , d
∗
V ω
〉
Λp
dν .
2. Assume similarly that K(p)t − ∂nV ≥ 0 everywhere on ∂Ω and that Ric(p)V > 0
everywhere on Ω. It then holds:
i) if p > 0, we have for every ω ∈ Λp−1H1t (Ω, dν) such that d∗V ω = 0:
‖ω − pitω‖2L2(dν) ≤
∫
Ω
〈(
Ric
(p)
V
)−1
dω , dω
〉
Λp
dν ,
ii) if p < n, we have for every ω ∈ Λp+1H1t (Ω, dν) such that dω = 0:
‖ω − pitω‖2L2(dν) ≤
∫
Ω
〈(
Ric
(p)
V
)−1
d∗V ω , d
∗
V ω
〉
Λp
dν .
In the case p = 1, the points 1.i) and 2.i) of Theorem 2.4.2 take a simpler form.
Every ω ∈ Λ0H1(Ω, dν) satisfies indeed d∗V ω = 0. Moreover, we have simply
Λ0H1n(Ω, dν) = H
1(Ω, dν) and Ker (L
n,(0)
V ) = Span{1}
as well as (when ∂Ω is not empty)
Λ0H1t (Ω, dν) = H
1
0 (Ω, dν) and Ker (L
t,(0)
V ) = {0} .
Defining the mean of u ∈ L2(Ω, dν) by 〈u〉ν := 〈u, 1〉L2(dν), we then immediately
get from Theorem 2.4.2 (together with (2.4.1) and (2.4.3)) the following (where K1
denotes the shape operator defined in (2.2.13)):
Corollary 2.4.3. i) Assume that the shape operator K1 is nonpositive every-
where on ∂Ω and that Ric + HessV > 0 everywhere on Ω. It then holds: for
every ω ∈ H1(Ω, dν),
‖ω − 〈ω〉ν‖2L2(dν) ≤
∫
Ω
(
Ric + HessV
)−1
(∇ω,∇ω) dν . (2.4.6)
2.4. RESULTS IN THE CASE WITH BOUNDARY 45
ii) Assume similarly that −Tr (K1)−∂nV ≥ 0 everywhere on ∂Ω and that Ric+
HessV > 0 everywhere on Ω. It then holds: for every ω ∈ H10 (Ω, dν),
‖ω‖2L2(dν) ≤
∫
Ω
(
Ric + HessV
)−1
(∇ω,∇ω) dν . (2.4.7)
When Ω\∂Ω appears to be a smooth open subset of Rd, Ric and Ric(p) vanish and
the latter corollary as well as Theorem 2.4.2 then write in a simpler way just relying
on a control from below of HessV or Hess(p)V instead of Ric
(p)
V = Ric
(p) + Hess(p)V .
One recovers in particular the usual Brascamp-Lieb’s inequality when Ω = Rd: even
if Ω has been assumed compact here, we recover the estimate (2.1.1) for a prob-
ability measure dν on Rd using the first point of Corollary 2.4.3 for the family of
measures
Ä
1
ν(B(0,N))
dν|B(0,N)
ä
N∈N and letting N → +∞ since B(0, N) is convex; see
also [Joh00].
The above results can be useful for semiclassical problems involving the low spec-
trum of semiclassical Witten Laplacians (or equivalently of semiclassical weighted
Laplacians) in large dimension, such as problems dealing with correlation asymp-
totics, under some suitable (and uniform in the dimension) estimates on the eigen-
values of HessV (and then of Hess(p)V ) on some parts of Ω. We refer for example
to [HS94, BJS00, BM03, BM04] or to our work [DL17] (see Section 3.4 concerning
the latter article) for some works exploiting this kind of estimates. Let us recall
that we consider in this setting, for a small parameter h > 0, f
h
and V
h
instead of f
and V , and h2∆
(p)
f
h
instead of ∆
(p)
f for the usual semiclassical Schro¨dinger operator
form. Note then from Ric
(p)
V
h
= h−1(hRic(p) + Hess(p)V ) that the curvature effects
due to Ric(p) become negligible at the semiclassical limit h→ 0+ under the condition
Hess(p)V > 0 everywhere on Ω. To apply Theorem 2.4.2 for any small h > 0 in the
Neumann case under this condition then only requires the additional h-independent
condition K(p)n ≥ 0 everywhere on ∂Ω. In the Dirichlet case, the required additional
condition becomes hK(p)t − ∂nV ≥ 0, which requires in particular ∂nV ≤ 0 every-
where on ∂Ω. The point ii) of Corollary 2.4.3 is thus irrelevant in this case.
Let us lastly underline that to prove Theorem 2.4.2 (and then Corollary 2.4.3),
we only use the supersymmetric structure and the relation
∆
b,(p)
f ≥ Ric(p) + 2 Hess(p)f > 0
implied by Theorem 2.4.1 together with the hypotheses of Theorem 2.4.2. However,
a control from below of the restriction ∆
b,(p)
f |Ran df for the points 1.i) and 2.i) (resp.
of ∆
b,(p)
f |Ran d∗f for the points 1.ii) and 2.ii)) would actually be sufficient as it can be
understood by looking for example at the relation (2.1.2).
The specific form of the nonnegative first term in the r.h.s. of the integration
by parts formula (2.4.5) stated in Theorem 2.4.1 is moreover not used, i.e. only its
nonnegativity comes into play. When p = 1, we can easily slightly improve Corol-
lary 2.4.3 by taking advantage of this nonnegative term which allows to compare
∆
b,(1)
f |Ran df (or equivalently Lb,(1)V |Ran d) with the so-called N -dimensional Bakry-
E´mery tensor
RicV,N := Ric + HessV − 1
N − n dV ⊗ dV , (2.4.8)
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where N ∈ (−∞,+∞] and, when N = n, RicV,n is defined iff V is constant. The
hypotheses of Corollary 2.4.3 require in particular the (everywhere) positivity of
RicV,+∞ and we have more generally the
Corollary 2.4.4. In the following, we assume that N ∈ (−∞, 0] ∪ [n,+∞].
i) Assume that K1 ≤ 0 everywhere on ∂Ω and that RicV,N > 0 everywhere on
Ω. It then holds: for every ω ∈ H1(Ω, dν),
‖ω − 〈ω〉ν‖2L2(dν) ≤
N − 1
N
∫
Ω
(
RicV,N
)−1
(∇ω,∇ω) dν .
ii) Assume similarly that −Tr (K1)−∂nV ≥ 0 everywhere on ∂Ω (here assumed
non empty) and that RicV,N > 0 on Ω. It then holds: for every ω ∈ H10 (Ω, dν),
‖ω‖2L2(dν) ≤
N − 1
N
∫
Ω
(
RicV,N
)−1
(∇ω,∇ω) dν .
Note that 1
N
appears here as a natural parameter and that N ∈ (−∞, 0]∪[n,+∞]
is equivalent to 1
N
∈ [−∞, 1
n
] with the convention 1
0
= −∞. When N = 1, that is
n = N = 1 and V is constant, the statement is empty since in that case RicV,N = 0.
This statement does moreover not say anything when N = 0 since in this case
N−1
N
= +∞ (and ∇ω = 0 iff ω is constant).
To the best of our knowledge, the statement of Corollary 2.4.4 has, apart from
our work [Lep17], only been obtained at this level of generality in the slightly earlier
article [KM17] of Kolesnikov-Milman, and it corresponds to the cases (1) and (2)
of Theorem 1.2 in their work. The authors derive these formulas from the so-called
generalized Reilly formula stated in Theorem 1.1 there, which somehow generalizes,
in the weighted space setting, the statement given by Theorem 2.4.1 when p = 1
and ω has the form dfη, to arbitrary ω = dfη which are not assumed tangential nor
normal. The statement of Corollary 2.4.4 unifies and generalizes different inequali-
ties obtained in the weighted and non-weighted (i.e when V = 0) setting, when ∂Ω
is empty or not. We are more specific just below.
Apart from [KM17], the first item of Corollary 2.4.4 seems in particular new
when ∂Ω 6= ∅ and the space is not Euclidean, even when N = +∞ in which case it
boils down to the first item of Corollary 2.4.3. It moreover generalizes inequalities
obtained in the Euclidean setting when N ≤ 0 in [BL09,Ngu14]. Besides, the second
item of Corollary 2.4.4 seems completely new.
When applied to get informations on the second eigenvalue of L
n,(0)
V (remember
that Ker (L
n,(0)
V ) = Span{1}) or on the first eigenvalue of Lt,(0)V (when ∂Ω 6= ∅),
Corollary 2.4.4 leads to the following: assume that RicV,N ≥ κg, κ > 0, and that
either the hypotheses of the first item of Corollary 2.4.4 hold, in which case we
denote by λ the second eigenvalue of L
n,(0)
V , or that the hypotheses of the second
item of Corollary 2.4.4 hold, in which case we denote by λ the first eigenvalue of
L
t,(0)
V . It then holds
λ ≥ N
N − 1 κ .
This generalizes different Lichnerowicz type estimates obtained in the non-weighted
setting (i.e. when V = 0 and N = n) by Lichnerowicz in [Lic58] when ∂Ω = ∅ and
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in [Esc90, Xia91, Rei77] when ∂Ω 6= ∅ 1, in the weighted setting in [MD10, LW15]
when N ∈ [n,+∞] and in [Oht16] when N < 0 and ∂Ω = ∅.
We refer in particular to [KM17], where the optimality of theses inequalities is
also proven when N ∈ (−∞,−1]∪ [n,+∞], for more details and references concern-
ing these estimates and concerning the N -dimensional Bakry-E´mery tensor (2.4.8)
and its connections with the Bakry-E´mery operators Γ and Γ2 (see (1.3.8) and (1.3.9)
in Section 1.3.1, and also [BGL14]).
Note lastly that for N > n, Corollary 2.4.4 does not provide any improvement
in comparison with Corollary 2.4.3 in the semiclassical setting, that is when V is
replaced by V
h
where h → 0+, because of the term − 1
(N−n)h2 dV ⊗ dV involved in
RicV
h
,N (see indeed (2.4.8)).
1. In this case, it thus means a lower bound on the second (or first) eigenvalue of the Hodge
Laplacian, with Neumann (or Dirichlet) boundary conditions when ∂Ω 6= ∅.
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Chapter 3
Low spectrum of the Witten
Laplacian
In Sections 3.1 to 3.3 of this chapter, we give an overview of the known results –
and some elements of proof – on the precise study of the low spectrum of the Witten
Laplacian ∆
(0)
f,h acting on functions in the case of a Morse type potential f . We refer
to the work [DLLN19b] 1 for our results obtained in this context.
We also present in these sections the main results of our work [LNV13], and
of [Lep11] in the two-dimensional case, concerning the case of the low spectrum of
the Witten Laplacian ∆
(p)
f,h acting on p-forms. The major differences with the study
of ∆
(0)
f,h are presented as well.
Then, in Section 3.4, we present the main results of our work [DL17] dealing
with the low spectrum of ∆
(0)
f,h in large dimension when f is an explicit double-
well potential naturally associated with the stochastically perturbed one-dimensional
Allen-Cahn equation (see (3.4.2)).
3.1 Lanscape of the sublevel sets of a Morse func-
tion
In this section, we will assume unless otherwise stated that f : Ω → Rd is a
smooth Morse function, where Ω is either Rd or a smooth compact and connected
d-dimensional Riemannian manifold without boundary. In the case Ω = Rd, we will
moreover assume that f(x)→ +∞ when |x| → +∞ and that f has a finite number
of critical points.
We then denote, for p ∈ {0, . . . , d}, the set of critical points with index p of f
by U (p)Ω (see (1.2.19)) and we define mp := CardU (p)Ω . According to the introductory
chapter, we know that ∆
(p)
f,h has, for some c > 0 small enough and for every h > 0
small enough, exactly mp eigenvalues counted with multiplicity in the interval [0, ch],
these eigenvalues being moreover bounded by e−
c
h
2.
To precisely estimate these small eigenvalues, we first need to understand the
energetic barriers in play that will in fine give the Arrhenius rates of these eigen-
1. This work corresponds to the first part of the preprint [DLLN19a].
2. In the case Ω = Rd, we also assume that for some constant C > 0, |∇f | ≥ 1C and |Hess f | ≤
C |∇f |2 outside some compact set K, which ensures that the essential spectrum of ∆(p)f,h is bounded
from below by some positive constant.
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values, i.e. the limh→0+ −h lnλ(p)j,h’s for j ∈ {1, . . . ,mp} (see (1.2.6), (1.2.7) and the
discussion in between in Section 1.2.2).
In the case of functions, i.e. when p = 0, the analysis of these activation energies
has motivated various mathematical studies within the probabilistic approach and
simulated annealing techniques in the 80’s. These quantities were first understood in
this setting and under weaker hypotheses on the function f , neither assumed to be
Morse nor C∞, and we refer in particular to [FW12,HKS89,Mic95] in this direction.
Let us note, however, that under these weak hypotheses, we are generally not able
to compute the prefactors, that is precisely what we are interested in here.
Moreover, as it will be made more precise below in the case of a smooth Morse
potential f , understanding these activation energies in the case p = 0 actually
amounts to studying how the number of connected components of the sublevel set
{f < λ} evolves when λ crosses a critical value. In what follows, when f is a Morse
potential, this study will lead to the construction of an injective map (defined in
Section 3.1.2)
j : U (0)Ω \ {m1} → P(U (1)Ω ) ∩ ∪C∈R{f = C} ,
where m1 is some arbitrary global minimum of f in Ω and P(U (1)Ω ) = {ω, ω ⊂
U (1)Ω }, such that the Arrhenius rates of the small eigenvalues of ∆(0)f,h are precisely
given by the 2
(
f(j(m)) − f(m))’s for m ∈ U (0)Ω \ {m1} and +∞ (corresponding to
the eigenvalue 0). Let us also mention that, generically, the map j actually sends
U (0)Ω \ {m1} into U (1)Ω and we refer in this connection to (1.3.22) and the discussion
around in Section 1.3.2.
In the case of general p-forms considered in [Lep11,LNV13], such a simple picture
is no more relevant as it already appears in the case of surfaces treated in [Lep11].
Understanding the Arrhenius rates in this case requires, as we shall see in Sec-
tion 3.1.4, the introduction of more sophisticated topological constructions.
3.1.1 Separating saddle points
The concept of separating saddle point enables to precisely understand the ener-
getic barriers in play in the case of 0-forms. These barriers depend on the energies
of the local minima of the Morse function f (in same number as the eigenvalues
searched for!) and of some threshold energies to be crossed to reach, starting from
one of these minima, a minimum of lower energy.
This notion already implicitly appeared in the article [HKN04] but it was only
clearly defined in the work [HHS11] dealing with the more general Kramers-Fokker-
Planck operators. Before defining a separating saddle point for a Morse function,
we recall the following property:
Proposition 3.1.1. Let z ∈ Ω and f : Ω→ R be a Morse function. Then, for every
r > 0 small enough, B(z, r)∩{f < f(z)} has at least two connected components (in
Ω) if and only if z ∈ U (1)Ω , in which case B(z, r) ∩ {f < f(z)} has two connected
components.
In other words, when λ decreases, the number of connected components of the
sublevel set {f < λ} can only increase when λ crosses a critical value of f belonging
to f(U (1)Ω ). A separating saddle point is then defined as follows:
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Definition 3.1.2. i) A saddle point z ∈ U (1)Ω is said to be a separating saddle
point if the two connected components of B(z, r) ∩ {f < f(z)} (where r > 0
is as in the previous proposition) are contained in (two) different connected
components of {f < f(z)}. We denote by SSP the set made of these points.
ii) We call critical component of Ω any connected component of {f < f(z)},
where z ∈ Ω, whose boundary meets SSP. Such a component is thus necessarily
a connected component of {f < f(z)} for some z ∈ SSP.
3.1.2 Association between local minima and separating sad-
dle points
We will omit details when associating local minima and separating saddle points
below, but the following proposition (cf. [DLLN19b, Proposition 18]) will be useful
to well understand the reasoning.
Proposition 3.1.3. Let λ ∈ R and C be a connected component of {f < λ}. Then,
C ∩ SSP 6= ∅ iff Card (C ∩ U (0)Ω ) ≥ 2 .
Let us also define
σ := max
C∩SSP
f
with the convention σ := minC f when C ∩ SSP = ∅. It then holds:
i) For every µ ∈ (σ, λ], the set C∩{f < µ} is a connected component of {f < µ}.
ii) If C ∩ SSP 6= ∅, then C ∩ U (0)Ω ⊂ {f < σ} and all the connected components of
C ∩ {f < σ} are critical.
We now assume that m0 ≥ 2 3, so that SSP6= ∅ by the preceding proposition,
and we note f(SSP) = {σ2, . . . , σN}, where N ≥ 2 and σ2 > · · · > σN . Let N1 := 1,
m1,1 be a global minimum of f (arbitrarily chosen if there are more than one), and
E1,1 := Ω. We now proceed in the following way:
1. Let us denote, for some N2 ≥ 1, by E2,1, . . . , E2,N2 the connected components
of {f < σ2} which do not contain m1,1. They are all critical by the preceding
proposition and we associate to each E2,j, where j ∈ {1, . . . , N2}, some global
minimum m2,j of f |E2,j (arbitrarily chosen if there are more than one).
2. Let us then consider, for someN3 ≥ 1, the connected components E3,1, . . . , E3,N3
of {f < σ3} which do not contain the local minima of f previously labelled.
These components are also critical and included in the E2,j ∩ {f < σ3}’s,
j ∈ {1, . . . , N2}, such that E2,j ∩ {f = σ3} ∩ SSP 6= ∅ (and σ3 = maxE2,j∩SSP f
for such a j). We then again associate to each E3,j, j ∈ {1, . . . , N3}, some
global minimum m3,j of f |E3,j .
3. We continue this process until having considered the connected components
of {f < σN} after which all the local minima of f have been labelled (see
Figure 3.1 below).
3. When m0 = 1, the analysis of the exponentially small eigenvalues of ∆
(0)
f,h is trivial : 0 is the
only exponentially small eigenvalue, it has multiplicity one, and Ker ∆
(0)
f,h = Span{e−
f
h }.
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Next, we define two mappings j˜ : U (0)Ω → P(Ω) and j : U (0)Ω → P(SSP) by
∀ i ∈ {1, . . . , N} , ∀ j ∈ {1, . . . , Ni} , j˜(mi,j) := Ei,j (3.1.1)
and
∀ i ∈ {1, . . . , N} , ∀ j ∈ {1, . . . , Ni} , j(mi,j) := ∂Ei,j ∩ SSP . (3.1.2)
It then holds in particular j˜(m1,1) = Ω, j(m1,1) = ∅, and
∀ i ∈ {2, . . . , N} , ∀ j ∈ {1, . . . , Ni} , ∅ 6= j(mi,j) ⊂ {f = σi} .
z3,2z3,1
z2
m1,1
m3,1 m3,2m2,1
E1,1 = R
E2,1
E3,2E3,1
Figure 3.1 – An example of the preceding association when Ω = R and f admits
four local minima. On this example, f(m1,1) < f(m2,1) = f(m3,1) = f(m3,2),
j(m2,1) = {z2}, j(m3,1) = {z3,1, z3,2}, and j(m3,2) = {z3,2}. Note that in this example,
other choices of construction of the maps j and j˜ are possible since arg minE2,1 f =
{m2,1,m3,1,m3,2}.
3.1.3 The case with boundary
In the case of a compact and connected manifold Ω with boundary ∂Ω, we can
generalize this construction. Let us however keep in mind that we want in fine to
obtain precise estimates on the first eigenvalues of the Witten Laplacian and that
the construction in the case with boundary has therefore to be adapted according
to the corresponding homology: absolute homology in the case of Neumann type
conditions and relative homology in the case of Dirichlet type conditions (see Sec-
tion 1.2.3 for more details in this connection).
We are more precise below and we will assume, to bring us back to the works
already mentioned in this context [HN06,Lep10,DLLN19b,LN19a] that
f : Ω→ R and f |∂Ω are Morse functions and ∇f 6= 0 on ∂Ω .
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Neumann type boundary conditions
In this case, we proceed exactly as in the preceding part after having respectively
replaced, for p ∈ {0, 1}, U (p)Ω and mp = CardU (p)Ω by
UN,(p)Ω := U (p)Ω ∪ UN,(p)∂Ω and mNp := CardUN,(p)Ω ,
where we recall that (see (1.2.20))
UN,(p)∂Ω = {critical points z with index p of f |∂Ω s.t. ∂nf(z) < 0} . (3.1.3)
According to the terminology of [HN06,Lep10], the elements of UN,(1)Ω are called
generalized saddle points of f in the Neumann setting (corresponding to absolute
homology). Note indeed that the following property is well satisfied (see Proposi-
tion 3.1.1): for every z ∈ Ω and every r > 0 small enough, B(z, r)∩ {f < f(z)} has
at least two connected components (in Ω) if and only if z ∈ UN,(1)Ω , in which case
B(z, r) ∩ {f < f(z)} has two connected components.
We then define the separating saddle points in Ω, and then the mappings j˜ and
j, as previously.
Dirichlet type boundary conditions
In this case, we define, for p ∈ {0, 1},
UD,(p)Ω := U (p)Ω ∪ UD,(p)∂Ω and mDp := CardUD,(p)Ω , (3.1.4)
where we recall that (see (1.2.21))
UD,(p)∂Ω = {critical points z with index p− 1 of f |∂Ω s.t. ∂nf(z) > 0} . (3.1.5)
According to the terminology of [HN06, Lep10], the elements of UD,(1)Ω are now
called generalized saddle points of f in the Dirichlet setting. Here, we have to
be more careful than in the Neumann case because the corresponding homology is
the relative homology, for which ∂Ω is somehow assumed to be a point. This is
also consistent with the physical interpretation consisting in extending the potential
function f by −∞ outside Ω. Let us make this clearer with the following definition.
Definition 3.1.4. Let ω be a nonempty set, disjoint from Ω. We define the topo-
logical space X = Ω ∪ ω whose topology is the topology generated by the elements
of
{ω ∪ O ; O open in Ω meeting ∂Ω} ∪ {O ; O open in the interior of Ω} .
With this topology, one can easily check that ω is connected and that ∂ω = ∂Ω.
Let us moreover extend f to X by setting f |ω = −∞ and let us define, for x ∈ Ω
and r > 0, BX(x, r) = B(x, r) if B(x, r) ∩ ∂Ω = ∅ and BX(x, r) = B(x, r) ∪ ω else.
It then well holds (compare with Proposition 3.1.1): for every z ∈ Ω and every
r > 0 small enough, B(z, r) ∩ {f < f(z)} has at least two connected components
in X if and only if z ∈ UD,(1)Ω , in which case B(z, r) ∩ {f < f(z)} has precisely two
connected components.
Another way to understand that the elements of UD,(1)∂Ω geometrically play the
role of saddle points in this setting is the following: when z ∈ UD,(1)∂Ω ⊂ ∂Ω = ∂ω, z
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is a local minimum of f |∂Ω and a local maximum of f |Di , where Di is the “straight
line” passing through z and orthogonal to ∂Ω at z.
Next, we define the separating saddle points of Ω as the elements z of UD,(1)Ω such
that the two connected components of B(z, r) ∩ {f < f(z)} are included in (two)
different connected components of {f < f(z)} in X. In this case, at least one of
these components is included in Ω \ ∂Ω.
We can then define the mappings j˜ and j roughly the same way as previously.
We have nevertheless to “separate” the elements of UD,(0)Ω = U (0)Ω , that is the local
minima of f in the interior Ω, from the boundary. Let us explain this fact ; it is
then easy to define the mappings j˜ and j.
We first note, with our new definition of SSP, f(SSP) = {σ1, . . . , σN}, where
N ≥ 1 (this is the case as soon as U (0)Ω 6= ∅) and σ1 > · · · > σN , and we proceed as
follows:
1. We denote, for some N1 ≥ 1, by E1,1, . . . , E1,N1 the connected components of
{f < σ1} included in Ω \ ∂Ω (they are all critical) and we associate to each
E1,j an arbitrary global minimum m1,j of f |E1,j .
2. We then consider, for some N2 ≥ 1, the connected components E2,1, . . . , E2,N2
of {f < σ2} included in Ω \ ∂Ω which do not contain the local minima
previously labelled (they are critical). Then, we associate to each E2,j some
global minimum m2,j of f |E2,j .
3. We continue this process until having considered the connected components of
{f < σN} after which all the local minima of f have been labelled.
We refer to [DLLN19b, Section 2] for more details on this topic.
3.1.4 A finer analysis of the landscape of the sublevel sets
We assume in this part that Ω is a smooth compact and connected d-dimensional
Riemannian manifold without boundary and that f is a smooth Morse function
whose critical points have distinct critical values.
Under these assumptions, note that the injective map j constructed in Sec-
tion 3.1.2 (see (3.1.2)) has actually the form
j : U (0)Ω \ {m1} → U (1)Ω
and satisfies j(U (0)Ω \{m1}) = SSP ⊂ U (1)Ω (according to Proposition 3.1.3). Moreover,
as we shall see below in Section 3.2.1, the Arrhenius rates of the small eigenvalues
of ∆
(0)
f,h are given by the 2
(
f(j(m)) − f(m))’s, where m ∈ U (0)Ω \ {m1}, and +∞,
corresponding to the eigenvalue 0, of multiplicity b0(Ω) = 1 (see (1.2.3)).
Let us now look at the evolution of the number of connected components of
{f < λ}, i.e. of the 0-th Betti number b0({f < λ}) (for the absolute homol-
ogy), when λ increases in R \ f(∪p∈{0,...,d}U (p)Ω ) 4. From the above, the function
λ 7→ b0({f < λ}) is a step function such that b0({f < λ}) = b0(Ω) = 1 for every λ
large enough, with values in N, which only increases, by 1, when λ crosses a critical
4. This domain of definition ensures that {f < λ} is a manifold with (possibly empty) boundary
{f = λ}.
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value in f(U (0)Ω ), and which only decreases, by 1, when λ crosses a critical value in
f(SSP) ⊂ f(U (1)Ω ). More precisely, following the terminology of the survey [EH08]
on persistent homology, for each m ∈ U (0)Ω , a new 0-th homology class is born when
λ crosses the value f(m), and, when m 6= m1, this 0-th homology class dies when λ
crosses the value f(j(m)). This value is indeed the minimal value λ such that the
connected component of {f ≤ λ} containing m 6= m1 contains at least one local
minimum of f lower in energy than m, and then such that m is in the same con-
nected component – i.e. in the same 0-th homology class – as some local minimum
lower in energy and then associated to a prior 0-th homology class.
With in mind the close relation between the low spectrum of ∆f,h and the singular
homology of Ω given by the Morse inequalities (see Theorem 1.2.4), let us try to
adapt the preceding point of view to some general p ∈ {0, . . . , d}. From Morse theory
(see in particular [Mil63]), there are two mutually exclusive possibilities for how
homology might change when λ crosses a critical value in f(U (p)Ω ): either bp({f < λ})
increases by 1 and bk({f < λ}) does not change for k 6= p, or bp−1({f < λ})
decreases by 1 and bk({f < λ}) does not change for k 6= p − 1. Following the
terminology adopted in our work [LNV13], whose topological part was inspired by
Barannikov’s presentation of Morse theory in [Bar94], we call the elements z ∈ U (p)Ω
such that the second possibility occurs, i.e. such that bp−1({f < λ}) decreases by 1
when λ crosses f(z), the upper critical values of f with index p. We denote by U (p)U
the set made of these z’s and by
UU = ∪p∈{0,...,d}U (p)U ⊂ UΩ = ∪p∈{0,...,d}U (p)Ω
the sets made of all the upper critical points of f . Note that U (0)U = ∅ (since
b−1({f < λ}) = 0 for every λ) and that in the case p = 1, the set U (1)U is precisely
the set SSP defined in Definition 3.1.2.
We moreover say that an element z ∈ U (p)Ω is a lower critical point of f with
index p when bp({f < λ}) increases by 1 when λ crosses f(z), that is when some
new p-th homology class is born when λ crosses the value f(z), and when this p-th
homology class eventually dies. We denote by U (p)L the set made of these z’s and by
UL = ∪p∈{0,...,d}U (p)L ⊂ UΩ .
Note that when p = 0, U (0)L equals U (0)Ω \ {m1}.
The (possibly) remaining critical points with order p are called homological crit-
ical points and we note U (p)H the set made of these points, as well as
UH = ∪p∈{0,...,d}U (p)H ⊂ UΩ .
Note that when p = 0, it holds Card (U (0)H ) = 1 = b0(Ω) and it actually holds more
generally:
∀ p ∈ {0, . . . , d} , Card (U (p)H ) = bp(Ω) .
This property follows from the observation that Card (U (p)H ) is precisely the number
of p-th homology classes born which do not die when λ→ +∞.
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Lastly, let us define, for any z ∈ U (p)L ,
λ(z) := inf{λ ∈ (f(z),+∞)\f(UΩ) , the homology class born at f(z) died at f(λ)}.
One then clearly has λ(z) > f(z) and one can show that there exists some (neces-
sarily unique) z′ ∈ U (p+1)U such that f(z′) = λ(z). One then defines jB : UL → UU
by 5
∀ p ∈ {0, . . . , d} , ∀ z ∈ U (p)L , jB(z) := {f = λ(z)} ∩ U (p+1)U , (3.1.6)
where, with a slight abuse of notation, we identify jB(z) with the singleton {f =
λ(z)} ∩ U (p+1)U . The map jB : UL → UU is moreover bijective and, as we shall see
in Section 3.2.2, the Arrhenius rates of the small eigenvalues of ∆
(p)
f,h counted with
multiplicity are given by +∞, corresponding to the eigenvalue 0, with multiplicity
bp(Ω) (see (1.2.3)), and by the
2
(
f(jB(z))−f(z)
)
’s, where z ∈ U (p)L , and the 2
(
f(z)−f(j−1B (z))
)
’s, where z ∈ U (p)U .
Note in passing that according to the supersymmetric structure of the Witten Lapla-
cian exhibited in (1.2.5), proving this fact actually amounts to proving that the
Arrhenius rates of the non zero small eigenvalues of ∆f,h|Ker d∗f,h counted with mul-
tiplicity are precisely given by the f(jB(z))− f(z)’s, where z ∈ UL.
We refer to [LNV13, Section 2] for details on the above discussion. Let us also
stress here that in the context of persistent homology, the pairs (f(z),+∞)’s, where
z ∈ UH, and (f(z), f(jB(z))’s, where z ∈ UL, give the persistent diagram of f on
the manifold Ω, which thus consists in the knowledge of the Arrhenius rates of the
small eigenvalues of ∆f,h. We refer in particular to the survey article [EH08] and
references therein on the subject of persistent homology.
3.2 Sharp bounds on the small eigenvalues and
prefactors
3.2.1 The case of the Witten Laplacian acting on functions
Let us now state some results that can be obtained once the construction of
Sections 3.1.2 and 3.1.3 is done. Some elements of proof, and especially the con-
struction of adapted quasimodes, will be given in the following section. We will also
try to gather the results obtained in the case without boundary and in the case with
boundary, whether Neumann or Dirichlet type conditions are considered. We refer
to Section 1.2.3 for precise definitions concerning these conditions.
We therefore assume here that Ω is Rd or a smooth compact and connected d-
dimensional Riemannian manifold with possibly empty boundary ∂Ω. We assume
moreover that f : Ω → R is a smooth Morse function such that, when ∂Ω 6= ∅,
5. We adopt here the dual convention from the one used in [LNV13] where one actually defined
a boundary operator map ∂B such that ∂B |UU : UU → UL. The subscript B refers to Barannikov’s
presentation of Morse theory in [Bar94].
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∇f 6= 0 on ∂Ω and f |∂Ω is Morse. Finally, when Ω = Rd, we also assume that there
exists some constant C > 0 such that outside some compact set K,
|∇f | ≥ 1
C
and |Hess f | ≤ C |∇f |2 ,
and that f(x) → +∞ when |x| → +∞ 6. These hypotheses, in the case Ω = Rd,
ensure that the essential spectrum of ∆
(p)
f,h, p ∈ {0, . . . , d}, is bounded from below by
some positive constant when h > 0 is small enough and that e−
f
h belongs to L2(Rd),
i.e. that 0 ∈ Sp (∆(0)f,h) (see [HKN04] for more details).
We can then state the following results that we prefer to write in a rather vague
way for more simplicity. They follow from the results of the works [HHS11, Mic19]
generalizing the work [HKN04] in the case without boundary and from our work
[DLLN19b] 7 generalizing in particular the main results of [HN06] in the case of
Dirichlet type boundary conditions. In the case of Neumann type boundary condi-
tions, the first result also generalizes [Lep10] and is to our knowledge new at this
level of generality.
Theorem 3.2.1 (Case without boundary or with Neumann type conditions). Let
Ω and f be as previously. We denote by ∆
N,(0)
f,h the associated self-adjoint realization
of the Witten Laplacian, with Neumann type boundary conditions when ∂Ω 6= ∅ (see
Section 1.2.3). Let us also define mN0 = Card (UN,(0)Ω ) (= Card (U (0)Ω ) when ∂Ω = ∅),
and j the associated mapping defined in the preceding section.
Then, there exists c > 0 such that for every h > 0 small enough, the spectrum of
∆
N,(0)
f,h satisfies
Sp (∆
N,(0)
f,h ) ∩ [0, ch] = Sp (∆N,(0)f,h ) ∩ [0, e−
c
h ] ,
and the latter set consists in the eigenvalues λ1,h = 0 < λ2,h ≤ · · · ≤ λmN0 ,h counted
with multiplicity.
Let us moreover order the local minima m1, . . . ,mmN0 of f so that j(m1) = ∅ (m1
is thus a global minimum of f) and S : {2, . . . ,mN0 } → R, k 7→ f(j(mk))− f(mk) is
decreasing. Then, there exists C > 0 such that for every h > 0 small enough:
∀ k ∈ {2, . . . ,mN0 } , ∃ pk independent of h ,
1
C
hpk e−2
S(k)
h ≤ λk,h ≤ C hpk e−2
S(k)
h ,
where pk only depends from the fact that mk belongs to Ω or to ∂Ω and that j(mk)
meets ∂Ω or not.
Let us lastly assume that S(2) > S(3), f(m2) > f(m1), and that j(mk)∩ j(m2) =
∅ for every k ∈ {3, . . . ,mN0 }. It then holds for every h > 0 small enough the
following Eyring-Kramers type formula:
λ2,h = A2 h
p2 e−2
S(2)
h
(
1 +O(h 12 )) ,
where A2 is an explicit constant only depending on the partial derivatives de f (of
order ≤ 2) on j(m2) and on arg minj˜(m2) f . Moreover, the term O(h
1
2 ) admits a full
6. One can show that when |∇f | ≥ 1C outside a compact set, the a priori weaker assumption
f ≥M for some M ∈ R implies that f(x)→ +∞ when |x| → +∞
7. See also our more recent work [LN19b] which generalizes the results of [HN06,DLLN19b] to
the case where f admits critical points on ∂Ω.
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asymptotic expansion in h
1
2 which, when j(m2) ⊂ ∂Ω or j(m2) ⊂ Ω, is a O(h) with
a full asymptotic expansion in h.
Theorem 3.2.2 (Case with Dirichlet type conditions). Let Ω and f be as previously,
and assume that ∂Ω 6= ∅. We denote by ∆D,(0)f,h the associated self-adjoint realization
of the Witten Laplacian with Dirichlet type boundary conditions (see Section 1.2.3).
We also define m0 = Card (U (0)Ω ) = Card (UD,(0)Ω ) and j the associated mapping
defined in the previous section (in the case of Dirichlet type boundary conditions).
Then, there exists c > 0 such that the spectrum of ∆
D,(0)
f,h satisfies
Sp (∆
D,(0)
f,h ) ∩ [0, ch] = Sp (∆D,(0)f,h ) ∩ [0, e−
c
h ] ,
and the latter set consists in the eigenvalues 0 < λ1,h < λ2,h ≤ · · · ≤ λm0,h counted
with multiplicity. Let us moreover order the local minima m1, . . . ,mm0 of f so that
S : {1, . . . ,m0} → R, k 7→ f(j(mk))−f(mk) is decreasing. Then, there exists C > 0
such that for every h > 0 small enough:
∀ k ∈ {1, . . . ,m0} , ∃ pk independent of h , 1
C
hpk e−2
S(k)
h ≤ λk,h ≤ C hpk e−2
S(k)
h ,
where pk only depends from the fact that j(mk) meets ∂Ω or not.
Let us lastly assume that S(1) > S(2) and that j(mk) ∩ j(m1) = ∅ for every
k ∈ {2, . . . ,m0} or that j(m1)∩ ∂Ω 6= ∅. It then holds for every h > 0 small enough
the following Eyring-Kramers type formula:
λ1,h = A1 h
p1 e−2
S(1)
h
(
1 +O(h 12 )) ,
where A1 is an explicit constant only depending on the partial derivatives of f (of
order ≤ 2) on j(m1) and on arg minj˜(m1) f . Moreover, the term O(h
1
2 ) admits a
full asymptotic expansion in h
1
2 when j(mk) ∩ j(m1) = ∅ for every k ∈ {2, . . . ,m0},
which is actually an expansion in h when j(m1) ⊂ ∂Ω or j(m1) ⊂ Ω.
The above results can be specified or improved in various situations. Let us
mention in particular the article [Mic19] in the case without boundary where Michel
proves the existence of a full asymptotic expansion of the small eigenvalues of the
Witten Laplacian in the general case. In general, a phenomenon of tunneling effect
appears: the prefactors depend on the values of the derivatives of f in several wells.
It should moreover be possible to adapt the study led in [Mic19] to the cases of Neu-
mann or Dirichlet type boundary conditions considered in [HN06,Lep10,DLLN19b].
Let us conclude this section by pointing out that the constants A1 and A2 of the
previous theorems arise from the Laplace method.
Assume for example, in one of the theorems stated above, that for the i ∈ {1, 2}
in question: arg minj˜(mi) f = {mi} ⊂ Ω and j(mi) = {z} ⊂ Ω. It then precisely
holds
λi,h =
|λ(z)|√det Hess f(mi)√| det Hess f(z)| hpi e−2S(i)h (1 +O(h)) ,
where λ(z) is the negative eigenvalue of Hess f(z). It then corresponds to h times
the formula (1.3.22) stated in Section 1.3.2 once the potential V there has been
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replaced by 2f 8. Moreover, if one only assumes arg minj˜(mi) f ⊂ Ω and j(mi) ⊂ Ω,
we have to consider barycentric sums depending on the Hessian matrix of f at the
elements of arg minj˜(mi) f and of j(mi).
Similarly, if we assume to be under the hypotheses of Theorem 3.2.2 with for
example j(m1) = {z1, . . . , zn0} ⊂ ∂Ω, it precisely holds
λ1,h = 2
…
h
pi
»
det Hess f(m1)
n0∑
i=1
∂nf(zi)√
det Hess f |∂Ω(zi)
e−2
S(1)
h
(
1 +O(h)) , (3.2.1)
which leads in particular to the statement of Proposition 5.2.3 in Chapter 5 9 (see
also in this connection (1.3.33) and (1.3.36) in Section 1.3.3).
3.2.2 The case of the Witten Laplacian acting on forms
As in Section 3.1.4, we assume in this part that Ω is a smooth compact and
connected d-dimensional Riemannian manifold without boundary and that f is a
smooth Morse function whose critical points have distinct critical values.
We then recall from Section 3.1.4 that the set of critical points of f in Ω admits
the following partition into upper, lower and homological critical points:
UΩ = UU ∪ UL ∪ UH where, for A ∈ {U,L,H}, UA = ∪p∈{0,...,d}U (p)A .
The main result of [LNV13] is the following.
Theorem 3.2.3. Let Ω and f be as previously. For p ∈ {0, . . . , d}, we denote by
∆
(p)
f,h the self-adjoint realization of the Witten Laplacian, and by jB : UL → UU the
bijective map defined by (3.1.6).
Then, for any p ∈ {0, . . . , d}, there exists c > 0 such that for every h > 0 small
enough, the spectrum of ∆
(p)
f,h satisfies
Sp (∆
(p)
f,h) ∩ [0, ch] = Sp (∆(p)f,h) ∩ [0, e−
c
h ] ,
and the latter set consists in mp eigenvalues counted with multiplicity.
For every h > 0 small enough, there exists moreover a bijection j : U (p)Ω →
Sp (∆
(p)
f,h) ∩ [0, ch], where the latter set is counted with multiplicity, such that:
1. For every z in U (p)H , it holds
j(U (p)) = 0 .
2. For every z in U (p)L , there exists a homological rational constant κz > 0 such
that, defining z′ := jB(z), the following Eyring-Kramers type formula holds:
j(z) = κz
h
pi
|λ1(z′) · · ·λp+1(z′)|
|λ1(z) · · ·λp(z)|
| det Hess f(z)| 12
| det Hess f(z′)| 12
e−2
f(z′)−f(z)
h
(
1 + O(h)) ,
where, for any critical point s of f with index `, λ1(s), . . . , λ`(s) denote the
negative eigenvalues of Hess f(s).
8. We recall that this multiplicative factor h arises from the relation (1.3.17) : ∆
(0)
f,h =
e−
V
2h hL
(0)
V,h e
V
2h , where V = 2f .
9. The asymptotic of λ1,h is 2h times the one of λh in Proposition 5.2.3 since the weighted
Laplacian considered in Chapter 5 is actually L
(0)
f,h2
and ∆
(0)
f,h = 4∆
(0)
f
2 ,
h
2
= 2h e−
f
h L
(0)
f,h2
e
f
h .
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3. Finally , for every z in U (p)U , there exists a homological rational constant κz > 0
such that, defining z′ := j−1B (z), the following Eyring-Kramers type formula
holds:
j(z) = κz
h
pi
|λ1(z) · · ·λp(z)|
|λ1(z′) · · ·λp−1(z′)|
| det Hess f(z′)| 12
| det Hess f(z)| 12
e−2
f(z)−f(z′)
h
(
1 + O(h)) ,
where, for any critical point s of f with index `, λ1(s), . . . , λ`(s) denote the
negative eigenvalues of Hess f(s).
The corresponding theorem in [LNV13] is actually stated under the following
additional assumption:
the values f(jB(z))− f(z)’s, where z ∈ UL, are all distinct .
Note that this assumption precisely means that for any p ∈ {0, . . . , d}, the non zero
eigenvalues of ∆
(p)
f,h associated with the elements of U (p)L have distinct Arrhenius rates,
and then ensures that these non zero eigenvalues are distinct in the limit h → 0+.
Nevertheless, this assumption is actually not used in the analysis made in [LNV13].
Let us conclude this part with a few words about the rational constants κz’s,
z ∈ UL ∪ UU involved in Theorem 3.2.3. These constants arise from the analysis
of the homology of Ω with real (or with rational) coefficients near the elements of
UU (see [LNV13, Proposition 2.12]). They are more precisely determined by the
structure of the homology groups of the sublevel sets {f < λ}, λ ∈ R and do neither
depend on h, nor on the Riemannian metric g and on the Morse function f (as long
as our generic assumptions are fulfilled), contrary to the other factors. This is why
we use the attribute “homological” for these constants.
Note also that by supersymmetry, it is clear that for any z ∈ UL, it holds κz =
κjB(z) (see (1.2.5)). Moreover, as shown in [HKN04,HN06,Lep10], these homological
constants κz equal 1 when p = 0, and also when p = d by duality. In the case
of surfaces treated in [Lep11], a combination of these results together with simple
duality and chain complex arguments then implies that these constants equal 1 for
any p ∈ {0, 1, 2}. Nevertheless, contrary to this indication that it could be true in
general, which was moreover our intuition when we wrote [LNV13], it appears from
recent discussions with Claude Viterbo that this actually fails to be true in general
as soon as d ≥ 3.
3.3 Adapted quasimodes to the computation of
the small singular values
We give in this section some elements permitting to understand the reasoning
leading to the statement of the above Theorems 3.2.1 to 3.2.3 once the mappings
j (see Sections 3.1.2 and 3.1.3) and jB (see (3.1.6) in Section 3.1.4) have been con-
structed.
When trying to compute the small eigenvalues of ∆f,h, the basic strategy is to
construct, for every p ∈ {0, . . . , d}, good“global”quasimodes for p-forms and coarser
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local quasimodes for (p+1)-forms. Thanks to the supersymmetric structure, we will
then be able to reduce the problem to the study of the small singular values of
df,h|Ker d∗f,h , whose squares are precisely the eigenvalues we are looking for.
Let us stress here that working simultaneously with quasimodes for p-forms and
for (p + 1)-forms brings more flexibility than only considering quasimodes for p-
forms. In the case p = 0, the analysis of the low spectrum of ∆
(0)
f,h can however be
handled, at least partially, only using quasimodes for functions and we will come
back to this point of view which has several interests in Sections 3.4.2 and 3.5. This
nevertheless requires to construct the quasimodes for functions much more precisely
and the subsequent analysis does moreover not lead so easily to the existence of a
full asymptotic expansion of the low spectrum of ∆
(0)
f,h.
In Sections 3.3.1 to 3.3.3, we focus on the case p = 0. Since we will return at
length to the case of Dirichlet type boundary conditions in the last two chapters, we
will only consider this case there. This requires a little more general study than in
the case without boundary (cf. [HKN04,HHS11,Mic19]) because two types of saddle
points have to be considered: the saddle points in Ω \ ∂Ω, in the neighborhood of
which everything happens as in the case without boundary, and those in ∂Ω, in the
neighborhood of which the analysis is noticeably different.
Then, in Section 3.3.4, we briefly explain how the analysis for 0-forms can be
adapted to the case of p-forms.
3.3.1 “Global” quasimodes for functions
We construct the quasimodes for functions in the following way: to each local
minimum of f having the form mi,j defined in Section 3.1.3 in the case of Dirichlet
type boundary conditions (i.e. to each local minimum in Ω \ ∂Ω), we associate a
smooth cut-off function χmi,j “closed to” the characteristic function of Ei,j. This
type of construction appears for example in [HKN04, HN06, Lep10, HHS11, Mic19,
DLLN19b,LN19a] and depends not much from the fact that the considered manifold
has a boundary or not. It just requires to be conveniently adapted in the case with
boundary.
Let us focus here on the construction made in [DLLN19b], which slightly differs
from the other ones, and to which we refer for more details. The idea is to consider
a family of cut-off functions χmi,j = χmi,j ,ε depending on a parameter ε > 0, small
and arbitrarily small, such that
χmi,j = 1 on Ei,j ∩ {f < f(j(mi,j))− ε} . (3.3.1)
Notice that this set is connected when ε is small enough. We want moreover χmi,j to
be equal to 0 or to 1 in some fixed (i.e. independent of the small parameter ε > 0)
neighborhood of each element of UD,(1)Ω \ j(mi,j) and to be supported in the interior
of Ω.
When ∂ j˜(mi,j) ∩ UD,(1)Ω ⊂ SSP, this is automatically satisfied for every ε > 0
small enough as soon as χmi,j satisfies (3.3.1) and
suppχmi,j ⊂ Ei,j .
Otherwise, we modify the preceding cut-off function so that χmi,j = 1 in a small
but fixed (that is independent of the small parameter ε > 0) neighborhood of each
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z ∈ UD,(1)Ω ∩ ∂ j˜(mi,j) \ SSP. Notice that such a z necessarily belongs to Ω \ ∂Ω and
that by definition, for every r > 0 small enough, the two connected components of
{f < f(z)}∩B(z, r) are included in Ei,j. The function χmi,j constructed in this way
is not supported in Ei,j but suppχmi,j only meets E
c
i,j in a small but fixed neighbor-
hood of UD,(1)Ω ∩ ∂ j˜(mi,j) \ SSP (see Figures 3.2 and 3.3 below).
The latter neighborhoods and ε > 0 can lastly be chosen small enough so that
for every (i, j) 6= (i′, j′) : suppχmi,j ∩ suppχmi′,j′ = ∅ or, up to switching (i, j) and
(i′, j′), suppχmi,j ⊂ {χmi′,j′ = 1}.
Once the χmi,j are defined, we define the following quasimodes:
ψ(0)mi,j :=
χmi,j e
− f
h
‖χmi,j e−
f
h‖L2
. (3.3.2)
∂Ω
zj˜(mi,j)
∂ j˜(mi,j)
∂ j˜(mi,j)
supp∇χmi,j
∂{f < f(j(mi,j))− ε}χmi,j = 1
χmi,j = 0
Figure 3.2 – Representation of χmi,j near some z ∈ j(mi,j) ∩ ∂Ω ⊂ SSP.
3.3.2 Local quasimodes for 1-forms
For the 1-forms, one first considers, in a small but fixed neighborhood Vz of each
element z in U (1)Ω ⊂ Ω \ ∂Ω, the principal unitary 1-form ψz associated with the
operator ∆
(1)
f,h with full Dirichlet conditions on the boundary of this neighborhood.
From the work of Helffer-Sjo¨strand [HS85c], this operator has, when h → 0+, one
unique eigenvalue in [0, ch] for some small enough constant c > 0. This eigenvalue
is moreover exponentially small, i.e. has the form O(e− ch ) if one chooses c small
enough. One has moreover Agmon type decay estimates on ψz as well as some
very precise WKB approximation whose first term is explicit along the stable and
unstable manifolds of z for the flow of −∇f .
In addition, there exists on Vz (chosen small enough) a unique nonnegative so-
lution to the eikonal equation
|∇f | = |∇ϕ| with initial value ϕ(z) = 0
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z
∂ j˜(mi,j)
supp∇χmi,j
j˜(mi,j)j˜(mi,j)
∂{f < f(j(mi,j))− ε}
Figure 3.3 – Representation of χmi,j near some z ∈ UD,(1)Ω ∩ ∂ j˜(mi,j) \ SSP.
and one has ϕ(x) = dAg(x, z) on Vz, where dAg is the Agmon distance associated
with the metric |∇f |2 dg, where dg denotes the Riemannian metric on Ω.
We then define for every such z :
ψ(1)z :=
θ ψz
‖θ ψz‖L2 , (3.3.3)
where θ is a smooth cut-off function such that θ = 1 near z and supp θ ⊂ Vz.
When z ∈ UD,(1)∂Ω ⊂ ∂Ω, we proceed similarly by using this time the study
led around such a point in [HN06]. The boundary conditions for the local problem
considered are in this case (tangential) Dirichlet type boundary conditions on Vz∩∂Ω
and full Dirichlet ones on ∂Vz. This problem admits again one unique exponentially
small eigenvalue and one defines again
ψ(1)z :=
θ ψz
‖θ ψz‖L2 , (3.3.4)
where ψz is an eigen-1-form associated with this eigenvalue and θ is a cut-off function
such that θ = 1 near z and supp θ ⊂ Vz. Agmon estimates on ψz – and hence on
ψ
(1)
z – and the existence of a precise WKB approximation are proven in [HN06]. Let
us just mention here that the natural Agmon distance to z is here locally given by
the unique solution ϕ to the eikonal equation
|∇f | = |∇ϕ| with boundary value ∂nϕ = −∂nf and initial value ϕ(z) = 0
(we recall that z is a local minimum of f |∂Ω such that ∂nf(z) > 0).
3.3.3 Reduction of the problem to some interaction matrix
Let us now explain how the expression of the interaction matrix of df,h in conve-
nient bases built from the previous quasimodes can be estimated accurately, which
leads to spectral results of the type of Theorems 3.2.1 and 3.2.2. We begin by the
following remarks (some of them are obvious by definition of our quasimodes) where
we recall that we consider the case with Dirichlet type boundary conditions:
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— The family (ψ
(1)
z )z∈UD,(1)Ω
is orthonormal in Λ1L2(Ω), included in Λ1H1t (Ω)
which is the domain of the closed quadratic form D(1)f,h associated with ∆D,(1)f,h
(see (1.2.8) in Section 1.2.3), and satisfies:
∃c > 0 , ∀ z ∈ UD,(1)Ω , D(1)f,h(ψz, ψz) ≤ e−
c
h . (3.3.5)
The latter property follows from the Agmon estimates mentioned above.
— The family (ψ
(0)
m )m∈U(0)Ω
is a family of smooth functions supported in Ω and
unitary in L2(Ω). Moreover, from (3.3.1), for every δ > 0, the parameter
ε > 0 appearing in the definition of ψ
(0)
m (cf. (3.3.1) and (3.3.2)) can be
chosen small enough so that:
∀m ∈ U (0)Ω , D(0)f,h(ψ(0)m , ψ(0)m ) = ‖df,hψ(0)m ‖2L2 ≤ e−2
f(j(m))−f(m)−δ
h . (3.3.6)
This family is not orthogonal in general but is however linearly independent,
and this, uniformly in h (cf. [HHS11,DLLN19b]).
— For every m ∈ U (0)Ω and z ∈ UD,(1)Ω , either z /∈ j(m), in which case
〈df,hψ(0)m , ψ(1)z 〉L2 = 0,
or z ∈ j(m), in which case
〈df,hψ(0)m , ψ(1)z 〉L2 = A(m, z)hp(z)e−
f(j(m))−f(m)
h
(
1 +O(h)) ,
where p(z) is an explicit constant only depending from the fact that z ∈ ∂Ω or
not, A(m, z) is an explicit nonzero constant only depending on the derivatives
of f (of order ≤ 2) at z and on arg minj˜(m1) f , and the term O(h) admits a
full asymptotic expansion in h. The delicate point in this computation is to
precisely estimate the term
〈df,hχm e−
f
h , ψ(1)z 〉L2 = h〈e−
f
h dχm, ψ
(1)
z 〉L2 ,
since ‖χme− fh‖L2 (see (3.3.2)) is easily estimated by the Laplace method (and
the prefactor of this estimate only depends on the derivatives of f of order ≤ 2
on arg minj˜(m1) f). We are then reduced to a computation in the neighborhood
of z which can be performed thanks to the precise WKB approximation of
ψz – and thus of ψ
(1)
z – together with the Laplace method and a tricky use of
the Stokes formula (see in particular [DLLN19b] where, contrary to the other
references mentioned in this context, we do not require additional properties
on the cut-off function χm near z).
Let us now consider, for i ∈ {0, 1}, the spectral projector
pi
(i)
h := pi
(i)
[0,ch)(∆
D,(i)
f,h )
associated with the interval [0, ch), where c > 0 is chosen sufficiently small so that
dim Ran (pi
(i)
h ) = m
D
i (see Theorem 1.2.5). Using (3.3.5), (3.3.6), and the Markov
type estimate
∀ b, a > 0 , D(i)f,h(u, u) ≤ b implies ‖u− pi(i)[0,a)(∆D,(i)f,h )u‖2 ≤
b
a
, (3.3.7)
we obtain the following relations:
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— There exists c > 0 such that for every z ∈ UD,(1)Ω and m ∈ U (0)Ω ,
ϕ(1)z := pi
(1)
h ψ
(1)
z = ψ
(1)
z +O(e−
c
h ) and ϕ(0)m := pi
(0)
h ψ
(0)
m = ψ
(0)
m +O(e−
c
h ) .
It follows that the family (ϕ
(1)
z )z∈UD,(1)Ω
defined above is quasi-orthonormal
(i.e. that 〈ϕ(1)z , ϕ(1)z′ 〉L2 = δz,z′ + O(e−
c
h ) for every z, z′) and that the family
(ϕ
(0)
m )m∈U(0)Ω
is uniformly linearly indenpendent and satisfies ‖ϕ(0)m ‖L2 = 1 +
O(e− ch ) for every m. These families are hence respective bases of Ran (pi(1)h )
and of Ran (pi
(0)
h ).
— For every m ∈ U (0)Ω and z ∈ UD,(1)Ω , since df,hpi(0)h = pi(1)h df,h on ΛH1t (Ω), it
holds
〈df,hϕ(0)m , ϕ(1)z 〉L2 = 〈df,hψ(0)m , ϕ(1)z 〉L2
= 〈df,hψ(0)m , ψ(1)z 〉L2 + 〈df,hψ(0)m , ϕ(1)z − ψ(1)z 〉L2
= 〈df,hψ(0)m , ψ(1)z 〉L2 +O(e−
f(j(m))−f(m)−δ
h )O(e− ch ) .
Then, by choosing the parameter ε > 0 apparearing in the definition of ψ
(0)
m
small enough so that δ < c
3
:
〈df,hϕ(0)m , ϕ(1)z 〉L2 =
{
O(e− f(j(m))−f(m)+
c
2
h ) if z /∈ j(m)
〈df,hψ(0)m , ψ(1)z 〉L2
(
1 +O(e− c2h )) if z ∈ j(m) ,
where we recall that
〈df,hψ(0)m , ψ(1)z 〉L2 = A(m, z)hp(z)e−
f(j(m))−f(m)
h
(
1 +O(h)) .
Let us conclude this section by showing how, from the previous analysis, we can
get results of the type of Theorems 3.2.1 and 3.2.2. To simplify the presentation, we
assume that the potential f is such that:
— the family (ψ
(0)
m )m∈U(0)Ω
is quasi-orthonomal, and thus so is (ϕ
(0)
m )m∈U(0)Ω
,
— for every m 6= m′, it holds j(m) ∩ j(m′) = ∅.
These hypotheses are not general but nevertheless generic. They are moreover
implied by the more restrictive generic hypotheses considered in [HN06]. We also
refer to [HHS11, Mic19] in the case without boundary and to [DLLN19b] 10 in the
case of Dirichlet type boundary conditions for more involved arguments of this type.
Let B0 be an orthonormal basis of Ran (pi(0)h ) and B1 be an orthonormal basis of
Ran (pi
(1)
h ). We define the matrix
11
M := MatB0,B1
(
df,h : Ran (pi
(0)
h )→ Ran (pi(1)h )
)
.
10. See also our more recent work [LN19b] which generalizes the results of [HN06,DLLN19b] to
the case where f admits critical points on ∂Ω.
11. The fact that df,h|Ran (pi(0)h ) takes its values in Ran (pi
(1)
h ) follows for example from (1.2.2).
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The small eigenvalues of ∆
D,(0)
f,h are hence precisely the squares of the singular values
of M . Let us additionaly arbitrarily order the local minima m’s and the saddle
points z’s and let us define the matrices
S = (〈df,hϕ(0)m , ϕ(1)z 〉L2)z,m and S ′ = (S ′zm)z,m where S ′zm =
®
0 if z /∈ j(m)
Szm if z ∈ j(m)
.
Let us lastly define the matrices
D = Diag (hp(m)e−
f(j(m))−f(m)
h ) and C ′ = S ′D−1 ,
where p(m) = minz∈j(m) p(z).
Since the bases (ϕ
(0)
m )m∈U(0)Ω
and (ϕ
(1)
z )m∈UD,(1)Ω
are quasi-orthonormal, it holds
‖Mat
(ϕ
(0)
m )
m∈U(0)
Ω
B(0)‖ = 1 +O(e− ch ) and ‖Mat
(ϕ
(1)
z )
z∈UD,(1)
Ω
B(1)‖ = 1 +O(e− ch )
for some c > 0. According to the Fan inequalities (in their simpler form arising
from the Min-Max theorem), the singular values of M are consequently, up to a
multiplicative error term of order 1 +O(e− ch ), the singular values of the matrix S,
according to the relation
M =
(
Mat
(ϕ
(1)
z )
z∈UD,(1)
Ω
B(1))∗ S Mat
(ϕ
(0)
m )
m∈U(0)
Ω
B(0) .
In addition, up to choosing c > 0 smaller, it holds
S = S ′ +
(
O(e−
f(j(m))−f(m)+c
h )
)
z,m
= (C ′ +O(e− c2h ))D .
Notice here that by definition, the matrix C ′ satisfies C ′ = O(1). Moreover, the
hypothesis j(m) ∩ j(m′) = ∅ when m 6= m′ easily leads to the relation
∃d > 0 , ∀X ∈ Rm0 , ‖C ′X‖ ≥ d‖X‖ .
Indeed, for every m ∈ U (0)Ω , there exists by definition of D and of C ′ at least one
element z ∈ UD,(1)Ω such that C ′zm = A(m, z)
(
1 + O(h)) with A(m, z) 6= 0 and one
has, since j(m)∩j(m′) = ∅ when m 6= m′, C ′zm′ = 0 for every m′ 6= m. It follows that
the matrix C ′ is injective and admits a left inverse, denoted by (C ′)−1, satisfying
(C ′)−1 = O(1). Hence, there exists a constant c > 0 such that:
S = (C ′ +O(e− ch ))D = (I +O(e− ch )(C ′)−1)C ′D = (I +O(e− ch ))C ′D .
Using again the Fan inequalities, we deduce that up to a multiplicative error term of
order 1+O(e− ch ), the singular values of S – and hence those of M – are the singular
values of C ′D:
∀k ∈ {1, . . . ,m0} , µk(M) = µk(S)
(
1 +O(e− ch )) = µk(C ′D)(1 +O(e− ch )) .
It is then straightforward to conclude: the eigenvalues of M are, up to a multi-
plicative error term of order 1 + O(e− ch ), those of the matrix D∗C ′∗C ′D which is,
since j(m) ∩ j(m′) = ∅ when m 6= m′, the diagonal matrix
D∗C ′∗C ′D = Diag
( ∑
z∈j(m)
〈df,hϕ(0)m , ϕ(1)z 〉2L2 , m ∈ U (0)Ω
)
= Diag
( ∑
z∈j(m)
A2(m, z)h2p(z)e−2
f(j(m))−f(m)
h
(
1 +O(h)) ,m ∈ U (0)Ω ) .
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In this case, we always have the existence of a full asymptotic expansion of the
eigenvalue associated with m, but this expansion is not in general in h since p :
z 7→ p(z) is in general not constant on j(m). More precisely, with the boundary
conditions considered here, p(z) = 1
2
when z ∈ Ω and p(z) = 1
4
when z ∈ ∂Ω,
which leads in general to an asymptotic expansion in
√
h. This difference arises
from different Laplace methods whether z ∈ Ω, in which case ∇f(z) = 0, or z ∈ ∂Ω,
in which case ∇f |∂Ω(z) = 0 and ∂nf(z) > 0.
3.3.4 About the case of forms
As in Sections 3.1.4 and 3.2.2, we assume here that Ω is a smooth compact and
connected d-dimensional Riemannian manifold without boundary and that f is a
smooth Morse function whose critical points have distinct critical values. We then
recall the partition of UΩ into upper, lower and homological critical points obtained
in Section 3.1.4,
UΩ = UU ∪ UL ∪ UH where, for A ∈ {U,L,H}, UA = ∪p∈{0,...,d}U (p)A ,
and the existence of a natural bijective map jB : UL → UU from which we expect in
fine to obtain the Arrhenius rates of the non zero small eigenvalues of the Witten
Laplacian by considering the values f(jB(z))− f(z)’s, where z ∈ UL.
We want to adapt the strategy adopted in Sections 3.3.1 to 3.3.3 when p = 0
but using now the mapping jB : UL → UU instead of j (which simply becomes
jB|U(0)L under our current assumptions). To this end, the main remaining difficulty
is to define, for any p ∈ {1, . . . , d} the counterparts of the “global” quasimodes
ψ
(0)
m =
χm e
− f
h
‖χm e−
f
h ‖L2
’s, m ∈ U (0)Ω \ {m1}, associated with the z ∈ U (p)L . When p = 0,
we recall that the latter quasimodes ψ
(0)
m ’s enable in particular to only focus on the
m0−1 characteristic wells for ∆(0)f,h and on their interactions with the relevant weakly
resonant wells (see [HS85b, HS85a] on this topic), associated with the elements of
SSP. Moreover, their construction crucially relies on the explicit knowledge of the
kernel of ∆
(0)
f,h, namely Span{e−
f
h}.
In the general case of p-forms, this information is missing and we thus want to
adapt the analysis done for p = 0 by constructing, for each z ∈ UL, a “global”, but
now non explicit, quasimode ψz as an element of the kernel of some suitable Witten
Laplacian. This construction closely relies on the topological construction presented
in Section 3.1.4. We are a little more specific below and give the main ideas leading
to this construction.
First, the analysis presented in Section 3.1.4 is also valid if for example one
considers, instead of the homology of Ω, the absolute homology of the manifold
with (in general non empty) boundary {f ≤ λ} for λ ∈ R \ f(UΩ). In this case,
everything happens as if we were considering Ω after having removed the critical
points of f in {f > λ}, and we have thus again a partition of the critical points of
f in {f ≤ λ} into upper, lower, and homological points. More precisely, as it can
be guessed from Section 3.1.4, the pairs of lower and upper critical points of f in
{f ≤ λ} are precisely the pairs (z, jB(z))’s such that z ∈ UL and both z and jB(z)
belong to {f ≤ λ}. We recall in passing that the corresponding Witten Laplacian
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in this case is the Witten Laplacian ∆Nf,h,λ with Neumann boundary type conditions
on {f = λ}.
Moreover, when z is a homological critical point in the manifold {f ≤ λ} for
some λ ∈ R \ f(UΩ), the analysis led in [LNV13] permits to construct a unitary
“global”quasimode ψ˜z concentrated near z and belonging to Ker ∆
N
f,h,λ. One has
moreover Agmon type decay estimates on ψ˜z as well as some very precise WKB
approximation near z, whose first term is explicit along the stable and unstable
manifolds of z for the flow of −∇f . This construction relies on semiclassical ar-
guments adapted from [HS85b, HS85c] together with the Hodge decomposition of
∆Nf,h,λ (see Theorem 1.2.2) and the properties of the lower, upper, and homological
critical points of f .
Then, when z belongs to UL, we consider, for ε > 0 small but fixed, the manifold
with boundary {f ≤ λ}, where λ = f(jB(z)) − ε. In this manifold, z becomes a
homological critical point. Hence, we can define ψ˜z ∈ Ker ∆Nf,h,λ as above and
ψz := χz ψ˜z ∈ D(∆f,h) ,
where the cut-off function χz satisfies suppχz ⊂ {f < f(jB(z)) − ε} and χz = 1 in
{f < f(jB(z))− 2ε}.
By a similar analysis as done in Section 3.3.3 in the case p = 0, the crucial point
then becomes the accurate computation of the terms
〈df,hψz, ψjB(z)〉L2 = h〈(dχz) ψ˜z , ψjB(z)〉L2 ,
where z ∈ UL and ψjB(z) is a suitable local quasimode associated with jB(z) ∈ UU.
But, contrary to the analysis performed when p = 0, ψ˜z is not explicit and thus,
we do not know how it behaves near dχz, but only how it behaves near z. An
answer to this problem is given by a side result of the homological analysis briefly
explained in Section 3.1.4 (see more precisely [LNV13, Proposition 2.12]) which
permits, by a subtle repeated use of Stokes’ theorem, to reduce the computation of
the part of the quantity 〈(dχz) ψ˜z , ψjB(z)〉L2 arising from (dχz) ψ˜z to a computation
in a neighborhood of z, where ψ˜z is explicitly known. To be a little more specific, this
side result says that, for every a > 0 small enough and some κ ∈ Q∗, the boundary of
the unstable manifold of jB(z) (for the flow of −∇f) relatively to {f < f(jB(z))−a}
is homologous, for the homology of {f < f(jB(z))− a} relatively to {f < f(z)− a},
to κ times the unstable manifold of z relatively to {f < f(z)− a}. The homological
constants κz = κjB(z) involved in Theorem 3.2.3 are then precisely given by κ
2.
3.4 Study of a double-well potential in large di-
mension
We present in this section the main results of [DL17].
3.4.1 Description of the model and results
The work [DL17] concerns the rate of convergence to equilibrium at low temper-
ature of a stochastic interacting particle system, which may be described as follows.
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There are N particles, at each time t ≥ 0 the state of the k-th particle is a real ran-
dom number ξk(t), and the trajectory ξk = (ξk(t))t≥0 satisfies for some fixed µ > 1
the overdamped Langevin equation (see (1.3.1) in Section 1.3)
dξk =
[
µ
ξk+1 + ξk−1 − 2ξk
4 sin2 pi
N
+ ξk − ξ3k
]
dt +
√
2hN dBk . (3.4.1)
Here B1 = (B1(t))t≥0, . . . , BN = (BN(t))t≥0 are N independent standard Brownian
motions, h is a positive constant, and ξN+1 := ξ1, i.e. periodic boundary conditions
are assumed. When h > 0 is kept fixed and N is large, the system (3.4.1) can be
seen as a discrete space approximation of the stochastically perturbed Allen-Cahn
equation on the interval (0, 2pi√
µ
):
du(x, t) =
[
∂2xu(x, t) + u(x, t) − u3(x, t)
]
dt +
√
2h˜ dB(x, t) , (3.4.2)
where now (x, t) ∈ (0, 2pi√
µ
) × (0,∞), the boundary condition u(0, t) = u( 2pi√
µ
, t)
has to be satisfied for every t ≥ 0, h˜ = 2pi√
µ
h, and dB is a space-time white
noise. Thus, for large N , one might think of ξk(t) ∼ u
(
k
N
2pi√
µ
, t
)
, and of the chain
ξ(t) = (ξ1(t), . . . , ξN(t)) as giving the position at time t of an elastic ring of length
2pi√
µ
moving in a highly viscous, noisy environment and subject to a simple bistable
external force.
Equation (3.4.2) is a basic and widely studied stochastic partial differential equa-
tion, see e.g. [FJ82, Fun83, BDP95, GM01, KORV07, Hai09, BG13, OWW14, DZ14,
Bar15] and references therein. For a more general background on the particle sys-
tem (3.4.1) we refer to [BFG07a, BFG07b]. See also [BBM10] for aspects closely
related to our work [DL17]. The convergence of (3.4.1) to (3.4.2) for N → +∞ is
discussed in [Bar15].
Relaxation properties: heuristics and previous results
For each fixed h > 0 and number of particles N , we recall from Sections 1.3.1 and
1.3.2 in the introductory chapter that the long time behaviour of (3.4.1) is described
by its unique equilibrium distribution, explicitly given by the probability measure
on RN (see (1.3.5) and (1.3.16))
mh,N(dµ) = mV,hN(dµ) :=
e−
V
hN dµ∫
RN e
− V
hN dµ
,
where the energy function V : RN → R is defined as
V (x) = VN(x) :=
N∑
k=1
( 1
4
x4k −
1
2
x2k
)
+ µ
N∑
k=1
(xk − xk+1)2
8 sin2( pi
N
)
+
N
4
, (3.4.3)
with xN+1 := x1. This indeed follows from the observation that the drift term in
(3.4.1) is −∇V (ξ). Similarly, for any fixed h > 0, there exists a unique equilibrium
distribution mh,∞ for the infinite-dimensional system (3.4.2), see [DZ14,RV05]. One
might say that at equilibrium, no “phase transition” occurs in the thermodynamic
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limit N → +∞. On the contrary, since for each N , the energy V admits two local
minima given by
I± = I±(N) := ±(1, . . . , 1︸ ︷︷ ︸
N entries
) ,
the deterministic dynamics dξ = −∇V (ξ)dt, obtained from (3.4.1) by setting h = 0,
admits two stable equilibrium points. Thus, when h is positive but small, the typ-
ical picture of a so-called metastable dynamics emerges (see Section 1.3.2 and the
related [BBM10]): the system quickly reaches a local equilibrium in the basin of
attraction of I+ or I−, depending on its initial condition; this local equilibrium en-
dures for a long time, since, in order to be able to explore the whole state space
and distribute according to the global equilibrium mh,N , the system has to wait for
a sufficiently large stochastic fluctuation allowing to overcome the energetic barrier
separating I+ and I−. The critical time scale at which such transitions between
minima typically occur is exponentially large in the parameter h. Thus, for h→ 0+,
one observes a significant slowdown in the relaxation towards mh,N , see Section 1.3.2
for more details.
The aim of our work [DL17] is to quantify the mentioned slowdown in the ap-
proach to equilibrium of (3.4.1) when at the same time h is small and N is large.
More specifically, we study there for h → 0+ and N → +∞ the behaviour of the
Poincare´ constant λ(h,N) and of the logarithmic Sobolev constant ρ(h,N) of (3.4.1),
that is the largest constants satisfying respectively, for every ϕ ∈ H1(RN ,mh,N), the
weighted Poincare´ inequality (see (1.3.10) and the discussion below)
λ(h,N) Varmh,N (ϕ) ≤ hN
∫
|∇ϕ|2 dmh,N , (3.4.4)
and the Gross inequality (or logarithmic Sobolev inequality)
ρ(h,N) Entmh,N (ϕ
2) ≤ 2hN
∫
|∇ϕ|2 dmh,N . (3.4.5)
Here, Varmh,N and Entmh,N denote the variance and entropy with respect to mh,N ,
i.e. Varmh,N (ϕ) :=
∫
ϕ2dmh,N −
( ∫
ϕ dmh,N
)2
and, for ϕ ≥ 0, Entmh,N (ϕ) :=∫
ϕ logϕ dmh,N −
∫
ϕ dmh,N log
( ∫
ϕ dmh,N
)
.
As highlighted in Section 1.3.1, the Poincare´ constant gives the exponential rate
of convergence to equilibrium in variance (see indeed (1.3.12)), and the logarithmic
Sobolev constant gives similarly the exponential rate of convergence to equilibrium
in entropy. We refer e.g. to Theorems 4.2.5 and 5.2.1 in [BGL14], which also gives
a general overview of the interplay between functional inequalities and Markov pro-
cesses. We stress that, from the point of view of spin systems in statistical mechan-
ics, we are dealing here with the problem of relaxation to equilibrium in a case of
continuous unbounded single-spin state space and nonconvex energy function (see
e.g. [Led01, Zeg96, BH99, BH00] in this context). Concerning exponential conver-
gence of stochastic equations in infinite dimensions with fixed noise parameter h we
point e.g. to [GM01,Hai02,Hai09,DZ14].
If N is kept fixed, we recall from Section 1.3.2 and from the beginning of Chap-
ter 3 above that the leading asymptotic behaviour of λ(h,N) in the limit h → 0+
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is given by an Eyring-Kramers type formula (see [BGK05, HKN04, Mic19], treat-
ing generic multiwell-diffusions in the small noise regime, and also [HHS11, MS14,
Mic15, LM19]). More specifically, it follows for example from [HKN04] and some
straightforward adaptations of their arguments, that
λ(h,N) =
1
pi
∣∣∣∣det HessV (I−)det HessV (0)
∣∣∣∣ 12 e− 14h (1 + (h,N)) , (3.4.6)
where the error (h,N) satisfies, for h > 0 sufficiently small, |(h,N)| ≤ CN h. Here
CN is some positive constant which may a priori explode in N . On the other hand,
as was already observed in [Ste04], the prefactor in (3.4.6) is convergent in the limit
N → +∞:
p(N) :=
1
pi
∣∣∣∣det HessV (I−)det HessV (0)
∣∣∣∣ 12 −→N→+∞ sinh(pi
√
2µ−1)
pi sin(pi
√
µ−1)
. (3.4.7)
Similarly, regarding the log-Sobolev constant ρ(h,N), it follows again from gen-
eral results (see [MS14]) that for fixed N , the leading term of ρ(h,N) is again given
by p(N)e−
1
4h . We stress that also here, as for the error in (3.4.6), there is no control
in N on the error term. Thus, no rigorous conclusion in the limit N → +∞ can be
directly inferred from these results.
On the other hand, rather strong results have been obtained in the analysis of
the mean time needed for the system (3.4.1) to go from I+ to I−: indeed, it has been
shown that an Eyring-Kramers type formula holds for this transition time, with an
error which is uniform in N (see in particular [BBM10] and [Bar15, BG13], which
extend the results to the infinite-dimensional system (3.4.2) and even to more gen-
eral situations). Nevertheless, while the asymptotic relation between stochastically
defined mean transition times and analytic objects as λ(h,N) is well-established in
very general situations for fixed N (see again [BGK05]), to the best of our knowl-
edge there are no rigorous results on how it might behave in the regime of large
N , even in the specific model we are considering in [DL17]. In this paper, we do
not rely on the mentioned results on mean transition times and rather use purely
analytical arguments, partly inspired by the arguments presented in the beginning
of this chapter.
Statement of the main results of [DL17]
The first main result of [DL17] below shows that the Eyring-Kramers formula
(3.4.6) provides an upper bound on λ(h,N) with an error term which can indeed be
uniformly controlled in the system size N . Moreover it provides a quantitative lower
bound at logarithmic scale on ρ(h,N) which is independent of N . In particular it
ensures that ρ(h,N) and λ(h,N) do not degenerate for any fixed h. One might say
that no “dynamical phase transition” occurs in the thermodynamic limit N → +∞
(see also [GM01]).
Theorem 3.4.1. For every δ > 0 there exists a constant Cδ > 0 such that for every
h > 0 and every N ∈ N,
Cδ e
− 3+2
√
2+δ
24h e−
1
4h ≤ ρ(h,N) ≤ λ(h,N) ≤ p(N) e− 14h (1 + (h,N)) ,
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where the prefactor p(N) is given by (3.4.7) and the error term (h,N) satisfies
∃C > 0 s.t. ∀h ∈ (0, 1] , ∀N ∈ N , |(h,N)| ≤ C h .
The exponential decay in h given by the lower bound in Theorem 3.4.1 appears
to be rather rough, but unfortunately, when insisting to get bounds with uniform
control in N , it is for the moment not clear how one could obtain a substantial
improvement, even when focusing only on λ(h,N). For the latter, one can exploit
the spectral theory of self-adjoint operators: we recall from Section 1.3 that the
generator of the Markovian semigroup giving the evolution of (3.4.1) is indeed the
differential operator (see (1.3.15))
Lh = L
(0)
V,hN := −hN∆ + ∇V · ∇
and hLh is here unitarily equivalent to the Witten Laplacian, acting in the flat space
L2(RN , dµ) (see (1.3.17)),
∆
(0)
f,h := −h2∆ + |∇f |2 − h∆f , where f(x) :=
V (
√
Nx)
2N
.
We recall moreover from Sections 1.2.2 and 1.3.1 that the closure in L2(mh,N) of
Lh acting on C∞c (RN), which we still denote by Lh, is self-adjoint and nonnegative,
admits 0 as simple eigenvalue, and has purely discrete spectrum for each h,N fixed
(it has indeed a compact resolvent). In addition, its spectral gap, defined as its first
nonzero eigenvalue, coincides with λ(h,N) (see indeed (1.3.10) and (1.3.11)).
According to the second main result of [DL17] below, the problem of obtaining
the Eyring-Kramers formula as lower bound for λ(h,N) can then be reduced to the
problem of proving a suitable separation between λ(h,N) and the next eigenvalue of
Lh. More precisely, the existence of a uniform lower bound on the “second spectral
gap” in a certain regime in which N possibly grows to infinity, turns out to be
sufficient for the validity of the Eyring-Kramers formula in the same regime:
Theorem 3.4.2. Assume there exist constants h0, δ > 0 and, for each h ∈ (0, h0],
a set N (h) ⊂ N such that
∀h ∈ (0, h0] , ∀N ∈ N (h) , Sp (Lh) ∩ ]λ(h,N), λ(h,N) + δ[ = ∅ . (3.4.8)
Then,
λ(h,N) = p(N) e−
1
4h
(
1 + (h,N)
)
,
where the prefactor p(N) is given by (3.4.7) and the error term (h,N) satisfies
∃C > 0 s.t. ∀h ∈ (0, h0] , ∀N ∈ N (h) , |(h,N)| ≤ C h .
Note here that when N is kept fixed, i.e. when the set N (h) above does not
depend on h, the hypothesis (3.4.8) – and then the statement of Theorem 3.4.2 –
is a straightforward consequence of (1.3.19) and (1.3.20) in Section 1.3.2. However,
nothing is said about a control of the second spectral gap with respect to N there,
nor in the beginning of Chapter 3 above and in the references therein.
The last main theorem of [DL17] implies that there exist regimes with un-
bounded N under which the Eyring-Kramers formula (3.4.6) holds with bounded
error (h,N). Indeed, in order to be in the situation of Theorem 3.4.2, it is enough
that N grows slower than h−
3
4 :
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Theorem 3.4.3. Let C > 0 and α ∈ (0, 3
4
). Then, there exist constants h0, δ > 0
such that the condition (3.4.8) in Theorem 3.4.2 is fulfilled with
N (h) = { N ∈ N : N ≤ Ch−α } .
3.4.2 Comments on the techniques used in this study
Though inspired by the supersymmetric approach of [HKN04], in the article
[DL17] we do not make explicit use of ∆
(1)
f,h as in the first part of Chapter 3 above.
Indeed, a careful analysis of the energy V permits to construct a very efficient
global quasimode passing through the bottleneck and connecting the two minima
of V . This construction of an “almost optimal” quasimode, together with a precise
analysis of Laplace integrals in large dimension, enables us to give the upper bound
of Theorem 3.4.1.
We emphasize in particular here that semiclassical techniques as WKB expan-
sions, Agmon estimates and harmonic approximation for Schro¨dinger operators, used
e.g. in [HKN04], are generally not uniformly controlled in the limit N → +∞ (see
however [BM03,MM05] for previous works dealing with Witten Laplacians in large
dimension and also [Sjo¨93a, Sjo¨93b, Hel95, Hel02] and references therein). Also for
the specific model we consider here, the arguments of [HKN04] do not carry over
with uniform bounds in N .
For the lower bound in Theorem 3.4.1, we depart from the semiclassical approach
and rather exploit perturbation techniques for fixed h. These permit, even though
for general µ > 1 the function V is not convex outside a compact set, to reduce to
the case of a convex energy and then to apply the well-known Bakry-E´mery crite-
rion (see [BE85, BGL14]). We use here that the interaction part in the energy V
is strong enough to ensure good relaxation properties for large N . Thus, roughly
speaking, we regard the energy coming from the single particle double-well potential
as a perturbation of the interaction part. This is opposed to the perturbative regime
considered in previous works as [BH99, BH00]: in these references, the interaction
constant µ is tuned in a way that it is rather the interaction part to become a per-
turbation of the single particle potential.
The relevant quantity naturally appearing in the estimates leading to Theo-
rem 3.4.2 is the quotient of quadratic forms defined, for any ϕ in the domain of Lh,
by
E(ϕ) :=
∫
RN |Lhϕ|2 dmh,N
hN
∫
RN |∇ϕ|2 dmh,N
.
To connect with the introductory chapter of this dissertation, this quantity can be
equivalently rewritten in the two forms
E(ϕ) =
∫
RN Γ2(ϕ) dmh,N∫
Rd Γ(ϕ) dmh,N
=
∫
RN
(
L
(1)
h ∇ϕ
) · ∇ϕ dmh,N∫
RN |∇ϕ|2 dmh,N
, (3.4.9)
where Γ and Γ2 are respectively the carre´ du champ operator and its iteration (see
(1.3.8) and (1.3.9) in Section 1.3.1 or for example [BGL14] for more details about
this notion) and L
(1)
h := Lh ⊗ Id + HessV (see (1.3.7) and (1.3.14)).
We recall that the last expression in (3.4.9) can be generalized by allowing,
instead of ∇ϕ, more general non-gradient vector fields, which is one of the main
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advantages of the supersymmetric approach and is crucially exploited in works
as [HKN04,HN06,Lep10,HHS11,Dig13,BHM15,LN15,DLLN17b,Mic19,DLLN19b,
LN19a]. In [DL17], we do not use this additional freedom and only work with the
gradient of the “almost optimal” quasimode already exploited in the proof of Theo-
rem 3.4.1. An important advantage of not explicitly using L
(1)
h (or equivalently ∆
(1)
f,h)
there is to avoid the need of a relation similar to (3.4.8) for the first spectral gap of
L
(1)
h . Indeed, we have only been able to prove such a relation for sets N (h) where
N grows slower than in the sets exhibited in Theorem 3.4.3 . The proof of the lat-
ter result combines standard localization techniques for the analysis of semiclassical
Schro¨dinger operators [CFKS87] and a two-scale analysis naturally adapted to the
structure of the energy V .
3.5 Some perspectives
The preceding analysis has many possible interesting developments. We just
mention below the ones we are now the most interested in.
3.5.1 Potentials with critical points on the boundary
We recall that in the case of a compact Riemannian manifold Ω with a non-
empty boundary ∂Ω, the analysis of the low spectrum of the Witten Laplacian
presented above was always made under the assumption that ∇f 6= 0 along ∂Ω (see
Theorem 1.2.5 in Section 1.2.3, Section 3.1.3 and Theorem 3.2.2 in Section 3.2.1). We
stress moreover here that the general results relying on the large deviation theory
mentioned in the introductory chapter (see more precisely Section 1.3.3) do not
consider the case of critical points on the boundary.
Though this hypothesis is generic, the numerical methods relying on the fact
that the exit event from a metastable state Ω for the overdamped Langevin dynam-
ics is well approximated by a Markov jump process whose transitions rates follow the
Eyring-Kramers law (see Definition 1.3.6 in Section 1.3.3) assume in practice that
Ω is the basin of attraction of some local minimum of the potential function f for
the dynamics x˙ = −∇f(x) (see (1.3.38) and the discussion around in Section 1.3.3,
and Section 5.1). In this case, the boundary ∂Ω thus contains critical points of f ,
and in particular saddle points.
With the aim of proving the asymptotic validity of the Eyring-Kramers law in
this context (see Section 1.3.3 and Chapter 5), we then first need to generalize, in the
Dirichlet setting, Theorem 1.2.5 and (at least a one-well version of) Theorem 3.2.2
when the potential f admits critical points on the boundary. Similar generalizations
in the Neumann setting would also be interesting.
We expect that such generalizations, with the techniques presented in Sections 3.1
to 3.3 of this chapter, only hold for boundaries ∂Ω satisfying suitable compatibility
conditions around the critical points of f belonging to ∂Ω. Concerning for example
a generalization of Theorem 3.2.2 with these techniques when f admits saddle points
on the boundary, we only expect to be able to show the existence of the prefactors
of the small eigenvalues of ∆
D,(0)
f,h when ∂Ω is tangent, at any relevant saddle point
z, to the stable manifold of z for the dynamics x˙ = −∇f(x). Note in this respect
that such an hypothesis is always satisfied when Ω is the basin of attraction of some
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local minimum (or of some family of local minima) of f for the flow of x˙ = −∇f(x).
Indeed, ∂Ω coincides in this case, around each saddle point z of f , with the stable
manifold of z for the dynamics x˙ = −∇f(x) (and is hence smooth near z).
Nevertheless, even in the latter case, the presence of critical points on the bound-
ary leads to substantial technical difficulties. For example, the “natural” WKB ap-
proximations of the quasimodes for 1-forms associated with the saddle points on the
boundary (see Section 3.3.2 above in the case of generalized saddle points) do not
satisfy in general the minimal boundary conditions required. This follows from the
curvature of the boundary near these saddle points.
However, from our recent work [LN19b] with Boris Nectoux, working with “al-
most optimal” quasimodes, as mentioned in Section 3.4 about our work [DL17], per-
mits to generalize Theorem 3.2.2 in this case without explicitly using ∆
D,(1)
f,h (though
our method does not give the existence of an asymptotic expansion of the error
terms, see the last part of Theorem 3.2.2). This thus establishes the first step in the
justification of the asymptotic validity of the Eyring-Kramers law in this context.
3.5.2 Non reversible overdamped Langevin dynamics
Another interesting continuation of the works presented in this chapter would
be to generalize the precise computation of the small eigenvalues of the Witten
Laplacian ∆
D,(0)
f,h , or equivalently of the weighted Laplacian L
D,(0)
V,h where V = 2f
(see (1.3.17)), to some non reversible (i.e. non-gradient) dynamics
dXt = b(Xt)dt+
√
2h dBt . (3.5.1)
Let us recall here that L
(0)
V,h = −h∆ + ∇V · ∇ while the infinitesimal generator of
the above dynamics is given by Lb,h = −h∆− b · ∇.
Assume for example that the dynamics (3.5.1) is obtained from the reversible
overdamped Langevin dynamics associated with the potential V : Rd → R by adding
the orthogonal vector field J(∇V ), where J is a constant skew-symmetric matrix of
size d, i.e. that the vector field b has the form
b = −∇V − J(∇V ) .
In this case, Lb,h writes Lb,h = L
(0)
V,h + J(∇V ) · ∇ and, assuming that e−
V
h ∈ L1(Rd),
the probability measure
mV,h(dµ) =
( ∫
Ω
e−
V
h dµ
)−1
e−
V
h dµ
is still an invariant measure for the process (3.5.1), i.e. it holds
L†b,h e
−V
h = L
†,(0)
V,h e
−V
h − div (J(∇V ) e−Vh ) = −div (J(∇V ) e−Vh ) = 0 .
Note moreover that the term J(∇V ) ·∇ of Lb,h acting on C∞c (Rd) is skew-symmetric
in L2(Ω,mV,h).
In this setting (and actually in a slightly more general one), we have recently
proven, in the work [LM19] in collaboration with Laurent Michel, Eyring-Kramers
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type formulas for the small eigenvalues of Lb,h when ∂Ω = ∅ and V is a multi-well
Morse potential. This operator can be compared in some sense to L
(0)
V,h but is no
more self-adjoint. Analyzing its low spectrum then requires in particular to adapt
the arguments relying on the self-ajointness of L
(0)
V,h, such as the Max-Min principle,
by proving suitable resolvent estimates for Lb,h (using some Grushin problems).
The use of “almost optimal” quasimodes as mentioned in Sections 3.4 and 3.5.1 is
moreover again a powerful tool to obtain the prefactors in this context.
Let us also mention that, up to our knowledge, this is the first result in this
context in the literature. However, a generalization of [BEGK04] has recently been
obtained in this setting in [LMS19] for a double-well potential V (see also [BR16]
for a non rigorous proof). In particular, the results of [LM19] together with those
of [LMS19] also provide, in the case of a double-well potential V , a connection be-
tween the first non zero eigenvalue of Lb,h and the mean exit time to go from one
local minimum of V to the other one, precisely computed in [LMS19]. See in this
spirit (1.3.21) and (1.3.22) (and [BGK05]) in the reversible setting.
We then plan to study the case ∂Ω 6= ∅ and then to look at more general vector
fields b. In the case ∂Ω 6= ∅, we expect, as in the reversible case, being only able
to prove sharp asymptotic formulas when the boundary satisfies suitable “natural”
compatibility conditions (see Section 3.5.1 above).
3.5.3 The case of non Morse potentials
Coming back to the self-adjoint case but concerning general p-forms, we plan,
in future works in collaboration with Francis Nier and Claude Viterbo, to obtain a
precise description, in terms of Arrhenius rates, of the low spectrum of the Witten
Laplacian ∆f,h acting on forms when f is a rather general (non Morse) smooth
function.
Our first objective is to consider the case of smooth functions with a finite num-
ber of critical values. Note that in this case, the number of critical points of f does
not need to be finite or even countable. Nevertheless, the persistent diagram of f
still consists in a finite number of barcodes (see Section 3.1.4 about this notion and
the survey on persistent homology [EH08]).
In this context, we aim at proving that the Arrhenius rates of the exponentially
small eigenvalues of the Witten Laplacian are still given by the lengths of the bar-
codes of the persistent diagram of f , where the number of infinite lengths of order
p correspond to the p-th Betti number of the manifold.
A nice corollary would then be the stability of the Arrhenius rates of the ex-
ponentially small eigenvalues of ∆f,h with respect to small perturbations of f by
admissible functions (that is, here, smooth functions with a finite number of critical
values) for the C0-topology. Indeed, an important property of persistent homology
is its stability under perturbations. More precisely, the so-called bottleneck distance
between two persistent diagrams is bounded from above by the sup distance between
the corresponding functions (see for example [EH08, Theorem 6.1]).
Notice moreover that in this setting, the critical points of f can be arbitrar-
ily highly degenerate. One can hence not hope getting better in general than the
Arrhenius rates of the exponentially small eigenvalues of ∆f,h.
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However, the methods we plan to use for this analysis should lead to explicit
formulas for these small eigenvalues in terms of interactions between suitable quasi-
modes. It would then be interesting, in a second time, to see how they apply to
specific situations.
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Chapter 4
Exit from a metastable state:
concentration of the first exit
point distribution on the low
energy saddle points
We present in this chapter the main results of [DLLN19a] and also briefly discuss
the results of [LN19a]. We recall that the preprint [DLLN19a] has been divided into
two parts for publication. The first part, [DLLN19b], focuses on the case where the
initial condition is distributed according to the quasi-stationary distribution, while
the second part deals with deterministic initial conditions. We also refer to the
proceedings type work [LLN18] in this connection.
4.1 The case of a confining well
Let us consider a smooth open and connected set Ω ⊂ Rd and the associated exit
event from Ω for the overdamped Langevin dynamics 1
dXt = −∇f(Xt)dt+
√
h dBt . (4.1.1)
More precisely, let us introduce
τΩ := inf{t ≥ 0|Xt /∈ Ω} (4.1.2)
the first exit time from Ω. The concentration of the law of first exit point XτΩ on a
subset of ∂Ω is defined as follows.
Definition 4.1.1. Let Y ⊂ ∂Ω. The law of XτΩ concentrates on Y in the limit
h→ 0+ if for every neighborhood VY of Y in ∂Ω,
lim
h→0+
P [XτΩ ∈ VY ] = 1,
and if for all x ∈ Y and for all neighborhood Vx of x in ∂Ω,
lim
h→0+
P [XτΩ ∈ Vx] > 0.
In other words, Y is the support of the law of XτΩ in the limit h→ 0+.
1. Note that the scaling in h considered here, which is the one considered in [DLLN19a], is
different from the one considered in (1.3.1) in Section 1.3.
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Let us moreover assume here that f : Ω→ R is smooth and satisfies
∂nf > 0 on ∂Ω, (4.1.3)
where ∂nf is the outward normal derivative of f on ∂Ω, and
{x ∈ Ω, |∇f(x)| = 0} = {x0} with f(x0) = min
Ω
f and det Hess f(x0) > 0 . (4.1.4)
Note in passing that, under the assumption (4.1.3), the assumption (4.1.4) is equiva-
lent to say that f admits one unique critical point x0 in Ω (f then admits necessarily
its global minimum on Ω at x0) and that x0 is non degenerate.
In this setting, using large deviation theory, when in addition f attains its mini-
mum on ∂Ω at one single point y0, it is proved in [FW12, Theorem 2.1 in Chapter 4],
which also covers the case of non reversible diffusions, that the law of XτΩ in the
limit h → 0+ concentrates on y0 when X0 = x ∈ Ω. In [FW12, Theorem 5.1 in
Chapter 6] (also covering the case of non reversible diffusions), under more general
assumptions on f , for Σ ⊂ ∂Ω, the limit of h lnP [XτΩ ∈ Σ] when h→ 0+ is related
to a minimization problem involving the quasipotential of the process (4.1.1) (see
more precisely (1.3.30) in Section 1.3.3).
Let us mention two limitations when applying [FW12, Theorem 5.1 in Chap-
ter 6] in order to obtain some information on the first exit point distribution. First,
this theorem requires to be able to compute the quasipotential in order to get use-
ful information: this is trivial under the assumptions (4.1.3) and (4.1.4) but more
complicated under more general assumptions on f (in particular when f has several
critical points in Ω). Second, even when the quasipotential is analytically known,
this result only gives the subset of ∂Ω where exit will not occur on an exponential
scale in the limit h→ 0+. It does not allow to exclude exit points with probability
which goes to zero polynomially in h (this indeed occurs, see Section 4.2.4), and
it does not give the relative probability to exit through exit points with non-zero
probability in the limit h→ 0+.
Using formal computations based on techniques developed for partial differential
equations, the following formula was then derived in [MS77] when (4.1.3) and (4.1.4)
hold: for any F ∈ C∞(∂Ω,R) and x ∈ Ω, one has when h→ 0+:
Ex
[
F
(
XτΩ
)]
=
∫
∂Ω
F ∂nf e
− 2
h
f dµ∂Ω∫
∂Ω
∂nf e
− 2
h
fdµ∂Ω
+ o(1). (4.1.5)
The formal asymptotic estimate (4.1.5) implies that the law of XτΩ concentrates on
points where f attains its minimum on ∂Ω. These results are obtained in [MS77]
injecting formal asymptotic expansions in powers of h in the partial differential
equations satisfied by x ∈ Ω 7→ Ex
[
F
(
XτΩ
)]
(see (1.3.32) in Section 1.3.3). We also
refer to [SM79], where using formal computations, asymptotic formulas are obtained
concerning the concentration of the law of XτΩ on argmin∂Ωf when Ω is the union
of basins of attraction of the dynamics x˙ = −∇f(x).
Moreover, when (4.1.3) and (4.1.4) hold, the formula (4.1.5) was proved rigor-
ously by Kamin in [Kam79], and extended to a non reversible diffusion process (Yt)t≥0
solution to dYt = b(Yt) dt+
√
h dBt in [Kam78,Per90,Day84,Day87] when Ω contains
precisely one attractor of the dynamics x˙ = b(x) and b · ~n < 0 on ∂Ω. However,
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the results of [Kam79,Kam78,Per90,Day84,Day87] do not provide any information
on the probability to leave Ω through a point which is not a global minimum of f
on ∂Ω and we refer to the next chapter for results in this connection. We also refer
to [Day99] for a comprehensive review of the above literature and to [IS15, IS17] for
more recent results using similar techniques as those used in [Kam79,Kam78,Per90].
In the work [DLLN19a] presented in this chapter, we aim at analyzing the
metastability of a domain Ω, as defined in Definition 1.3.4 in Section 1.3.3, by
studying on which points the law of XτΩ does concentrate when h → 0+ and the
relative probabilities to leave through each of them. Since for physically reasonable
domains this concentration is expected to occur on points belonging to arg min∂Ω f
(see the above results), we are more precisely interested in exhibiting explicit as-
sumptions on the domain Ω and on the smooth Morse function f ensuring the two
following properties:
[P1] When X0 is initially distributed according to the quasi-stationary distri-
bution νh of the process (4.1.1) in Ω (see Section 1.3.3 and in particular
Definition 1.3.1 there), the law of XτΩ concentrates in the limit h → 0+ on
some global minima of f on ∂Ω.
[P2] There exist an open set V ⊂ Ω such that, when X0 = x ∈ V , the law of
XτΩ concentrates in the limit h → 0+ on the same points of ∂Ω as it does
when X0 ∼ νh, with the same relative probabilities to leave Ω through each
of them.
As it will be clear from our assumptions (A0) to (A4) below, we exhibit in
[DLLN19a] very general couples (Ω, f) satisfying [P1] and [P2] for which the Morse
potential f can in particular have several critical points in Ω, possibly larger in
energy than min∂Ω f , and ∂nf is not assumed to be positive on ∂Ω. Under our
assumptions, the asymptotic concentration of the law of XτΩ can moreover occur on
a strict subset of arg min∂Ω f . However, we do not consider in [DLLN19a] the case
where f has critical points on ∂Ω.
An easy consequence of our results (see Theorem 4.2.3) is for instance the fol-
lowing generalization of [Kam79,Kam78,Per90,Day84,Day87] and [FW12, Theorem
2.1 in Chapter 4]: when 2
∂nf > 0 on ∂Ω and (∇f)−1({0}) ⊂ {f < min
∂Ω
f}
(without restriction on the (finite) number of critical points of f), and if X0 is
distributed according to the quasi-stationary distribution νh of the process (4.1.1)
in Ω or X0 = x ∈ Ω, then the exit point distribution concentrates on arg min∂Ω f .
2. Actually, the following conclusions also hold assuming more generally that ∂nf > 0 on ∂Ω
and that {f < min∂Ω f} contains all the local minima of f and all its separating saddle points as
defined in Section 3.1.3 in the case of Neumann type boundary conditions. This follows from the
fact that in this case, the set {f < min∂Ω f} is connected.
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4.2 The case of more general wells
4.2.1 Geometric hypotheses
Let Ω be a C∞ oriented compact and connected Riemannian manifold of dimen-
sion d with interior Ω and boundary ∂Ω 3. We recall the definition of the domain of
attraction of a subset D of Ω for the −∇f dynamics of a C∞ function f : Ω → R.
Let x ∈ Ω and denote by ϕt(x) the solution to the ordinary differential equation
d
dt
ϕt(x) = −∇f(ϕt(x)) , ϕ0(x) = x , (4.2.1)
on the interval t ∈ [0, tx], where
tx = inf{t ≥ 0, ϕt(x) /∈ Ω} > 0.
Let x ∈ Ω be such that tx = +∞. The ω-limit set of x, denoted by ω(x), is defined
by
ω(x) = {y ∈ Ω, ∃(sn)n∈N ∈ (R+)N, lim
n→+∞
sn = +∞, lim
n→+∞
ϕsn(x) = y}.
Let us recall that the ω-limit set ω(x) is included in the set of the critical points of
f in Ω. Moreover, when f has a finite number of critical points in Ω,
∃y ∈ Ω, ω(x) = {y}.
Let D be a subset of Ω. The domain of attraction of D is then defined by
A(D) = {x ∈ Ω, tx = +∞ and ω(x) ⊂ D}. (4.2.2)
Let us now introduce the basic Morse type assumption of [DLLN19a] 4:
The function f : Ω→ R is a C∞ Morse function and ∇f 6= 0 on ∂Ω.
The function f |∂Ω : ∂Ω→ R is a Morse function.
Moreover, f has at least one local minimum in Ω.
 (M)
For any local minimum x of f in Ω, one then defines
Hf (x) := inf
γ∈C0([0,1],Ω)
γ(0)=x
γ(1)∈∂Ω
max
t∈[0,1]
f
(
γ(t)
)
, (4.2.3)
where C0([0, 1],Ω) is the set of continuous paths from [0, 1] to Ω. An equivalent
definition of Hf (x) in terms of the connected components of the sublevel sets of f is
the following (see [DLLN19a] for more details):
Hf (x) = sup{λ > f(x) , C(x, λ) ∩ ∂Ω = ∅} , (4.2.4)
3. Note that the convention adopted here is not the convention adopted in the preceding chapters
where Ω was always assumed to be closed. It is nevertheless more convenient to assume Ω to be
open here, for instance to be consistent with the usual convention in the Euclidean setting adopted
in Section 4.1.
4. The assumption that f |∂Ω is a Morse function can actually be replaced by the assumption
that f |{σ∈∂Ω,∂nf(σ)>0} is a Morse function, see [DLLN19a] for more details.
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where, for the local minimum x of f in Ω and λ > f(x),
C(x, λ) is the connected component of {f < λ} in Ω containing x. (4.2.5)
Moreover, the supremum in (4.2.4) is actually a maximum, i.e. the connected com-
ponent of C(x,Hf (x)) containing x is included in Ω. Note also that, Ω being locally
connected, C(x,Hf (x)) is an open set of Ω, and then of Ω, for every local minimum
x of f in Ω, and that ∂C(x,Hf (x)) ⊂ {f = Hf (x)}. It follows in particular that for
every y ∈ C(x), it holds ty = +∞ and then, C(x) ⊂ A(C(x)).
Let us now define a set of assumptions which will ensure that [P1] and [P2]
are satisfied (see indeed Theorem 4.2.3 and Section 4.2.4 for a discussion on these
assumptions):
— (M) holds and
∃!Cmax ∈ C such that max
C∈C
{
max
C
f −min
C
f
}
= max
Cmax
f −min
Cmax
f (A1)
where
C := {C(x), x is a local minimum of f in Ω}, (4.2.6)
with, for a local minimum x of f in Ω,
C(x) := C(x,Hf (x)) (see (4.2.5)) . (4.2.7)
— (A1) holds and
∂Cmax ∩ ∂Ω 6= ∅. (A2)
— (A1) holds and
∂Cmax ∩ ∂Ω ⊂ arg min
∂Ω
f. (A3)
More precisely, the assumptions (M) and (A1) to (A3) ensure that when X0 ∼
νh or X0 = x ∈ A(Cmax), the law of XτΩ concentrates on the points of ∂Cmax ∩ ∂Ω,
with the same relative probabilities to leave Ω through each of them, see items 1
and 2 in Theorem 4.2.3.
Finally, let us introduce the following assumption:
(A1) holds and for any C ∈ C \ {Cmax} (see (4.2.6)) it holds
∂Cmax ∩ ∂C = ∅. (A4)
The assumption (A4), together with (M) and (A1) to (A3), ensures that the
probability that the process (4.1.1) (starting from the quasi-stationary distribution
νh or from x ∈ A(Cmax)) leaves Ω through any sufficiently small neighborhood of
z ∈ ∂Ω \ ∂Cmax in ∂Ω is exponentially small when h → 0+, see indeed item 3 in
Theorem 4.2.3 5.
In Figure 4.1 is represented a one-dimensional potential satisfying the assump-
tions (A1) to (A4). These assumptions will be discussed in Section 4.2.4 where we
will in particular show there that if one assumption among (A1), (A2), or (A3)
does not hold, then there exists a function f satisfying (M) such that either [P1]
or [P2] is not satisfied.
5. To connect with the notions introduced in Chapter 3, when (A1) to (A3) hold, (A4) is
satisfied if and only if ∂Cmax ∩ Ω does not contain any separating saddle point as defined in
Definition 3.1.2.
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Ω
Cmax
C2
C3
Hf (x1)− f(x1)
∂Ω ∩ ∂Cmax
•
x1
x2
x3
x5
x4
Figure 4.1 – A 1D example where (A1)–(A4) are satisfied. Here, f(x1) = f(x5),
Hf (x1) = Hf (x4) = Hf (x5), C = {Cmax,C2,C3} (where C is defined by (4.2.6)),
∂C2 ∩ ∂Cmax = ∅ and ∂C3 ∩ ∂Cmax = ∅. Therefore, the assumption (A4) is indeed
satisfied.
4.2.2 Local minima and saddle points of f
In this part, we label suitably the local minima and generalized saddle points of
f , extensively used in [DLLN19a], in order to properly state the main results of this
work. We refer to Section 3.1.3 in the case of Dirichlet type boundary conditions
for more details about these generalized saddle points.
Let us assume that the function f satisfies the assumption (M). We now specify
the notation of Section 3.1.3 in this setting (see (3.1.4) and (3.1.5)). We denote by
U (0)Ω = UD,(0)Ω = {x1, . . . , xmD0 } ⊂ Ω
the set of local minima of f in Ω, that is, according to ∇f 6= 0 on ∂Ω, the set of
critical points of f with index 0 in Ω. Notice that since f satisfies (M), it holds
mD0 ≥ 1.
We denote moreover the set of generalized saddle points of f by
UD,(1)
Ω
= U (1)Ω ∪ UD,(1)∂Ω = {z1, . . . , zmD1 } ,
where U (1)Ω denotes the set of critical points of f with index 1 in Ω, assumed to have
cardinality mΩ1 ∈ N, and
UD,(1)∂Ω = {local minima z of f |∂Ω s.t. ∂nf(z) > 0} ⊂ ∂Ω , (4.2.8)
assumed to have cardinality
m∂Ω1 := Card(UD,(1)∂Ω ) ∈ N . (4.2.9)
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When m∂Ω1 ≥ 1 and then mD1 ≥ 1, the elements z1, . . . , zmD1 of U
D,(1)
Ω
are moreover
labelled such that
UD,(1)∂Ω = {z1, . . . , zm∂Ω1 } , (4.2.10)
where, when in addition UD,(1)∂Ω ∩arg min∂Ω f 6= ∅, the elements z1, . . . , zm∂Ω1 of U
D,(1)
∂Ω
are ordered such that
{z1, . . . , zk∂Ω1 } = U
D,(1)
∂Ω ∩ arg min
∂Ω
f , (4.2.11)
where 1 ≤ k∂Ω1 ≤m∂Ω1 .
Let us now also assume that the assumptions (A1), (A2), and (A3) are satisfied.
We recall that the set Cmax is then defined by (A1). It holds moreover in this case:
k∂Ω1 ≥ 1 and ∂Cmax ∩ ∂Ω ⊂ UD,(1)∂Ω ∩ arg min
∂Ω
f = {z1, . . . , zk∂Ω1 } .
Indeed, (A2) and (A3) imply that ∅ 6= ∂Cmax∩∂Ω ⊂ arg min∂Ω f and then that Cmax
is a connected component of {f < min∂Ω f} and that ∂Cmax ⊂ {f = min∂Ω f}. In
particular, there is no local minimum of f in Ω on ∂Cmax. Hence, every z ∈ ∂Cmax∩∂Ω
being a local minimum of f |∂Ω, the relation ∇f(z) 6= 0 implies ∂nf(z) > 0 and thus
z ∈ UD,(1)∂Ω .
We assume lastly that the elements z1, . . . , zk∂Ω1 of U
D,(1)
∂Ω ∩arg min∂Ω f are ordered
such that
{z1, . . . , zk∂Cmax1 } = ∂Cmax ∩ ∂Ω = {z1, . . . , zk∂Ω1 } ∩ ∂Cmax. (4.2.12)
Notice that k∂Cmax1 ≥ 1 and that k∂Cmax1 ≤ k∂Ω1 . See in Figure 4.2 an example illus-
trating the notation introduced in this section.
4.2.3 Main results on the exit point distribution
Let us begin this section by recalling some notions introduced in Section 1.3.3 of
the introductory part.
Let L
D,(0)
f,h
2
be the unbounded differential operator
L
(0)
f,h
2
:=
h
2
∆
(0)
H +∇f · ∇
with domain
D(L
D,(0)
f,h
2
) :=
¶
u ∈ H1(Ω, e− 2hfdµ) , u = 0 on ∂Ω
©
∩H2(Ω, e− 2hfdµ) .
This operator is self-adjoint, positive and has a compact resolvent in L2(Ω, e−
2
h
fdµ).
We denote by
λh = λ1,h := min{ Sp (LD,(0)f,h
2
)} > 0 (4.2.13)
its principal eigenvalue (which is simple) and by uh some associated eigenfunc-
tion (which then has a sign on Ω), chosen to be positive on Ω and unitary in
L2(Ω, e−
2
h
fdµ):
L
D,(0)
f,h
2
= λh uh , uh > 0 on Ω , and
∫
Ω
u2h e
− 2
h
f dµ = 1 . (4.2.14)
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Cmax
C2
C3
Ω
∂Ω
z5
z4
x1
x2
z6
z1
z3
z2
x3
z7ym
∂Ω
f |∂Ω
z3z1 z2
z4
Figure 4.2 – Schematic representation of C (see (4.2.6)) and f |∂Ω under the assump-
tions (M) and (A1)–(A3). Here, x1 ∈ Ω is the global minimum of f in Ω and the
other local minima of f in Ω are x2 and x3 (thus U (0)Ω = {x1, x2, x3} and mD0 = 3).
Moreover, min∂Ω f = f(z1) = f(z2) = f(z3) = Hf (x1) = Hf (x2) < Hf (x3) = f(z4),
{f < Hf (x1)} has two connected components: Cmax (see (A1)) which contains
x1 and C2 which contains x2. Thus, one has C = {Cmax,C2,C3}. In addi-
tion, U (1)∂Ω = {z1, z2, z3, z4} (m∂Ω1 = 4), {z1, z2, z3} = arg min∂Ω f (k∂Ω1 = 3),
U (1)Ω = {z5, z6, z7} where {z5} = Cmax ∩ C2 (mΩ1 = 3 and (A4) is not satisfied)
and min(f(z6), f(z7)) > f(z4), ∂Cmax ∩ ∂Ω = {z1, z2} (k∂Cmax1 = 2). Finally, one has
mD1 = 7. The point ym ∈ Ω is a local maximum of f with f(ym) > f(zi) for all
i ∈ {1, . . . , 7}.
The quasi-stationary distribution νh associated with the overdamped Langevin
dynamics (4.1.1) and Ω is then the probability measure on Ω defined by
νh(dµ) =
uh e
− 2
h
f∫
Ω
uh e
− 2
h
f dµ
dµ .
Moreover, according to (1.3.29), it holds for any F ∈ L∞(∂Ω,R),
Eνh [F (XτΩ)] = −
h
2λh
∫
∂Ω
F ∂nuh e
− 2
h
f dµ∂Ω∫
Ω
uh e
− 2
h
f dµ
. (4.2.15)
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Before stating the main result of [DLLN19a], that is Theorem 4.2.3, we first
state the following result which is crucial in the proof of this theorem and might be
of independent interest. It states that, when the assumptions (M) and (A1) are
satisfied and minCmax f = minΩ f
6, the quasi-stationary distribution νh concentrates
in (arbitrary small) neighborhoods of the global minima of f in Cmax.
Proposition 4.2.1. Assume that the assumptions (M) and (A1) are satisfied, and
that
min
Cmax
f = min
Ω
f,
where we recall that Cmax has been introduced in (A1). Let O be an open subset of
Ω. Then, if O ∩ arg minCmax f 6= ∅, one has in the limit h→ 0+:
∫
O
uh e
− 2
h
f dµ = h
d
4 pi
d
4
∑
x∈O∩arg minCmax f
(
det Hess f(x)
)− 1
2(∑
x∈arg minCmax f
(
det Hess f(x)
)− 1
2
) 1
2
e−
1
h
minΩ f
(
1 +O(h))
and
νh
(
O
)
=
∑
x∈O∩arg minCmax f
(
det Hess f(x)
)− 1
2∑
x∈arg minCmax f
(
det Hess f(x)
)− 1
2
(
1 +O(h)) ,
where the terms O(h) admit a full asymptotic expansion in h.
Moreover, when O ∩ arg minC1 f = ∅, there exists c > 0 such that when h→ 0+:∫
O
uh e
− 2
h
f dµ = O(e− 1h (minΩ f+c)) and νh(O) = O(e− ch ) .
Remark 4.2.2. In the work [LN19a], we study the repartition of νh when h→ 0+ in
the case of a double-well when (A1) does not hold. We show there that, generically,
νh concentrates in only one of the two wells in the limit h → 0+, and [P1] and
[P2] hold (see Section 4.1). Nevertheless, under sufficient symmetries of f , the
semiclassical tunneling effect between the wells is so strong that νh concentrates in
both wells in the limit h → 0+. This is reminiscent of previous results dealing with
Schro¨dinger operators of the form −h2∆ + V and we refer in particular to [Hel88,
Section 4.3] for more details and references.
The main result of [DLLN19a] is the following.
Theorem 4.2.3. Let us assume that the assumptions (M) and (A1)–(A3) are
satisfied. Let F ∈ L∞(∂Ω,R) and (Σi)i∈{1,...,k∂Ω1 } be a family of disjoint open subsets
of ∂Ω such that
for all i ∈ {1, . . . ,k∂Ω1 }, zi ∈ Σi,
where we recall that
{
z1, . . . , zk∂Ω1
}
= UD,(1)∂Ω ∩ arg min∂Ω f (see (4.2.11)). Let K
be a compact subset of Ω such that K ⊂ A(Cmax) (see (A1) and (4.2.2)). Let µ0
be a probability distribution which is either supported in K or equals to the quasi-
stationary distribution νh of the process (4.1.1) in Ω. Then:
6. Note that this is automatically satisfied under (A1)–(A3).
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1. There exists c > 0 such that in the limit h→ 0+:
Eµ0 [F (XτΩ)] =
k∂Ω1∑
i=1
Eµ0 [1ΣiF (XτΩ)] +O
(
e−
c
h
)
(4.2.16)
and
k∂Ω1∑
i=k∂Cmax1 +1
Eµ0 [1ΣiF (XτΩ)] = O
(
h
1
4
)
, (4.2.17)
where we recall that
{
z1, . . . , zk∂Cmax1
}
= ∂Cmax ∩ ∂Ω (see (4.2.12)).
2. When, for some i ∈ {1, . . . ,k∂Cmax1 }, the function F is C∞ in a neighborhood
of zi, one has when h→ 0+:
Eµ0 [1ΣiF (XτΩ)] = F (zi) ai +O(h
1
4 ), (4.2.18)
where
ai =
∂nf(zi)√
det Hess f |∂Ω(zi)
Ñ
k∂Cmax1∑
j=1
∂nf(zj)√
det Hess f |∂Ω(zj)
é−1
. (4.2.19)
3. When (A4) is satisfied, the remainder term O(h 14 ) in (4.2.17) is of the order
O(e− ch ) for some c > 0 and the remainder term O(h 14 ) in (4.2.18) is of the
order O(h) and admits a full asymptotic expansion in h.
Finally, the constants involved in the remainder terms in (4.2.16), (4.2.17), and in
(4.2.18) are uniform with respect to the probability distribution µ0 supported in K.
According to (4.2.18) and (4.2.19), when the function F belongs to C∞(∂Ω,R)
and x ∈ A(Cmax), one then has in the limit h→ 0+:
Ex [F (XτΩ)] =
k∂Cmax1∑
i=1
aiF (zi)+O(h 14 ) =
∫
∂Ω∩V(Cmax)
F ∂nf e
− 2
h
f dµ∂Ω∫
∂Ω∩V(Cmax)
∂nf e
− 2
h
f dµ∂Ω
+oh(1), (4.2.20)
where V(Cmax) is a sufficiently small neighborhood of Cmax in Ω and the order in h
of the remainder term oh(1) depends on the support of F and on whether or not the
assumption (A4) is satisfied (compare with (4.1.5)).
Theorem 4.2.3 implies that in the limit h → 0+, when X0 ∼ νh or X0 = x ∈
A(Cmax), the law of XτΩ concentrates on the set {z1, . . . , zk∂Cmax1 } = ∂Ω∩ ∂Cmax with
explicit formulas for the probabilities to exit through each of the zi’s. Therefore,
[P1] and [P2] (see Section 4.1) are satisfied when the assumptions (A1)–(A3) hold.
Another consequence of Theorem 4.2.3 is the following. The probability to
exit through a global minimum z of f |∂Ω which satisfies ∂nf(z) < 0 is exponen-
tially small in the limit h → 0+ (see (4.2.16)) and the probability to exit through
zkCmax1 +1
, . . . , zk∂Ω1 tends to 0 (and is even exponentially small when (A4) holds) even
though all these points belong to arg min∂Ω f .
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Let us conclude this section by stressing that Theorem 4.2.3 can also be applied
to a well chosen subdomain of Ω in order to deal with the concentration of the law
of XτΩ in the limit h → 0+ when X0 = x ∈ A(C) and C ∈ C (see (4.2.6)) is not
necessarily Cmax.
This permits for example to prove the following result:
Theorem 4.2.4. Let us assume that (M) holds and let C ∈ C (see (4.2.6)) be such
that
∂C ∩ ∂Ω 6= ∅ and |∇f | 6= 0 on ∂C. (4.2.21)
We recall that ∂C ∩ ∂Ω ⊂ UD,(1)∂Ω (see (4.2.8) and (4.2.10)).
Let K be a compact subset of Ω such that K ⊂ A(C) and, for all z ∈ ∂C ∩ ∂Ω,
let Σz be an open subset of ∂Ω such that z ∈ Σz. Then, there exists c > 0 such that
in the limit h→ 0+,
sup
x∈K
Px
[
XτΩ ∈ ∂Ω \
⋃
z∈∂C∩∂Ω
Σz
]
≤ e− ch .
Assume moreover that the sets (Σz)z∈∂C∩∂Ω are two by two disjoint and take
z ∈ ∂C ∩ ∂Ω. It then holds
Px[XτΩ ∈ Σz] =
∂nf(z)√
det Hess f |∂Ω(z)
( ∑
y∈∂C∩∂Ω
∂nf(y)√
det Hess f |∂Ω(y)
)−1
(1 +O(h))
for all x ∈ K in the limit h→ 0+ and uniformly in x ∈ K.
Theorem 4.2.4 implies that when C ∈ C satisfies (4.2.21) (this is for instance the
case for C3 on Figures 4.1 and 4.2), the law of XτΩ when X0 = x ∈ A(C) concentrates
on ∂C ∩ ∂Ω when h→ 0+.
4.2.4 About the hypotheses
In this section, we discuss, assuming (M), the necessity of the assumptions (A1)–
(A3) to obtain [P1] and [P2] (see Section 4.1). We also discuss the necessity of the
assumption (A4) to get the item 3 in Theorem 4.2.3.
On the assumption (A1)
a) Spectral meaning of the assumption (A1)
Before going through different examples, let us first specify the meaning of (A1)
– which formally means that the potential function f admits precisely one deepest
characteristic well – in terms of the spectrum of L
D,(0)
f,h
2
made of the eigenvalues
0 < λh = λ1,h < λ2,h ≤ · · · counted with multiplicity.
According to Theorem 3.2.2 in Chapter 3 or to [DLLN19b, Theorem 4], it holds,
under the basic assumption (M),
∀k ∈ N∗, lim
h→0+
h lnλk,h exists in R− and lim
h→0+
h lnλk,h < 0 iff 1 ≤ k ≤mD0 ,
where we recall that mD0 denotes the number of local minima of f in Ω, and
(A1) is satisfied iff lim
h→0+
h lnλh < lim
h→0+
h lnλ2,h.
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In other words, the assumption (A1) is satisfied if and only if there is an exponen-
tially big gap in the limit h→ 0+ between λh and λ2,h.
b) An example where (A1) and [P2] are not satisfied
Let us consider z1 < 0, z2 := −z1, z = 0 and f ∈ C∞([z1, z2],R) a Morse function
such that
f is an even function and {x ∈ [z1, z2], f ′(x) = 0} = {x1, z, x2},
where
z1 < x1 < z < x2 < z2, f(z1) = f(z2), and f(x1) = f(x2) < f(z1) < f(z).
Notice that in this case x1 = −x2, x1 and x2 are the two global minima of f on
[z1, z2], z is the global maximum of f on [z1, z2] and Hf (x1) = Hf (x2) = f(z1),
see Figure 4.3. For such a function, the assumption (A1) is not satisfied since
arg max
{
Hf (x)−f(x), x is local minimum of f in Ω
}
= {x1, x2} and x1 belongs to
a connected component of {f < Hf (x1)} which differs from the connected component
of {f < Hf (x1)} which contains x2.
{f = min∂Ω f}z1
z2
z
x1 x2
{f = minΩ f}
Figure 4.3 – A 1D example where (A1) and [P2] are not satisfied.
Since for x ∈ (z1, z2) and h > 0, νh(x) = νh(−x) and Px[Xτ(z1,z2) = z1] =
P−x[Xτ(z1,z2) = z2], one has for all h > 0:
Pνh [Xτ(z1,z2) = z1] =
1
2
and Pνh [Xτ(z1,z2) = z2] =
1
2
.
However, it follows for example from computations done in the appendix of [DLLN19a]
and relying on explicit formulas for Px[Xτ(z1,z2) = z1] and Px[Xτ(z1,z2) = z2] together
with Laplace’s method, that for x ∈ (z1, z), there exists c > 0 such that in the limit
h→ 0+,
Px[Xτ(z1,z2) = z1] = 1 +O(e
− c
h ) and Px[Xτ(z1,z2) = z2] = O(e
− c
h ),
and that for x ∈ (z, z2), there exists c > 0 such that in the limit h→ 0+,
Px[Xτ(z1,z2) = z1] = O(e
− c
h ) and Px[Xτ(z1,z2) = z2] = 1 +O(e
− c
h ).
Therefore, in this example, the assumption [P2] is not satisfied and the domain Ω
is not metastable for deterministic initial conditions X0 = x ∈ (z1, z2) \ {z} – and
thus not metastable! – in the sense of Definition 1.3.4 7.
7. Note however that when the process starts from z, it has a probability one half to fall in the
well associated with x1 and a probability one half to fall in the other well. Using the symmetry,
one could then show that the process is metastable for the deterministic initial conditions X0 = z.
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c) There are cases where [P1] and [P2] are satisfied but not (A1)
In the symmetric case depicted in Figure 4.3, the quasi-stationary distribution
νh concentrates in the two wells (z1, z) and (z, z2) (see [LN19a]): for any a1 < b1
such that x1 ∈ (a1, b1) ⊂ (z1, z) and a2 < b2 such that x2 ∈ (a2, b2) ⊂ (z, z2), it holds
lim
h→0+
νh
(
(a1, b1)
)
=
1
2
and lim
h→0+
νh
(
(a2, b2)
)
=
1
2
.
However, it is proved in [LN19a] (see Remark 4.2.2 in this connection) that this
equal repartition of νh when h→ 0+ is very unstable with respect to perturbations:
changing a little bit the value of the determinant of the Hessian matrix of f at x1
or x2, or the normal derivative of f at z1 or z2 (while keeping the fact that (A1) is
not satisfied) makes νh concentrates in the limit h→ 0+ in only one of the two wells
(z1, z) or (z, z2), and [P1] and [P2] then also hold.
d) On the analysis of [P1] and [P2] when (A1) does not hold
To analyse in general whether [P1] or [P2] is satisfied, one needs in particular to
study the asymptotic repartition of νh in neigborhoods of the local minima of f in
Ω when h→ 0+. To do this, we look for an accurate approximation of the principal
eigenfunction uh of L
D,(0)
f,h
2
(chosen unitary in L2(Ω, e−
2
h
fdµ)). When (A1) is not
satisfied, this is delicate since exponentially small eigenvalues of the same order are
into play: λh and λ2,h are exponentially small when h→ 0+ and
lim
h→0+
h lnλh = lim
h→0+
h lnλ2,h.
This makes in particular difficult to properly estimate uh by simply projecting a
well chosen quasimode on Span{uh} since the quality of such an approximation is
typically bounded from above by the quotient λh
λ2,h
which in general does not tend
to 0 when h → 0+ 8 (whereas this quotient is exponentially small when (A1) is
satisfied).
Moreover, when (A1) is not satisfied, it is difficult to predict in which well νh
concentrates when it does, as explained in [LN19a]. This is again due to the fact
that this prediction relies on a very accurate comparison between λh and λ2,h. To
overcome this difficulty in our work [LN19a], which precisely focuses on this situation
in the double-well case, the key point relies on the fact that we are able to precisely
analyse the restriction of L
D,(0)
f,h
2
to the eigenspace associated with λh and λ2,h.
On the assumption (A2)
Let us consider here z1 < z2 and f : [z1, z2] → R a C∞ Morse function such
that {x ∈ [z1, z2], f ′(x) = 0} = {x1, x2, c, d} with z1 < x1 < c < x2 < d < z2 and
f(x2) < f(x1) < f(z1) < f(z2) < f(d) < f(c) (see Figure 4.4). This implies that
f ′(z2) < 0 and f(d)− f(x2) > f(z1)− f(x1). Moreover, it holds
Hf (x1) = f(z1), Hf (x2) = f(d), f(z1) = min
∂Ω
f, Cmax ⊂ (c, d) and ∂Cmax ∩ ∂Ω = ∅.
8. More precisely, it follows from [DLLN19a, Theorem 5] that this quotient is either of constant
order or of order
√
h, according to the geometry of the level sets of the function f .
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The assumption (A1) is satisfied but not (A2) (since the boundary of Cmax does
not meet ∂Ω). From [DLLN19a, Appendix B], there exists c > 0 such that in the
limit h→ 0+:
Pνh [Xτ(z1,z2) = z2] = 1 +O(e
− c
h ). (4.2.22)
Therefore, in the small temperature regime and starting from the quasi-stationary
distribution, the process (4.1.1) leaves Ω = (z1, z2) through z2 when h→ 0+. Notice
that z2 is not the global minimum of f |∂Ω and is even not a generalized critical point
with index 1. Consequently, the condition [P1] is not satisfied.
Cmax
x2
•x1•
z1•
z2
•
d
•
c•
Figure 4.4 – A 1D example where (A1) is satisfied but not (A2). In this example,
[P1] is not satisfied.
On the assumption (A3)
Let us now consider z1 < z2 and f : [z1, z2] → R be a C∞ Morse function
such that {x ∈ [z1, z2], f ′(x) = 0} = {x1, z, x2}, where z1 < x1 < z < x2 < z2
and f(x2) < f(x1) < f(z1) < f(z2) < f(z) (see Figure 4.5). This implies that
f(z1)− f(x1) < f(z2)− f(x2), f ′(z1) < 0, f ′(z2) > 0, that x2 is the global minimum
of f in [z1, z2] and x1 is a local minimum of f , and that z is the global maximum of
f in [z1, z2]. It then holds
Hf (x1) = f(z1) , Hf (x2) = f(z2) , f(z1) = min
∂Ω
f , ∂Cmax ∩ ∂Ω = {z2} ,
and Cmax ⊂ (z, z2). The assumptions (A1) and (A2) are then satisfied but not (A3).
Moreover, from [DLLN19a, Appendix B], there exists c > 0 such that in the limit
h→ 0+:
Pνh [Xτ(z1,z2) = z2] = 1 +O(e
− c
h ). (4.2.23)
Therefore, when X0 ∼ νh, the law of XτΩ concentrates on z2 in the limit h → 0+.
Since f(z2) > min∂Ω f , the property [P1] is thus not satisfied.
On the assumption (A4)
We conclude this section by giving an example such that (A4) is not satisfied
and the remainder term O(h 14 ) in (4.2.17) is not of the order O(e− ch ) for some c > 0.
To this end, let us consider z1 < z2 and a C∞ Morse function f : [z1, z2] → R
such that {x ∈ [z1, z2], f ′(x) = 0} = {x1, z, x2} with z1 < x1 < z < x2 < z2 and
f(x1) < f(x2) < f(z) = f(z1) = f(z2) (see Figure 4.6). This implies that f
′(z1) < 0
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Cmax
Hf (x2)− f(x2)
z2
z1
x2
x1
z
Figure 4.5 – A 1D example where (A1)–(A2) are satisfied but not (A3). In this
example, [P1] is not satisfied.
and f ′(z2) > 0, that x1 is the global minimum of f in [z1, z2] and x2 is a local
minimum of f , and that z is a local maximum of f . In this example, it holds:
Hf (x1) = f(z1) = min
∂Ω
f, Cmax = (z1, z), ∂Cmax ∩ ∂Ω = {z1},
and
C = (z, z2),
where C 6= Cmax is the other connected component of {f < Hf (x1)}. The assump-
tions (A1), (A2), and (A3) are then satisfied whereas, since ∂Cmax ∩ ∂C = {z},
(A4) is not satisfied.
From [DLLN19a, Appendix B] together with Laplace’s method, one has for x ∈
Cmax in the limit h→ 0+:
Px[Xτ(z1,z2) = z2] =
√|f ′′(z)|
2|f ′(z1)|
√
pi
√
h+O(h).
Moreover, the result holds starting from νh using for example Proposition 4.2.6
below): in the limit h→ 0+,
Pνh [Xτ(z1,z2) = z2] =
√|f ′′(z)|
2|f ′(z1)|
√
pi
√
h+O(h).
In this case, the exit through z2 when h → 0+ is not exponentially small but is
exactly of the order
√
h even though z2 is a generalized critical point of f on ∂Ω
(i.e f(z2) ∈ UD,(1)∂Ω , see (4.2.8)) and f(z2) = min∂Ω f . The remainder term O(h
1
4 ) in
(4.2.17) is then not exponentially small and is actually exactly of the order O(√h)
in this example.
Remark 4.2.5. This can be generalized to higher-dimensional settings. In [Nec17,
Proposition C.40, item 3], it is shown on some higher-dimensional cases for which
the assumption (A4) does not hold, that the remainder terms O(h 14 ) in (4.2.17)
and (4.2.18) are of the order O(√h). We moreover expect that the remainder terms
O(h 14 ) in (4.2.17) and (4.2.18) are of the order O(√h) in the setting considered in
Theorem 4.2.3. Proving this fact would require some substantially finer analysis.
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{f = min∂Ω f} = {f = Hf (x1)}
z1• z2•
z
•
x1
• x2
•
Cmax C
Figure 4.6 – A 1D example where (A1)–(A3) hold but not (A4).
4.2.5 About the proofs
Let us now give a brief idea on how Theorem 4.2.3 is proven in [DLLN19a].
The main part of the proof of Theorem 4.2.3 consists in proving the asymptotic
estimates on Eνh [F (XτΩ)]. In view of (4.2.15), in order to obtain these estimates,
we study the precise asymptotic behaviour when h→ 0+ of the quantities
λh ,
∫
Ω
uh e
− 2
h
f dµ , and ∂nuh ,
where λh is defined by (4.2.13) and uh by (4.2.14).
The study of the precise asymptotic behaviour of λh and of the low spectrum of
L
D,(0)
f,h
2
, which amounts, according to (see (1.3.18))
∆
(0)
f,h = 2h e
− f
h L
(0)
f,h
2
e
f
h = 2h e−
f
h
(h
2
∆
(0)
H +∇f · ∇
)
e
f
h ,
to study the low spectrum of the Witten Laplacian ∆
D,(0)
f,h with Dirichlet type bound-
ary conditions (see Section 1.2.3), has already been explained in Chapter 3 (see The-
orem 3.2.2 there). We recall that this study relies on the supersymmetric structure
of the Witten Laplacian which leads in this setting to the following. Let c > 0 be
small enough such that, for i ∈ {0, 1}, it holds, in the limit h→ 0+,
dim Ran (pi
(i)
h ) = m
D
i , (4.2.24)
where pi
(i)
h := pi[0,c)(L
D,(i)
f,h
2
) is the spectral projector of the self-adjoint operator
L
D,(i)
f,h
2
= 1
2h
e
f
h ∆
D,(i)
f,h e
− f
h in ΛL2(Ω, e−
2
h
fdµ) associated with the interval [0, c) (see
Theorem 1.2.5 and (1.3.18)). It then holds (see Section 1.2.3 and (1.3.18))
D(L
D,(1)
f,h
2
) =
¶
ω ∈ Λ1H2(Ω, e− 2hfdµ) , tω = 0 and td∗2f,hω = 0
©
and 9
∇ : Ran (pi(0)h )→ Ran (pi(1)h ) and LD,(1)f,h
2
∇ = ∇LD,(0)
f,h
2
on Ran (pi
(0)
h ) . (4.2.25)
9. Here, we a slight abuse of notation, we identify the differential du of the function u with its
gradient ∇u.
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Note also the relation L
D,(0)
f,h
2
= h
2
∇∗∇ on Ran (pi(0)h ), where ∇∗ is the adjoint of
∇ : Ran (pi(0)h )→ Ran (pi(1)h ) with respect to the scalar product on ΛL2(Ω, e−
2
h
fdµ).
Once the asymptotic behaviour of λh and of the low spectrum of L
D,(0)
f,h
2
has been
understood by carefully analyzing the matrix of ∇ : Ran (pi(0)h ) → Ran (pi(1)h ) in
bases constructed using suitable quasimodes as in Chapter 3 (see Section 3.3 and in
particular Section 3.3.3 there), it is quite easy to prove Proposition 4.2.1 concerning
the concentration of uh e
− 2
h
f in Cmax, which gives in particular a precise estimate
on
∫
Ω
uh e
− 2
h
f dµ. For this, we simply use the fact that λh
λ2,h
is exponentially small
when h → 0+ and an accurate approximation u˜h of uh in L2(Ω, e− 2hfdµ) given by
the construction made in Section 3.3 in Chapter 3 (see Section 3.3.1, (3.3.6) and
(3.3.7) there, and also (5.2.4) and the lines below in the next chapter in the simplest
possible situation).
Lastly, to obtain the precise asymptotic behaviour of ∂nuh = ~n · ∇uh, the idea
is to decompose ∇uh, which belongs to Ran pi(1)h by supersymmetry (see (4.2.25)),
along a natural orthonormal basis of Ran pi
(1)
h . This requires in particular to show
that the above accurate approximation u˜h of uh in L
2(Ω, e−
2
h
fdµ) is actually an ac-
curate approximation of uh in H
1(Ω, e−
2
h
fdµ), which relies on the specific form of
λh and of the above matrix of ∇ : Ran (pi(0)h )→ Ran (pi(1)h ) in suitable bases (whose
study already led to the precise computation of λh!).
Then, in order to finish the proof of Theorem 4.2.3, it remains to prove asymp-
totic estimates on Ex [F (XτΩ)] when x ∈ A(Cmax). To do this, we first use classical
techniques for elliptic PDEs when x ∈ Cmax (see in particular [DF78] in this connec-
tion). These results are then extended to arbitrary x ∈ A(Cmax) using basic results
of large deviation theory (see [FW12]).
This leads in particular to the following proposition, which connects the law of
XτΩ when X0 ∼ νh and X0 = x ∈ A(Cmax) in the limit h → 0+ and implies that
[P2] (see Section 4.1) is satisfied for every x ∈ A(Cmax).
Proposition 4.2.6. Assume that the assumptions (M) and (A1) are satisfied. Let
us moreover assume that
min
Cmax
f = min
Ω
f,
where we recall that Cmax is introduced in (A1). Let K be a compact subset of Ω
such that K ⊂ A(Cmax) and let F ∈ C∞(∂Ω,R). Then, there exists c > 0 such that
for all x ∈ K:
Eνh [F (XτΩ)] = Ex [F (XτΩ)] +O
(
e−
c
h
)
in the limit h→ 0+ and uniformly in x ∈ K.
4.3 Some perspectives
4.3.1 Potentials with critical points on the boundary
As in Chapter 3, all the results mentioned and presented in this chapter do not
consider the case of critical points on the boundary. We recall moreover that, even
though the latter case is generic, it is relevant to consider the case where the potential
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f admits critical points on the boundary since it is the case in most applications,
see indeed (1.3.38) and the discussion around in Section 1.3.3.
In order to obtain generalizations of the results presented in Section 4.2.3 in this
case, we first need to obtain precise asymptotics on the low spectrum of L
D,(0)
f,h
2
, or
equivalently of ∆
D,(0)
f,h , and we refer to Section 3.5.1 in this connection. Moreover,
even though such asymptotics can be obtained without explicitly considering the
Witten Laplacian acting on 1-forms ∆
D,(1)
f,h , generalizing the results of Section 4.2.3
when f admits critical points on the boundary also relies on a good understanding of
the low spectrum of ∆
D,(1)
f,h (see for instance (4.2.24) in Section 4.2.5). In particular,
the counterpart of Theorem 1.2.5 in the case of critical points on the boundary
is a prerequisite for a generalization of the results stated in Section 4.2.3. This
will require a careful analysis near the critical points of f in ∂Ω. Moreover, we
expect to need stronger compatibility conditions on the shape of ∂Ω near the critical
point of f than for the sole precise computation of the low spectrum of ∆
D,(0)
f,h
(see Section 3.5.1). Then, and only then, we should be able to suitably generalize
Theorem 4.2.3 when f admits critical points on the boundary.
4.3.2 Non reversible overdamped Langevin dynamics
In Section 3.5.2 of the preceding chapter, we mentioned our recent work [LM19],
in collaboration with Laurent Michel, where we prove sharp asymptotic estimates
on the low spectrum of the counterpart of L
(0)
f,h
2
for the dynamics
dXt = b(Xt) +
√
h dBt = −(1 + J)∇f(Xt)dt+
√
h dBt , (4.3.1)
that is L
(0)
b,h
2
:= −h
2
∆ +∇f · ∇ + (J∇f) · ∇, where J is a constant skew-symmetric
matrix of size d. We recall that in this case,
mf,h
2
(dµ) =
( ∫
Rd
e−2
f
hdµ
)−1
e−2
f
hdµ
is still an invariant measure since L
†,(0)
b,h
2
e−2
f
h = 0. Moreover, since J is constant, it
holds
L
(0)
b,h
2
= −h
2
e2
f
h div
(
e−2
f
h (I − J)∇ ) = − d∗
f,h
2
(I − J) d .
It follows that L
(0)
b,h
2
has in this case a natural supersymmetric extension L
(1)
b,h
2
(but
for a non symmetric “scalar product”).
Furthermore, looking at the corresponding exit problem of some bounded domain
Ω, the process (4.3.1) still admits a unique quasi-stationary distribution on Ω (see for
example [CV17]), given by the (suitably normalized) positive principal eigenfunction
of the (non self-adjoint) Dirichlet realization of L
†,(0)
b,h
2
on Ω (whose existence follows
from the Krein-Rutman theorem). Denoting by uh some principal eigenfunction of
L
D,(0)
b,h
2
, the quasi-stationary distribution is then still given by (see (1.3.27) in the
reversible case)
νh(dµ) := νh(x)dµ :=
uh(x)e
−2 f(x)
h∫
Ω
uhe
−2 f
hdµ
dµ .
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In future works, we would like to adapt the quasi-stationary distribution ap-
proach in this setting in order to generalize the results stated in Section 4.2.3, when
∂Ω admits critical points of f or not. To do this, even once the low spectrum of L
D,(0)
b,h
2
will have been precisely computed, some important analysis will still be required,
in particular to properly understand the behaviour of L
D,(1)
b,h
2
near the (generalized)
critical points of f in Ω and in ∂Ω (see the previous Section 4.3.1 in this connection).
Again, the most delicate part of this analysis should concern the critical points of f
in ∂Ω, since for its critical points in Ω, it should be possible to adapt the analysis
done in [HHS11] for the Kramers-Fokker-Planck operator.
98 CHAPTER 4. EXIT FROM A METASTABLE STATE, I
Chapter 5
Exit from a metastable state:
sharp asymptotics of the first exit
point distribution
We present in this chapter the main results of [DLLN17b]. They are also sum-
marized in the the proceedings type works [DLLN17a,LLN18].
5.1 Markov jump process and Eyring-Kramers law
5.1.1 Kinetic Monte Carlo methods
Let f : Rd → R be a Morse function, Ω ⊂ Rd be a (smooth open connected)
domain of the configuration space, and let us assume that the overdamped Langevin
process 1
dXt = −∇f(Xt)dt+
√
h dBt (5.1.1)
is initially distributed according to a probability measure µ (i.e. X0 ∼ µ) which is
supported in Ω and for which the exit event from Ω is metastable (see Definition 1.3.4
in Section 1.3.3). Let us denote by (Ωi)i=1,...,n the surrounding domains of Ω (see
Figure 5.1), each of them corresponding to a macroscopic state of the system. Many
reduced models and algorithms rely on the fact that the exit event from Ω, i.e. the
next visited state by the process (5.1.1) among the Ωi’s as well as the time spent
by the process (5.1.1) in Ω, is efficiently approximated by a Markov jump process
using kinetic Monte Carlo methods [Sch98,SS13,Vot05,Wal03,Cam14,FYY14].
Kinetic Monte Carlo methods simulate a Markov jump process in a discrete state
space. To use a kinetic Monte Carlo algorithm in order to sample the exit event
from Ω, one needs, for i ∈ {1, . . . , n}, the transition rate k0i to go from the state Ω
to the state Ωi. A kinetic Monte Carlo algorithm generates the next visited state Y
among the Ωi’s and the time T spent in Ω for the process (5.1.1) as follows:
1. First sample T as an exponential random variable with parameter
∑n
i=1 k0i,
i.e.:
T ∼ E
( n∑
i=1
k0i
)
. (5.1.2)
1. As in Chapter 4, the scaling in h considered here is different from the one adopted in (1.3.1)
in Section 1.3.
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Ω
x0
z4
Ω4
z2
Ω2
z1Ω1
z3 Ω3
Figure 5.1 – A domain Ω and its the surrounding domains (Ωi)i=1,...,4, where x0 is
the global minimum of f in Ω and {zi} = argmin∂Ω∩Ωif (i ∈ {1, 2, 3, 4}).
2. Then, sample the next visited state Y independently from T , i.e
Y |= T (5.1.3)
using the following law : for all i ∈ {1, . . . , n},
P
[
Y = i
]
=
k0i∑n
`=1 k0`
. (5.1.4)
Remark 5.1.1. Let us give an equivalent way to sample T and Y in a Monte
Carlo method. Let (τi)i∈{1,...,n} be n independent random variables such that for all
i ∈ {1, . . . , n}, τi is exponentially distributed with parameter k0i. Then, the couple
(T, Y ) has the same law as (minj∈{1,...,n} τj, argminj∈{1,...,n}τj).
5.1.2 Eyring-Kramers law
In practice, the transition rates (k0i)i∈{1,...,n} are computed using the Eyring-
Kramers formula [HTB90,Vot05]:
k0i = Ai e
− 2
h
(f(zi)−f(x0)), (5.1.5)
where Ai > 0 is a prefactor, x0 is the global minimum of f on Ω (assumed to be
unique), and {zi} = arg minz∈∂Ωi f(z), where ∂Ωi denotes the part of the boundary
∂Ω which connects the region Ω (numbered 0) with the neighboring region numbered
i, see Figure 5.1. The prefactor Ai depends on the dynamics under consideration
and on the potential function f around x0 and zi.
Moreover, the domain Ω is in practice the basin of attraction of x0 for the dy-
namics x˙ = −∇f(x). For i ∈ {1, . . . , n}, the point zi is then a saddle point (i.e. a
critical point with index 1) of f , and the prefactor Ai writes
Ai =
|λ(zi)|
2pi
√
det Hess f(x0)√|det Hess f(zi)| , (5.1.6)
where λ(zi) is the negative eigenvalue of Hess f(zi). This formula has been obtained
in the small temperature regime by Kramers in [Kra40] but also by many authors
previously (see Sections 1.3.2 and 1.3.3, and the exhaustive review of the literature
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reported in [HTB90]). We also refer to [HTB90] for generalizations to the Langevin
dynamics (see also Section 5.3.2).
In the work [DLLN17b], we consider a slightly different situation where the
domain Ω is a confining well (containing x0) inside the basin of attraction of x0 for
the dynamics x˙ = −∇f(x), i.e. satisfies ∂nf > 0 on ∂Ω. Then, for i ∈ {1, . . . , n},
the point zi is not a saddle point of f in the usual sense (since ∇f(zi) 6= 0) but a
generalized saddle point in the sense of Section 3.1.3 in the case of Dirichlet type
boundary conditions (see (3.1.5) there and the discussion below). This leads in
particular to the following formula instead of (5.1.6) (see (1.3.33), where 2h has to
be replaced by h according to the different scaling in h there, and the discussion
around in Section 1.3.3):
Ai =
∂nf(zi)√
pi h
√
det Hess f(x0)√
det Hess f |∂Ω(zi)
. (5.1.7)
Remark 5.1.2. In the Physics literature, the approximation of the macroscopic
evolution of the system with a Markov jump process with transition rates computed
with the Eyring-Kramers formula (5.1.5)–(5.1.6) is sometimes called the Harmonic
Transition State Theory, see [Mar15, Vin57].
5.1.3 Markov jump process and quasi-stationary distribu-
tion
We assume more generally from now on that Ω is a C∞ oriented compact and
connected Riemannian manifold of dimension d with interior Ω and boundary ∂Ω 2.
As explained in Section 1.3.3, if the process solution to (5.1.1) remains for a suffi-
ciently long time in the domain Ω, it is natural to consider the exit event starting
from the quasi-stationary distribution attached to Ω (see Definition 1.3.1 and Propo-
sition 1.3.3 in Section 1.3.3).
We recall here from Sections 1.3.3 and 4.2.3 that the unbounded operator
L
D,(0)
f,h
2
:=
h
2
∆
(0)
H +∇f · ∇ with domain D(LD,(0)f,h
2
) := (H10 ∩H2)(Ω, e−
2
h
fdµ)
is self-adjoint positive with a compact resolvent in L2(Ω, e−
2
h
fdµ), that its principal
eigenvalue
λh = λ1,h := min{ Sp (LD,(0)f,h
2
)} > 0 (5.1.8)
is simple and that if uh denotes some associated eigenfunction (which then has a
sign on Ω), the quasi-stationary distribution νh associated with Ω and (5.1.1) is the
probability measure on Ω defined by
νh(dµ) =
uh e
− 2
h
f∫
Ω
uh e
− 2
h
f dµ
dµ . (5.1.9)
In the sequel, we assume moreover without loss of generality that
L
D,(0)
f,h
2
= λh uh , uh > 0 on Ω , and
∫
Ω
u2h e
− 2
h
f dµ = 1 . (5.1.10)
2. We adopt here the same convention as in Chapter 4, differing from the one adopted in the
other chapters where Ω was assumed to be closed.
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We also recall from Proposition 1.3.5 that when the dynamics (Xt)t≥0 solution
to (5.1.1) is initially distributed according to νh:
— the first exit time from Ω, τΩ, and the first exit point XτΩ are independant,
— τΩ is exponentially distributed with parameter λh (and then Eνh(τΩ) = 1λh ),
— and the law of XτΩ has a density with respect to the Lebesgue measure on
∂Ω given by
z ∈ ∂Ω 7→ − h
2λh
∂nuh(z)e
− 2
h
f(z)∫
Ω
uh e
− 2
h
f dµ
. (5.1.11)
This shows that, starting from the quasi-stationary distribution in the domain
Ω, the exit event (τΩ, XτΩ) can be modeled by a Markov jump process without any
approximation. Indeed, using the notation of Section 5.1.1, let us consider that
Ω ⊂ Rd is associated with the state 0 and surrounded by n neighbouring states
associated with domains (Ωi)i=1,...,n (see Figure 5.1 for a schematic representation
when n = 4), and let us define the following transition rates:
∀i ∈ {1, . . . n} , k0i := Pνh (XτΩ ∈ ∂Ω ∩ ∂Ωi)Eνh(τΩ)
. (5.1.12)
Then the exit event (τΩ, XτΩ) is such that:
— the residence time τΩ is exponentially distributed with parameter
∑n
i=1 k0i,
— the next visited state is independent of the residence time and is i with
probability k0i∑n
j=1 k0j
.
These are exactly the properties (5.1.2)–(5.1.4) which are required to define a
transition using a Markov jump process. The quasi-stationary distribution can thus
be used to parameterize the underlying jump Markov process when the domains are
metastable (see Definition 1.3.4).
The question we try to answer in our work [DLLN17b] is then the following:
when Ω is a confining well and X0 ∼ νh, what is the error introduced when one
approximates the exact rates (5.1.12) using the Eyring-Kramers formula given by
(5.1.5) and (5.1.7). Since in this case Eνh(τΩ) = 1λh , note that one has from (5.1.11)
the following formula for the exact rates:
k0i = −h
2
∫
∂Ω∩∂Ωi
∂nuh e
− 2
h
f dµ∂Ω∫
Ω
uh e
− 2
h
f dµ
. (5.1.13)
In [DLLN17b], we prove that in the small temperature regime h → 0+, the exact
rates (5.1.13) can indeed be accurately approximated by the Eyring-Kramers formula
given by (5.1.5) and (5.1.7) with explicit error bounds (see Corollary 5.2.8 below).
The asymptotic analysis is done directly on the rates, and not only on the logarithm
of the rates, which is the typical result obtained with the large deviation theory for
example, see Section 1.3.3 and in particular (1.3.30) there.
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5.2 Results for a confining well
5.2.1 An adapted Agmon distance
Our results hold under some geometric assumptions which require to introduce
some natural Agmon distance quantifying the decay of the eigenfunctions of L
D,(1)
f,h
2
(or equivalently of the Witten Laplacian ∆
D,(1)
f,h with Dirichlet type boundary con-
ditions, see Section 1.2.3) away from the (generalized) critical points of f (see for
example [Sim84,HS84,DS99] for more material about the Agmon distance on man-
ifolds without boundary).
Definition 5.2.1. Let Ω be a C∞ oriented connected compact Riemannian manifold
of dimension d with boundary ∂Ω and f : Ω→ R be a C∞ function. Define g : Ω→ R
by:
for all x ∈ Ω, g(x) = |∇f(x)| and for all x ∈ ∂Ω, g(x) = |∇Tf(x)| , (5.2.1)
where for any x ∈ ∂Ω, ∇Tf(x) denotes the tangential gradient of the function f on
∂Ω. One defines the length L of a Lipschitz curve γ : I → Ω, where I ⊂ R is an
interval, by
L(γ, I) :=
∫
I
g (γ(t)) |γ′(t)| dt ∈ [0 +∞].
Let us recall that the Rademacher’s theorem (see for example [EG15]) states
that every Lipschitz function admits almost everywhere a derivative (which is then
bounded by the Lipschitz constant). Therefore, if I is bounded, then L(γ, I) < ∞.
Let us now define the Agmon distance adapted to our problem.
Definition 5.2.2. Let g be the function introduced in Definition 5.2.1. The Agmon
distance between x ∈ Ω and y ∈ Ω is defined by
da (x, y) := inf
γ∈Lip(x,y)
L (γ, (0, 1)) , (5.2.2)
where Lip (x, y) is the set of curve γ : [0, 1]→ Ω which are Lipschitz with γ(0) = x
and γ(1) = y.
The Agmon distance da is obviously symmetric, nonnegative, and satisfies the
triangular inequality. It is moreover a distance when the critical points of f and of
f |∂Ω are isolated.
When Ω is a manifold without boundary, the Agmon distance da introduced in
Definition 5.2.2 coincides with the Agmon distance defined in [HS85c, Appendix 2].
It satisfies in particular |∇da| = |∇f | near the (non degenerate) critical points of f in
Ω. When ∂Ω 6= ∅, it moreover also satisfies |∇da| = |∇f | near the (non degenerate)
critical points of f |∂Ω. This property, crucial in the analysis led in [DLLN17b],
requires to use the tangential gradient of f on ∂Ω in the definition of da (see (5.2.1)).
We refer to [DLLN17b, Section 3] for more details about da.
5.2.2 Main results
Before stating the main results of [DLLN17b], we first introduce some notation
and some preliminary results.
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The following hypotheses specify in particular what we mean by a confining well
for the potential f (see also Section 1.3.3).
[H1] The function f : Ω → R is a Morse function without any critical on ∂Ω and
f |∂Ω is a Morse function.
[H2] The function f has a unique global minimum x0 ∈ Ω in Ω, i.e.
min
∂Ω
f > min
Ω
f = min
Ω
f = f(x0) ,
and x0 is the unique critical point of f in Ω. We assume moreover that f |∂Ω has
precisely n ≥ 1 local minima z1, . . . , zn, ordered such that
f(z1) ≤ f(z2) ≤ · · · ≤ f(zn) .
[H3] It holds ∂nf > 0 on ∂Ω.
When these assumptions are satisfied, note that according to the notation of
Section 3.1.3 in the Dirichlet setting (see (3.1.4) and (3.1.5)), it holds mD0 = 1 and
{x0} = UD,(0)Ω , and
mD1 = n and UD,(1)Ω = U
D,(1)
∂Ω = {z1, . . . , zn} .
In the sequel, we denote moreover by n0 ∈ {1, . . . , n} the number of points in
arg min f |∂Ω:
f(z1) = · · · = f(zn0) < f(zn0+1) ≤ · · · ≤ f(zn) .
Note that Theorem 3.2.2 and (3.2.1) in Chapter 3 (see also [HN06, DLLN19b])
then immediately lead to the following proposition:
Proposition 5.2.3. Assume that [H1], [H2], and [H3] hold. Then, the principal
eigenvalue λh of L
D,(0)
f,h
2
(Ω) satisfies in the limit h→ 0+:
λh =
√
det Hess f(x0)√
pih
n0∑
i=1
∂nf(zi)√
det Hess f |∂Ω(zi)
e−
2
h
(f(z1)−f(x0))(1 +O(h)) , (5.2.3)
where the term O(h) admits a full asymptotic expansion in h.
Moreover, Proposition 4.2.1 in Chapter 4 immediately implies the following re-
sult:
Proposition 5.2.4. Assume that [H1], [H2], and [H3] hold. Then, when h→ 0+,
it holds ∫
Ω
uh e
− 2
h
f dµ =
pi
d
4
(det Hess f(x0))
1/4
h
d
4 e−
1
h
f(x0)
(
1 +O(h)) ,
where uh is defined by (5.1.10) and the term O(h) admits a full asymptotic expansion
in h.
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We now define the basins of attraction of the local minima zi for the dynamics
x˙ = −∇Tf(x) in ∂Ω, where we recall that for any x ∈ ∂Ω, ∇Tf(x) denotes the
tangential gradient of f on ∂Ω.
Definition 5.2.5. Assume that [H1] holds. For each local minimum z ∈ ∂Ω,
one denotes by Bz ⊂ ∂Ω the basin of attraction in ∂Ω of z for the dynamics x˙ =
−∇Tf(x) in ∂Ω. We recall that Bz is an open subset of ∂Ω and we additionally
define Bcz := ∂Ω \Bz.
Note in particular that one obviously has f(x) ≥ f(z) for each local minimum
z ∈ ∂Ω and x ∈ Bz.
In view of (5.1.11) and (5.1.13), we need to estimate three quantities in order to
analyze the exit point density and the asymptotic of the transition rates in the regime
h → 0+: λh and
∫
Ω
uh e
− 2
h
f , where (λh, uh) is defined by (5.1.8) and (5.1.10), and∫
Σ
(∂nuh) e
− 2
h
f for a subset Σ of ∂Ω. The two first quantities are already estimated
thanks to Propositions 5.2.3 and 5.2.4, and the following result gives en estimate on∫
Σ
(∂nuh) e
− 2
h
f when Σ ⊂ Bzi for some local minimum zi of f |∂Ω.
Theorem 5.2.6. Assume that [H1], [H2], and [H3] hold, and that
— ∀i ∈ {1, . . . , n},
inf
z∈Bczi
da(z, zi) > max[f(zn)− f(zi), f(zi)− f(z1)] , (5.2.4)
— and
f(z1)− f(x0) > f(zn)− f(z1) . (5.2.5)
Then, for all i ∈ {1, . . . , n} and all open set Σi ⊂ ∂Ω containing zi and such that
Σi ⊂ Bzi, it holds in the limit h→ 0+,∫
Σi
∂nuh e
− 2
h
f dµ∂Ω = Ai(h) e
− 2f(zi)−f(x0)
h
(
1 +O(h)) , (5.2.6)
where uh is defined by (5.1.10), the term O(h) admits a full asymptotic expansion
in h, and
Ai(h) = −(det Hess f(x0))
1/4 ∂nf(zi) 2pi
d−2
4√
det Hess f |∂Ω(zi)
h
d−6
4 .
Theorem 5.2.6 is the main contribution of our work [DLLN19a]. Together with
Propositions 5.2.3 and 5.2.4, it has the consequences stated below on the first exit
point distribution and on the estimate of the exact rates (k0i)i∈{1,...,n} using the
Eyring-Kramers formula (see Section 5.1.3). We recall that (Xt)t≥0 denotes the
solution to (5.1.1), that τΩ is the first exit time from the domain Ω, and that νh is
the quasi-stationary distribution associated with (Xt)t≥0 and Ω (see (5.1.9)).
Corollary 5.2.7. Under the hypotheses of Theorem 5.2.6, for every i ∈ {1, . . . , n}
and every open set Σi ⊂ ∂Ω containing zi such that Σi ⊂ Bzi, it holds in the limit
h→ 0+:
Pνh [XτΩ ∈ Σi] =
∂nf(zi)√
det Hess f |∂Ω(zi)∑n0
k=1
∂nf(zk)√
det Hess f |∂Ω(zk)
e−
2
h
(f(zi)−f(z1)) (1 +O(h)) , (5.2.7)
where the term O(h) admits a full asymptotic expansion in h.
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Note in passing that as a simple consequence of Corollary 5.2.7, we recover the
fact that (Xt)t≥0 leaves Ω around the global minima z1, . . . , zn0 of f on ∂Ω (see
Section 1.3.3 and Chapter 4, and [DLLN19b]).
Corollary 5.2.8. Let i ∈ {1, . . . , n} and Σi ⊂ ∂Ω be an open set containing zi
such that Σi ⊂ Bzi. Using the notation of Section 5.1.3, assume that Σi is the
common boundary between Ω and another domain Ωi ⊂ Rd. Under the hypotheses
of Theorem 5.2.6, the transition rate to go from Ω to Ωi given by (5.1.12) satisfies,
in the limit h→ 0+,
k0i =
1√
pih
∂nf(zi)
√
det Hess f(x0)√
det Hess f |∂Ω(zi)
e−
2
h
(f(zi)−f(x0)) (1 +O(h)) , (5.2.8)
where the term O(h) admits a full asymptotic expansion in h.
This corollary thus gives a justification of the Eyring-Kramers formula and the
Transition State Theory to build Markov models. As stated in the assumptions, the
exit rates are obtained assuming ∂nf > 0 on ∂Ω: the local minima z1, . . . , zn of f
on ∂Ω are therefore not saddle points of f but generalized saddle points (see (3.1.5)
and the discussion below in Section 3.1.3). We refer to (5.3.1) in Section 5.3.1 for
the expected formula when z1, . . . , zn are usual saddle points of f .
Let us conclude this section with the following result which generalizes Corol-
lary 5.2.7 to sufficiently low in energy deterministic initial conditions. We refer
to [DLLN17b, Section 1.6.6] for other generalisations of Theorem 5.2.6 and Corol-
lary 5.2.7.
Corollary 5.2.9. Let us assume that all the hypotheses of Corollary 5.2.7 are sat-
isfied, and that in addition there exists i0 ∈ {2, . . . , n} such that
2(f(zi0)− f(z1)) < f(z1)− f(x0). (5.2.9)
Let j ∈ {1, . . . , i0} and α ∈ R be such that
f(x0) < α < 2f(z1)− f(zj).
Then, for i ∈ {1, . . . , j} and for every open set Σi ⊂ ∂Ω containing zi and such that
Σi ⊂ Bzi, we have uniformly in x ∈ {f ≤ α} ∩ Ω in the limit h→ 0+:
Px[XτΩ ∈ Σi] =
∂nf(zi)√
det Hess f |∂Ω(zi)∑n0
k=1
∂nf(zk)√
det Hess f |∂Ω(zk)
e−
2
h
(f(zi)−f(z1)) (1 +O(h)) . (5.2.10)
Let us give a simple example to illustrate this result. In a situation where n = 2
and f(z2) > f(z1), this corollary shows that the estimates we have obtained on
the probability to exit in a neighborhood of z2 under the assumption X0 ∼ νh are
still valid when X0 = x for x ∈ {f < 2f(z1) − f(z2)} ∩ Ω under the assumption
f(z1)− f(x0) > 2(f(z2)− f(z1)), which is a stronger assumption than (5.2.5).
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5.2.3 About the hypotheses
On the geometric assumption (5.2.4)
The question we would like to address here is the following: is the assump-
tion (5.2.4) necessary for the result on the exit point density (5.2.7) to hold?
In order to test this assumption numerically, we consider the following simple
two-dimensional setting. The potential function is
f(x, y) = x2 + y2 − ax ,
with a ∈ (0, 1/9), and the domain Ω is defined by (see Figure 5.2):
Ω = (−1, 1)2 ∪ {(x, y) |x2 + (y − 1)2 < 1} ∪ {(x, y) |x2 + (y + 1)2 < 1} .
The two local minima of f on ∂Ω are z1 = (1, 0) and z2 = (−1, 0). Notice that
f(z2)−f(z1) = 2a > 0. The potential f has a unique critical point in Ω, namely the
global minimum x0 = (a/2, 0). Let us check that the assumptions of Theorem 5.2.6
are satisfied in this setting (i.e. for a ∈ (0, 1
9
)). Indeed, the inequality f(z1) −
f(x0) > f(z2) − f(z1) is satisfied if and only if 1 − 3a + a24 > 0 i.e. if and only if
a /∈ (2(3−√8), 2(3 +√8)). Moreover, from the analysis on the Agmon distance da
led in [DLLN17b, Section 3], the inequalities
da(z1, B
c
z1
) > f(z2)− f(z1) and da(z2, Bcz2) > f(z2)− f(z1)
are satisfied (see [DLLN17b, Section 1.6.2] for details).
Σ2
z2 z1x0
Figure 5.2 – The domain Ω.
Let us now consider the segment Σ2 joining the two points (−1,−1) and (−1, 1).
This subset of ∂Ω contains the highest saddle point z2 and is included in Bz2 . From
Corollary 5.2.7, we expect that, in the limit h→ 0+,
Pνh [XτΩ ∈ Σ2] = exp
Å
G
Å
2
h
ãã (
1 +O(h)) ,
where
G (x) = ln
ñ
∂nf(z2)
√
det Hess f |∂Ω(z1)
∂nf(z1)
√
det Hess f |∂Ω(z2)
ô
− x (f(z2)− f(z1)) .
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The function G is compared for various values of h to the numerically estimated
function F defined by F
(
2
h
)
= ln (Pνh [XτΩ ∈ Σ2]). In practice, the quasi-stationary
distribution νh is sampled using a Fleming-Viot particle system (the convergence
diagnostics is based on a Gelman-Rubin statistics, see [BLS15]) composed of 105
particles. The probability Pνh(XτΩ ∈ Σ2) is estimated using a Monte Carlo procedure
using 6× 105 particles distributed according to the quasi-stationary distribution νh.
The dynamics (5.1.1) is discretized in time using an Euler-Maruyama scheme with
a timestep ∆t = 2.10−3 on Figure 5.3. We observe on the latter figure an excellent
agreement between the theory and the numerical results.
Figure 5.3 – Logarithm of the probability Pνh(XτΩ ∈ Σ2) as a function of 2h : com-
parison of the theoretical result function (G) with the numerical result (function F ,
∆t = 2.10−3); a = 1/20.
Now, the potential function f is modified such that the assumption (5.2.4) is not
satisfied anymore. More precisely, the potential function is
f(x, y) =
(
y2 − 2 a(x))3 with a(x) = a1x2 + b1x+ 0.5 ,
where a1 and b1 are chosen such that a(−1 + δ) = 0, a(1) = 1/4 for δ = 0.05.
We have f(z1) = −1/8 and f(z2) = −8(a(−1))3 > 0 > f(z1). Moreover, two
“corniches” (which are in the level set f−1({0}) of f , and on which |∇f | = 0) on the
“slopes of the hills” of the potential f join the point (−1 + δ, 0) to Bcz2 (at the points
(1,−1/√2) ∈ Bcz2 and (1, 1/
√
2) ∈ Bcz2) so that infz∈Bcz2 da(z, z2) < f(z2) − f(z1).
Indeed, in that case assumption (5.2.4) is not satisfied since
inf
z∈Bcz2
da(z, z2) ≤ da
Ä
z2, (1, 1/
√
2)
ä
≤ da (z2, (0,−1 + δ)) + da
Ä
(0,−1 + δ), (1, 1/
√
2)
ä
= f(z2)− f(0,−1 + δ) + 0
= f(z2) < f(z2)− f(z1) .
Notice that Hess f |∂Ω(z1) and Hess f |∂Ω(z2) are nonsingular. The functions f |Ω
and f |∂Ω are not Morse functions, but an arbitrarily small perturbation (which we
neglect here) turns them into Morse functions. When comparing the numerically
estimated probability Pνh(XτΩ ∈ Σ2) with the theoretical asymptotic result in the
limit h→ 0+, we observe a discrepancy on the prefactors, see Figure 5.4.
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Figure 5.4 – Logarithm of the probability Pνh(XτΩ ∈ Σ2) as a function of 2h : com-
parison of the theoretical result function (G) with the numerical result (function F ,
∆t = 2.10−3 and ∆t = 5.10−4).
Therefore, it seems that assumption (5.2.4) is indeed required to get an accurate
description of the dynamics by the jump Markov process using the Eyring-Kramers
law to estimate the rates between the neighboring states.
On the geometric assumptions (5.2.5) and (5.2.9)
To discuss the necessity of the assumptions (5.2.9) in Corollary 5.2.9 and (5.2.5)
in Corollary 5.2.7, we consider a one-dimensional case, where the law of XτΩ when
X0 = x has an explicit expression. Let f : R → R be C∞ and let z1, z2 ∈ R be
such that z1 < z2. Let us assume that f
′(z1) < 0, f ′(z2) > 0, f(z1) < f(z2),
and that f has only one critical point in (z1, z2) denoted by x0. This implies in
particular that f(x0) = min[z1,z2] f < f(z1). Moreover let us assume that f
′′(x0) > 0.
Therefore, the hypotheses [H1] to [H3] hold. For x ∈ [z1, z2], let us denote by
wh(x) = Px[Xτ(z1,z2) = z2]. It is standard that using a Feynman-Kac formula, wh
solves the elliptic boundary value problem
L
(0)
f,h
2
wh = −h
2
w′′h + w
′
hf
′ = 0, wh(z1) = 0, wh(z2) = 1.
Therefore, one has for x ∈ [z1, z2]:
wh(x) =
∫ x
z1
e
2
h
f dµ
(∫ z2
z1
e
2
h
f dµ
)−1
.
Let x ∈ [z1, z2]. Using Laplace’s method, it holds in the limit h→ 0+:
– if f(x) < f(z1),
Px[Xτ(z1,z2) = z2] = −
f ′(z2)
f ′(z1)
e−
2
h
(f(z2)−f(z1)) (1 +O(h)) ,
– if f(x) = f(z1) and x 6= z1,
Px[Xτ(z1,z2) = z2] = f
′(z2)
Å
1
f ′(x)
− 1
f ′(z1)
ã
e−
2
h
(f(z2)−f(z1))(1 +O(h)) ,
110 CHAPTER 5. EXIT FROM A METASTABLE STATE, II
– and if f(x) > f(z1),
Px[Xτ(z1,z2) = z2] =
f ′(z2)
f ′(x)
e−
2
h
(f(z2)−f(x)) (1 +O(h)) .
Therefore, in dimension one, the estimate (5.2.10) holds if and only if x ∈ {f <
f(z1)}. In accordance with Corollary 5.2.9, the asymptotic (5.2.10) only holds for
initial conditions which are sufficiently low in energy. However, we observe that in
this simple one-dimensional setting, the assumption (5.2.9) is not needed, but we
do not know if the results of Corollary 5.2.9 hold in general without this assumption.
Let us now discuss the assumption (5.2.5) in the framework of Theorem 5.2.6
and Corollary 5.2.7. From (5.1.9), one has:
Pνh [Xτ(z1,z2) = z2] =
∫ z2
z1
Px[Xτ(z1,z2) = z2] dνh =
∫ z2
z1
uhwhe
− 2
h
f dµ∫ z2
z1
uhe
− 2
h
f dµ
.
From basic estimates proven in [DLLN17b], one has for any δ > 0, in the limit
h→ 0+ (see Section 1.6.2 there for details):
Pνh [Xτ(z1,z2) = z2] = −
f ′(z2)
f ′(z1)
e−
2
h
(f(z2)−f(z1)) (1+O(h)+O(e− 1h (3f(z1)−f(z2)−2f(x0)−δ))) .
Therefore, the result of Corollary 5.2.7 holds if
2 (f(z1)− f(x0)) > f(z2)− f(z1) . (5.2.11)
This explicit computation in dimension one then shows that the result of Corol-
lary 1 indeed requires an assumption of the type: the height f(z1) − f(x0) of the
energy barrier to leave the well is sufficiently large compared to the largest difference
in energy of the saddle points f(z2)− f(z1). Notice that (5.2.11) differs from (5.2.5)
by a multiplicative factor 1
2
. We do not know if the results of Corollary 5.2.7 hold
in general under the weaker assumption (5.2.11). Finally, let us mention that when
d = 1, (5.2.4) is always satisfied.
5.2.4 About the proofs
Let us now give a brief idea on how Theorem 5.2.6 is proven in [DLLN17b].
As in Section 4.2.5 in Chapter 4, we have, under [H1]–[H3] and with the notation
of Section 5.2.2:
— the existence of c > 0 such that
dim Ran (pi
(0)
h ) = 1 and dim Ran (pi
(1)
h ) = n ,
where, for i ∈ {0, 1}, pi(i)h := pi[0,c)(LD,(i)f,h
2
) is the spectral projector of the self-
adjoint operator L
D,(i)
f,h
2
= 1
2h
e
f
h ∆
D,(i)
f,h e
− f
h in ΛL2(Ω, e−
2
h
fdµ) associated with
the interval [0, c),
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— the supersymmetric relations 3
L
D,(1)
f,h
2
∇ = ∇LD,(0)
f,h
2
and L
D,(0)
f,h
2
=
h
2
∇∗∇ on Ran (pi(0)h ) , (5.2.12)
where ∇∗ is the adjoint of ∇ : Ran (pi(0)h ) → Ran (pi(1)h ) with respect to the
scalar product on ΛL2(Ω, e−
2
h
fdµ).
Since Ran (pi
(0)
h ) = Span{uh}, where we recall that uh is the principal eigen-
function of L
D,(0)
f,h
2
defined by (5.1.10), we deduce in particular from (5.2.12) that
for any orthonormal basis (ψj)j∈{1,...,n} of Ran pi
(1)
h in the weighted Hilbert space
ΛL2w(Ω) := ΛL
2(Ω, e−
2
h
fdµ), it holds, for every k ∈ {1, . . . , n},∫
Σk
∂nuh e
− 2
h
f dµ∂Ω =
n∑
j=1
〈∇uh, ψj〉L2w
∫
Σk
ψj · ~n e− 2hf dµ∂Ω , (5.2.13)
where we recall that Σk is an open set of ∂Ω such that zk ∈ Σk and Σk ⊂ Bzk .
We hence look for an accurate enough approximation of uh and a suitable basis
(ψj)j∈{1,...,n} of Ran pi
(1)
h .
Step 1: approximation of uh
Under [H1], [H2], and [H3], it is not difficult to find a good enough approxi-
mation of uh. Indeed, it suffices to consider the normalized cut-off function
u˜h = u˜h,ε :=
χ
‖χ‖L2w
,
where χ ∈ C∞c (Ω,R+) and χ = 1 on {x ∈ Ω, d(x, ∂Ω) ≥ ε} where ε > 0 is arbi-
trary small. This leads, by the same analysis as in Section 3.3 in Chapter 3 (see
Section 3.3.1, (3.3.6), and (3.3.7)), to the following estimate in the limit h→ 0+:
pi
(0)
h u˜h = u˜h +O(e−
1
h
(f(z1)−f(x0)−δε)) in L2w(Ω) , where 0 < δε −→
ε→0+
0+ .
Since Ran (pi
(0)
h ) = Span{uh} and χ ≥ 0, it then holds in L2w(Ω) in the limit h→ 0+:
uh =
pi
(0)
h u˜h
‖pi(0)h u˜h‖L2w
= u˜h +O(e− 1h (f(z1)−f(x0)−δ)) , where 0 < δε −→
ε→0+
0+ . (5.2.14)
Step 2: construction of a suitable basis of Ran pi
(1)
h
In view of (5.2.13), we are looking for an almost orthonormal family of 1-forms
(ψ˜j)j∈{1,...,n} which forms, when projected on Ran pi
(1)
h , a basis of Ran pi
(1)
h which
allows to obtain, when h → 0+, sharp enough asymptotic estimates on ∂nuh on all
the Σk’s to prove Theorem 5.2.6.
More precisely, the analysis of the properties needed to prove Theorem 5.2.6 from
(5.2.13) made in [DLLN17b, Section 2] (see Proposition 25 there) leads us to look
3. As in Section 4.2.5, we identify the differential du of the function u with its gradient ∇u.
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for an almost orthonormal family (ψ˜j)j∈{1,...,n} satisfying in particular for some c > 0
in the limit h→ 0+ (see (5.2.4)),
∀j ∈ {1, . . . , n} , ∥∥(1−pi(1)h )ψ˜j∥∥H1w = O(e− 1h (max[f(zn)−f(zj), f(zj)−f(z1)]+c)) , (5.2.15)
where ΛH1w(Ω) := ΛH
1(Ω, e−
2
h
fdµ). The relation (5.2.15) obviously implies that
in the limit h → 0+, (pi(1)h ψ˜j)j∈{1,...,n} is an almost orthonormal basis of Ran pi(1)h ,
but permits also to show that for some c > 0 independent of h and for every
k ∈ {1, . . . , n}, it holds (compare with (5.2.6) in Theorem 5.2.6 and with (5.2.13))∫
Σk
∂nuh e
− 2
h
f dµ∂Ω =
n∑
j=1
〈∇u˜h, ψ˜j〉L2w
∫
Σk
ψ˜j·~n e− 2hf dµ∂Ω+O
(
e−
2f(zk)−f(x0)+c
h
)
, (5.2.16)
where u˜h is the approximation of uh defined below and satisfying (5.2.14).
The construction of such a family (ψ˜j)j∈{1,...,n} satisfying (5.2.15) is one of the ma-
jor issues of [DLLN17b] (see below for more explanations). Once this is done, in order
to prove Theorem 5.2.6, it remains to precisely estimate the terms
∫
Σk
ψ˜j ·~n e− 2hf dµ∂Ω
and 〈∇u˜h, ψ˜j〉L2w for j, k ∈ {1, . . . , n}. Such estimates follow from the construction of
an accurate WKB approximation of each ψ˜j in a neighborhood in Ω of an arbitrarily
large closed neighborhood of zj in Bzj .
We conclude this section by explaining the construction a family (ψ˜j)j∈{1,...,n} as
above made in [DLLN17b].
Step 2.a): Construction of the family (ψ˜j)j∈{1,...,n}
Inspired by the construction made in Section 3.3.2, we want to define, for every
j ∈ {1, . . . , n}, a quasimode ψ˜j satisfying zk ∈ supp ψ˜j if and only if k = j (and
x0 /∈ supp ψ˜j). But contrary to the construction of Section 3.3.2, we want supp ψ˜j
to be arbitrary large in Bzj ∪ Ω (see why next step).
More precisely, the basic idea of [DLLN17b] is to construct ψ˜j by exploiting the
supersymmetric structure of the weighted Laplacian (or equivalently of the Witten
Laplacian) in the following way. Let Ω0 be a small smooth open neighborhood of x0
such that ∂nf < 0 on Γ0 = ∂Ω0, ~n being the outward normal to Ω\Ω0. Let moreover
Γj denote a closed subset of Bzj containing zj, arbitrary large in Bzj . Let us then
define Ω˙ := Ω\Ω0 and let us consider the weighted Laplacian LDNf,h
2
= 1
2h
e
f
h ∆DNf,h e
− f
h
on Ω˙ (see (1.3.18)) with Dirichlet type boundary conditions on Γj ∪ ∂Ω0 and with
Neumann type boundary conditions on Γ′j := ∂Ω \ Γj (see Section 1.2.3). Then,
according to [H1], [H2], and [H3]:
— it holds ∇f 6= 0 in Ω˙,
— since ∂nf > 0 on Γ
′
j, the function f has no generalized critical point in the
Neumann setting on this part of the boundary of Ω˙ (see Section 1.2.3 and
(3.1.3) in Section 3.1.3),
— since ∂nf < 0 on ∂Ω0 and ∂nf > 0 on Γj, the function f has precisely one
generalized critical point in the Dirichlet setting on ∂Ω˙\Γ′j (see Section 1.2.3
and (3.1.5) in Section 3.1.3), namely zj, which is a generalized saddle point.
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Combining the results of Theorem 1.2.5 in the Dirichlet and in the Neumann setting
then formally implies that L
DN,(p)
f,h
2
admits some exponentially small eigenvalue if and
only if p = 1, in which case it admits precisely one exponentially small eigenvalue
(counted with multiplicity). The supersymmetry then implies that this eigenvalue
is necessarily 0.
Actually, the above reasoning is only formal since the proof of Theorem 1.2.5
makes for instance use of Green type formulas, which rely in particular on the fact
that the elements in the form domain of the Witten Laplacian considered are in
ΛH1(Ω) and then admit a well-defined boundary trace. We recall moreover that the
inclusion of the form domains in ΛH1 follows from the Gaffney inequalities (1.2.15)
and (1.2.17). But when for example u belongs to the form domain of the operator
L
DN,(1)
f,h
2
on Ω˙, i.e. when u is a 1-form such that (see Section 1.2.3)
u , du , d∗u ∈ ΛL2(Ω˙) and tu = 0 on Γj ∪ ∂Ω0 , nu = 0 on Γ′j , (5.2.17)
it is in general even no more true that u ∈ Λ1H 12 (Ω˙) (see for example [JMM09]).
This singular behaviour arises from the fact that Γj and Γ′j, where Dirichlet and
Neumann type boundary conditions are respectively considered, meet at an angle
(greater than or equal to) pi.
However, the analysis led in the articles [JMM09,GMM11], dealing in particular
with Hodge Laplacians on domains with Lipschitz boundaries, implies that when Γj
and Γ′j meet at an angle strictly less than pi, any 1-form u satisfying (5.2.17) then
belong to Λ1H
1
2 (Ω˙), admits in some sense a boundary trace u|∂Ω˙ ∈ Λ1L2(∂Ω˙), and
satisfies the following Gaffney type subelliptic estimate (where C > 0 is independent
of u):
‖u‖
H
1
2 (Ω˙)
+ ‖u|∂Ω˙‖L2(∂Ω˙) ≤ C
Ä
‖u‖L2(Ω˙) + ‖du‖L2(Ω˙) + ‖d∗u‖L2(Ω˙)
ä
. (5.2.18)
Thus, in order to be able to apply properly the above reasoning exploiting the
supersymmetry, we slightly modify Ω˙ and Γ′j in such a way that Γj and the new Γ
′
j
meet at an angle strictly less than pi.
The 1-form ψ˜j associated with zj is then defined from an eigen-1-form vj = vj,h
associated with the eigenvalue 0 of the operator L
DN,(1)
f,h
2
on the above modification
Ω˙j of Ω˙:
ψ˜j :=
χj vj
‖χj vj‖L2w
,
where χj is a cut-off function with an arbitrary large support in Ω˙j \ Γ′j, and then
in Bzj ∪ Ω \ {x0}. This is a major difference with previous constructions in the
literature, such as in [HN06].
Step 2.b): Accuracy of the quasimodes ψ˜j for j ∈ {1, . . . , n}
To obtain the estimate (5.2.15) (and then (5.2.16)), one needs to quantify the de-
crease of the quasimode ψ˜j outside a neighboorhood of zj. This is done in [DLLN17b]
using Agmon estimates which allow to localize ψ˜j in a neighboorhood of zj. More
precisely, we prove in [DLLN17b, Section 4] that for some N ∈ N and every
j ∈ {1, . . . , n}, it holds ∥∥ψ˜j e 1hda(.,zj)∥∥H1w = O(h−N) , (5.2.19)
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where da is the Agmon distance defined in (5.2.2). Proving the relation (5.2.19) re-
quires in particular a nice understanding of this Agmon distance, which is the object
of [DLLN17b, Section 3], and dealing with the boundary of Ω introduces technical
difficulties. This relation is then obtained by adapting to our case techniques devel-
oped in [HN06,Lep10].
Note now that (5.2.19) leads, using for instance (3.3.7), to the following estimate:
∃C > 0 , ∀ j ∈ {1, . . . , n} , ∥∥(1− pi(1)h )ψ˜j∥∥2L2w ≤ C 〈LD,(1)f,h ψ˜j, ψ˜j〉L2w
≤ C h−2N−1 e− 2h infsupp∇χj da(·,zj) .
Since by construction supp ψ˜j is arbitrary large in Bzj ∪ Ω \ {x0}, the latter
inequality permits to obtain the relation (5.2.15) when for every j ∈ {1, . . . , n},
f(zj)− f(x0) = da(x0, zj) > max[f(zn)− f(zj), f(zj)− f(z1)]
and
da(B
c
zj
, zj) > max[f(zn)− f(zj), f(zj)− f(z1)] ,
that is precisely when the assumptions (5.2.4) and (5.2.5) hold. This explains in
particular why the quasimode ψ˜j must have its support arbitrary large in Bzj ∪ Ω.
5.3 Some perspectives
5.3.1 The standard Eyring-Kramers law
We have already stressed several times in this work that the algorithms aim-
ing at approximating the exit event from a metastable state Ω for the overdamped
Langevin dynamics by a Markov jump process following the Eyring-Kramers law
(see Definition 1.3.6 in Section 1.3.3 and Section 5.1.2) assume in practice that Ω
is the basin of attraction of some local minimum of the potential function f for the
dynamics x˙ = −∇f(x) (see (1.3.38) and the discussion around in Section 1.3.3, and
Section 5.1).
Motivated by this setting, non generic but natural with respect to applications,
we intend, in a future work in collaboration with Boris Nectoux and Tony Lelie`vre,
to extend the results of this chapter when Ω is, say, a smooth basin of attraction of
some local minimum of the potential f , or, since a basin of attraction is not smooth
in general, a suitable smooth approximation of this basin of attraction.
In this case, denoting by (zi)1≤i≤n the saddle points of f on ∂Ω, we expect
to prove for the exit rates (k0i)i∈{1,...,n}, instead of (5.2.8) in Corollary 5.2.8, the
following result:
k0i =
|λ(zi)|
pi
»
det Hess f(x0)»
| det Hess f(zi)|
e−
2
h
(f(zi)−f(x0))(1 +O(√h)) , (5.3.1)
where λ(zi) is the negative eigenvalue of Hess f(zi). Notice that the latter formula
differs asymptotically from (5.1.5)–(5.1.6) and (1.3.38) in Section 1.3.3 by a mul-
tiplicative factor 1
2
since we actually compute the exit rates from Ω and not the
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transition rates to the neighboring states. Concerning this multiplicative factor 1
2
,
we refer for example to the remark on page 408 in [BEGK04], [LLN18, Remark 10],
and the results on asymptotic exit times in [MS93]. This factor is due to the fact
that, once at the saddle point, the process has, in the limit h → 0+, a probability
one half to go back to Ω, and a probability one half to effectively leave Ω. Note in
passing that this multiplicative factor does not have any influence on the law of the
next visited state which only involves ratio of the rates k0i, see Section 5.1.3 and
(5.2.7). Concerning lastly the error term O(√h) involved in (5.3.1), one can not
hope better in general, as it can for example be seen from 1D computations (this
follows from the fact that the Laplace method on a half-space produces in general a
term of this order).
Then, we plan to look at the corresponding problem for the related non reversible
overdamped Langevin equation,
dXt = b(Xt) +
√
h dBt = −(1 + J)∇f(Xt)dt+
√
h dBt ,
where J is a constant skew-symmetric matrix of size d and whose infinitesimal
generator is given by
L
(0)
b,h
2
:= −h
2
∆ +∇f · ∇+ (J∇f) · ∇ = L(0)
f,h
2
+ (J∇f) · ∇ .
We refer to Sections 3.5.2 and 4.3.2 for more details on this operator.
To conclude this part, let us also recall that, whether we want to prove (5.3.1) or
its counterpart in the non-reversible case, we first need to obtain an Eyring-Kramers
type formula for the principal eigenvalue of L
D,(0)
V,h
2
4 (or for its counterpart L
D,(0)
b,h
2
)
as well as an accurate knowledge of L
D,(1)
V,h
2
(or of L
D,(1)
b,h
2
) near the critical points of
f , which all belong to ∂Ω except one when Ω behaves as a basin of attraction of
some local minimum of f . This knowledge is crucial to be able to adapt the analysis
of [DLLN17b] (see indeed Section 5.2.4).
5.3.2 Case of the general Langevin dynamics
In this last part, we are interested in the general Langevin process®
dqt = pt dt
dpt = −∇f(qt) dt− γ pt dt+
√
hγ dBt ,
(5.3.2)
where (qt, pt) ∈ Ω× Rd, Ω being an open subset of Rd, f : Rd → R is the potential
energy function, γ > 0 is the friction parameter, h = kBT > 0 is proportional to
the temperature, and Bt ∈ Rd is a d-dimensional Brownian motion. The Langevin
dynamics gives the evolution of the positions qt ∈ Rd and of the momenta pt ∈ Rd,
contrary to the overdamped Langevin dynamics
dXt = −∇f(Xt) dt+
√
h dBt
4. This formula has been recently obtained in our work [LN19b] in collaboration with Boris
Nectoux.
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which is only in position space: Xt ∈ Rd. The Langevin dynamics, which is thus
more general than the overdamped Langevin dynamics, is also the dynamics the
most used in practice to simulate the microscopic evolution of a molecular system.
Moreover, using a rescaling in time, the overdamped Langevin dynamics is derived
from the Langevin dynamics in the large friction limit: when γ → +∞, (qγt)t≥0
converges to (Xt)t≥0 (see for example [LRS10, Section 2.2.4]). The infinitesimal
generator of the Langevin dynamics (5.3.2) is given by the Kramers-Fokker-Planck
type operator
Pf,h
2
:= −γh
2
∆p + γ p · ∇p − p · ∇q +∇f · ∇p .
This operator is neither (formally) self-adjoint nor elliptic, but only hypoelliptic,
which makes its study delicate.
In the case where Ω = Rd, an important step in the study of kinetic equations
by semiclassical methods was obtained by He´rau-Nier in [HN04]. In this work, the
authors proved hypoelliptic estimates for the operator ∂t−P †f,h
2
, where P †
f,h
2
denotes
the formal adjoint of Pf,h
2
, and brought to light the link between the exponential
rate of return to equilibrium for the Langevin dynamics (5.3.2) and the spectral
properties of the Witten Laplacian associated with f . Their study was continued
by He´rau-Hitrik-Sjo¨strand in a series of works ending with [HHS11], where, taking
advantage of the specific supersymmetric and PT-symmetric structures of Pf,h
2
, the
authors obtained Eyring-Kramers type formulas for the smallest eigenvalues of Pf,h
2
in the limit h→ 0+.
A challenging perspective would be to prove that the exit event from a bounded
metastable domain Ω ⊂ Rd for the Langevin dynamics (5.3.2) satisfies asymptot-
ically the corresponding Eyring-Kramers law. The general strategy to tackle this
problem is the following.
— First, proving the existence (and the unicity) of the quasi-stationary distri-
bution associated with the Langevin dynamics and Ω. The recent important
work [Nie18], where the operator Pf,h
2
acting on Ω with absorbing bound-
ary conditions is in particular shown to be maximal accretive and to satisfy
subelliptic estimates, already gives a part of the answer. However, a Krein-
Rutman type argument is still missing to prove that Pf,h
2
admits a unique
eigenvalue with minimal real part (which is hence real) and whose associated
eigenvectors have a sign.
— Second, proving Eyring-Kramers type formulas for the small eigenvalues of
Pf,h
2
with absorbing boundary conditions on Ω, which means performing an
analysis in the spirit of [HHS11] in the case with boundary. This should be
a long work, also relying on [Nie18]. We recall that even in the self-adjoint
elliptic setting, the presence of a boundary leads to substantial difficulties
(see in this connection Sections 3.5.1 and 4.3.1 when the boundary admits
critical points of f). In this context, it would be interesting to both look at
the cases where ∂Ω admits critical points of f or not.
— Lastly, generalizing the results presented in this chapter in this non-elliptic
setting. Again, this should be a long work.
5.3. SOME PERSPECTIVES 117
Generalizing the results presented in Chapter 4 on the concentration of the exit
distribution, in the cases where ∂Ω admits critical points of f or not, is another
related interesting perspective.
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