I. INTRODUCTION
In this supplementary information, we develop a theoretical model based on Rayleigh scattering in order to find the quantum limit of our sensor. We discuss control experiments testing for the presence of contaminant particulates, tests of the particle aggregation with zeta-sizer measurements and analysis that shows the particle cross-section must be enhanced while ruling out the presence of aggregation. We present data for a wider range of particles including antiEscherichia coli (E. coli) antibody and different sizes of silica nanoparticle. We further discuss the detection event rate including simulation of the Brownian motion, additional data on the event duration and experiments exploring the effect of optical attractive forces and fluid flow on the event detection rate, and showing that a flow is the most likely present. We elaborate on the methods used to analyse and obtain the results in the main text and explain how we fabricate the nanofibres. We finish by comparing our results to the state-of-the-art and providing a nonexhaustive overview of experiments that characterise laser induced photodamage of biological specimens.
II. QUANTUM NOISE LIMITED MEASUREMENT OF DIPOLE-SCATTERED LIGHT A. Dipole scattering
If an optical field containing n in photons is incident on a dielectric spherical particle, in the approximation that the radius r of the particle is much smaller than the optical wavelength λ the optical field can -generally, and certainly for the results presented in the main article -be well approximated as spatially uniform across the particle, and the scattered field can be well described by dipole scattering. The number of photons scattered by the particle is then [1] :
where w is the waist of the optical field, σ is the usual dipole scattering cross-section, k = 2π/λ is the wave number, and m = n/n m is the ratio of the refractive indices of the particle (n) and the medium which surrounds it (n m ). We see that, unsurprisingly, the scattered power depends strongly on the radius of the particle, the refractive index contrast, and the strength of focussing of the gaussian beam. The dimensionless ratio
contains all of the particle dependence in Eq. (1) and defines how strongly the particle will interact with a general electromagnetic field. It therefore quantifies, in an experimental apparatus independent way, the comparative ease with which particles may be detected (the larger the ratio is, the greater the scattering, and the easier the particle will be to detect). We refer to it here as the detectability of the particle. It is natural to separate the detectability into two parts:
a geometrical size factor (kr) 6 /(6π 2 ), and the refractive index contrast (m 2 − 1) 2 /(m 2 + 2)
2 .
An object near a dipole scatter will modify its local density of states. In particular when a nanoparticle is near a nanofibre, both the guided mode and the local modification of refractive index will influence the scattering [2] [3] [4] . Ideally the total scattering rate can be enhanced by a factor of 1.7 in vacuum of which up to 28 percent can be collected by the guided mode for a single dipole scatterer on a silica nanofibre surface [2] . The calculation of this enhancement is based on the overlap integral between the modal function of the guided mode and freely propagating modes with the dipole moment of the scatterer modified by the presence of the nanofibre.
The resulting collection efficiency is highly sensitive to the local nanofibre radius and the distance between the dipole and the fibre surface [2] , both of which are hard to estimate in our experiment. It is, however, clear that both the reduced refractive index contrast of the nanofibre in water compared to vacuum and any separation of the nanoparticles from the nanofibre surface will reduce the enhancement factor and collection efficiency. Moreover, the guided mode in the fibre will travel in both directions, resulting in an additional factor of two loss when averaged over all polarisations; while further losses will be introduced on propagation and detection.
From these arguments we estimate the maximum collection efficiency, η, in our experiment to be in the range of 1-10% of the total power that would be dipole scattered in free space. We note that despite the factor of 10 uncertainty in the collection efficiency, the uncertainty in the quantum limits of detectable particle radii only scales with η 1/6 . This reduces the uncertainty in our detection limit to ±18%. The total collected power from a nanoparticle is proportional to the square of the electric field of the nanofibre mode, given for a typical nanofibre in Fig. 12 and displaying an exponential decay radially away from the fibre with characteristic length of λ/(2πn).
Given that the scattered field is collected with a collection efficiency η and is directly detected, then from Eq. (1) the average photon number observed by the measurement is n det = η 6π 2 (kr)
To be confident of the presence of the particle, it must be statistically possible to distinguish this signal from the signal that exists if no particle is present. Assuming that the incident field is shot noise limited, such that the photons incident on the particle are uncorrelated with each other, and the scattering process is linear, the noise if the measurement is dictated by Poissonian statistics, with the variance V (n det ) ≡ n 2 det − n det 2 of the measurement equal to the mean value, that is V (n det ) = n det . In this case, the signal-to-noise ratio (SNR) of the measurement
where the noise on the denominator has two components: V (n det ), the variance of the photon number in the presence of a scattering particle, and V 0 (n det ), the variance when no scattering particle is present. Here, since V (n det ) = n det , we see that, unsurprisingly, V 0 (n det ) = 0 (we will find later that this is not the case for heterodyne measurement). The signal-to-noise ratio is then SNR = n det = η n in 6π 2 (kr)
The quantum noise limit of the measurement is then found by setting the signal to noise SNR = 1, resulting in a minimum detectable scattering cross-section
and a minimum detectable particle radius r min of
As one might expect, improved refractive index contrast (increased m), improved collection efficiency, and increased input photon flux (n in ) all improve the minimum detectable radius.
Comparison of Eq. (2) with Eq. (6) shows the significance of the dimensionless ratio defined in Eq. (2) . If this ratio equals one for a given particle, then, at the quantum noise limit, one incident photon would be sufficient to detect the particle with a perfect efficiency detector if the incident field is focussed so that its waist size equals the optical wavelength (w = λ).
D. Quantum noise limit for heterodyne detection
In heterodyne detection, rather than directly detecting the scattered field, it is instead interfered with a bright local oscillator field, separated in frequency from the incident field by a frequency difference ∆. In a quantum mechanical description the signal field (here, the scattered field) is treated quantum mechanically, while the local oscillator is treated classically with its fluctuations neglected. This is valid so long as the local oscillator field is much brighter than the signal field. In our case this approach is particularly appropriate. The field scattered into the tapered optical fibre has photon flux in the range of 4 × 10 3 per second, while the photon flux of the local oscillator was 4 × 10 15 per second, 12 orders of magnitude greater. The combined field can then be expressed in a rotating frame at the frequency of the scattered field aŝ
where N LO and N det are the photon flux in the local oscillator and scattered fields reaching the detector, respectively, in units of photons per second, formallyâ is the annihilation operator of the combined field but informally it may be thought of as an appropriately normalised complex phasor describing the amplitude and phase of the field in phase space, and δâ is a fluctuation operator with zero mean ( δâ = 0) that includes all of the fluctuations of the scattered field (the shot noise). In quantum mechanics the non-commutation of the annihilation and creation
, where δ(t) is the Dirac delta function) is ultimately responsible for the noise floor of the measurement, once all technical noise sources are removed, and therefore for the shot noise.
The combined field is then detected, resulting in a photocurrent proportional to the photon number in the field i =â †â
where in the approximation we have made the usual approximation that the product of fluctuations δâ † δâ is much smaller than the other terms in the expression and that the scattered photon flux is much smaller than the local oscillator flux (N LO >> N det ). For measurements that approach the quantum noise limit this is appropriate so long as the local oscillator photon number is much larger than one, which is clearly the case here. The quadrature operatorsX andP are defined as usual asX
and their commutation relation [X,P ] = 2iδ(t) results in the Heisenberg uncertainty principle V (X(t))V (P (t)) ≥ 1, with the shot noise (or quantum noise) limit of a measurement reached when V (X) = V (P ) = 1.
It is clear from Eq. (11) that signals due to the mean scattered photon number n det are present both at zero frequency and in a beat at frequency ∆. Since, as discussed above for heterodyne detection, the local oscillator must be much brighter than the signal field, the zero frequency term is obscured by the the presence of the local oscillator. Furthermore, since the beat term includes the square-root of the local oscillator photon number, its amplitude is much greater than that of the zero frequency term. Consequently, in heterodyne detection, and in our case to detect the presence of a particle, the component at frequency ∆ is utilised. To extract this component in our experiments, since the phase of the beat is in practise unknown, we mix the photocurrent down with two electronic local oscillators at frequency ∆ but π/2 out of phase, and integrate for a time τ . From these two photocurrents, it is possible to extract the magnitude of the beat. The result is equivalent to mixing the photocurrent of Eq. (11) down in the following
where we assume that τ is sufficiently long to remove components in the photocurrent that oscillate at frequencies fast compared with the beat frequency ∆. 
normalised such that the variance V (X) = 1. This results because -in a classical sense -both the sign and value ofX andP are random (they are, classically, random Gaussian variables) as a function of time. The effect of the sinusoidal envelopes modulating each term is then just to modulate the total power of the noise -unlike a coherent signal, integration in time of a random variable multiplied by a function such as sin ∆t cos ∆t does not average to zero in the long time limit.
We then findĩ
where the total photons numbers n LO and n det are given by n LO = N LO τ and n det = N det τ , respectively. From this signal we wish to distinguish whether there is a scattering particle in the optical field or not, and can -as we did in the previous section on direct detection -use the signal-to-noise ratio in Eq. (4). Unlike direct detection, however, here we find that there is noise in the measurement even when n det = 0. This exists due to the presence of the local oscillator, which amplifies the vacuum noise of the field. We then find that for a quantum noise limited field, with V (X) = 1,
exactly identical to the expression we obtained for direct detection in Eq. (5). We therefore find that, in principle, the quantum noise floors of heterodyne detection and direct detection are identical, and both governed by Eqs. (6) and (7).
Quantum noise limit for heterodyne detection with amplitude noise cancellation
In our experiments we make one modification to the heterodyne detection scheme described above, following the approach used in Refs. [6] . We utilise a balanced detection scheme which allows increased local oscillator power and brings the optical quantum noise above our detectors electronic dark noise. To implement this scheme, we split the laser field used for the local oscillator into two equal power beams on a beam splitter. One of these beams was interfered with the scattered field, while the other bypassed the experiment. The two beams were then detected together on a balanced detector.
Mathematically, extending Eq. (8), we can describe the two fields that arrive at the detector
where X c is the classical intensity noise on the laser, which is correlated between the two fields, whileâ − is an annihilation operator describing the cancellation field and δa − is the quantum noise on that field which, due to the action of the beam splitter, is uncorrelated to the noise on the local oscillator field.Working through similar mathematics to that above, and assuming that the two fields are perfectly balanced, and therefore that the classical noise is perfectly cancelled, we find that the single-to-noise ratio is quantum noise limited, but degraded by a factor of two compared with pure heterodyne detection. That is
In this case, the minimum detectable scattering cross-section σ min and particle radius r min are degraded to
and
Knowing that P in = ω n in /τ with P in the input power, the reduced Plank constant, ω the frequency of the light and τ the measurement time we have :
and (26) with I in = P in /πw 2 the input intensity.
Scaling of quantum and classical noise as a function of loss
It is generally possible to confirm that an experiment is quantum noise limited by varying the efficiency of the measurement and measuring the effect this has on the signal-to-noise ratio. This is due to differences in the effect of loss on quantum and classical noise due to the introduction of quantum vacuum noise. This vacuum noise contamination is a necessary consequence of the Heisenberg uncertainty principle. Mathematically, inefficiencies can be modelled by the action of a beam splitter, one output of which is lost, and one input of which introduces the vacuum fluctuations [7] .
To see the effect of inefficiency on our experiment, we begin with Eq. (8), describing the annihilation operator of the field to be detected via heterodyne detection. In that equation, the detected photon flux N det = ηN scat where N scat is the scattered photon flux and η is the detection efficiency. δâ is the fluctuation operator that describes the noise on the measurement after the inefficiencies in detection. In our initial treatment, we took this to be purely quantum noise. If we include Markovian classical amplitude quadrature noise prior to the introduction of any losses, and vacuum noise entering due to the presence of the loss then δâ can be expanded
where δâ prior , δa c , and δa v are, respectively, the annihilation operators describing the quantum fluctuations on the field prior to any losses, the classical noise, and the vacuum noise introduced by the loss. By examining the variance of the amplitude quadrature δX = δâ † + δâ we can gain some insight into the difference between quantum and classical noise:
where we have used the property of quantum fluctuations of coherent light and vacuum fields,
We see, therefore, that while the variance of the classical noise is attenuated with increasing loss (decreasing η), the quantum noise is unchanged at unity by the action of attenuation. This being the case, we can make the substitution δa q ≡ √ ηδâ prior + √ 1 − ηδa v , treating the combined quantum noise as one single input quantum vacuum field.
Going through the same calculation as in the main part of Section II D but including the classical noise term by making the substitution δâ → δâ + √ ηa c we reach the photocurrent
where n LO,prior is the number of photons used in the local oscillator prior to any losses, andX c is defined, for the classical noise, in the same way asX. The variance of the measurement is then
We see that the variance of the quantum noise (first term in the brackets) scales linearly with efficiency η while the classical noise scales quadratically. Therefore, by quantifying the measurement noise floor as a function of attenuation, as was performed in the main paper, it is possible to unambiguous determine in which regimes classical and quantum noise dominate, and therefore whether the quantum noise limit has been reached.
Homodyne detection
An alternative approach to quantum limited measurement is to perform homodyne detection.
This is very closely related to heterodyne detection but uses a local oscillator whose frequency matches the scattered (signal) field frequency (i.e. ∆ = 0). As can be seen from inspection of Eq. (15), this choice of frequency has the immediate advantage of eliminating one of the two noise terms contributing to the measurement, and therefore can be used to improve the quantum noise limited measurement signal-to-noise ratio by a factor of two. However, heterodyne detection has the major advantage that the signals of interest are shifted up to sideband frequencies near the beat frequency ∆. In homodyne detection, this is not the case. This has severe consequences for biophysical applications where the signals to be measured typically reside in the hertz-kilohertz frequency range (in our case, typically beneath 100 Hz), a frequency range in which many low frequency technical noise sources reside [1] . For our experiments, such noise sources were found to preclude quantum noise limited operation by many orders of magnitude when using homodyne detection. Homodyne detection has the further disadvantage that it requires the local oscillator and scattered field to be phase locked with high precision. In particle scattering experiments in liquid this is made difficult both by the weakness of the scattered field and by motion of the particle which changes the path length of the scattered field. It was for these reasons that heterodyne detection was chosen for the results reported here.
E. Quantum noise limit of cavity enhanced measurement
There have been significant recent efforts to use the enhanced light-matter interactions available in optical microcavities to allow precision nanoparticle and biomolecule detection (see for example Refs. [8] ). Here, we derive the quantum noise limit for such measurements. In the usual approach -reactive microcavity based sensing [9] -the action of the nanoparticle or biomolecule is to change the average refractive index within the resonator and therefore shift its resonance frequency. For a cavity that is initially driven with on-resonance light, the dynamics of the field within the cavity, in the presence of a biomolecule or nanoparticle induced frequency shift δω, is (see for example Ref. [10] )
where κ is the cavity decay rate,â in is the annihilation operator describing the incident field, and we assume -to obtain a bound for the best possible predicted sensitivity -that there is no loss within the cavity, other than back through the input coupler. In the realistic regime where the particle can be treated as stationary over the characteristic timescales of the cavity dynamics, this equation can be solved by taking the steady-state solution whereȧ = 0. We then find that
The input-output relation [10] â out =â in − √ κâ can then be used to determine the out-coupled
As before, the input field can be expanded as a bright coherent classical field a in = N in and a fluctuation term δa in with δa in = 0, with N in being the mean photon flux incident on the cavity. We then obtain
Assuming that the frequency shift is small compared to the cavity decay rate, and the optical fluctuations are much smaller than N in we can neglect all terms in this expression that include either δω 2 or the product δωδa in , with the result
It is apparent from this expression that the first order effect of the particle on the output optical field is to shift its phase. The phase quadrature of the output field iŝ
A homodyne measurement can detect the phase quadrature, in principle, without any additional noise, resulting in a photocurrent integrated over the time τ of
Similar to our previous treatment of the quantum noise limit for heterodyne detection, from
Ito calculus [11] for Markovian fluctuations (such as the quantum noise of a coherent laser) the
where δP in is a Markovian noise process with -for a shot
where as before n in = τ N in is the total photon number incident on the detector during the measurement time. Using Eq. (5) and assuming the incident field is shot noise limited, the signal-to-noise ratio for discrimination of the presence of the frequency shift due to the particle is then
Setting SNR = 1, we find the minimum detectable frequency shift
It now remains to determine the frequency shift introduced by a particle within the optical field. In first order perturbation theory, assuming that the particle is located at the position of peak intensity within the optical mode, the frequency shift it induces is given by [9] 
where α is the polarisability of the particle, Ω is the bare cavity frequency, and
is the mode volume of the cavity optical eigenmode, with E(r) being the electric field distribution of the mode, r being a spatial co-ordinate in three dimensions, and r being the relative permittivity of the cavity medium.
For the case of a dielectric sphere, at optical wavelengths the polarisability is [12] 
where m = n 2 m is the relative permittivity (or refractive index square) of the surrounding medium. For a sphere, the particle-induced optical frequency shift is therefore
Substituting this expression into Eq. (43) for the minimum detectable frequency shift and rearranging, we finally arrive at the minimum detectable scattering cross section and radius using cavity enhanced sensing
where we have defined the optical quality factor Q ≡ Ω/κ.
F. Quantum noise limit of our nanofibre sensor
In this section we quantify the best sensitivity achievable by cavity enhanced and heterodyne detection sensors and compare these predictions with examples of the state-of-the-art.
For typical parameters used in our heterodyne nanofibre experiments, with an input probe power of P in = 2πc n in /λτ = 2 mW, with the Planck constant, c the speed of light, λ = 780 nm and τ = 0.01 sec the measurement time, a probe beam waist of w = 3µm, n = 1.45, n m = 1.33 and a range of collection efficiency η = 0.01 to 0.1 , we find the theoretical minimum cross section detectable to be σ min f ibre = 3 × 10 −5 nm 2 to 3 × 10 −4 nm 2 equivalent to a silica sphere radius of r min f ibre = 16 nm to 23 nm.
For the same input power and for typical microcavities with a quality factor of Q = 3 × 10 8 , n m = √ m = 1.33, and a mode volume V = 350 µm 3 , we find that the minimum cross section detectable is σ min = 3.6 × 10 −19 nm 2 corresponding to a silica particle with a radius of r min = 0.037 nm.
These theoretical predictions show that quantum noise limited microcavities should be able to detect particles with cross section 14 orders of magnitude smaller than nanofibre sensors, corresponding to a reduction in radius for a silica particle of a factor of 500. Unfortunately to date it has proved difficult to reach this limit with such biosensors.
III. CROSS SECTION ENHANCEMENT
The quantum noise limit calculations in section II F show that, without some form of scattering cross section enhancement, the 5 nm silica particles and the biomolecules should not be detectable by our sensor. Furthermore according to the dipole scattering theory developed in section II A, the signal amplitude scales as particle radius cubed, therefore, the signal from a single 5 nm particle should be more than two orders of magnitude smaller than that from a 25 nm particle, which is not observed as shown in Fig. 3 of the main text.
We made direct measurements of the particle size distributions of the samples used in our experiments to verify that the enhancement is not due to aggregation (see section III A). While aggregation was observed if preparation was not performed correctly (see methods and Fig. 1b) , for correctly prepared samples the measured size distributions were monodisperse with only a single size detected. Furthermore, the zetasizer has a built-in function to detect aggregation, which provided a second quality control. We were, therefore, able to verify that the samples used in our experiment were monodisperse.
Moreover, control experiments with ultra pure water and salt water, both without nanoparticles, were conducted and did not exhibit any events for the entire 45 minutes of the experiments, a duration comparable to the experiments performed in the main text. This rules out the possibility that we are observing vibrations of the nanofibre or contaminants in the solution induced by its contact with the coverslip, the nanofibre or the objective.
Our hypothesis to explain this enhancement is due to the formation of an electric double layer created by the surface charge of the particle. The effect of the double layer on the polarisability of charged particles has been demonstrated in Ref. [13] . They show that without the polarisability enhancement of the electric double layer the optical trapping potential of micelles smaller than 200 nm is not deep enough for them to be stably trapped by an optical tweezers.
However, the contribution to the polarisability from the electric double layer is sufficient to enable trapping.
Surface charge enhancement of the scattering cross section may also explain other observations in the literature. For instance, in Ref. [14] a range of small biomolecules, including steptadivin, antibodies and Cy5, are detected using a microcavity resonator. Without some enhancement mechanism, these molecules are too small be observable by their apparatus and give a signal several orders of magnitude larger than expected. They attributed this signal enhancement to a thermo-optic effect. However, it was demonstrated in Ref [15] that this effect is also too weak to explain the observed signal magnitude and should produce signals three orders of magnitude smaller than were observed. The experiments in Ref. [14] used pure water, so that surface charges could be expected to produce a counter-ion distribution of significant spatial extent and therefore an enhanced scattering cross section.
A similar discrepancy has also been observed in Ref. [8] . They detect the frequency shift created when a BSA and Thyroglobulin (Tg) molecule is binding into a plasmonic enhanced microcavity resonator in deionized water with 30 mM of NaCl. Frequency shifts observed vary from 7 fm to 13 fm and are two orders of magnitude larger than expected for a BSA. They attributed this signal enhancement to the surface roughness of the plasmonic enhancer they are using and theoretically predicted wavelength shifts of 4 fm, an order of magnitude smaller than what they observe. Moreover, Thyroglobulin (Tg), which is an order of magnitude heavier than BSA gives a maximum frequency shift of 22 fm, of the same order of magnitude as BSA. We note that the salt concentration used in these experiments was significantly higher than that for which we observed a substantial reduction in enhancement. While this is suggestive that a different mechanism, such as plasmonic enhancement from a rough surface, may be responsible for the enhancement; it is plausible that at these concentrations electric double layer effects still provide order-of-magnitude level enhancements.
A. Aggregation
In order to verify that the solutions are not aggregating and to corroborate our hypothesis about the electric double layer enhancement, we performed measurements of hydrodynamic diameter distribution and zeta potential on the solution used in our experiments with the Zetasizer ZS90 from Malvern Inc. The hydrodynamic diameter distribution is measured with dynamic light scattering (DLS). Note that the hydrodynamic diameter is larger, in general -and can be orders of magnitude larger -than the particle diameter due to the envelope of liquid that moves with the particle. For BSA the measured hydrodynamic diameter is 130 ± 96 nm (see Fig. 1   a) ). To verify that aggregation is not occurring during the experiment, we measure the hydrodynamic radius before and after an experiment (See Fig. 1 c) . This experiment is conducted at higher initial concentration (104 ng/ml) to be able to measure the hydrodynamic radius again after the experiment (see methods in the main text). The result shows no significant change in the hydrodynamic radius and no aggregation. For the particles of 5 and 25 nm radius used in our experiments, for properly prepared samples the measurements show a single peak at 130 ± 30 nm and 88 ± 9 nm respectively (see Fig. 2 a) and b) ) . If the sample is not carefully prepared, multiple peaks can be observed, indicating that the particles have aggregated. An example of an aggregated sample is shown in Fig. 1 b) for a concentration of BSA that was found to be too high to prevent aggregation (1mg/mL). Moreover, the zetasizer has a internal aggregation check. Only samples detected as non-aggregating were used in our experiments. Figure 3 shows the hydrodynamic diameter distribution of gold nanorods used in our experiments. The two peaks here are expected -resulting, we believe, from the two different orientations of the nanorods in the solution.
An alternative approach to assessing the aggregation of particles in solution which is sometimes used in the biosensing literature is to characterise the statistics of detection events, looking
for -for instance -a bimodal distribution of event amplitudes (see e.g. Ref. [16] ). In our experiments, however, we find the zetasizer based characterisation -which is an industry standard for characterising aggregation -to be significantly more effective, clearly showing the polydisperse nature of aggregated solutions (see e.g. Fig. 1 b) ) in situations where no bimodality is evident in the statistical distributions of detection events.
B. Zeta potential measurement
The zeta potential of a particle is defined as the electrostatic potential difference between an average point on the particle surface and one out in the liquid away from any particles. The characteristic Debye length of the potential is typically a few nanometres depending on the concentration of ions that shield the surface charges. A typical value for the potential depth is -50 mV leading to a voltage gradient in the order of magnitude of 10 6 V /m to 10 7 V /m. The particle thus has an effect on the liquid around it. Our hypothesis to explain the observed signal enhancement is based on this voltage gradient polarising the particle or the water to increase the particle scattering cross section, as has already been observed for optical tweezers in Ref. [13] .
We perform zeta potential measurements on the particles, with a summary presented in Fig. 4 a). The zeta potential is relatively constant as function of particle size and consistent with the literature values [17] [18] [19] [20] . When salt is added to the solution the ions shield the zeta potential thereby reducing it. This is what we observe in Fig. 4f of the main text, where we measured the zeta potential of 5 nm silica particles while adding salt into the solution. We observe a similar decrease of the scattering signal when the salt concentration is increased in the solution as seen in Fig. 4e of the main text. This complimentary behaviour is indicative of a relation between the scattering cross section of the particle and the zeta potential.
IV. ADDITIONAL DATA
Additional data not shown in the main text are presented in this section. The first part shows the power spectral densities of a select number of detection events and the second part shows data for additional particle types including different sized silica particles and anti-E. coli antibodies. 
A. Power spectral density of detection events
The position power spectral density of the detection events from the main text is displayed in Fig. 5 for 5 and 25 nm nanospheres and gold nanorods. As can be seen from the fits, the power spectral density exhibits a Lorentzian shape which is consistent with the particle Brownian motion [21] .
B. Dependence of event amplitude on nanoparticle size
Experiments with other silica particles were conducted to investigate the relation between signal amplitude and particles size. Examples of detection events are displayed in Fig. 6a amplitude of all recorded events is computed for each type of silica particle as well as the gold nanorods and BSA without added salt. The results are displayed in Fig. 7 as a function of the radius of the particle. We see that the mean of the maximum amplitude is very far from scaling with the radius to the power of three as predicted by Rayleigh scattering (red dashed curve).
Instead it diminishes slowly with decreasing particle size and plateau for particles smaller than 15 nm which is consistent with counter-ion scattering cross section enhancement (blue dashed curve).
We also tested the sensor with a second biomolecule, anti-E. coli antibody, for which a typical detection event is shown in Fig. 6d . 
V. STATISTICAL ANALYSIS OF DETECTION EVENT RATES AND DURATIONS, AND DETECTABLE CONCENTRATION RANGE
In this section we examine the observed detection event rates in details. To detect a particle it needs to enter the region of the evanescent field of the nanofibre that is illuminated by the probe light. This illuminated cylinder around the nanofibre has a length of 3 µm and a radius of 2×λ/2πn outside the nanofibre giving a total volume (including the fibre) of 2 µm 3 . In the fluid Brownian motion will lead the nanoparticles and biomolecules to diffuse. The displacement by free Brownian motion increases with square root of time and decreases with the square root of particle radius. Whilte flow driven displacements scale linearly with time and are independent of particle size. for BSA. The red dashed curve represents the volume scaling expected for Rayleigh scattering and the blue dashed curve represents a surface area scaling plus a constant. For both curves the 5 nm particle is chosen as a reference. Note that the 50 nm particle is comparable in size with the 93 nm decay length of the evanescent field which can be expected to cause a reduction in the scattered signal similat to that observed in the figure. The size chosen for the gold nanorods is the effective radius of a silica particle with the same scattering cross-section as they have. We note that different size particles can be distinguished if using statistics as shown by the standard errors bars but single event are not distinguishable.
alone is insufficient to produce the observed event rates and that an additional mechanism must be involved. One candidate is an attractive forces of some kind. However, in subsection V D, we find the optical gradient force and gravity are both insignificant. A flow in the fluid provides an alternative mechanism for increasing the event rate by effectively increasing the detection volume because particles flow through it. Flow can be created by convection driven by surface evaporation of the droplet [22] . Furthermore if a temperature gradient is present -for example due to evaporation -further flow of nanoparticles can occur due to thermophoresis [23] . The effect is a balance between hydration entropy and ionic shielding, respectively repulsing and attracting the particles from and towards colder regions. The ionic shield dominates in deionised water at room temperature and the particles are thus expected to migrate towards cold spots. We note that in the case of optical absorption from the nanofibre heating the fluid in its vicinity, the effect is expected to reduce the concentration near the fibre. Furthermore experiments in Fig.10 b show that the average event duration are independent of the laser power, inconsistent with a laser heating driven flow. Alternatively, the cooling of the droplet by evaporation can create a flow of particles towards the edge, passing the fibre at a constant speed and is therefore a more probable explanation. In subsection V B we corroborate that a flow is present by examining the event duration.
A. Simulations of the detection rate
We performed a finite element simulation of the Brownian motion. The simulation computes the position of the particles based on simple Brownian motion for different concentrations in a volume up to 10 6 times larger than the detection volume (see Fig. 8 ). The boundary of the detection volume is set to be sticky allowing to count unique detection events over time as shown in Fig. 9 a) and 9 a) for 5 nm and 100 nm particles respectively. The event rate is then computed as function of the particle concentration, shown in Fig. 9 b) and 9 b) for 5 nm particle and 100 nm particles respectively. From these two graphs, the concentration at which the detection rate is equal to one event per minute can then be deduced: 5 × 10 −4 particles per detection volume (7 × 10 7 mL −1 ) and 5 × 10 −3 particles per detection volume (7 × 10 8 mL The color of the particles symbolise the normalised speed of the particle.
) for a 5 nm and 100 nm particles respectively which is an order of magnitude larger than the concentration used in our experiment. This simulation thus shows that the observed event rates are not only due to Brownian motion. In particular the diffusion is roughly a factor of 10 to slow for the silica particles and around a factor of 1000 to slow for the gold particles.
Modification of the diffusion constant due to the particles dragging along fluid would only reduce their diffusion speed. Further it has been demonstrated that the diffusion is reduced near surfaces perpendicular to the surface, particularly for particles smaller than 100 nm [24] .
Finally, we note that the average event duration (see Fig. 10 a) is found to be independent of the particle size, inconsistent with a diffusive transport. The simulation thus indicate that a flow or another mechanism increasing the event rate is present in our experiments. (Fig. a and b ) and 100 nm ( Fig. c and d) particles. a) Number of detected particles in the detection volume as function of time for 5 nm particles.
The simulation was stopped before the number of detected particles drop significantly compared to the total particles present in the simulation volume to assume that the concentration remains constant. b)
Average time between two detection events. The concentration at which one particle is detected per minute can be deduced (green line). c) Detection event time trace of 100 nm particles. d) Average time between events of 100 nm particles. 
B. Event duration
In Fig. 10 we show the event duration as function of particle size (a) and as function of local oscillator power (b). The events have random duration with an average of a few seconds.
The random duration together with the observation of Brownian motion from the power spectrum (Fig.5) , show that Brownian motion dominates at short timescales. However the events are longer than expected from free Brownian motion given the measured hydrodynamic radii (Fig. 2 One commonly used test for single particle detection is to analyse the particle arrival statistics [25] . The chance of abnormally large events caused by multiple particles entering the detection region simultaneously can be predicted from the arrival time distribution. When the arrival time is uncorrelated the distribution is exponential. As shown in Fig. 11 the exponential function gives a good fit for our BSA experiments. We note that the data includes dead times, both for 30 seconds after each detection event as the oscilloscope saves the event, and during 30 seconds the inactive periods in the experimental cycle required to HEPA filter the enclosure (see methods). As a result the event rate arrival distribution could only be analysed for events separation larger than 30 seconds. From the exponential fit, we can retrieve the measured decay constant T c = 26 sec and therefore the probability of single and multiple events occurring during a chosen time frame T m using the Poisson distribution:
(see Ref. [25] supplementary information) where n is number of particles detected. As seen in . The probability of two particles or three particle arriving at the same time in the detection volume is two and four orders of magnitude smaller, respectively, than the probability of a single event occurring. This allows us to conclude that we are mostly observing single events.
D. Attractive forces
In this subsection we experimentally and theoretically investigate the obvious mechanisms that could lead to an attractive force. In earlier nanofibre traps, a combination of attractive optical gradient force and repulsive electrostatic forces were used together to trap the particle next to the fibre [26] . Similar to optical tweezers, particles diffusing in the evanescent field around the fibre will be polarised and then attracted toward the centre of the fibre following the gradient of the light intensity. In our case, we theoretically (see following subsection V D 1) Alternatively, the attractive force could, in principle be introduced by gravity, as observed in some total internal reflection microscopy (TIRM) experiments [27] . However, we show in subsection V D 3 that gravitational forces cannot provide a significant attractive force in our colloids.
Modelling of the optical gradient force
In a step index optical fibre the optical field is guided by total internal reflection caused by the refractive index difference between the core and the cladding. Optical nanofibres works in the same way with the core of silica and the cladding made of the surrounding medium.
As the light is guided by total internal reflection an evanescent optical field extends out of the fibre. Theoretical models for the extend and intensity of the evanescent fields are well developed in [28] [29] [30] . The electric fields can be found analytically using the model for a stepindex fibre, however finding the propagation constant is a numerical task. Here we follow reference [30] closely and find the propagation constant, get the normalisation for the electric fields, and calculate electric fields on a 500 by 500 grid in a 4 µm 2 area centered at the nanofibre.
From the electric field we calculate the intensity as shown in Fig. 12 for 1 mW of horizontally polarised 780 nm light. The attractive potential U (r) is obtained as function of the particle radius r and polarisability α(r) as
where n m = 1.33 is the refractive index of water.
To trap particles, the depth of the nanofibre potential must be at least equal to the thermal energy k B T . Our modelling shows that this only occur for silica nanospheres of radius above 145 nm with our experimental parameter (1 mW optical local oscillator power). The 25 nm and 5 nm particles we detect are predicted to have an optical potential depth of, 3 and 5 orders of magnitude smaller than k B T , respectively (see Figs. 12 and 13 ).
Influence of local oscillator on the particle potential
To verify experimentally that the optical forces are not providing attractive forces we vary the optical local oscillator power and examine its influence on the potential. In Fig. 14 Note that in both cases the particles should not be trapped as the potential is below k B T .
Effect of the gravitational forces
As used in total reflection microscopy, the gravitational forces could explain the attractive part of our potential if the particles were trapped on top of the fibre. The gravitational force is given by:
with r the radius of the nanoparticle, ∆ρ the density difference between the nanoparticle and its surrounding medium and g the gravity acceleration. viscosity of water a constant sedimentation velocity is quickly reached [24] . For our silica nanoparticles, r = 25 nm, ∆ρ = 1196 kgm −3 we find a velocity of 1.610 −9 m/s, 3 orders of magnitude to small to affect the dynamics.
E. Maximum and minimum detectable concentrations
Assuming the detection event rate to be proportional to the concentration in the limit of low concentrations it is possible to estimate the maximum and minimum concentrations of particles that it would be feasible to detect from the observed event rate, duration and total measure- detection event is observed in the total measurement time; while the maximal detectable concentration for single particle resolved events is given by the concentration at which consecutive events begin to overlap. As an example, the minimum detectable concentration for 5 nm silica particles, given the count rates presented in Fig. 3 e) of the main text (5 events per minute at a concentration of 1.3 × 10 7 particles per mL) is 2.6 × 10 5 particles per mL (0.43 femtomolar) to have one event per 10 minutes on average. Similarly the maximum concentration before events on average will overlap, for the above parameters and an average duration of around 2 seconds (see Fig. 9 ), is 8 × 10 7 particles per mL, or 130 femtomolar.
VI. ADDITIONAL METHODS
A. Probability distribution and potential calculations When a particle is scattering probe light close to the nanofibre more light will be collected than when the particle is further from the fibre, thereby modulating the amplitude of the recorded signal field. This relation between the particle position and the amplitude of the signal has the same shape as the optical field and decays approximately exponentially following the relation r = −k −1 log( n det ) where r is the position of the particle relative to the fibre , k = 2πn m /λ is the wave number, and λ = 780nm is the wavelength of the light [26] . The position of the nanoparticle can then be calculated from the amplitude relative to the position with the highest amplitude. A histogram of the position generates the position probability density p density (r) for each event. According to Boltzmann statistics it is related to the potential U (r) experienced by the trapped particle by U (r)/k B T = −log(p density (r)).
The particle also moves perpendicularly to the fibre, thereby changing its position in the probe beam. This motion will also modulate the signal. However, the probe width of 3 µm compared with the characteristic length of the evanescent field 93 nm means it will only give a convolution on long timescales, moving the minima of the potentials away from the fibre.
B. Particle tracking resolution
In this section we can calculate the resolution with which we can track the radial position of the particles. From the section VI A, we have the relation between the detected signal n det and the radial position r. The error in position variation is then:
with δn det the standard deviation of the detected signal noise. From the results displayed in Fig. 3 of the main text, we find that for the 5 nm and 25 nm silica nanoparticle n det /δn det is equal to 37 and 138 respectively with average over 10 ms.
The resolution is then 5 nm and 1 nm respectively with a 100 Hz bandwidth.
C. Tapered fibre fabrication
Nanofibres are fabricated by pulling a regular 780 HP optical fibre from Thorlabs Inc. under a 300 sccm torch of hydrogen. Pulling is stopped when the fibre become single mode again and its diameter reaches about 560 nm [31, 32] . We used the technique introduced in Ref. [32] to measure the profile of several of the nanofibres we used. Two examples of profiles as well as typical examples of scanning electron microscopy images are shown in Fig. 15 . Our transmission is between 90 and 99%.
VII. ADDITIONAL LITERATURE REVIEW
A. State of the art of unlabeled single particle detectors
The state-of-the-art of nanoparticle and biomolecule of size between 3 nm and 200 nm in radius detected in liquid with evanescent biosensors is presented in Fig. 16 as function of the light intensity used to detect them. The state-of-the-art is compared to results of our experiments (red points).
As can be seen, when compared to other sensors capable of resolving BSA, in particular, our sensor uses four orders of magnitude less peak intensity, reducing the induced photo damage on the sample. We note that some experiments scan the laser frequency across a cavity resonance.
Since the laser is off resonance for some proportion of the time, the average intensity experienced by the particle is reduced. Most experiments do not specify the range of their scan. The vertical lines and small dots in the Fig. 16 indicate the mean intensity assuming a scan of ten cavity linewidths, which reduces the mean intensity experienced by the specimen by a 70%.
B. Laser-induced photodamage to biological specimens
Photodamage is a significant issue for many optical measurements, such as fluorescence microscopy, high resolution imaging [33] and optical tweezers [34] . In this section, experiments studying different types of photodamage on biological samples including changes in function [34] , oxidative damage [35] , plasma permeabilisation and cytoskeleton destruction [33] non-exhaustively summarised. For a given optical wavelength, Ref [34] found that the total energy per unit area over the course of the measurement was found to be the key parameter responsible for photodamage. A summary of the energy per unit area and intensities at which photodamage has been observed in several experiments is shown in Table I . As can be seen, typically photodamage begins to occurs at energies per unit area in the range of 4.8 × 10 9 J m BSA in plasmonics tweezers and microcavity sensors, as shown in Fig. 16 . These intensities are an order of magnitude higher than the reported threshold in Table I for the least damaging optical wavelengths. On the other hand, our sensor could be used to observe the same systems for hours without damage, with a total energy per unit area per minute of only 3.8 × 10
This is below all damage thresholds reported in Table I , except those that use visible light, which is particularly absorbing in biological specimens. The four orders of magnitude reduction in optical intensity combined with the high sensitivity of our biosensor could therefore be of significant benefit to future in vivo studies. 
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Cells: E-coli Functionalisation damage TABLE I: Non-exhaustive list of photodamage on biological samples. The threshold at which the damage start, the exposure time, the total energy per unit of area, the used wavelength, the type of sample and the type of photodamage are presented.
