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Synoptic Abstract: The one-parameter exponential distribution plays an important role in 
reliability theory. Two measures of reliability for exponential distribution are considered, 
            and           Sometimes, due to past knowledge or experience, the 
experimenter may be in a position to make an initial guess on some of the parameters of 
interest. In such cases, we can provide an improved estimator by incorporating the prior 
information on the parameters. Preliminary test estimators (PTES) have been developed in 
the literature for the parameters of various distributions. To the best of the knowledge of the 
authors, PTES are not available for      and  . For record values from exponential 
distribution, we define PTES based on uniformly minimum variance unbiased estimator 
(UMVUE), maximum likelihood estimator (MLE) and empirical Bayes estimator (EBE) for 
the powers of the parameter,      and  . Bias and mean square error (MSE) expressions for 
the proposed estimators are derived. A comparative study of different methods of estimation 
is done through simulation and it is established that PTES perform better than ordinary 
UMVUES, MLES and EBES.  
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1. Introduction 
 In statistical inference, many a times we come across problems where there may exist 
some known prior information on the parameters often regarded as constraints. Whenever we 
have some information available in the form of a point guess value on the parameters of the 
distribution, then in order to be sure that this information is valid, inferential estimation 
procedures can be developed to estimate those parameters by incorporating this prior 
information. This notion introduced the concept of preliminary test estimators to check the 
validity of our hypothesis on the parameter and also obtain more precise estimates. Bancroft 
(1944) introduced the use of PTES and eventually further advancements were proposed by 
Saleh and Sen (1978), Saleh and Kibria (1993), Kibria (2004), Saleh (2006), Kibria and Saleh 
(1993, 2004, 2005, 2006, 2010) and Belaghi, Arashi and Tabatabaey (2014, 2015). Until now 
in the literature of inferential statistics, the researchers have developed PTES of the 
parameters of different distributions. To the best of the knowledge of the authors, no 
preliminary test estimators have been developed for the reliability functions      and   based 
on records. In the present paper, we derive PTES for two measures of reliability functions. 
The reliability function      is defined as the probability of failure-free operation until time 
 . Thus, if the random variable (  )   denotes the lifetime of an item or a system, then 
            . One may refer to Sinha (1986) for further reading. Another measure of 
reliability under stress-strength setup is the probability         , which represents the 
reliability of an item or a system of random strength   subject to random stress  . Kotz et al. 
(2003, p. 14) have discussed the theory and applications of the stress-strength relationships in 
industrial and economic systems.  
 A lot of work has been done in the literature for the point estimation and testing of 
     and  . For a brief review, one may refer to Pugh (1963), Basu (1964), Bartholomew 
(1957, 1963), Tong (1974, 1975), Johnson (1975), Kelley, Kelley and Schucany (1976), 
Sathe and Shah (1981), Chao (1982), Chaturvedi and Surinder (1999), Awad and Gharraf 
(1986), Tyagi and Bhattacharya (1989) and Chaturvedi and Rani (1997, 1998), Chaturvedi 
and Tomer (2002, 2003), Chaturvedi and Singh (2006, 2008), Chaturvedi and Kumari (2015), 
Chaturvedi and Malhotra (2016, 2017) and Chaturvedi and Pathak (2012, 2013, 2014). 
 Chandler (1952) introduced the concept of record values. Based on records, 
inferential procedures for the parameters of different distributions have been developed by 
Glick (1978), Nagaraja (1988a,1988b), Balakrishan, Ahsanullah and Chan (1995), Arnold, 
Balakrishan and Nagaraja (1992), Habibi Rad, Arghami and Ahmadi (2006), Arashi and 
Emadi (2008), Razmkhah and Ahmadi (2011) and others.  
 The exponential distribution is one of the most widely used continuous distributions 
in reliability analysis. It is popularly used to model the time elapsed between events and to 
study the behaviour of items that have constant failure rate, i.e. items that do not wear out. 
Since this distribution has numerous remarkable properties, it has many characterisations of 
both theoretical and practical importance. Having just one parameter, this model is quite 
simple to elucidate and implement. For more uses of the exponential distribution, one may 
refer to Epstein and Sobel (1953). 
 Let the      follow the exponential distribution with probability density function 
(    , cumulative distribution function       and reliability function at time point    
respectively given by: 
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 In engineering, stress is a solid body (liquids do not admit engineering stress) which 
may arise due to some applied load and is defined as "the force per unit area that one part of 
the body exerts on its adjacent parts". Psychological stress is also another type of stress. If a 
     follows exponential distribution with mean life    and a      independent of   is an 
exponential variable with mean life   , then the reliability function under stress-strength 
setup is obtained as 
            
  . (4) 
  
 Let         be an infinite sequence of independent and identically distributed       
    with         . An observation    will be called an upper record value (or simply a 
record) if its value exceeds that of all previous observations. Thus    is a record if       for 
every    . The record time sequence           is defined as 
 
 
                                    
                       
  
 
and the record value sequence      is then defined as 
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then the likelihood function of    given the first     upper record values               
is: 
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 The rest of the paper is organised as follows. In Section 2, on the basis of records, we 
construct PTES based on MLE, UMVUE and EBE for the powers of the parameter of 
exponential distribution. We also propose PTES based on MLE and UMVUE of the 
reliability functions      and   on the basis of record values. Then, bias and MSE 
expressions of the proposed estimators are obtained in Section 3. In Section 4, we study the 
relative efficiency of the proposed estimators over the usual estimators on the basis of 
simulated data and finally in Section 5, we discuss the results obtained. 
 
2. Proposed Preliminary Test Estimators 
 Let               be the first      upper record values from the distribution 
defined in (1). Then from Chaturvedi and Malhotra (2016), for              the MLE 
of     is: 
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where    is the complete and sufficient statistic of   and has gamma distribution with 
parameters        . Further, the UMVUE of    is: 
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Now, if we consider conjugate prior distribution of   to be Inverted-Gamma distribution with 
parameters       and    : 
 
     
  
        
 
  
          and    is a positive integer, 
 
(9) 
then the posterior distribution of   given               is: 
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Under squared error loss function, the Bayes estimator of     is: 
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Also, the marginal distribution of               given         is: 
                          
 
 
                      
                      
          
               
  
 
Taking the natural logarithm   of the above marginal distribution, the MLE of   and   can 








     
    





        
 
  
     
        
    
                
 
Denoting the MLE of         by             respectively, then there exists a relation 
between them given by: 
    
     
   
  
 
Therefore, from (11), the EBE of    is: 
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It is worthwhile to mention that we are interested in the powers of the parameter   as they 
can be utilised in estimating the moments of the exponential distribution. 
 In the sequel to the estimators defined in equations (7), (8) and (12), we define three 
different PTES based on MLE, UMVUE and EBE of    when it is suspected that   may be 
equal to   . Often the information on the value of   is available from the past knowledge or 
experiments. This non-sample prior information can be expressed in the form of the 
following group of hypotheses: 
        
         
 
then based on classical hypothesis testing, the critical region is given by: 
 
             
         
  
where     and     are obtained such that    
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  and   
is the level of significance. Or, equivalently we reject    if: 
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where           
    
 
 





Thus we define three PTES for    based on MLE, UMVUE and EBE respectively as: 
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where      is the indicator function of the set: 
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From Chaturvedi and Malhotra (2016), the MLE and UMVUE of      are respectively given 
by: 
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and         
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Thus, we define two different PTES of      based on MLE and UMVUE as follows: 
                                 (19) 
and                                   (20) 
where        
  
  . 
 Let   and   be two independent     from exponential distribution with parameters    
and    respectively. Let             be     record values from distribution of   and 
  
    
       
  be     records from distribution of   . Then,            
  . Suppose 
we want to test 
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Note that    is equivalent to        where           
  . Thus,           and 
         . It follows from Chaturvedi and Malhotra (2016) that 
         
         
                 
and the critical region is given by  
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 . Thus, we 
define two PTES of   based on MLE and UMVUE of   as follows: 
                     (21) 
 
and                       (22) 
where      is the indicator function of the set: 
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Here,                     
 
 
                    
 
 
  and    and    are the MLE and 
UMVUE of   respectively as defined in Chaturvedi and Malhotra (2016) and are given by: 
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3. Bias and Mean Square Error of the Preliminary test Estimators 
 In this section, the following theorems provide the bias and MSE expressions for 




Theorem 1: The bias and MSE of PTE of                   based on UMVUE are 
 
        
       




                                 
(25) 
and   
 
       
         
               
         
   
    
               
         
                
                 
    
        
                         
                                      
(26) 
 
where       stands for the     of  
  distribution with   degrees of freedom. 
Proof: It is easy to see that 
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and the theorem follows. 
Theorem 2: The bias and MSE of PTE of    based on MLE are  
 
         
      
 
   
 
         
      
  
                                 
   





        
       
 
   
 
         




               
         
   
  
 
   
 
           
      
                
                 
    
 
   
 
         
      
 
 
               
                
 
   
                           
                         
     
  
 
   
 
         
      
                
                   
    
 
   
 
         
      
 
 
               
                
   
 
   
 
         
      
  
                                 
   






Theorem 3: The bias and MSE of PTE of    based on EBE are 
 
         
     
            
                    
       
   





        
      
            
          
 
 
       
          
  
            
                    
 
 
       
 
    
                           
                         
    
  
            
                    
                  
            
  
            
                    
       
   
                          
  
 
   
(30) 
where            
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The results of Theorem 2 and 3 can derived on the same lines as the proof of Theorem 1. 
Theorem 4: The bias and MSE of PTES of      based on MLE are  
 




      
 
 
   
 
       
      
 
    









       
 
 
   
 
       







      
 
 
   
 
       




      
 
                               
                         




      
 
 
   
 
       
      
 
    
                  




      
 
 
   
 
       
      
 





      
 
 
   
 
       
      
 
    






    
  
  
        







   and     
  
  
        







  . 
Proof: We can write 
              
 
      
         
      
  
         
 
 
                                   
Applying a result of Watson (1952),  
    
 
 
         
 
 




   
 
           
[it is to be noted that              for          , and the theorem follows. 
Theorem 5: The bias and MSE of PTE of      based on UMVUE are 
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Proof: From Chaturvedi and Malhotra (2016), 







     




   
 
         
 
 




      
      
        
     





       
   
   
 
 





     
    
 
 









     




   






      
   
 
   
                                                                                                                       
where        
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  . The results can now be easily derived. 
Theorem 6: The bias and MSE of PTE of   based on MLE are 
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Proof: We can write 
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Following the approach by Constantine et al. (1986), we obtain the    of    by 
transformation into two new independent         and      
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When      equation (37) gives: 
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When      equation (37) yields on substituting          
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where      . Two binomial expansions further simplify equation (39) to 
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Then the bias and MSE of PTE of   based on MLE can be derived. 
Theorem 7: The bias and MSE of PTE of   based on UMVUE are 
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Proof: To obtain         , consider 
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  An explicit expression of         depends 
on the evaluation of                  and                   for    . To 
evaluate them we first obtain the     of   . We have,   
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Substituting              the binomial expansion of the integrand yields, 
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Thus,              
  and              
       
     
       
     
   and we can obtain the 
MSE of PTE of   based on UMVUE. 
 
4. Numerical Findings 
 In this section, we study the relative efficiency of the proposed PTES over the existing 
estimators of our parameters based on MLE, UMVUE and EBE through simulation studies. 
Suppose we want to test the hypothesis        against         Then using equations 
(26) and (28  we compute the MSE of    
   
and      
   
 respectively. Since the  relative 
efficiency of     
   
  over     
 
 and the relative efficiency of    
   
 over    
 
  depend on the 
sample size       and the level of significance  , Table    and Figure 1show the relative 
efficiency of     
   
 over     
 
  where we take the power of        Similarly, Table   and 
Figure 2 show the relative efficiency of    
   
 over     
 
 for    . Since the relative efficiency 
of     
   
 over      
 
 does not have a closed form and thus we use Monte Carlo simulation 
technique that involves the following steps: 
a) For given values of   and    generate one sample from inverted-gamma      and 
denote it as     
b) For a specified value of  , generate   random samples from gamma         to 
obtain                
c) Compute,     
     
          
        
      
 
               
d) For a specified value of     test the hypothesis          , using the test statistic in 
equation (13) to get     
           
          
       
                    
e) Compute  MSE 
 
 
                 , where           
         
               
         
 For                    Table 3 and Figure 3 show the relative efficiency of 
    
   
 over     
 
 for    . From Tables 1, 2 and 3, we observe that irrespective of the sample 
size and level of significance, the PTES based on MLE, UMVUE and EBE  are always more 
efficient. Figures 1, 2 and 3 also show that the PTES of    perform better than the usual 
estimators of    when the true parameter is close to the hypothesised value. Also we note 
that for larger sample sizes, PTES based on MLE and UMVUE become more efficient. 
However, for large samples, PTE of    based on EBE tends to be as efficient as the EBE of 
  . 
 
Table 1: Relative efficiency of PTE of    based on MLE over MLE of    for various sample 
sizes   and level of significance  . 
  0.01 0.05 0.10 0.15 0.20 
  
5 60.8891 17.9925 11.0401 8.4115 6.9856 
10 128.8689 36.7107 22.0769 16.5914 13.6295 
15 204.7047 57.3397 34.1665 25.5167 20.8579 
20 284.4596 78.8995 46.7617 34.7966 28.3619 
30 449.7725 123.3742 72.6814 53.8643 43.7631 
60 961.9811 260.5351 152.4339 112.4477 91.0294 
80 1307.8877 352.9803 206.1340 151.8698 122.8214 
 
Table 2: Relative efficiency of PTE of    based on UMVUE over UMVUE of    for various 
sample sizes   and level of significance  . 
  0.01 0.05 0.10 0.15 0.20 
  
5 20.9229 6.2602 3.8672 2.9599 2.4670 
10 25.4327 7.2944 4.4030 3.3173 2.7306 
15 27.7466 7.8063 4.6627 3.4880 2.8549 
20 29.1546 8.1118 4.8160 3.5880 2.9272 
30 30.7819 8.4595 4.9889 3.7000 3.0079 
60 32.6841 8.8587 5.1854 3.8264 3.0983 
80 33.2109 8.9680 5.2388 3.8605 3.1227 
 
Table 3: Relative efficiency of PTE of    based on EBE over EBE of    for various sample 
sizes   and level of significance  . 
  0.01 0.05 0.10 0.15 0.20 
  
5 71.7660 71.7660 71.7660 71.7660 2.9114 
10 43.8590 43.8590 43.8590 43.8590 2.4381 
15 30.7385 30.7385 30.7385 30.7385 2.2091 
20 23.3446 23.3446 23.3446 23.3446 2.0686 
30 15.4818 15.4818 15.4818 15.4818 1.8948 
60 7.4154 7.4154 7.4154 1.6268 1.6268 
80 5.4366 5.4366 5.4366 1.5123 1.1774 
 
 
Figure 1: Relative Efficiency of     
  




Figure 2: Relative Efficiency of    
  




Figure 3: Relative Efficiency of     
  
 over      
 
 Using the same technique as used for obtaining results in Table 3, for a fixed sample 
size,     , Table 4 and 5 show the relative efficiency of          over       and         
over       respectively for different time points and level of significance. Figures 4 and 5 
illustrate the relative efficiency of PTE over the usual estimator of      based on MLE and 
UMVUE respectively. From these Tables and Figures, it is clear that PTES of      based on 
MLE and UMVUE outperform the usual estimators of      whenever the true parameter is 
close to the hypothesised value.  
 
Table 4: Relative efficiency of PTE of      based on MLE over MLE of      for different 
time points   and level of significance  . 
 
  0.01 0.05 0.10 0.15 0.20 
       
2 0.9048 9.3421 2.8600 2.0124 1.5709 1.3916 
4 0.8187 10.0341 2.9619 2.0646 1.6023 1.4144 
6 0.7408 10.7420 3.0618 2.1155 1.6329 1.4367 
8 0.6703 11.4590 3.1592 2.1649 1.6629 1.4584 
10 0.6065 12.1776 3.2533 2.2125 1.6919 1.4795 
15 0.4724 13.9268 3.4697 2.3223 1.7601 1.5290 
20 0.3679 15.4980 3.6522 2.4163 1.8208 1.5733 
30 0.2231 17.6479 3.8897 2.5472 1.9149 1.6434 
50 0.0821 17.4724 3.8619 2.5771 1.9826 1.7035 
100 0.0067 10.6584 2.8539 2.1016 1.7695 1.5848 
 
Table 5: Relative efficiency of PTE of      based on UMVUE over UMVUE of      for 
different time points   and level of significance  . 
    0.01 0.05 0.10 0.15 0.20 
       
2 0.9048 9.6034 2.9692 2.1070 1.6646 1.4743 
4 0.8187 10.2267 3.0528 2.1466 1.6860 1.4883 
6 0.7408 10.8683 3.1351 2.1853 1.7070 1.5019 
8 0.6703 11.5227 3.2156 2.2228 1.7273 1.5151 
10 0.6065 12.1839 3.2936 2.2590 1.7469 1.5278 
15 0.4724 13.8173 3.4743 2.3422 1.7925 1.5572 
20 0.3679 15.3180 3.6273 2.4125 1.8319 1.5825 
30 0.2231 17.4209 3.8222 2.5049 1.8879 1.6191 
50 0.0821 16.9387 3.7216 2.4745 1.8947 1.6267 
100 0.0067 8.3801 2.3738 1.7898 1.5277 1.3893 
 
 




Figure 5: Relative Efficiency of         over       
 
 Now we study the efficiency of PTES of   based on MLE and UMVUE over the 
usual estimators of   based on MLE and UMVUE. Suppose for different values of    and    
we want to test the hypothesis         against         for fixed sample sizes     
and    . Then similar to the techniques used in Tables 3, 4 and 5,  Tables 6 and 7 show 
the relative efficiency of PTES of   based on MLE and UMVUE respectively. Figures 6 and 
7 show the relative efficiency of PTES of   based on MLE and UMVUE   respectively with 
the usual estimators of   . From these Tables and Figures, it is clear that PTES of   based on 
MLE and UMVUE perform better than the usual estimators of   based on MLE and 
UMVUE respectively in the neighbourhood of the null hypothesis.  
 
Table 6: Relative efficiency of PTE of   based on MLE over MLE of   for different values 
of parameters and level of significance    
    0.01 0.05 0.10 0.15 0.20 
        
6,5 0.4545 1.4971 1.3607 1.2470 1.1794 1.1541 
6,10 0.6250 1.0723 1.0527 1.0455 1.0388 1.0221 
6,15 0.7143 1.0129 1.0085 1.0091 1.0087 1.0026 
9,5 0.3571 1.0158 1.0146 1.0072 1.0032 1.0094 
9,10 0.5263 2.6157 1.9195 1.6185 1.4472 1.2940 
9,15 0.6250 1.0723 1.0527 1.0455 1.0388 1.0221 
12,7 0.3684 1.0246 1.0217 1.0123 1.0070 1.0130 
12,14 0.5385 1.8203 1.5336 1.3892 1.2955 1.1954 
12,21 0.6364 1.0581 1.0422 1.0370 1.0318 1.0174 
 
Table 7: Relative efficiency of PTE of   based on UMVUE over UMVUE of   for different 
values of parameters and level of significance    
    0.01 0.05 0.10 0.15 0.20 
        
6,5 0.4545 44.3074 21.3529 13.3818 9.4145 6.5810 
6,10 0.6250 11.1402 7.4917 5.2567 4.1369 3.4372 
6,15 0.7143 3.6314 3.2169 2.8315 2.5477 2.3157 
9,5 0.3571 2.0522 1.7623 1.4947 1.2665 1.0325 
9,10 0.5263 137.74 45.1773 26.0924 17.7469 12.0905 
9,15 0.6250 11.1402 7.4917 5.2567 4.1369 3.4372 
12,7 0.3684 2.6312 2.2172 1.8524 1.5517 1.2514 
12,14 0.5385 88.0239 39.1223 24.4535 17.2560 12.0521 
12,21 0.6364 9.3167 6.4987 4.7898 3.8645 3.2590 
 
 
Figure 6: Relative Efficiency of      and    
 
 
Figure 7: Relative Efficiency of      and    
 
5. Discussion 
 We developed preliminary test estimators of the powers of the parameter of 
exponential distribution and the reliability functions based on record data. This study is of 
particular interest when to estimate the reliability functions of exponential distribution; it is 
suspected that some uncertain prior information on the parameter of interest is available. The 
method involves a statistical test of the uncertain prior information and based on an 
appropriate statistic, a decision is made whether the sample estimate or the prior information 
based estimate of the parametric function should be taken. 
 The bias and MSE expressions of the proposed estimators are derived and along with 
extensive simulation procedures, we compare the performance of the PTES over the usual 
estimators. It can be concluded that all of the proposed PTES of the powers of the parameter 
of the exponential distribution and its reliability function dominate their corresponding usual 
estimators such as UMVUE, MLE and EBE in the sense that they exhibit a lower mean 
square error whenever the true value of the parameter is close to the hypothesised value. 
However the PTES perform much worse when the true value is far away from the 
hypothesised value of the parametric functions. 
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