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HYPERBOLA METHOD ON TORIC VARIETIES
MARTA PIEROPAN AND DAMARIS SCHINDLER
Abstract. We develop a very general version of the hyperbola method which
extends the known method by Blomer and Bru¨dern for products of projective
spaces to a very large class of toric varieties. We use it to count Campana
points of bounded log-anticanonical height on many split toric Q-varieties with
torus invariant boundary. We apply the strong duality principle in linear
programming to show the compatibility of our results with the conjectured
asymptotic.
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1. Introduction
This paper stems from an investigation of the universal torsor method [Sal98,
FP16] in relation to the problem of counting Campana points of bounded height on
log Fano varieties in the framework of [PSTVA19, Conjecture 1.1]. Campana points
are a notion of points that interpolate between rational points and integral points
on certain log smooth pairs, or orbifolds, introduced and first studied by Campana
[Cam04, Cam11, Cam15]. The study of the distribution of Campana points over
number fields was initiated only quite recently and the literature on this topic is
still sparse [BVV12, VV12, BY19, PSTVA19]. In this paper we deal with toric
varieties, which constitute a fundamental family of examples for the study of the
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distribution of rational points [BT95b, BT95a, BT96, BT98, Sal98, dlB01a], via
a combination of the universal torsor method with a very general version of the
hyperbola method, which we develop.
We use the universal torsor method, instead of exploiting the toric group struc-
ture, because we hope to extend our approach to a larger class of log Fano varieties
in the future. Indeed, the hyperbola method is well suited to deal with subvarieties
[Sch14, Sch16, BB17, BB18, Mig16, BH19], and all log Fano varieties admit neat
embeddings in toric varieties [ADHL15, GOST15] which can be exploited for the
universal torsor method.
One of the key technical innovations in this article is the development of a very
general form of the hyperbola method, which is motivated by work of Blomer and
Bru¨dern in the case of products of projective spaces [BB18]. With our approach we
extend this from products of projective spaces to a very large class of toric varieties
with additional flexibility to change the height function.
Let f : Ns → R≥0 be an arithmetic function for which one has asymptotics for
summing the function f over boxes, see Property (I) and Property (II) in Section 4.
Let B be a large real parameter, K a finite index set and αi,k ≥ 0 for 1 ≤ i ≤ s and
k ∈ K. The goal is then to use this information from sums over boxes to deduce an
asymptotic formula for sums of the form
Sf :=
∑
∏s
i=1 y
αi,k
i ≤B, ∀k∈K
yi∈N,1≤i≤s
f(y).
We define the polyhedron P ⊂ Rs given by
s∑
i=1
αi,k̟
−1
i ti ≤ 1, k ∈ K (1.1)
and
ti ≥ 0, 1 ≤ i ≤ s. (1.2)
Here the parameters ̟i, 1 ≤ i ≤ s are defined in Property I for the function f .
The linear function
∑s
i=1 ti takes its maximal value on a face of P which we call
F . We write a for its maximal value.
Theorem 1.1. Let f : Ns → R≥0 be a function that satisfies Property I and
Property II from Section 4, as well as Condition (4.1) for all subsets I ⊂ {1, . . . , s}
and all vectors yI .
Assume that P is bounded and non-degenerate, and that F is not contained in
a coordinate hyperplane of Rs. Let k = dimF . We assume that Assumption 4.14
holds. Then we have
Sf = (s− 1− k)!Cf,M cP (logB)
kBa +O
(
Cf,E(log logB)
s(logB)k−1Ba
)
,
where Cf,M and Cf,E are the constants in Property I and cP is the constant in
equation (4.6).
The case treated in [BB18] would in this notation correspond to an index set K
with one element where all the αi,k = α for all 1 ≤ i ≤ s and some α > 0, and
k = s− 1. Our attack to evaluate the sum Sf starts in a similar way as in [BB18].
We cover the region given by the conditions
∏s
i=1 y
αi,k
i ≤ B, k ∈ K with boxes
of different side lengths on which we can evaluate the function f . One important
ingredient in the hyperbola method in [BB18] is a combinatorial identity for the
generating series ∑
j1+...+js≤J
ji≥0, 1≤i≤s
tj1+...+js ,
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which needs to be evaluated for J going to infinity. By induction the authors give
a closed expression. For us this part of the argument breaks down, as we have in
general more complicated polytopes that arise in the summation condition for Sf
and are not aware of comparable combinatorial identities for the tuples (j1, . . . , js)
lying in general convex polytopes. Instead, we approximate the number of integers
points in certain intersections of hyperplanes with a convex polytope by lattice point
counting arguments and then use asymptotic evaluations for sums of the form∑
0≤m≤M
mlθm
for 0 < θ < 1 and l,M ∈ N. To be able to control the intersections of the underlying
polytopes with hyperplanes we need a geometric assumption on the polytope, i.e.
on the data K and αi,k, 1 ≤ i ≤ s, k ∈ K, see Assumption 4.14.
Our main application of Theorem 1.1 is a proof of [PSTVA19, Conjecture 1.1]
for many split toric varieties over Q with the log-anticanonical height:
Theorem 1.2. Let Σ be the fan of a complete smooth split toric variety X over Q.
Let {ρ1, . . . , ρs} be the set of rays of Σ. For each i ∈ {1, . . . , s} fix a positive integer
mi and denote by Di the torus invariant divisor corresponding to ρi. Assume
that L :=
∑s
i=1
1
mi
Di is ample and satisfies Assumption 6.14. Let HL be the
height defined by L as in Section 6.3. Let X be the toric scheme defined by Σ
over Z, and for each i ∈ {1, . . . , s}, let Di be the closure of Di in X . For every
B > 0, let N(B) be the number of Campana Z-points on the Campana orbifold
(X ,
∑s
i=1(1 − 1/mi)Di) (in the sense of [PSTVA19, Definition 3.4]) of height HL
at most B. Then for sufficiently large B > 0,
N(B) = cB(logB)r−1 +O(B(logB)r−2(log logB)s), (1.3)
where r is the rank of the Picard group of X, and c is a positive constant compatible
with the prediction in [PSTVA19, §3.3].
In the situation of Theorem 1.2 the Assumption 6.14, which is the counterpart of
Assumption 4.14, is satisfied in many cases, including products of projective spaces,
the blow up of P2 in one point, and all smooth projective toric varieties with Picard
rank r ≥ dimX+1. We are not aware of any examples of toric varieties that don’t
satisfy Assumption 6.14. For all toric varieties that satisfy Assumption 6.14, our
application of the hyperbola method recovers Salberger’s result [Sal98] and improves
on the error term.
Theorem 1.2 could also be deduced from work of de la Brete`che [dlB01b], [dlB01a],
who developed a multi-dimensional Dirichlet series approach to count rational
points of bounded height on toric varieties. Another approach could be via har-
monic analysis of the height zeta function, even though such a proof would probably
be more involved than the case of compactifications of vector groups [PSTVA19].
Our proof proceeds via the universal torsor method introduced by Salberger in
[Sal98] in combination with Theorem 1.1. One of our main motivations for this
approach is that it opens a path to counting Campana points on hypersurfaces in
toric varieties.
When we apply Theorem 1.1 to prove Theorem 1.2, we need to verify that
both the exponent of B as well as the power of logB match the prediction in
[PSTVA19]. The exponent a in Theorem 1.1 is the result of a linear optimization
problem. Similarly, the construction of the height function leading to the exponent
one of B in Theorem 1.2 involves another linear optimization problem. We use the
strong duality property in linear programming to recognize that the exponents are
indeed compatible, and that this holds heuristically also in the more general setting
where the height is not necessarily log-anticanonical. For the compatibility of the
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exponents of logB we exploit a different duality setup, which involves the Picard
group of X .
The paper is organized as follows. In Section 2 we provide some auxiliary esti-
mates on variants of geometric sums which are used later in Section 4. In Section 3
we study volumes of slices of polytopes under small deformations. In Section 4 we
develop the hyperbola method and give a proof of Theorem 1.1. Sections 5 and 6
are dedicated to the application of the hyperbola method to prove Theorem 1.2. In
Section 5 we study estimates for m-full numbers of bounded size subject to certain
divisibility conditions, and we produce the estimates in boxes for the function f
associated to the counting problem in Theorem 1.2. In Section 6 we describe the
heights associated to semiample Q-divisors on toric varieties over number fields,
we study some combinatorial properties of the polytopes that play a prominent
role in the application of the hyperbola method, and we show that the heuris-
tic expectations coming from the hyperbola method agree with the prediction in
[PSTVA19, Conjecture 1.1] on split toric varieties for Campana points of bounded
height, where the height does not need to be anticanonical. We conclude the section
with the proof of Theorem 1.2.
1.1. Notation. We use ♯S or |S| to indicate the cardinality of a finite set S.
Bold letters denote s-tuples of real numbers, and for given x ∈ Rs we denote
by x1, . . . , xs ∈ R the elements such that x = (x1, . . . , xs). For any subset S ⊂ Rs
we denote by cone(S) the cone generated by S.
We denote by Fp the finite field with p elements and by Fp an algebraic closure.
For a number field K, we denote by OK the ring of integers, and by N(a) the norm
of an ideal a of OK. We denote by ΩK the set of places of K, by Ωf the set of finite
places, and by Ω∞ the set of infinite places. For every place v of K, we denote by
Kv the completion of K at v, and we define | · |v = |NKv/Qv˜ (·)|v˜, where v˜ is the
place of Q below v and | · |v˜ is the usual real or p-adic absolute value on Qv˜. We
denote by | · | the usual absolute value on R.
We denote the Picard group and the effective cone of a smooth variety X by
Pic(X) and Eff(X), respectively. For a divisor D on X we denote by [D] its class
in Pic(X). We say that a Q-divisor D on X is semiample if there exists a positive
integer t such that tD has integer coefficients and is base point free.
2. Preliminaries
In the hyperbola method in the next section we need good approximations for
finite sums of the form
gl(M, θ) :=
∑
0≤m≤M
mlθm,
for some 0 < θ < 1 and natural numbers l,M ≥ 0 (here and in the following we
understand 00 := 1). In this subsection we also write gl(M) for gl(M, θ).
We will use the following result.
Lemma 2.1. For an integer l ≥ 0 and 0 < θ < 1 and a real number M > l we
have
(θ − 1)l+1gl(M) = (−1)
l+1l! +Ol(1 − θ) +Ol
(
θMM l
)
.
Lemma 2.1 can be deduced from the following statement.
HYPERBOLA METHOD ON TORIC VARIETIES 5
Lemma 2.2. Assume that M > l ≥ 0 and θ > 0. Then we have
(θ − 1)l+1gl(M) =
∑
0≤m<l+1
θm
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l
+θM
∑
0<m≤l+1
θm
l+1∑
h=m
(
l + 1
h
)
(−1)l+1−h
l∑
k=0
(
l
k
)
Mk(m− h)l−k.
For the proof of Lemma 2.2 and Lemma 2.1 we need the following identity. For
an integer 0 ≤ α ≤ l we have
l+1∑
h=0
(
l + 1
h
)
(−1)l+1−hhα = 0. (2.1)
To see this consider the identity
(t− 1)l+1 =
l+1∑
h=0
(
l + 1
h
)
th(−1)l+1−h.
Now take derivatives with respect to t and then set t = 1.
Lemma 2.2 implies Lemma 2.1. We start in observing that
(θ − 1)l+1gl(M) =
∑
0≤m<l+1
θm
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l +Ol
(
θMM l
)
=
∑
0≤m≤l
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l
+Ol(|θ − 1|) +Ol
(
θMM l
)
.
We further compute
(θ − 1)l+1gl(M) =
∑
0≤m≤l+1
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l
−
l+1∑
h=0
(
l + 1
h
)
(−1)l+1−h(l + 1− h)l
+Ol(|θ − 1|) +Ol
(
θMM l
)
.
Note that the term in the second line is equal to zero by equation (2.1). Hence we
have
(θ − 1)l+1gl(M) =
∑
0≤m≤l+1
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l
+Ol(|θ − 1|) +Ol
(
θMM l
)
.
We now switch the summation of m and h to obtain
(θ − 1)l+1gl(M) =
∑
0≤h≤l+1
(
l + 1
h
)
(−1)l+1−h
∑
h≤m≤l+1
(m− h)l
+Ol(|θ − 1|) +Ol
(
θMM l
)
=
∑
0≤h≤l+1
(
l + 1
h
)
(−1)l+1−h
∑
0≤t≤l+1−h
tl
+Ol(|θ − 1|) +Ol
(
θMM l
)
.
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By the Faulhaber formulas
∑
0≤t≤l+1−h t
l is a polynomial in h with leading term
(l + 1− h)l+1
l + 1
=
(−1)l+1
l + 1
hl+1 + lower order terms in h.
Using equation (2.1) we hence obtain
(θ − 1)l+1gl(M) =
∑
0≤h≤l+1
(
l + 1
h
)
(−1)l+1−h
(−1)l+1
l + 1
hl+1
+Ol(|θ − 1|) +Ol
(
θMM l
)
=
1
l + 1
∑
0≤h≤l+1
(
l + 1
h
)
(−1)hhl+1
+Ol(|θ − 1|) +Ol
(
θMM l
)
.
By equation (1.13) in [Gou72] we have
∑
0≤h≤l+1
(
l+ 1
h
)
(−1)hhl+1 = (−1)l+1(l + 1)!
Hence we get
(θ − 1)l+1gl(M) = (−1)
l+1l! +Ol(|θ − 1|) +Ol
(
θMM l
)
. 
We finish this section with a proof of Lemma 2.2.
Proof of Lemma 2.2. We compute
(θ − 1)l+1gl(M) = (θ − 1)
l+1
∑
0≤m≤M
mlθm
=
l+1∑
h=0
(
l + 1
h
)
θh(−1)l+1−h
∑
0≤m≤M
mlθm
=
l+1∑
h=0
(
l + 1
h
)
(−1)l+1−h
∑
0≤m≤M
mlθm+h
=
l+1∑
h=0
(
l + 1
h
)
(−1)l+1−h
∑
h≤m≤M+h
(m− h)lθm.
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We split the last summation into three ranges depending on the size of m and get
(θ − 1)l+1gl(M) =
l+1∑
h=0
(
l + 1
h
)
(−1)l+1−h
∑
l+1≤m≤M
(m− h)lθm
+
l∑
h=0
(
l + 1
h
)
(−1)l+1−h
∑
h≤m<l+1
(m− h)lθm
+
l+1∑
h=1
(
l + 1
h
)
(−1)l+1−h
∑
M<m≤M+h
(m− h)lθm
=
∑
l+1≤m≤M
θm
l∑
k=0
(
l
k
)
mk
l+1∑
h=0
(
l + 1
h
)
(−1)l+1−h(−h)l−k
+
∑
0≤m<l+1
θm
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l
+
∑
M<m≤M+l+1
θm
l+1∑
h=m−M
(
l + 1
h
)
(−1)l+1−h(m− h)l
We now use the identity (2.1) for the third last line and deduce that
(θ − 1)l+1gl(M) =
∑
0≤m<l+1
θm
m∑
h=0
(
l + 1
h
)
(−1)l+1−h(m− h)l (2.2)
+
∑
0<m≤l+1
θM+m
l+1∑
h=m
(
l + 1
h
)
(−1)l+1−h(M +m− h)l (2.3)
Now the lemma follows in expanding each of the terms (M +m− h)l. 
3. Volumes of certain sections of polytopes
In this section we provide some estimates on the volumes of intersections of
convex polytopes with certain hyperplanes. These will be used in the next section
in the development of our generalized form of the hyperbola method.
Proposition 3.1. Let P ⊆ Rs be an s-dimensional convex polytope with s ≥ 1.
Let F be a face of P. Let H ⊆ Rs be a hyperplane such that H ∩ P = F . Let
w ∈ Rs such that P ⊆ H + R≥0w. For δ > 0, let Hδ := H + δw. Let k := dimF .
We denote by measj the j-dimensional measure induced by the Lebesgue measure
on Rs. Then
(i) for δ > 0 sufficiently small,
meass−1(Hδ ∩ P) = cδ
s−1−k +O(δs−k),
where c is a positive constant that depends on P, F and H.
(ii) If s ≥ 2, for δ > 0 sufficiently small we have
meass−2(∂(Hδ ∩ P)) =
{
c′δs−2−k +O(δs−1−k), if k ≤ s− 2,
c′ +O(δ), if k = s− 1,
where c′ is a positive constant that depends on P, F and H.
(iii) Let T ⊆ Rs be a hyperplane and u ∈ Rs a vector such that P ⊆ T + R≥0u
and T ∩ P is a face of P. For κ > 0, let Tκ = T + [0, κ]u. Then for δ and
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κ sufficiently small and positive,
meass−1(Hδ ∩ P ∩ Tκ)≪
{
κδs−1−k if F 6⊆ T,
min{κ, δ}δs−2−k if F ⊆ T,
where the implicit constant is independent of κ and δ.
Proof. For parts (i) and (ii) we proceed by induction on k. If k = 0, then F is a
vertex of P . Up to a translation, which is a volume preserving automorphism of
Rs, we can assume that F is the origin of Rs. We denote by Q the cone with vertex
F generated by P . Then, for δ small enough, Hδ ∩ P = Hδ ∩ Q = δ(H1 ∩ Q) and
∂(Hδ ∩ P) = δ∂(H1 ∩ Q). Thus meass−1(Hδ ∩ P) = δs−1meass−1(H1 ∩ Q) and
meass−2(∂(Hδ ∩ P)) = δs−2meass−2(∂(H1 ∩Q)).
Now we assume that s ≥ 2 and k ≥ 1. Let P1, . . . ,PN ⊆ Rs be simplices of
dimension s such that P =
⋃N
i=1 Pi is a triangulation of P . Then meass−1(Hδ∩P) =∑N
i=1meass−1(Hδ ∩ Pi). For δ small enough, we have Hδ ∩ Pi 6= ∅ if and only if
Pi ∩F 6= ∅. For i ∈ {1, . . . , N} such that Pi ∩F 6= ∅ and dim(Pi ∩F) < k we have
meass−1(Hδ∩Pi) = O(δs−k) by the induction hypothesis. Since
⋃N
i=1(Pi∩F) = F ,
there is at least one index i ∈ {1, . . . , N} such that dim(Pi ∩F) = k. Therefore, in
order to conclude the proof of (i) it suffices to prove the desired asymptotic formula
in the case where P is a simplex.
From now on we assume that P is a simplex. We denote by v0, . . . , vk the vertices
of F and by vk+1, . . . , vs the vertices of P not contained in F . Up to a translation,
which is a volume preserving automorphism of Rs, we can assume that v0 is the
origin of Rs. We observe that v1, . . . , vs form a basis of the vector space Rs. Let C be
the cone (with vertex v0) generated by vk+1, . . . , vs. We observe that C ∩H = {v0}
as H ∩P = F and C is contained in the cone (with vertex v0) generated by P . Let
Q := F + C. Then P ⊆ Q and H ∩ Q = F . Let L ⊆ Rs be the hyperplane that
contains v1, . . . , vs. Then L
+ = L + R≤0v1 is the halfspace with boundary L that
contains v0, and P = Q ∩ L+. Let L− = L + R≥0v1. Then meass−1(Hδ ∩ P) =
meass−1(Hδ ∩Q)−meass−1(Hδ ∩Q∩L−). Let H
+
1 = H1+R≤0w be the half space
with boundary H1 that contains F . Then H
+
1 ∩ Q is bounded, and for δ small
enough, Hδ ∩Q∩L− = Hδ ∩ (H
+
1 ∩Q∩L
−) and H+1 ∩Q∩L
− is an s-dimensional
polytope that intersects H in the (k − 1)-dimensional face with vertices v1, . . . , vk.
Hence, by induction hypothesis we have meass−1(Hδ ∩ Q ∩ L
−) = O(δs−k). We
observe that meass−1(Hδ ∩Q) = meass−1((Hδ ∩Q)− δw), and
(Hδ ∩Q)− δw = H ∩ (F + C − δw) = F + (H ∩ (C − δw)).
Hence, there is a positive constant a (which is the determinant of the matrix of a
suitable linear change of variables in H) such that
meass−1(Hδ ∩Q) = ameask(F)meass−k−1(H ∩ (C − δw)).
We conclude the proof of (i) as
meass−k−1(H ∩ (C − δw)) = meass−k−1(Hδ ∩ C) = δ
s−k−1meass−k−1(H1 ∩ C).
If s = 2, part (ii) holds. Hence, it remains to prove it for s ≥ 3 and k ≥
1. Let F1, . . . ,FM be the faces of P , then ∂(Hδ ∩ P) =
⋃M
i=1(Hδ ∩ Fi). For δ
small enough, we have Hδ ∩ Fi 6= ∅ if and only if Fi ∩ F 6= ∅. Moreover, for
δ small enough we can assume that Hδ does not contain any vertex of P . Since
meass−2(Hδ ∩Fi) = 0 whenever Hδ ∩Fi has dimension strictly smaller than s− 2,
we have meass−2(∂(Hδ ∩ P)) =
∑M
i=1meass−2(Hδ ∩ Fi), where the sum actually
runs over the maximal faces of P that intersect F . Let F˜ be an (s−1)-dimensional
face of P that intersects F such that F˜ 6= F , and let k˜ = dim(F˜ ∩ F). By part
(i) applied replacing P by F˜ , we have meass−2(Hδ ∩ F˜) = c˜δs−2−k˜ + O(δs−1−k˜).
HYPERBOLA METHOD ON TORIC VARIETIES 9
If k ≤ s − 2, there is an (s − 1)-dimensional face F˜ of P that contains F , hence
k˜ = k, and we conclude. If k = s − 1, then there is an (s − 1)-dimensional face F˜
of P such that k˜ = s− 2, hence meass−2(∂(Hδ ∩ P)) = c+O(δ).
For part (iii), we observe that if F ∩ T = ∅, then for δ and κ small enough we
have Hδ ∩ P ∩ Tκ = ∅. Hence we can assume that F ∩ T 6= ∅. Let P =
⋃N
i=1 Pi
be the triangulation of P in the proof of part (i). Up to reordering we can assume
that there is N ′ ≤ N such that dim(Pi ∩ F) = k and Pi ∩ F ∩ T 6= ∅ if and only if
i ≤ N ′. Then
meass−1(Hδ ∩ Pκ) =
N ′∑
i=1
meass−1(Hδ ∩ Pi ∩ Tκ) +O(δ
s−k).
Fix i ∈ {1, . . . , N ′}. Let v0,i, . . . , vs,i be the vertices of Pi such that v0,i ∈ F ∩ T
and v0,i, . . . , vk,i are the vertices of F ∩Pi. Since the Lebesgue measure is invariant
under translation, we can assume without loss of generality that v0,i is the origin
of Rs. Let Ci be the cone (with vertex v0,i) generated by vk+1,i, . . . , vs,i, and
Qi := (F∩Pi)+Ci. Then meass−1(Hδ∩Pi∩Tκ) = meass−1(Hδ∩Qi∩Tκ)+O(δs−k)
and
meass−1(Hδ ∩Qi ∩ Tκ)≪ meask(F ∩ Pi ∩ Tκ)meass−1−k(H ∩ ((Ci ∩ Tκ)− δw)),
where the implicit constant is independent of κ and δ. Since F ∩ Pi is a simplex
(it is a face of a simplex) and v0,i ∈ F ∩ Pi ∩ T , there is ji ∈ {1, . . . , s} such that
(R≥0vji,i) ∩ Tκ is bounded, i.e. (R≥0vji,i) ∩ Tκ = [0, 1]κaji,ivji,i for some aji,i > 0
independent of κ. Let Tκ,i,ji := {
∑s
i=1 λivi : 0 ≤ λji ≤ κaji,i}.
If F 6⊆ T , then F ∩ Pi 6⊆ T and we can choose ji ≤ k. Then F ∩ Pi ∩ Tκ ⊆
F ∩Pi ∩ Tκ,i,ji . Let Fji,i be the maximal face of F ∩Pi that does not contain vji,i.
Then meask(F ∩ Pi ∩ Tκ)≪ κaji,imeask−1(Fji,i)≪ κ, and meass−1−k(H ∩ ((Ci ∩
Tκ) − δw)) ≤ meass−1−k(H ∩ (Ci − δw)) ≪ δs−1−k, where the implicit constants
are independent of κ and δ.
If F ⊆ T , then ji ≥ k + 1, and Ci ∩ Tκ ⊆ Ci ∩ Tκ,i,ji . Hence,
meass−1−k(H ∩ ((Ci ∩ Tκ)− δw))
≤ δs−1−kmeass−1−k(H1 ∩ Ci ∩ (δ
−1Tκ,i,ji))≪ δ
s−2−kmin{δ, κ}. 
4. Hyperbola method
We consider a function f : Ns → R≥0 with the following properties.
Property I: Assume that there are non-negative real constants Cf,M ≤ Cf,E and
∆ > 0 and ̟i > 0, 1 ≤ i ≤ s such that for all B1, . . . , Bs ∈ R≥1 we have∑
1≤yi≤Bi, 1≤i≤s
f(y) = Cf,M
s∏
i=1
B̟ii +O
(
Cf,E
s∏
i=1
B̟ii
(
min
1≤i≤s
Bi
)−∆)
where the implied constant is independent of f .
Property II: Assume that there are positive real numbers D and ν such that
the following holds. Let I ( {1, . . . , s} be a non-empty subset of indices and fix
some (yi)i∈I ∈ N|I|. Write yI for the vector (yi)i∈ I and |yI | for its maximums
norm. Then there is a non-negative constant Cf,M,I(yI) such that for all Bi ∈ R≥1,
i ∈ {1, . . . , s} \ I one has∑
1≤yi≤Bi, i/∈I
f(y) = Cf,M,I(yI)
∏
i/∈I
B̟ii +O(Cf,E |yI |
D
∏
i/∈I
B̟ii (min
i/∈I
Bi)
−∆),
uniformly in |yI | ≤ (
∏
i/∈I Bi)
ν .
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Remark 4.1. Assume that f : Ns → R≥0 satisfies Property I and Property II. Fix
a vector yI and set
fyI (y
′) = f(yI ,y
′),
for y′ = (yi)i/∈I . Assume furthermore that
Cf,M,I(yI) ≤ Cf,E |yI |
D. (4.1)
Then the function fyI in |I
c| variables satisfies Property I with constants
C˜f,M = Cf,M,I(yI)
and
C˜f,E = Cf,E |yI |
D′ ,
for some D′ sufficiently large, depending on ν, ∆ and ̟i, i /∈ I.
Next we need an analogous statement to Lemma 2.3 in [BB18].
Lemma 4.2. Assume that f : Ns → R≥0 satisfies Property I and Property II above.
Let Bi ∈ R≥1 for i ∈ I. Then one has∑
1≤yi≤Bi, i∈I
Cf,M,I(yI) = Cf,M
∏
i∈I
B̟ii +O
(
Cf,E
∏
i∈I
B̟ii (min
i∈I
Bi)
−∆
)
.
Proof. Let Z > 1 be a real parameter. Then by Property II∑
1≤yi≤Z, i/∈I
f(y) = Cf,M,I(yI)Z
∑
i/∈I ̟i +O
(
Cf,E |yI |
DZ
∑
i/∈I ̟iZ−∆
)
(4.2)
uniformly in |yI | ≤ Z
ν|Ic|. Now assume that Bi ∈ R≥1, i ∈ I, are real parameters
with Bi ≤ Zν|I
c|, for all i ∈ I. Summing the relation (4.2) over yi ≤ Bi for i ∈ I
we obtain that ∑
1≤yi≤Z i/∈I
1≤yi≤Bi i∈I
f(y) = Z
∑
i/∈I ̟i
∑
1≤yi≤Bi, i∈I
Cf,M,I(yI)
+O
(
Cf,E(
∏
i∈I
Bi)|max
i
Bi|
DZ
∑
i/∈I ̟iZ−∆
)
.
On the other hand, if we evaluate the sum on the left hand side using Property I
we obtain (if we take ν sufficiently small such that ν|Ic| ≤ 1)∑
1≤yi≤Z i/∈I
1≤yi≤Bi i∈I
f(y) = Cf,MZ
∑
i/∈I ̟i
∏
i∈I
B̟ii + O
(
Cf,EZ
∑
i/∈I ̟i
∏
i∈I
B̟ii (min
i∈I
Bi)
−∆
)
.
Comparing these two asymptotics implies that∑
1≤yi≤Bi, i∈I
Cf,M,I(yI) = Cf,M
∏
i∈I
B̟ii
+O
(
Cf,E(
∏
i∈I
Bi)|max
i
Bi|
DZ−∆
)
+O
(
Cf,E
∏
i∈I
B̟ii (min
i∈I
Bi)
−∆
)
.
The lemma follows in taking Z sufficiently large. 
Let B be a large real parameter. Let K be a finite index set and s ∈ N. Let
αi,k ≥ 0 for 1 ≤ i ≤ s and k ∈ K.
Our goal is to evaluate the sum (if finite)
Sf =
∑
∏s
i=1 y
αi,k
i ≤B, ∀k∈K
yi∈N,1≤i≤s
f(y)
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More generally, let Bk ∈ R≥1, k ∈ K be real parameters and write B = (Bk)k∈K.
We define
Sf (B) :=
∑
∏s
i=1 y
αi,k
i ≤Bk, ∀k∈K
yi∈N,1≤i≤s
f(y).
Let
bk := logBk/ logB, k ∈ K.
We assume that there are absolute positive constants C3 and C4 such that
0 < C3 ≤ bk ≤ C4, k ∈ K. (4.3)
In applications we can later choose C3 and C4 very close to 1.
We start with a heuristic for the expected growth of the sum Sf . Let B be a
large real parameter. Consider the contribution to the sum Sf from a dyadic box
where each yi ∼ Bti̟
−1
i say for real parameters ti ≥ 0 (for example we could think
of 12B
ti̟
−1
i ≤ yi ≤ B
ti̟
−1
i , 1 ≤ i ≤ s). Such a box is expected to contribute about∑
yi∼B
ti̟
−1
i ,1≤i≤s
f(y) ∼ B
∑s
i=1 ti
to the sum Sf . In order for such a box to lie in the summation range we roughly
speaking need
s∑
i=1
αi,k̟
−1
i ti ≤ bk, k ∈ K (4.4)
and
ti ≥ 0, 1 ≤ i ≤ s. (4.5)
The system of equations (4.4) and (4.5) define a polyhedron P ⊂ Rs.
Assumption 4.3. We assume that P is bounded and non-degenerate in a sense
that it is not contained in a s− 1 dimensional subspace of Rs.
The linear function
s∑
i=1
ti
takes its maximum on a face of P . We call the maximal value a and assume that
this maximum is obtained on a k-dimensional face of P .
Let Hδ be the hypersurface given by
s∑
i=1
ti = a− δ.
It comes equipped with an s − 1 dimensional measure which is obtained from the
pull-back of the standard Lebesgue measure to any of its coordinate plane projec-
tions. In the following we write meas for this measure.
Assumption 4.4. We assume that there is a constant cP such that for δ > 0 which
are sufficiently small (in terms of P) we have
|meass−1(Hδ ∩ P)− cP δ
s−1−k| ≤ Cδs−k, (4.6)
for a sufficiently large constant C, depending only on P . Moreover, we assume that
the measure of the boundary of the polytope Hδ ∩ P is bounded by
meass−2(∂(Hδ ∩ P))≪ 1. (4.7)
Here we mean by meass−2 the s− 2 dimensional boundary measure.
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We note that Assumption 4.4 is a consequence of Proposition 3.1 parts (i) and
(ii).
Assumption 4.5. The face F on which the function
∑s
i=1 ti takes its maximum
on P is not contained in a coordinate hyperplane of Rs (with coordinates ti).
Let l ∈ Zs≥0 and 1 < θ < 2 a parameter to be chosen later. We define box
counting functions
Bf (l, θ) =
∑
yi∈[θ
li
i ,θ
li+1
i ),1≤i≤s
f(y),
where
θi = θ
̟−1i , 1 ≤ i ≤ s.
Assume that f satisfies Property I and Property II. We use Property I and inclusion-
exclusion to evaluate
Bf (l, θ) = Cf,M
s∏
i=1
(θ
̟i(li+1)
i − θ
̟ili
i ) +O(Cf,E
s∏
i=1
θli̟ii (mini
θlii )
−∆)
= Cf,M (θ − 1)
s
s∏
i=1
θli +O(Cf,E
s∏
i=1
θli(min
i
θlii )
−∆).
We deduce that
Bf (l, θ) = Cf,M (θ − 1)
sθ
∑s
i=1 li +O(Cf,Eθ
∑s
i=1 li(min
i
θ̟
−1
i li)−∆).
Recall that we assumed in Property I that
Cf,M ≤ Cf,E .
Hence we have
Bf (l, θ)≪ Cf,Eθ
∑s
i=1 li . (4.8)
We note that the sum
Ef2 :=
∑
∏s
i=1 y
αi,k
i ≤Bk, k∈K
yi∈N, 1≤i≤s∏s
i=1 y
̟i
i >B
a
f(y)
is empty.
Let A˜ be a large natural number, which we view as a parameter to be specified
later.
We set
S1,f :=
∑
∏s
i=1 y
αi,k
i ≤Bk, k∈K
yi∈N, 1≤i≤s
yi≥(logB)
A˜∀1≤i≤s
f(y),
and note that
S1,f =
∑
∏s
i=1 y
αi,k
i ≤Bk, k∈K
yi∈N, 1≤i≤s∏
i y
̟i
i ≤B
a
yi≥(logB)
A˜∀1≤i≤s
f(y).
Let 1 < θ < 2 be a parameter to be chosen later. We now cover the sum S1,f with
boxes of the form Bf (l, θ). Let L+ be the set of l ∈ Zs≥0 such that the following
HYPERBOLA METHOD ON TORIC VARIETIES 13
inequalities hold
s∑
i=1
αi,k̟
−1
i li ≤
logBk
log θ
, k ∈ K
li + 1 ≥
̟iA˜ log logB
log θ
, 1 ≤ i ≤ s.
Similarly, let L˜− be the set of l ∈ Zs≥0 such that the following inequalities hold
s∑
i=1
αi,k̟
−1
i (li + 1) ≤
logBk
log θ
, k ∈ K
li ≥
̟iA˜ log logB
log θ
, 1 ≤ i ≤ s.
Let C5 be a positive constant such that
s∑
i=1
αi,k̟
−1
i ≤ C5
logBk
logB
, k ∈ K.
We define L− to be the set of l ∈ Zs≥0 such that the following inequalities hold
s∑
i=1
αi,k̟
−1
i li ≤
logBk
log θ
− C5
logBk
logB
, k ∈ K
li ≥
̟iA˜ log logB
log θ
, 1 ≤ i ≤ s.
Then we have∑
l∈L−
Bf (l, θ) = S
−
1,f ≤ S1,f ≤ S
+
1,f =
∑
l∈L+
Bf (l, θ),
where we read the last line as a definition for S−1,f and S
+
1,f . Note that the coverings
into boxes do not depend on the function f but only on the summation conditions
on the variables yi, 1 ≤ i ≤ s.
Let r+(l) (resp. r−(l)) be the set of l ∈ L+ (resp. L−) such that
s∑
i=1
li = l.
We recall that
Bf (l, θ) = Cf,M (θ − 1)
sθ
∑s
i=1 li +O(Cf,Eθ
∑s
i=1 li(min
i
θ̟
−1
i li)−∆).
This leads to∑
l∈L−
Bf (l, θ) = Cf,M
∑
l∈L−
θ
∑s
i=1 li(θ − 1)s +O
(
Cf,E
∑
l∈L−
θ
∑s
i=1 li(logB)−∆A˜
)
= (θ − 1)sCf,M
∑
l≤a logB/ log θ
r−(l)θl +O
(
Cf,E
∑
l∈L−
θ
∑s
i=1 li(logB)−∆A˜
)
Every vector l ∈ L− satisfies the bound
s∑
i=1
li ≤ a
logB
log θ
,
and hence
li ≤ a
logB
log θ
1 ≤ i ≤ s.
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This leads to the bound ∑
l∈L−
θ
∑s
i=1 li ≪
(
logB
log θ
)s
Ba.
We deduce that ∑
l∈L−
Bf (l, θ) = (θ − 1)
sCf,M
∑
l≤a logB/ log θ
r−(l)θl
+O
(
Cf,E
(
logB
log θ
)s
Ba(logB)−∆A˜
)
.
Let r˜(l) be the number of l ∈ Zs≥0 such that
∑s
i=1 li = l and the following
inequalities hold
s∑
i=1
αi,k̟
−1
i li ≤
logBk
log θ
− C5
logBk
logB
, k ∈ K.
Note that r˜(l) is the number of lattice points in the polytope given by
s∑
i=1
ti = l,
s∑
i=1
αi,k̟
−1
i ti ≤
logBk
log θ
− C5
logBk
logB
, k ∈ K
ti ≥ 0, 1 ≤ i ≤ s.
Finally, for 1 ≤ i0 ≤ s let rA˜,i0(l) be the number of l ∈ Z
s
≥0 such that
∑s
i=1 li = l
and
li0 ≤
̟iA˜ log logB
log θ
,
and
s∑
i=1
αi,k̟
−1
i li ≤
logBk
log θ
, k ∈ K.
Note that we have
r−(l) = r˜(l) +O
 ∑
1≤i0≤s
rA˜,i0(l)
 .
We now stop a moment to introduce some more auxiliary polytopes. We recall that
P ⊂ Rs is the polytope given by the system of equations (4.4) and (4.5).
For 1 ≤ i0 ≤ s and κ > 0 we introduce the polytope Pi0,κ given by the system
of equations
s∑
i=1
αi,k̟
−1
i ti ≤ logBk/ logB, k ∈ K
and
ti ≥ 0, 1 ≤ i ≤ s,
and
ti0 ≤ κ.
I.e. Pi0,κ is obtained from intersecting P with the halfspace ti0 ≤ κ. Let Hδ be
defined as before, i.e. the hyperplane given by
s∑
i=1
ti = a− δ.
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Assumption 4.6. Let 0 ≤ k ≤ s− 1. Assume that κ ≤ ǫ for ǫ sufficiently small as
well as δ > 0 sufficiently small in terms of the data describing P . Then we have
meas(Hδ ∩ Pi0,κ)≪ κδ
s−1−k.
Moreover, we have
meas ∂(Hδ ∩ Pi0,κ)≪ 1.
Remark 4.7. Note that in the case k = 0 and where the maximal face F is not
contained in a coordinate hyperplane, the intersection Hδ ∩Pi0,κ is empty for ǫ and
δ sufficiently small.
Remark 4.8. Assumption 4.6 is a consequence of Assumption 4.5 together with
Proposition 3.1.
In our applications it would already be sufficient to take κ of size κ ≪ log logBlogB .
We next evaluate the function r−(l) asymptotically.
Lemma 4.9. Assume that 0 ≤ k ≤ s− 1. Assume that Assumption 4.5 holds. Let
l be an integer with
(a− δ)
(
logB
log θ
− C5
)
≤ l ≤ a
(
logB
log θ
− C5
)
.
Then we have
r−(l) = cP
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−1−k
+O
((
logB
log θ
)s−2
+
(
logB
log θ
)s−1 (
a−
log θ
logB
l
)s−k)
+O
(
log logB
logB
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−1−k)
.
Here we read 00 = 1.
If
l > a
(
logB
log θ
− C5
)
,
then we have r−(l) = 0.
Remark 4.10. Note that exactly the same asymptotic also holds for r+(l), but
then in the range
(a− δ)
logB
log θ
≤ l ≤ a
logB
log θ
.
Proof. We recall that r˜(l) counts lattice points in the polytope P (l, B, θ) given by
s∑
i=1
ti = l,
s∑
i=1
αi,k̟
−1
i ti ≤
logBk
log θ
− C5
logBk
logB
, k ∈ K,
ti ≥ 0, 1 ≤ i ≤ s.
We observe that P (l, B, θ) is equal to the polytope
(
logB
log θ − C5
)
P , i.e. the polytope
P blown up by a factor of logBlog θ −C5, intersected with the hyperplane
(
logB
log θ − C5
)
Hδ′
given by
s∑
i=1
ti =
(
logB
log θ
− C5
)
(a− δ′),
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where δ′ ≥ 0 is chosen such that
l =
(
logB
log θ
− C5
)
(a− δ′).
If we assume the estimate (4.6) then we have
measP (l, B, θ) = cP
(
logB
log θ
− C5
)s−1(
a−
(
logB
log θ
− C5
)−1
l
)s−1−k
+O
( logB
log θ
)s−1(
a−
(
logB
log θ
− C5
)−1
l
)s−k .
We can rewrite this as
measP (l, B, θ) = cP
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−1−k
+O
((
logB
log θ
)s−1(
a−
log θ
logB
l
)s−k
+
(
logB
log θ
)s−2)
.
If we assume the estimate (4.7), then the measure of the boundary of P (l, B, θ) is
bounded by
≪
(
logB
log θ
)s−2
.
As our lattice is of fixed shape we deduce that for δ sufficiently small
r˜(l) = cP
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−1−k
+O
((
logB
log θ
)s−2
+
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−k)
.
Finally, by Assumption 4.6 we have for any 1 ≤ i0 ≤ s that
rA˜,i0(l)≪A˜
log logB
logB
(
logB
log θ
)s−1 (
a−
log θ
logB
l
)s−1−k
+
(
logB
log θ
)s−2
.

We write
S−1,f =M
−
1,f + E
−
3,f + E
−
4,f
with
M−1,f = (θ − 1)
sCf,M
∑
(a−δ)(logB/ log−C5)θ≤l≤a(logB/ log θ−C5)
r−(l)θl
and
E−3,f ≪ Cf,E
(
logB
log θ
)s
Ba(logB)−∆A˜
and
E−4,f ≪ (θ − 1)
sCf,M
∑
l≤(a−δ)(logB/ log θ−C5)
r−(l)θl.
First we bound the error termE−4,f . For this we observe that if l ≤ (a−δ) logB/ log θ,
then
θl ≪ Ba−δ.
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Moreover, as each of the li in the counting function r
−(l) is bounded by ≪ logBlog θ
we have
∑
l≤a logB/ log θ
r−(l)≪
(
logB
log θ
)s
.
This gives the estimate
E−4,f ≪ (θ − 1)
sCf,M
(
logB
log θ
)s
Ba−δ.
We conclude that
S−1,f =M
−
1,f +O(E
−
3,f ).
We now use Lemma 4.9 to first evaluate the main term M−1,f . We have
M−1,f = (θ − 1)
sCf,M
∑
(a−δ)(logB/ log θ−C5)≤l≤a(logB/ log θ−C5)
r−(l)θl
= (θ − 1)sCf,M
∑
(a−δ)(logB/ log θ−C5)≤l≤a(logB/ log θ−C5)
cP
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−1−k
θl
+O
Cf,M (θ − 1)s ∑
l≤a logB/ log θ
(
logB
log θ
)s−2
θl

+O
Cf,M (θ − 1)s ∑
l≤a logB/ log θ
(
logB
log θ
)s−1(
a−
log θ
logB
l
)s−k
θl

+O
 log logB
logB
(θ − 1)sCf,M
∑
l≤a logB/ log θ
cP
(
logB
log θ
)s−1 (
a−
log θ
logB
l
)s−1−k
θl
 .
We can also write this as
M−1,f = (θ − 1)
sCf,M
∑
(a−δ)(logB/ log θ−C5)≤l≤a(logB/ log θ−C5)
cP
(
logB
log θ
)k (
a
logB
log θ
− l
)s−1−k
θl
+O
Cf,M (θ − 1)s ∑
l≤a logB/ log θ
(
logB
log θ
)s−2
θl

+O
Cf,M (θ − 1)s ∑
l≤a logB/ log θ
(
logB
log θ
)k−1 (
a
logB
log θ
− l
)s−k
θl

+O
 log logB
logB
(θ − 1)sCf,M
∑
l≤a logB/ log θ
(
logB
log θ
)k (
a
logB
log θ
− l
)s−1−k
θl

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or
M−1,f = Cf,McP (logB)
k
(
θ − 1
log θ
)k
(θ − 1)s−k
∑
(a−δ)(logB/ log θ−C5)≤l≤a(logB/ log θ−C5)
(
a
logB
log θ
− l
)s−1−k
θl
+O
(
Cf,M (θ − 1)
s−1
(
logB
log θ
)s−2
Ba
)
+O
Cf,M (logB)k−1 (θ − 1
log θ
)k−1
(θ − 1)s−k+1
∑
0≤l≤a logB/ log θ
(
logB
log θ
a− l
)s−k
θl

+O
 log logB
logB
Cf,M (logB)
k
(
θ − 1
log θ
)k
(θ − 1)s−k
∑
0≤l≤a logB/ log θ
(
a
logB
log θ
− l
)s−1−k
θl

In the second line we computed the geometric series.
Assumption 4.11. Assume that for B large we choose θ in a way such that a logBlog θ
is an integer.
Under Assumption 4.11 we have
M−1,f = Cf,McP (logB)
k
(
θ − 1
log θ
)k
(θ − 1)s−k
∑
aC5≤m≤(a−δ)C5+δ logB/ log θ
ms−1−kθa logB/ log θ−m
+O
(
Cf,M (θ − 1)
s−1
(
logB
log θ
)s−2
Ba
)
+O
Cf,M (logB)k−1 (θ − 1
log θ
)k−1
(θ − 1)s−k+1
∑
0≤m≤a logB/ log θ
ms−kθa logB/ log θ−m

+O
Cf,M log logB
logB
(logB)k
(
θ − 1
log θ
)k
(θ − 1)s−k
∑
0≤m≤a logB/ log θ
ms−1−kθa logB/ log θ−m
 .
We further rewrite this as
M−1,f = Cf,McP (logB)
kBa
(
θ − 1
log θ
)k
(θ − 1)s−k
∑
aC5≤m≤(a−δ)C5+δ logB/ log θ
ms−1−kθ−m
+O
(
Cf,M (θ − 1)
s−1
(
logB
log θ
)s−2
Ba
)
+O
Cf,M (logB)k−1Ba(θ − 1
log θ
)k−1
(θ − 1)s−k+1
∑
0≤m≤a logB/ log θ
ms−kθ−m

+O
Cf,M log logB
logB
(logB)kBa
(
θ − 1
log θ
)k
(θ − 1)s−k
∑
0≤m≤a logB/ log θ
ms−1−kθ−m

We recall the notation
gl(M, θ) =
∑
0≤m≤M
mlθm.
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With this notation we have
M−1,f = Cf,McP (logB)
kBa
(
θ − 1
log θ
)k
(θ − 1)s−kgs−1−k((a− δ)C5 + δ logB/ log θ, θ
−1)
+O
(
Cf,M (logB)
kBa
(
θ − 1
log θ
)k
(θ − 1)s−k
)
+O
(
Cf,M (θ − 1)
s−1
(
logB
log θ
)s−2
Ba
)
+O
(
Cf,M (logB)
k−1Ba
(
θ − 1
log θ
)k−1
(θ − 1)s−k+1gs−k(a logB/ log θ, θ
−1)
)
+O
(
Cf,M
log logB
logB
(logB)kBa
(
θ − 1
log θ
)k
(θ − 1)s−kgs−1−k(a logB/ log θ, θ
−1)
)
.
We now apply Lemma 2.1 and obtain
M−1,f = Cf,McP (logB)
kBa
(
θ − 1
log θ
)k
θs−k(s− 1− k)!
+O
(
Cf,M (θ − 1)
s−1
(
logB
log θ
)s−2
Ba
)
+O
(
Cf,M (logB)
k−1Ba
)
+O
(
Cf,MB
a(logB)k(θ − 1)
)
+O
(
Cf,MB
a−δ(logB)k
(
logB
log θ
)s−1−k
+ Cf,M (logB)
k−1
(
logB
log θ
)s−k)
+O
(
Cf,M
log logB
logB
(
(logB)kBa +Ba−δ(logB)k
(
logB
log θ
)s−1−k))
.
Next we need to choose θ. We assume that
1 +
1
(logB)10A
< θ < 1 +
1
(logB)A
, (4.9)
where A > s is a fixed parameter. Then we have(
θ − 1
log θ
)k
θs−k = 1 +O
(
1
(logB)A
)
,
and
(θ − 1)
(
θ − 1
log θ
)s−2
= O
(
1
(logB)A
)
.
We deduce that
M−1,f = (s− 1− k)!Cf,M cP (logB)
kBa +O
(
Cf,MB
a(logB)k−1 log logB
)
.
We now turn to the treatment of the error term. Recall that we have
E−3,f ≪ Cf,E
(
logB
log θ
)s
Ba(logB)−∆A˜
We now observe under the assumption of equation (4.9) that we have that
1
log θ
≪ (logB)10A,
and
E−3,f ≪ Cf,E(logB)
s+10AsBa(logB)−∆A˜.
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Let A† be a positive real parameter. If we take A˜ sufficiently large depending on
A, A†, s and ∆, then we get
E−3,f ≪ Cf,EB
a(logB)−A
†
.
Observe that the same calculations are also valid for S+1,f in place of S
−
1,f . We
deduce that
S−1,f = S
+
1,f = S1,f
and
S1,f = (s− 1− k)!Cf,McP (logB)
kBa
+O
(
Cf,M (log logB)(logB)
k−1Ba
)
+O
(
Cf,EB
a(logB)−A
†
)
.
We recall that we have made the assumption that
a logB/ log θ
is integral. Hence we need to show that for every B sufficiently large there is a θ in
the range (4.9) such that this expression is integral. Note that the conditions on θ
in (4.9) translate into saying that
a
logB
log(1 + (logB)−A)
< a
logB
log θ
< a
logB
log(1 + (logB)−10A)
.
or
logB(logB)A ≪ a
logB
log θ
≪ (logB)10A(logB),
which for B growing certainly contains an integer.
More generally, letWi > 0, 1 ≤ i ≤ s be parameters such that there exists N > 0
with
(logB)A˜ < Wi < (logB)
N , 1 ≤ i ≤ s.
Set
S1,f (W,B) :=
∑
∏
y
αi,k
i ≤Bk, k∈K
yi∈N,1≤i≤s
yi≥Wi ∀1≤i≤s
f(y).
We rephrase our findings in the following lemma.
Lemma 4.12. Let f : Ns → R≥0 be a function satisfying Property I. Assume that
Assumption 4.3 and Assumption 4.5 hold and that (4.3) holds. Then, for any real
A† > 0 one has
S1,f (W,B) = (s− 1− k)!Cf,McP (logB)
kBa
+O
(
Cf,M (log logB)(logB)
k−1Ba
)
+O
(
Cf,EB
a(logB)−A
†
)
.
where the implied constants may depend on N , A† and A˜ and the polytope P.
Next we turn to the treatment of the contributions where some variables in the
sum Sf can be small. Let J ( {1, . . . , s} and Let (Vi)i/∈J and (Wj)j∈J be real
parameters all bounded by ≪ (logB)N for some N sufficiently large and
Wi ≥ (logB)
A˜, i ∈ J.
We consider the sum
SJ1,f(V,W) :=
∑
∏s
i=1 y
αi,k
i ≤B, k∈K
yi∈N, 1≤i≤s
yi≤Vi ∀i/∈J
yi>Wi ∀i∈J
f(y).
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If J = ∅ then we have
S∅1,f (V,W)≪
∑
yi≤Vi ∀1≤i≤s
f(y)≪ Cf,E(logB)
N
∑s
i=1̟i ,
by Property I and the upper bound for each Vi, 1 ≤ i ≤ s. As a > 0 by Assumption
4.5 we have
S∅1,f (V,W)≪ Cf,EB
a(logB)−A
†
, (4.10)
for any fixed A† > 0.
We now follow the approach in section 2.6 in [BB18]. Let U be a real parameter
to be chosen later that is a power of logB and R ∈ N a large natural number also
to be chosen later. We set
U0 = 1, U1 = U, Uj = U
R
j−1, 2 ≤ j ≤ s, Us+1 = B
amaxi̟
−1
i .
In particular,
Us = U
Rs−1
is bounded by a power of logB. We now have the intervals
U0 = [U0, U1], Uj = (Uj , Uj+1], 1 ≤ j ≤ s.
These are s+1 disjoint intervals. If we consider a vector y counted by the sum S1,
then there exists at least one such interval Uj which does not contain any of the
coordinates yi, 1 ≤ i ≤ s. By the bound (4.10) and the non-negativity of f it is
now sufficient to show that terms of the form
SJ1,f (V,W)
are bounded by
SJ1,f (V,W)≪ Cf,E(log logB)
s(logB)k−1Ba,
where J ( {1, . . . , s} with J 6= ∅ and each of the Vi and Wj is equal to one of
U0, . . . , Us and where we may assume that(
max
i/∈J
Vi
)R
≤ min
i∈J
Wi.
I.e. we divide the coordinates i = 1, . . . s into small and large coordinates and may
assume that there is a gap between them.
Remark 4.13. The terms where all coordinates yi are considered large can either
be treated as in section 2.6 in [BB18] or we can observe that their sum is equal to
the main term where we have the restrictions yi ≥ U1 for all 1 ≤ i ≤ s.
We write
SJ1,f (V,W) =
∑
yi≤Vi ∀i/∈J
∑
∏s
i=1 y
αi,k
i ≤B, k∈K
yi∈N, 1≤i≤s
yi>Wi ∀i∈J
f(y).
We next aim to apply Lemma 4.12 to the inner sum
SJ((yi)i/∈J ,W) :=
∑
∏
i∈J y
αi,k
i ≤B
∏
i/∈J y
−αi,k
i , k∈K
yi∈N, ∀i∈J
yi>Wi ∀i∈J
f(y).
Note that the function f((yi)i∈J ) = f(y) in the variables yi, i ∈ J , satisfies Property
I by Remark 4.1 if we assume that f satisfies Assumption 4.1 for all vectors yI .
We may assume that
yi ≤ (logB)
N , i /∈ J, (4.11)
for some sufficiently large N (which is independent of B).
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For a non-empty subset J ( {1, . . . , s} and a vector (yi)/∈J with yi ∈ N, for i /∈ J
we introduce the polytope PJ((yi)i/∈J ) ⊂ R
|J| by∑
i∈J
αi,k̟
−1
i ti ≤ log
(
B
∏
i/∈J
y
−αi,k
i
)
/ logB, k ∈ K
and
ti ≥ 0, i ∈ J.
We note that Assumption 4.3 implies that the polytope PJ((yi)i/∈J) ⊂ R
|J| is
bounded.
Now consider the linear form
∑
i∈J ti. It takes its maximal value on a face
F J((yi)i/∈J) of the polytope P
J((yi)i/∈J), say that this maximal value equals a((yi)i/∈J).
If we have a((yi)i/∈J ) < a−C10
log logB
logB , then by a dyadic intersection into boxes,
the contribution of those terms SJ((yi)i/∈J ,W) to the sum S
J
1,f (V,W) is bounded
by
≪ Cf,E(logB)
NsBa−C10
log logB
logB ≪ Cf,EB
a(logB)Ns−C10 .
Hence for C10 > Ns they are of acceptable size. Let C10 in the following be a fixed
constant with C10 > Ns.
Assumption 4.14. If
a((yi)i/∈J ) ≥ a− C10
log logB
logB
then we assume the following. The dimension kJ((yi)i/∈J) of the face F
J ((yi)i/∈J)
is at most k − 1 if J ( {1, . . . , s}, and this holds uniformly in the range (4.11).
Proposition 3.1 implies that the following estimates hold. Let HJδ ((yi)i/∈J) be
the hyperplane given by ∑
i∈J
ti = a((yi)i/∈J)− δ.
Then for δ > 0 sufficiently small, there is a constant C > 0 with
|meas|J|−1(H
J
δ ((yi)i/∈J)∩P
J ((yi)i/∈J ))−cJ((yi)i/∈J )δ
|J|−1−kJ ((yi)i/∈J )| ≤ Cδ|J|−kJ ((yi)i/∈J ),
(4.12)
for some real constant cJ((yi)i/∈J). Moreover, if |J | ≥ 2, we assume that the measure
of the boundary of the polytope HJδ ((yi)i/∈J) ∩ P
J((yi)i/∈J ) is bounded by
meas|J|−2(∂(H
J
δ ((yi)i/∈J) ∩ P
J((yi)i/∈J )))≪ 1. (4.13)
We observe that all the constants involved in these estimates are uniformly bounded
in the range (4.11) as P is bounded.
For a vector (yi)i/∈J satisfying (4.11), i0 ∈ J and κ > 0 we introduce the polytope
PJi0,κ((yi)i/∈J) given by the system of equations∑
i∈J
αi,k̟
−1
i ti ≤ log
(
B
∏
i/∈J
y
−αi,k
i
)
/ logB, k ∈ K,
ti ≥ 0, i ∈ J,
and
ti0 ≤ κ.
Assumption 4.15. We assume that the following holds uniformly in the range
(4.11). For δ > 0 and κ > 0 sufficiently small we have for |J | ≥ 2 the bound
meas|J|−1(H
J
δ ((yi)i/∈J) ∩ P
J
i0,κ((yi)i/∈J))≪ min{κ, δ}δ
|J|−2−kJ((yi)i/∈J ),
and
meas|J|−2 ∂(H
J
δ ∩ P
J
i0,κ)≪ 1.
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We note that Assumption 4.15 is a consequence of Proposition 3.1 parts (iii),
and (ii) and of the boundedness of P for the uniformity.
Moreover, we observe that if kJ((yi)i/∈J) ≤ |J | − 1, then the bound
meas|J|−1(H
J
δ ((yi)i/∈J) ∩ P
J
i0,κ((yi)i/∈J ))≪ δ
|J|−1−kJ ((yi)i/∈J )
leads to
SJ((yi)i/∈J ,W)≪ Cf,M,J((yi)i/∈J)(logB)
kJ ((yi)i/∈J )Ba((yi)i/∈J )
+ Cf,E,J ((yi)i/∈J )B
a((yi)i/∈J )(logB)−A
†
,
and the bound
meas|J|−1(H
J
δ ((yi)i/∈J) ∩ P
J
i0,κ((yi)i/∈J ))≪ κδ
|J|−2−kJ((yi)i/∈J )
leads to
SJ((yi)i/∈J ,W)≪ Cf,M,J ((yi)i/∈J )
log logB
logB
(logB)kJ ((yi)i/∈J )+1Ba((yi)i/∈J )
+ Cf,E,J((yi)i/∈J )B
a((yi)i/∈J )(logB)−A
†
,
which are both sufficient for our purposes. Note that here we extended the above
calculations to the case where possibly k = s.
If |J | ≤ kJ ((yi)i/∈J ), then a dyadic intersection leads to
SJ((yi)i/∈J ,W)≪ Cf,M,J ((yi)i/∈J )(logB)
|J|Ba((yi)i/∈J )
≪ Cf,M,J ((yi)i/∈J )(logB)
kJ ((yi)i/∈J )Ba((yi)i/∈J ).
Assume that (4.1) holds. We now apply Lemma 4.12 and its proof strategy and
find that under Assumption 4.14 and Assumption 4.15 we have
SJ((yi)i/∈J ,W)≪ Cf,M,J((yi)i/∈J )(log logB)(logB)
k−1Ba((yi)i/∈J )
+ Cf,E,J((yi)i/∈J )B
a((yi)i/∈J )(logB)−A
†
.
Next, we observe that ∏
i/∈J
y̟ii B
a((yi)i/∈J ) ≤ Ba
by definition of the optimization problem defining a((yi)i/∈J ). We make use of
Remark 4.1 and bound
SJ1,f(V,W)≪
∑
yi≤Vi, ∀i/∈J
Cf,M,J ((yi)i/∈J)
∏
i/∈J
y−̟ii (log logB)(logB)
k−1Ba
+
∑
yi≤Vi, ∀i/∈J
Cf,E |(yi)i/∈J |
D′
∏
i/∈J
y−̟ii B
a(logB)−A
†
.
Nowwe use Lemma 4.2 together with the non-negativity of the constants Cf,M,J((yi)i/∈J)
and dyadic intersections of the ranges for yi, i /∈ J to deduce that
SJ1,f (V,W)≪ Cf,E(log logB)
s(logB)k−1Ba
+ Cf,E(max
i
Vi)
s+D′Ba(log logB)s(logB)−A
†
.
Hence for A† sufficiently large we obtain the bound
SJ1,f (V,W)≪ Cf,E(log logB)
s(logB)k−1Ba.
This completes the proof of Theorem 1.1.
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4.1. The technical assumption. We conclude the section by discussing Assump-
tion 4.14.
We recall that P ⊆ Rs is the polyhedron defined by (4.4) and (4.5). Fix ε > 0.
For every nonempty subset J ( {1, . . . , s}, let Jc := {1, . . . , s}rJ . For every vector
τ = (τi)i∈Jc , with 0 ≤ τi ≤ ε for every i ∈ Jc, we define PJτ = P∩{ti = τi ∀i ∈ J
c}.
We recall that a is the maximal value of
∑s
i=1 ti on P and k is the dimension of
the face F of P where
∑s
i=1 ti = a. We denote by a
J
τ the maximal value of
∑s
i=1 ti
on PJτ and by k
J
τ the dimension of the face F
J
τ of P
J
τ where
∑s
i=1 ti = a
J
τ . If τi = 0
for all i ∈ Jc we write 0 instead of τ : PJ0 , F
J
0 , a
J
0 , k
J
0 .
Assumption 4.16. There exists η > 0 such that for sufficiently small ε > 0, the
following holds for every J and τ as above: if aJτ ≥ a− η then k
J
τ ≤ k − 1.
We observe that if Assumption 4.16 is satisfied, then Assumption 4.14 holds for
P . The next two lemmas present two typical situations where Assumption 4.14
holds.
Lemma 4.17. Assume that P is bounded and nondegenerate, and that F is not
contained in a coordinate hyperplane. Then the following statements hold.
(i) If F ∩ {ti = τi ∀i ∈ Jc} 6= ∅, then kJτ ≤ k − 1.
(ii) If |J | ≤ k, then kJτ ≤ k − 1.
(iii) For sufficiently small ε > 0, if |J | ≥ s − k and F ∩ {ti = 0 ∀i ∈ Jc} 6= ∅,
then kJτ ≤ k − 1.
(iv) If F ∩ {ti = 0 ∀i ∈ Jc} = ∅, there exists η > 0 such that for sufficiently
small ε > 0 we have aJτ ≤ a− η.
(v) If s ≤ 2k + 1, then P satisfies Assumption 4.14.
Proof. Part (ii) holds simply as kJτ ≤ |J | − 1. For part (i) we observe that if
F∩P Jτ 6= ∅ then F
J
τ = F∩P
J
τ and k
J
τ ≤ k−1 as F is not contained in any coordinate
hyperplane. For part (iii) let 〈F 〉 be the affine space spanned by F . We observe that
〈F 〉∩{ti = 0 ∀i ∈ Jc} 6= ∅ implies 〈F 〉∩{ti = τi ∀i ∈ Jc} 6= ∅ by dimension reasons.
The for sufficiently small ε > 0, we have F ∩ {ti = τi ∀i ∈ Jc} 6= ∅, and we can
conclude by part (i). It remains to prove part (iv). If F ∩{ti = 0 ∀i ∈ J
c} = ∅ then
aJ0 < a. Fix a positive real number η < a− a
J
0 . Since P
J
0 ∩ {
∑s
i=1 ti ≥ a− η} = ∅,
for sufficiently small ε > 0 we have also P Jτ ∩ {
∑s
i=1 ti ≥ a − η} = ∅, and hence,
aJτ ≤ a− η. Part (v) is a consequence of the previous ones. 
Lemma 4.18. Assume that P is bounded and nondegenerate, and that F is not
contained in a coordinate hyperplane. Assume that P has s + |K| distinct facets.
If P is simple (i.e., every vertex of P is contained in exactly s facets of P) then
Assumption 4.14 holds (for N and B sufficiently large).
Proof. It suffices to show that there exists η > 0 such that for sufficiently small
ε > 0, the following holds for every J and τ as above: if aJτ ≥ a−η then k
J
τ ≤ k−1.
Fix ε > 0, J and τ as above. By Lemma 4.17 (iv) we can assume without loss
of generality that F ∩{ti = 0 ∀i ∈ Jc} 6= ∅. Let ηJ > 0 such that every facet of PJ0
that does not intersect F J0 is contained in the half space defined by
∑
i∈J ti ≤ a−ηJ .
For every k ∈ K, let αk(t) :=
∑
i∈J αi,k̟
−1
i ti. For every K
′ ⊂ K and every
k ∈ K, we define βk,τ,K′ = 1−
∑
i∈Jc αi,k̟
−1
i τi if k ∈ K
′ and βk,τ,K′ = 1 otherwise.
For every subset K′ ⊂ K, let PJτ,K′ = P
J
0 ∩ {αk(t) ≤ bk,τ,K′ ∀k ∈ K
′}. We denote
by aJτ,K′ the maximal value of
∑
i∈J ti on P
J
τ,K′ , and by k
J
τ,K′ the dimension of the
face F Jτ,K′ of P
J
τ,K′ where
∑
i∈J ti = a
J
τ,K′ . We want to show that k
J
τ,K′ ≤ k − 1
for every K′ ⊆ K. We proceed by induction on the cardinality of K′. If K′ = ∅,
then we are done as kJ0 ≤ k − 1 by Lemma 4.17(i). Assume that |K
′| ≥ 1 and that
kJτ,K′′ ≤ k − 1 for a subset K
′′ of K′ of cardinality |K′| − 1. Let k˜ be the unique
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element in K′ rK′′. Let F˜ = PJτ,K′′ ∩ {αk˜(t) = βk˜,τ,K′′} be the facet corresponding
to k˜. If F˜ does not contain F Jτ,K′′ , then for ε > 0 small enough, P
J
τ,K′ ∩ F
J
τ,K′′ 6= ∅,
hence F Jτ,K′ ⊆ F
J
τ,K′′ . Hence, we can assume that F˜ contains F
J
τ,K′′ . Let K
′′′ be the
set of indices k ∈ K such that αk(t) − βk,τ,K′′ vanishes on F Jτ,K′′ . Let J
′ ⊆ J be
the set of indices i such that ti vanishes on F
J
τ,K′′ . Since P is simple, then also P
J
0 ,
PJτ,K′, and P
J
τ,K′′ are simple by construction. Then |K
′′′| + |J ′| = |J | − kJτ,K′′ , and
the affine space < F Jτ,K′′ > spanned by F
J
τ,K′′ is the set of solutions of the full rank
linear system
tj = 0 ∀j ∈ J
′, αk = βk,τ,K′′ ∀k ∈ K
′′′. (4.14)
Let P ′ be the convex polyhedron given by
tj ≥ 0 ∀j ∈ J
′, αk(t) ≤ βk,τ,K′′ ∀k ∈ K
′′′. (4.15)
By construction, the hyperplane
∑
i∈J ti = a
J
τ,K′′ intersects P
′ exactly in the face
< F Jτ,K′′ >, and hence defines a supporting hyperplane of P
′. So we have
∑
i∈J ti =∑
j∈J′ λjtj +
∑
k∈K′′′ µkαk(t) with λj ≤ 0 for all j ∈ J
′ and µk ≥ 0 for all k ∈ K′′′.
Now we observe that since the linear system (4.14) has full rank |K′′′| + |J ′|, the
linear system
tj = 0 ∀j ∈ J
′, αk(t) = βk,τ,K′ ∀k ∈ K
′′′
has an affine space of solutions F ′ of dimension |K′′′| + |J ′|. If ε > 0 is small
enough, we have F ′ ∩ PJτ,K′ 6= ∅. Since
∑
i∈J ti ≤
∑
k∈K′′′ µkβk,τ,K′ on P
J
τ,K′ ,
and
∑
i∈J ti −
∑
k∈K′′′ µkβk,τ,K′ vanishes on F
′, we get F Jτ,K′ ⊆ F
′, and hence
kJτ,K′ ≤ k − 1. We can take η = min∅6=J⊆{1,...,s} ηJ . 
We observe that for the applications of Theorem 1.1 we can assume without loss
of generality that P has s+ |K| distinct facets. Otherwise, some of the conditions
indexed by the set K are redundant and can be removed.
5. m-full numbers
Let m ≥ 1 be a natural number. We recall that an integer y is called m-full if
for each prime divisor p of y, we have that pm divides y. We introduce the function
that counts the number of m-full natural numbers less than B
Fm(B) : = ♯{1 ≤ y ≤ B, vp(y) ∈ {0} ∪ Z≥m∀p}
= ♯{1 ≤ y ≤ B, y is m-full}.
Lemma 5.1 ([ES34, BG58]). For each m ≥ 1 and B > 0 we have
Fm(B) = CmB
1
m +Om (B
κm) , (5.1)
where C1 = 1, κ1 = 0, and for m ≥ 2,
Cm =
∏
p
1 + 2m−1∑
j=m+1
p−
j
m
 κm = 1
m+ 1
. (5.2)
For a square-free positive integer d, we define
Fm(B, d) := ♯{1 ≤ y ≤ B, d | y, y is m-full}. (5.3)
In this section we prove an asymptotic formula for the function Fm(B, d). We will
first do it for the case that d is a prime. We will then inductively on the number of
prime factors of d provide a general asymptotic formula. First we provide a form
of inclusion-exclusion lemma, which expresses Fm(B, p) for a prime number p in
terms of sums of the function Fm(B). Before we state the lemma, we introduce a
convenient piece of notation. For r ≥ 1 and k ∈ Z let
ρm(k, r) := ♯{1 ≤ k1, . . . , kr ≤ (m− 1) : k = k1 + . . .+ kr}.
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Note that ρm(k, r) is zero, unless r ≤ k ≤ r(m− 1).
Lemma 5.2. For m ≥ 2 one has
Fm(B, p) =Fm(Bp
−m) +
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)Fm(Bp
−(2r+1)m−k)
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)Fm(Bp
−(2r−1)m−k)
−
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)Fm(Bp
−2rm−k)
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)Fm(Bp
−2rm−k).
Note that the summations in Lemma 5.2 are in fact finite, as Fm(P ) = 0 if
P < 1.
Proof. We start the proof in reinterpreting terms of the shape Fm(Bp
−K) for some
K > 0 as
Fm(Bp
−K) = ♯{1 ≤ pK l ≤ B, l is m-full}.
Then the right hand side in the identity in Lemma 5.2 becomes
RHS =♯{1 ≤ pml ≤ B, l is m-full}
+
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
(2r+1)m+kl ≤ B, l is m-full}
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)♯{1 ≤ p
(2r−1)m+kl ≤ B, l is m-full}
−
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)♯{1 ≤ p
2rm+kl ≤ B, l is m-full}
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
2rm+kl ≤ B, l is m-full}.
(5.4)
For any K ≥ 0 we use the identity
♯{1 ≤ pK l ≤ B, l is m-full} = ♯{1 ≤ pK l ≤ B, l is m-full, p ∤ l}
+ ♯{1 ≤ pK+ml ≤ B, l is m-full}
+
m−1∑
k=1
♯{1 ≤ pK+m+kl ≤ B, l is m-full, p ∤ l}
(5.5)
We use this identity for the terms in the third line in (5.4). We observe that the
terms counting 1 ≤ p2rm+kl ≤ B with l m-full identically cancel with the fourth
HYPERBOLA METHOD ON TORIC VARIETIES 27
line in (5.4). Hence we obtain
RHS =♯{1 ≤ pml ≤ B, l is m-full}
+
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
(2r+1)m+kl ≤ B, l is m-full}
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)♯{1 ≤ p
(2r−1)m+kl ≤ B, l is m-full, p ∤ l}
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
m−1∑
kr=1
ρm(k, 2r − 1)♯{1 ≤ p
2rm+k+kr l ≤ B, l is m-full, p ∤ l}
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
2rm+kl ≤ B, l is m-full}.
Recalling the definition of the functions ρm(k, r) we can further rewrite this as
RHS =♯{1 ≤ pml ≤ B, l is m-full}
+
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
(2r+1)m+kl ≤ B, l is m-full}
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)♯{1 ≤ p
(2r−1)m+kl ≤ B, l is m-full, p ∤ l}
+
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
2rm+kl ≤ B, l is m-full, p ∤ l}
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)♯{1 ≤ p
2rm+kl ≤ B, l is m-full}.
(5.6)
We now use the identity (5.5) for the terms in the last line in equation (5.6). The
resulting terms with p2rm+kl ≤ B and p ∤ l cancel with the terms in the fourth line.
Moreover, the terms with 1 ≤ p(2r+1)m+kl ≤ B and l m-full identically cancel with
the terms in the second line in (5.6). Hence we obtain
RHS =♯{1 ≤ pml ≤ B, l is m-full}
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)♯{1 ≤ p
(2r−1)m+kl ≤ B, l is m-full, p ∤ l}
−
∞∑
r=1
2r(m−1)∑
k=2r
m−1∑
k2r+1=1
ρm(k, 2r)♯{1 ≤ p
(2r+1)m+k+k2r+1 l ≤ B, l is m-full, p ∤ l}.
Again using the definition of the functions ρm(k, 2r) we can rewrite this as
RHS =♯{1 ≤ pml ≤ B, l is m-full}
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)♯{1 ≤ p
(2r−1)m+kl ≤ B, l is m-full, p ∤ l}
−
∞∑
r=1
(2r+1)(m−1)∑
k=2r+1
ρm(k, 2r + 1)♯{1 ≤ p
(2r+1)m+kl ≤ B, l is m-full, p ∤ l}.
(5.7)
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The last two sums in (5.7) cancel except for the terms with r = 1 in the second
line. Hence we get
RHS =♯{1 ≤ pml ≤ B, l is m-full}
+
m−1∑
k=1
♯{1 ≤ pm+kl ≤ B, l is m-full, p ∤ l}.
Similarly as in (5.5) we now observe that on the right hand side we count exactly
all 1 ≤ l ≤ B such that p | l and l is m-full, which completes the proof of the
lemma. 
Lemma 5.2 now allows us to deduce an asymptotic formula for Fm(B, p) given
that we know (5.1). We recall that the sums in Lemma 5.2 are all finite and hence
we can first reorder them to take into account cancellation between different sums
and then complete the resulting series to infinity. First we rewrite the expression
for Fm(B, p) in Lemma 5.2 as
Fm(B, p) = Fm(Bp
−m) +
∞∑
µ=m+1
am(µ)Fm(Bp
−µ), (5.8)
with coefficients am(µ) that are given by
am(µ) =
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)1[µ=(2r+1)m+k]
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)1[µ=(2r−1)m+k]
−
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)1[µ=2rm+k]
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)1[µ=2rm+k] .
Note that all the appearing sums are in fact finite and hence we can reorder them
freely. Our next goal is to get more understanding on the coefficients am(µ) (in
particular their size) and hence we group them in a generating series. Define
Gm(x) :=
∞∑
µ=m+1
am(µ)x
µ.
A first rough bound on the coefficients am(µ) can be obtained via the estimate
am(µ) ≤ 2
∑
1≤t≤ µ
m
t(m−1)∑
k=t
ρm(k, t) = 2
∑
1≤t≤ µ
m
(m− 1)t.
For m ≥ 3 we obtain
am(µ) ≤ 2(m− 1)
µ
m+1,
whereas for m = 2 we have the estimate
am(µ) ≤ 2
µ
m
.
In particular we deduce that there is some constant Rm only depending on m such
that the power series Gm(x) is absolutely convergent for |x| < Rm. Moreover, in
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choosing Rm sufficiently small we can also assume that the sum
∞∑
t=1
t(m−1)∑
k=t
ρm(k, t)x
tm+k
is absolutely convergent. Our next goal is to write the generating series Gm(x) as
a fractional function and in this way realise that it has a larger radius of absolute
convergence than the bound that is obtained from the very rough estimate on
am(µ). For this we observe that for |x| < Rm we can express Gm(x) as
Gm(x) =
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)x
(2r+1)m+k
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)x
(2r−1)m+k
−
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)x
2rm+k
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)x
2rm+k.
We can now compute the generating function Gm(x) as
Gm(x) =
∞∑
r=1
x(2r+1)m
(
m−1∑
k=1
xk
)2r
+
∞∑
r=1
x(2r−1)m
(
m−1∑
k=1
xk
)2r−1
−
∞∑
r=1
x2rm
(
m−1∑
k=1
xk
)2r−1
−
∞∑
r=1
x2rm
(
m−1∑
k=1
xk
)2r
.
In the area of absolute convergence one may reorder the sums as
Gm(x) =
∞∑
t=1
(−1)tx(t+1)m
(
m−1∑
k=1
xk
)t
+
∞∑
t=1
(−1)t+1xtm
(
m−1∑
k=1
xk
)t
=(xm − 1)(−1)xm
(
m−1∑
k=1
xk
)(
1− (−1)xm
(
m−1∑
k=1
xk
))−1
=(1− xm)xmx
xm−1 − 1
x− 1
(
1 + xm+1
xm−1 − 1
x− 1
)−1
=(1− xm)xm+1
xm−1 − 1
x− 1
(x− 1)
(
x− 1 + xm+1(xm−1 − 1)
)−1
=(1− xm)xm+1(xm−1 − 1)
(
x− 1 + xm+1(xm−1 − 1)
)−1
=(1− xm)xm+1(xm−1 − 1)
(
x− 1 + x2m − xm+1
)−1
We observe that
x2m − xm+1 + x− 1 = (xm − 1)(xm + 1)− x(xm − 1) = (xm − 1)(xm − x+ 1).
Hence we obtain
Gm(x) = −x
m+1(xm−1 − 1) (xm − x+ 1)−1 .
In the interval x ∈ (0, 1) the function xm − x takes its minimum at x = m−
1
m−1 ,
and at this point xm − x = m−
1
m−1 (m−1 − 1). In particular we observe that the
Taylor series for Gm(x) is absolutely convergent in the interval x ∈ (0, 1).
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We can now deduce an asymptotic for Fm(B, p).
Lemma 5.3. Let m ≥ 2. Let p be a prime number. Then we have
Fm(B, p) = CmB
1
m
(
p−1 +Gm(p
− 1m )
)
+Om
(
Bκmp−mκm
)
.
Here the implicit constant is independent of p.
Proof. We start in recalling equation (5.8)
Fm(B, p) = Fm(Bp
−m) +
∞∑
µ=m+1
am(µ)Fm(Bp
−µ).
From the asymptotic formula in (5.1) we deduce that
Fm(B, p) =Cm(Bp
−m)
1
m + Cm
∞∑
µ=m+1
am(µ)(Bp
−µ)
1
m
+Om
(
(Bp−m)κm +
∞∑
µ=m+1
|am(µ)|(Bp
−µ)κm
)
,
=CmB
1
m
(
p−1 +Gm(p
− 1m )
)
+Om
(
Bκmp−mκm +Bκmp−mκm
∞∑
µ=m+1
|am(µ)|2
(−µ+m)κm
)
.
The last sum is absolutely convergent (consider the generating function x−mGm(x)
at the point x = 2−κm) and hence we have established the asymptotic
Fm(B, p) = CmB
1
m
(
p−1 +Gm(p
− 1m )
)
+Om
(
Bκmp−mκm
)
. 
Next we aim to generalize Lemma 5.3 to obtain an asymptotic formula for
Fm(B, d) for a general square-free number d. For this we start with a general-
ization of Lemma 5.2.
Lemma 5.4. Let d > 0 be a square-free integer and p a prime with p | d. Write
d′ = d/p. For m ≥ 2 one has
Fm(B, d) =Fm(Bp
−m, d′) +
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)Fm(Bp
−(2r+1)m−k, d′)
+
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)Fm(Bp
−(2r−1)m−k, d′)
−
∞∑
r=1
(2r−1)(m−1)∑
k=2r−1
ρm(k, 2r − 1)Fm(Bp
−2rm−k, d′)
−
∞∑
r=1
2r(m−1)∑
k=2r
ρm(k, 2r)Fm(Bp
−2rm−k, d′).
The proof of Lemma 5.4 is exactly the same as the proof of Lemma 5.2 where
the condition l is m-full is replaced by the condition that l is m-full and d′ | l.
Moreover, as in equation (5.8) one can rewrite the identity from Lemma 5.4 as
Fm(B, d) = Fm(Bp
−m, d′) +
∞∑
µ=m+1
am(µ)Fm(Bp
−µ, d′). (5.9)
Via induction on the number of prime factors of d we now establish the following
lemma.
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Lemma 5.5. Let d > 0 be a square-free integer. Write ω(d) for the number of
prime divisors of d. Then for each integer m ≥ 2 there exists a positive constant
Km such that we have
Fm(B, d) = CmB
1
m
∏
p|d
(
p−1 +Gm(p
− 1m )
)
+Om
(
Kω(d)m B
κmd−mκm
)
.
Here the implicit constant is independent of d and
p−1 +Gm(p
− 1m ) =
1
1 + p− p
m−1
m
. (5.10)
For m = 1 the asymptotic holds with C1 = 1, K1 = 1, κ1 = 0 (and G1 = 0).
Proof. For m = 1 the statement is immediate. Let us assume that m ≥ 2. If d is
prime, then the statement follows from Lemma 5.3 (or note that if d = 1 then the
statement reduces to the assumption in (5.1)). Let d > 0 be squarefree and q a
prime with q | d. Assume that we have established the asymptotic
Fm(B, d
′) = CmB
1
m
∏
p|d′
(
p−1 +Gm(p
− 1m )
)
+Om
(
Kω(d
′)
m B
κmd′−mκm
)
,
with a constant Km given by
Km := 1 +
∞∑
µ=m+1
|am(µ)|2
−κm(µ−m).
Note that Km is indeed a convergent sum. Then by Lemma 5.4 and equation (5.9)
we deduce that
Fm(B, d) =Fm(Bq
−m, d′) +
∞∑
µ=m+1
am(µ)Fm(Bq
−µ, d′)
=CmB
1
m
∏
p|d′
(
p−1 +Gm(p
− 1m )
)(
q−1 +
∞∑
µ=m+1
am(µ)q
− µm
)
+Om
(
Kω(d
′)
m B
κmq−mκmd′−mκm
(
1 +
∞∑
µ=m+1
|am(µ)|q
−κm(µ−m)
))
.
By definition of Km we obtain
Fm(B, d) =CmB
1
m
∏
p|d
(
p−1 +Gm(p
− 1m )
)
+Om
(
Kω(d
′)
m B
κmq−mκmd′−mκm
(
1 +
∞∑
µ=m+1
|am(µ)|2
−κm(µ−m)
))
=CmB
1
m
∏
p|d
(
p−1 +Gm(p
− 1m )
)
+Om
(
Kω(d
′)+1
m B
κm(qd′)−mκm
)
=CmB
1
m
∏
p|d
(
p−1 +Gm(p
− 1m )
)
+Om
(
Kω(d)m B
κmd−mκm
)
.

Next we given an upper bounds for the leading constant in Lemma 5.5. For
squarefree d we introduce the notation
cm,d = Cm
∏
p|d
(
p−1 +Gm(p
− 1m )
)
. (5.11)
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We observe that c1,d = 1/d and we recall that
p−1 +Gm(p
− 1m ) =
1
1 + p− p
m−1
m
. (5.12)
For every fixed m ≥ 1 there is a positive constant c2(m) < 1 such that
p
m−1
m ≤ c2(m)p,
holds for all primes p ≥ 2. Hence we deduce from equation (5.12) that there exists
a constant c3(m), only depending on m, such that∏
p|d
(
p−1 +Gm(p
− 1m )
)
≤ c3(m)
ω(d) 1
d
. (5.13)
Hence, we get
cm,d ≪ Cmc3(m)
ω(d) 1
d
≪m,ε d
−1+ε. (5.14)
Moreover, for m ≥ 2 we have
mkm =
m
m+ 1
= 1−
1
m+ 1
≥
2
3
. (5.15)
5.1. An auxiliary counting function. For any s-tuple of positive integers m =
(m1, . . . ,ms) and any s-tuple of squarefree positive integers d = (d1, . . . , ds), let
fm,d : Zs>0 → R be the function defined by
fm,d(y1, . . . , ys) =
{
1 if di | yi and yi is mi-full ∀i ∈ {1, . . . , s},
0 otherwise.
Lemma 5.6. Let m = (m1, . . . ,ms) ∈ Zs>0. For every s-tuple of squarefree positive
integers d = (d1, . . . , ds) and every ε > 0 we have∑
1≤yi≤Bi,1≤i≤s
fm,d(y1, . . . , ys)
=
(
s∏
i=1
cmi,di
)
s∏
i=1
B
1
mi
i +Om,ε
( s∏
i=1
di
)− 23+ε( s∏
i=1
B
1
mi
i
)(
min
1≤i≤s
Bi
)−δ
for all B1, . . . , Bs > 0, where δ = min{1/3,min1≤i≤s 1/(mi(mi + 1))}.
Proof. We observe that∑
1≤yi≤Bi,1≤i≤s
fm,d(y1, . . . , ys) =
s∏
i=1
Fmi(Bi, di).
For i ∈ {1, . . . , s} such that mi ≥ 2 apply Lemma 5.5, for i ∈ {1, . . . , s} such that
mi = 1 use the estimate F1(Bi, di) = Bi/di + O((Bi/di)
2/3). Then apply (5.14)
and (5.15) to estimate the error term. 
Lemma 5.6 implies that the function fm,d satisfies Property I with the constants
Cf,M =
s∏
i=1
cmi,di , Cf,E =
(
s∏
i=1
di
)− 23+ε
,
and
̟i =
1
mi
, 1 ≤ i ≤ s
and
∆ = min{1/3, min
1≤i≤s
1/(mi(mi + 1))}.
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Similarly, Lemma 5.6 implies that fm,d satisfies Property II. If di | yi and yi is
mi-full for i ∈ I then
Cf,M,I(yI) =
∏
i/∈I
cmi,di
and Cf,M,I(yI) = 0 otherwise. Moreover one can for example take D = 2s/3
and ν > 0 some arbitrary positive constant. Moreover, up to multiplying Cf,E
by a positive constant depending only on m and ε, with this choice of parameters
Condition (4.1) holds.
6. Campana points on toric varieties
6.1. Toric varieties over number fields. Let X be a complete smooth split toric
variety over a number field K. Let T ⊆ X be the dense torus. Let Σ be the fan
that defines X . We denote by {ρ1, . . . , ρs} the set of rays of Σ and by Σmax the
set of maximal cones of Σ. For every maximal cone σ we define Jσ to be the set
of indices i ∈ {1, . . . , s} such that the ray ρi belongs to the cone σ, and we set
Iσ = {1, . . . , s} rJσ. Then we have |Jσ| = n and |Iσ| = r for every maximal
cone σ of Σ, where n is the dimension of X and r is the rank of the Picard group
of X . In particular, s = n + r. For each i ∈ {1, . . . , s}, we denote by Di the
prime toric invariant divisor corresponding to the ray ρi. We fix a canonical divisor
KX := −
∑s
i=1Di.
By [Cox95] the Cox ring of X is K[y1, . . . , ys] where the degree of the variable yi
is the class of the divisor Di in Pic(X). For every y = (y1, . . . , ys) ∈ Cs and every
D =
∑s
i=1 aiDi, let
yD :=
s∏
i=1
yaii .
Let Y → X be the universal torsor of X as in [Sal98, §8]. We recall that the variety
Y is an open subset of AsK whose complement is defined by y
Dσ = 0 for all maximal
cones σ, where Dσ :=
∑
i∈Iσ
Di for all σ ∈ Σmax.
The integral model π : Y → X of the universal torsor Y → X as in [Sal98,
Remarks 8.6] gives a parameterization of the rational points onX via integral points
in OsK = A
s(OK) as follows. Let C be a set of ideals of OK that form a system of
representatives for the class group of K. We fix a basis of Pic(X), and for every
divisor D on X we write cD :=
∏r
i=1 c
bi
i where [D] = (b1, . . . , br) with respect to
the fixed basis of Pic(X). Then, as in [Pie16, §2],
X(K) = X(OK) =
⊔
c∈Cr
πc (Y c(OK)) ,
where πc : Y c → X is the twist of π defined in [FP16, Theorem 2.7]. The fibers
of π|Y c(OK) are all isomorphic to (O
×
K )
r, and Y c(OK) ⊆ As(OK) is the subset of
points y ∈
⊕s
i=1 c
Di that satisfy∑
σ∈Σmax
yDσ c−Dσ = OK. (6.1)
Let N be the lattice of cocharacters of X . Then Σ ⊆ N ⊗Z R. For every
i ∈ {1, . . . , s}, let νi be the unique generator of ρi ∩ N . For every torus invariant
divisor D =
∑s
i=1 aiDi of X and for every σ ∈ Σmax, let uσ,D be the character
of N determined by uσ,D(νj) = aj for all j ∈ Jσ, and define D(σ) := D −∑s
i=1 uσ,D(νi)Di. Then D and D(σ) are linearly equivalent. For every i, j ∈
{1, . . . , s}, let βσ,i,j := −uσ,Dj(νi). Then, for every i, j ∈ {1, . . . , s}, we have
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βσ,i,j = 0 whenever j ∈ Iσ, and whenever i 6= j are both in Jσ. Hence,
Dj(σ) =
{
Dj if j ∈ Iσ,∑
i∈Iσ
βσ,i,jDi if j ∈ Jσ.
(6.2)
Lemma 6.1. For every i, j ∈ {i, . . . , s} and σ, σ′ ∈ Σmax we have
βσ,i,j = −
∑
l∈Jσ′
βσ′,i,lβσ,l,j .
Proof. From the equality Dj(σ
′) = (Dj(σ))(σ
′) we get
0 =
s∑
l=1
uσ,Dj (νl)Dl(σ
′) =
s∑
l=1
uσ,Dj(νl)(Dl −
s∑
i=1
uσ′,Dl(νi)Di)
=
s∑
i=1
(
uσ,Dj(νi)−
s∑
l=1
uσ,Dj(νl)uσ′,Dl(νi)Di
)
Di. 
6.2. Polytopes. In this section, we fix a semiample Q-divisor L =
∑s
i=1 aiDi, and
we study a number of polytopes associated to L. The content of this section is
purely combinatorial, in particular, it does not depend on the base field K where
X is defined.
For each σ ∈ Σmax, we write L(σ) =
∑s
i=1 αi,σDi. Then αi,σ = 0 for all i ∈ Jσ
by construction.
Remark 6.2. Since L is semiample, L(σ) is effective for all σ ∈ Σmax by [CLS11,
Proposition 6.1.1]; that is, αi,σ ≥ 0 for all i ∈ {1, . . . , s} and all σ ∈ Σmax. If,
moreover, L is ample, then αi,σ > 0 for all i ∈ Iσ and all σ ∈ Σmax by [CLS11,
Theorem 6.1.14].
Assumption 6.3. We assume that for every i ∈ {1, . . . , s} there exists σ ∈ Σmax
such that αi,σ > 0.
We observe that Assumption 6.3 is satisfied if L is ample by Remark 6.2, or if L is
linearly equivalent to an effective divisor
∑s
i=1 biDi with bi > 0 for all i ∈ {1, . . . , s}
by Lemma 6.4 below.
6.2.1. The polytope PL. We describe a classical polytope associated to L that we
use in Section 6.3 to study the height function defined by L.
We denote by M the lattice of characters of T , dual to N , and by MR the vector
space M ⊗Z R. Similarly, we set Pic(X)R := Pic(X)⊗Z R. We recall that there is
an exact sequence (e.g. [CLS11, Theorem 4.2.1])
0→MR →
s⊕
i=1
RDi
ϕ
→ Pic(X)R → 0,
such that the effective cone Eff(X) of X is the image under ϕ of the cone generated
by the effective torus invariant divisors
C :=
{
s∑
i=1
aiDi : a1, . . . , as ≥ 0
}
⊆
s⊕
i=1
RDi.
Since L is semiample,
PL := {m ∈MR : m(νi) + ai ≥ 0 ∀i ∈ {1, . . . , s}}.
is a polytope with vertices {−uσ,L : σ ∈ Σmax} by [CLS11, Proposition 4.3.8,
Theorem 6.1.7]. In particular,
PL =
{ ∑
σ∈Σmax
−λσuσ,L : (λσ)σ∈Σmax ∈ R
Σmax
≥0 ,
∑
σ∈Σmax
λσ = 1
}
. (6.3)
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Lemma 6.4. For every t ∈ R≥0,
(tL+MR) ∩ C =
{ ∑
σ∈Σmax
λσL(σ) : (λσ)σ∈Σmax ∈ (R≥0)
Σmax ,
∑
σ∈Σmax
λσ = t
}
.
Proof. By (6.3) L + PL is the polytope with vertices {L(σ) : σ ∈ Σmax}. Since
(tL +MR) ∩ C = tL + PtL = t(L + PL) by [CLS11, Exercise 4.3.2], the statement
follows. 
Remark 6.5. If L is ample, then there exists a positive integer t such that [t−1L] =[∑s
i=1
1
mi
Di
]
with m1, . . . ,ms ∈ Z>0. Indeed, [L] has at least one representative of
the form
∑s
i=1 biDi with b1, . . . , bs ∈ Q>0 by Lemma 6.4 and Remark 6.2. Hence,
it suffices to choose any positive integer t such that tb−1i ∈ Z for all i ∈ {1, . . . , s}.
6.2.2. The polytope P˜ . We investigate some polytopes associated to [L] that we use
for the application of the hyperbola method in Sections 6.5–6.7.
We identify Rs with the space of linear functions on
⊕s
i=1 RDi by defining
t(Di) = ti for all i ∈ {1, . . . , s} and all t = (t1, . . . , ts) ∈ Rs. Under this identifica-
tion, the dual of Pic(X) is the linear subspace H˜ of Rs defined by
tj =
∑
i∈Iσ
βσ,i,jti ∀j ∈ Jσ, (6.4)
for one, or equivalently all, σ ∈ Σmax (cf. Lemma 6.1).
Let P˜ ⊆ Rs be the polyhedron defined by
ti ≥ 0 ∀i ∈ {1, . . . , s} and
s∑
i=1
αi,σti ≤ 1 ∀σ ∈ Σmax. (6.5)
Then P˜ is a full dimensional convex polytope by Remark 6.2 and Assumption 6.3.
Moreover, cone(P˜ ) is dual to the cone C defined above. For every σ ∈ Σmax, let
P˜σ := P˜ ∩ cone
(
P˜ ∩
{
s∑
i=1
αi,σti = 1
})
,
so that ⋃
σ∈Σmax
P˜σ = P˜ . (6.6)
We observe that the polytopes P˜ and P˜σ depend only on the class of L in Pic(X)
and not on the chosen representative
∑s
i=1 aiDi.
Lemma 6.6. (i) For every σ, σ′ ∈ Σmax,
P˜σ ∩ P˜σ′ = P˜σ ∩
{
tj =
∑
i∈Iσ
βσ,i,jti ∀j ∈ {l ∈ Jσ : αl,σ′ 6= 0}.
}
.
(ii) Under Assumption 6.3 we have
⋂
σ∈Σmax
P˜σ = P˜ ∩ H˜.
(iii) If L is ample, then
P˜σ = P˜ ∩
{
tj ≤
∑
i∈Iσ
βσ,i,jti ∀j ∈ Jσ
}
for every σ ∈ Σmax. In particular, P˜σ is the polytope in Rs defined by
t1, . . . , ts ≥ 0, tj ≤
∑
i∈Iσ
βσ,i,jti ∀j ∈ Jσ,
∑
i∈Iσ
αi,σti ≤ 1.
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Proof. By definition, P˜σ is the set of elements t ∈ P˜ such that t(L(σ′)) ≤ t(L(σ))
for all σ′ ∈ Σmax. By (6.2) we have
t(L(σ)−L(σ′)) = t
 s∑
j=1
αj,σ′(Dj(σ)−Dj)
 = ∑
j∈Jσ
αj,σ′
((∑
i∈Iσ
βσ,i,jti
)
− tj
)
Hence, (i) and the inclusion ⊇ in (iii) follow. For the reverse inclusion in (iii) we fix
j ∈ Jσ. By [Sal98, Lemma 8.9] there is σ′ ∈ Σmax such that Jσ∩Jσ′ = Jσr{j}.
Then
αj,σ′
(
tj −
∑
i∈Iσ
βσ,i,jti
)
= t(L(σ′)− L(σ)) ≤ 0
for all t ∈ P˜σ and αj,σ′ > 0 by Remark 6.2. Part (ii) follows from (i), as⋂
σ∈Σmax
P˜σ = P˜σ′ ∩ H˜ for every σ′ ∈ Σmax by (i) together with Assumption 6.3,
and we conclude by (6.6). 
Lemma 6.7. Assume that L is ample. Let ̟ = (̟1, . . . , ̟s) ∈ Rs>0. Let F˜ be the
face of P˜ where the maximum value a(L,̟) of
∑s
i=1̟iti is attained. Then
(i) a(L,̟) > 0 and F˜ ⊆ H˜.
(ii) If, additionally, [L] = [
∑s
i=1̟iDi] in Pic(X)R, then a(L,̟) = 1 and
F˜ = H˜ ∩ {
∑s
i=1̟iti = 1}. In particular, F˜ ∩ {t1, . . . , ts > 0} 6= ∅.
Proof. Since s ≥ 1 and P˜ is full dimensional, we have a(L,̟) > 0. For every
σ ∈ Σmax, let F˜σ := F˜ ∩ P˜σ. Fix σ ∈ Σmax. Let t ∈ P˜σ r H˜. By (6.4) and Lemma
6.6 there exists j ∈ Jσ such that tj <
∑
i∈Iσ
βσ,i,jti. Let t
′
j :=
∑
i∈Iσ
βσ,i,jti.
For each i ∈ {1, . . . , s} r {j} let t′i := ti. Then (t
′
1, . . . , t
′
s) ∈ P˜σ, and
∑s
i=1̟it
′
i >∑s
i=1̟iti by construction. Hence t /∈ F˜σ. Thus F˜σ ⊆ H˜ , which implies F˜σ ⊆ F˜σ′
for all σ′ ∈ Σmax. Since this proof works for every σ ∈ Σmax, we conclude that
F˜σ = F˜σ′ for all σ, σ
′ ∈ Σmax. Now (i) follows, because F˜ =
⋃
σ∈Σmax
F˜σ.
For (ii) we recall that αi,σ = ̟i +
∑
j∈Jσ
̟jβσ,i,j for all i ∈ Iσ. Hence,∑
i∈Iσ
αi,σti =
∑s
i=1̟iti for all t ∈ H˜ and for all σ ∈ Σmax. Since H˜ is the
subspace of Rs dual to Pic(X)R, a torus invariant divisor D satisfies t(D) = 0 for
all t ∈ H˜ if and only if D is a principal divisor. Since D1, . . . , Ds are not principal
divisors, then H˜ ∩ {t1, . . . , ts > 0} 6= ∅. Let t ∈ H˜ with t1, . . . , ts > 0, up to
rescaling t by a positive real number we can assume that
∑s
i=1̟iti = 1, and hence
t ∈ F˜ . 
6.2.3. The geometric constant. We compute certain volumes of polytopes that ap-
pear in the leading constant of the asymptotic formula 1.3.
Fix σ ∈ Σmax. Since X is smooth, we know that Pic(X) =
⊕
i∈Iσ
Z[Di].
We identify Rr with the space of linear functions on
⊕
i∈Iσ
R[Di] by defining
z
(∑
i∈Iσ
ai[Di]
)
:=
∑
i∈Iσ
aizi for all z = (zi)i∈Iσ ∈ R
r. Let λ[L] : R
r → R
be the evaluation at [L]; that is, λ[L](z) =
∑
i∈Iσ
αi,σzi. Fix i˜ ∈ Iσ such that
αi˜,σ 6= 0. The change of variables x = λ[L](z), dx = αi˜,σdzi˜, gives∫
Rr
g
∏
i∈Iσ
dzi =
∫
R
∫
zi˜=(x−
∑
i∈Iσ,i6=i˜
αi,σzi)/αi˜,σ
g α−1
i˜,σ
∏
i∈Iσ ,i6=i˜
dzi
 dx
for all integrable functions g : Rr → R.
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Lemma 6.8. The volume
α(L) :=
∫
Eff(X)∗∩λ−1
[L]
(1)
α−1
i˜,σ
∏
i∈Iσ,i6=i˜
dzi
is positive and independent of the choice of i˜ and of the choice of σ.
Proof. The transversal intersection Eff(X)∗∩λ−1[L](1) is an (r−1)-dimensional poly-
tope, hence the volume is positive. The independence of the choice of i˜ is clear.
The independence of the choice of σ is a consequence of Lemma 6.1. 
Lemma 6.9. Assume that L is ample and [L] = [
∑s
i=1̟iDi] with ̟1, . . . , ̟s > 0.
For δ ≥ 0, let Hδ be the hyperplane defined by
∑s
i=1̟iti = 1 − δ. Then for
δ > 0 small enough, meass−1(Hδ ∩ P˜ ) = cδs−r +O(δs−r+1), where meass−1 is the
(s − 1)-dimensional measure on Hδ given by
∏
1≤i≤s,i6=i˜(̟idti) for any choice of
i˜ ∈ {1, . . . , s}, and
c =
α(L)
(s− r)!
∑
σ∈Σmax
∏
i∈Iσ
̟i.
Proof. Since L is ample, the decomposition (6.6) and Lemma 6.6 give
meass−1(Hδ ∩ P˜ ) =
∑
σ∈Σmax
meass−1(Hδ ∩ P˜σ).
Fix σ ∈ Σmax. Let Vδ,σ := meass−1(Hδ ∩ P˜σ). By the choice of L we have
αi,σ = ̟i +
∑
j∈Jσ
̟jβσ,i,j for all i ∈ Iσ, and hence,
s∑
i=1
̟iti =
∑
i∈Iσ
αi,σti −
∑
j∈Jσ
̟j(
∑
i∈Iσ
βσ,i,jti − tj)
for every t ∈ Rs. Then H0 ∩ P˜σ ⊆ H˜ by Lemma 6.6(iii). Fix ξ = (ξ1, . . . , ξs) ∈
H0 ∩ P˜σ, and fix i˜ ∈ Iσ. Then Vδ,σ = meass−1((P˜σ ∩ H0) + δξ) is the volume of
the polytope given by
ti ≥ δξi ∀i ∈ {1, . . . , s}, tj ≤
∑
i∈Iσ
βσ,i,jti ∀j ∈ Jσ ,
∑
i∈Iσ
αi,σti ≤ 1+δ,
s∑
i=1
̟iti = 1,
with respect to the measure
∏
1≤i≤s,i6=i˜(̟idti).
For all i ∈ Iσ, let ui = ti. For all j ∈ Jσ, let uj = (
∑
i∈Iσ
βσ,i,jti − tj)/δ, i.e.,
uj = δ
−1
 ∑
i∈Iσ,i6=i˜
βσ,i,jti +
βσ,˜i,j
̟i˜
1− ∑
1≤i≤s,i6=i˜
̟iti
− tj
 .
Let g(u) :=
∑
j∈Jσ
̟juj and h(u) := 1 −
∑
i∈Iσ,i6=i˜
αi,σui. Then δ
r−sVδ,σ is the
volume of the polytope given by
uj ≥ 0 ∀j ∈ Jσ, g(u) ≤ 1,
ui ≥ δξi ∀i ∈ Iσ r {i˜},
∑
i∈Iσ,i6=i˜
αi,σui ≤ 1 + δg(u),
∑
i∈Iσ,i6=i˜
βσ,i,jui +
βσ,˜i,j
αi˜,σ
h(u) ≥ δ
(
uj + ξj −
βσ,˜i,j
αi˜,σ
g(u)
)
∀j ∈ Jσ,
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with respect to the measure ̟i˜α
−1
i˜,σ
∏
1≤i≤s,i6=i˜(̟idui), as
| det((∂uj/∂tl)1≤j,l≤s,j 6=i˜,l 6=i˜)| = δ
r−s det((βσ,˜i,l̟l/̟i˜ + δl,j)j,l∈Jσ )
= δr−s
1 + ∑
j∈Jσ
βσ,˜i,j̟j/̟i˜
 = δr−sαi˜,σ/̟i˜,
where δl,j = 0 if l 6= j and δj,j = 1. By dominated convergence we can compute
c = limδ→0 δ
r−sVδ,σ as the volume of the polytope given by
uj ≥ 0 ∀j ∈ Jσ, g(u) ≤ 1,
ui ≥ 0 ∀i ∈ Iσ,
∑
i∈Iσ
βσ,i,jui ≥ 0 ∀j ∈ Jσ,
∑
i∈Iσ
αi,σui = 1,
with respect to the measure ̟i˜α
−1
i˜,σ
∏
1≤i≤s,i6=i˜(̟idui). We conclude as∫
uj≥0 ∀j∈Jσ ,g(u)≤1
∏
j∈Jσ
(̟jduj) =
1
(s− r)!
. 
6.3. Heights. Now we study the height associated to a semiample Q-divisor L on
X . Let t be a positive integer such that tL has integer coefficients and is base
point free. By [CLS11, Proposition 4.3.3] we have H0(X, tL) =
⊕
m∈PtL∩M
Kχm,
where PtL and M are defined in Section 6.2 and χ
m ∈ K[T ] is the character of T
corresponding to m.
Let HtL : X(K)→ R≥0 be the pullback of the exponential Weil height under the
morphism X → P(H0(X, tL)) defined by the basis of H0(X, tL) corresponding to
PtL ∩M . We define HL := (HtL)
1/t. We observe that this definition agrees with
[BT95a, §2.1].
Proposition 6.10. For every y ∈ Y (K), we have
HL(π(y)) =
∏
ν∈ΩK
sup
σ∈Σmax
|yL(σ)|ν .
For every c ∈ Cr and y ∈ Y c(OK), we have
HL(π
c(y)) = N(c−L)
∏
ν∈Ω∞
sup
σ∈Σmax
|yL(σ)|ν .
Proof. By definition of HL and of π we have, for y ∈ Y (K),
HL(π(y)) =
∏
ν∈ΩK
sup
m∈PtL∩M
|ytL+(χ
m)|1/tν .
Letm ∈ PtL∩M . By (6.3) there are λσ ∈ R≥0 for σ ∈ Σmax such that
∑
σ∈Σmax
λσ =
1 and m = −
∑
σ∈Σmax
λσuσ,tL, so that y
tL+(χm) = y
∑
σ∈Σmax
λσtL(σ). This proves
the first statement. For the second statement we argue as in the proof of [Pie16,
Proposition 2]. Fix c ∈ Cr and y ∈ Y c(OK). For every prime ideal p of OK we
write vp for the associated valuation. Then
min
σ∈Σmax
vp(y
L(σ)) = min
σ∈Σmax
vp(y
L(σ)c−L(σ)) + vp(c
L) = vp(c
L),
where the first equality holds as [L(σ)] = [L] in Pic(X)R, and the second equality
follows from (6.1) as yL(σ) ∈ cL(σ) for all σ ∈ Σmax. 
The following lemma will ensure the Northcott property for HL.
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Lemma 6.11. If L satisfies Assumption 6.3, then there is α > 0 such that for
every c ∈ Cr and B > 0, every point y ∈
⊕s
i=1 c
Di with∏
ν∈Ω∞
sup
σ∈Σmax
|yL(σ)|ν ≤ N(c
L)B (6.7)
and y1, . . . , ys 6= 0 satisfies ∏
ν∈Ω∞
|yi|ν ≤ N(c
Di)Bα
for all i ∈ {1, . . . , s}.
Proof. Let y ∈
⊕s
i=1 c
Di such that (6.7) holds and y1, . . . , ys 6= 0. Fix i ∈ {1, . . . , s}
and choose σ ∈ Σmax such that αi,σ > 0. Recall that
∏
ν∈Ω∞
|yi|ν = N(yiOK) by
the product formula. Since yj ∈ cDj for all j ∈ {1, . . . , s}, we have
N(yiOK)
αi,σN(cL(σ)−αi,σDi) ≤ N(yL(σ)OK) ≤
∏
ν∈Ω∞
sup
σ∈Σmax
|yL(σ)|ν ≤ N(c
L)B.
Hence, N(yiOK) ≤ N(cDρ)B1/αi,σ . 
6.4. Campana points. From now on we assume that K = Q. For every i ∈
{1, . . . , s}, we fix a positive integer mi and we denote by Di the closure of Di in
X . Let m := (m1, . . . ,ms) and
∆ :=
s∑
i=1
(
1−
1
mi
)
Di.
The support of the restriction of ∆ to the fibers over SpecZ is a strict normal cross-
ing divisor (see for example [CLT10, §5.1]), hence (X ,∆) is a Campana orbifold
as in [PSTVA19, Definition 3.1]. We denote by (X ,∆)(Z) the set of Campana Z-
points as in [PSTVA19, Definition 3.4], and by Y (Z)m the preimage of (X ,∆)(Z)
under π|Y (Z). Then a point of Y (Z) with coordinates (y1, . . . , ys) belongs to Y (Z)m
if and only if yi is nonzero and mi-full for all i ∈ {1, . . . , s}.
For every semiample divisor L that satisfies Assumption 6.3 and every B > 0,
let Nm,L(B) be the number of points in (X ,∆)(Z) of height HL at most B. Since
π : Y → X is a Grm-torsor, we have
Nm,L(B) =
1
2r
♯ {y ∈ Y (Z)m : HL(π(y)) ≤ B} .
6.5. Heuristics. In this subsection we give a heuristic argument based on the
hyperbola method in support of [PSTVA19, Conjecture 1.1] for split toric varieties.
We assume that −(KX + ∆) is ample and that L is a big and semiample Q-
divisor, not necessarily equal to −[KX +∆] in Pic(X)R, that satisfies Assumption
6.3. We recall that [PSTVA19, Conjecture 1.1] for (X ,∆) predicts the asymptotic
formula
Nm,L(B) ∼ cB
a(L)(logB)b(L)−1, B → +∞, (6.8)
where c is a positive constant,
a(L) := inf{t ∈ R : t[L] + [KX +∆] ∈ Eff(X)} (6.9)
and b(L) is the codimension of the minimal face of Eff(X) that contains a(L)[L] +
[KX + ∆]. In particular, b(L) is a positive integer, and a(L) is a positive real
number, as −[KX +∆] is ample. Since Eff(X) is closed in the euclidean topology,
the infimum in the definition of a(L) is actually a minimum.
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6.5.1. Combinatorial description of a(L). Recall the notation introduced in Sec-
tion 6.2. We now give a characterization of a(L) as the solution of certain linear
programming problems.
Proposition 6.12. (i) The number a(L) is the minimal value of the function∑
σ∈Σmax
λσ subject to the conditions
λσ ≥ 0, ∀σ ∈ Σmax, (6.10)∑
σ∈Σmax
λσαi,σ ≥
1
mi
, ∀i ∈ {1, . . . , s}. (6.11)
(ii) Assume, additionally, that L is ample. Fix σ ∈ Σmax and define γi :=∑
j∈Jσ
βσ,i,j
mj
. Then a(L) is the minimal value of the function λ0 subject
to the conditions
λ0, λj ≥ 0, ∀j ∈ Jσ, (6.12)
λ0αi,σ −
∑
j∈Jσ
βσ,i,jλj ≥
1
mi
+ γi, ∀i ∈ Iσ. (6.13)
Proof. To prove part (i) we observe that for t ∈ R the condition
t[L] + [KX +∆] ∈ Eff(X) (6.14)
is equivalent to ϕ−1(t[L] + [KX + ∆]) ∩ C 6= ∅. Now, ϕ−1(t[L] + [KX + ∆]) =
tL +KX + ∆ +MR. If D ∈ (tL +KX +∆ +MR) ∩ C, then D − (KX + ∆) ∈ C
as −(KX +∆) =
∑s
i=1
1
mi
Di ∈ C and C is a cone. Then (6.14) holds if and only
if there exists a divisor D′ ∈ (tL +MR) ∩ C such that D
′ + KX + ∆ ∈ C. By
Lemma 6.4 this is equivalent to the existence of λσ ∈ R≥0 for all σ ∈ Σmax such
that
∑
σ∈Σmax
λσ = t and
∑
σ∈Σmax
λσL(σ) +KX +∆ ∈ C.
Now we prove part (ii). Condition (6.14) is equivalent to the existence of D ∈ C
such that t[L] + [KX +∆] = ϕ(D) in Pic(X)R. Since X is proper and smooth, the
last equality is equivalent to tL(σ)+ (KX +∆)(σ) = D(σ). Write D =
∑s
i=1 λiDi.
Then D ∈ C if and only if λ1, . . . , λs ≥ 0. We have
tL(σ) + (KX +∆)(σ) −D(σ) =
∑
i∈Iσ
tαi,σ − 1
mi
− λi − γi −
∑
j∈Jσ
βσ,i,jλj
Di.
Using the fact that λi ≥ 0 for all i ∈ Iσ if D ∈ C, we see that condition (6.14) is
equivalent to the existence of λj ∈ R≥0 for all j ∈ Jσ that satisfy the conditions
in the statement for λ0 = t. 
6.5.2. Heuristic argument for a(L). Next we give a heuristic argument in support
of [PSTVA19, Conjecture 1.1] (and [BM90, §3.3]) regarding the expected exponent
a(L) of B in the asymptotic formula (6.8) for split toric varieties over Q.
Up to a positive constant, Nm,L(B) is the cardinality S of the set of mi-full
positive integers yi for i ∈ {1, . . . , s} that satisfy the conditions yL(σ) ≤ B for all
σ ∈ Σmax. We recall that yL(σ) =
∏s
i=1 y
αi,σ
i .
One of the ideas of the hyperbola method is to dissect the region of summation for
the variables y1, . . . , ys, into different boxes. Assume that we consider a box where
say yi ∼ Bi (here we mean that for example Bi ≤ yi ≤ 2Bi for i ∈ {1, . . . , s}), and
let Bi = B
ti . What contribution do such vectors y = (y1, . . . , ys) give to computing
the cardinality S? First we note that the contribution from this box is
box contribution =
s∏
i=1
B
1
mi
i = B
∑s
i=1 ti
1
mi .
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In order for this to be a box that we count by S, the parameters (t1, . . . , ts) need
to satisfy
s∑
i=1
tiαi,σ ≤ 1, ∀σ ∈ Σmax (6.15)
and
t1, . . . , ts ≥ 0. (6.16)
In order to find the size of S we hence have the following linear programming
problem P : Maximize the function
s∑
i=1
ti
1
mi
(6.17)
under the conditions (6.15) and (6.16). The conditions (6.15) and (6.16) define
a polytope P˜ in Rs and by the theory of linear programming we know that the
maximum of the function
∑s
i=1 ti
1
mi
is obtained on at least one of its vertices.
The dual linear programming problem D is given by the following problem:
Minimize the function ∑
σ∈Σmax
λσ
under the conditions (6.10) and (6.11). By the strong duality property in linear
programming, both problems have a finite optimal solution and these values are
equal. Since a(L) is positive, by Proposition 6.12(i) it is the solution of the dual
linear programming problem D and also of P .
6.5.3. Heuristic argument for b(L). Now we give a heuristic argument in support
of [PSTVA19, Conjecture 1.1] (and [BM90, §3.3]) regarding the expected exponent
a(L) of B in the asymptotic formula (6.8) for split toric varieties over Q. We keep
the setting introduced above.
If we cover the region of summation yL(σ) ≤ B for all σ ∈ Σmax by dyadic
boxes, then the maximal value of the count is attained on boxes, that are located
at the maximal face F˜ of the polytope P˜ where the function in (6.17) is maximized.
Working with a dyadic dissection this suggests that the leading term should be of
order Ba(L)(logB)k, where k is equal to the dimension of the face F˜ . The next
proposition shows that k = b(L)− 1. Hence, the heuristic expectation we obtained
from the hyperbola method matches the prediction in [PSTVA19, Conjecture 1.1].
We recall from Lemma 6.7 that F˜ ⊆ H˜ , where H˜ is the space of linear functions
on Pic(X)R. With this identification, the cone generated by P˜ ∩ H˜ is the space of
linear functions on Pic(X)R that are nonnegative on Eff(X) (i.e., the cone in H˜
dual to Eff(X)) by [CLS11, Proposition 1.2.8].
Proposition 6.13. The cone generated by F˜ is dual to the minimal face of Eff(X)
that contains a(L)[L] + [KX +∆]. In particular, b(L) = dim F˜ + 1.
Proof. Fix σ ∈ Σmax. Then P˜ ∩ H˜ = P˜σ ∩ H˜ . Let t = (t1, . . . , ts) ∈ cone(P˜ ∩ H˜).
We recall that [L] =
∑
i∈Iσ
αi,σ[Di] and [KX +∆] = −
∑
i∈Iσ
(
1
mi
+ γi
)
[Di], so
that
t(a(L)[L] + [KX +∆]) = a(L)
∑
i∈Iσ
αi,σti −
∑
i∈Iσ
(
1
mi
+ γi
)
ti.
If t ∈ F˜ , then t(a(L)[L] + [KX + ∆]) = 0. Conversely, if t 6= 0 and t(a(L)[L] +
[KX + ∆]) = 0, then α :=
∑
i∈Iσ
αi,σti > 0 as
1
mi
+ γi > 0 and ti ≥ 0 for all
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i ∈ Iσ. So (α−1t1, . . . , α−1ts) ∈ F˜ , and t ∈ cone(F˜ ). Thus, cone(F˜ ) is the face of
cone(P˜ ∩ H˜) defined by
t(a(L)[L] + [KX +∆]) = 0.
By [CLS11, Definition 1.2.5, Proposition 1.2.10] the face of Eff(X) dual to cone(F˜ )
is the smallest face of Eff(X) that contains a(L)[L] + [KX + ∆], and b(L) =
dim cone(F˜ ) = dim F˜ + 1. 
6.6. The technical assumption. Here we spell out a technical assumption for
the application of Theorem 1.1 to toric varieties.
Assumption 6.14. Let ε > 0. For every nonempty subset J ( {1, . . . , s} and
every τ = (τi)i∈{1,...,s}rJ ∈ [0, ε]
{1,...,s}rJ , let
P˜ Jτ := P˜ ∩ {ti = τi ∀i ∈ {1, . . . , s}r J},
where P˜ ⊆ Rs is the polytope defined by (6.5) for L =
∑s
i=1m
−1
i Di. Let a be the
maximal value of
∑s
i=1m
−1
i ti on P˜ . Let k be the dimension of the face F˜ of P˜
where
∑s
i=1m
−1
i ti = a. Let a
J
τ be the maximal value of
∑
i∈J m
−1
i ti on P˜
J
τ . Let k
J
τ
be the dimension of the face F˜ Jτ of P˜
J
τ where
∑
i∈J m
−1
i ti = a
J
τ . Assume that there
exists η > 0 such that for sufficiently small ε > 0, if aJτ ≥ a− η then k
J
τ ≤ k − 1.
If L is ample, by Lemma 6.7(ii) we know that a = 1 and k = r − 1 in the
setting of Assumption 6.14, and that the face F˜ is not contained in any coordinate
hyperplane. As a consequence of Lemma 4.17(v) we see that if r ≥ n + 1, then
Assumption 6.14 is satisfied for all ample divisors L =
∑s
i=1m
−1
i Di. Since toric
blow-ups are birational transformations that increase the Picard rank, by Remark
6.5 there are infinitely many examples of toric Campana orbifolds to which Theorem
1.2 applies.
Among toric varieties of smaller Picard rank, we observe that whenever F˜ does
not intersect any coordinate hyperplane of Rs then Assumption 6.14 is satisfied
by Lemma 4.17(iv). This is the case of projective spaces for all choices of L =∑s
i=1m
−1
i Di.
The blow-up of the projective plane in one point and arbitrary finite products of
projective spaces Pn1×· · ·×Pnr are examples of toric varieties for which Assumption
6.14 can be verified by computations, but are not covered by Lemma 4.17.
While at present we cannot show that Assumption 6.14 always holds under the
remaining assumptions of Theorem 1.2, we are not aware of any examples of toric
Campana orbifolds that don’t satisfy Assumption 6.14.
6.7. Proof of Theorem 1.2. From now on we work in the setting of Theorem
1.2. In particular, L = −(KX +∆) =
∑s
i=1m
−1
i Di, and
N(B) =
1
2r
♯ {y ∈ Y (Z)m : H(y) ≤ B} ,
where H(y) := supσ∈Σmax |y
L(σ)|, by Section 6.4 and Proposition 6.10.
6.7.1. Mo¨bius inversion. For B > 0 and d ∈ (Z>0)s, let A(B,d) be the set of points
y = (y1, . . . , ys) ∈ Zs such that H(y) ≤ B, yi is nonzero and mi-full and di | yi for
all i ∈ {1, . . . , s}. We observe that A(B,d) is a finite set by Lemma 6.11. Then
N(B) =
1
2r
∑
d∈(Z>0)s
µ(d)♯A(B,d), (6.18)
where µ is the function introduced in [Sal98, Definition and proposition 11.9].
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6.7.2. The estimate. Under the assumptions of Theorem 1.2, we can apply Theorem
1.1 to obtain an estimate for the cardinality of the sets A(B,d) as follows.
Proposition 6.15. There is B0 > 0 such that for every s-tuple d = (d1, . . . , ds) of
squarefree positive integers, B > B0 and ǫ > 0, we have
♯A(B,d) = 2sα(L)
( ∑
σ∈Σmax
∏
i∈Iσ
m−1i
)(
s∏
i=1
cmi,di
)
B(logB)r−1
+Oε
( s∏
i=1
di
)− 23+ε
B(logB)r−2(log logB)s−1
 ,
where α(L) is defined in Lemma 6.8 and cmi,di is defined in (5.11).
Proof. We write ♯A(B,d) = 2s♯A′(B,d), where A′(B,d) is the set of positive
integers y1, . . . , ys that satisfy the conditions
di | yi, yi is mi-full ∀i ∈ {1, . . . , s}
and the inequalities
s∏
i=1
y
αi,σ
i ≤ B, ∀σ ∈ Σmax. (6.19)
We observe that
♯A′(B,d) =
∑
y1,...,ys∈Z>0:(6.19)
fm,d(y1, . . . , ys),
where fm,d is the function defined in Subsection 5.1. The function fm,d satisfies
Property I and Property II in Section 4 and Condition (4.1) by Lemma 5.6 and
(5.14), see the remarks after Lemma 5.6. Assumption 4.3 is satisfied as (6.5) defines
an s-dimensional polytope. Assumption 4.5 is satisfied by Lemma 6.7(ii). For B
large enough, the first part of Assumption 4.14 is a consequence of Assumption
6.14. Hence, we can combine Theorem 1.1 and Lemma 5.6 to compute
♯A′(B,d) = (s− 1− k)!
(
s∏
i=1
cmi,di
)
cBa(logB)k
+O
( s∏
i=1
di
)− 23+ε
Ba(logB)k−1(log logB)s−1
 , (6.20)
where a = 1 and k = r − 1 by Lemma 6.7(ii), and
c =
α(L)
(s− r)!
∑
σ∈Σmax
∏
i∈Iσ
m−1i
by Lemma 6.9. 
We combine the proposition above with the Mo¨bius inversion to obtain an esti-
mate for N(B).
Proposition 6.16. For sufficiently large B > 0, we have
N(B) = cB(logB)r−1 +O(B(logB)r−2(log logB)s−1),
where
c = 2s−rα(L)
( ∑
σ∈Σmax
∏
i∈Iσ
m−1i
) ∑
d∈(Z>0)s
µ(d)
(
s∏
i=1
cmi,di
)
. (6.21)
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Proof. By (6.18) and Proposition 6.15 we have
∣∣N(B)− cB(logB)r−1∣∣ /(B(logB)r−2(log logB)s−1)≪ε ∑
d∈(Z>0)s
|µ(d)|∏s
i=1 d
2
3−ε
i
.
For ε = 112 , the right hand side converges by [Sal98, Lemma 11.15]. 
Theorem 1.2 follows from Proposition 6.16 and the interpretation of the leading
constant that we carry out in the following section.
6.7.3. The leading constant. Here we prove that the leading constant (6.21) can be
written as
α(X,∆)τ(X,∆)
s∏
i=1
1
mi
, (6.22)
where α(X,∆) := α(−(KX +∆)) has been introduced in Lemma 6.8, and
τ(X,∆) =
∫
X (Z)
H∆(x)δ∆(x)τX ,
where τX is the Tamagawa measure on the set of adelic points X(AQ) defined in
[CLT10, Definition 2.8], H∆ is the height function defined by the divisor ∆ as in
[BT95a, §2.1], X (Z) is the closure of the set of rational points X (Z) inside the
space of adelic points on X , and δ∆ =
∏
p∈Ωf
δ∆,p, where δ∆,p is the characteristic
function of the set of Campana points in X (Zp) for each finite place p.
We observe that by [BT95a, Proposition 2.4.4], the product (6.22) agrees with the
expectation formulated in [PSTVA19, §3.3] provided that the domains of integration
in the definitions of τ(X,∆) (i.e., {x ∈ X (Z) : δ∆(x) = 1}) coincide.
Proposition 6.17. We have
τ(X,∆) =
2s−r ∑
σ∈Σmax
∏
j∈Jσ
mj
 ∑
d∈(Z>0)s
(
µ(d)
s∏
i=1
cmi,di
)
> 0.
Proof. For every prime number p, we denote by Frp the geometric Frobenius acting
on Pic(XFp) ⊗Z Q, and for t ∈ C we define Lp(t,Pic(XQ)) := det(1 − p
−t Frp)
−1.
Since X is split, and hence X
Fp
is split, we have Lp(t,Pic(XQ)) = (1 − p
−t)−r for
every prime p. Let λp := Lp(1,Pic(XQ)) = (1− p
−1)−r, and define λ := limt→1(t−
1)r
∏
p∈Ωf
Lp(t,Pic(XQ)). Then λ = limt→1(t − 1)
rζ(t)r = 1 by properties of the
residue at 1 of the Riemann zeta function. Let λ∞ := 1. By [CLT10, Remark
2.9(b)], we have τX = λ
∏
v∈ΩQ
λ−1v τX,p, where τX,v denotes the local measure on
X(Qv) defined in [CLT10, §2.1.7].
Since split toric varieties satisfy weak approximation (e.g., [Har04, §2]) and X
is projective, we get
τ(X,∆) =
∫
X(R)
H∆,∞(x)τX,∞
∏
p∈Ωf
λ−1p
∫
X (Zp)
H∆,p(x)δ∆,p(x)τX,p,
where H∆ =
∏
v∈ΩQ
H∆,v as in [BT95a, §2.1]. We recall that the global metrization
used to define Hδ in [BT95a, §2.1] is equivalent to the one determined by [Sal98,
Proposition and definition 9.2].
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Since τX,∞ is the measure used in [Sal98, Proposition 9.16] for the real place, we
have ∫
X(R)
H∆,∞(x)τX,∞ =
∑
σ∈Σmax
2s−r ∏
j∈Jσ
∫
0≤xj≤1
x
1
mj
−1
j dxj

= 2s−r
∑
σ∈Σmax
∏
j∈Jσ
mj .
Moreover, if we use the Grm-torsor structure on π : Y (Zp) → X (Zp) together
with [Sal98, Corollary 2.23, Propositions 9.7, 9.13 and 9.14] we get∫
X (Zp)
H∆,p(x)δ∆,p(x)τX,p =
(∫
Grm(Zp)
dz
)−1 ∫
Y (Zp)
H∆,p(π(y))δ∆,p(π(y))
s∏
i=1
dyi,
where dz and
∏s
i=1 dyi are the Haar measures on Q
r
p and Q
s
p, respectively, induced
by the Haar measure on Qp normalized such that Zp has volume 1, and δ∆,p ◦ π is
the characteristic function of the property
vp(yi) > 0 ⇒ vp(yi) ≥ mi, ∀i ∈ {1, . . . , s}.
We have
∫
Grm(Zp)
dz = (1 − p−1)r. Let χ be the characteristic function of Y . By
[Sal98, Lemma 11.15] we have∫
Y (Zp)
H∆,p(π(y))δ∆,p(π(y))
s∏
i=1
dyi =
∫
ZNp
χ(y)δ∆,p(π(y))
s∏
i=1
|yi|
1
mi
−1
p
s∏
i=1
dyi
=
∑
(e)∈{0,1}s
µ((pe1 , . . . , pes))
∫
pei |yi,1≤i≤s
δ∆,p(π(y))
s∏
i=1
|yi|
1
mi
−1
p
s∏
i=1
dyi
=
∑
(e)∈{0,1}s
µ((pe1 , . . . , pes))
s∏
i=1
(1− ei)∫
Z
×
p
dyi +
∞∑
j=mi
∫
pjZ×p
|yi|
1
mi
−1
p dyi

=
∑
(e)∈{0,1}s
µ((pe1 , . . . , pes))
s∏
i=1
(1− p−1)
1− ei + ∞∑
j=mi
p
− jmi
 .
We observe that the product
(
1− p−1
) (
1− ei +
∑∞
j=mi
p
− jmi
)
equals1 +
∑2mi−1
j=mi+1
p
− jmi if ei = 0(
1 +
∑2mi−1
j=mi+1
p
− jmi
)(
1 + p− p
mi−1
mi
)−1
if ei = 1.
So, remembering (5.2) and (5.10), we get
τ(X,∆)
2s−r ∑
σ∈Σmax
∏
j∈Jσ
mj
−1
=
(
s∏
i=1
Cmi
) ∏
p∈Ωf
∑
e∈{0,1}s
µ((pe1 , . . . , pes))
s∏
i=1
(
p−1 +Gmi
(
p
− 1mi
))ei .
We conclude by [Sal98, Lemma 11.15(e)] as
∏
p|di
(p−1 +Gmi(p
− 1mi ))≪ǫ d
−1+ǫ
i by
(5.14) for all i ∈ {1, . . . , s}.
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To show that τ(X,∆) is positive it suffices to observe that∫
Y (Zp)
H∆,p(π(y))δ∆,p(π(y))
s∏
i=1
dyi ≥
∫
(Z×p )s
s∏
i=1
dyi = (1− p
−1)s > 0,
as the integral on the right is the restriction of the integral on the left to the subset
(Z×p )
s ⊆ Y (Zp). 
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