Load balancing plays a crucial role in achieving low latency in largescale clusters. A simple randomized approach, denoted as SQ(d), exists in assigning incoming jobs to a server that currently holds the fewest number of jobs among a set of d randomly selected servers, the so-called power-of-d-choices algorithm. While this approach yields short queues with high probability, short queues do not guarantee low latency as the queue length is only a coarse indicator of the waiting time in the presence of high job size variability. The main issue is that under the FCFS discipline short jobs can get stuck behind a single long job which significantly increases the short job latency.
To avoid these issues the notion of late binding was recently introduced. With late binding the dispatcher still probes d servers at random, but the servers do not immediately reply by sending their queue length information. Instead they place a reservation at the end of a local work queue and when the reservation reaches the front of the queue, the server requests the job associated to the reservation from the dispatcher. In this manner the job is assigned to the server that is able to launch the job the soonest among the d randomly selected servers. Note that late binding as described above is equivalent to assigning the job to the server that has the least workload among d randomly selected servers, which is known as the LL(d) policy.
The main contribution of this paper is to study the large-scale limit of the server workload and response time distribution of the LL(d) policy when employed on a homogeneous cluster subject to Poisson job arrivals with general service times. For this purpose we * Tim Hellemans is a PhD-fellow of the Research Foundation -Flanders (FWO).
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. introduce a partial integro-differential equation that captures the evolution of the so-called cavity process and study its equilibrium. The key observation, established in [1] , is that under the LL(d) policy with general service time distributions, the workload distribution of any finite set of servers becomes asymptotically independent as the number of servers tends to infinity (provided that all the servers employ the same local non-idling service discipline, e.g., FCFS, PS, etc.). Moreover, the limit of the marginal workload distribution of a server corresponds to the unique equilibrium environment.
It is worth noting that the LL(d) policy is equivalent to the following system that uses replication with cancellation-on-start to reduce waiting times. Arriving jobs are replicated d times and are randomly assigned to d servers (that all operate in FCFS order). As soon as a single replica starts execution on a server, the remaining d − 1 replicas are killed. Prior work on replication was mainly done in the context of systems that experience server slowdown and therefore focused on replication with cancellation-on-job-completion.
Another reason for studying the large-scale limit of the LL(d) policy exists in understanding how much benefit precise workload information gives in comparison to the coarser queue length information used by SQ(d).
The main contributions of the paper are as follows:
(1) A partial integro-differential equation to describe the transient evolution of cavity process associated to the equilibrium environment process under the LL(d) policy is derived. (2) An integral equation for the limiting stationary workload distribution is presented together with a fixed-point iteration to compute its solution. Convergence of the fixed-point iteration is proven for system loads below e −1/e ≈ 0.6922. (3) A simple explicit solution for the limiting workload and response time distribution is presented in case of exponential job sizes. For phase-type distributed job sizes we prove that the limiting workload distribution can be computed easily by solving a simple set of ordinary differential equations. (4) We present both analytical and numerical results that compare the response time of the LL(d) policy with the classic SQ(d) policy. These results illustrate that late binding offers a significant reduction in the response time under a very wide range of loads even when taking the idleness caused by late binding into account. A full version of the paper will appear in [2] .
