In the work of S. Petermichl, S. Treil and A. Volberg it was explicitly constructed that the Riesz transforms in any dimension n ≥ 2 can be obtained as an average of dyadic Haar shifts provided that an integral is nonzero. It was shown in the paper that when n = 2, the integral is indeed nonzero (negative) but for n ≥ 3 the nonzero property remains unsolved. In this paper we show that the integral is nonzero (negative) for n = 3. The novelty in our proof is the delicate decompositions of the integral for which we can either find their closed forms or prove an upper bound.
Introduction
One of the important milestones that appears in the area of Harmonic analysis in the past decades is the appearance of dyadic Haar shifts. It not only connects the continuous singular integrals with dyadic operators but also enables people to resolve the longstanding A 2 conjecture concerning with the sharp weighted bound for Calderón-Zygmund singular integrals. More precisely, the breakthrough work of Petermichl [1] showed that the kernel of the Hilbert transform is actually an average of some certain dyadic operators:
Stefanie Petermichl, Sergei Treil, Alexander Volberg, [2] to a slightly wider class of kernels but still restricted on one dimensional singular integrals. Finally the full generality was made by Hytönen in [5] who showed that any Calderón-Zygmund operator is a simple variant of dyadic averages, and part of the work was built on a previous result obtained by Hytönen, Perez, Treil and Volberg [4] .
Moreover as shown in the work of S. Petermichi that an explicit dyadic Haar shift can actually be given for Hilbert transform. As a result it may be also expected that some explicit dyadic Haar shifts can also be given for Riesz transforms. Indeed, it was shown in the work of Petermichl, Treil, Volberg [2] that each component of the kernel of Riesz transforms can be explicitly represented by an average of dyadic shift upon showing the nonzero property of a constant through the process of averaging. Roughly speaking, it is in a sense equivalent to say that the constant c 0 that appears on the left hand side of above equation (1.1) is nonzero in order to make the result nondegenerate, and similarly the constant that appears through the process of averaging for Riesz transforms is given in the form below. Therefore a question that was risen in their work [2] is whether the following integral is zero or not (the detail definitions of some notations in this integral are given in next section):
S n−1 + < ω, e 1 > ξ n (ω)dσ(ω). (1.2) They were able to show the integral is nonzero (in fact it is negative) when dimension n = 2 but for dimension n ≥ 3 the problem remains unsolved.
Therefore the purpose of this paper is to show the above integral when dimension n = 3 is also negative. This was done via a careful and an efficient decomposition for the integral. For some terms in our decomposition we are able to show explicitly that their values are negative. For some other terms we are able to prove an upper bound. Combining all the estimates shows the integral is indeed negative. Now let us mention the difficulties of the integral for dimension n = 3. First, the integrand functions in the integral are piecewise defined on some compact intervals, and the range of the integration is only half-sphere. Secondly, after we carefully analyse the integrand functions, one of the main difficulties then arises due to the mutual overlaps of their supports. More precisely, after using the sphere coordinates in the integral, the supports of the functions will create several difficulties since the behaviors of the points in these supports will now depend on the values of some complicated trigonometry functions. For these difficulties, it requires us to very carefully distinguish the range of the integrals in our decomposition. Finally for several integrals in our decomposition, we are able to show that their exact definite integrals can be computed. For the other integrals, we are not able to find their exact definite integrals, but we are able to find their upper bounds whose values can be explicitly estimated.
Preliminary
In this section we first introduce some notations that will be used frequently in this paper. Let F 0 , F , f 0 , and f be defined as followings.
Note that F is an odd function so that we may only describe F on x ≥ 0, i.e.
x ≥ 2 and f (x) = 1 − 1 2 |x| if |x| ≤ 2 and 0 otherwise. See below for their graphs. For all n ≥ 2, and given x = (x 1 , ..., x n ) = 0, we define
Let ρ = |x| t , the above formula ξ n ( x |x| ) now becomes
where ω ∈ S n−1 . Recall that the main result that we want to prove is to show the following integral is nonzero (negative),
where S n−1 + = {ω = (ω 1 , · · · , ω n ) ∈ S n−1 ; ω 1 > 0}. Thus putting it together, our goal is to show for n = 3 the following integral is negative.
Before we proceed to give our decompositions for this integral. The diagram in next page gives a big picture how the integral is decomposed and how each term in our decomposition is estimated. 
Decompositions
In order to integrate with spherical measure appearing in (2.1), we use spherical coordinate system to represent ω 1 , ω 2 , and ω 3 i.e. ω 1 = cos θ,
where θ ∈ [0, π/2] and φ ∈ [0, 2π] because we only integrate on the half sphere S 2 + . Putting in these new variables and using change of variables formula, the integral (2.1) which we want to estimate becomes
where the factor sin θ is due to Jacobian, and the cos θ is from < ω, e 1 >. Since the integral range is 0 ≤ θ ≤ π 2 , we only need to consider F ω 1 (t) = F (t cos θ) with ω 1 ≥ 0. In order to estimate ξ 3 (ω), we break F ω 1 (t) into 4 linear mutually disjoint support functions with respect to t that is
Remark 3.1. For a fixed ω 1 , the support of F ω 1 (t) is 0 ≤ t ≤ 2 |ω 1 | , and the support of f ω 2 and f ω 3 are 0 ≤ t ≤ 2 |ω 2 | and 0 ≤ t ≤ 2 |ω 3 | respectively. Hence the integral range for S i will be simultaneously determined by the supports of the functions of F ω 1 , f ω 2 , and f ω 3 . This observation leads us to decompose the integral in terms of the supports of these functions. More precisely, we divide the integral into 4 cases depending on which function vanishes first. We now give details in the following sections.
Criteria of decomposition.
As just mentioned before, we can reduce the integral range of S i to 0, max{ 2 |ω 1 | , 2 |ω 2 | , 2 |ω 3 | } . Therefore the integral range of t now depends on the variables θ and φ since the variables ω i depend on θ, φ and this also explains why estimating the integral is complicated and difficult. Therefore we will have 4 cases that depend on which function F ω 1 f ω 2 or f ω 3 vanishes before the others.
Remark 3.2. Throughout this paper, given two functions f, g and assuming the supports of f and g are [0, a] and [0, b] respectively, then we say f vanishes before g or g vanishes after f if a ≤ b.
3.2.
F ω 1 (t) vanishes before the others. Assuming F ω 1 (t) vanishes before the others i.e. |ω 1 | ≥ |ω 2 | and |ω 1 | ≥ |ω 3 |. Notice that ω 2 1: When θ ∈ [0, π/4], then we will have ω 1 is larger than |ω 2 | and |ω 3 | for all φ. 2: When θ ∈ [π/4, cos −1 1 √ 3 ], then we will have ω 1 is larger than |ω 2 | and |ω 3 | for some φ.
3.2.1. Case 1. 0 ≤ θ < π/4 and for all 0 ≤ φ < 2π.(Closed form) Since F ω 1 (t) vanishes before the others and ω 1 = cos θ, ω 2 = sin θ cos φ and ω 3 = sin θ sin φ. Thus we see that when θ ∈ [0, π/4], we will have
Since
is a polynomial of degree 5 on this integral range, and h 1 , h 2 , h 3 , and h 4 all have closed forms, therefore we obtain
Therefore, we see that the integral below has a closed form so that we can estimate it accurately
Remark 3.3. This is the only term that has positive value.
In this case π/4 ≤ θ ≤ cos −1 1 √ 3 and since we want ω 1 ≥ |ω 2 |, and ω 1 ≥ |ω 3 |. Thus we have cot θ ≥ | sin φ| and cot θ ≥ | cos φ| in spherical coordinates. As a result, the range of φ will be restricted on D which is On the first quadrant:
On the second quadrant:
On the third quadrant:
On the fourth quadrant:
Observe that since f is even so that for all φ we have
Thus
Hence the integral that we want to estimate is equal to
Integrating with respect to φ is a closed form as above. However, when integrating with respect to θ, we are unable to find its closed form. The reason is that the range is from cos −1 (cot θ) to sin −1 (cot θ), and after integrating the variable φ these upper and lower limits make the integrand in the variable θ extremely complicated. Therefore this case will be further estimated in the final section.
3.3. f ω 2 or f ω 3 vanishes before the others. In this case it suffices to consider f ω 2 vanishes before the others. The reasons are the followings. First, we observe that
and notice that the if f ω 3 vanishes before the others, the integral range for φ in this case is only different from the integral range for φ by rotating π 2 in the case that f ω 2 vanishes before the others. Now we see that for f ω 2 vanishes before the others, we must have φ ∈ [−π/4, π/4] and [−3π/4, 5π/4]. Again since f is even, it suffices to only consider the range [−π/4, π/4]. Thus
We now determine the range of θ. Assume f ω 2 vanishes before the others i.e. |ω 2 | ≥ |ω 1 | and
, then by pigeonhole principle one of |ω 1 |, |ω 3 | is larger than 1 √ 3 which is larger than |ω 2 |. Thus θ must be in [π/4, π/2]. There are two different situations we need to separately deal with 1: When θ ∈ [cos −1 1 √ 3 , π/2], |ω 2 | is larger than |ω 1 | and |ω 3 | for all φ ∈ [−π/4, π/4] .
2:
We also break F ω 1 into 4 pieces as before. And the decompositions in this term are the most complicated one since we need to decide which of the 5 pieces F ω 1 11 ,
14 , and f ω 2 vanishes before the others according to θ and φ. More precisely, since f ω 2 (t) vanishes before the others and F (tω
We now further decompose these 4 possibilities in terms of the range of φ.
1: These 4 possibilities hold for all φ ∈ [−π/4, π/4].
Part A: f ω 2 vanishes before F ω 1 11 . It gives
Part B: f ω 2 vanishes after F ω 1 11 and before F ω 1 11 + F ω 1 12 . It gives
Part
Part D: f ω 2 vanishes after F ω 1 11 + F ω 1 12 + F ω 1 13 and before F ω 1
Now we define some notations to simplify our expressions. Let
Therefore
Since we have further decomposed the integral into these 4 possibilities for all φ ∈ [−π/4, π/4], we need to determine the range of θ.
In order to satisfy the condition max{ 2
Therefore we get the following integral:
Moreover the integral of H A (θ) with respect to θ is a closed form. Finally we can explicitly compute the vaule
In other words we have 2 √ 2 sin θ ≤ 2 2 cos θ , and Similarly, the integral of H B (θ) is a closed form and finally we have
Part C. (Closed form)
Since we have: 2 2ω 1 ≤ 2 |ω 2 | ≤ 3 2ω 1 for all φ ∈ [−π/4, π/4]. As above, we will have that the range of θ is and finally we have
As above, we will have that the range of θ is
Therefore For these 3 ranges, we need to further estimate the integrals.
Remark 3.4. Those 3 parts are more complicated than above 4 parts since in each cases, ] of φ will be split into two cases. One of the ranges will give ξ 3 (ω) = g 1 (θ, φ), and the other range will give ξ 3 (φ) = g 2 (θ, φ). More precisely, when θ ∈ [cot −1 1 4 , cot −1 1 4 √ 2 ], the variable φ will have two possibilities. One possibility is that f ω 2 vanishes before F ω 1 11 i.e. we will have 0 ≤ 2 |ω 2 | ≤ 1 |2ω 1 | . The other possibility is that f ω 2 vanishes before F ω 1 12 and after F ω 1 11 , which gives 1 2ω 1 ≤ 2 |ω 2 | ≤ 2 2ω 1 . As a result, we split the range of φ according to which above possibility occurs.
Therefore we can estimate the integral below H E1 (θ) := 4 sin θ cos θ cos −1 (4 cot θ)
− cos −1 (4 cot θ)
which is a closed form in variable φ. However after plugging in the upper and lower limits, we are unable to show whether the integral H E1 (θ)dθ has a closed form. But it is easy to show that its value is negative. Notice that g 1 (θ, φ) = 4/2 sin θ cos φ 0
, and for all t, t 2 , f ω 2 (t), and f ω 2 (t) are positive but F ω 1 11 (t) is negative so that g 1 (θ, φ) ≤ 0 for all θ and φ. Hence
. The integral range of φ is just the complement of the range in case 1 above. Hence we have H E2 (θ) := 4 sin θ cos θ π/4 cos −1 (4 cot θ)
Again we can explicitly compute H E2 (θ) because the above integrals are closed forms in variable φ. However after plugging in the upper and lower limits, the integral H E2 (θ)dθ is difficult to see if it has a closed form. But it is easy to show that its value is negative. Notice that h 1 (θ, φ) + g 2 (θ, φ) = 4/2 sin θ cos φ 0
, and for all t, t 2 , f ω 2 (t), and f ω 2 (t) are positive but F ω 1 11 (t), and F ω 1 12 (t) are negative so that h 1 (θ, φ)+g 2 (θ, φ) ≤ 0 for all θ and φ. Hence 
H F 1 (θ) can be explicitly computed, but integral H F 1 (θ)dθ is difficult to show if it has a closed form. Therefore this case will be further estimated in the final section. 
Again H F 2 (θ) can be explicitly computed, but integral H F 2 (θ)dθ is difficult to show if it has a closed form. Therefore this case will be further estimated in the final section.
H G1 (θ) can be explicitly computed, but integral H G1 (θ) is difficult to show if it has a closed form. Therefore this case will be further estimated in the final section. 
H G2 (θ) can be explicitly computed, but integral H G2 (θ) is difficult to show if it has a closed form. Therefore this case will be further estimated in the final section.
Finally the remaining case is below.
, the range of φ is actually the complement of the range in case 2 above. In other words, the integral range of φ is D c (see page 8 for the definition of D). Just as what we observe in case 2 the integral that we want to estimate can be reduced to 
Therefore the other part is
In this case we have
which shows we need to estimate the integral below for this case.
Still, we are not able to find its closed form and hence this case will be further estimated in the final section.
When cot −1 3 4 ≤ θ ≤ cos −1 1 √ 3 , there will be two cases (1) f ω 2 (t) vanishes after F ω 1 11 + F ω 1 12 + F ω 1 13 , which gives 2 ω 2 ≥ 3 2ω 1 ;
(2) f ω 2 (t) vanishes before F ω 1 11 + F ω 1 12 + F ω 1 13 after F ω 1 11 + F ω 1 12 , which gives 2 |ω 2 | ≤ 3 2ω 1 .
. From this condition, we get the integral range of φ is
Therefore we have K B1 (θ) := 4 cos θ sin θ(
K B1 can be explicitly computed, but integral K B1 (θ) is difficult to see if it has a closed form. Therefore this case will be further estimated in the final section.
K B2 (θ) can be explicitly computed, but integral K B2 is difficult to see if it has a closed form. Therefore this case will be further estimated in the final section.
Some Remarks
(1) We use the program of Matlab [3] to find the closed forms for some of above integrals. It can be also directly checked that all the indefinite integrals are correct. (2) The variableprecision floating-point arithmetic (VPA) that we use in the program of Matlab is 32 digits, thus the precision of the values for closed forms is accurate up to 10 −32 error which would not effect our final value.
Upper bounds for all the further estimate cases
Recall that for all the closed forms above, their values add up to be negative. In addition, part E is proved to be negative. Therefore our goal in the section is to give upper bounds for all the further estimate cases above and show that the values of the upper bounds are all negative which after all shows the integral 2.1 is negative.
Note that ξ 3 (ω) = ∞ 0 t 2 F (tω 1 )f (tω 2 )f (tω 3 )dt and F (tω 1 ) = F ω 1 11 (t) + F ω 1 12 (t) + F ω 1 13 (t) + F ω 1 14 (t), also recall that for all t, ω, F ω 1 11 (t), F ω 1 12 (t) are negative, and F ω 1 13 (t), F ω 1 14 (t), f (tω 2 ), f (tω 3 ) are positive. In previous sections, we have shown that for those further estimate cases, it is difficult to see if they have closed forms. Therefore the ideas for these remaining cases are to combine the integrals and split the combined integrals into positive and negative integrals. Finally, we are able to find upper bounds for these negative and positive integrals and show that these upper bounds have closed forms.
Case 2 and case 4.
Recall that in case 2, the integral (3.8) is
cos θ sin θ φ∈D ξ 3 (ω)dφdθ.
In case 4, the integral (3.9) is
We now separate ξ 3 (ω) into negative part and positive part i.e.
(Negative) 
.
Plugging in the exact integral range, we thus obtain
Thus the negative part of case 2 +case 4 is about -0.0607. 5.1.2. Positive part. For positive part, we are unable to get the exact value. Instead, we will find an upper bound for the positive part and show that the upper bound has a closed form. Recall that in case 2, and part A' and part B'1 of case 4, the function t 2 F (tω 1 )f (tω 2 )f (tω 3 ) vanishes after F ω 1 13 and they are Case 2
where R is the integral range of φ in B'1 of case 4. Notice that in part B'2 of case 4, the function t 2 F (tω 1 )f (tω 2 )f (tω 3 ) vanishes before F ω 1 14 and the integral is
To obtain an upper bound, we introduce a function which is a linear extension of F ω 1 13 .
Where the dotted line isF ω 1 13 (t) = 1 2 (tω 1 − 1).
Now for case 2
The last inequality comes from that fact that F vanishes before f ω 2 in case 2, i.e.
For case 4A and 4B'1
For the case 4B'2, we note that 
Thus the positive part of case 2 +case 4 is bounded by 0.08717.
where h 1 , h 2 , g 2 represent the negative part and g 3 represents the positive part. Plugging in the exact integral range, we thus obtain Remark 5.1. It is very likely to extend the ideas to all dimensions n ≥ 4 and show the correspondent integral is negative.
