A generalization of the Bayesian sequential change detection problem is proposed, where the change is a latent event that should be not only detected, but also accelerated. It is assumed that the sequentially collected observations are responses to treatments selected in real time. The assigned treatments not only determine the distribution of responses before and after the change, but also influence when the change happens. The problem is to find a treatment assignment rule and a stopping rule to minimize the average total number of observations subject to a bound on the false-detection probability. An intuitive solution is proposed, which is easy to implement and achieves for a large class of change-point models the optimal performance up to a first-order asymptotic approximation. A simulation study suggests the almost exact optimality of the proposed scheme under a Markovian change-point model.
1. Introduction. The goal in the problem of quickest (or sequential) change detection (QCD) is to minimize some metric of detection delay, while controlling some metric of the false-alarm rate. In non-Bayesian formulations of this problem, the mechanism that triggers the change is considered to be completely unknown or at most partially known (Moustakides, 2008) , and a worst-case analysis is adopted (Lorden, 1971; Pollak, 1985) . In the Bayesian QCD, the change-point is assumed to be a random variable with given prior distribution; thus, the change mechanism in this setup is known and exogenous to the collected observations (Shiryaev, 1963 (Shiryaev, , 2007 Tartakovsky and Veeravalli, 2005; Moustakides, 2008) .
In the current QCD framework, it is neither permissible nor relevant to influence the change-point. However, in certain applications the change corresponds to a desirable event that we want to not only quickly and reliably detect, but also accelerate. Specifically, the development of intelligent tutoring systems and e-learning environments in recent years has provided powerful instructive and assessment tools (Baker and Inventado, 2014; Zhang and Chang, 2016; Ye et al., 2016) . A major statistical problem in this context is to combine these tools efficiently in order to help a student master the skill of interest fast, and at the same time to minimize the delay in detecting mastery of the skill. Motivated by such applications, in this work we propose a generalization of the Bayesian QCD problem whose key ingredients are (i) an experimental design aspect that influences the change-point and (ii) a minimization of the total expected time.
Specifically, we assume that at any given time we select a treatment (or experiment, or stimulus, depending on the application) among a number of options, and observe a response to it. Then, based on the already collected responses up to this time, we need to decide whether to stop and declare that the change has occurred, or to continue the process, in which case we have to decide the treatment for the next time-period. Therefore, in addition to a stopping rule, we also need to determine a rule for sequentially assigning treatments. We define the optimal procedure, consisting of a treatment assignment rule and a stopping rule, as the one that minimizes the average total number of responses subject to a constraint on the probability of false alarm, i.e., stopping before the change has occurred. Since the average total number of responses is (roughly) the sum of the expected time until the change happens and the expected detection delay, we refer to this problem as change acceleration and detection.
When there is only one treatment, i.e., without the experimental design aspect, this problem reduces to the Bayesian QCD problem (Shiryaev, 1963; Tartakovsky and Veeravalli, 2005) , where the goal is to find a stopping rule that minimizes the expected detection delay, while controlling the false alarm probability. When there are multiple treatments that not only determine the distribution of the responses before and after the change, but also affect the change-point itself, the treatment assignment rule plays a critical role in both accelerating and detecting the change, and the heart of the proposed problem is to resolve the trade-off between these two goals optimally.
A related problem is that of "sequential design of experiments", also known as "active hypothesis testing" or "controlled sensing" (Chernoff, 1959; Bessler, 1960; Naghshvar and Javidi, 2013; Nitinawarat, Atia and Veeravalli, 2013) . However, the experimental design in this literature does not influence the true hypothesis, which does not change over time. Another relevant problem is the so-called "(partially observable) stochastic shortest path" problem (Bertsekas and Tsitsiklis, 1991; Patek, 2001 Patek, , 2007 , where the goal is to perform a series of actions in order to drive a (controlled) Markov chain to a certain absorbing state with the minimum possible cost. However, the target state in this context is assumed to be observable, i.e. the change-point is not latent, and thus there is no detection task involved.
We now state the main results of this paper. When the conditional proba-bility that the change happens at some time (given that it has not happened yet) depends only on the current treatment, the proposed problem can be embedded into the framework of Markov Decision Processes (MDP) (Bertsekas, 1995) . Under this simple change-point model, to which we refer as Markovian, we generalize the classical optimality result of Bayesian QCD (Shiryaev, 1963) by showing that it is optimal to stop at the first time the posterior probability process, associated with the optimal assignment rule, exceeds a threshold (Section 3). However, the optimal assignment rule is obtained numerically via dynamic programming; thus, it does not provide any insights into how treatments are selected, whereas its implementation suffers from several computational issues. Due to the restrictive modeling assumptions and computational difficulties of the MDP framework, in this work we propose an intuitive scheme that is inspired by mastery learning theory in psychometrics (Bloom, 1968) and is consistent with educational practice (Section 4). Specifically, we start with a "training" stage during which we assign a treatment that is "good" (in a sense to be specified) for accelerating the change. The training stage is stopped as soon as the posterior probability that the change has already occurred exceeds some threshold. When this happens, we switch to an "assessment" stage where we assign a treatment that is "good" (again in a sense to be specified) at detecting the change. This assessment stage is stopped as soon as either the posterior probability process exceeds a larger threshold, or a different test statistic that tends to increase before the change-point exceeds a different threshold. In the former case, we terminate and declare that the change has occurred. In the latter, we switch back to a training stage and repeat the previous process until termination.
The proposed procedure has three free parameters (thresholds), for which we propose explicit values. Specifically, one of them is determined by the false alarm constraint, whereas the other two are selected in order to minimize an upper bound on the expected sample size of the proposed scheme. This upper bound applies for a general class of change-point models, beyond the Markovian case (Section 5). In this general framework, we show that the resulting procedure is asymptotically optimal, in the sense that it achieves the optimal expected sample size up to a first-order approximation as the false alarm probability vanishes (Section 6).
Therefore, the implementation and asymptotic optimality of the proposed procedure are not limited to the Markovian change-point model, as it is the case for the computation of the optimal solution using the MDP framework. We also argue that the proposed procedure is preferable for practical purposes even in the Markovian case. Indeed, its parameters are determined analytically, whereas the computation of the optimal procedure via dynamic programming requires extensive simulations. Moreover, a simulation study in the Markovian setup (Section 7) shows that its performance is very close to the optimal, suggesting that any inflicted performance loss relative to the optimal in this setup is minimal.
The structure of the remainder of the paper is as follows. In Section 2 we formulate the proposed problem. In Section 3 we describe a dynamic programming solution under the Markovian change-point model. In Section 4 we introduce the proposed scheme. In Section 5 we discuss an asymptotic framework that gives rise to a general class of change-point models. In Section 6 we show how to specify the thresholds of the proposed scheme, and establish its asymptotic optimality. We present a simulation study in Section 7 and conclude in Section 8. Omitted proofs are presented in the Appendix.
2. Problem formulation. Let (Ω, F, P) be a probability space hosting a discrete-time stochastic process {L t , t = 0, 1 . . .}. This process represents the state evolution of some system and takes values in the binary set {0, 1} such that L Θ+t = 1 for every t ≥ 0, where
That is, Θ is the time at which an irreversible change occurs, and we refer to it as the change-point. We assume that the process {L t } is latent, and thus the change-point cannot be observed. In order to infer it, at each time t ≥ 1 we select a treatment, X t , and observe a response, Y t , to it. Specifically, we assume that there is a finite number of available treatments, say K, and that each X t is determined based on the observed responses up to time t − 1. Thus, each X t is a [K]-valued, F t−1 -measurable random variable, where [K] ≡ {1, . . . , K} and F t is the σ-algebra generated by the observed responses up to time t, i.e.,
Our key assumption is that the unobserved change-point can be inferred by the observed responses and influenced by the treatment assignment rule, X ≡ {X t , t ≥ 1}.
2.1. Response model and change-point model. We start with the response model. Each response is assumed to take values in some Polish space Y and to be conditionally independent of the past given the current state of the system and the current treatment. Specifically, for each x ∈ [K] there are (known) densities f x and g x with respect to some σ-finite measure µ on B(Y) so that for every t ≥ 1 we have
That is, g x (resp. f x ) is the density of a response to treatment x after (resp. before) the change. For each x ∈ [K] we assume that the following conditions hold for the log-likelihood ratios of the response densities:
As a result, the Kullback-Leibler divergences, I x and J x , between the response densities g x and f x are positive and finite for each
Remark 2.1. A common response space to all treatments is assumed without loss of generality. Indeed, if Y x is the response space to treatment x ∈ [K], then we can set Y = Y 1 × . . . × Y K and a response y ∈ Y x to treatment x can be replaced by a new response (y * 1 , . . . , y * x−1 , y, y * x+1 , . . . , y * K ) ∈ Y, where each y * z is an arbitrary fixed response in Y z for z ∈ [K].
We now turn to the change-point model. We denote by π 0 the probability that the change has occurred before observing any response and by Π t the conditional probability that the change happens at time t ≥ 1, i.e.,
We assume that Π t depends only on the assigned treatments, X 1 , . . . , X t , in the sense that there exists a function π t : [K] 
Therefore, the change-point model is determined by the prior probability π 0 and the transition functions {π t , t ≥ 1}.
Remark 2.2. The simplest change-point model arises when the transition probability at each time depends only on the current treatment, in the sense that for each x ∈ [K] there is some constant p x ∈ [0, 1] so that (A-1) π t (x 1 , . . . , x t−1 , x) = p x for every (x 1 , . . . , x t−1 ) ∈ [K] t−1 and t ≥ 1. We will refer to (A-1) as the Markovian change-point model.
The postulated response and change-point models determine the evolution of the pair {L t , Y t , t ≥ 1} given the response densities {f x , g x , x ∈ [K]}, the transition functions {π t , t ≥ 0}, and the treatment assignment rule X = {X t , t ≥ 1}. Figure 1 provides a graphical illustration of the proposed model. Moreover, since Y is a Polish space, there exists some measurable function h and two independent sequences, {U t } and {V t }, of independent, uniformly distributed in (0, 1) random variables on (Ω, F, P) such that for every t ≥ 1 we have:
where L 0 ≡ 1{U 0 ≤ π 0 } and 1{·} is the indicator function (Kallenberg, 2002, Lemma 3.22) .
Remark 2.3. In this context, the change point, Θ, depends on the treatment assignment rule, X , and we will write Θ X to emphasize this dependence. Similarly, we will write Π t (X ) and L t (X ) without emphasizing that Π t and L t depend only on the treatments assigned up to time t, X 1 , . . . , X t , not the whole sequence of assigned treatments.
2.2. Problem Formulation. The problem we consider is to first accelerate the change and then detect it as quickly as possible. Thus, an admissible procedure is a pair (T, X ), where X = {X t , t ≥ 1} is an adaptive treatment assignment rule, which determines how to assign the treatments, and T a stopping rule, which determines when to stop and declare that the change has occurred. Formally, T is an {F t }-stopping time, i.e., {T = t} ∈ F t for every t ≥ 0, and X t is a [K]-valued, F t−1 -measurable random variable for t ≥ 1, recalling that {F t } is the filtration generated by the observed responses.
We denote by C the class of all such pairs (T, X ). When T stops before the change-point Θ X induced by X , a "false alarm" occurs. We are interested in procedures that control the probability of false alarm below a user-specified tolerance level α ∈ (0, 1), and denote by C α the corresponding class, i.e.,
The problem then is to find a procedure in C α that achieves the minimum possible expected sample size in this class, (2) inf
Remark 2.4. The expected time until stopping, E[T ], can be decomposed as follows:
The first term is the average detection delay, which is the object of interest in the Bayesian QCD problem, the second term is the expected number of observations until the change, whereas the third one is negligible when α is small. Therefore, minimization of the total expected sample size requires an "acceleration" of the change, in addition to a minimization of the detection delay, which is the reason why we refer to this problem as "change acceleration and detection".
Remark 2.5. All results in this work can be established with minor modifications in the case that the problem is to minimize the sum of the first two terms in (3).
Remark 2.6. When K = 1, there is no experimental design aspect, and the change-point is not affected by the observations. Thus, we recover the Bayesian QCD problem (Shiryaev, 1963; Tartakovsky and Veeravalli, 2005) , where the objective is to find a stopping rule that minimizes the average detection delay in C α , i.e., a stopping rule in C α that achieves
2.3. Posterior odds and Shiryaev rules. We close this section by introducing some quantities and stating some related preliminary results that will be used throughout the paper.
For an assignment rule X , we denote by Γ t (X ) the posterior odds that the change has already occurred at time t ≥ 0, i.e.,
Moreover, we denote by { Γ t (X ) : t ≥ 0} the posterior probability process that the change has already occurred, i.e.,
We denote by T X (b) the first time the posterior odds process exceeds some fixed threshold b > 0, i.e.,
where threshold b is determined by the false alarm constraint, α. This stopping rule has been studied in the absence of experimental design (K = 1), where the transition functions {π t } reduce to transition probabilities. Specifically, when the change-point has a (zero-modified) geometric distribution, i.e., there are p, q ∈ (0, 1) so that π 0 = q and π t = p for t ≥ 1, Shiryaev (1963) showed that T X (b) is optimal, in the sense that it achieves (4) when b is chosen so that the probability of false alarm is equal to α. Further, it has been shown by Tartakovsky and Veeravalli (2005) that T X (b) achieves (4) up to a first-order asymptotic approximation as α → 0 when the sequence of transition probabilities, {π t }, converges as t → ∞ to some p ∈ (0, 1) (in Cesàro sense).
In what follows, we refer to T X as the Shiryaev (stopping) rule associated with the treatment assignment rule X . The next Lemma shows that, for any assignment rule X , (X , T X (b)) belongs to C α when we set b = (1 − α)/α. Moreover, it suggests an efficient way to compute its false alarm probability via Monte Carlo simulation. We state this result in greater generality needed for the subsequent development. The proofs of the next two lemmas can be found in Appendix A.1.
Lemma 2.1. Let X be a treatment assignment rule and let S be an {F t }-stopping time such that P(S < ∞) = 1. Then,
.
The next Lemma shows that the posterior odds process admits a recursive form, an important property for both analysis and practical implementation.
Lemma 2.2. Fix an assignment rule, X . Then, for any t ≥ 1 we have
, where
Hereafter, we may omit the argument X to lighten the notation when there is no danger of confusion.
3. Exact optimality in the Markovian case. In this section we obtain a procedure that is optimal, in the sense that it achieves (2) for any given tolerance level α, under the Markovian change-point model (A-1). Specifically, we generalize the optimality result in (Shiryaev, 1963) by showing that the optimal stopping rule in this setup is of the form (6). However, the optimal assignment rule does not have an explicit form and its computation suffers from several issues. This approach is based on standard dynamic programming arguments (Bertsekas, 1995) , which are outlined below.
3.1. The main steps. Step 1. We first introduce a new objective function. Suppose that the cost is c > 0 for each treatment and 1 for a false alarm. We denote by π the prior belief P(L 0 = 1), and write P π and E π to emphasize this dependence. Then, the expected cost of a procedure (T, X ) ∈ C is
In addition, the conditional density of Y t given F t−1 is φ(y; Γ t−1 , X t ) (see Appendix A.2 for a proof).
Step 2. Denote by J the space of non-negative functions on [0, 1], i.e., J ≡ {J, J : [0, 1] → [0, ∞]}, and define an operator T c : J → J as follows: for any J ∈ J and z ∈ [0, 1] we set
Since the cost at each stage is positive, from standard dynamic programming theory (Bertsekas, 1995; Kumar, 1985) , it follows that the optimal cost function satisfies the Bellman equation, and can be computed by repeated application of the above operator:
where 0 is the zero function in J , and T t c (·) is the operator on J obtained by composing T c with itself for t times.
Step 3. After solving J * c , an optimal procedure (T * c , X * c ), in the sense of achieving (8), is given by the following (Bertsekas, 1995; Kumar, 1985) :
Intuitively, J * c (z) is the optimal "cost to go" if the current posterior probability is z. Thus, we should terminate the process the first time t that the stopping cost 1 − Γ t does not exceed J * c ( Γ t ); otherwise, we should continue with the treatment that minimizes the optimal, expected future cost.
Step 4. For a given tolerance level α ∈ (0, 1), if c(α) is selected such that (2), and thus is optimal for the problem of interest in this work.
The next theorem shows that the optimal stopping rule, T * c , is the Shiryaev rule associated with X * c , i.e., T X * c in the notation of (6). The proof is similar to that in the Bayesian QCD problem with a zero-modified geometric prior (Shiryaev, 1963) , and can be found in the Appendix A.2. 
3.2. Criticism. The approach described in this section can only be applied in the special case of the Markovian change-point model (A-1), which may be realistic for certain applications, but inappropriate for others. However, even under this particular model, this approach has several shortcomings: (i) in the repeated application of the operator T c , defined in (10), we have to discretize the state space [0, 1], and use interpolation to evaluate the integrand; (ii) the integral in (10) may be difficult to compute when the density φ, defined in (9), has a complex form; (iii) in order to find the value of c(α) for which the false alarm constraint (12) is satisfied, we need to numerically compute (T * c , X * c ) for a wide range of values of c, and then compute for each of them the associated probability of false alarm via simulation; (iv) we do not have an explicit form for the optimal assignment rule X * c , and thus there is no intuition about how treatments are selected. This motivates us to propose in the next section a different procedure, whose design does not require any computational effort and whose performance achieves the optimal, in an asymptotic sense, but under a general framework that includes the Markovian change-point model (A-1).
4.
A procedure inspired by mastery learning theory.
Motivation and main idea.
The proposed procedure is inspired by a pedagogical theory and approach known as mastery learning (Bloom, 1968) , according to which every student is able to master a skill given sufficient time and appropriate instruction. This theory suggests training a student until there is evidence of mastery, and then assessing whether this has indeed happened. In the case of a negative assessment, the process of training/assessing is repeated until there is a positive assessment that the student has mastered the skill and is ready to move onto more advanced skills.
In this section we propose a procedure that is motivated by this idea. In order to describe it, let us assume (a bit vaguely for now, but see (19) for a precise definition) that treatment 1 is "good" at accelerating the change and that treatment K is "good" at detecting the change. Then, we propose starting with a training stage, where treatment 1 is assigned continuously in order to trigger the change as fast as possible. When we accumulate a fair amount of evidence suggesting that the change has already happened, we switch to an assessment stage, where treatment K is continuously assigned in order to quickly confirm or reject this hypothesis. If the data from the assessment stage suggest that the change has indeed happened, we terminate and declare that the change has occurred. Otherwise, we switch back to a training stage and the previous process is repeated until termination. We illustrate the main idea of this procedure in 4.2. Definition. We define a stage as a block of consecutive time instants at which the same treatment is assigned. We set S 0 ≡ 0 and for each n ≥ 1 we denote by S n the time that represents the end of the n th stage, and by A n the treatment assigned in this stage. We say that the n th stage, (S n−1 , S n ], is a training stage if A n = 1, and an assessment stage if A n = K.
A training stage together with its subsequent assessment stage are said to form a cycle, so that the m th cycle is (S 2m−2 , S 2m ], where m ≥ 1. The proposed procedure terminates at the end of a cycle and we denote by N the number of cycles until stopping.
Then, the proposed procedure is defined as follows:
It remains to specify the random times {S n } that determine the duration of each stage, as well as the number of cycles until stopping, N . In order to do so, we need to address two questions. First, how to measure the amount of evidence supporting that the change has happened? Second, how to determine in the assessment stage that the change has not happened, in order to switch back to the training stage? For the first question, we introduce the following random time
This is the number of observations required after time t by the posterior odds process (5), associated with the proposed assignment rule, to cross some threshold b. For the second question we introduce the random time
This is a one-sided Sequential Probability Ratio Test (SPRT) of L t = 0 against L t = 1 under treatment K if the change cannot happen in assessment stages. However, the change may in general occur during an assessment stage, and this fact leads to a considerably more complicated analysis. We now define recursively the times {S n } with S 0 = 0. Thus, at the end of the m − 1 th cycle, S 2m−2 , we start a new training stage during which we run the change-detection procedure (14) with some threshold b 1 so that
After this time, we start an assessment stage during which we run the same change-detection procedure (14) with some larger threshold b K > b 1 , and at the same time the one-sided SPRT (15). The assessment stage is stopped as soon as one of the two rules stops. That is,
where x ∧ y = min(x, y). More compactly, for each stage n ≥ 1 we have
Finally, we define N as the first cycle in which the the change-detection rule stops earlier than the one-sided SPRT in the assessment stage, i.e.,
The proposed procedure ( X , T ) is completely determined by (13)- (17), and is illustrated graphically in Fig. 3 . In the following sections, we explain how to select the treatments in the training and assessment stages, and also how to determine thresholds b 1 , b K , d in terms of the tolerance level α.
Remark 4.1. In view of the second equality in (17), the proposed stopping rule, T , resembles the Shiryaev rule with threshold b K that is associated with X (recall (6)). The only difference is that the latter allows for termination at the end of a training stage, which happens if the posterior odds process at this time is not only larger than b 1 , but also larger than b K . This will be unlikely when b K is much larger than b 1 . In any case, these two stopping rules have the same asymptotic properties. We preferred to work with T simply because it is more intuitive and reasonable from a practical point of view to stop at the end of an assessment stage. 5. The asymptotic framework. In this section we introduce a general class of change-point models for which we will be able to design the proposed scheme in the previous section, and eventually establish its asymptotic efficiency as the tolerance level α → 0. (1)) for lim sup(x/y) ≤ 1, and x ∼ y for lim(x/y) = 1. 5.1. Parametrizing the transition functions by α. Recall the decomposition (3) of the expected sample size E[T ] of some pair (T, X ) ∈ C α . Due to the false alarm constraint, the third term will be negligible as the tolerance level α goes to 0. The first term corresponds to the average detection delay and goes to infinity as α → 0. The second term is the expected time of change and will remain constant, thus asymptotically negligible relative to the first term, if it is independent of α.
Therefore, in order to conduct a more general and relevant asymptotic analysis, we need to allow the second term to go to infinity as well, maybe even faster than the first term. Thus, in what follows we parametrize the transition functions {π t } by α, and allow them to vanish as α → 0. To emphasize this parametrization, we write π t ( · ; α) instead of π t ( · ) 5.2. An asymptotically Markovian change-point model. In view of this enhanced asymptotic regime, we can reformulate the Markovian changepoint model (A-1) as follows: for each x ∈ [K] and α ∈ (0, 1) there exists p x (α) ∈ [0, 1] such that for every t ≥ 1 and x 1 , . . . ,
where p x (α) may go to 0 as α → 0. However, we will be able to analyze the proposed procedure for a more general class of change-point models, in which (A-1 ) is only required to hold approximately for large values of t, in the sense that
This assumption is in the spirit of those imposed on the prior distribution of the change-point in the asymptotic analysis of the Bayesian QCD problem (Tartakovsky and Veeravalli, 2005) . In view of the results in this literature, it is not surprising that p x (α) plays a role in characterizing the detection power of treatment x.
Characterizing treatment quality. For each
where I x is the Kullback-Leibler information number in (A-0). Moreover, for each x ∈ [K] we denote by λ x (α) the expected time of the change when only treatment x is assigned. Specifically, we denote by (x) the assignment rule under which only treatment x is assigned, i.e. (x) ≡ {X t = x : t ≥ 1}. Then,
(1 − π s (x, . . . , x; α)).
Without loss of generality, relabeling the treatments if necessary, we assume that
This clarifies how the treatments are selected in the proposed procedure in Section 4.
Remark 5.1. In the case of the Markovian change-point model (A-1 ) we have λ x (α) = 1/p x (α) and consequently p 1 (α) = max x∈[K] p x (α), i.e., the treatment assigned in the training stages is the one with the highest transition probability.
5.4. Additional assumptions. Finally, we need two technical assumptions. First, we assume that treatment 1 has non-trivial transition probability whenever it is assigned. To be more precise, let ζ x (α) denote the smallest possible transition probability whenever treatment x is assigned, i.e.,
We allow ζ 1 (α) to vanish as α → 0 as long as this does not happen very fast, in the sense that
which also implies that ζ 1 (α) > 0 for small values of α. We stress that we do not impose such requirement on other treatments. Thus, the transition probability may even be always 0 whenever a different treatment is assigned.
Second, we assume that all transition probabilities are bounded away from 1, which essentially implies that it is not possible to "force" the change. Specifically, let π * t (α) denote the maximum possible transition probability at time t, i.e.,
Then, we assume that there is a universal constant δ ∈ (0, 1) such that (A-3) sup
Remark 5.2. Conditions (A-2) and (A-3) essentially exclude trivial cases. Under the Markovian change-point model (A-1 ), they are equivalent to
and when the transition probabilities do not depend on α, i.e., under (A-1), they only require that p 1 is not equal to 0 or 1. 5.5. The smallest possible change-point. From (19) it follows that, for any given α, λ 1 (α) is the smallest expected time of the change under static assignment rules where the same treatment is always assigned. In general, it may be possible to accelerate the change further using a non-static assignment rule. To establish a lower bound, we denote by Θ * (α) the change-point that corresponds to the maximum transition probabilities in (21), i.e.,
Comparing (22) with (1) we conclude that for any assignment rule X and tolerance level α ∈ (0, 1), we have Θ X (α) ≥ Θ * (α), and consequently E[Θ X (α)] ≥ λ * (α), where λ * (α) is the the expected value of Θ * (α), i.e.,
(1 − π * s (α)).
6. The main result. In this section we state and outline the proof of the main result, which is the asymptotic optimality of the proposed procedure, with an appropriate selection of thresholds, under a large class of change-point models.
First of all, from Lemma 2.1 it follows that an appropriate selection of b K alone can guarantee the false alarm constraint. Specifically, for any given α ∈ (0, 1) we have ( T , X ) ∈ C α when
Given this choice for b K , the other two thresholds will be selected in order to minimize (an upper bound on) the expected sample size of the proposed scheme. Specifically, we will set
The following theorem is the main theoretical result of this work.
Theorem 6.1. Suppose that the response model satisfies (A-0), and that the change-point model satisfies (A-1 ), (A-2), (A-3).
(i) As α → 0, (26) inf
(ii) If the thresholds b 1 , b K , d of ( T , X ) are selected according to (24)-(25), then ( T , X ) ∈ C α for any given α ∈ (0, 1), and as α → 0 we have
Proof. We will outline the proof of (26) in Subsection 6.1 and the proof of (27) in Subsection 6.2.
A comparison of (26) and (27) reveals that ( T , X ) achieves the smallest possible expected sample size up to a first-order asymptotic approximation as α → 0 under the additional assumption that
that is when the expected time of change when only treatment 1 is assigned is either (i) of the same order as the expectation of the smallest possible change-point, or (ii) negligible compared to the optimal expected detection delay. This is the content of the following corollary. 
We now specialize our results to the case of the Markovian change-point model, using the Remark 5.2.
Corollary 6.2. Suppose that the response model satisfies (A-0) and consider the Markovian change-point model (A-1 ). Then, the asymptotic optimality property (28) holds if conditions (A-2 ) and (A-3 ) are satisfied.
Remark 6.1. When (A-2 ) does not hold, asymptotic optimality is achieved by the static assignment rule (1) and its associated Shiryaev rule, T (1) .
The following corollary states the asymptotic optimality of the proposed procedure under the original Markovian model, (A-1).
Corollary 6.3. Suppose that the response model satisfies (A-0) and consider the Markovian change-point model (A-1). The asymptotic optimality property (28) holds as long as the (constant) transition probability of treatment 1, p 1 , is not equal to 0 or 1.
6.1. Asymptotic lower bound on the optimal performance. In this subsection we establish the asymptotic lower bound (26) for the expected sample size of any pair (T, X ) in C α . In view of the asymptotic framework described in Section 5, the change-point Θ X induced by X depends on α. However, we will simply write Θ X instead of Θ X (α) to lighten the notation. Thus, for any pair (T, X ) in C α we have
which implies that the infimum in (2) is lower bounded by (29) inf
Therefore, it suffices to lower bound each of the two infima in (29). The first one represents the smallest possible average number of observations until the change when there is no false alarm. Not surprisingly, it will be lower bounded by λ * (α), defined in (23), up to an asymptotically negligible term. The second one refers to the best possible average detection delay, which is the criterion of interest in the Bayesian QCD problem. However, existing results from this literature (Tartakovsky and Veeravalli, 2005) do not apply to our setup due to the presence of an adaptive experimental design aspect. Therefore, the asymptotic lower bound for the second term in (29) is a novel result, for which we need to combine ideas from Bayesian QCD and sequential experimental design (Chernoff, 1959) . We now state the asymptotic lower bound for each term in (29).
Proof. (i) Consider an arbitrary pair (T, X ) ∈ C α . From the definition of Θ * in (22) it follows that Θ X ≥ Θ * , and consequently
It now remains to show that the second term in the lower bound vanishes as α → 0. By an application of the Cauchy-Schwarz inequality and the definition of C α it follows that
By the definition of ζ 1 (α) in (20) it follows that Θ (1) is stochastically dominated by a geometric random variable with parameter ζ 1 (α). Therefore, by assumption (A-2) we obtain
which completes the proof.
(ii) Fix , α ∈ (0, 1) and define
where z is the largest integer that does not exceed z. For any (T, X ) ∈ C α , by Markov's inequality we have
where the last inequality follows by the definition of C α . Therefore, it suffices to show that for any ∈ (0, 1) we have
where δ (α) does not depend on (T, X ) and vanishes as α → 0. Indeed, (31) implies inf (T,X )∈Cα
and the result then follows if we divide both sides by | log(α)|/D K (α), let α → 0, and then → 0. Inequality (31) essentially says that, with high probability, the detection delay of a procedure in C α cannot be smaller than m ,α . In order to explain the idea behind the proof of this claim, let R Θ X T denote the "likelihood ratio" statistic at time T in favor of the hypothesis that the change occurred at time Θ X against that the change has not happened at time T (this is defined formally in the Appendix). We will show that with high probability, (i) R Θ X T cannot be smaller than (roughly) 1/α, because in this case the probability of false alarm is not controlled below α, and (ii) R Θ X T cannot be larger than (roughly) 1/α, because there is not sufficient time for this statistic to grow that fast if the detection delay is at most m ,α . Specifically, in Appendix A.3 we show that for any given ∈ (0, 1) we have
where δ (α) and δ (α) do not depend on (T, X ) and go to 0 as α → 0, which clearly implies (31).
6.2. Upper bound on the performance of proposed procedure. We now explain why we select the thresholds b 1 and d according to (25) for the proposed procedure ( T , X ), defined in Section 4, and establish the asymptotic upper bound (27).
Lemma 6.2. Suppose that (A-0), (A-1 ), (A-2), (A-3) hold. As α → 0 and min{b 1 , b K , d} → ∞ we have
) is defined as follows:
Remark 6.2. As discussed earlier, threshold b K is selected according to (24) in order to guarantee the false alarm control. Given this value for b K , we select b 1 and d to optimize the asymptotic upper bound U(b 1 , b K , d), which leads to the threshold values suggested in (25) (see more details in Appendix). With this selection of thresholds, we have
Outline of the proof for Lemma 6.2. We observe that
where ∆S n ≡ S n − S n−1 is the duration of n th stage, and recall that N , defined in (17), is the number of cycles until stopping. Since {N ≥ m} ∈ F S 2m−2 ⊂ F S 2m−1 , from the law of iterated expectation,
The first step then is to establish a non-asymptotic upper bound on the conditional expected length, E[∆S n |F S n−1 ], of each stage n, which is done in Lemma 6.4. These bounds are deterministic and do not depend on the cycle index m, which implies that the resulting upper bound for E[ T ] is proportional to the expected number of cycles, E[N ]. In Lemma 6.3 we establish a non-asymptotic upper bound on E[N ]. The combination of these two bounds leads to the conclusion after letting α → 0. The detailed arguments and the proofs of these lemmas are presented in the Appendix A.4.
We start with a lemma that provides a non-asymptotic upper bound on E[N ], which does not require any assumption on the change-point model.
Lemma 6.3. Assume (A-0) holds. For any b 1 , d > 1, and n ≥ 1,
Proof. See Appendix A.5.
Since P(N > 1) ≤ 1/b 1 + 1/d, this lemma implies that for large values of b 1 and d we will typically have only one cycle with high probability. This suggests that we need a stronger upper bound for the first training stage than the remaining ones.
Lemma 6.4. Assume (A-0), (A-1 ) and (A-3) hold. For any > 0 there exists a positive constant C such that for any
with 1/ζ 1 (α) replaced by λ 1 (α) when m = 1, and
Proof. See Appendix A.6.
Remark 6.3. The duration of an assessment stage depends heavily on whether the change has already occurred at the end of the previous training stage. If the change has indeed happened, we would expect the changedetection rule to stop earlier than the testing rule; otherwise, we would expect the stopping to be triggered by the testing rule. This observation suggests the following decomposition for E[∆S 2m |F S 2m−1 ],
and that we need to bound each term separately.
7. Simulation study. In this section we illustrate the proposed procedure and our asymptotic results in a simulation study with K = 3 treatments under the Markovian change-point model (A-1). Specifically, we assume that the responses are Bernoulli random variables such that for every x ∈ [3] and t ≥ 1 we have
where {f x , x ∈ [3]} are real numbers in (0, 1). Moreover, we set π 0 = 0 and assume that the transition probability of each treatment x, p x , does not depend on the tolerance level α. The response and transition probabilities, {f x , p x : x ∈ [3]}, are presented in Table 1 .
We can see that treatment 1 is the best for accelerating the change (see also Remark 5.1), whereas treatment 3 is the best for detecting the change. However, while it is possible to assign exclusively treatment 1 or 2, this is not the case for treatment 3, because its transition probability is zero.
The proposed procedure (Section 4) uses treatment 1 in training stages and treatment 3 in assessment stages, and we will refer to it as (1, 3). From Corollary 6.3 it follows that this procedure is asymptotically optimal. It is also interesting to point out that using treatment 2, instead of 1, in the training stages also leads to an asymptotically optimal procedure, since the transition probability of treatment 2 is also positive and independent of α. We will refer to this procedure as (2, 3). Under the Markovian change-point model (A-1), we can also implement the optimal procedure, (T * c , X * c ), described in Section 3. Since the response space Y in this study is {0, 1}, the integration in the operator T c , defined in (10), becomes a summation. Thus, the main challenge in the practical implementation of this approach is the computation of the constant c(α) for which (12) holds, i.e., for which the false alarm constraint is satisfied with equality. To this end, we simulate the false alarm probability of (T * c , X * c ) for the following values of c c ∈ {a · 10 −b : a = 1, . . . , 9, and b = 2, . . . , 9}.
Then, for any given α ∈ (0, 1) we select c(α) to be the number in the above set with the largest error probability that does not exceed α. Therefore, in our simulation study we compare the following procedures:
• the optimal procedure obtained via dynamic programming, (T * c , X * c ), • the proposed procedures, (i, 3), where i ∈ {1, 2}, with thresholds selected according to (24)- (25), • the procedures with a static design, (i), where i ∈ {1, 2}, and its associated Shiryaev stopping rule (6) with threshold b = (1 − α)/α. The results are summarized in Table 2 and Fig 4. In Table 2 we present the expected sample size (ESS) and the actual error probabilities (Err) of the above procedures for different target values of α. In Fig 4a we plot ESS against − log 10 (Err) for each procedure, whereas in Fig 4b we normalize the ESS, dividing it by the associated asymptotic lower bound in (26), which in this context is equal to 10 − log 10 (Err)/D 3 . These error probabilities were computed via the simulation method suggested in Lemma 2.1, which allowed us to set α as small as 10 −7 .
As expected by Lemma 2.1, from Table 2 we observe that all procedures control the false alarm probability below the target level. For procedures (1) and (2) that employ a static design, we also observe that the ratio of the actual error probability (Err) against its target level α remains roughly constant. This finding is not surprising, as from non-linear renewal theory (Woodroofe, 1982) , the overshoot of a perturbed random walk crossing threshold b has a limiting distribution as b → ∞. On the other hand, we do not observe a similar behavior for the proposed procedure.
From Table 2 we also observe that the performance of the proposed procedure, (1, 3), is very close to that of the optimal (T * (c α ), X * (c α )). Indeed, when α = 5%, the Err and ESS of the two procedures were roughly the same. For α equal to 1% or smaller, the Err of the optimal scheme was almost equal to α, unlike that of (1, 3), and the resulting optimal ESS was consistently (roughly) 3 observations smaller than that of (1, 3). Note that the performance of (1, 3) in Table 2 was obtained by simply plugging-in the threshold values (24)- (25), whereas the implementation of the optimal scheme required extensive simulations.
The gap between the performance of (1, 3) and the optimal scheme is further reduced, compared to that in Table 2 , when both procedures are designed to have the same error probability, as depicted in Fig. 4 . Further, the gap in Fig. 4 remains constant for small error probabilities. It suggests that the proposed procedure may enjoy an even stronger form of asymptotic optimality than the first-order property we established in this work.
From Table 2 and Fig. 4a we also observe that procedure (2, 3) consistently requires on average roughly 10 more samples than procedure (1, 3). This is essentially the additional time required for the change under treatment 2 compared to treatment 1. As a result, the curve of (2,3) in Fig. 4a is essentially parallel to that of (1,3), and its curve in Fig. 4b converges to 1. On the other hand, the curves in Fig. 4b that correspond to the "static" designs (1) and (2) do not converge to 1, which implies that these procedures fail, as expected, to be asymptotically optimal.
8. Conclusion. Motivated by applications in intelligent tutoring systems and e-learning environments, this work proposes a generalization of the Bayesian QCD problem, where the goal is to not only detect the change as quickly as possible, but also accelerate it via adaptive experimental design.
Specifically, it is assumed that the sequentially collected observations are responses to treatments selected in real time. The response to each treatment has a different distribution before and after the change-point, and the change-point is influenced by the assigned treatments. The problem is to find a treatment assignment rule and a stopping rule that minimize, subject to a false alarm constraint, the expected total number of observations.
We obtained an exact solution to the proposed problem, via a dynamic programming approach, under the Markovian change-point model. While the optimal stopping rule admits an explicit form, this is not the case for the optimal assignment rule, whose (numerical) computation can be timeconsuming and challenging. Thus in this work we proposed an intuitive procedure that is easy to implement and asymptotically optimal for a large class of change-point models. Moreover, a simulation study in the Markovian case suggests that the proposed procedure is very close to the optimal.
We conclude with directions of further study: calibration of the changepoint model and response models in particular applications, design and analysis of procedures that require limited information regarding the changepoint and/or response models, study of the corresponding problem in the finite-horizon setup, extension to the case of multiple change-points.
APPENDIX
In this section, we present the omitted proofs.
A.1. Proofs regarding the posterior odds.
Proof of Lemma 2.1. For any t ≥ 0, by definition, we have
Then for any B ∈ F S , we have B ∩ {S = t} ∈ F t , and thus
which completes the proof by the definition of conditional expectation.
The proof of Lemma 2.2 relies on the next Lemma, which is also crucial in establishing lower bound later. Thus, we set Λ 0 (X ) ≡ 1, and recall the definition of Λ t (X ) for t ≥ 1 in Lemma 2.2. We denote
The following lemma states that R s t (X ) can be interpreted as the "likelihood ratio" between the hypothesis Θ X = s versus Θ X > t.
Lemma A.1. Fix integers t ≥ s ≥ 0 and an assignment rule X . For any non-negative measurable function u :
Proof. We will only prove the case where t ≥ s ≥ 1, and other cases can be proved similarly.
Denote y 1:t = (y 1 , . . . , y t ). Since X is an assignment rule, there exists a sequence of measurable function {x j : j ≥ 1}, such that X j = x j (Y 1:j ). For any non-negative measurable function u : Y t → R, by an iterated conditioning argument we have
where we drop the arguments of {π t } and {x t } to simplify the notation. Since u(·) is arbitrary, in view of the definition (35) of R s t , we have
Proof of Lemma 2.2. In view of Lemma A.1 and the definition (35) of R s t , we have for any B ∈ F t ,
Thus by the definition of conditional expectation, we have
Thus in view of the definition (5) of the posterior odds, we have
Then simple algebra shows that the statistics {Γ t , t ≥ 0} admit the recursive form (7).
A.2. Proofs regarding the dynamic programming approach.
Proof of the conditional density in (9). Fix some t ≥ 1. For any B ∈ B(Y), we have
Denote the three terms on the right hand side by I, II, and III. Then
By similar argument, we have
Combining three terms, we have P(Y t ∈ B|F t−1 ) = B φ(y; Γ t−1 , X t )µ(dy), which completes the proof. Proof. Since point-wise limit operation preserves concavity, in view of (11), it suffices to show that if J ∈ J is concave, so is T c (J). Since point-wise minimum and integration operations preserve concavity and z → (1 − z) is a concave function, in view of the definition (10) of T c , it suffices to show that for any x ∈ [K], y ∈ Y and concave function J ∈ J , the following function is concave:
With x and y fixed, to simplify notation, denote ξ(z) ≡ (z + p x (1 − z))g x (y), and thus by (9), ψ(z) = ξ(z)/φ(z).
By concavity of J, we have
which implies the concavity of (36), and thus completes the proof.
Proof of Theorem 3.1. From the definition of T * c , it has the following equivalent form:
By Lemma A.2, J * c is concave, and thus so is z → J * c (z) − (1 − z), which implies that the set B c is convex, and thus is an interval in [0, 1] . Due to concavity, J * c is continuous, which implies that B c is a closed interval. Clearly, J * c (1) = 0, and thus 1 ∈ B c and B c is of form [b c , 1] for some b c ∈ [0, 1], which completes the proof.
A.3. Proofs in Subsection 6.1. Due to the assumption (A-3) and from the definition (19), we have that for any α > 0,
Further, recall the definition of R s t in (35) and m ,α in (30).
Proof of (32) in Lemma 6.1. Fix (T, X ) ∈ C α and write Θ instead of Θ X for simplicity of notation. By definition, P(T < Θ) ≤ α. Observe that
For any t ≥ s, {T = t} and R s t are both F t measurable. By Lemma A.1,
Putting these together, we obtain
and the upper bound goes to 0 as α → 0, since due to (37),
In the remainder of this section, we focus on the proof of (33) in Lemma 6.1. We start with a few observations. First, we set
where {Λ t : t ≥ 1} are defined in (7) and Λ 0 = 1. Note that the treatments and the responses start from time 1, and X 0 is undefined. We further define
Note that X t ∈ [K] for any t ≥ 1, and I x is defined in (A-0) for x ∈ [K].
Lemma A.3. Assume (A-0) holds. Fix any assignment rule X , and we write Θ for Θ X for simplicity of notation. For any integer t ≥ 0, we have
(38)
Proof. Observe that the quantity of interest is equal to the following
where we used the fact that L s+t = 1 on the event {Θ = s}.
Let us denote
which includes all the randomness in the dynamic system (1) up to time t. Although {H t } is not observable, it serves as a convenient analytic device. Clearly, F t ⊂ H t , and thus any {F t }-stopping time is {H t }-stopping time. Also, Θ X is an {H t }-stopping time.
Lemma A.4. Assume (A-0) holds. Fix any assignment rule X , and we write Θ for Θ X for simplicity of notation. Then the process
is a square integrable martingale w.r.t. {H Θ+t : t ≥ 0}.
Proof. Adaptivity is obvious and square integrability is established in Lemma A.3. For any t ≥ 1, in view of (1) and since L Θ+t = 1, we have
Since Θ+t−1 is an {H t }-stopping time, by Lemma A.9, V Θ+t is independent of H Θ+t−1 , and has distribution Unif(0, 1). Since X Θ+t ∈ H Θ+t−1 , we have
Next we study the behavior of above martingale.
Lemma A.5. Fix any assignment rule X , and we write Θ for Θ X for simplicity of notation. Consider the process {M Θ+t : t ≥ 0} defined in (40). Then, for any > 0 we have
where V * < ∞ are defined in (38).
Proof. Observe that z −→ z 2 is a convex function and {M Θ+t : t ≥ 0} is a square integrable {H Θ+t }-martingale. Thus by Doob's inequality, we have
By properties of square-integrable martingale and the Lemma A.3,
We can finally complete the proof of Lemma 6.1 by establishing (33).
Proof of (33) in Lemma 6.1. Pick any (T, X ) ∈ C α and write Θ for Θ X . Observe that
Next, by the definition of log R Θ Θ+t in (35) it follows that log R
By assumption (A-3), we have for any j ≥ 0
Due to assumptions (A-1 ) and (A-3), there exists some t 0 such that for any j ≥ t 0 , and α > 0,
Therefore, by these two observations it follows that for any α > 0,
Note that the first term in the upper bound does not depend on α; thus, for sufficiently small α we have
and consequently
Thus, by Lemma A.5 it follows that there exists some constants C such that
A.4. Proof of Lemma 6.2. We first finish the proof of Lemma 6.2 using Lemma 6.3 and 6.4.
Proof of Lemma 6.2. Fix some > 0. In view of (34) and by Lemma 6.4, there exists some constant C such that
Then by Lemma 6.3, as α → 0, which implies min{b 1 , b K , d} → ∞, we have
Since > 0 is arbitrary, the proof of the first part is complete. Now, plugging the thresholds (25) and (24) into U(b 1 , b K , d) and due to assumption (A-2), we have as α → 0
where the third and fourth terms used assumption (A-2). Thus
Discussion of (25). Note that b K = α/(1 − α) is fixed. Elementary calculus shows that for any fixed x, y > 0, we have (41) arg min z x z + y log(z) = x y .
Then for fixed b 1 , we would choose
Plugging in the above choice, and keeping the dominant terms related to b 1 , we are left with
where we ignored log(d)/b 1 term, since it is dominated by the first term above (as α → 0). Then again by (41), we would select b 1 as in (25).
A.5. Proof of Lemma 6.3. We start with two observations that will be used repeatedly. By the definition (16) of {S n }, the posterior odds exceeds threshold b 1 at the end of a training stage. Thus, by Lemma 2.1 we can control the conditional probability that the change has not happened at the end of a training stage. Specifically, for any m ≥ 1,
Second, if the change has already occurred at the end of a training stage, then with high probability we terminate the process at the next assessment stage. This is formalized in the following Lemma.
Lemma A.6. For any integer m ≥ 1, we have
Proof. Let us fix m ≥ 1, and write S for S 2m−1 for simplicity. Further, let us introduce the following system and its associated "stopping" rule:
where {V t : t ≥ 1} appear in (1).
Observe that on the event {L S = 1}, we have
Further, on the event B 2m , we have
Finally, observe that
where {H t : t ≥ 0} is defined in (39). By Lemma A.9, {Y t , t ≥ 1} are independently and identically distributed (i.i.d.) with common density g K , and are independent of H S . Thus, by Lemma A.11,
Remark 1.1. In the above proof, for each fixed m, we introduced a hypothetical system {Y t : t ≥ 1} that is closely related to the actual responses after time S 2m−1 , i.e. {Y S 2m−1 +t : t ≥ 1}, associated with X . The advantage of the hypothetical system is that {Y t , t ≥ 1} is i.i.d., whereas {Y S 2m−1 +t , t ≥ 1} is not i.i.d. even on event that {L S 2m−1 = 1}, since the assigned treatments will vary in training and assessment stages.
We are now ready to prove Lemma 6.3.
Proof of Lemma 6.3. For any integer m ≥ 1 we have
where B 2m is defined in Lemma A.6. By (42) and Lemma A.6, we have
Then the proof is complete by telescoping argument.
where {V n t : t ≥ 1} is the same "noise" that drives the original system after time S n−1 (see (1)). Then for any t ≤ (Θ n − 1) ∧ (S n − S n−1 ), we have
and for any t ≤ (Θ n − 1),
Note that compared to the original system, system (43) is simpler in that the treatments are fixed, whereas system (46) is even simpler in that both treatments and the latent state is fixed. The next Lemma shows that the length of each stage is bounded above by quantities of the hypothetical systems (43) and (46).
(ii) If n is even, we also have
Proof. (i) For each n ≥ 1, we define σ n to be the first time the process Γ n exceeds threshold b xn , i.e.,
In view of the definition of ρ n in (45), we have σ n ≤ Θ n + ρ n 1 {Θ n <∞} , thus it suffices to show that ∆S n ≤ σ n . If the stopping in n th stage is triggered by the detection rule, i.e. Γ Sn ≥ b xn , then we have ∆S n = σ n due to (44). Otherwise, the posterior odds of the original system does not cross b K in the n th stage, and thus again due to (44), we have ∆S n < σ n . In any case, we have ∆S n ≤ σ n , and the proof is complete.
(ii) Consider some even number n. We focus on the event that {τ n < ∞}, since otherwise (ii) holds trivially. On the event that {τ n < Θ n }, in view of (46) and (47), the n th stage of original system must have stopped by the time S n−1 + τ n , i.e., ∆S n ≤ τ n on the event {τ n < Θ n }.
Then, together with (i) we have ∆S n = ∆S n 1 {τ n <Θ n } + ∆S n 1 {Θ n ≤τ n } ≤ τ n 1 {τ n <Θ n } + (Θ n + ρ n )1 {Θ n ≤τ n } ≤ τ n 1 {τ n <Θ n } + (τ n + ρ n )1 {Θ n ≤τ n } = τ n + ρ n 1 {Θ n ≤τ n } , which completes the proof of (ii).
The next Lemma shows how to upper bound the stopping rule ρ n , defined in (45), associated with the hypothetical system (43). Recall the definition (39) of {H t : t ≥ 0} Lemma A.8. Suppose that (A-0), (A-1 ) and (A-3) hold. Fix any > 0. There exists some constant C > 0 such that the following two hold. (i) For any n ≥ 1, on the event {Θ n < ∞},
where {Z n t : t ≥ 0} is a process after the change-point Θ n :
+ | log(1 − p xn (α))| − I xn 1 + for t ≥ 0.
(ii) Fix n ≥ 1, and set Z n −1 = 0. On the event {Θ n < ∞}, {Z n t −Z n t−1 : t ≥ 0} is a sequence of i.i.d. random variables that is independent of H S n−1 +Θn−1 , that has positive first moment D xn (α) − I xn /(1 + ), and that has finite second moment which only depends on the parity of n. Remark 1.2. In view of (i) in the above lemma, to get a further upper bound on ρ n , we have to get a lower bound on the term log(Γ n Θ n −1 + Π n Θ n ), which will be dealt with separately conditioned on different events. Thus by Lemma A.7(i) and A.8(i), we have ∆S n ≤ Θ n + ρ n , where ρ n ≡ inf{t ≥ 0 : Z n t ≥ log(b 1 ) + | log(ζ 1 (α))| + C }.
By the definition (20) of ζ 1 (α), given F S n−1 , Θ n is dominated by a geometric random variable with parameter ζ 1 (α), and thus E[Θ n |F S n−1 ] ≤ 1/ζ 1 (α). Since F S n−1 ⊂ H S n−1 +Θ n −1 , and due to Lemma A.8(ii) and A.10, there exists some constant C , such that for any b 1 , α and odd n ≥ 1
which completes the proof of (i).
Proof of Lemma 6.4(ii). Now we consider the case (ii) where n is even and x n = K. Recall Remark 6.3.
Notice that on the event {L S n−1 = 1}, we have Θ n = 1. Further by (42) and the definition (43), on the event {L S n−1 = 1},
Thus, by Lemma A.7(i) and A.8(i), on the event {L S n−1 = 1}, we have ∆S n ≤ 1 + inf{t ≥ 0 : Z n t ≥ log(b K ) − log(b 1 ) + C }, and then due to Lemma A.8(ii) and A.10, there exists some constant C such that for any b K , b 1 , α > 0, and even n ≥ 1,
Since {L S n−1 = 1} ∈ H S n−1 and F S n−1 ⊂ H S n−1 , and by the law of iterated expectation, we have for any b K , b 1 , α > 0, and even n ≥ 1,
Now, we focus on the event {L S n−1 = 0}, and will apply part (ii) of Lemma A.7. On the event {Θ n ≤ τ n }, by definition (46), we have
thus, due to (43) and (48),
which implies that on the event {Θ n ≤ τ n < ∞} we have
Then, due to Lemma A.7(ii) and A.8(i) we have
where ρ n ≡ inf{t ≥ 0 : Z n t ≥ log(b K ) − log(b 1 /d) + C }. Due to Lemma A.9, { Y n t : t ≥ 1} is a sequence of i.i.d. random variables with common density f K , that is independent of H S n−1 . Further, recall the discussion on {Z n t : t ≥ 0} in Lemma A.8(ii). Then by Lemma A.10 and the law of iterated expectation, there exists some C such that for any even n ≥ 2, and α > 0,
which implies (increasing C if necessary) that
Finally, combining (51) and (52), we finish the proof of (ii) in Lemma 6.4.
A.7. Additional lemmas. The following lemma is widely known and its proof can be found, e.g., in Theorem 4.1.3 of Durrett (2010) .
Lemma A.9. Let {W t , t ≥ 0} be a sequence of independently and identically distributed R d -valued random variables (d being an integer), and denote {G t = σ(W s : 0 ≤ s ≤ t), t ≥ 0} its natural filtration. Let S be an {G t }-stopping time such that P(S < ∞) = 1. Then {W S+t , t ≥ 1} is independent of G S , and has the same distribution as {W t , t ≥ 0}.
The following result is non-asymptotic, and is due to Lorden (1970) .
Lemma A.10. Let {Z t , t ≥ 1} be independently and identically distributed random variables, and {S t ≡ t s=1 Z s , t ≥ 1} the associated random walk. Denote T (b) the first time that {S t } crosses some threshold b, i.e.
T (b) = inf{t ≥ 1 : S t > b}.
Assume that E[(Z .
The following lemma regarding the "one-sided" sequential probability ratio test follows directly from Wald's likelihood ratio identity (Wald, 1945) .
Lemma A.11. Let f and g be two densities on measurable space (Y, B(Y)) relative to some measure µ, and {Y t , t ≥ 1} be a sequence of independent random variables with common density g. Further, define for any d > 0,
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