Abstract. We are interested in nonlocal Eikonal Equations describing the evolution of interfaces moving with a nonlocal, non monotone velocity. For these equations, only the existence of global-in-time weak solutions is available in some particular cases. In this paper, we propose a new approach for proving uniqueness of the solution when the front is expanding. This approach simplifies and extends existing results for dislocation dynamics. It also provides the first uniqueness result for a Fitzhugh-Nagumo system. The key ingredients are some new perimeter estimates for the evolving fronts as well as some uniform interior cone property for these fronts.
Introduction
In this article, we are interested in uniqueness results for different types of problems which can be written as nonlocal Hamilton-Jacobi Equations of the following form:
where T > 0, the solution u is a real-valued function, u t andDu stand respectively for its time and space derivatives and 1 1 A is the indicator function of a set A. Finally u 0 is a bounded, Lipschitz continuous function. For any indicator function χ or more generally for any χ ∈ L ∞ with 0 ≤ χ ≤ 1 a.e., the function c[χ] depends on χ in a nonlocal way and, in the main examples we have in mind, it is obtained from χ through a convolution type procedure (either only in space or in space and time). In particular, in our framework, despite the fact that χ has no regularity neither in x nor in t, c[χ] will be always Lipschitz continuous in x; on the contrary we impose no regularity with respect to t. More precisely we always assume in the sequel that, for any χ, the velocity c = c[χ] satisfies (H1) For all x ∈ R N , t → c(x, t) is measurable and there exist C, c, c > 0 such that, for all x, y ∈ R N and t ∈ [0, T ], |c(x, t) − c(y, t)| ≤ C|x − y|, 0 < c ≤ c(x, t) ≤ c.
(1.3)
We will come back to this assumption later on.
To give a first flavor of our main uniqueness results, we can point out the following key facts: Equation (1.1) can be seen as the "level-set approach"-equation associated to the motion of the front Γ t := {x : u(x, t) = 0} with the nonlocal velocity c[1 1 {u(·,t)≥0} ]. However, in the non-standard examples we consider, it is not only a nonlocal but also non-monotone "geometrical" equation; by non-monotone we mean that the inclusion principle, which plays a central role in the "level-set approach", does not hold and, therefore, the uniqueness of solutions cannot be proved via standard viscosity solutions methods.
In fact, the few uniqueness results which exist in the literature (see below) rely on L 1 type estimates on the solution; this is natural since one has to connect the continuous function u and the indicator function 1 1 {u≥0} . The main estimates concern measures of sets of the type {x : a ≤ u(x, t) ≤ b} for a, b close to 0. Whether or not the aforementioned estimate has to be uniform on time, or of integral type, strongly depends on the properties of the convolution kernel. In order to emphasize this fact, we are going to concentrate on two model cases: the first one is a dislocation type equation (see Section 3) in which the kernel belongs to L ∞ while the second one is related to the Fitzhugh-Nagumo system arising in neural wave propagation or in chemical kinetics in which the kernel is essentially the kernel of the Heat Equation (see Section 4) . In that case, it is not in L ∞ . The fact that the convolution kernel is, or is not, bounded is indeed the key difference here.
Before going further, let us give some references: for the first model case (dislocation type equations), we refer the reader to Barles, Cardaliaguet, Ley and Monneau [4] where general results are provided for these equations. We point outand we will come back to this fact later-that uniqueness in the non-monotone case was first obtained by Alvarez, Cardaliaguet and Monneau [1] and then by Barles and Ley [6] using different arguments; we also refer to Rodney, Le Bouar and Finel [20] for the physical background on these equations. The FitzhughNagumo system has been investigated in particular by Giga, Goto and Ishii [13] , and by Soravia and Souganidis [21] . They provided a notion of weak solution for this system (see (4.1) below) and proved existence of such weak solutions. They also study the connections with the phase field model (a reaction-diffusion system which leads to such a front propagation model). However the uniqueness question has been left open until now.
Let us return to the key steps to prove uniqueness for (1.1)-(1.2). A major issue is the properties of the solutions of the Eikonal equations of the form
where c is a continuous function, satisfying suitable assumptions. Of course, such partial differential equations appear naturally when considering 1 1 {u≥0} as an a priori given function. We recall that this equation is related via the level-set approach to the motion of fronts with a (x, t)-dependent normal velocity c(x, t) and to deal with compact fronts and to simplify matter, we assume that the initial datum satisfies the following conditions: the subset {u 0 > 0} is non empty and there exists R 0 > 0 such that
This implies, in particular, that the initial front Γ 0 = {u 0 = 0} is a non empty compact subset of B(0, R 0 ). Assumption (H1) ensures existence and uniqueness of a solutions to (1.4) but we also assume that the function c = c[χ] is positive (and even strictly positive), together with (H2) There exists η 0 > 0 such that
The above assumption implies that the set {u = 0} has a zero Lebesgue measure (cf. Ley [15] ) which is an important property for our arguments. Indeed [4] provides a counter-example (even in a (quasi) monotone case) where fattening phenomena leads to a non-uniqueness feature for a nonlocal equation. In addition to this non-fattening property, a key consequence of (H1)-(H2) is a lower bound on the gradient Du on a set {x : |u(x, t)| ≤ η} for a small enough η (cf. [15] ). We now concentrate on the estimates of the measures of the volume of sets like {a ≤ u(·, t) ≤ b} where −η ≤ a < b ≤ η. We first note that such estimates are related with perimeter estimates of the α level-sets of u for α close to 0 (typically |α| < η): indeed, combining the co-area formula with the lower bound on the gradient of the solution, we obtain 6) where η is the lower bound on |Du| on the set {x : |u(x, t)| ≤ η}.
In [1] and [6] , perimeter estimates for the α level-sets of u were obtained by using bounds on the curvatures of these sets. Although this approach was powerful, it has the drawback to require strong assumptions on the dependence in x of c[χ] (typically a C 1,1 regularity). Unfortunately such strong regularity does not always hold: for instance it is not the case for the Fitzhugh-Nagumo system.
The key contribution of this paper is to provide
estimates of the volume of the set {a ≤ u(·, t) ≤ b} (or, almost equivalently, of the perimeter of the α level-sets of u) in situations where the velocity c[χ] is less regular in x. As a consequence we are able to prove new uniqueness results.
For the dislocation dynamics model, our approach allows to relax the assumptions of [1] and [6] on the data. The proofs are also simpler, requiring only L 1 ([0, T ]) estimates and a mild regularity (c[χ] is merely measurable in time and Lipschitz continuous in space). So the main conclusion here is that "soft" estimates are sufficient provided the convolution kernel is in L ∞ .
On the contrary, for the Fitzhugh-Nagumo system, where the convolution kernel is unbounded, these L 1 -estimates are no more sufficient and the uniqueness proof rather requires heavy L ∞ -estimates on the perimeter. These estimates are obtained by establishing, through optimal control type arguments, that the set {x : u(x, t) > 0} satisfies a uniform "interior cone property", from which we deduce (explicit) estimates on the perimeter.
The paper is organized as follows: in Section 2, we recall the notion of weak solution for (1.1) introduced in [4] . In Section 3 we prove uniqueness of the solution for the dislocation type equation, while we deal with the Fitzhugh-Nagumo case in Section 4. The main technical results of this paper are gathered in Section 5: we recall here some useful results for the Eikonal Equation (1.4), we show the interior cone property and deduce the uniform perimeter estimates.
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Notation. In the sequel, |·| denotes the standard euclidean norm in R N , B(x, R) (resp.B(x, R)) is the open (resp. closed) ball of radius R centered at x ∈ R N . We denote the essential supremum of
Finally, L n and H n denote, respectively, the n-dimensional Lebesgue and Hausdorff measures. We will use the following definition of weak solutions introduced in [4] .
Moreover, we say that u is a classical solution of (1.1) if in addition, for almost all t ∈ [0, T ] and almost everywhere in R N ,
We refer to [4, Appendix] for basic definition and properties of L 1 -viscosity solutions and to [14, 18, 19, 8, 9] for a complete presentation of the theory.
Model problem 1: dislocation type equations
In this section, we consider equations arising in dislocations theory (cf. [20] )
where c 0 , c 1 are given functions, satisfying suitable assumptions which are described later on and " * " stands for the usual convolution in R N with respect to the space variable x. Our main result below applies to slightly more general cases but the main interesting points appear on this model case. We refer to [4] for a complete description of the characteristics and difficulties connected to (1.1) in this case; as recalled in the introduction, not this equation is not only nonlocal but it is also, in general, non-monotone, which means that the maximum principle (or, here, inclusion principle) does not hold and one cannot apply directly viscosity solutions' theory. Roughly speaking, a (more or less) direct use of viscosity solutions' theory requires that c 0 ≥ 0 in R N × (0, T ), an assumption which is not natural in the dislocations' framework.
We use the following assumptions on c 0 and c 1 .
and there exists a constant C such that, for any x, y ∈ R N and t ∈ [0, T ],
) and there exist c, c > 0 such that, for any
This assumption ensures that the velocity c[χ] in (3.1) satisfies (H1) with constants independent of 0 ≤ χ ≤ 1 with compact support in some fixed ball (see Step 1 in the proof of Theorem 3.1). Assumption (H3) can be slightly relaxed (and in particular localized) using that the front remains in a bounded region of R N . Note that, in contrast to [4] , we do not assume that c 0 , c 1 are C 1,1 (or semiconvex).
We provide a direct proof of uniqueness for the solution of the dislocation equation (1.1); we recall that the existence of weak solutions is obtained in [4, 5] and that, in our case, the weak solutions are classical solutions since the set {u = 0} has a zero Lebesgue measure by the result of [15] 2. L ∞ -estimate. If u 1 , u 2 are two solutions of (1.1)-(1.2), for 0 < τ ≤ T, we set 
by using the
Using Proposition 5.5 we get
where we have set
Uniqueness on
where L = L(T, c, c, C, η, |Du 0 | ∞ ) is a constant. Since the 0-level set of u 0 has a zero Lebesgue-measure from assumption (H2), we have ψ τ → 0 as τ → 0. Therefore, for τ small enough, Lψ τ < 1 and necessarily δ τ = 0. It follows
Uniqueness on the whole time interval.
Step 4 gives the uniqueness for small times but then we can consider
In fact, by continuity of u 1 and u 2 ,τ is a maximum. Ifτ < T , then we can repeat the above proof from timeτ instead of time 0. This is, in fact, rather straightforward since u(·,τ ) satisfies the same properties as u 0 . Finally,τ = T and the proof is complete.
Model problem 2: a Fitzhugh-Nagumo type system
We are now interested in the following system:
which is obtained as the asymptotics as ε → 0 of the following Fitzhugh-Nagumo system arising in neural wave propagation or chemical kinetics (cf. [21] ):
where
The functions α, g + and g − appearing in (4.1) are Lipschitz continuous functions on R associated with f and g. The functions g − and g + are bounded and satisfy g − ≤ g + in R. The initial datum v 0 is bounded and of class C 1 in R N with |Dv 0 | ∞ < +∞.
System (4.1) corresponds to a front Γ(t) = {u(·, t) = 0} moving with normal velocity α(v), the function v being itself the solution of an interface reactiondiffusion equation depending on the regions separated by Γ(t). The u-equation in (4.1) can be written as (1.1)-(1.2) although the dependence of c in 1 1 {u(·,t)≥0} is less explicit than in the first model case.
Under the additional assumption that α > 0 in R, we prove uniqueness of solutions to the system (4.1) (or equivalently (1.1)). We suppose (H4) v 0 is bounded and C 1 , g − , g + are Lipschitz continuous with
(H5) α is Lipschitz continuous and there exists c, c, C > 0 such that, for all r, r ′ ∈ R, We recall that the existence of weak solutions is obtained in [13, 21] . Moreover, since α > 0 in R, weak solutions are classical thanks to the results of [15] . Before giving the uniqueness proof, we start by a preliminary on the inhomogeneous heat equation. 
where G is the Green function defined by
It is then easy to obtain the following lemma. 
In 
. By Lemma 5.3, it follows that the set {u(·, t) ≥ 0} remains in a fixed ballB(0, R 0 + cT ) of R N .
First estimate (eikonal equation).
We start as in the proof of Theorem 3.1. Let u 1 , u 2 be two solutions of (1.1) and v 1 , v 2 be the solutions of (4.3) associated with u 1 , u 2 respectively. For 0 ≤ τ ≤ T, we set
and we choose τ small enough in order that δ τ < η/2 where η is given by applying Theorem 5.1 to the u i 's. By Lemma 5.2, we have
Second Estimate (heat equation). The function
Since g + and g − are Lipschitz continuous, say with Lipschitz constant M , we have
by (H4). This implies that both v and −v are viscosity subsolutions of
whence |v| = max{v, −v} is also a subsolution as the maximum of two subsolutions. Therefore we have
In particular the function w : (x, t) → e −3M t |v(x, t)| satisfies
By the comparison principle, since w(·, 0) = 0, we have for any (
Using the definition of δ τ , we have
This implies that for any (x, t) ∈ R N × [0, τ ],
For simplicity, we set B =B(0, 1) and
We claim that
whereη is given by (5.2). Indeed let x ∈ R N be such that −δ τ ≤ u i (x, t) < 0. Since we chose δ τ small enough in Step 2, (5.2) holds and Lemma 5.4 implies that there exists y ∈B(x, 2δ τ /η) such that u i (y, t) ≥ u i (x, t)+δ τ ≥ 0. This proves the claim.
Use of an interior cone property for the
has a 0 Lebesgue measure since the velocity is nonnegative (cf. [15] ). Then, from (4.6) and Step 4, we obtain
We are now going to use the fact that the sets K 1 (t) = {u 1 (·, t) ≥ 0} and K 2 (t) = {u 2 (·, t) ≥ 0} have the interior cone property (see Definition 5.7) for all t ∈ [0, T ], for some parameters ρ and θ independent of t: Lemma 4.3. There exist ρ and θ depending only on the data (α, u 0 , v 0 , g + and g − ) such that 0 < ρ < θ < 1 and K i (t) has the interior cone property of parameters ρ and θ for all t ∈ [0, T ].
This lemma is an application of Theorem 5.9 below (see Section 5.4), the assumptions of which are satisfied for u 1 , u 2 because of Step 1. It follows that we can use the following lemma which is proved Section 4.3:
be a bounded family of compact subsets of R N having the interior cone property of parameters ρ and θ with 0 < ρ < θ < 1 and R > 0, and let us set, for any x ∈ R N , t ∈ [0, T ] and r ≥ 0,
Then for any r 0 > 0 and 0 ≤ τ < 1, there exists a constant
We apply this lemma to the K i (t)'s which verify the assumptions with R = R 0 + cT by Step 1 and since we can assume that τ < 1. From (4.5) and (4.7), we finally obtain that
. Choosing τ such that Lτ < 1, we obtain δ τ = 0. We conclude as in the proof of Theorem 3.1. 
where, for any A ⊂ R N , d A is the usual distance to A.
Since d K(s) is Lipschitz continuous with |Dd K(s) | = 1 almost everywhere, the coarea formula (see [12] ) shows that
The change of variable z = x−y √ t−s in this last integral yields
For some R(s) to be precised later, we split ζs,σ e − |z| 2 4 dH N −1 (z) in two parts, one in B R(s) =B(0, R(s)), and one in B c R(s) . First, for any s ∈ [0, t) and σ > 0,
where Λ(N, ρ, θ/ρ) is the constant given by Theorem 5.8. Indeed, for any s ∈ [0, t) and σ > 0,
and these sets inherit the interior cone property of parameters greater than ρ/ max( √ τ , 1) = ρ and θ/ max( √ τ , 1) = θ from K(s) (we recall that we have assumed τ < 1). Besides
. This last estimate also comes from Theorem 5.8 for the same reason as above. Thus we have proved the existence of a constant
2 , we can estimate the right-hand side of (4.8) as follows:
We deduce the existence of the constant 
(ii) Assume that u 0 is Lipschitz continuous and that (H1) and (H2) hold. Then there exist γ = γ(C, c, η 0 ) > 0, η = η(C, c, η 0 ) > 0 such that the viscosity solution u of (1.4) satisfies in the viscosity sense
We refer the reader to [15] for the proof of this result. Let us mention that (H1) implies that p ∈ R N → c(x, t)|p| is convex for every (x, t) ∈ R N × [0, T ] which is a key assumption to prove (ii). We remark that, in (ii), u is Lipschitz continuous because the assumptions of (i) are satisfied. Therefore u is differentiable a.e. in R N × [0, T ] and (5.1) holds a.e. in R N × [0, T ]. Part (ii) gives a lower-bound gradient estimate for u near the front {(
in the viscosity sense (and almost everywhere in R N × [0, T ]). We continue by giving an upper-bound for the difference of two solutions with different velocities c i .
Lemma 5.2 ([6]). For
where c i satisfies (H1) and u 0 is Lipschitz continuous. Then, for any t ∈ [0, T ],
Finite speed of propagation implies a uniform bound for compact fronts governed by eikonal equations:
. Suppose that (H1) holds and that u 0 is Lispchitz continuous and satisfies (1.5) . Let u be the viscosity solution of (1.4) with initial condition
Lemma 5.4 ([6]). (viscosity increase principle) Let
We refer the reader to [6] for the proofs of these results. 
whereη is defined in (5.2). It follows
Remark 5.6. The above Proposition is related with results obtained by the fourth author in [17] for the eikonal equation with a changing sign velocity.
Proof of Proposition 5.5 . By the definition of ϕ
Using the fact that −η/2 ≤ a < b ≤ η/2 and the definition ofη in (5.2), we can estimate the right-hand side by
since c ≤ c on R N × (0, T ) and |Du| ≥ η on the set {|u| ≤ η/2}. Therefore, by the equation, we have the following equality
and (5.3) follows by applying Fubini's Theorem and integrating. Inequality (5.4) follows easily by taking into account the form of ϕ. To deduce (5.5), it is sufficient to note that, since u 0 + c|Du 0 | ∞ t is a supersolution of (1.4), we have, by
5.3.
Estimate of the perimeter of sets with the interior cone property.
Definition 5.7. Let K be a compact subset of R N . We say that K has the interior cone property of parameters ρ and θ if 0 < ρ < θ and if, for any x ∈ ∂K, there exists some ν ∈ S N −1 such that the set 
2. Local study of points of the boundary with the same interior cone axis. We fix 1 ≤ i ≤ p and set A i = {z ∈ ∂K; C ρ/2,θ ν i ,z ⊂ K}. Up to a rotation of K, we can assume that ν i = (0, . . . , 0, −1) =: ν. Let us fix z ∈ A i , that we write z = (x, y) with x ∈ R N −1 and y ∈ R. Let us set V = B N −1 (x, ρ/4) × (y − θ/2, y + θ/2) and 
and (x ′ , y ′ ) can not lie in the interior of D i , otherwise for l > 0 small enough, we would have (x ′ , y ′ ) − lν ∈ D i , which would imply that (x ′ , y ′ ) lies in the interior of one of the cones forming D i , and therefore in the interior of K, which is absurd since (x ′ , y ′ ) ∈ ∂K.
3.
The set ∂D i ∩ V is a Lipschitz graph of constant (2θ/ρ) 2 − 1. More precisely let us prove that ∂D i ∩ V is equal to
and y ′ = max{y ′′ : (x ′ , y ′′ ) ∈ ∂C for one of the cones C forming D i } .
First of all, it is easy to show that D i is closed, and that the maximum in the definition of G i exists and is not equal to y + θ 2 ; otherwise there would exist a cone C in D i such that (x, y) ∈ int(C) ⊂ int(K), which is absurd. The inclusion G i ⊂ ∂D i ∩ V follows from the same argument used for the inclu-
is included in the trace on V of one of the cones forming D, let us say (x ′ , y ′ ) ∈ C. But then (x ′ , y ′ ) can not belong to int(C), otherwise we would have (x ′ , y ′ ) ∈ int(D i ), so we deduce that (x ′ , y ′ ) ∈ ∂C ∩ V . Moreover if there exists y ′′ > y ′ such that (x ′ , y ′′ ) ∈ ∂C ′ for some other of the cones C ′ forming D i , then we must have
, which is absurd, and proves that y ′ is equal to the maximum in the definition of G i , and that ∂D i ∩ V ⊂ G i . Therefore ∂D i ∩ V is a Lipschitz graph of constant µ = (2θ/ρ) 2 − 1 as a supremum of graphs of 
where ω j denotes the volume of the unit ball of R j .
5.
Covering of A i with balls of fixed radius. By Besicovitch's covering theorem (see [12] ), there exists a constant ξ N depending only on N such that for any ε > 0 and R > 0, there exist numbers Γ 1 , . . . , Γ ξ N and a finite family (x kj ) (for
for each k, the ballsB(x kj , ε), 1 ≤ j ≤ Γ k , are pairwise disjoint.
The family (x kj ) j is a priori only countable, but has to be finite by boundedness of A i and because the radius of covering balls is fixed. We now want to estimate
On the one hand, we have
because for each k, the ballsB(x kj , ε) are pairwise disjoint. On the other hand, for each k and j, the ballB(x kj , ε) contains a fixed portion of the cone C ρ/2,θ ν i ,x kj , portion which is included in K ∩B(0, R + ε) by the interior cone property, since
the volume of this portion of cone, the computation of which is done in Step 7.
Note that γ is independent of x kj . Therefore
From (5.7) and (5.8), we deduce
Since B((x, y), ε) ⊂ V = B N −1 (x, ρ/4) × (y − θ/2, y + θ/2) , as soon as ε < min{ρ/4, θ/2} = ρ/4, we deduce from this that A i ∩B(0, R) can be covered by ξ N k=1 Γ k cylinders of the form of V centered at points of A i ∩B(0, R), so that, from (5.7),
6. Sum for all axes. What we have done does not depend on the fixed direction axis ν i , and we know, thanks to Step 1 that ∂K is the union of less than p = which gives (5.6).
7.
Computation of the value of γ. As soon as ε ≤ θ 2 − (ρ/2) 2 (the length of the longest segment included in ∂C ρ/2,θ ν i ,x kj ), thenB(x kj , ε) contains at least the straight portion of C ρ/2,θ ν i ,x kj of length l = ρµε/(2θ), the volume of which equals
This gives a lower bound for γ. Moreover, we obtain a more precise estimate for Λ in (5.6): since ρ < θ, we see that ρ/4 ≤ θ 2 − (ρ/2) 2 , so that sending ε to ρ/4, we get
(2θ/ρ) 2 − 1 L N (K ∩ B(0,B + ρ/4)).
5.4.
Propagation of the interior cone property. We want to prove that the interior cone property is preserved for sets whose evolution is governed by the Eikonal equation (1.4). We assume: Proof of Theorem 5.9.
Minimal time function.
We first remark that the assumption that c(x, t) ≥ c implies that t → u(x, t) is nondecreasing for any x ∈ R N . Moreover, this assumption and the finite speed of propagation property imply that if u(x, t) = 0, then u(x, s) > 0 for any s ∈ (t, T ]. Therefore, the minimal time function
is defined at points x ∈ K(T ), and for any t ∈ [0, T ], {x ∈ R N ; u(x, t) ≥ 0} = {x ∈ R N ; v(x) ≤ t}, {x ∈ R N ; u(x, t) = 0} = {x ∈ R N ; v(x) = t}. 
