Normalized implicit methods for the solution of non-linear elliptic boundary value problems  by Lipitakis, Elias A. & Evans, David J.
Camp. & Moths. with Apple. Vol. 7. No. 6. pp. SS3%2. 1981 0097-4943/81/&0S5310502.W0 
Printed in Great Britain @ 1981 Pcrgamon Press Ltd. 
NORMALIZED IMPLICIT METHODS FOR THE 
SOLUTION OF NON-LINEAR ELLIPTIC 
BOUNDARY VALUE PROBLEMS 
EL~AS A. LIPITAKIS and DAVID J. EVANS 
Department of Computer Studies, Loughborough University of Technology, Loughborough. Leicestershire, 
England 
(Received November 1979) 
Communicated by E. Y. Rodin 
Abstract-New normalized implicit methods are presented for the solution of self-adjoint elliptic P.D.E.‘s 
in two space dimensions. These methods are used in inner-outer iterative procedures in conjunction with 
Picard and Newton methods leading to improved composite iterative schemes for the solution of nonlinear 
elliptic boundary value problems. Applications of the derived methods include a nonlinear 2D magneto- 
hydrodynamic problem and the ZD-Troesch’s problem. 
1. INTRODUCTION 
Recently new normalized algorithmic solution methods for the large sparse linear systems 
derived from the finite difference discretization of self-adjoint elliptic P.D.E.‘s in two space 
dimensions have been presented in [6]. The resulting symmetric oefficient matrix was shown to 
be factorized approximately to yield an iterative algorithmic procedure for the finite difference 
solution. 
In this paper normalized implicit methods are developed, which are combinations of the 
approximate normalized factorization technique outlined in [6] and standard known iterative 
methods, i.e. the Normalized Implicit Conjugate Gradient (NICG) and Simultaneous Displace- 
ment (NISD) methods, which proved to be very competitive for solving self-adjoint P.D.E.‘s. 
The application of the new methods can be shown to include the solution of more varied 
boundary value problems under different boundary conditions for general domains. 
Then, inner and outer iterative procedures are given in which the Normalized Implicit 
methods developed earlier are used and a strategy is described for the solution of “mildly” 
nonlinear boundary value problems. 
In section 2 we present a 2D-problem and a review of the Approximate Normalized 
algorithm, while in section 3 we introduce the Normalized Implicit methods. Finally, in section 
4 composite iterative schemes (i.e. PicardlNewton-NICG and PicardlNewton-NISD) are 
derived, non-linear problems are discussed and numerical results are given. 
2. THE APPROXIMATE NORMALIZED ALGORITHM FOR THE SOLUTION OF LARGE SPARSE 
SYMMETRIC QUINDIAGONAL LINEAR SYSTEMS (THE NOBAR ALGORITHM) 
We consider the self-adjoint P.D.E., 
$ ( Cdx, yjg > ( +-$ C2k _yF$ > +P(x, y)U(x, Y)+ Q(x, Y) = 0, (x, Y) E R, (2.1) 
subject to the Dirichlet boundary conditions 
~(x, Y) = Yk Y), (x7 Y) E r, (2.2) 
where R is a rectangular, plane region with a boundary r. The functions C,, C,, P, Q are 
assumed to be “sufficiently smooth” functions and satisfy in R = R U r the conditions Cl > 0, 
c,>o, P ao. 
To approximate the solution to the problem (2.1H2.2) a network of straight lines (of 
spacings h,, h,) parallel to each of the coordinate axes, is superimposed over the region R. 
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When the differential operator in (2.1) is approximated by a difference operator at each inner 
grid point we obtain a set of inhomogeneous, linear, simultaneous, symmetric difference 
equations which can be expressed in matrix notation as 
Au=s, (2.3) 
where u and s consist of the unknown approximate solution and a function of Q plus the known 
boundary value respectively. 
The difference operator can be chosen so that the sparse real, quindiagonal coefficient 
matrix A is diagonally dominant, positive definite and it has positive diagonal and non-positive 
off-diagonal elements. 
An approximate factorization of the coefficient matrix A has been presented in [6] yielding a 
normalized iterative algorithmic procedure for the finite difference solution. In the following we 
give a review of the approximate normalized algorithm (henceforth called the NOBAR 
algorithm) while a detailed analysis can be found in[6]. 
We consider the approximate factorization, 
where 
A = D,T:T,D,, 
-m- 
L k-#?I+, J 
D, = diag{dt, d?,. . . ,d,}, 
-mm 
I 
T ’ 
1 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
and Tf denotes the transpose of T,. 
Note that if r = m - 1 outermost off-diagonal entries have been retained in T,, then the 
coefficient matrix is factorized exactly, i.e. A = DT’TD, with T 3 T, and D = D, to yield a 
direct algorithmic procedure for the finite difference solution[2]. 
The approximate normalized algorithm NOBAR gives the elements of D, and T, in the 
following compact form: 
dl = V/a,; d’=(a;-(~)2)“2; e,_,=& (2.8) 
for i = 2,3,. . . ,m - 1. 
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Thenforj=1,2,3 ,..., n-m+l,wehave 
x, =;; bm+i-z 
' = dm.i_2 
andforjcr-1 
Xi = - f?i+j_2Xi_l, for i = 2,3,. . . *r + 1 - j. 
Then,forj>l andr>l 
i-l 
Xi = - ei+j_zX;_l - z, Xkfk-i+r+l,i+j-r-1’ 
andforeitheri=(r-jt2),(r-j+3),...,randall jcr 
Or i = 2,3,. . . ,r for j> r. 
Then, we have 
d,+j_l = a,,,+j_l - 2~; - v2) l/2 
k=l 
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(2.9) 
(2.10) 
(2.11) 
(2.12) 
and 
e m+j-2 = ddm+j-1, 
ti,j = XJdm+j-l, for i=1,2,3 ,..., r. 
(2.13) 
(2.14) 
An approximate solution of the linear system (2.3) can then be obtained by solving the 
normalized system 
CT; y=g, (2.15) 
where 
y = D, * u and g = 0;’ . s. (2.16) 
Then y is obtained in terms of an auxiliary vector h, where 
T, . y = h and TI - h = g, 
i.e. 
h, =g,; (2.18) 
and 
hi = gi - f?i_,hi_,, i=2,3 m-l: ,.**, (2.19) 
i-m+, 
ji = gi - ei-lhi-l - x fk-i+m.i-m+lhkr i=m,m+l,..., n. 
k=i-m+l 
(2.17) 
(2.20) 
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A back substitution process yields y in terms of h, the components being given by the 
equations 
Y, = hn (2.21) 
and 
yi = hi - eiyi+l- 2 ti-j+m,j-m+lYj 
i=p 
(2.22) 
where p, 4 are easily obtained from those given in[S] p. 63. The final solution u is obtained from 
(2.17) as u = D,-‘y, an operation involving only one division per vector component. 
The total memory requirements for this algorithm is = (r + 4)n words. The amount of work 
involved for the factorization process is given by = ([r(r- 1)/2] +3r+ 3)n mults + n square 
roots. 
The normalization and the forward-backward substitution processes require 2n divisions 
and = (2r + 2)n multiplications respectively. Therefore, the total number of operations for the 
NOBAR algorithm is = ([r(r - 1)/2] + 5r + 7)n mults + n square roots. 
3. NORMALIZED IMPLICIT METHODS 
In this section we introduce the Normalized Implicit Methods, which are combinations of 
the NOBAR algorithm and standard iterative methods i.e. Conjugate Gradient, Simultaneous 
Displacement, Richardson’s and Chebychev methods for solving self-adjoint elliptic P.D.E.‘s. 
The Normalized Implicit Conjugate Gradient (NICG) method, as the Conjugate Gradient 
(CG) method, is very efficient, makes no assumptions about the structure of the coefficient 
matrix, requires no estimation of iterative parameters and is easy to program. Furthermore the 
new method, because of the normalization and the choice of the optimum fill-in parameter r[6], 
compares favourably with other similar methods recently developed [5,7,9]. 
Let A be as defined in section 2 and (D,T:T,D,)-’ be positive definite symmetric (n x n) 
matrix. Once the factorization has been computed the linear system (2.3) can be solved by the 
preconditioned C.G. method (with the approximate factorization (2.4) as preconditioning) which 
is defined as follows: 
Let ~0 be an arbitrary initial approximation of the solution u, 
form the residual t0=S-AlIfJ, (3.1) 
proceed to solve 
(a T: TsQ )ro+ =ro, (3.2) 
and set 
uo=ro+. (3.3) 
Then, for i = 0, 1.2,. . . , calculate the vectors ui+l, ri+r, vi+1 and the scalar quantities U, fii+r as 
follows: 
bit ri+) 
ai=m9 (3.4) 
Ui+l = Ui + aiUi, (3.5) 
and 
ri+l = ri - UiAUi. (3.6) 
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Then solve 
and evaluate 
and 
gi+l = rT+, + Bi+lVi* 
The normalized form of the preconditioned C.G. method (3.1)_(3.9). 
(Henceforth called the N.I.C.G. method) is given below: 
Form 
ro=s-Au,,, (3.10) 
set 
solve 
and set 
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(3.7) 
(3.8) 
(3.9) 
(3.11) 
(3.12) 
&=ro*. (3.13) 
Then,fori=0,1,2,3 ,..., calculate the vectors ui+ry ii+,, Gi+r and the scalar quantities cii, @i+r as 
follows: 
(3.14) 
ui+l = Ui + i,#i, (3.15) 
and 
Then, solve 
and evaluate 
(3.16) 
(3.17) 
(3.18) 
and 
(3.19) 
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The memory requirements for this method (applied to the problem (2.1)) are = (9 + r)n words, 
while the arithmetic work per iteration is = (2r + I2)n multiplicative operations. 
It should be pointed out that the NICG method because of the normalization and 
choice of the optimum fill-in parameter r[6] possesses many advantages over similar methods 
particularly when it is used in a composite “inner-outer” iterative scheme. i.e. NICG-Newton, 
for the solution of nonlinear boundary value problems. Specifically, solving the system 
(T:T,)rT+, = ri (cf. 3.17), which is the normalized form of (D,r:r,D,)rii,, = ri+l (see 3.7), in the 
inner loop we avoid In multiplications at every iteration. Furthermore. the choice of the 
optimum (or near optimum) fill-in parameter leads to substantial savings in both com- 
putational work and time (see Section 4). 
The approximate 
iteration 
factorization (2.4) is now applied to the linear system (2.3) to yield the 
(D~T:T~Df)GUi+, = ar;, i=O,1,2,..., (3.20) 
where 
8U;+i = Uitl-Uiv ri =s- Au; (3.21) 
and a is a preconditioned acceleration parameter. 
Then, the Normalized Implicit Simultaneous Displacement (NISD) method can be obtained 
by rewriting iteration (3.20) as 
T:TsGtii+f =aii, (3.22) 
where 
fii = D,w and pi = D,-'ri. (3.23) 
The memory requirements for the NISD method (applied to the problem (2.1)) are = (4 + r)n 
words, while the arithmetic work per iteration is = (2r + 1O)n multiplicative operations. 
The Normalized Implicit Richardson (NIR) and Normalized Implicit Chebychev (NICh) 
methods are defined respectively by the linear stationary and non-stationary iterative schemes 
viz. 
T:T,Siii+I = c~ii + PGiii (3.24) 
and 
where a, /3 and (Y,, py are preconditioned acceleration parameters and sequences of 
parameters [8]. 
The analysis and convergence conditions of the derived NISD, NIR, NICh methods can be 
easily obtained using properly the corresponding modified iteration matrix for each of the 
normalized implicit methods [8]. 
It should be noted that the calculation of the “true” residual, i.e. ri = s - Aui, into the inner 
loop of the first order NISD and second order NIR, NICh methods requires the normalization 
of the solution vector ni at each iterative step. Consequently these methods as far as the 
computational work is concerned are unfavourably compared with the NICG method, since in 
the latter the residuals are computed recursively. 
A second order NICG method has been developed in[8] with no substantial gain in the 
computational work over the first order method. 
The generalization of the Normalized Implicit methods as applied to self-adjoint elliptic 
P.D.E.‘s for non-rectangular regions can be attempted by a variety of strategies, i.e. (a) the 
given region can be transformed to a rectangular region by a conformal transformation: (b) the 
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solution for the given irregular region can be obtained following an imbedding procedure as 
outlined in[1,4]. 
Furthermore, since the coeficient matrices A have the desired properties[l3] and any 
arbitrary non-zero fill-in terms are permitted varying the fill-in parameter r E [I, m - I] the new 
methods are applicable for more general boundary conditions than Dirichlet conditions. 
4. APPLICATIONS ON NON-LINEAR BOUNDARY VALUE PROBLEMS 
In this final section we present non-linear problems of varying types which indicate both the 
applicability and usefulness of the derived normalized implicit methods. For the numerical 
solution of these problems a composite “inner-outer” iterative scheme is considered with the 
outer iteration being either a Picard or Newton iteration and the inner iteration either 
performed by the NICG or NISD method. 
(I) A 20 non-linear elliptic boundary value problem 
We consider the non-linear elliptic P.D.E. 
a2u a21J 
z+g= e”, k Y) E R, (4.1) 
where 
R= ( (x,Y), 0 c x s x,,, o<y<y 1 . IndX I (4.la) 
subject to the Dirichlet boundary conditions 
where I is the boundary of R. 
Uk Y) = y, (x, Y) El--, (4.lb) 
The equation (4.1) arises in magneto-hydrodynamics ( .e. diffusion-reaction, vortex problems 
and electric space charge considerations) and the existence and uniqueness of the solutions to 
the above boundary value problem are assumed by the classical theory. 
The linearized Picard and quasi-linearized Newton iterations are respectively outer iterative 
schemes of the form: 
and 
(a,‘+ &$I~‘+” = e”“‘, (Xi, Yj) E (ih,, jh,) E R, (4.2a) 
(a,? + a:)u(A+‘)- e”“’ . "(k+') = (1 - u'k')e""', (xi, yj) E R (4.2b) 
with S the usual central difference operator. 
Let us denote the resulting set of N = ([x,,,/h,] - 1). ([y,,,/h,,J - I) numbers u$’ by ufk) and 
assume that h, = h, = h. 
Then, a columnwise ordering of the N mesh points is introduced leading to the following 
large, sparse, linear system 
(4.3) 
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Ai = ,i= 1,2 ,...) p 
and 
Bi z diag {cl, ~2,. . . ,c,,}, i = 1,2,. . . ,p - 1, 
with 
and N = p * p. 
(4.4) 
(4.4a) 
The diagonal elements Ui, i E [l, N] are equal to unity. For the Picard iteration the elements 
of 6, c are identically equal to - l/4 with s(ui(‘)) = -(h2/4)e’~“, i E[l, N], while for the 
Newton iteration the elements of b, c are equal to l/(4+ h2 eutk’) with 
s(u!“‘) = - h2 e”f”(l - u,Jk’)/(4 +h2 e”!“), i E [l, N]. 
For an efficient solution of the system (4.3), which has to be solved many times, we apply 
both the NICG and NISD methods. For the termination of the inner iteration of the above 
methods the modulus of the recursive residual 4 was tested, i.e. [ii/ < Q The error tolerance lr 
was initially taken ef = 10m2 and then was decreased by ejl0 at each iterative step to 10e6 where 
it remained constant during the next iterative steps. 
The criterion for terminating the outer iteration was 
rn;xI!wI < ECI= 10m6. (4.5) 
The heuristic character of the latter criterion is particularly useful if the solution of the 
considered problem or effective bounds on it are not known. The initial guess was fixed to be 
u(O) = 0.1 and u(O) = 3 for the boundary conditions U = 0 and U = 5 respectively, while u(O) = 6 
was chosen when U = 10 on the boundary r. The numerical experiments were carried out with 
&,X = Yin,, = 1, h = l/20 and the fill-in parameter was chosen r = 4 and t = 1 respectively. For 
the latter case the number of iterations required for convergence is given within parentheses. 
A comparison of the experimental results of Tables 1 and 2 justifies the superiority of the 
PicardlNewton-NICG over the Picard/Newton-NISD scheme when U = 0 on the boundary, 
while the advantages of the Newton over Picard method for the problem under investigation 
Table 1. The performance of Picard/Newton-NICG composite schemes for V2U = e“ on a grid (19 x 19) 
(OSCb7’he conditions for local convergence are not satisfied. 
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Table 2. The performance of Picard-NISD and Newton-NISD composite schemes for V*U = e” on a grid 
(19X 19) 
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I PICMD-NISD II NEmN-NISD I 
B.C. llzo 
1.65 196(>58D) 7 -0.06976 78400 1.65 118(>130) 56 -0.06976 83309 
1.60 154(318) 7 (8) -0.06976 86256 1.60 72(118) 34(43) -0.06976 83296 
1.45 95(331) 8 (8) -0.06977 94838 1.50 40(99) 19(36) -0.06976 83287 
1.40 93(342) 8 (8) -0.06978 48578 1.45 32(102) 16(37) -0.06976 83253 
1.35 9S(354) B (8) -0.06978 31416 1.40 28(106) 14(38) -0.06976 82608 
::: 99(370) 29(110) lS(39) 104(401) 8 6 (8) -0.06978 20907 84 88 1.30 5 30 4 15(40) -0.06976 82480 2 5
1.10 113(437) 8 (8) -0.06978 96349 1.20 33(123) 17(42) -0.06976 82194 
1.00 128(485) 8 (8) -0.06978 66270 1.10 37(134) 18(45) -0.06976 82291 
B.C. El0 
1.60 80(80) 6(6) 3.33684 36541 
1.50 SB(67) 6(6) 3.33684 37727 
1.40 45(66) 6(6) 3.33684 38726 
(OSCI 1.30 36(67) 6(6) 3.33684 40899 
1.25 34(68) 6(6) 3.33684 42690 
1.15 32(74) 6(6) 3.33684 44353 
1.10 31(76) 6(6) 3.33684 48058 
1.00 33(84) 6(6) 3.33684 51683 
0.90 40(95) 6(6) 3.33684 57603 
(OSCI - The conditions for local conva~gence am not eatisfiod. 
are already demonstrated when the solution has steep gradients (i.e. there are relatively large 
values of U on the boundary). 
It should be noted that the experimental results of Table 1 for r = 4 are very competitive 
with those presented for a similar problem in Belman et a!.[31 in which the small increase of 2 
in the ratio of computational effort involved in the inner loop is fully compensated by a 
reduction of at least 50-75% in the overall number of iterations. 
(II) The 20- Troesch’s problem 
Some approaches to the solution of Troesch’s two-point boundary value problem ([XJ/&] = 
w . sinh (w/Y), w > 1.0) described by Monte Carlo methods (w < 5.0) in [12] and combination of 
techniques (w c 10.0) in [lo]. In this example the 2D-Troesch’s problem is discussed as an 
application of the Picard/Newton-NOBAR composite schemes. 
We consider the non-linear elliptic P.D.E. 
a2u a2u -z%y- = w * sinh (wU), w > 1.0, (x, y) E R, (4.6) 
where the region R is defined in (4.la), subject to the boundary conditions 
U(x, YmA = ukn,,, Y ) = U(x, 0) = U(0, y) = 0. (4.6a) 
and 
U(x, Y,,,) = 2, U(Xmxr y) = U(x, 0) = U(0, y) = 0. (4.6b) 
The equation (4.6) (2D-Troesch’s problem), which arises in the investigation of the confinement 
of a plasma column by radiation pressure, is an inherently unstable 2D-boundary value 
problem [ 10, 111. 
Proceeding in a similar manner as in problem (I) we obtain for the Picard and Newton 
iterations respectively the finite difference equations 
4ui.j - ui_1.j - I(i+l.j - Ui,j-1 - Ui,j+] = - h2W sinh (W * U) (4.7) 
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Table 3. The 2D-Troesch’s problem. The performance of Picard/Newton-NOBAR (r = m - I) composite 
schemes for Vu = w sin (wu) on a grid (19 x 19). The fill-in parameter r is chosen r = 19 
r 
I 
1.0 - 
1.1 
1.3 
1.5 
1.7 
::t 
:*‘: 
4:o 
6.0 
8.0 
::: 
D.0 - 
PICARD-NOBAU 
II 
NEYTON-NOBAR 1 
40. of No. of 
lllter outer Value of II(k) 
iterr. itarr. et (l/2,1/2) 
1 I 0. II 1 I 0. 
B.C. WX.Y_)~f. u~x_.Y~-u~x,o~~u~o,Y~~o 
0 45265 
0:432&t 
42635 4 
42579 4 
0.409s7 458711 4 
7 
1X 
12 
14 
:: 
57 
la) 
0.36331 45251 
0.36929 74413 
0. JSJB4 73507 
0.34009 57642 
0.26635 63BOO 
0 45265 
0:43284 
42Slb 
42529 
0.40957 46032 
0.31331 45541 
0.3692Y 74581 
0.35484 73010 
0.34009 56121 
0.26635 63273 
0.11134 91071 
0.03468 70137 
0.01143 43341 
0.00394 SO321 
0.00032 06356 
B.C. us0 
.I 
and 
[4 + ham* cosh(wu)]ui,j - Ui_1.j - Ui+r.j - Ui,j-1 - U;,j+r =- h*W[ sinh(wu) - WU cash (WU)]. 
(4.8) 
For an approximate solution to the problem (4.6) we used the Picard/Newton-NOBAR 
(r = m - 1) methods. With this choice of the fill-in parameter r the usual two-level “inner-outer” 
iterative scheme reduces to an equivalent one-level iteration[8]. 
Numerical results for xrnax =ymax =1, h = l/20 are given in Table 3 and the initial guess was 
chosen to be u(O) = 0. For the termination of the outer iteration the criterion (4.5) was used. 
Finally, we state that the normalized algorithmic solution methods have been extended for 
the 3D case and the new normalized implicit methods have been successfully applied to solve 
self-adjoint elliptic P.D.E.‘s in three-space dimensions@], 161. 
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