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This article is a continuation of the author’s paper [l] where the theory of 
semi-groups of operators is applied to the study of analytic properties of 
trajectories of stationary gaussian random processes. Many types of random 
noise in electronic communication systems are processes of this type [2]. 
Let {X(t; w)> be a stationary gaussian random process with mean zero and 
correlation function R(t) for -co < t < co. Assume without loss of 
generality that R(0) = 1. We shall derive some conditions for the trajectories 
to lie in certain generalized Lipschitz classes. 
The necessary background material on the theory of semi-groups of 
operators, gaussian processes and classical analysis can be found in [3, 4, 5, 6, 
7, and 81. 
This investigation has been partly motivated by the following result 
[5, Chap. 91: If 
w = 1 - 0 ( , lg,‘;, , ) forO<a<l, 
then there exists a process {Y(t)> equivalent to {X(t)} such that almost all 
trajectories of {Y(t)} satisfy a Lipschitz condition of order 01. 
The author wishes to thank the referee for several helpful suggestions. 
For I < p, let T(t) be the semigroup of left translations on 
Lp = Lp(- CD, co) defined for t > 0 by [T(t)f] (u) =f(t + u). Then 
1) T(t)11 3 1 and the infinitesimal generator A, = d/dx, the differentiation 
operator. The domain of A, , 
D(A,) = {~EL”;~E AC&-m, co),f’~Lp}. 
(ACl,, means locally absolutely continuous and f’ stands for derivative off) 
[3]. D(A,) is a Banach space with norm Ilfl/, + (1 ATflIp where Ilf&, is theL’ 
norm. 
* This research was supported by ONR, project number PO-l-0077. 
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Let Lip(cx, p; p) be the Banach subspace of Lp with norm 
llfllLip(a,P;P) = Ilfll, + (Jorn (f” iif(t + *) - f(*)ll,)” $)“” < 03. 
Then D(A,) C Lip(ol, p; p) CD, where the injections are continuous. 
Lip(ol, p; p) is called an intermediate space of D(A,) and L”. Also, D(A,) is 
dense in Lp. 
For 1 < p < co, define the Hilbert-transform off by 
f”(x) = ;P.V. ~-~‘~ [7], [8]. 
Also, for f E Lp define 
[V(t)f] (x) = +s_“,f,(,r;u;) du, 0 < t < co, 
and let V(0) f = f. 
LEMMA 1 [3, Chap. 4; 4, Chap. 211. The family of operators {V(t); 
0 < t < KJ} forms a strongly continuous holomorphic semi-group with in&i- 
tesimal generator A r: A yf = - (f”)’ and domain 
and 
D(A y) = (f c Lp; f u E ACl,, and (f”) E Lp}. 
II WI = 1 for all t > 0 
II A,W)ll d 1 t-l. 
If1 ~p~2undf~L”,thenf~D(Ar)ifandonlyifIvI.f^(v)istheFouyier 
transform of a function in LS Here f h stands for the Fourier transform 
sTm f (x) e-iex dx, where the expression is to be properly interpreted [A, [3], 
[4], [8]. Moreover, 
[Avfl^ (4 = - I v IfA( 
Suppose 0 < a: < 1. Let L&:” be the Banach subspace of LP with norm 
llf II .,~;v=Ilfll.+~~~~~t-~ll~~f~f-fll.1~~~*<m. 
Then D(Av) CL&: y C Lp, where the injections are continuous. 
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LEMMA 2 [3, Chap. 41. Lip(oL, p; p) = Lf,p; y with equivalent norms. 
THEOREM. Let {X(t)}, ---co < t < a, be a real stationary gaussian 
random process. Suppose there exists a positive nonderreasing futtction H(t) 
defined in some interval (0, S) such that 
(1) 1 - R(t) = O(H(t) I log ( t , I-‘); 
(2) g t-l-*,[H(t)]“l’ dt < 03; 
(3) there exists a constant K such that 
jO’ t-1[H(t)]1’2 dt < K[H(a)]1’2 for all0 < l < 6. 
Then there exists a process {Y(t)} equivalent to {X(t)} such that almost all 
trajectories of { Y(t)} are continuous. Furthermore, let 
F(x, w) = I’ t-l+’ 1 Y( t + x, w) - Y(x, w)l”dt. 
Then F(x, W) exists for all x and is uniformly bounded in all real x with 
probability equal to one. 
For almost all trajectories for which Y(., w) E LP we have 
I 
2 
t-‘-““li[v(t) Y] (*, co) - Y(., w);l; dt < m 0 
if and only if F(., w) E L’(- cc, co). (If {X(t)} is separable we may take 
Y(t) = x(t).) 
Proof. Using hypothesis (I), exactly the same calculations as in [I, p. 6981 
show that 
P[l W + 4 - WI 3 g(h)1 < q(h) 
whereg(h) and q(h) are the same as in [I, p. 6981. By use of hypothesis (3) we 
get 
i 
6 
u-‘g(u) du < a and I6 u2q(u) du < 00. 
0 - 0 
The results follow from Lemma 4 of [I, p. 6971 and Lemmas 1 and 2 of this 
article if we observe that in Lemma 4 of [I, p. 6971 
El gP”) < 2 1,l u-‘g(4 du 
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and 
(In Lemma 4, [l], the interval [0, l] may be replaced by any interval.) 
In particular Lemma 4 [l] implies that 
and 
I Y(t + h, co) - Y(t, w)l < C[H(h)]'/" for I h I < V(w), 
F(x, w) < 0’ f,’ h-l-ap[H(h)]“‘” dh 
From semigroup theory it follows that 
for all x. 
s 
m 
t-l-a”Il[V(t) Y] (*, co) - Y(., w)ll; dt < co 
0 
is equivalent to 
s 
cc 
t-l+‘l-“‘” lj([V(t) Y]” (., co))’ 11; dt < co [31. 
0 
COROLLARY. Let 1 < p < 00, 0 < 01 < 1. Let b(u) be any function such 
that 
b(u) # 0, I m I b(u)19 du < co, and 
b(u + t) - b(u) 1 
-cc t *b(u) 
bounded un;formly in u and 0 < j t 1 < 1. Let {X(u; w)}, -co < u < co, be a 
real stationary gaussian stochastic process, such that R(t) satisfies the same 
conditions as in previous theorem. Then there exists a process { Y(u; w)} equivalent 
to {X(u; w)} such that for &most aZZ trajectories Y(u; W) for which 
s co 1 b(u) Y(u; w)l” du < 00, --m 
we have 
where 
Z(u; w) = b(u) Y(u; w)< 
It also follows that almost all sample paths Y(u; w) are continuous. 
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Proof. Letf(u) = Y(u; w), g(u) = b(u)f(u). Then 
Hence 
= H41-1 [g(u + 4 -g(u)1 + [& - &] g(u + t). 
I& + t) -&>I G I WI * If@ + t) -.@)I + ) & - 1 / . 1 g(u + t)1 
and 
s s 
m du ’ t-1--ng 1 g(u + t) - g(u)/” dt 
--m 0 
< 22, Jrn 1 b(u)l~ [j’ t-1-ap 1 f(u + t) -f(u)/” dt/ du 
+ 2im,m du Jr6 i @; $;u) ; :;) ( p. 1 g(u + t)]” . W-=)--l dt. 
--m 
By the previous theorem, 
I 
1 
t--l--orP If(u + t) -f(u)Ip dt < Cl , 
0 
where C, is some constant. 
By hypothesis, there exists a constant C, such that 
b(u + t) - b(u) p < c 
t * b(u + t) 
2 forallu and O<lt( <l. 
Thus 
I I m du ’ t--l-* 1 g(u + t) - g(u)/” dt --m 0 
< 2pCl J-1 1 b(u)l” du + 2PC, J-1 du f tp(l-+l . I g(u + t)l” dt 
= 2pCl Jrn 1 b(u)lp du + 2PC, (/= I g(s)l” ds) ([ tpfl-=‘--I dt) 
-co -co 
= 2*C, j- 1 b(u)lP du + 2pC, * ’ 
--m p(l _ a) - --m I AW h < ~0. 
Jrn 
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Also, 
ja du jrn t-l--p 1 g(u + t) - g(u)lm dt < 2p+1 (Jm I g(u)lg du) 0,” t-1-ap dt) 
-cc 1 --o) 
p+1 02 =- s q --cc 1 g(u)lp du < co. 
Thus, 
l‘uy t-1--oip (j-1 1 g(u + t) - g(u)]” da) dt < co 
and by Lemma 2, we have 
(We have used Fibini’s theorem several times.) Q.E.D. 
If we are given an arbitrary interval (a, b) we may choose 6(u) = 1 for 
u E (a, b), and suitably define b(u) outside (a, b). Thus in (a, b) we will have 
qu; co) = Y(u; w). 
If we assume 6’(u) exists, the conditions on b(u) imply that 
I I 
b’(u) <c 
b(u) 
for all 24, 
where C is some constant. Thus, 
1 b(u)\ > 1 b(O)1 cclUl. 
This implies that b(u) can not tend to zero too fast as 1 u / + co. Here we 
have obtained conditions which guarantee certain smoothness of trajectories. 
Also we have obtained an order of approximation of {Z(t, w)} by a stochastic 
semigroup V(t, ~0) of operators. 
Observe that the solution of 
ab(x,t) 
ax2 
+ a24% 4 = 0 
--@--' {(x, t), t > q, 
W(X, t) +f(x) as t -+ O+ is given by w(x, t) = [V(t)f] (x). This is the Dirichlet 
problem on the upper half plane. Thus we have also solution of a stochastic 
Dirichlet problem with given boundary values b(x) Y(x, w), and an estimate 
of the rapidity of the approach of the solution to the given boundary values. 
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