In a multi-class classification problem, it is standard to model the output of a neural network as a categorical distribution conditioned on the inputs. The output must therefore be positive and sum to one, which is traditionally enforced by a softmax. This probabilistic mapping allows to use the maximum likelihood principle, which leads to the well-known log-softmax loss. However the choice of the softmax function seems somehow arbitrary as there are many other possible normalizing functions. It is thus unclear why the log-softmax loss would perform better than other loss alternatives. In particular Vincent et al. (2015) recently introduced a class of loss functions, called the spherical family, for which there exists an efficient algorithm to compute the updates of the output weights irrespective of the output size. In this paper, we explore several loss functions from this family as possible alternatives to the traditional log-softmax. In particular, we focus our investigation on spherical bounds of the log-softmax loss and on two spherical log-likelihood losses, namely the log-Spherical Softmax suggested by Vincent et al. (2015) and the log-Taylor Softmax that we introduce. Although these alternatives do not yield as good results as the log-softmax loss on two language modeling tasks, they surprisingly outperform it in our experiments on MNIST and CIFAR10, suggesting that they might be relevant in a broad range of applications.
INTRODUCTION
Classification problems with high dimensional outputs are particularly common in many language applications in which a target word has to be predicted out of a very large vocabulary. The standard application of backpropagation does not take advantage of the sparsity of the categorical targets and, as a result, the computations to update the weights of the output layer can be prohibitively expensive. Popular workarounds are based on approximations and can be divided into two main approaches. The first are sampling methods approximations, which compute only a tiny fraction of the output's dimensions (see for example Gutmann & Hyvarinen (2010) ; Mnih & Kavukcuoglu (2013) ; Mikolov et al. (2013) ; Shrivastava & Li (2014) ). The second is the hierarchical softmax, which modifies the original architecture by replacing the large output softmax by a heuristically defined hierarchical tree (Morin & Bengio (2005) ; Mikolov et al. (2013) ). Vincent et al. (2015) recently proposed an algorithm to compute the exact updates of the output weights in a very efficient fashion, provided that the loss belongs to a particular class of functions, which they call the spherical family because it includes an alternative to softmax, named spherical softmax by Ollivier (2013) . In the rest of the paper, we call these losses the spherical losses. If we denote d the dimension of the last hidden layer and D the dimension of the high dimensional output layer, they showed that for a spherical loss, it is possible to compute the exact updates of the output weights in O(d 2 ) instead of the naive O(d × D) implementation. However it remains unclear how the spherical losses compare to the more traditional log-softmax loss in the context of classification. This is precisely what we aim to investigate in this paper.
We first describe precisely the spherical family and extract spherical bounds of the log-softmax loss from it. We then identify two particular normalizing activation functions, namely the spherical softmax and the Taylor softmax, that lead to log-likelihoods that belong to the spherical family and that may be suitable to train neural network classifiers. Finally we evaluate these different losses empirically by training models on several tasks: MNIST, CIFAR10/100 and language models on the Penntree bank and the One Billion Word dataset.
CHARACTERIZATION OF THE SPHERICAL FAMILY
Let o = W h be the linear outputs of a neural network, where o has dimension D and h represents the d dimensional output of the last hidden layer. Let y be a sparse target and A(y) the indices of the non-zero elements of y. The spherical family described in Vincent et al. (2015) is composed of the functions that can be expressed using only the o c associated to non-zero
the squared norm of the whole output vector and Vincent et al. (2015) showed that for such loss functions, it is possible to compute the exact gradient updates of W in O(d 2 ) without even computing the output o, instead of the O(d × D) naive implementation. As we focus on classification problems, we will assume for the rest of the paper that A(y) contains the single target class index c corresponding to the single non-zero element y c of y. The resulting family can be rewritten as follows:
The square error following the linear output o belongs to this family:
. It is the loss of choice in regression problems. It is also sometimes used in classification problems 1 even though the log-softmax loss is nowadays considerably more popular. Contrary to the log-softmax loss, using the square error for classification does not correspond to the conditional likelihood of a categorical distribution. Nevertheless, like the log-softmax loss and other likelihood losses, the mean square error has the desirable property that its minimum is the conditional expectation.
SPHERICAL UPPER BOUNDS OF THE LOG-SOFTMAX LOSS FUNCTION
In this Section, we consider functions from the spherical family that are upper bounds of the logsoftmax loss:
Bouchard (2007) proposed the following upper bound for the log sum of exponentials (for any α ∈ R and ξ k ∈ R):
To be able to use the algorithm developed by Vincent et al. (2015) , the ξ k have to be the equal for all k. By replacing ξ k by ξ and by optimizing α so that the bound is as tight as possible, we can derive the following 2 bound for L(o, c), which holds for any ξ ∈ R:
This bound clearly belongs to the spherical family. We tried two approaches to determine an optimal ξ: either considering it as a fixed hyperparameter or optimizing it for every example to yield the tightest bound. By minimizing this bound, we hope to minimize indirectly the negative log-softmax.
SPHERICAL LOSSES MODELING CATEGORICAL LIKELIHOODS
In classification problems, it is standard to model the output as a categorical posterior distribution P (categories|input). Hence, the computed output must consist of positive values that sum to one, which is generally enforced by a softmax function applied to the linear output o = W h. However, this property holds for a more general class of normalizing functions:
, and where each g k has only positive values g k :
We can restrict this family to be component-wise:
with g being a real function common to all the components.
Now that the output represents a categorical distribution, the corresponding network can be trained by maximizing the likelihood on a training dataset, i.e. minimizing the negative log-likelihood (equivalently the cross-entropy)
where c is the index of the target class for the example o.
The exponential is commonly used for g, which gives the softmax function:
However, despite being widely used, it remains unclear how the softmax compares to other normalizing functions. In particular, normalizing activation functions of the following form lead to log-likelihoods that belong to the spherical family:
, where a 1 , a 2 and a 3 are scalars such that x → a 1 + a 2 x + a 3 x 2 is a positive polynomial (which is equivalent to a 3 and 4a 1 a 3 − a 2 2 being positive). The corresponding spherical log-likelihood loss can indeed be rewritten into the canonical form of the spherical family:
In the next sections, we consider two particular instances of this family: the log-spherical softmax and the log-taylor softmax.
SPHERICAL SOFTMAX
The first spherical alternative to the softmax function that we consider is the spherical softmax, a minor modification of the non-linearity investigated by Ollivier (2013) to which a small constant ǫ is added for numerical stability reasons:
.
The corresponding log-loss is the log-spherical softmax L log sph sof t (o, c) = − log f sph sof t (o) c , whose gradient are
where c is the index corresponding to the target class. From the expression of the gradients, we can see that ǫ is necessary to avoid numerical issues when either
or o c are very small. In practice, we found ǫ to be very important and it should be carefully tuned.
An interesting property of the spherical softmax (with ǫ = 0) is that it is invariant to a global rescaling of the pre-activations o. This contrasts with the translation invariance of the softmax but it is unclear if this is a desirable property.
We can also notice that, contrary to the softmax function, the spherical softmax is even, i.e. it ignores the sign of the pre-activation o. In the experiments Section, we will compare it to the softmax function taken on the absolute value of the pre-activations.
TAYLOR SOFTMAX
Our second spherical alternative to the softmax comes from the second-order Taylor expansion of the exponential around zero exp(x) ≈ 1 + x + 1 2 x 2 , which leads to the following function, which we call the Taylor softmax:
Its corresponding log-loss is the log-Taylor softmax L log tay sof t (o, c) = − log f tay sof t (o) c , whose gradient are
The numerator 1 + x c + 0.5x 2 c of the Taylor softmax is assured to be strictly positive and greater than 0.5, its minimum value. The gradients are well-behaved as well, with no risk of numerical instability. Therefore, contrary to the spherical softmax, we do not need to use the extra hyperparameter ǫ. Furthermore, unlike the spherical softmax, the Taylor softmax has a small asymmetry around zero.
EXPERIMENTS
In this Section we compare the log-softmax and different spherical alternatives on several tasks: MNIST, CIFAR10/100 and a language modeling task on the Penntree bank and the One Billion Word datasets. Our goal was not to reach the state of the art on each task but to compare the influence of each loss. Therefore we restricted ourselves to reasonably sized standard architectures with little regularization, no ensembling and no data augmentation apart from CIFAR. In all the experiments, we used hidden layers with rectifiers, whose weights were initialized with a standard deviation of 2 f an in as suggested in He et al. (2015) . For the output layers, we set the initial weights to zero. In our language experiments, we set the bias values such that the initial network outputs matched the prior frequencies of the classes.
We ran experiments to train neural language models with softmax outputs by minimizing the spherical upper bounds given in Section 1 but results were disappointing. Optimizing the bound actually degraded the initial perplexity (at initialization, the network outputs the frequencies of the words), which means that the minimum of the bound was worse than the simple initialization. In the subsections below, we will thus provide detailed results only for the more promising spherical losses outlined in Section 2.
MNIST
We first compared the effectiveness of our different loss functions for training MNIST digit classifiers (LeCun et al. (1998) ). We used the same architecture for all the different losses: a convolutional neural network composed of two conv-pooling layers (30 and 60 feature maps, filter sizes 5, pooling windows of size 5) followed by a fully connected layer of 500 neurons and the output layer. We used rectifiers for all hidden neurons and initialized the weights with the He scheme (He et al. (2015) ). The networks were trained with minibatches of size 200, a Nesterov momentum ) of 0.9 and a decaying learning rate 3 . The initial learning rate is the only hyperparameter that we tuned individually for each loss. We used early stopping on the validation dataset as our stopping criterion. Table 1 : Test set performances of a convolutional network trained on MNIST with different loss functions. For each loss, results were averaged over 100 runs (each with different splits of the training/valid/test sets and different initial parameter values), the standard deviation being in parenthesis. The loss column reports the training loss evaluated on the test set. negll refers to the negative loglikelihood. The log softmax abs row corresponds to the log-softmax loss except that the softmax is applied on the absolute value of the pre-activations. The log-Taylor softmax outperforms the log-softmax, especially with respect to the negative log-likelihood. 3 we used the heuristic of dividing the learning rate by two every time the performance did not improve for 5 consecutive epochs.
In order to obtain results that more reliably reflect the effect of each individual loss, we repeated each training 100 times with different random splits of the training/validation/testing datasets and different initial random weight values. The results reported in table 1 are the averaged scores obtained on the test set over all runs. The standard deviations are reported in parenthesis. Note that these results were computed and averaged on random splits of the training/valid/test datasets in order to be more reliable. We also trained the two best models on the original dataset split of MNIST and results are reported in table 2: they are significantly better than those on random splits suggesting that the official testing set is simpler to classify than a randomly extracted one.
CIFAR10
CIFAR10 (Krizhevsky & Hinton (2009) ) is a dataset composed of 60k images of size 32 × 32 × 3 and 10 output categories. For our experiments, we used a large convnet architecture of 14 layers with filters of size 3 and pooling windows of size 3 (inspired from the architecture of Simonyan & Zisserman (2015) ). We used a weight decay, batch normalization (Ioffe & Szegedy (2015) ) and random horizontal flips. For the log softmax and the log Taylor softmax, we averaged the testing scores over 10 runs with different splits of the training/validation/testing datasets and different initial weight values. We tuned the initial learning rate for each loss function. Table 3 reports the performances on the test set with the different losses. Table 3 : Test set performances of a convolutional network trained on CIFAR10 with different loss functions. For the log-softmax and the log-Taylor softmax, results were averaged over 10 experiments in order to be more reliable, the standard deviation being in parenthesis. For the MSE and the log-spherical softmax, we only had time to run a single experiment. The log-Taylor softmax outperforms the log-softmax. We used the same network and the same procedure as those of CIFAR10. We did not manage to train the network successfully with the MSE criterion (it yielded 99% error rate). Table 4 reports the performances on the test set with the different losses. Table 4 : Performances on the test set of a convolutional network trained on CIFAR100 with different loss functions. For each loss, results were averaged over 5 experiments in order to be more reliable (the only difference being the initial random parameter values), the standard deviation being in parenthesis. The log-softmax outperforms the spherical losses. We trained word-level language models on the Penntree Bank (Marcus et al. (1993) ), which is a corpus split into a training set of 929k words, a validation set of 73k words, and a test set of 82k words.
The vocabulary has 10k words. We trained our neural language model (Bengio et al. (2001) ) with vanilla stochastic gradient descent on mini-batches of size 250 using an input context of 6 words. For all the models, the embedding size is 250 and the hidden activation functions are rectifiers. For each loss function, we hyper-optimized the learning rate, the number of layers and the number of neurons per layer. For each model, we computed its perplexity on the test set, which is the exponential of the mean negative log-likelihood. We also computed the simlex-999 score (Hill et al. (2014) ), which measures the quality of word embeddings based on the similarity between words as evaluated by humans. Table 6 reports the results obtained by the best models for the different losses. [1] two hidden layers of 809 neurons each.
[2] three hidden layers of 1264 neurons each. ǫ is set to 0.0198.
[3] three hidden layers of 1427 neurons each.
[4] Same architecture as [1] except that the softmax is applied to the absolute value of the pre-activations.
ONE BILLION WORD
We also trained word-level neural language models on the One Billion Word dataset (Chelba et al. (2014) ), which is composed of 0.8 billion words belonging to a vocabulary of 0.8 million words.
For our experiments, we chose to restrict the vocabulary to 10k words. As this training dataset is almost 1000 times bigger than the Penntree bank dataset, we can not even do one full epoch and we are thus constantly in a regime of online learning in which each new training example has not been seen before. As a result, it is almost impossible to overfit the training dataset with reasonable size models. Bigger models tend to always perform better, so we chose to restrict ourselves to a few architecture sizes and we compared the different losses on those, rather than doing an exhaustive architecture search for each case, as we did in the experiments on the PennTree bank dataset.
DISCUSSION
On MNIST and CIFAR10, the spherical losses work surprisingly well and, for the fixed architectures we used, they even outperform the log-softmax. This suggests that the log-softmax is not necessarily the best loss function for classification and that alternatives such as categorical log-losses from the spherical family might be preferred in a broad range of applications.
On the other hand, in our experiments with higher output dimensions, i.e. on CIFAR100, the Penntree bank and the one Billion Word dataset, we found that the log softmax yields better results than the log-spherical softmax and the log-Taylor softmax. The reasons for this apparent qualitative shift as the number of output categories increases remain unclear but we venture two hypothetical leads. The first is that the exponential non-linearity in the softmax boosts the large pre-activations relatively to the smaller ones a lot more than a squaring operation. It thus yields a stronger competition between pre-activations and a more discriminative behavior. It is possible that the resulting ability to more precisely single out a few top winning classes becomes increasingly crucial as the number of categories grows. Our second lead relies on the fact that the exponential of a linear combination of features is the product of the exponentials of each weighted feature. Each of these exponential factors may represent a probability or an (unnormalized) density and the resulting product of these exponential factors can be seen as computing a conjunction (an "AND") of features. This is not possible with the simple squared linear combinations of the spherical losses.
To increase the flexibility of the networks with spherical losses, we tried to increase the non-linearity of the network prior to the loss by adding layers and by replacing the rectifiers by stronger nonlinearities. In particular, we tried to use a softmax as the activation function of our last hidden layer. We also tried to use directly the exponential as the activation function of the hidden layers. In this case, to avoid excessive values of the exponential, we used a truncated version of it and we also used batch normalization (Ioffe & Szegedy (2015) ) to obtain reasonable ranges of pre-activations to prevent the exponential from exploding. Although we were able to train these models, they did not perform better than simple rectifier layers.
Among the approaches we explored, upper-bounding the negative log softmax with a spherical loss was an unsuccessful attempt. The spherical losses we tried were more promising and in particular the log-Taylor Softmax seems the most appropriate for classification. Contrary to the spherical softmax, it does not require the extra hyperparameter ǫ, which can make the spherical softmax quite unstable and difficult to train. It also has a small asymmetry, which may be a desirable property.
CONCLUSION
Our experiments showed that for several low dimensional problems, the log-softmax is surprisingly outperformed by certain losses of the spherical family, in particular the log-Taylor softmax. On the other hand, in higher dimensional problems, the log-softmax yields better results. The reasons of this qualitative shift remain unclear and further research should be carried out to understand it.
