We introduce a Z2-index for time reversal invariant Hamiltonians with unique gapped ground state on quantum spin chains. We show this is an invariant of a C 1 -classification of gapped Hamiltonians.
Introduction
The notion of symmetry protected topological (SPT) phases was introduced by Gu and Wen [GW] . It is defined as follows: we consider the set of all Hamiltonians with some symmetry, which have a unique gapped ground state in the bulk. We reagard two of such Hamiltonians are equivalent, if there is a continuous path inside that family, connecting them. By this equivalence relation, we may classify the Hamiltonians in this family. A Hamiltonian which has only on-site interaction can be regarded as a trivial one. The set of Hamiltonians equivalent to such trivial ones represents a trivial phase. If a phase is non-trivial, that is a SPT phase. A typical nontrivial example of an SPT phase is the Haldane phase [Hal1] [Hal2] in quantum spin chains with odd integer spin. Whether the Haldane phase is SPT or not has been studied substantially and produced a fruitful theory of SPT phase [AKLT] , [NR] , [K] [ KT1] , [KT2] , [PWSVC] , [GW] , [PTBO1] , [PTBO2] , [CGW] .
A natural question to ask is what are invariants of this classification. Following earlier attempt in [PWSVC] , Pollmann, Tuner, Berg, and Oshikawa [PTBO1, PTBO2] introduced Z 2 -indices for injective matrix products states which have either Z 2 × Z 2 on-site symmetry(dihedral group of π-rotations about x, y, and z-axes), reflection symmetry, or time-reversal symmetry. The Z 2 -index beyond the framework of matrix product state was recently introduced by Tasaki for systems satisfying on-site U (1)-symmetry together with one of Z 2 × Z 2 -onsite symmetry/reflection symmetry/time reversal symmetry [Tas1] . He showed that these are actually invariant of the classification. In [BN] , an operator called excess spin was introduced for two one-dimensional models with continuous symmetry, and was shown to be related to the classification of gapped Hamiltonians on the half infinite chain.
In this paper, we focus on SPT phases of quantum spin chains in the bulk, with the time reversal symmetry. We introduce a Z 2 -index for the time reversal invariant Hamiltonians with unique gapped ground state. The key ingredient is the projective representation associated to the unique bulk ground state. As the time reversal symmetry is discrete and anti-linear, something like excess spin looks hard to define. However, by considering the associated projective representation, we may define the Z 2 -index. It turns out that this Z 2 -index is an invariant of the C 1 -classification: suppose that there is a C 1 -path of interactions, and suppose that if we associate some suitable boundary condition, it gives local Hamiltonians which are gapped for an increasing sequence of finite boxes. (See Definition 3.4.) Then the Z 2 -index does not change along the path. These boundary conditions can be arbitrary, as long as they guarantee the gap. We may take it as periodic boundary condition, for example. Furthermore, the boundary condition itself does not need to be time reversal invariant. As stated above, for time reversal invariant injective matrix product state, a Z 2 -index was introduced in [PTBO1] . It turns out that this is a special case of our Z 2 -index.
Analogous argument can be carried out for on-site symmetry, (in particular the Z 2 × Z 2 -symmetry,) and the cohomology classs of projective representation is an invariant along the analogous path of such Hamiltonians.(See Appendix B.) The projective representation for on-site symmetry has been know for some time. In particular, Matsui developed a mathematical theory for quantum spin chains based on projective representations of on-site group symmetry, for general pure states which satisfy the split property [M2] .
In a word, we here develop a mathematical index theorem, with which the observations in the physics literature such as [CG, PTOB1, PTOB2, CGW] about the indices and phase structures in quantum spin chains with time-reversal symmetry are made rigorous. To see an important example, consider S = 1 quantum spin chains with the AKLT interaction [AKLT] Φ AKLT (X) = 
and the trivial on-site intereaction
See section 2 for notations. Both of them are time reversal invariant. It is known that these models have a unique gapped ground state, which we denote by ϕ AKLT and ϕ trivial . Both of ϕ AKLT and ϕ trivial are matrix product states. Our theorem, along with results in [PTOB1,PTOB2, CGW, Tas2] about matrix product states, shows that these ground states are characterized by the indices σ ϕAKLT = −1 and σ ϕ trivial = 1.(See section 6, for our index in matrix product states.) We then get the following. See section 3 for the definition of Condition B. Analogous result can be shown for Z 2 × Z 2 -symmetry. This roughly means that there must be a gapless model in between the models with Φ AKLT and Φ trivial , provided that the time-reversal or Z 2 × Z 2 on-site symmetry is preserved.
1
The conjuecture that the AKLT model is in a nontrivial SPT phase has been established for the cases with time-reversal symmetry and on-site Z 2 × Z 2 symmetry. Note that [Tas1] proves similar result, but with extra assumption that the interactions are also U(1) invariant. However, his path does not need to be C 1 . This article is organized as follows. In Section 2, we introduce the Z 2 -index. Actually, this index is defined not only for pure ground states of the gapped Hamiltonians, but more generally, it is defined for pure states satisfying the split property. By [M3] , it is known that a pure ground state of the gapped Hamiltonian satisfies the split property. We show that this Z 2 -index is the same for two pure split states, if they are automorphic equivalent via a time reversal invariant automorphism which allows a time reversal invariant decomposition. (See Definition 2.4, and Definieion 2.5.) The proof is given in Section 4. For a unique gapped ground state of a time reversal invariant Hamiltonian, as it is a special type of a pure split state, we may associate the Z 2 -index. It turns out that for a path of gapped Hamiltonians given in Definition 3.4, two ends ground states are automorphic equivalent via a time reversal invariant automorphism which allows a time reversal invariant decomposition. (Proposition 3.6.) Therefore, our Z 2 -index is an invariant of this C 1 -classification. The proof is given in Section 5. In Section 6, we show that the Z 2 -index in [PTBO1] is a special case of our Z 2 -index.
The Z -index
We start by summarizing standard setup of quantum spin chains on the infinite chain [BR1, BR2] . Let S be an element of 1 2 N and let S = {−S, −S + 1, . . . , S − 1, S}. We denote the algebra of (2S + 1) × (2S + 1) matrices by M2S+1. We denote the standard basis of C 2S+1 by {ψ µ } µ∈S , and set e µ,ν = |ψ µ ψ ν | for each µ, ν ∈ S. Let S 1 , S 2 , S 3 ∈ M2S+1 be the standard spin operators on C 2S+1 . They satisfy (S 1 ) 2 + (S 2 ) 2 + (S 3 ) 2 = S(S + 1) and the commutation relations [
We denote the set of all finite subsets in Z by S Z , and the set of all finite intervals in Z by I Z . For each X ∈ S Z , diam(X) denotes the diameter of X. For X, Y ⊂ Z, we denote by d(X, Y ), the distance between them. The number of elements in a finite set Λ ⊂ Z is denoted by |Λ|. For each n ∈ N, we denote [−n, n] ∩ Z by Λ n . The complement of Λ in Z is denoted by Λ c . For each z ∈ Z, let A {z} be an isomorphic copy of M2S+1, and for any finite subset Λ ⊂ Z, let A Λ = ⊗ z∈Λ A {z} , which is the local algebra of observables in Λ. For finite Λ, the algebra A Λ can be regarded as the set of all bounded operators acting on the Hilbert space ⊗ z∈Λ C 2S+1 . We use this identification freely. If Λ 1 ⊂ Λ 2 , the algebra A Λ1 is naturally embedded in A Λ2 by tensoring its elements with the identity. The algebra A R (resp. A L ) representing the half-infinite chain is given as the inductive limit of the algebras A Λ with Λ ∈ S Z , Λ ⊂ [0, ∞) (resp. Λ ⊂ (−∞ − 1]). The algebra A, representing the two sided infinite chain is given as the inductive limit of the algebras A Λ with Λ ∈ S Z . Note that A Λ for Λ ∈ S Z , and A R can be regarded naturally as subalgebras of A. Under this identification, for each z ∈ Z, we denote the spin operators in
3 . We denote the set of local observables by A loc = Λ∈S Z A Λ . We denote by β x the automorphisms on A representing the space translation by x ∈ Z.
Time reversal is the unique antilinear unital * -automorphism Ξ on A satisfying
(See Appendix B of [OT] for the existence of such an automorphism.) Note that Ξ commutes with β x for any x ∈ Z. As Ξ(
We say ϕ is time reversal invariant if we have ϕ =φ. We introduce Z 2 -index for pure time reversal invariant state satisfying the split property. Let us first recall the definition of the split property. We here give the following definition of the split property, which is most suitable for our purpose. It corresponds to the standard definition [DL] in our setting (see [M3] ).
Definition 2.1. Let ϕ be a pure state on A. Let ϕ R be the restriciton of ϕ to A R , and (H ϕR , π ϕR , Ω ϕR ) be the GNS triple of ϕ R . We say ϕ satisfies the split property with respect to A L and A R , if the von Neumann algebra π ϕR (A R ) ′′ is a type I factor.
Recall that a type I factor is isomorphic to B(K), the set of all bounded operators on a Hilbert space K. See [T] . 
then there is a unitary W : K ϕ →K ϕ and e iθ ∈ T such that
In particular,J ϕ 2 = σ ϕ I.
From this Theorem we may define the Z 2 -index for pure time reversal invariant state satisfying the split property.
Definition 2.3. From Theorem 2.2, for each time reversal invariant pure state ϕ on A with the split property, we obtain a Z 2 -index associated to ϕ. We denote this Z 2 -index by σ ϕ ∈ {−1, 1}.
We will prove Theorem 2.2 in section 4. In section 3, we will see that we may associate this index to time reversal invariant models with unique gapped ground state. In section 6, we will prove that the index introduced by Pollmann et.al. [PTBO1] is the index in Definition 2.3, in the special setting, i.e., for matrix product states.
Having an index, natural question to ask is if it is an invariant of some classification. We show that this index is an invariant of the classification with respect to the decomposable automorphic equivalence, preserving the time reversal symmetry. First, let us define the automorphic equivalence preserving the time reversal symmetry. Definition 2.4. Let ϕ 1 , ϕ 2 be two time reversal invariant states on A. We say ϕ 2 is automorphic equivalent to ϕ 1 via a time reversal invariant automorphism if there exists an automorphism α on A such that
Definition 2.5. We say an automorphism α of A is decomposable if there are automorphisms α R , α L on A R , A L respectively, and a unitary W in A such that
When such decomposition exists, we say that α allows a time reversal invariant decomposition. We will prove this theorem in section 4. In the next section, we see that this theorem can be applied to the setting of C 1 -classification of gapped Hamiltonians. Therefore, the Z 2 -index is an invariant of the C 1 -classification.
3 C 1 -classification of gapped Hamiltonians with the time reversal symmetry.
Let us now apply the result in section 2 to the C 1 -classification of gapped Hamiltonians preserving the time reversal symmetry.
A mathematical model of a quantum spin chain is fully specified by its interaction Φ. An interaction is a map Φ from S Z into A loc such that Φ(X) ∈ A X and Φ(X) = Φ(X) * for X ∈ S Z . An interaction Φ is translation invariant if Φ(X + x) = β x (Φ(X)), for all x ∈ Z and X ∈ S Z , and time-reversal invariant if Ξ(Φ(X)) = Φ(X) for all X ∈ S Z . Furthermore, an interaction Φ is of finite range if there exists an m ∈ N such that Φ(X) = 0 for X with diameter larger than m. We denote by B f , the set of all finite range interactions Φ which satisfy
We may define addition on B f : for Φ, Ψ ∈ B f , Φ+Ψ denotes the interaction given by (Φ+Ψ)(X) = Φ(X) + Ψ(X) for each X ∈ S Z . For an interaction Φ and a finite set Λ ∈ S Z , we define the local Hamiltonian on Λ by
The dynamics given by this local Hamiltonian is denoted by
If Φ belongs to B f , the limit
exists for each A ∈ A and t ∈ R, and defines a strongly continuous one parameter group of automorphisms
)Ω ϕ , for all A ∈ A and t ∈ R. We call this H ϕ,Φ the bulk Hamiltonian associated with ϕ. Note that Ω ϕ is an eigenvector of H ϕ,Φ with eigenvalue 0.See [BR2] for the general theory.
The following definition clarifies what we mean by a model with a unique gapped ground state.
Definition 3.1. We say that a model with an interaction Φ ∈ B f has a unique gapped ground state if (i) the τ Φ -ground state, which we denote as ϕ, is unique, and (ii) there exists a γ > 0 such that
Note that the uniqueness of ϕ implies that 0 is a non-degenerate eigenvalue of H ϕ,Φ . If ϕ is a τ Φ -ground state of time-reversal invariant interaction Φ ∈ B f , then its time reversalφ is also a τ Φ -ground state. In particular, if ϕ is a unique τ Φ -ground state, it is pure and time-reversal invariant.
In [M3] , T.Matsui showed that the spectral gap implies the split property. This theorem, combined with Theorem 2.2 allows us to define the following Z 2 -index for time reversal invariant Hamiltonians with unique gapped ground state.
Definition 3.3. Let Φ ∈ B f be a time reversal invariant interaction which has a unique gapped ground state ϕ. By Theorem 3.2, ϕ satisfies the split property. Hence we obtain the Z 2 -index σ ϕ in Definition 2.3. In this setting, we denote this σ ϕ byσ Φ and call it the Z 2 -index associated to Φ.
Asσ Φ takes discrete values {−1, 1}, for a continuous path of interactions Φ(s), we would expect thatσ Φ(s) is constant. We prove this in the setting of C 1 -classsification.
Definition 3.4. We say the map Φ :
f is a C 1 -path of time reversal invariant gapped interactions satisfying the Condition B, if there exist (i) numbers M, R ∈ N, γ > 0 and an increasing sequence n k ∈ N, k = 1, 2, . . .,
and the following hold.
, the corresponding derivatives. 2. For each s ∈ [0, 1], and X ∈ S Z with diam(X) ≥ M , we have Φ(X; s) = 0.
3. For each s ∈ [0, 1], and k ∈ N, we have Ψ k (X; s) = 0 unless X ⊂ Λ n k \ Λ n k −R . 
Interactions are bounded as follows
The interaction Ψ k (s) corresponds to a boundary condition. Note that it does not forbid an interaction between intervals [−n, −n + R] ∩ Z and [n − R, R] ∩ Z. In particular, the periodic boundary condition is included in this framework. Also, note that we do not require that the boundary term Ψ k (s) to be time-reversal invariant.
In section 5, we will see the following. Note that Condition B implies that for each s ∈ [0, 1], Φ(s) has a unique gapped ground state. As a corollary of this proposition and Theorem 2.6, we obtain the following. Namely, the Z 2 -index is invariant along the C 1 -path of time reversal invariant gapped interactions, satisfying the Condition B.
Proof of Theorem 2.2 and Theorem 2.6
In order to introduce the Z 2 -index, let us note the following fact. 
Furthermore, J 2 = σI with either σ = 1 or σ = −1.
Proof. First part is the Wigner's Theorem. For the second part, note that J 2 is a linear unitary operator which commute with all the elements in B(H). Therefore, there is some σ ∈ T such that J 2 = σI. We then have
From this, we obtain σ ∈ {−1, 1}.
As type I factor is isomorphic to B(K) with some Hilbert space K, we may apply the Lemma 4.1 to obtain Theorem 2.2.
Proof of Theorem 2.2 . From the time reversal invariance of ϕ, as in [OT] , Ξ R has an extension Ξ R to the von Neumann algebra π ϕR (A R ) ′′ , as an antilinear * -automorphism so that
On the other hand, because π ϕR (A R ) ′′ is a type I factor there exists a Hilbert space K ϕ and a
defines an antilinear * -automorphism on B(K ϕ ) such that Θ 2 = id. Applying Lemma 4.1, we obtain an antiunitary J ϕ on K ϕ satisfying Θ (x) = J ϕ xJ * ϕ , x ∈ B(K ϕ ) and J 2 ϕ = σ ϕ I, with σ ϕ ∈ {−1, 1}. By the definition of Θ and J ϕ , we obtain
This proves the first half of Theorem 2.2. To prove the latter half of the statement, suppose that (K ϕ ,ι ϕ ,J ϕ ,σ ϕ ) satisfies the same conditions. Thenι
is a linear * -isomorphism. Therefore, by the Wigner's theorem, there exists a unitary W :
for all A ∈ A R . From this, we obtaiñ
is a linear unitary operator on K ϕ which commutes with any element of B(K ϕ ). Therefore, there is e iθ ∈ T such that J * ϕ W * J ϕ W = e −iθ I. Hence we havẽ
Hence we have defined the Z 2 -index for time reversal invariant pure states satisfying the pure split property. Next we show that this Z 2 -index is an invariant of the automorphic equivalence via time reversal invariant automorphism which allows time reversal invariant decomposition, Theorem 2.6.
Proof of Thorem 2.6. Let ϕ 1 , ϕ 2 be time reversal invariant pure states satisfying the split property. Assume ϕ 2 is automorphic equivalent to ϕ 1 via a time reversal invariant automorphism α, i.e., ϕ 2 = ϕ 1 • α. Assume that α allows a time reversal invariant decomposition, i.e., there exist automorphisms
We claim that ϕ 2 | AR • α −1 R and ϕ R are quasi-equivalent.Let ϕ L , ϕ R , be the restriction of ϕ 1 to A L , A R , respectively. By (10), the states
and ϕ 1 are quasi-equivalent. As ϕ 1 satisfies the split property, by the proof of Proposition 2.2 of [M1] , ϕ L ⊗ ϕ R is quasi-equivalent to ϕ 1 . ( In Proposition 2.2 of [M1] , it is assumed that the state to be translationally invariant because of the first equivalent condition (i). However, the proof for the equivalence (ii) and (iii) does not require translation invariance.) Hence
Let
be the reduced density matrix of ρ on H R . Here Tr HL deontes the partial trace over H L . Substituting A = I ⊗ B with B ∈ A R in (12), we obtain
Hence,
R and ϕ R and quasi-equivalent, proving the claim.
For i = 1, 2, let (H i , π i , Ω i ), be the GNS triple of ϕ i | AR , and K ϕi , ι ϕi , J ϕi , σ ϕi the objects given in Theorem 2.2. Note that (H 2 , π 2 • α
R are quasi-equivalent, by Theorem 2.4.26 of [BR1] , there exists an * -isomorphism τ :
By Wigner's theorem, for the * -isomorphism
By (11), (15) and (16) and Theorem 2.2, for any A ∈ A R , we have
Proof of Proposition 3.5
In order to prove Proposition 3.5, we use the tools provided in [BMNS] , which is based on Hastings's quasi-adiabatic continuation [H2] . Let P k (s) be the spectral projection of (H Φ(s)+Ψ k (s) ) Λn k corresponding to the Σ 
This U k is the solution of the differential equation
Here, D k (s) is defined by
with W γ ∈ L 1 (R) being a odd function such that |W γ (t)| is continusous, monotone decreasing for t ≥ 0, and
We set
Similarly, we consider a one parameter family of unitariesÛ k,i (s), i = o, L, R which is the solution of the differential equation
Here,D k,i (s) is defined bŷ
with same W γ (t) as in (18). In (22), we set
From Definition 3.4 6., the definitions of these automorphisms, and the oddness of W γ (t),α (k,i) s commute with Ξ. As we did not assume the time reversal invariance of Ψ k (s), α
does not need to commute with Ξ. By [BMNS] proof of Theorem 5.2, for each s ∈ [0, 1], there exists the thermodynamic limits α s,i ofα
The limits α s,i also commute with Ξ. The automorphism α (k) s also strongly converges to α s,o . Note that the difference between α
is just the boundary terms which goes to infinity as k → ∞.
Lemma 5.1. For any A ∈ A, we have
The proof of this Lemma is in Appendix A. In the setting of Definition 3.4, let S k (s) be a set of states on A Λn k whose support is under P k (s), s ∈ [0, 1], k ∈ N. Because of the weak*-compactness of the state space, any sequence of extensions of ω k,0 ∈ S k (0) to A has a weak*-accumulation point. Due to the Definition 3.4 7., any weak*-accumulation point of such sequence is the τ Φ(0) ground state. From Definition 3.4 5., it is equal to ϕ 0 . As this holds for any weak*-accumulation point, we conclude that any extensions of ω k,0 converges to ϕ 0 in the weak*-topology. By [BMNS] Corollary 2.8 ,
s is an element of S k (s), for each s ∈ [0, 1]. By the same reasoning as above, their extensions converges to ϕ s in the weak*-topology. Using (24), as in [BMNS] Theorem 5.5, we conclude that ϕ s = ϕ 0 • α s,o . Hence ϕ s is automorphic equivalent to ϕ 0 via the time-reversal invariant automorphism α s,o . Now let us prove that α s,o is decomposable. For an interaction Ψ, we introduce a new interactioñ Ψ which is defined bỹ
Namely, we remove the interaction between the left-infinite chain and the right infinite chain. We set
for k ∈ N and s ∈ [0, 1]. These V k (s) ∈ A Λn k , k ∈ N converges to some self-adjoint opearator V (s), uniformly in s ∈ [0, 1], as k → ∞.: 
As a uniform limit of continuous functions, V (s) and
Then W k (s) is unitary and from (21) and (29), we can check
Because of the uniform convergence ofα
Combining this with the convergence ofα
Hence α s,o is decomposable with a time reversal invariant decomposition (α s,R , α s,L , W (s)), completing the proof of Proposition 3.5.
Z 2 -index for Matrix product states
In this section, we prove that the Z 2 -index σ ϕ for a matrix product state ϕ is same as the Z 2 -index found in [PTBO1] . Throughout this section S is an integer.(See [OT] .) First let us recall matrix product states. Let k ∈ N be a number and
We say v is primitive if K l (v) = Mk for l large enough. We denote by Prim u (2S + 1, k) the set of all primitive 2S + 1-tuples v of k × k matrices such that
A translationally invariant state which has this representation is called a matrix product state. For a matrix product state, this representation is unique up to unitary and phase: If both of v (1) ∈ Prim u (2S + 1, k 1 ) and v (2) ∈ Prim u (2S + 1, k 2 ) generate the same matrix product state, then k 1 = k 2 and there exist a unitary U : C k1 → C k2 and e iθ ∈ T such that U v
(1)
Let ω be a time-reversal invariant matrix product state generated by v ∈ Prim u (2S + 1, k). It is a unique ground state of some translation invariant finite range interaction. i.e., there is an interaction Φ v given by some fixed local positive element h v ∈ A [0,m−1] with some m ∈ N as
for each X ∈ S Z and ω is a unique τ Φv -ground state. (See [FNW] and [O3] .) For this interaction 
The Hamiltonian given by this interaction is frustration-free, i.e., for each finite interval I with |I| ≥ m, the local Hamiltonian (H Φv ) I has a nontrivial kernel, which is the ground state space of (H Φv ) I . We denote by G I,v , the orthogonal projection onto this kernel. By Lemma 3.19 of [O1] , and its proof (equation (48)), the support of the restriction ω| AI is equal to G I,v and there exists some constant d v > 0 such that
for any frustration free state ψ on A R , i.e., a state ψ satisfying ψ(β x (h v )) = 0 for any 0 ≤ x ∈ Z.
We represent the statement of [PTBO1] , in the way formulated by Tasaki [Tas2] . Let ω be a time-reversal invariant matrix product state. Let v ∈ Prim u (2S + 1, k) be a generator of ω, and c a complex conjugation on C k (i.e., an arbitrary anti-unitary with c 2 = I). By the time reversal invariance, one can see thatṽ µ := (−1)
S+µ cv −µ c, µ ∈ S also generates ω. Note that state ρṽ(A) := ρ v (cA * c), A ∈ Mk is the Tṽ-invariant state. From the uniqueness (34), there is a unitary U on C k and e iθ ∈ T such that
In [PTBO1] , it is shown that cU cU = ζ ω I, with some ζ ω ∈ {−1, 1},
using the primitivity of v and S ∈ N. (See [Tas2] .) We claim that this ζ ω does not depend on the choice of (v, c, U, e iθ ). To see this, suppose that (v j , c j , U j , e iθj ), j = 1, 2 satisfy the above conditions. By the uniqueness, there is a unitary W and e ir ∈ T such that W v 1µ = e ir v 2µ W , µ ∈ S. From this and (38) (for (v j , c j , U j , e iθj ), j = 1, 2), we have
Hence we obtain
with unitary V := W * U * 2 c 2 W c 1 U 1 . From the primitivity of v 1 , there are coefficienst c µ1,...,µ l ∈ C, µ i ∈ S, i = 1, . . . , l, such that µ1,...,µ l ∈S c µ1,...,µ l v 1µ1 · · · v 1µ l = 1, for l large enough. From this and (41), we see that e 2ir+iθ1−iθ2 = 1. Substituting this to (41), and from the primitivity of v 1 , we obtain V = e iη I, with scalar e iη ∈ T. By the definition of V , we obtain W c 1 U 1 W * = e −iη c 2 U 2 . From this, we obtain W c 1 U 1 c 1 U 1 W * = c 2 U 2 c 2 U 2 , proving the claim. This ζ ω is the Z 2 -index of [PTBO1] . As a matrix product state ω is pure and a unique gapped ground state by [FNW] , it satisfies the split property. Therefore, we can associate ω, our Z 2 -index σ ω in Definition 2.3. We then have the following theorem.
Theorem 6.1. For a time-reversal invariant matrix product state ω, we have
Proof. Let ω be a time-reversal invariant matrix product state generated by v ∈ Prim u (2S +1, k). Let ω R be the restriction of ω to A R , and (H, π, Ω) its GNS triple. As ω is pure and split, π(A R ) ′′ is a type I factor. Therefore, by Theorem 1.31 of [T] , there are separable Hilbert spaces
and
is a GNS representation of ω R . We denote by ρ, the reduced density matrix of |W Ω W Ω|,i.e.,
Here Tr H2 denotes the partial trace over H 2 . As in the proof of Theorem 2.2, there exists an anti-unitary K 1 on H 1 such that
For this K 1 , we have K 2 1 = σ ω I, by Theorem 2.2. As ω is translationon invariant, there exist operators s µ ∈ π 1 (A R ) ′′ = B(H 1 ) with µ ∈ S satisfying the following:
(See [A, BJP, BJ] , Proof of Proposition 3.5 of [M2] and Lemma 3.5 of [M1] .) Here e µν ⊗ I [1,∞) indicates an element e µν in A {0} = M2S+1 embedded into A R . From (46) and (47), we have
for all l ∈ N, µ k , ν k ∈ S. By the same argument as in the proof of Theorem 2.2 of [OT] , we see that there is some e iθ ∈ T such that
Now we restrict these s µ to a frustration-free subspace K of H 1 . Recall that ω is the frustration free ground state of the translation invariant finite range interaction Φ v (35). Namely, there is a self-adjoint element h v ∈ A [0,m−1] , such that ω(β x (h v )) = 0 for all x ∈ Z. We consider the following frustration-free subspace of H 1 :
Note that the support of ρ, (43), is in K, because ω is frustration-free. Let P K be the orthogonal projection onto K. As in [M1] (Lemma 3.2 and the argument in the proof of Lemma 3.6 ), K is a finite dimensional space, and s * µ preserves K:
We denote (s * µ P K ) * by B µ , µ ∈ S. We claim that B = (B µ ) µ∈S is primitive.To prove this, it suffices to show that ρ is faithful on K and for the completely positive unital map T B defined by
(See Lemma C.5 of [O1] .) First we show that ρ is faithful on K. If ρ is not faithful on K, then there exists a unit vector ξ ∈ K which is orthogonal to the support of ρ. By the definition of K, this ξ defines a frustration free state ψ = ξ, π 1 (·) ξ . Let p be the orthogonal projection onto the one-dimensional space Cξ. As π 1 (A R ) ′′ = B(H 1 ), by Kaplansky's density Theorem, there exists a net {x α } α of positive elements in the unit ball of A R such that π 1 (x α ) → p in the σw-topology. For this net, we have lim α ω(x α ) = 0 and lim α ψ(x α ) = 1. This contradicts to (37). Hence ρ is faithful on K.
As ω is a factor state and translation invariant, we have σw − lim N →∞ π 1 • β N (A) = ω(A)I. Therefore, for any η ∈ K, we have
Hence B is primitive. The above proof for the primitivity also tells us that ρ is the T B -invariant state. From (48) and the definition of B and (50), we see that B is a 2S + 1-tuple generating ω.
By (44), (36) and Ξ • β x = β x • Ξ, we obtain
for any 0 ≤ x ∈ Z. From this, we obtain
Similarly, from
for any 0 ≤ x ∈ Z, we obtain
Hence P K and K 1 commute. Because of this, we may define an anti-unitary
Multiplying P K from left of (49), and using (50), (53), (55) and the definition of B, we obtain
Choose some complex conjugation c on K and define U := cK 2 . Then U is an unitary on K and multiplying c from left and right of (56), we obtain
Namely, (B, c, U , e iθ ) satisfies the condition of the quadrapret to define the ζ ω (39). Therefore, we have cU cU = ζ ω P K . We then get
Hence we obtain ζ ω = σ ω
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A Proof of Lemma 5.1 and Lemma 5.2
In this section we prove Lemma 5.1 and Lemma 5.2. The proof is based on arguments and tools in [BMNS] . For M in Condition B, we may and will assume that M > 2 . Let us first recall the Lieb-Robinson bound.Fix some a > 0 (throughout this appendix), and define a positive function F a (r) on R ≥0 by F a (r) := (1 + r)
−2 e −ar . For a path of interactions satisfying Definition 3.4,there exist positive constants C 1,a , v a satisfying the following.:
As in the proof of Theorem 2.2 [NOS] , perturbation of dynamics can be estimated by the use of the Lieb-Robinson bound. In particular, by the Lieb-Robinson bound (57) and 2. of Defintiion 3.4, for the fixed a > 0 above, there exists a constant C 2,a such that
for all t ∈ R, s ∈ [0, 1], n ∈ N, Y ∈ S Z , and A ∈ A Y . Here, v a is the same constant as in (57). Similarly, we have
for all t ∈ R, s ∈ [0, 1], k ∈ N, Y ∈ S Z , and A ∈ A Y . Taking n → ∞ limit in (58), we obtain
for all t ∈ R, s ∈ [0, 1], Y ∈ S Z , and A ∈ A Y . This estimate tells us that if A is far away from the origin of Z compared to |t|, the difference between the dynamics given by Φ(s) andΦ(s) is small.
for each k ∈ N and X ∈ S Z . We split the summation of X ⊂ Λ n k in the first term of (67) into
we split the integration into |t| ≤ S k X part and |t| ≥ S k X part. First we consider X ⊂ Λ m k and |t| ≤ T k X part. From (59), and Definition 3.4 2., we have
Note that for X ⊂ Λ m k , the distance between X and (Λ n k −R ) c is at least n k − R − m k . This is used in the equality in the second line. Recall that n k − m k − R ≥ 1 as we assumed n k ≥ 4(M + R + l) in the beginning of the proof. In the last inequality, we used the fact that for any j ≥ 1, the number of
Note that the last line of (69) is independent of s ∈ [0, 1] and goes to 0 as k → ∞.
Next we estimate the first term of (67) 
As we assumed that k is large enough so that
Therefore, in the last inequality, the number of
The last line is independent of s ∈ [0, 1] and goes to 0 as k → ∞. For X ∩ (Λ m k ) c = ∅, and |t| ≥ S k X part, we have
In the first inequality we used B(X, s, t, k) ≤ 2C 1 and (20) and the oddness of W γ (t). As we assumed that k is large enough so that n k ≥ 4(M + R + l), we have m k − M − L k ≥ 1. Therefore, in the second inequality, the number of X ∩ (Λ m k ) c = ∅ with diam X < M and d(X, Λ L k ) = j ≥ 1 is bounded by 2 M . The right hand side is independent of s ∈ [0, 1] and goes to 0 as k → ∞. Similary, we may estimate X ⊂ Λ m k and |t| ≥ T k X part.
The last line is independent of s ∈ [0, 1] and goes to 0 as k → ∞.
Hence we have shown
The latter part of (67) can be estimated analogously.: We devide the integral into |t| ≤ S k X part and |t| ≥ S k X part. The |t| ≤ S k X part can be treated as in (70) and we have
A .
The last line is independent of s ∈ [0, 1] and goes to 0 as k → ∞. The |t| ≥ S k X part can be treated as in (72) and we have
We also bound −D k (s) +D k,o (s) itself. From (59)
In the second inequality, we used the fact that T The same argument as the proof of Theorem 2.6 shows that the cohomology class is an invariant of decomposable automorphic equivalence, preserving G-symmetry.
Theorem B.2. Let ϕ 1 , ϕ 2 be T -invariant pure states satisfying the split property. Suppose that there exists an automorphism α on A such that ϕ 2 = ϕ 1 • α and α • T g = T g • α, g ∈ G.
(101)
Furthermore, assume that there are automorphisms α R , α L on A R , A L respectively, and a unitary W in A such that
Then the the cohomology class of the associated projective representations of ϕ 1 and ϕ 2 are equal.
From this, we can show that the cohomology class is invariant of C 1 -classification. 
