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Abst ract - -A  discrete version of the integrodifferential equation 
[ /' ] dx(t) =x(t) a -x ( t ) -b  k( t -s )x(s)ds  
dt oo 
is formulated. It is shown that the discrete quation has a globally asymptotically stable positive 
equilibrium under the same conditions with which the positive equilibrium of the integrodifferen- 
tim equation is globally asymptotically stable. The integrodifferential equation has applications in 
population dynamics. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords- -Delay difference equation, Linear chain trick, Asymptotic stability. 
1. INTRODUCTION 
One of the integrodifferential equations proposed to model the dynamics of a single species with 
negative feedback due to crowding and accumulation of toxic effects in the environment is the 
form 
[ f ] dx(t) = x(t)  a - x(t)  - b K ( t  - s)x(s) ds t > o, (1.1) dt co ' 
in which a e (0, co), b e (0, co); K : [0, co) ~ [0, co) satisfies certain additional assumptions. The 
integrodifferential equation (1.1) is provided with an initial condition of the form 
x(s) =¢(s) ,  s e (-CO,0), ¢(0) >0.  (1.2) 
The authors are greatly indebted to an anonymous referee for introducing the term "linear chain trick" which has 
improved the presentation of the contents of this article. 
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If we assume the delay kernel K in (1.1) satisfies 
f0 g(s) = 1, (1.3) ds 
then it is easy to see that (1.1) has a positive equilibrium 
a 
= 1 +---b' (1.4) 
Model (1.1) has been extensively studied in the literature [1]. It is well known that if b < 1, 
then the positive equilibrium (1.4) of (1.1) is globally asymptotically stable for any kinds of 
kernel K(s) which satisfies (1.3) (see [2]). For some special delay kernels, the requirement b < 1 
is not necessary for the global asymptotic stability of (1.1) (see [3,4]). In this article, we propose 
a discrete analogue of equation (1.1) and obtain conditions for the asymptotic stability of the 
positive equilibrium of the resulting difference quation. 
For the sake of numerical computing, one needs to propose a difference scheme to numerically 
solve a given differential equation. But, unless we can explicitly write down solutions of the 
differential equation in relatively simple algebraic expressions using a finite number of terms, it is 
difficult to get a difference quation with the solutions that are exactly the same as the differential 
equation at the discrete points. Most of the time, it is desirable that a difference quation, 
when derived from a differential equation, preserves the dynamical features of the corresponding 
continuous-time model such as equilibria, their local and global stability characteristics and 
bifurcation behaviours. If such difference quation can be derived, then we call this difference 
equation a discrete analogue of the given differential equation. 
The classical ogistic equation 
dN(t) = rN(t) 1 t > 0 (1.5) 
, 
represents a simple model of a single species dynamics in which r and P denote the growth rate 
and the carrying capacity of the population, respectively. 
One can explicitly solve equation (1.5) and obtain 
N(t)= P {l + ( ~---~-e) exp(-rt) } -1 (1.6) 
with No = N(0). An elementary calculation shows that 
aN(t) 
N(t + 1) = 1 + BN(t)' (1.7) 
where a = e r and B = (e r - 1)/P. Difference equation (1.7) gives the best analogue of equa- 
tion (1.5). 
Pielou [5] proposed the delay difference quation 
N(t + 1) = aN(t)  
1 +/~g( t  - k)' (1.8) 
where a E (1, oo), B e (0, oo), and k E N = {0, 1,2,. . .  } as the discrete analogue of the delay 
logistic equation 
l~(t)=rN(t)[1 N(p-  ~-)] , (1.9) 
where r and P are the growth rate and the carrying capacity of the population, respectively. 
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Kocic and Ladas [6] considered the difference quation 
~(n)  
x(n + 1) = m , n = 0, 1, 2 . . . .  , (1.10) 
1 + E ~ix(n - ki) 
i=1 
where a • (1, oo), f~l,/32, • • •, f~m • (0, oc), and k l , . . ,  km • {0, 1, 2, . . .  }, to be a discrete analogue 
of the following delay differential equation: 
[ m ] 
dz(t) = x(t) a -bZc~(t - ,5 )  
dt 5=1 
(1.11) 
Motivated by these analogues, we propose as a discrete analogue of equation (1.1) the delay 
difference quation 
x(n + 1) ~x(n) = co , n = 0, 1, 2 , . . . ,  (1.12) 
1 + x(n) + b E esx(n - j) 
5=1 
where ~ E (1, co), b • (0, co), and {cj} is considered to be kernel sequence. The initial condition 
of (1.12) is given by 
x~ =/3i, i = 0 , -1 , -2  . . . .  , f~0 > 0, (1.13) 
and {f~i} is a bounded sequence. We can also introduce the condition 
co  
cj = 1, (1.14) 
5=1 
which is analogue to condition (1.3). The positive equilibrium of (1.12) is 
~-1  
X ~ ~ 
l+b"  
2. L INEAR CHAIN TR ICK 
Fargue [7] observed the integro-differential equation 
(1.15) 
i dx(t) = H(x(t ) ,  t) + K i t  - s)G(x(s))  ds dt co (2.1) 
with initial condition x(s) = ¢(s), -oo  < s < 0, is equivalent to a differential equation with 
initial condition if and only if the kernel K satisfies a linear differential equation with constant 
coefficients, i.e., if and only if K is a linear combination of functions 
e as, teaS, . . . , t Je  as, c~ E C. (2.2) 
For example, if we assume that the kernel K appearing in (2.1) is a normalized function 
O~m+ 1
Kin(s) = - - s ine  -a" m E N (2.3) 
m! 
with real positive parameter ~. Then the first derivative of Kj is given by 
dg j (s )  = ag j_ l ( s )  - c~gj(s), j = O, 1, 2 , . . . ,  m (2.4) 
with K_ l (S ) := O. 
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We define 
xl ( t )  : = x(t) ,  
xl+2(t) : = Kt(t - s)G(x(s)) ds, 
then equation (2.1) is equivalent to differential system 
axl(t) 
dt = H(Xl(t), t) -{- Xm÷2(t),  
dx2(t) 
dt = aG(xl (t) ) - ax2(t), 
dxt+2(t) 
dt = axt+l(t) - ax~+2(t), 
with the initial conditions 
X 1(0) = •(0), 
x +2(0) -- gd -s )a (¢(8) )  &, 
l -- 0 ,1 ,2 , . . . ,m,  
1 = 1 ,2 , . . . ,m,  
(2.s) 
(2.6) 
l---- 1 ,2 , . . . ,m.  ' (2.7) 
If we ignore the specify initial condition (2.7) which is deduced from the initial condition (2.1), 
then system (2.6) is more tractable and general than (1.1). All solutions corresponding to (2.1) 
form a subset of solutions of (2.6). 
The procedure we used to deduce (2.6) is called "linear chain trick" which is applicable to a 
wide class of continuous models. 
Consider a discrete analogue of equation (2.1) as 
oo  
xCn + 1) = H(x(n), n) + E c(j)G(x(n - j)) (2.8) 
j-~l 
(2.9) 
with the initial condition 
xi = ~,  i = 0 , -1 , -2 , . . . .  
Suppose (2.8) and (2.9) are equivalent to a difference system, we can define 
Xl(~,) : : X(fl,), 
oo  
xl+2(n) : = E cCj + l)G(x(n - j)), l = O, 1, 2,. . .  m, 
j=l 
then 
(2.10) 
Xl(n "{'- 1) ~-- H(x l (n ) ,  n) + x2(n) ,  
x2(~ + 1) = c(1)G(xl(n)) + x3(n), 
xaCn + 1) ---- c(2)G(xl(n)) -{- x4(n), 
l -- 2, 3 , . . . ,  m. (2.11) 
. . .  
oo  
Xl+2(n + 1) = cCl + 1)G(Xl(n)) + E c(j + 1 + l)G(Xl(n - j)), 
j= l  
This mean the kernel sequence {c(j)} must satisfy the following linear difference quation with 
constant coefficients: 
C(Wt) = a le ( I )  + a2c(2) +'"  + am-lC(l"n. -- 1), (2.12) 
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Figure 1. The  behavior patterns of Km (.). 
i.e., c(j) is a linear combination of the sequence 
0.j, j0-j . . . .  ,jm0-j, 0- e C. (2.13) 
On the other hand, if c(j) satisfy (2.13) then the equation can be deduced to a difference system. 
The delay kernel family (2.3) are said to be of "fading memory" [8]. Its behaviour can be seen 
in the following figure for m = 0,1, 2. 
In difference quation (1.12), we can introduce the kernel sequence 
c j=#jmaj ,  0<0-<1,  m=0,1 ,2 , . . . ,  (2.14) 
which is the discrete analogue of the continuous fading memory (2.3). Here/~ is a normalizing 
coefficient and satisfies 
oo 
# ]~--"_.,jm0.j = 1. (2.15) 
j=l  
oo 
Denote Jm(0.) = ~ jm0.#, then we have the following lemma. 
j= l  
LEMMA 2. i. 
Jm(a) = 0- d (J~-i(0.)), m = 1,2,..., (2.16) 
0. (2.17) 
J o (0 . )  = I - 0-" 
PROOF. 
Jo(0-) m.~a-~-0-2q-0.3-~ - . . . .  0 . ( I~-0 . -~-a2~- - . . )  i~ 0. 
1 --~' 
JI(0-) = a + 20 -2 -I- 30 .3 -{- .... 0- (I + 20. + 30. 2 q--..) = a~d-a J0(0-). 
Suppose Jm(0-) - 0.~(Jm-l(0.)), then 
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oo oo c~ d 
j----1 j=l j----I 
= = 
j=l 
By induction, (2.16) is valid. 
LEMMA 2.2. 
(7 
i ~i~a , Jm(a) 1 - a ~=o 
PROOF. 
SO 
Thus (2.18) is valid. 
LEMMA 2.3. 
m = 1 ,2 ,3 , . . . .  
OO O¢ OO 
Jm(a) = B jma j = ~'~(j + 1)ma j+l = a + ~--~(j + 1)ma j+l 
.¢=1 j.=O j----1 
O0 
m . j  m .mj  
=a+a~[(O)a J+(1)3a  +. . .+(ml l ) jm- lad+(m) ,  a] 
:1=1 
oo m-1 
j----1 i----0 
m- l~ (? )  
= a + aJm(a) + a ~ j'a j 
i=0 j----1 
= a + agm(a) + a B j 'a' 
i----0 
= a + aJm(a) + a B J~(a), 
i=0 i 
[ m- l / ? )  ] 
(1 -a ) Jm(a)=a 1+ B J~(a) . 
~--0 
1 <J0(c )  < J l ( c )  < J2(~)  < "'" < Jm- l (U)  <Jm(6). 
u (7 
= ~ < - -  Jl(O').,, 1 <Jo(a) 1 -a  ( l -a )  2 - 
PROOF. It is obvious that  
2, then by (2.18) Suppose J l _ l (~ r) < Jl(cr) for l 
J l+l (a)  = 1 - a ~=0 
_ a 1+ 
1 - a i= i  
_ a I+  
1 - a i----I 
a l Jd(a) + Jo(a) + (l + 1) J i (a )  
= J I (a )+1- - - -~  L(=I i -1  
Thus, Jz+l(a) > Jl(a) for all l _> 0. By the principle of induction, (2.19) holds. 
(2.18) 
(2.19) 
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3. L INEAR STABIL ITY  
With the kernel sequence (2.14), the delay difference quation (1.12) becomes 
z(n + 1) c~z(n) = oo , n ,m = 0,1 ,2 , . . . .  (3.1) 
1 + x(n) + bp ~ jmaJx(n - j) 
j=l 
In order to study the stability of the positive equilibrium of (3.1), we apply the discrete "linear 
chain trick" method. Let 
x l (n )  ~:  x (n) ,  
oo  
• ~+2(n) := ~ y~ 31~x( ,~ - j ) ,  
j= l  
l = 0 ,1 ,2 , . . . ,m,  (3.2) 
and using the normalization conditions (2.15), we obtain from (3.1) the following system of 
difference quations: 
zl(n + 1) = az l (n )  
1 + xl(n) + bx,~+2(n)' 
z~+2(n +1) = a z l (n )  + z~+2(n  , 
i=0 
l = 0 ,1 ,2 , . . .m.  
(3.3) 
The positive equilibrium (x~,z~,... ,x~n+l ) of (3.3) is given by 
Xl'~ b' 1+ 
~h~ = J,~(~) T -~ '  l = 0 ,1 ,2 , . . . ,m.  
(3.4) 
The linear variational system of (3.3) corresponding to equilibrium (x~, x~, . . . ,  x~n+2) is obtained 
in the form 
where 
and 
X(n+ 1) = AX(n), (3.5) 
x(n) = (Z l (~) ,~2(~) , . . . , z~+2(~) )  T (3.6) 
A = 
(7 
a 0 ... 0 0 
Jm(~) 
o" 
a a .-. 0 0 
J~(~) 
o" 
a 2a ... 0 0 
J,~(a) 
(7 
~r (m-1)~ . . .  ~r 0 
J~(a)  
J,~()---a" ,7 m~ ... m~ 
(3.7) 
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The characteristic polynomial corresponding to the matrix A is 
Pro(X) = det(AI  - A) 
+ ( -1)  m+4 7 -7~ det Bin(A), 
(3.s) 
where 
Bm(~) = 
1 a -A  0 0 .. .  0 
1 0 a -A  0 ... 0 
1 o 20 0 - A .. .  0 
1 0 (m-1)0  (m- l ) (m-2)a  .. .  a -A  
2 
m(m - 1) 
I 0 mo 0 • • • mo" 
2 
m=O, l ,2 , . . .  (3.9) 
is an (m + 1) x (m + 1) matrix. 
By the theory of linear difference quations, we know that if the characteristic polynomial (4.7) 
has no roots outside or on the unit circle, then the linearized system (4.4) is asymptotically stable. 
LEMMA 3.1. H A > 0 > 0, then 
CO 
det BIn(A)= ~(A-o)  m+1EJmoJA -y, 
j= l  
> o. (3.:0) 
PROOF. Expanding detBm(A) along the last row, we can get the relation 
m-I  
detBm(A)=(A-a)m+aE (?)(A-a)m-l-'detBi(A). 
i=O 
(3.::) 
Using Lemma 2.1, it is easy to verify from (3.10) 
oo  
det BIn(A)= -la(A - o)m+1 EJmoJA -j 
i= l  
j= l  
i=0 
y=l i=O 
o o 
= (), - o )~+:  + X detB~()O + i 
A 
a det BIn(A) + a 
= (~ - °)m+: + X 
~o (A - a)~-~ (A - a)~+~ J~JA-J 
'---- ~----I 
~o (A - a) m-i det Bi(A). 
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Solving det Bin(A) from above, we have 
( a )~1 (m)()~_a)m_~detB,()~) detBm()~)=()~-a) m+ ~ i=o 
rn--1 
=(A-~)m+aE (m)(A-a)m-l- idetBi(A),  
i=0 
(3.1~.) 
which means (3.10) satisfy (3.11). Note that det B0(A) = 1 from (3.10) and (3.11), this completes 
our proof. 
The expression of detBm(A) given by Lemma 3.1 can be used to analysis the stability of 
system (3.5). Indeed, we have the following. 
THEOREM 3.2. Assume b E (0, 1), a E [0, 1), then the trivial solution of (3.5) and thus the 
positive equilibrium (3.4) of (3.3) is locally asymptotically stable. 
PROOF. Notice from (3.9) that 
det Bin(a) = atom!, (3.13) 
and hence, A = a cannot be the root of polynomial (3.8). Rewrite (3.8) as 
Pm(A)=(-1)m(A-cr) m+l(A-  (1 - -~)+ b * #a xl (A --~'))m÷l det BIn(A)/ 
( ( ~_/ b , o~ ) (3.14) 
=(-1)m(~-~)  ~+1 ~-  1 -  +X~I , ) - - :~ j~- J  , (~>~) .  
j=l  
If there exists a zero Ao of P,n(A) with IAo] > 1, then by (3.14) and (2.15), we obtain 
,~o- 1-  = bxi#Ejm~iAoJ  
I ° =1 
b.  ~ m  b .  
<-xl . )_ .~j  ~ ; -x l .  
j=l  
When b < 1, 
X A
/ 
I~01 < 1 - + -~x~ = 1 - ~(1  - b) < 1, 
~ O~ 
which is a contradiction, and hence, Pm()Q cannot vanish for IAI > 1. This proves the result. 
We remark that the condition b < 1 in the Theorem 3.2 is not necessary. For example, as in 
the special cases that follow. 
CASE 1.  m ---- O, Jo(a) = a/1 - a, Bo = (1). 
(3.15) 
for any b E (0, ~)  and a E (0, 1), P0() 0 has no roots outside or on the unit circle [8]. 
CASE 2. re=l ,  J t (a)=a/(1-a)  2, BI=[ I  a :~] .  
= - [A 3 + a iA  2 + a2A + a3] ,  
(3.16) 
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where 
a3 ~-'~ -o'2 [1- (~-~)  (~@b)] • 
The Jury conditions (necessary and sufficient) which ensure that the roots of the polynomial 
PI(A) in (3.16) lie inside the unit circle of the complex plane are 
P(1) > 0, ( -1)3p( -1)  > 0, 
(3.1~) 
la31 < 1, I(1--a32)1 > ]a2--ala31. 
We have from (3.16) that 
P(1)  2(1 0.)20: - 1 -- - > O, 
0: 
~/1/= ~o~[~ (~) (~)1  ~1 o~(~)(~)~0 
o~,=-o~[~ ( ) (~) ]  ~ 
0~ o~ ~[~ (~)(~)]~ . . . .  <1,  
To verify condition (3.17), it is enough to verify that 1 - a 2 > a2 - ala3. 
For example, either 
b < (1 + a) 2 or a2 <_ 1 (3.18) 
0: 
can be derived as sufficient conditions to guarantee that (4.16) holds. This means if the delayed 
feedback effect determined by b, or the memory effect determined by a is small, then system (4.4) 
is asymptotically stable. 
4. GLOBAL ATTRACTIV ITY  
In this section, we show that when b E (0, I) and a E (0, I) all positive solutions of the coupled 
system (3.3) satisfy 
lim xi(n) = x~, i = 1 ,2 , . . . ,m + 2, (4.1) ~---4OO 
where x* (i = 1,2, . . . ,  m + 2) denote the unique componentwise positive equilibrium expressed 
in (3.4). 
From the positive nature of the solution of (3.3), we have 
0:x1(~) 
xl (n+ 1) _< 1 +x l (n ) '  n e N. (4.2) 
By comparing (4.2) with the logistic difference quation 
0:u(n) 
u(n + 1) -- 1 + u(n)' n ~ N, (4.3) 
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we can find a positive integer hi, such that for any e~ satisfying 
1 1)(1 b), o < ~ _< ~(a - - 
hence, 
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(4.4) 
to (4.10), as we did for (4.6), we can choose na _> n2, such 
J0(~) M 1 ~ ( j@(a)Ml+j - -~  2+ j - -~  1] 
Jo(a),~, + e?)) (4.11) - - -  ( j@(a) (M1 + e?) + j - -~ ,  ~" ,
_ J l(a) (M1 + c~) = Jl(a) M2. 
J~(a) J~(a) 
Once again, using (4.11) and (3.3), we obtain 
( Jm~ Jo(a) ~ ,~ Jl(a) M , x4(n -t- 1) _< ax4(n) -t- o" M1 Jr- j ---~,v,2 n t" ~ j - -~  2) .  
Thus, we can choose n4 >_ n3, such that 
( Jm~ Jo(a) , ,  ,, J l (a ) , ,  1 ~,'~ o" M1 Jr" j - -~w2 "~- ~'3" '7~vz2 Jr" X4(") ~__ I -- Cr dra[6r ) ~ 1) 
J2(a) (M1 + e~) = J2(a) , ,  
- -  Jm(a) ~,v ,2 .  
(4.12) 
(4.13) 
Applying the comparison principle 
that 
x3~nj''<l_a 
ff 
1-a  
xl(n) < c~ - 1 + ~ = MI, n >_ nt. (4.5) 
We have from (4.5) and (3.3) that 
x2(n + 1)<a[ jm~Ml+x2(n) l ,  n>_nl. (4.6) 
Comparing (4.6) with the linear nonhomogeneous equation 
(7 
v(n + 1) = av(n) + - -M1,  n > nt, (4.7) Jm(~) 
then by assumption a E (0, 1), it is easy to see that all positive solutions of (4.7) do satisfy 
limoov(n) = ~ M1-  Jm(a----~M1. (4.8) 
Thus by comparison of (4.8) and (4.7), we can choose n2 _> nl, such that 
a M1 + j - - -~  l )  x2_< 1 -a  
a 1 
-- 1 - a Jm(a) (Mi + e~) (4.9) 
J0(a) M - Jm(o')J°(a)(M1 +e?) - j~  2, 
where M2 = M1 + e~. From (4.9) and (3.3) that 
( Jm~ Jo(a) ,,r ' (4.10) xa(n + 1) _< ax3(n) + a M1 + j -~ ,v 2) .  
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Repeating the previous steps, we have 
J3(a) ~, 
• s (~)  < j - - -~ ,~,  
J4 (a )  M2,  • ~(n) < 
Xm+l(n ) < Jm- l (a )M2 ' 
- Jm(a)  
Jm(~) - Xm+2(n) < - -1142 = Ms,  - j~(~)  
Thus, we get from (4.14) and (3.3) that  
~(~)  
x l (n  + 1) _> (I + bM2) + x l (n )  ' 
Notice that  
r/, ~ n 5 ~ n4, 
n _~ n6 ~ n5, 
r/, ~ nm+i  ~ ~m, 
n __~ r im+ 2 _> 'tim+ 1. 
n ~_ rim+2- 
- 1 - bM2 = a -  1 - b(M1 +e~)  
= a-  1 - b (a -  1) - 2be~ 
= (~ - I)(I - b) - 2b~ 
> (a -  1)(1 - b) - b (a -  1)(1 - b) 
= (~ - I)(I - b) 2 > 0.  
We can now compare (4.15) with the following equation: 
u(n  + 1) = (1 + bM2) + u(n) '  n >_ nm+2, 
and by using the fact (4.16) showing that there exists nm+3 >_ nm+2, such that  
n ~ rim+3, x l  (n) > oL - 1 - bM2 - ell -- L1, 
where 
It is not difficult to verify that  
L1 
i i)(I - b) 2. 4 = ~(~- 
L1 > 0, for instance, 
= a - i - bM2 - eli 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
1 1)(1 b) 2 (4.20) = (a -  1)(1 - b) 2 -  ~(a -  - 
1 1)(1 b) 2 > 0. = ~(~ - 
Again using cr E (0, 1), one can show that there exists nm+4 >_ nm+3, such that 
~T 
x2(n  + 1) _> ax2(n)  + j - -~L1 ,  n >_ nm+4. (4.21) 
As in the case of definition of M2, we can get the following by the comparison principle: 
'rt, _> rim+4 ~ r im+3, 
n _> rim+5 ~ rim+4, 
.** 
n ~ T~2m+3 _> n2rn+2, 
n _~ n2m+4 _> Ti,2m+3~ 
Jo(-) T x~(n) > ~. , ,  
z3(n) > 7-r -v ' - ,~,  
JrntO') 
z~÷i(~) > j~(--------TL2, 
z~+2(n)  >_ L2, 
(4.22) 
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where L2 = Li - c~ > 0. We have so far established the following estimates: 
Li _< xl(n) _< Mi, 
Jo(~) ~.  Jo(a) L2 < x2(n) < ~v12,  
Jm(a) - - Ym(a) 
( )  
Jm- l ' ° "L2  < Xm+l(Vt) < - - M 2 ,  
Ym(a) - - Jm(a) 
L2 _< xm+2(n) _< Ms, 
for n _> Vt2m+4. (4.23) 
Our next step is to use the lower obtained in (4.23) to get revised upper values of n; we shall 
briefly indicate this step. 
We have from (4.23) and (3.3) 
xl(n + 1) _< (1 + bL2) + xl(n)' n >_ n~(~+2). (4.24) 
For a choice of E~ satisfying 
1 (oL - 1)(1 - b) S < ~ < e~', 
there exists n2m+5 ~_ n2(m+2), such that  
(4.25) 
xl(n) <_ a - 1 - bL2 + e~ = M3, n k n2m+s. (4.26) 
Applying this again to (3.3), we have 
J o (o )  , .  
x2(n) _~ "7"'7-~,lv'4, 
J m i,¢ r ) 
J i  (a) , .  
x3(n)  < "v"r~,,,v,4, 
Jtn ( cT ) 
• ~+i ( . )  < J~- l (a )M4,  
- j~(~)  
Xm+2(n) <_ M2 = M4, 
7l _~ n2m+6 _~ •2m+5, 
~2 ~_ n2m+7 __~ n2m+6 , 
n ~ Tt3m+4 _~ Tt3m+3 , 
71, ~_ n3m+6 ~_ n3m+5, 
(4.27) 
where M4 = M3 + e~. Similarly using the upper bounds of (4.27), we can get the second round 
lower bounds, and thus, 
L3 _< xl (n) _< M3, 
Jo(~) L4 < x2(n) < Jo(~) , ,  
Jm(a) - - ~- - -~ "~v'4, 
Jm- l (a)  gm-l(a) , I  
jm(a---~L4 < Xm+l(n) < ~ ,~v.L4, 
- - Jm(a)  
L4 _< xm+2(n) _ Ma, 
for n _> n4(m+2), (4.28) 
where 
L3=~ - 1 - bM4-  ~,  
1 1)(1 b) 4, 4 = ~(~-  - 
L4 = L3 - e~. 
(4.29) 
54 P. LIU et al. 
Repeating the above sequence of steps, we obtain the estimates 
Lk <_ Xl  (?%) ~ Mk,  
Jo(~) ~ Jo(~) ~! 
j - : -~)~+l  < ~(n) <_ 7Z(~,~,~+~, 
Jm-l(a) . J,,,-1 
/Jk+l ~ Xm+l(n) <-- jm(()-----~) Mk+l, 
Lk+l _< Xm+2(n) <_ Mk+l,  
for n > nk(m+2), (4.30) 
where 
M1 - -a -1+¢~,  
Mk : a - -  1-- bLk-1 + ¢~, 
Lk = a - 1 - bMk_l  -- ~L, 
1 1)(1 b) 2k-l,  ~ : ~(o~-  - 
1 1)(1 b) 2k, 
~ : 5 (~-  _ 
k = 2 ,3 , . . . ,  
k = 1, 2 , . . . ,  
k = 0 ,1 ,2 , . . . ,  
k = 1, 2, . . . .  
(4.31) 
One can show that  the sequences of upper and lower estimates are monotonic and satisfy the 
following: 
L1 < L2 < . . .  ~_ Lk ~_ x l (n )  <_ Mk <_ . . .  <_ M2 <_ M1, 
Jm(a)  x n L2 _< L3 _< .. .  _< Lk+I _< ~ 2( ) -<Mk+I_<' " -<M3-<M2,  
Jm(~) 
Lz<L3 < ' "<Lk+l  < j - f~z3(n)<Mk+l  < ' "<M3<M2,  
. . . . . . . .  n > nk(m+2). (4.32) 
L2 _< L3 _< "'" _< Lk+z _< ,Jm~(a~)_~Xm+l(n) <_ Mk+l <_ "'" <_ M3 <_ M2, 
d. "O-m+l[ ) 
L2 _< L3 _< "-" _< Lk+t < xm+2(n) _< Mk+,  _< ...  _< M3 _< M2, 
As the sequences of estimates Mk and Lk converge as k --* co, we let 
Mk --* r/, k --~ oo, 
Lk --* ~, k ~ 00, 
then from (4.31), we can see that  
and this leads to 
r /=a-  1 -b~,  
= a - 1 - 57 (4.33) 
a -1  
r /=  ~ = 1 + b'  (4.34) 
Thus we have 
o l -1  a -1  
- - =  lim Lk< lim xt (n )< lim Mk=- -  
1 + b k-.oo -- n-~oo -- k-~oo 1 + b '  ( ) j,(~) J,(~) J,(~) (~- 1) 
lim "7--7-~ Mk - J~(a) a - 1 = lim j - -~Lk  < lim x~(n) < k---,oo Jm(¢7) Jm(cr) 
J~(~) ~ k -~ - . -~  - 
i - - - -0 ,1 , . . . ,m.  
(4.35) 
We can summarize the above analysis as the following. 
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THEOREM 4.1. Assume b • (0, 1), a • (0, 1), then the positive equil ibrium (x~, x~, . . . ,  x~+2) of 
system (3.3), and thus, the posit ive equil ibrium (1.15) of (3.1) is globally asymptotical ly stable. 
We give a brief biological interpretation of our equation of interest (3.1). Let xn denote the 
number of individuals of a species alive in the n th generation; then xn- j  denotes the individuals 
in the (n - j)th generation. These individuals from the early generation have contributed to the 
competitive and crowding effects of the n th generation; the competition can be direct as in the case 
of active interference competition for resources in the n th generation or the competition might be 
indirect in the sense that the early generations have polluted the environment and plundered the 
resources depriving the future generations of the necessities of sustenance. Equation (3.1) simply 
accounts for the effect on the n th generation of all the previous generations. Thus, equation (3.1) 
represents one of the analogues of the logistic Volterra integrodifferential equation with eventually 
fading (since a • (0, 1)) negative feedback memory of the type considered in single species 
dynamics, studied first in detail by Miller [2] and many others subsequently. 
We conclude with the remark that if one replaces the first-order derivatives in differential 
equations by forward or central differences or other schemes of numerical integration, the resulting 
discrete systems do not adequately describe the properties of their continuous counterparts; these 
discrete systems often display "ghost" or "spurious" solutions including chaotic behaviour [9-11]. 
The discrete system formulated in (3.1) describes the dynamics of its continuous counterpart 
in (1.1) in a consistent manner; note that (3.1) does not involve any new discretization parameter 
as is the case with most numerical algorithms. 
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