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Abstract
We consider the 2× 2 parabolic systems
u
ε
t + A(u
ε)uεx = εu
ε
xx
on a domain (t, x) ∈ ]0, +∞[×]0, l[ with Dirichlet boundary conditions imposed at x = 0 and
at x = l. The matrix A is assumed to be in triangular form and strictly hyperbolic, and the
boundary is not characteristic, i.e. the eigenvalues of A are different from 0.
We show that, if the initial and boundary data have sufficiently small total variation, then
the solution uε exists for all t ≥ 0 and depends Lipschitz continuously in L1 on the initial and
boundary data.
Moreover, as ε → 0+, the solutions uε(t) converge in L1 to a unique limit u(t), which can
be seen as the vanishing viscosity solution of the quasilinear hyperbolic system
ut + A(u)ux = 0, x ∈ ]0, l[.
This solution u(t) depends Lipschitz continuously in L1 w.r.t the initial and boundary data. We
also characterize precisely in which sense the boundary data are assumed by the solution of the
hyperbolic system.
2000 Mathematics Subject Classification: 35L65.
Key words: Hyperbolic systems, conservation laws, initial boundary value problems, viscous
approximations.
1 Introduction
This paper deals with the initial-two-boundaries value problem

ut +A(u)ux = 0, x ∈ ]0, l[, t ∈ ]0,+∞[
u(0, x) = u¯0(x),
u(t, 0) = u¯b 0(t), u(t, l) = u¯bl(t).
(1.1)
The crucial hypotheses we assume are that the matrix A is strictly hyperbolic with eigenvalues
different from 0 and that the initial and boundary data are small in BV norm and close to a
constant state u∗.
An existence result for hyperbolic boundary value problems was proved in [25, 31] using an
adaptation of the Glimm scheme introduced in [24]. Improvements of the results in [25, 31] have
been obtained by a wave-front tracking technique introduced in [9] and later used in a series of papers
([10, 12, 13, 17, 15, 14, 16]) to establish the well posedness of the Cauchy problem. Such a wave-front
tracking technique was adapted to the initial-boundary value problem in [1], where a substantial
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improvement of the results in [25, 31] was achieved. The well posedness of the initial-boundary value
problem was then proved in [20] relying on the wave-front tracking technique described in [1].
All the results quoted so far deal with conservative systems; a comprehensive account of the
stability and uniqueness results for the Cauchy problem for a system of conservation laws can be
found in [11]. We refer, instead, to [19] and to [33] for a general introduction to the systems of
conservation laws.
In [4, 5, 6] and [7] a different problem was dealt with: let uε be a family of solutions to the
parabolic systems
uεt +A(u
ε)uεx = εu
ε
xx.
One expects that as ε→ 0+ the solution uε converges in some sense to a solution of the corresponding
hyperbolic system
ut +A(u)ux = 0.
The mathematical proof of this convergence was obtained via a suitable decomposition of the gradient
of the solution uε along travelling waves. We refer to [7] for an account of the proof of the convergence
of the vanishing viscosity approximation and of the uniqueness and the stability of the vanishing
viscosity limit: it is important to underline, however, that in [7] the systems considered are not
necessarily conservative.
The vanishing viscosity approximation of initial-boundary value problems was studied in numer-
ous works: in the following, we will briefly refer to some of the principal results, without any sake
of completeness. Moreover, if not otherwise stated, the systems considered are supposed to be in
conservation form.
In particular, in [32] it was considered the vanishing viscosity approximation
uεt + f(u
ε)x = εu
ε
xx
of an initial-boundary value problem and it was given a precise description of the first term of the
expansion of uε in the neighborhood of a point where two shocks or a shock and a boundary layer
profile meet.
The works [22, 23] dealt with the general parabolic approximation
uεt + f(u
ε)x = ε
(
B(uε)uεx
)
x
, (1.2)
where the viscosity B(u) is invertible but in general different from the identity. It was proved the
existence of a T > 0 such that uε converges in L∞
(
(0, T );L2(R+)
)
to a solution of
ut + f(u)x = 0
and it is given a precise characterization of the boundary condition induced in the hyperbolic limit.
In [34] it was introduced an Evans function machinery to study the stability of boundary layer
profiles: the parabolic approximation considered was in the form (1.2), in the case of an invertible
viscosity matrix B and of a non characteristic boundary (i.e. all the eigenvalues of Df(u) were
supposed to be different from zero). However, the analysis was extended in a series of paper ([35,
28, 29, 30]) to the boundary characteristic case and to very general parabolic approximations, with
non invertible viscosity matrices.
In [3] it was considered the family of initial-one-boundary value problems

uεt +A(u
ε)uεx = εu
ε
xx, x ∈ ]0, +∞[, t ∈ ]0,+∞[
uε(0, x) = u¯0(x), u
ε(t, 0) = u¯b(t),
it is proved the (global in time) convergence of approximated solutions and the stability and the
uniqueness of the limit. In [3] the boundary characteristic case was allowed (i.e. one characteristic
field was allowed to have speed close to that of the boundary) and the crucial tool in the proof of
the convergence and the stability is the introduction of a suitable decomposition of the gradient of
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the vanishing viscosity solution. Moreover, we underline that, as in [7], the systems considered were
not necessarily in conservation form.
In the present paper we will consider the vanishing viscosity approximation for the initial-two-
boundaries value problem:

uεt +A(u
ε)uεx = εu
ε
xx, x ∈ ]0, l[, t ∈ ]0,+∞[
uε(0, x) = u¯0(x),
uε(t, 0) = u¯b 0(t), u
ε(t, l) = u¯bl(t).
(1.3)
We will assume that A is in triangular form, i.e.
A(u) =

 λ1(u1) 0
g(u1, u2) λ2(u1, u2)

 , (1.4)
and sufficiently smooth in a compact neighborhood K of a fixed point u∗. Moreover, we assume A
to be uniformly strictly hyperbolic, in particular we assume that there exists a constant c > 0 (2c is
then the ”separation speed”) such that
λ1(u) < −c < 0 < c < λ2(u) ∀u ∈ K. (1.5)
The above condition means that the speed of the boundary (in our case 0) is strictly different from
the characteristic speeds of the two families of waves.
We denote with r1(u) the first eigenvector of A(u), corresponding to the eigenvalues λ1(u), and
with r2 the second one. Due to the particular structure of A, we normalize r1 and r2 as
〈(1, 0), r1(u)〉 = 1, r2 =
(
0
1
)
. (1.6)
The dual base of (r1(u), r2) is denoted by (ℓ1, ℓ2(u)).
We will assume that the initial data u¯0 and boundary data u¯b0, u¯bl have sufficiently small total
variation, i.e.
TotVar(u¯0), TotVar(u¯b 0), TotVar(u¯b l) ≤ δ1 (1.7)
for a suitable δ1 << 1. Moreover, since we will study boundary layers with small total variation, we
assume that there exists a value u∗ such that
‖u¯0 − u∗‖∞ ≤ δ1 ‖u¯b0 − u∗‖∞ ≤ δ1 ‖u¯b l − u∗‖∞ ≤ δ1. (1.8)
For technical reasons, we will also assume some stronger regularity: the boundary and initial data
will be sufficiently smooth and will satisfy
‖dju¯0/dxj‖L1 , ‖dju¯b 0/dtj‖L1 , ‖dj u¯b l/dtj‖L1 ≤M < +∞ j = 2, . . . n, (1.9)
for some n ∈ N and some large constant M . Some observations about the extension of our results
to the case of boundary and initial data with weaker regularity will be made in Remark 1.2.
We will denote by U 0, U b the set of functions u0, ub satisfying (1.7), (1.8), (1.9) in ]0, l[ or
]0,+∞[, respectively. We also define the sets D0 ⊆ L1(0, l), D b ⊆ L1loc(0, +∞) of functions such
that
TotVar
{
u¯0
} ≤ δ1, TotVar{u¯b} ≤ δ1, (1.10)
respectively.
Remark 1.1. The fact that we will consider only 2×2 triangular systems does not affect very deeply
the structure of the problem, but leads to some considerable simplification in the computations. In
particular, since the matrix A is in triangular form, we will see in Section 3 that the generalized
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eigenvector of the travelling wave profile of the second family is constant, and so it is the generalized
eigenvector of the boundary layer profile of the second family: such a feature simplifies the compu-
tation of source terms, which is performed in the Appendix A.2.1. Since also the expression itself of
the source terms is simpler, the consequent estimates, carried on in Section 4, are easier in the case
of a triangular system than in the general one.
We refer, instead, to Remark 1.2 for some considerations about the hypotheses of regularity we
have assumed.
The first theorem concerns the existence of a solution to the parabolic problem (1.3); moreover,
it ensures that such a solution satisfies stability estimates independent on ε.
Theorem 1.1. Suppose u¯0 ∈ U0, u¯b 0, u¯b l ∈ U b and A is of the form (1.4) and satisfies (1.5).
Then, for any ε > 0, the system (1.3) has a unique solution uε(t) defined for all t ≥ 0.
This solution depends Lipschitz continuously in L1 on the initial and boundary data: indeed, let
v¯0 ∈ U0, v¯b 0, v¯b l ∈ U b be the initial and boundary data of a solution vε(t) of (1.3). Then for some
constants L1 and L2, depending only on the matrix A and the bound on the initial and boundary
data δ1, the following holds:
‖vε(t)− uε(t)‖L1 ≤ L1
(
‖v¯0 − u¯0‖L1(0, l) + ‖v¯b0 − u¯b0‖L1(0,+∞) + ‖v¯bl − u¯bl‖L1(0,+∞)
)
+ L2
(
|t− s|+ |
√
t−√s|
)
.
(1.11)
The second theorem concerns the limit as ε→ 0+. Since we have a uniform bound on the total
variation, by Helly’s theorem there is a subsequence of uε converging in L1 to a limit function u(t)
on a countable dense set of times tn. By the stability estimate (1.11), the convergence is on the
whole R+.
However, different subsequences could a priori converge to different limits: we will actually prove
that the limit is unique and that moreover the semigroup property holds.
Theorem 1.2. As ε→ 0+, the sequence uε(t) of solutions of (1.3) converges to a unique function
u(t) for all t ≥ 0: we denote such a limit by
u(t) = pt[u¯0, u¯b 0, u¯b l].
This convergence defines a unique semigroup
S : [0, +∞]× U 0 × U b × U b → D 0 × U b × U b
(t, u0, ub 0, ub l) 7→
(
pt[u0, ub 0, ub l], ub 0( · + t), ub l( · + t)
)
(1.12)
which satisfies the following stability estimates in L1(0, l):∥∥∥pt[u¯0, u¯b 0, u¯b l]− ps[v¯0, v¯b 0, v¯b l]∥∥∥
L1
≤L1
(
‖v¯0 − u¯0‖L1(0, l) + ‖v¯b0 − u¯b0‖L1(0,+∞)
+ ‖v¯bl − u¯bl‖L1(0,+∞)
)
+ L2|t− s|,
(1.13)
for some constant L1, L2 depending only on A and on δ1.
Remark 1.2. By the stability estimate (1.13) the semigroup S defined by (1.12) can be extended
to initial and boundary data that satisfy much weaker regularity assumptions, i.e. u¯0 ∈ D0 and
u¯b 0, u¯b l ∈ D b. Indeed, let {ρk} be a sequence of regularizing kernels and let u¯0 ∈ D0. Then ρk ∗ u¯0,
ρk ∗ u¯b0 and ρk ∗ u¯b l are initial and boundary data that satisfy the hypothesis (1.9): they are smooth
and
‖d(ρk ∗ u¯0)/dx‖L1 ≤ TotVar
{
u¯0
} ≤ δ1 ‖d(ρk ∗ u¯b 0)/dx‖L1 ≤ δ1 ‖d(ρk ∗ u¯b l)/dx‖L1 ≤ δ1∥∥∥dj(ρk ∗ u¯0)/dxj∥∥L1 =
∥∥∥d((dj−1ρk/dxj−1) ∗ u¯0)/dx∥∥∥
L1
≤M(k, j)δ1 j = 1, . . . n∥∥∥dj(ρk ∗ u¯b 0)/dxj∥∥∥
L1
≤M(k, j)δ1
∥∥∥dj(ρk ∗ u¯0))/dxj∥∥∥
L1
≤M(k, j)δ1 j = 1, . . . n.
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The last estimates ensures that, for any fixed k, the L1 norm of the derivatives is finite: the bound
is not uniform with respect to k but, since the constant L1 in (1.13) does not depend on the bound
M in (1.9), it is enough to prove the extendibility of the semigroup to the whole domain D0. Indeed,
let uεk the sequence of solutions to the systems

(
uεk
)
t
+A(uεk)
(
uεk
)
x
= ε
(
uεk
)
xx
uεk(0, x) = ρk ∗ u¯0
uεk(t, 0) = ρk ∗ u¯b 0 uεk(t, l) = ρk ∗ u¯b l
Theorem 1.2 ensures that, for any k ∈ N and for any t ≥ 0, the sequence uεk(t) converges as ε→ 0+
to some limit function we will call uk(t). Then uk(t) is a Cauchy sequence since by (1.13)
‖uk(t)−uh(t)‖L1(0, l) ≤ L1
(
‖(ρk−ρh)∗u¯0‖L1(0, l)+‖(ρk−ρh)∗u¯b0‖L1(0,+∞)+‖(ρk−ρh)∗u¯b l‖L1(0,+∞)
)
.
The same estimate (1.13) ensures that the limit limk→+∞ uk(t) does not depend on the choice of
the sequence ρk and therefore the extension
pt[u¯0, u¯b 0, u¯b l] = lim
k→+∞
uk(t)
is well defined.
For simplicity, in the following we won’t prove that, if (u¯0, u¯b 0, u¯b l) belongs to D0×Db×Db but
not to U0 ×U b ×U b, then the solution of the system (1.3) converges as εn → 0+ to pt[u¯0, u¯b 0, u¯b l].
However, we will exploit the extendibility property described before, in particular in Section 6.1
we will consider the vanishing viscosity solution of the Riemann and of the boundary Riemann
problem, actually meaning the extension of the semigroup of the vanishing viscosity solution to
piecewise constant initial and boundary data.
The function u(t) = pt[u¯0, u¯b 0, u¯b l] is the vanishing viscosity solution to
ut +A(u)ux = 0. (1.14)
Note that it is not a weak solution, unless the system is conservative, but one can prove that it is a
viscosity solution, in the sense of [2]. In particular, we obtain that, for a.e. t, the limits
lim
x→0+
u(t, x) = u(t, 0+), lim
x→l−
u(t, x) = u(t, l−) (1.15)
and the boundary data u¯b 0(t), u¯b l(t) can be connected by boundary profiles, i.e. there exists a
solution of the boundary value problem{
A(v)vx = vxx, x ∈ ]0, +∞[
v(0) = u¯b 0(t), limx→+∞ v(x) = u(t, 0
+)
and
{
A(v)vx = vxx, x ∈ ]−∞, 0[
v(0) = u¯b l(t), limx→−∞ v(x) = u(t, l
−)
respectively. This means that the boundary datum u¯b 0 lies on the stable manifold of u(t, 0+), and
the boundary datum u¯b l lies on the unstable manifold of u(t, l
−).
The paper is organized as follows.
First of all we make a change of variables in (1.3): let u(x, t) := uε(x/ε, t/ε). Then (1.3) is
equivalent to the system 

ut +A(u)ux = uxx, x ∈ ]0, L[, t ∈ ]0,+∞[
u(0, x) = u0(x),
u(t, 0) = ub 0(t), u(t, L) = ubL(t)
(1.16)
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where L = l/ε, ub 0(t) = u¯b 0(t/ε), ubL(t) = u¯b l(t/ε), u0(x) = u¯0(x/ε). One can easily check that
TotVar
{
u¯b 0
}
= TotVar
{
ub 0
} ≤ δ1 TotVar{u¯b l} = TotVar(ubL) ≤ δ1
TotVar
{
u¯0
}
= TotVar
{
u0
} ≤ δ1.
Moreover, the derivatives of the boundary and initial data satisfy
‖dju0/dxj‖L1 , ‖djub 0/dtj‖L1 , ‖djubL/dtj‖L1 ≤Mεj−1 < δ1 j = 2, . . . n (1.17)
for ε small enough.
The crucial tool in the proof of the convergence of the solution of (1.16) as the scaling parameter
ε → 0+ is Helly’s theorem. One needs therefore to prove a uniform bound on the total variation,
independent on the length of the interval L and on the L1 norm of the boundary and initial data.
In Section 2 we prove a priori bounds on the solution of (1.16) that ensure the local existence and
smoothness of solution. Moreover, we will show that, as long as the total variation of the solution
remains small, the L1 norm of uxx is small too and the solution itself can be prolonged in time.
The proof is based on the following observation: (1.16) can be seen as a perturbed heat equation
and therefore one is led to introduce suitable convolution kernels. Since the technique used in this
section does not depend on the dimension of the solution u, we perform the computations for the
n× n system.
In Section 3 we introduce the crucial tool in the proof of the BV estimates: a suitable decompo-
sition of the gradient of the solution. In the boundary free case [7], the gradient ux is decomposed
along a suitable set of unit vectors r˜i, i = 1, . . . , n, which correspond to the tangent vectors of the
travelling wave profiles of
ut +A(u)ux = uxx.
In the single boundary case [3], instead, the gradient ux is decomposed along n travelling wave
profiles (the same as in the boundary free case) and along a boundary profile, i.e. a solution to the
stationary system
uxx = A(u)ux.
Such a boundary profile lays on a manifold whose dimension is related to the number of negative
eigenvalues of A(u), i.e. to the number of characteristic fields that leave the domain x > 0.
In our case, the basic idea is to split the part of the gradient due to the presence of the initial
datum from the part due to the boundary data: the first part will be decomposed along the same
tangent vectors r˜1, r˜2 to travelling wave profiles introduced in [7]. Moreover, following the same
ideas as in [3], in order to decompose the part of the gradient due to the boundary data we use
double boundary profiles, i.e. suitable solutions of the stationary system{
ux = p,
px = A(u)p.
(1.18)
In the linear case the two components of the system (1.18) are decoupled and one can show that
there is a solution of the boundary value problem

ux = p,
px = A(u)p,
u(0) = Ub 0, u(L) = UbL
(1.19)
with total variation uniformly bounded with respect to L.
In the general case, the idea is to emulate the linear case, using the center-stable manifold theorem
coupled with a contraction mapping argument: one finds that, provided the difference |Ub 0 − UbL|
is small, there is a solution of (1.19) with uniformly bounded total variation. Such a solution can be
seen as the sum of two components, one exponentially decreasing as x→ +∞, the other as x→ −∞:
we will denote by rˆ1 and rˆ2 the tangent vectors to the first and the second part respectively. It is
important to underline, however, that in the non linear case the two components are coupled: indeed,
one finds that λˆ1, the speed of exponential decay of the first component, depends also on the second
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component, and viceversa λˆ2 depends on the first component. The introduction of the generalized
eigenvalues λˆ1 and λˆ2 allows the equations satisfied by the components of the decomposition to be
exactly in conservation form.
The decomposition of the gradient along travelling waves profiles and double boundary layers
takes the form
ux = v1r˜1 + v2r˜2 + p1rˆ1 + p2rˆ2. (1.20)
In Section 3.1 we will show that, because of the triangular structure of the matrix A, the vector r˜2
and rˆ2 can be chosen to be identically equal to r2 = (0, 1) and λˆ1 is identically equal to λ1.
Note that (1.20) is a system of 2 equations in 4 unknowns: this allows some freedom in choosing
in the most suitable way the boundary and initial conditions. The precise expression of all the
boundary and Cauchy data we will impose on v1, v2, p1 and p2 can be found in Section 3.3, in the
following however we will sketch the crucial ideas involved in the choice of those conditions.
We need a preliminary observation: besides that in the choice of the boundary conditions, some
freedom is also allowed in the attribution of the source terms. Indeed, if one inserts (1.20) in the
system
ut +A(u)ux − uxx = 0
obtains the equations
v1t + (λ1v1)x − v1xx + p1t + (λ1p1)x − p1xx = 0
v2t + (λ2v2)x − v2xx + p2t + (λˆ2p2)x − p2xx = s˜1(t, x)
for some function s˜1 whose exact expression can be found in the Appendix A.2.1 and is not important
at the moment: however, it is crucial to observe that it is identically zero when the solution is exactly
a travelling wave or a double boundary profile. Moreover, in general such a source term is spread
on the whole interval ]0, L[: since p2, the part of the double boundary layer exponentially decaying
as x→ −∞, should be affected only by the datum in x = L, it seems reasonable to impose
v1t + (λ1v1)x − v1xx = 0 p1t + (λ1p1)x − p1xx = 0
v2t + (λ2v2)x − v2xx = s˜1(t, x) p2t + (λˆ2p2)x − p2xx = 0.
(1.21)
As regards the boundary and initial data we impose on the components p1, p2, v1 and v2, we first
observe that, since p1 and p2 are the components of ux along double boundary profiles, we don’t
want them to be influenced by the initial datum. Hence we impose
p1(0, x) ≡ 0 p2(0, x) ≡ 0.
Moreover, p1 is the exponential decreasing component of the boundary profile and hence it should
not be affected too much by the datum on the boundary x = L: more precisely, since the goal is
to establish a uniform bound on the L1 norm of p1, it seems reasonable to look for some boundary
condition that minimizes the increment of ‖p1‖L1(0, L) due to the datum on the boundary x = L.
An integration by parts ensures that
d
dt
∫ L
0
|p1(t, x)| ≤ |p1x − λ1p1|(t, L) + |p1x − λ1p1|(t, 0)
and therefore we will impose
|p1x − λ1p1|(t, L) ≡ 0
and, by analogous considerations,
|p2x − λˆ2p2|(t, 0) ≡ 0.
On the other hand, v1 and v2 are the components of ux along travelling profiles and therefore we
don’t want them to be strongly influenced by the presence of the boundary data. We observe that,
in the hyperbolic limit
ut +A(u)ux = 0,
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the waves of the first family go out from the domain through the boundary x = 0: we would like to
emulate such a behavior in the parabolic approximation. More precisely, since the aim is to show
a uniform bound on the L1 norm of v1, we look for some boundary condition that ensures that the
derivative of the wave in the parabolic approximation crosses the boundary, as in the hyperbolic
limit. To make the situation clearer, it is useful to consider the simple examples that follow: consider
the linear scalar equation
zt + λ
∗
1zx − zxx = 0 (1.22)
with some Dirichlet condition imposed on the boundaries x = 0 and x = L, for example
z(t, 0) ≡ 0, z(t, L) ≡ 1. (1.23)
Moreover, let zD(t, x) be a solution of (1.22) and (1.23): the initial condition is not important at
the moment, but suppose for simplicity that TotVar
{
zD(0, x)
}
= 1. For sure TotVar
{
zD(t)
} ≥ 1
and hence the derivative of zD cannot cross the boundary x = 0, or at least the loss of total variation
that occurs at x = 0 has to be compensated by an increase at x = L.
On the other hand, let zN(t, x) be a solution of (1.22) that satisfies a homogeneous Neumann
condition at x = 0, for example
zNx (t, 0) ≡ 0, zN(t, L) ≡ 1,
then an integration by parts ensures that
d
dt
∫ L
0
|zNx (t, x)|dx ≤ −|zNxx(t, 0)|,
and hence the total variation of zN is flowing out from the domain through the boundary x = 0.
Hence we are are led by the previous considerations to impose on the boundary x = 0 a homo-
geneous Dirichlet condition on the function v1, which corresponds to the derivative of a travelling
wave of the first family:
v1(t, 0) ≡ 0.
The considerations that motivate the choice
v2(t, L) ≡ 0
are completely analogous.
In Section 4 we exploit the decomposition (1.20) to prove that the total variation is uniformly
bounded by O(1)δ1. As we will see, the crucial point is to prove that, if TotVar
{
ux(σ)
} ≤ O(1)δ1
for all σ ≤ t, then it holds an estimate of order two on the integrals of the source term:∫ t
0
∫ L
0
|s˜1(σ, x)|dxdσ ≤ O(1)δ21 . (1.24)
To show (1.24) we will basically deal with each of the term that appear in the expression of s˜1
separately. Some of the estimates are based on the same techniques described in [7]: in particular
we will use the interaction, area and length functional introduced in the boundary free case. Some
estimates, on the other hand, require quite long computations and can be found in the appendix.
In Section 5 we will prove the stability of the vanishing viscosity approximation with respect to
L1 perturbations. More precisely, let u0, ub 0, ubL and v0, vb 0, vb L be the initial and boundary
data of two solutions u and v of problem (1.16): we will show that there exists a constant L1 such
that
‖u(t)− v(t)‖L1(0,L) ≤ L1
(
‖u0 − v0‖L1(0, L) + ‖ub0 − vb0‖L1(0, t) + ‖ubL − vbL‖L1(0, t)
)
.
Moreover, one has also stability with respect to time: if u is a solution to (1.16) then
‖u(t)− u(s)‖L1 ≤ L2
(|t− s|+ |√t−√s|)
8
for a suitable constant L2. We will see that the constants L1 and L2 depend uniquely on the matrix
A and on the bound δ1 on the total variation of the initial and boundary data. We will actually give
just a sketch of the proof of the stability, since we will show that one can employ the same tools
used to prove the BV estimates and repeat with minor changes the computations of Section 4.
One can then get back to the solution uε of the original problem (1.3) and obtain that for all
ε > 0 it satisfies
TotVar
{
uε(t)
} ≤ O(1)δ1 ∀ t > 0 ‖uε(t)− u∗‖∞ ≤ O(1)δ1 ∀ t > 0
‖uε(t)− vε(t)‖L1(0, L) ≤ L1
(‖u¯0 − v¯0‖L1(0, L) + ‖u¯b0 − v¯b0‖L1(0, t) + ‖u¯b0 − v¯bL‖L1(0, t))
‖uε(t)− uε(s)‖L1 ≤ L2
(|t− s|+√ε |√t−√s|).
(1.25)
In the last estimate, u¯0, u¯b0 u¯bL and v¯0, v¯b0 v¯bL are the initial and boundary data for two solutions
uε and vε of (1.3).
The uniform bound on the total variation of the solutions uε of (1.3) ensures that for any
(u¯0, u¯b 0, u¯b l) ∈ U 0 × U b × U b, for any t > 0 and εn → 0+ there is a subsequence εnk such that
uεnk (t) converges in L1(0, l) to some limit function we will denote by pt[u¯0, u¯b 0, u¯b l]. Letting ε→ 0+
in (1.25) one finds that the limit satisfies the stability estimate
∥∥∥pt[u¯0, u¯b 0, u¯b l]− ps[v¯0, v¯b 0, v¯b l]∥∥∥
L1
≤L1
(
‖v¯0 − u¯0‖L1(0, l) + ‖v¯b0 − u¯b0‖L1(0,+∞)
+ ‖v¯bl − u¯bl‖L1(0,+∞)
)
+ L2|t− s|.
(1.26)
By a standard diagonalization procedure one can show that there is a subsequence that converges
for any rational time t and for any (u¯0, u¯b 0, u¯b l) in a countable dense set of U0×U b×U b; the density
is here intended in the L1 norm. Then by the estimate (1.26) pt[u¯0, u¯b 0, u¯b l] must be defined on
close sets of times and boundary and initial data. Hence pt[u¯0, u¯b 0, u¯b l] is defined for any t ≥ 0 and
for all (u¯0, u¯b 0, u¯b l) ∈ U 0 × U b × U b.
One can actually check that the operator
S : [0, +∞]× U 0 × U b × U b → D 0 × U b × U b
(t, u¯0, u¯b 0, u¯b l) 7→
(
pt[u¯0, u¯b 0, u¯b l], u¯b 0( · + t), u¯b l( · + t)
)
satisfies the semigroup property
To complete the proof of Theorem 1.2 one is therefore left to show the uniqueness of the semigroup
of vanishing viscosity solutions: indeed, different sequences uεn(t), uνn(t) could a priori converge to
different limits.
The proof of the uniqueness of the vanishing viscosity limit can be found in Section 6.4 and,
following the same ideas as in [7], the crucial step will be to show that the semigroup defined via
vanishing viscosity approximation is actually a viscosity solution in the sense of [2].
We refer to Section 6.4 for the precise statement, here however we underline that the definition
of viscosity solution is based on local estimates that ensure, roughly speaking, a ”good behavior” in
comparison with the solutions of a suitable Riemann problem and of a suitable linear problem.
The notion of viscosity solution was first described in the conservative boundary free case in
[10] and was strictly connected to the definition of Standard Riemann Semigroup (SRS) that was
introduced in the same paper. For completeness, we recall here that a SRS is Lipschitz continuous
with respect to the L1 norm and in the case of piecewise constant initial data locally coincides with
the standard Riemann solver defined by Lax in [26]. In [10] it is proved that if a SRS semigroup
exists, then it necessarily coincides with the wave-front tracking limit and with the viscosity solution.
One of the main advantages one gains introducing the notion of viscosity solution is therefore the
characterization of global behaviors through local ones.
The definition of SRS semigroup and of viscosity solution was extended to conservative boundary
value problems in [2]. Moreover, in the same paper it was proved that, also in the case of an initial-
boundary value problem, if a SRS exist then it necessarily coincides with the wave-front tracking
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limit and with the viscosity solution. Hence the uniqueness of the SRS semigroup comes from the
uniqueness of the wave-front tracking limit, proved in [20].
From the previous works it is clear that a crucial step in the definition of viscosity solution is
the description of the Riemann solver and of the boundary Riemann solver.
As mentioned before, a solution of the Riemann problem in the boundary free case was introduced
by Lax ([26]) for conservative systems in the case of linearly degenerate or genuinely non linear
fields. Such a definition was then extended by Liu ([27]) to very general conservative systems. The
characterization of the Riemann solver for non conservative systems was introduced in [7], where it
was also proved the effective convergence of the vanishing viscosity solutions and it was extended in
the natural way the notion of SRS and of viscosity solution.
As concerns boundary Riemann solvers, a solution of the initial boundary value problem

ut +A(u)ux = 0
u(t, 0) ≡ u¯b u(0, x) ≡ u¯0,
(1.27)
was proposed in [21] in the case of systems in conservation form with only linearly degenerate
or genuinely non linear fields: such a boundary Riemann solver is in general different from the
one defined by the vanishing viscosity limit (some more precise considerations can be found in
Remark 6.1). On the other side, in [25, 31, 1] and [2] it was considered a quite general boundary
condition, which turns out to be compatible with the one defined by the limit of vanishing viscosity
approximations: we refer again to Remark 6.1 for a more precise statement. We underline, moreover,
that a study of the boundary conditions defined by the limit of the general parabolic approximation
uεt + f(u
ε)x = ε
(
B(uε)uεx
)
x
can be found in [23, 22, 28, 35, 29, 30] in the case of systems in conservation form. Finally, the
Riemann solver for boundary value problems non necessarily in conservation form was first described
in [3]; in this paper it was also extended in the natural way the notion of SRS and of viscosity solution.
In Section 6.1 we will describe the Riemann solver and the boundary Riemann solver defined
by the vanishing viscosity limit, which however have an interest in their own. The problem dealt
with is actually a particular case of the one solved in [3], where also the characteristic case was
considered, but since the reduction to our case is not completely trivial, we will describe it explicitly.
In particular, we will consider the vanishing viscosity solution of the boundary Riemann problem
(1.27). Let u(0+) = limx→0+ u(t, x) be the trace of the solution on the axis x = 0, which does not
depend on time since the solution u is self-similar. We will show that there exists a solution of the
ODE
A(U)Ux = Uxx (1.28)
such that
U(0) = u¯b, lim
x→+∞
U(x) = u(0+).
In other words, the boundary datum u¯b does not necessarily coincide with the trace u(0
+), but it
certainly lays on the stable manifold of u(0+) with respect to the ODE (1.28).
Remark 1.3. The fact that the bounds on the total variation are uniform with respect to the length
L of the interval implies that, for any fixed ε > 0, one can let L → +∞ in (1.16). Hence, coming
back to the original system (1.3) one finds that also the solutions of

uεt +A(u
ε)uεx = εu
ε
xx, x ∈ ]0, +∞[, t ∈ ]0,+∞[
uε(0, x) = u¯0(x)
uε(t, 0) = u¯b 0(t)
have total variation uniformly bounded with respect to ε.
Hence the analysis of the vanishing viscosity approximations of the initial-one-boundary value
problem can be deduced as a limit case from the study of the two boundaries case.
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2 Parabolic estimates
In this section we will find a representation formula for the solution to (1.16)

ut +A(u)ux = uxx, x ∈ ]0, L[, t ∈ ]0, +∞[
u(0, x) = u0(x),
u(t, 0) = ub 0(t), u(t, L) = ubL(t)
(2.1)
with initial and boundary data satisfying (1.7), (1.8) and (1.9). The aim is to prove that the solution
of (2.1) is regular and that the L1 norm of the second derivative ‖uxx(t)‖L1(0,L) is bounded, as soon
as the total variation of u(t) remains small. We will regard (2.1) as a perturbation of the linear
parabolic system with constant coefficients
ut +A
∗ux − uxx = 0. (2.2)
Here and in the following we will assume A∗ = A(u∗) and λ∗i = λi(u
∗).
2.1 The convolution kernels
The fundamental step is to study the equation (4.1) in the scalar case, because the Green kernel for
the general vector case (2.2) follows by using the base of eigenvectors of A∗. Thanks to the linearity,
we split the Green kernel of the equation
zt + λ
∗
i zx − zxx = 0 (2.3)
into 3 parts:
1. ∆λ
∗
i (t, x, y) is the solution of (2.3) with zero boundary conditions and initial condition
∆λ
∗
i (0, x, y) = δy y ∈ ]0, L[ .
This function is given by
∆λ
∗
i (t, x, y) =
(m=+∞∑
m=−∞
G(t, x + 2mL− y)−G(t, x+ 2mL+ y)
)
φλ
∗
i (t, x, y), (2.4)
where G(t, x) =
(
e−x
2/4t
)
/2
√
πt is the standard heat kernel and
φλ
∗
i (t, x, y) = exp
(
λ∗i
2
(x− y)− (λ
∗
i )
2
4
t
)
.
2. Jλ
∗
i
0(t, x) is the solution of (2.3)) with zero initial datum and boundary conditions
Jλ
∗
i
0(t, 0) = 1 Jλ
∗
i
0(t, L) = 0. (2.5)
It follows that
Jλ
∗
i
0(t, x) = A exp
(
λ∗i x
)
+B −
∫ L
0
∆λ
∗
i (t, x, y)
(
A exp
(
λ∗i y
)
+B
)
dy, (2.6)
with
A = − 1
eλ
∗
i
L − 1 B =
eλ
∗
i
L
eλ∗L − 1 .
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3. Jλ
∗
i
L(t, x) is the solution of (2.3) with zero Cauchy datum and boundary conditions
Jλ
∗
i
L(t, 0) = 0 Jλ
∗
i
L(t, L) = 1 (2.7)
and it is given by
Jλ
∗
i
L(t, x) = C exp
(
λ∗i x
)
+D −
∫ L
0
∆λ∗(t, x, y)
(
C exp
(
λ∗i y
)
+D
)
dy, (2.8)
where
C =
1
eλ∗L − 1 D = A = −
1
eλ∗L − 1 .
Note that all the coefficients A, B, C, D remain bounded as L → +∞. Moreover, one can ap-
ply the maximum principle and, via a comparison with the constant solutions, finds that 0 ≤
Jλ
∗
i
0(t, x), Jλ
∗
i
L(t, x) ≤ 1. Hence the integrals∫ T
0
Jλ
∗
i
0(t, x)v′(t)dt
∫ T
0
Jλ
∗
i
0(t, x)v′(t)dt
are well defined for every function v(t) ∈ BV (0, +∞) and for every T .
In the following, we will also need a further convolution kernel ∆˜λ
∗
i (t, x, y) such that
∆˜
λ∗
i
y (t, x, y) + ∆
λ∗
i
x (t, x, y) = 0,
i.e.
∆˜λ
∗
i (t, x, y) =
∫ L
y
∆
λ∗
i
x (t, x, z)dz. (2.9)
To get the previous formula we have arbitrarily imposed ∆˜λ
∗
i (t, x, L) = 0.
Note that ∆˜λ
∗
i (t, x, 0) is the derivative with respect to x of a function z(t, x) which satisfies
z(t, x) + Jλ
∗
i
0(t, x) + Jλ
∗
i
L(t, x) = 1.
Hence,
∆˜λ
∗
i (t, x, 0) + J
λ∗
i
0
x (t, x) + J
λ∗
i
L
x (t, x) = 0. (2.10)
The following proposition provides some basic estimates on the convolution kernels we will need
later.
Proposition 2.1. The convolution kernel ∆λ
∗
i satisfies
‖∆λ∗i (t, y)‖L1 ≤ O(1) ‖∆λ
∗
i
x (t, y)‖L1 ≤ O(1)/
√
t ∀ t < 1, y ∈]0, L[ . (2.11)
The following estimates hold for the boundary kernels Jλ
∗
i
0, Jλ
∗
i
L:
0 ≤ Jλ∗i 0(t, x), Jλ∗i L(t, x) ≤ 1 ∀ t ≥ 0, x ∈]0, L[
‖Jλ∗i 0x (t)‖L1 , ‖Jλ
∗
i
L
x (t)‖L1 ≤ O(1) ∀ 0 < t < 1,
‖Jλ∗i 0xx (t)‖L1 , ‖Jλ
∗
i
L
xx (t)‖L1 ≤ O(1)/
√
t ∀ 0 < t < 1.
(2.12)
The auxiliary convolution kernel ∆˜λ
∗
i satisfies estimates analogous to those of ∆λ
∗
i :
‖∆˜λ∗i (t, y)‖L1 ≤ O(1) ‖∆˜λ
∗
i
x (t, y)‖L1 ≤ O(1)/
√
t ∀ 0 < t < 1, y ∈ ]0, L[ . (2.13)
The proof of the proposition can be found in the Appendix A.1.1.
Now we are ready to deal with the vector case. Let r∗i , l
∗
i i = 1, 2 be respectively the left and
the right eigenvectors of A∗ = A(u∗). We define the matrix kernels
∆∗ :=
∑2
i=1∆
λ∗
i r∗i ⊗ l∗i , ∆˜∗ :=
∑2
i=1 ∆˜
λ∗
i r∗i ⊗ l∗i ,
J ∗ 0 :=
∑2
i=1 J
λ∗
i
0r∗i ⊗ l∗i , J ∗L :=
∑2
i=1 J
λ∗
i
Lr∗i ⊗ l∗i .
(2.14)
By construction these are the matrix kernels for the initial data corresponding to the cases 1, 2 and
3 considered above (equations (2.4), (2.5) and (2.7) respectively).
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2.2 Parabolic estimates
The solution of equation (2.1) can be written as
u(t, x) =
∫ L
0
∆∗(t, x, y)u0(y)dy + u0(0)J
∗ 0(t, x) +
∫ t
0
J ∗ 0(t− s, x)u′b0(s)ds+ u0(L)J ∗L(t, x)
+
∫ t
0
J ∗L(t− s, x)u′bL(s)ds+
∫ t
0
∫ L
0
∆∗(t− s, x, y)(A∗ −A(u))uy(s, y)dyds,
(2.15)
and therefore, recalling (2.10) and integrating by parts,
ux(t, x) =
∫ L
0
∆˜∗(t, x, y)u′0(y)dy +
∫ t
0
J ∗ 0x (t− s, x)u′b0(s)ds+
∫ t
0
J ∗Lx (t− s, x)u′bL(s)ds
+
∫ t
0
∫ L
0
∆˜∗(t− s, x, y)
((
A∗ −A(u)
)
uyy −DA(u)
(
uy ⊗ uy
))
(s, y)dyds
+ J ∗Lx (t, x)
(
u0(L)− u0(0)
)− ∫ t
0
(
J ∗ 0x + J
∗L
x
)
(t− s, x)(A∗ −A(u))ux(s, 0)ds.
(2.16)
From the previous expression we immediately have that, as long as it can be prolonged, the solution is
regular. Moreover, the local existence of a solution of equation (2.1) follows from the representation
formulas (2.15) and (2.16) via the contraction map theorem.
We can now use the representation (2.16) to prove the following proposition.
Proposition 2.2. If ‖ux(t)‖L1 ≤ O(1)δ1 for all t ∈ [0, 1], then
‖uxx(t)‖L1 ≤
O(1)δ1√
t
∀ t ∈ [0, 1].
Proof. From (2.16) we get
uxx(t, x) =
∫ L
0
∆˜∗x(t, x, y)u
′
0(y)dy +
∫ t
0
J ∗ 0xx (t− s, x)u′b0(s)ds+
∫ t
0
J ∗Lxx (t− s, x)u′bL(s)ds
+
∫ t
0
∫ L
0
∆˜∗x(t− s, x, y)
((
A∗ −A(u)
)
uyy −DA(u)
(
uy ⊗ uy
))
(s, y)dyds
+ J ∗Lxx (t, x)
(
u0(L)− u0(0)
)− ∫ t
0
(
J ∗ 0xx + J
∗L
xx
)
(t− s, x)
(
A∗ −A(u)
)
ux(s, 0)ds.
(2.17)
The previous representation formula shows that the function t 7→ ‖uxx(t)‖L1 is continuous.
We claim that there is a constant C independent from L such that
‖uxx(t)‖L1 ≤
Cδ1√
t
∀ t < 1.
Indeed, for a fixed large constant C, define
τ = inf
{
t : ‖uxx(t)‖L1 ≥
C√
t
δ1
}
.
The time τ is strictly bigger than 0 if C is sufficiently large, since by hypothesis ‖u′′0‖L1 is finite.
Moreover, one has ‖uxx(τ)‖L1 = Cδ1/
√
τ thanks to the continuity of the map t 7→ ‖uxx(t)‖L1 .
From (2.17) it follows that
‖uxx(τ)‖L1 =
C√
τ
δ1 ≤ ‖∆∗x(τ)‖L1 ‖u′0‖L1 +O(1)δ1
∫ τ
0
‖uyy(s)‖L1 ‖∆∗x(τ − s)‖L1ds+ 2δ1
∫ τ
0
O(1)√
τ − s ds
+
O(1)√
τ
δ1 + 2δ
2
1
∫ t
0
O(1)C√
s(τ − s) ds
≤ 2O(1)δ1√
τ
+ 2O(1)Cδ21 + 2O(1)
√
τδ1,
which is a contradiction if C is large enough and δ1 sufficiently small. In the previous estimate we
have used the bounds
‖u′b 0‖L∞ ≤ ‖u′′b0‖L1 ≤ δ1
∫ τ
0
1√
s(τ − s) ds = π.
If t > 1 and ‖ux(s)‖L1 ≤ O(1)δ1 for any s ∈ [0, t] , we can apply the previous proposition to the
interval [t− 1, t] and obtain
‖uxx(t)‖L1 ≤ O(1)δ1 t ≥ 1.
Since the derivative ux is regular, this implies in particular that, if ‖ux(s)‖L1 ≤ O(1)δ1 for any s ≤ t,
then ‖ux(t)‖L∞ ≤ O(1)δ1 if t ≥ 1: in other words, as long as ux remains small in the L1 norm, it
remains small in the L∞ norm too.
3 Gradient decomposition
3.1 Double boundary layers and travelling waves
In this section we will introduce a suitable decomposition of the gradient of the solution to (1.16),

ut +A(u)ux = uxx, x ∈ ]0, L[, t ∈ ]0,+∞[
u(0, x) = u0(x),
u(t, 0) = ub 0(t), u(t, L) = ubL(t).
We will employ a decomposition in the form
ux = v1r˜1 + v2r˜2 + p1rˆ1 + p2rˆ2, (3.1)
where the first two terms correspond to derivatives of travelling waves and the last two correspond
to the derivative of a double boundary profile. More precisely, p1 is the part of the double boundary
profile exponentially decaying as x→ +∞, p2 is the part exponentially decaying as x→ −∞.
The principal results of this section are the construction of the vectors rˆ1, rˆ2, the description of
a decomposition of ux in the form (3.1), the computations of the equations for the 4 components
v1, v2, p1, p2 and finally the choice of the boundary conditions for the same components. In the
description of the decomposition we will focus mainly on the construction of the double boundary
profiles, because the construction of the travelling wave profiles follows the same steps as in [7].
The construction of the double boundary profile is based on the following idea: in the linear case,
one finds that there is a solution of the boundary value problem

ux = p,
px = A(u)p,
u(0) = Ub 0, u(L) = UbL
(3.2)
and such a solution is the sum two components: one exponentially decaying as x→ +∞, the other
as x → −∞. Moreover, when the length L is very large the solution has the behavior illustrated
in figure 2 (on the left): it is very steep near the boundary x = 0 because of the presence of the
exponentially decreasing component, then it is almost horizontal in a large interval and then it is
steep again near the boundary x = L because of the presence of the exponential decreasing part.
The idea is to try to simulate such a spatial behavior also in the non linear case: in this way, when
L is large enough the derivative of the double boundary profile is concentrated near the boundaries
x = 0 and x = L and therefore there is essentially no interaction with the travelling wave profiles
inside the domain. This behavior is the same one observes in the hyperbolic limit, where in ]0, L[ the
solution is generated only by travelling wave profiles. We will find out that, if |Ub 0 − UbL| is small
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enough, then there exists indeed a solution of the boundary value problem (3.2) with the behavior
illustrated in figure 2.
In this way, we construct the functions p1rˆ1(u, p1) and p2rˆ2(u, p2): however, since the decom-
position (3.1) is a 2-dimensional vector equation in 4 scalar unknowns, we have some freedom in
assigning the initial and boundary data for v1, v2, p1 and p2. The detailed description of the bound-
ary conditions can be found in Section 3.3, but the crucial idea is to impose some conditions that
allow the component p1 and p2 to behave like the derivative of a double boundary layer, and thus
to be independent from the choice of the initial datum and to be concentrated near the boundary
x = 0 or x = L, respectively. On the other hand, we want to impose some conditions on the compo-
nents v1 and v2 that forces them to behave like the derivative of waves in the hyperbolic limit, thus
flowing out from the domain through the boundary x = 0 (waves of the first family) or through the
boundary x = L (waves of the second family).
Moreover, we have also some freedom in assigning the source terms, as it will be clear in Section
3.2: again the basic idea we will follow is that p2, which corresponds to the component of the double
boundary profile exponential decaying as x→ +∞, should be affected only by the datum in x = L.
Since in general the source term are spread on the whole interval ]0, L[, we will impose that the
equation for p2 has no source term.
3.1.1 Double boundary profiles
As a first step, we characterize the solutions of the system{
ux = p
px = A(u)p
(3.3)
that converge with exponential decay to some value (u¯, 0) with u¯ in a small enough neighborhood
of the value u∗ defined by the relation (1.8). Since (u∗, 0) is an equilibrium point, we can consider
the linearized system, whose center and stable subspaces are given by
V c = {p = 0}, V s = span〈r1(u∗)〉, V u = span〈r2(u∗)〉.
Let (p1, p2) be the coordinates of p with respect to the base defined by the eigenvalues r1(u
∗)
and r2(u
∗) of A(u∗): thanks to the center-stable manifold theorem, there exists a regular function
φ : {(u, p1) : |u− u∗|, |p1| ≤ ε} ⊆ V c ⊕ V s → R
(u, p1) 7→ p2 = φ(u, p1),
which parameterizes the solutions of (3.3) that do not blow up exponentially for x → +∞. In
our case, one can see that this manifold is made by the orbits which converge for x → +∞ to an
equilibrium (u¯, 0), with u¯ close to u∗ (figure 1). In particular this manifold is unique.
The dimension of this manifold is dimV c + dimV s, i.e. 3 in our case. Since p1 = 0 implies
p2 = φ(u, p1) = 0, we can set φ(u, p1) = p1h(u, p1) and Mcs can be described by the following
condition:
p = p1r1(u
∗) + p1h(u, p1)r2(u
∗) = p1
(
1
f(u, p1)
)
:= p1rˆ1(u, p1).
Inserting the previous expression in the system (3.3), one obtains
A(u)p1rˆ1 =
(
p1rˆ1
)
x
= p1xrˆ1 + (p1)
2Drˆ1rˆ1 + p1p1xrˆ1 p.
Let ℓ1 = (1, 0): if we multiply the previous expression by ℓ1 we obtain, since A is triangular,
λ1p1 = p1x,
and hence
A(u)p1rˆ1 = λ1p1rˆ1 + (p1)
2Drˆ1rˆ1 + λ1p
2
1rˆ1 p. (3.4)
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Figure 1: the center-stable manifold Mcs and the center-unstable manifold Mcu with orbits expo-
nentially decaying to an equilibrium point as x→ +∞ or x→ −∞, respectively
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It follows that
rˆ1(u, 0) = r1(u) ∀ u,
and therefore
|rˆ1(u, p1)− r1(u)| ≤ O(1)|p1|.
In a similar way one can also define a regular, 3-dimensional center-unstable manifold Mcu
containing all the orbits that as x→ −∞ converge with exponential decay to some point (u¯, 0) with
u¯ close to u∗. The manifold is parameterized by V c⊕V u; moreover, since the matrix A is triangular,
one can choose
rˆ2 ≡ r2(u) ≡
(
0
1
)
.
The manifold Mcu is thus described by the relation p = p2r2.
As a second step, we show that the functions p1rˆ1 and p2r2 indeed allow us to construct a solution
of the two-boundaries value problem{
zxx = A(z)zx,
z(0) = Ub 0 z(L) = UbL
(3.5)
Decomposing zx as
zx = p1rˆ1(z, p1) + p2r2
and using the relation (3.4), we obtain the system

zx = p1rˆ1(z, p1) + p2r2,
p1x = λ1(z)p1,
p2x = λˆ2(z, p1)p2
(3.6)
where we have defined
λˆ2(u, p1) := λ2(u)− p1〈ℓˆ2, Drˆ1r2〉, (3.7)
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Figure 2: the graphic and the orbit of a double boundary layer when the length L of the interval is
large
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where the vector ℓˆ2 satisfies 〈ℓˆ2, rˆ1〉 = 0 and 〈ℓˆ2, r2〉 = 1. Hence, while in the linear case the two
components of the solution of the system (3.5) are decoupled, in the general case there is a coupling
in the equation of z, and in the choice of λˆ2, which is in some sense the effective eigenvalue for p2.
Note that ∣∣λˆ2(u, p1)− λ2(u)∣∣ ≤ O(1)p1. (3.8)
An application of contraction principle ensures that, if |Ub 0−Ub L| ≤ δ1 for a small enough δ1, then
the above system with boundary data z(0) = Ub 0, z(L) = UbL has a unique solution. Moreover,
one also finds that
∣∣λˆ2(u, p1)− λ(u)∣∣ ≤ O(1)δ1.
Since λ1 < 0, λˆ2 > 0 for δ1 ≪ 1, we obtain that p1 is exponentially decaying, while p2 is
exponentially increasing. We can thus figure the double boundary profile as follows (figure 2): when
the length L of the interval is very large, the solution will be steep near zero, because in that region
p1 varies exponentially fast. Then it will be almost horizontal for a long interval and becomes again
very steep in a left neighborhood of x = L, because p2 increases exponentially.
3.1.2 Travelling waves
We refer to [7] for an exhaustive account of the analysis that allow the definition of the decomposition
along travelling waves: here we will only recall for completeness the crucial steps.
Consider the system 

ux = p
px =
(
A(u)− σI)p
σx = 0
(3.9)
and an equilibrium point (u∗, 0, λi(u
∗)). The center manifold theorem ensures that the center space
V c =
{
p = 0
}
parameterizes a center manifoldMc. This manifold contains all the solutions of (3.9)
that do not diverge exponentially neither as x→ −∞ nor as x→ +∞.
It can be shown that the center manifoldMc around the equilibrium (u∗, 0, λi(u∗)) is described
by a function vir˜i(u, vi, σi). Since A is triangular, one can take
r˜1(u, v1, σ1) =
(
1
m(u, v1, σ1)
)
, r˜2(u, v2, σ2) ≡
(
0
1
)
,
for some suitable function m (in general different from the function f in the vector rˆ1). One can
moreover show that the following equations hold:
A(u)r˜1 = λ1r˜1 + v1Dr˜1r˜1 + v1(λ1 − σ1)r˜1v ,
r˜1(u, 0, σ1) = r1(u) ∀u, σ1, |r˜(u, v1, σ1)− r1(u)| = O(1)v1, r˜1 σ = O(1)v1.
Here and in the following we will denote by (ℓ1, ℓ˜2) the dual base of (r˜1, r2).
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3.1.3 Gradient decomposition
We set

ux = v1r˜1(u, v1, σ1) + v2r2 + p1rˆ1(u, p1) + p2r2
ut = w1r˜1(u, v1, σ1) + w2r2
σ1 = λ1(u
∗)− θ
(
w1
v1
+ λ1(u
∗)
)
. (3.10)
The function θ is here and in the following an odd cutoff such that
θ(s) =


s if |s| ≤ δˆ
0 if |s| ≥ 3δˆ
smooth connection if δˆ ≤ s ≤ 3δˆ
δ1 << δˆ ≤ 1
3
. (3.11)
The choice of the speed σ follows from the analysis of the boundary free case, [7].
Note that (3.10) is a system of 4 equations in 6 unknowns: as we underlined in the introduction,
this will allow some freedom in choosing the boundary conditions for vi, i = 1, 2 and pi, i = 1, 2.
More precisely, we will proceed as follows.
1. We will insert (3.10) in the parabolic equation (1.16). This will generate a system of 4 equations
in 6 unknown.
2. We will obtain the equations for vi, wi, pi, i = 1, 2 by assigning in a suitable way the terms
obtained.
3. We will impose boundary and initial conditions on each of the 6 equations obtained. This
procedure selects one and only one solution for each of those equations.
The decomposition (3.10) is thus complete. We observe that the idea is to let the equations to choose
the components in the decomposition, by only imposing reasonable initial-boundary conditions and
by assigning carefully the terms obtained by inserting (3.10) in the system (1.16).
3.2 The equations satisfied by vi, pi, wi i = 1, 2
These equations are obtained via the computations in Appendix A.2.1: inserting the components
vi, pi wi, i = 1, 2 in the equation
ut +A(u)ux − uxx = 0,
we find
v1t + (λ1v1)x − v1xx + p1t + (λ1p1)x − p1xx = 0
v2t + (λ2v2)x − v2xx + p2t + (λˆ2p2)x − p2xx = s˜1(t, x)
w1t + (λ1w1)x − w1xx = 0
w2t + (λ2w2)x − w2xx = s˜2(t, x)
for some function s˜i(t, x) i = 1, 2 whose explicit expression can be found in the appendix. Moreover,
as it is shown in the Appendix A.2.1, from the equation
ut = uxx −A(u)ux
one gets the relations
w1 = v1x − λ1v1 + p1x − λ1p1
w2 = v2x − λ2v2 + p2x − λˆ2p2 + e(t, x)
(3.12)
for a suitable error term e(t, x). The following Proposition (whose proof can be found in the
Appendix A.2.2) gives the form of the source terms:
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Proposition 3.1. The following estimate holds:
|s˜1(t, x)|, |s˜2(t, x)|, |e(t, x)| ≤ O(1)
{∑
i6=j
[
|vi|
(
|vj |+ |vjx|+ |wj |+ |wjx|
)
+ |wi|
(
|wj |+ |vjx|
)]
+
∑
i, j
(
|pi|+ |pix|
)(
|vj |+ |vjx|+ |wj |+ |wjx|
)
+ |p1x − λ1p1|
(
|p1x|+ |p2|
)
+
∣∣∣w1v1x − v1w1x∣∣∣+ v21
∣∣∣∣
(
w1
v1
)
x
∣∣∣∣
2
χ{|w1|≤δ1|v1|} + |w1 + σ1v1|
(
|v1|+ |v1x|+ |w1|+ |w1x|
)}
.
(3.13)
Following the denomination of [3], we will denote the above terms as follows:
1. interaction between waves of family 1 and family 2∑
i6=j
|vi|
(
|vj |+ |vjx|+ |wj |+ |wjx|
)
+ |wi|
(
|wj |+ |vjx|
)
;
2. interaction of travelling waves with boundary profiles∑
i, j
(
|pi|+ |pix|
)(
|vj |+ |vjx|+ |wj |+ |wjx|
)
;
3. interaction among boundary profiles
|p1x − λ1p1|
(
|p1x|+ |p2|
)
;
4. σ1 is not constant
|w1v1x − v1w1x|+ v21
∣∣∣∣
(
w1
v1
)
x
∣∣∣∣
2
χ{|w1|≤δ1|v1|};
5. the cutoff function θ is active
|w1 + σ1v1|
(
|v1|+ |v1x|+ |w1|+ |w1x|
)
.
Since the component p2 of the boundary profile should remain close to the boundary x = L, and the
source s˜1 is in general spread in the whole interval [0, L], we split the previous expression as follows:
v1t + (λ1v1)x − v1xx = 0 p1t + (λ1p1)x − p1xx = 0
v2t + (λ2v2)x − v2xx = s˜1(t, x) p2t + (λˆ2p2)x − p2xx = 0
3.3 Boundary conditions
To conclude the characterization of the equations satisfied by vi, pi, wi, we have to assign the
boundary conditions. The basic idea is that each component vi, pi, i = 1, should behave like
a travelling wave or a boundary profile, respectively. More precisely, we can make the following
observations:
1) In order to behave like a double boundary profile, p1 and p2 should be independent from the
initial datum, hence we are led to impose
p1(0, x) ≡ 0, p2(0, x) ≡ 0.
It follows that the initial data for v1 and v2 are given by
v1(0, x) = 〈ℓ1, u′0(x)〉 v2(0, x) = 〈ℓ˜2, u′0(x)〉.
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2) To emulate the behavior observed in the hyperbolic limit, the waves of the first family should
disappear when hitting the boundary x = 0, and the waves of the second family should disappear at
x = L. To understand what kind of boundary condition it is convenient to impose, one can observe
that an integration by parts leads to
d
dt
∫ L
0
|v1(t, x)|dx =
∫ L
0
signv1
(
v1x − λ1v1
)
x
dx
=
∫ L
0
δv=0(v1x − λ1v1)dx +
[
signv1(v1x − λ1v1)
]L
0
≤
[
signv1(v1x − λ1v1)
]L
0
,
d
dt
∫ L
0
|v2(t, x)|dx ≤
∫ t
0
∫ L
0
|s˜1(s, x)|dsdx +
[
signv2(v2x − λ2v2)
]L
0
.
(we have used the inequality δv=0vx ≤ 0). To minimize the increment of ‖vi(t)‖L1 due to the
interactions with the boundary we impose
v1(t, 0) ≡ 0, v2(t, L) ≡ 0,
and integrating with respect to t the previous equations we get∫ L
0
|v1(t, x)|dx ≤
∫ L
0
|v1(0, x)|dx+
∫ t
0
|v1x − λ1v1|(s, L)ds,∫ L
0
|v2(t, x)|dx ≤
∫ L
0
|v2(0, x)|dx+
∫ t
0
∫ L
0
|s˜1(s, x)|dsdx +
∫ t
0
|v2x − λ2v2|(s, 0)ds.
(3.14)
We have used the following observations:
v1(0) = 0 =⇒ lim
x→0+
sign(v1)v1x(x) ≥ 0
v2(L) = 0 =⇒ lim
x→L−
sign(v2)v2x(x) ≤ 0.
(3.15)
If one inserts the previous Dirichlet condition on vi i = 1, 2 in the decomposition (3.10), obtains
the followings boundary conditions for pi:
p1(t, 0) = 〈ℓ1, ux(t, 0)〉, p2(t, L) = 〈ℓ˜2, ux(t, L)〉 − p1〈ℓ˜2, rˆ1〉. (3.16)
3) Since p1 should be located near x = 0, and p2 near x = L, we would like to impose that the
increment of ‖p1‖L1 due to the datum at x = L is minimal, and similarly that the increment of
‖p2‖L1 caused by the boundary datum in x = 0 is as low as possible. Since the values p1(t, 0) and
p2(t, L) are already determined, we will impose on p1 some condition at x = L and on p2 at x = 0.
We observe that an integration by parts like the ones performed before leads to∫ L
0
|p1(t, x)| ≤
∫ t
0
|p1x − λ1p1|(s, 0)ds+
∫ t
0
|p1x − λ1p1|(s, L)ds.
Hence we are led by the previous considerations to impose
(p1x − λ1p1)(t, L) ≡ 0. (3.17)
Similarly, we impose
(p2x − λˆ2p2)(t, 0) ≡ 0. (3.18)
From these two equations we obtain the boundary conditions for v1, v2: indeed, we have(
v1,x − λ1v1
)
(t, L) = 〈ℓ1, ut(t, L)〉
and (
v2,x − λ2v2
)
(t, 0) = 〈ℓ˜2, ut(t, 0)〉 − e(t, 0).
At this point, the initial-boundary data are perfectly determined for all the components vi, pi,
i = 1, 2, and thus the decomposition is complete.
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4 BV estimates
Aim of this section is to prove the following theorem, which constitutes the first part of Theorem
1.1.
Theorem 4.1. Let u(t, x) be the local in time solution of the 2× 2 system

ut +A(u)ux = uxx
u(0, x) = u0(x)
u(t, 0) = ub 0(t) u(t, L) = ubL(t)
(4.1)
and suppose that the boundary and initial conditions are regular and satisfy∥∥∥∥dku0dxk
∥∥∥∥
L1(0, L)
,
∥∥∥∥dkub 0dtk
∥∥∥∥
L1(0,+∞)
,
∥∥∥∥dkubLdtk
∥∥∥∥
L1(0,+∞)
≤ δ1 k = 1, . . . n,
for some δ1 sufficiently small.
Then u(t, x) is defined ∀ t > 0 and its total variation is uniformly bounded:
‖ux(t)‖L1(0, L) ≤ Cδ1 (4.2)
for some constant C which does not depend on L.
It is enough to prove that there is a constant δ0 such that kδ1 ≤ δ0 << 1 with k small enough
and such that the following holds: if δ1 is small enough and ‖ux(s)‖L1 ≤ Cδ1 ∀s ∈ [0, t] then∫ t
0
∫ L
0
|s˜1(σ, x)|dxdσ ≤ O(1)δ20 ,
∫ t
0
∫ L
0
|s˜2(σ, x)|dxdσ ≤ O(1)δ20 ,∫ t
0
|v2x − λ2v2|(σ, 0)dσ ≤ mδ1,
∫ t
0
|v1x − λ1v1|(σ, L)dσ ≤ mδ1,∫ t
0
|p1x − λ1p1|(σ, 0)dσ ≤ mδ1,
∫ t
0
|p2x − λˆ2p2|(σ, 0)dσ ≤ mδ1,
(4.3)
for some constant m that does not depend on C.
Indeed, suppose the previous implication holds. From the representation formula (2.16) it imme-
diately follows that the function t 7→ ‖ux(t)‖L1 is continuous: hence, it will satisfy ‖ux(t)‖L1 < Cδ1
if t is small enough, since the total variation of the initial datum is bounded by δ1.
Suppose by contradiction that τ is the first time such that ‖ux(τ)‖L1 = Cδ1. Then we use the
equations
v1t + (λ1v1)x − v1xx = 0 p1t + (λˆ1p1)x − p1xx = 0
v2t + (λ2v2)x − v2xx = s˜1(t, x) p2t + (λˆ2p2)x − p2xx = 0
and the boundary conditions described in Section 3.3 and, integrating by parts, we get
∫ L
0
|ux(τ, x)|dx ≤
2∑
i=1
∫ L
0
|vi(τ, x)| +
∫ L
0
|pi(τ, x)|dx ≤
2∑
i=1
∫ L
0
|vi(0, x)|+
∫ τ
0
∫ L
0
|s˜1(σ, x)|dxdσ
+
∫ τ
0
|v2x − λ2v2|(σ, 0)dσ +
∫ τ
0
|v1x − λ1v1|(σ, L)dσ +
∫ τ
0
|p1x − λ1p1|(σ, 0)dσ
+
∫ τ
0
|p2x − λˆ2p2|(σ, L)dσ ≤ (4m+ 2)δ1 +O(1)δ20 < Cδ1,
if C is large enough: this contradicts the assumption ‖ux(τ)‖L1 = Cδ1.
21
Note that since all the functions in the right hand side of (3.13) are continuous (and hence
bounded on [0, L]), we have that
∫ s
0
∫ L
0
|s˜i(σ, x)|dxdσ ≤ O(1)δ1 i = 1, 2, (4.4)
for s small enough. Hence to prove (4.3) we can suppose that (4.4) holds for any s ∈ [0, t]: since we
will show that actually ∫ t
0
∫ L
0
|s˜i(σ, x)|dxdσ ≤ O(1)δ20 , i = 1, 2,
the assumption will be a posteriori justified since kδ1 ≤ δ0 << 1.
We will proceed as follows: in Section 4.1 we will show some elementary estimates, while in
Section 4.2 we will introduce suitable functionals that allow the estimates∫ t
0
∫ L
0
∑
i6=j
(|vi|(|vj |+ |vjx|+ |wj |+ |wjx|) + |wi|(|wj |+ |vjx|))(σ x)dσdx ≤ O(1)δ21 ,
∫ t
0
∫ L
0
|w1v1x − v1w1x|(σ, x)dσ ≤ O(1)δ21 ,∫ t
0
∫ L
0
∣∣∣∣v21
(
w1
v1
)
x
∣∣∣∣
2
χ{|w1|≤δ1|v1|}(σ, x)dσdx ≤ O(1)δ21 .
In Section 4.3 we will consider the term∫ t
0
∫ L
0
|w1 + σ1v1|(|v1|+ |v1x|+ |w1|)(σ, x)dσdx,
and prove a bound of order δ21 .
4.1 Elementary estimates
This section is devoted to the estimates which can be obtained by elementary techniques, like the
maximum principle. We will in particular show that the components pi, i = 1, 2 are exponentially
decaying as one moves far away from the boundary, and that their decay exponent does not depend
on the interval length L. Moreover, by introducing various functional, we estimate the boundary
data assigned to the components v1, v2 and prove that the functions vi are integrable along all
vertical lines {x = const}. This means that, as in the boundary free case, the profiles of travelling
waves just cross the vertical lines.
4.1.1 Estimates via maximum principle
We will first deal with p1. The results in Section 2.2 ensures that
‖ux(t)‖L∞ ≤ ‖uxx(t)‖L1 ≤ O(1)δ1.
Hence it follows that
|p1(t, 0)| = |〈l1, ux(t, 0)〉| ≤ kδ1,
for some k large enough.
The equation satisfied by p1 is
p1t + λ1(u)p1x + λ1x(u)p1 − p1xx = 0.
This is a linear equation, with coefficients depending on the solution u(t, x). Let 2c be the separation
speed defined in (1.5) and
q(x) = kδ1 exp
(− cx/2).
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Since |λ1x| ≤ O(1)δ1 and δ1 << 1, q satisfies
qt + λ1qx + λ1xq − qxx > 0.
Hence the difference (q − p1) satisfies

(q − p1)t + λ1(q − p1)x + λ1x(q − p1)− (qxx − p1xx) > 0
(q − p1)(t, 0) ≥ 0(
(q − p1)− λ1(q − p1)x
)
(t, L) > 0.
By standard techniques it follows that (q − p1)(t, x) ≥ 0 for any t, x and hence
|p1(t, x)| ≤ kδ1 exp(−c x/2). (4.5)
The boundary condition on p2 satisfies the following bound:
|p2(t, L)| = |〈lˆ2, ux(t, L)〉 − p1〈l˜2, rˆ1〉| ≤ O(1)δ1, ∀ t, x.
Since |p1(t, x)| ≤ kδ1, then from (3.8) it follows that |λ2 − λˆ2| ≤ O(1)δ1 and hence in the same way
as before one can prove
|p2(t, x)| ≤ O(1)δ1 exp(c(x− L)/2), ∀ t, x. (4.6)
From (4.5) it follows
‖p1(t)‖L1 ≤ O(1)δ1, ‖v1(t)‖L1 ≤ O(1)δ1
and, since ‖ux‖L∞ ≤ O(1)δ1,
‖v1‖L∞ ≤ O(1)δ1.
Analogously, from (4.6) it follow
‖p2(t)‖L1 ≤ O(1)δ1, ‖v2(t)‖L1 ≤ O(1)δ1, ‖v2‖L∞ ≤ O(1)δ1.
The following proposition summarizes the results obtained in this paragraph:
Proposition 4.1. Let pi, vi be the solutions of (1.21) with the boundary conditions described in
Section 3.3. Then
|p1(t, x)| ≤ O(1)δ1 exp(−cx/2), |p2(t, x)| ≤ O(1)δ1 exp(c(x− L)/2),
where 2c is the separation speed defined by (1.5).
The previous estimates imply
‖pi(t)‖L1 ≤ O(1)δ1, ‖vi(t)‖L1 ≤ O(1)δ1, ‖vi(t)‖∞ ≤ O(1)δ1, i = 1, 2.
Remark 4.1. The estimate of ‖vi(t)‖L1 can also be obtained directly from (3.14): indeed, since
(p1x − λ1p1)(t, L) ≡ 0
and the total variation of ubL is bounded by δ1, from (3.12) one gets∫ t
0
|v1x − λ1v1|(s, L)ds ≤ δ1,
and hence ‖v1(t)‖L1 ≤ 2δ1.
To obtain the estimate on v2 from (3.14) one has to start supposing∫ t
0
|e(s, 0)|ds ≤ δ1. (4.7)
With the same computations as before one gets ‖v2(t)‖L1 ≤ O(1)δ1. As it will be clear from the
next sections, the assumption (4.7) actually leads to the estimate∫ t
0
|e(s, 0)|ds ≤ O(1)δ21 ,
and therefore it is a posteriori well justified.
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4.1.2 Integrability with respect to time
The following lemma, which can be proved by a simple integration by parts, introduces a useful
estimate we will widely use in the following.
Lemma 4.1. Let P (x) be a non negative C2 function defined on R and let q be a solution of
qt + (λq)x − qxx = s(t, x).
Then the following estimate holds:
d
dt
∫ L
0
|q(t, x)|P (x)dx ≤
∫ L
0
|s(t, x)|P (x)dx +
∫ L
0
|q(t, x)|(λP ′ + P ′′)(x)dx
−
[
P ′|q(t)|
]x=L
x=0
+
[
P sign(q) (qx − λq)(t)
]x=L
x=0
.
Before applying the previous lemma, we recall that the boundary data of the scaled problem
(1.16) belongs to BV (0, +∞) and that the L1 norms of u′b 0 and u′b L are bounded by δ1. From the
decomposition ut = w1r˜1 + w2r2, we immediately have
‖wi(x = 0)‖L1(0,+∞) ≤ δ1 ‖wi(x = L)‖L1(0,+∞) ≤ δ1 i = 1, 2.
Moreover, in Section 3.2 we found that wi i = 1, 2 can be decomposed as follows:
w1 = p1x − λ1p1 + v1x − λ1v1
w2 = p2x − λˆ2p2 + v2x − λ2v2 + e(t, x),
(4.8)
where the error term e(t, x) satisfies the estimate (3.13). As we anticipated in Remark 4.1, we will
suppose ∫ t
0
|e(s, x)|ds ≤ δ1 ∀x ∈ [0, L].
Since we will obtain an estimate of order δ21 ≤ δ1, this assumption is a posteriori well justified.
From the boundary condition (3.18) (p2x − λˆ2p2)(t, 0) ≡ 0 and from the decomposition (4.8) we
get ∫ t
0
|v2x − λ2v2|(s, 0)ds ≤ 2δ1.
Similarly, one obtains that ∫ t
0
|v1x − λ1v1|(s, L)ds ≤ δ1.
An application of Lemma 4.1 with P ≡ 1 and q = v2 leads by observation (3.15) to∫ t
0
|v2x(s, L)|ds ≤
∫ t
0
∫ L
0
|s˜2(s, x)|dxds +
∫ t
0
|v2x − λ2v2|(s, 0)ds+
∫ L
0
|v2(0, x)|dx
≤ O(1)δ1 + 2δ1 +O(1)δ1 ≤ O(1)δ1,
and similarly ∫ t
0
|v1x(s, 0)|ds ≤ O(1)δ1.
Let 2c be the separation speed defined by (1.5): the application of Lemma 4.1 with q(t, x) = v2(t, x)
and
P (x) = Py(x) =


1/c x ≤ y
exp
(
c(y − x)
)
/c x > y
y ∈ [0, L[
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leads to the estimate∫ t
0
|v2(s, y)|ds ≤
∫ L
0
|v2(0, x)|dx + 1
c
∫ t
0
∫ L
0
|s˜1(s, x)|dsdx
+ Py(0)
∫ L
0
|v2x − λ2v2|(s, 0)ds+ Py(L)
∫ t
0
|v2x(s, L)|ds
≤ O(1)δ1 +O(1)δ1 ≤ O(1)δ1 ∀ y ∈ [0, L[.
Analogously, we get ∫ t
0
|v1(s, y)|ds ≤ O(1)δ1 ∀ y ∈ ]0, L].
The following proposition summarizes what we have proved so far:
Proposition 4.2. Let vi, pi i = 1, 2 be the solutions to the equations (1.21) with the boundary
conditions described in Section 3.3. Then it holds∫ t
0
|v2x − λ2v2|(s, 0)ds ≤ 2δ1,
∫ t
0
|v1x − λ1v1|(s, L)ds ≤ δ1,∫ t
0
|v1x(s, 0)|ds ≤ O(1)δ1,
∫ t
0
|v2x(s, L)|ds ≤ O(1)δ1,
and ∫ t
0
|vi(s, y)|ds ≤ O(1)δ1, ∀ y ∈ [0, L] i = 1, 2.
Further computations (Appendix A.3.1) ensure that
|p1x(t, x)| ≤ O(1)δ1 exp(−cx/2), |p2x(t, x)| ≤ O(1)δ1 exp
(
c(x− L)/2). (4.9)
The following proposition deals with other estimates of integrals with respect to time: the proof is
quite long and requires the introduction of new convolution kernels. It can be found in the Appendix
A.3.2.
Proposition 4.3. In the same hypothesis of Proposition 4.2 it holds∫ t
0
|vix(s, y)|ds ≤ O(1)δ1 ∀ y ∈ [0, L] i = 1, 2
and ∫ t
0
|wi(s, y)|ds ≤ O(1)δ1 ∀ y ∈ [0, L] i = 1, 2.
We also have ∫ t
0
|wix(s, y)|ds ≤ O(1)δ1 ∀ y ∈ [0, L] i = 1, 2.
In the previous proposition the functions wi are of course defined by relation ut = w1r˜1 + w2r2.
Putting together Proposition 4.2 and 4.3 and the decomposition (4.8) one gets
∫ t
0
|p1x − λ1p1|(s, y)ds ≤ O(1)δ1,
∫ t
0
|p2x − λˆ2p2|(s, y)ds ≤ O(1)δ1, ∀ y ∈ [0, L],
and ∫ t
0
|p1x − λ1p1|(s, 0)ds ≤ mδ1,
∫ t
0
|p2x − λˆ2p2|(s, L)ds ≤ mδ1,
where the constant m satisfies the hypothesis stated in Section 4.
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The estimates obtained so far will be widely used in next sections and moreover allow to prove
a bound of order O(1)δ21 on some of the terms that appear on the right hand side of (3.13):∫ t
0
∫ L
0
∑
i, j
(|pi|+ |pix|)(|vj |+ |vjx|+ |wj |+ |wjx|)(s, x)dsdx
≤ O(1)δ1
∫ L
0
(e−cx + ec(x−L))
∫ t
0
(|vj |+ |vjx|+ |wj |+ |wjx|)(s, x)dsdx ≤ O(1)δ21
(4.10)
and ∫ t
0
∫ L
0
∑
i
|p1x − λ1p1|(|pi|+ |pix|)(s, x)dxds
≤ O(1)δ1
∫ L
0
e−cx + ec(x−L)
∫ t
0
|p1x − λ1p1|(s, x)dsdx ≤ O(1)δ21 .
(4.11)
4.2 Interaction functionals
In this section we introduce three nonlinear functionals and we use them to bound those terms in the
right hand side of (3.1) due to interaction between waves of different families and those due to the
fact that the speed σ1 is not constant. The form of the functionals is exactly the same considered
in [7], with some more technicalities due to the presence of the boundary.
4.2.1 Interaction among waves of different families
We claim that the condition∫ t
0
∫ L
0
|s˜1(s, x)|dsdx ≤ O(1)δ1
∫ t
0
∫ L
0
|s˜2(s, x)|dsdx ≤ O(1)δ1
implies ∫ t
0
∫ L
0
∑
i6=j
(
|vi|
(
|vj |+ |wj |
)
+ |wiwj |
)
(s, x)dsdx ≤ O(1)δ21 . (4.12)
We will prove only that ∫ t
0
∫ L
0
|v1v2|(s, x)dsdx ≤ O(1)δ21 , (4.13)
because the other terms in (4.12) can be dealt with analogously: see for example [3].
Let 2c be the separation speed introduced in (1.5) and let P (ξ) be defined as follows:
P (ξ) :=
{
ecξ/2c ξ < 0
1/2c ξ ≥ 0
One gets
d
ds
(∫ L
0
∫ L
0
P (x− y)|v1(s, x)| |v2(s, y)|dxdy
)
≤
∫ L
0
|v2(s, y)|
[
P (x− y)signv1(v1x − λ1v1)(s, x)
]x=L
x=0
dy
+
∫ L
0
|v1(s, x)|
[
P (x− y)signv2(v2x − λ2v2)(s, y)
]y=L
y=0
dx−
∫ L
0
|v2(s, y)|
[
P ′(x− y)|v1(s, x)|
]x=L
x=0
dy
+
∫ L
0
|v1(s, x)|
[
P ′(x − y)|v2(s, y)|
]y=L
y=0
+
∫ L
0
|v1(s, x)|
∫ L
0
P (x− y)|s˜1(s, y)|dy
+
∫ L
0
∫ L
0
(
P ′(x− y)
(
λ1(s, x) − λ2(s, y)
)
+ 2P ′′(x− y)
)
|v1(s, x)| |v2(s, y)|dxdy.
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One has
P ′(λ1 − λ2) + 2P ′′ ≤ 2(−cP ′ + P ′′) = −δs=0, 0 ≤ P (s) ≤ 1
2c
, 0 ≤ P ′(s) ≤ 1
2
and moreover from the estimates of Proposition 4.1 and 4.2 it follows that∫ t
0
|v1x − λ1v1|(s, L)
∫ L
0
|v2(s, y)|dyds ≤ O(1)δ21
∫ t
0
|v2x − λ2v2|(s, 0)
∫ L
0
|v2(s, x)|dxds ≤ O(1)δ21∫ t
0
∫ L
0
|s˜1(s, y)|
∫ L
0
|v1(s, x)|dxdyds ≤ O(1)δ21 :
this completes the proof of the estimate (4.13).
With some technical computations, in Appendix A.3.3 it is proved∫ t
0
∫ L
0
∑
i6=j
(
|vi|
(
|vjx|+ |wjx|
)
+ |wivjx|
)
(s, x)dsdx ≤ O(1)δ21 , (4.14)
which completes the proof of the estimate∫ t
0
∫ L
0
∑
i6=j
(
|vi|
(
|vj |+ |vjx|+ |wj |+ |wjx|
)
+ |wi|(|wj |+ |vjx|)
)
(s, x)dsdx ≤ O(1)δ21 .
4.2.2 Length and area functionals
To prove the estimate ∫ t
0
∫ L
0
|v1xw1 − v1w1x|(s, x)dxds ≤ O(1)δ21 ,
we introduce the curve
γ(x) =
(
v1(x)
w1(x)
)
(4.15)
and the related area functional
A(γ)(s) = 1
2
∫ ∫
y≤x
|γx ∧ γy|dxdy = 1
2
∫ L
0
∫ x
0
|v1(s, x)w1(s, y)− v1(s, y)w1(s, x)|dxdy.
The curve γx satisfies
γxt + (λ1γx)x = γxxx
and moreover one has
dA(s)
ds
=
1
2
∫ L
0
∫ L
y
sign
(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
)(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
)
xx
− 1
2
∫ L
0
∫ L
y
sign
(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
)(
λ1(s, x)
(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
))
x
+
1
2
∫ L
0
∫ x
0
sign
(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
)(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
)
yy
− 1
2
∫ L
0
∫ x
0
sign
(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
)(
λ1(s, y)
(
v1(s, x)w1(s, y)− v1(s, y)w1(s, x)
))
y
and hence
dA
ds
≤1
2
∫ L
0
∣∣v1y(s, L)w1(s, y)− v1(s, y)w1y(s, L)∣∣dy − 1
2
∫ L
0
∣∣v1y(s, y)w1(s, y)− w1y(s, y)v1(s, y)∣∣dy
− 1
2
∫ L
0
λ1(s, L)
∣∣v1(s, L)w1(s, y)− v1(s, y)w1(s, L)∣∣dy
− 1
2
∫ L
0
∣∣v1(s, x)w1x(s, x)− w1(s, x)v1x(s, x)∣∣dx+ 1
2
∫ L
0
∣∣v1(s, x)w1x(s, 0)− v1x(s, 0)w1(s, x)∣∣dx
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Since A(γ)(0) ≤ O(1)δ21 , one obtains, using the estimates in Propositions 4.2 and 4.3,∫ t
0
∫ L
0
∣∣v1(s, x)w1x(s, x)− v1x(s, x)w1(s, x)∣∣dx ≤ −
∫ t
0
dA
ds
ds+O(1)δ21 ≤ O(1)δ21 .
The length functional of the curve (4.15) is defined as
L(γ)(s) =
∫ L
0
|γx|dx =
∫ L
0
√
v21 + w
2
1dx,
and will be used to prove the estimate∫ t
0
∫ L
0
v21
[(
w1
v1
)
x
]2
χdxds ≤ O(1)δ21 , (4.16)
where χ is the characteristic function of the set{
x :
∣∣∣∣w1v1 (x) − λ∗1
∣∣∣∣ ≤ 3δˆ
}
(see Section 3.1.3 for the definition of δˆ).
We preliminary observe that the following equalities hold:
|v1|
[(
w1
v1
)
x
]2
=
w21xv
2
1 + v
2
1xw
2
1 − 2v1xw1xv1w1
|v31 |
≤ C |γxx|
2|γx|2 − 〈γx, γxx〉2
|γx|3 ,
|λ1γx|x = 〈λ1γx, (λ1γx)x〉|λ1γx| = −
〈γx, (λ1γx)x〉
|γx| ,
|γx|xx =
( 〈γx, γxx〉
|γx|
)
x
=
〈γx, γxx〉2
−|γx|3 +
〈γx, γxxx〉
|γx| +
|γxx|2
|γx| .
From γxt + (λ1γx)x = γxxx, one gets integrating by parts
dL
ds
=
∫ L
0
〈γxxx, γx〉
|γx| −
∫ L
0
〈(λ1γx)x, γx〉
|γx|
=
∫ L
0
|γx|xx +
∫ L
0
〈γx, γxx〉2
|γx|3 −
∫ L
0
|γxx|2
|γx| +
∫ L
0
|λ1γx|x.
Hence,
1
C
∫ t
0
∫ L
0
|v1|
[(
w1
v1
)
x
]2
χdxds ≤
∫ t
0
∫ L
0
|γxx|2|γx|2 − 〈γx, γxx〉2
|γx|3 dxds
≤ −
∫ t
0
dL
ds
ds+
∫ t
0
[
|γx|x(s, x)
]x=L
x=0
+
∫ T
0
[
|λ1γx|(s, x)
]x=L
x=0
ds ≤ O(1)δ1.
In the previous estimate we have used the fact that v1, w1, v1x, w1x are integrable with respect
to time and that their integrals are bounded by O(1)δ1 (Propositions 4.2 and 4.3). Since ‖v1‖∞ is
bounded by O(1)δ1, the previous estimate complete the proof of (4.16).
4.3 Estimate on the error in choosing the speed
The final estimate is the source term due to the cutoff function θ. Also this computation is similar
to the one performed in [7], taking into account the fact that here we have a double boundary. In
Appendix A.3.4 one can find the proof of the estimates∫ t
0
∫ L
0
(
|v1|+ |w1|+ |v1x|
)(
|w1 + σ1v1|
)
(s, x)dxds ≤ O(1)δ21 . (4.17)
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This ends the proof of the estimate∫ t
0
∫ L
0
|s˜i(s, x)|dsdx ≤ O(1)δ21 i = 1, 2,
and hence of Theorem 4.1.
5 Stability estimates
In this section we prove the second part of Theorem 1.1, completing the proof. Since the ideas are
essentially the same as in the boundary free case, we will only sketch the line of the proof, paying
more attention to the choice of the boundary conditions (which is the new element in this paper).
The result of this section is thus:
Theorem 5.1. There exist constants L1, L2 s.t. the following holds: let u
1, u2 be two solutions of
the parabolic system
ut +A(u)ux − uxx = 0, (5.1)
with initial and boundary data u10, u
1
b0, u
1
bL and u
2
0, u
2
b0, u
2
bL respectively. Then
‖u1(t)− u2(s)‖L1(0, L) ≤ L1
(
‖u10 − u20‖L1(0, L) + ‖u1b0 − u2b0‖L1(0,+∞) + ‖u1b0 − u2bL‖L1(0,+∞)
)
+ L2
(
|t− s|+ |
√
t−√s |
)
.
(5.2)
5.1 Stability with respect to initial and boundary data
We will prove that, in the hypothesis of Theorem 5.1,
‖u1(t)− u2(t)‖L1(0, L) ≤ L1
(
‖u10 − u20‖L1(0, L) + ‖u1b0 − u2b0‖L1(0,+∞) + ‖u1b0 − u2bL‖L1(0,+∞)
)
(5.3)
Let z(t, x) be a first order perturbation of a solution u(t, x) of (5.1). By straightforward computa-
tions one gets that z satisfies
zt +
(
A(u)z
)
x
− zxx =
(
DA(u)ux
)
z − (DA(u)z)ux. (5.4)
To prove Theorem 5.1, it is enough to prove that any first order perturbation z(t, x) satisfies the
bound
‖z(t)‖L1(0, L) ≤ L1
(
‖z(t = 0)‖L1(0, L) + ‖z(x = 0)‖L1(0,+∞) + ‖z(x = L)‖L1(0,+∞)
)
. (5.5)
Indeed, provided (5.5) holds, a homotopy argument which can be found in [8, 4] gives then the
Lipschitz estimate (5.3).
To prove (5.5) it is convenient to introduce the auxiliary variable
Υ = zx −A(u)z,
which satisfies the equation
Υt + (A(u)Υ)x −Υxx =
[
DA(u)(ux ⊗ z − z ⊗ ux)
]
x
−A(u)
[
DA(u)
(
ux ⊗ z − z ⊗ ux
)]
+DA(u)
(
ux ⊗Υ
)−DA(u)(ut ⊗ z).
(5.6)
Let z0(x), zb 0(t) and zb L(t) be the initial and boundary conditions we impose on z: since the final
goal is to apply (5.5) in the homotopy argument, it is not restrictive to suppose that z0(x), zb 0(t)
and zb L(t) satisfy the same regularity hypothesis as u. Indeed, the solution z of (5.4) that is used
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in the homotopy argument is on the boundaries and at t = 0 just the difference of the solutions u1
and u2 of (5.1).
Hence we will suppose that z0(x), zb 0(t) and zbL(t) are regular and that d
kz0/dx
k, dkzb 0/dt
k
and dkzbL/dt
k, k = 1, . . . n are integrable and have a small L1 norm. Moreover, if ‖u10− u20‖L1(0, L),
‖u1b 0 − u2b 0‖L1(0,+∞) or ‖u1bL − u2bL‖L1(0,+∞) are infinite, then (5.3) holds trivially, and therefore
we can suppose that z0 ∈ L1(0, L), zb 0, zbL ∈ L1(0, +∞).
From the hypothesis on z0 it immediately follows that Υ(t = 0) is regular and small in L
1 and
sup norm.
As in the proof of the BV bounds on the solution u, the crucial step to show (5.5) is the
introduction of a suitable decomposition along travelling waves and double boundary layers: note,
moreover, that ux satisfies equation (5.4). Hence, it seems promising to decompose z along the
same vectors r˜i(u, vi, σi) and rˆi(u, pi) that appear in the decomposition (3.10) of ux. This choice
actually leads to non integrable source terms. We will therefore allow the vectors employed in the
decomposition of z to depend not only on the solution u, but also on the perturbation z itself:{
z = z1r˜1(u, v1, τ1) + z2r2 + q1rˆ1(u, p1) + q2r2
Υ = ι1r˜1(u, v1, τ1) + ι2r2.
In the previous expression the speed of the travelling waves described by the vector r˜1 is not σ1, but
τ1 = θ
(
λ∗1 −
z1
υ1
)
− λ∗1.
The function θ is the cutoff
θ(s) =


s if |s| ≤ δˆ
0 if |s| ≥ 3δˆ
smooth connection if δˆ ≤ s ≤ 3δˆ
δˆ ≤ 1
3
.
The proof of (5.5) is from now on very similar to that of the BV bounds: one inserts the previous
decomposition in the equations (5.4) and (5.6) and obtains the equations:
z1t + (λ1z1)x − z1xx = 0 z2t + (λ2z2)x − z2xx = s1(t, x)
q1t + (λ1q1)x − q1xx = 0 q2t + (λˆ2q2)x − q2xx = 0
ι1t + (λ1ι1)x − ι1xx = s 3(t, x) ι2t + (λ2ι2)x − ι2xx = s 2(t, x)
(5.7)
As in the proof of the BV bounds, to prove (5.5) it is sufficient to show that the condition
‖z(s)‖L1(0, L) ≤ Cδ1 ∀ s ∈ [0, t]
implies ∫ t
0
∫ L
0
|s i(s, x)|dxds ≤ O(1)δ21 i = 1, 2, 3
and suitable bounds on the boundary terms. Moreover, in the proof of the previous implication it
is not restrictive to assume ∫ t
0
∫ L
0
|s i(s, x)|dxds ≤ O(1)δ1 i = 1, 2, 3,
because a posteriori one finds a bound of order δ21 .
Actually, one could observe that while the equations for ux and ut have no source term (see
Appendix A.2.1 for details), the equations (5.4) and (5.6) have nontrivial source terms. However,
one can show that both the source terms in (5.4) and (5.6) and the other terms that contribute to
si, i = 1, 2, 3 can be bounded by an expression analogous to the one that appears on the right side
of (3.13). The computations that ensure such an estimate are quite similar to those performed in
the proof of Section 3.1.
The proof of (5.5) can therefore be completed with the same tools described in Paragraph 4,
hence we will skip all the details.
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5.2 Stability with respect to time
Let u(t, x) be a solution of (5.1): from Proposition 2.2 and the observations that follow one gets
‖uxx(t)‖L1 ≤
{ O(1)δ1/√t t ≤ 1
O(1)δ1 t > 1.
Let t1 ≤ t2: the estimate above implies
‖u(t1)− u(t2)‖L1(0, L) ≤
∫ t2
t1
∥∥∥∥∂u∂t (t, x)
∥∥∥∥
L1
dt ≤
∫ t2
t1
(O(1)‖ux(t, x)‖L1 + ‖uxx(t, x))‖L1)dt
≤ O(1)
∫ t2
t1
(δ1 + δ1/
√
t)dt ≤ O(1)δ1|t1 − t2|+O(1)δ1|
√
t1 −
√
t2 |
≤ L2
(
|t1 − t2|+ |
√
t1 −
√
t2 |
)
.
(5.8)
This completes the proof of Theorem 5.1 and hence of Theorem 1.1.
6 The vanishing viscosity limit
In this section we prove Theorem 1.2. The proof proceeds in two steps: first, by using the results of
Theorem 1.1, we obtain that there exists a subsequence of solutions uǫ to the problem

ut +A(u)ux = 0, x ∈ ]0, l[ t ∈ ]0,+∞[
u(0, x) = u¯0(x)
u(t, 0) = u¯b 0(t) u(t, l) = u¯bl(t)
which converges to a Lipschitz semigroup. Then we use the machinery of viscosity solutions to
complete the proof, showing the uniqueness of the limit. In particular, we exhibit explicitly the
boundary Riemann solver.
Let p εt [u¯0, u¯b 0, u¯b l] the solution of the system (1.3): from Theorem 4.1 one gets that the total
variation of the solution of system (1.16) is uniformly bounded with respect to time and hence, by
a change of variables, p εt [u¯0, u¯b 0, u¯b l] satisfies
TotVar
{
p εt [u¯0, u¯b 0, u¯b l]
}
,
∣∣∣p εt [u¯0, u¯b 0, u¯b l](x)∣∣∣ ≤ O(1)δ1 ∀ t > 0, x ∈ [0, l], ε > 0
and for any u¯0 ∈ U0 u¯b 0, u¯b l ∈ U b. By Helly’s theorem, for every sequence εn → 0+ and for any
t ≥ 0 there exists a subsequence, which we still call εn for simplicity, such that p εnt [u¯0, u¯b 0, u¯b l]
converges in L1(0, l). The stability with respect to time and to initial and boundary data ensures
that, by a standard diagonalization procedure, one can find a function
p : [0, +∞[×U0 × U b × U b → D0
(t, u¯0, u¯b 0, u¯b l) 7→ pt[u¯0, u¯b 0, u¯b l]
such that, up to subsequences,
p εnt (t)[u¯0, u¯b 0, u¯b l]→ pt[u¯0, u¯b 0, u¯b l] L1(0, l) ∀ t ≥ 0, u¯0 ∈ U0, u¯b 0, u¯b l ∈ U b.
Moreover, one can verify that the function
S : [0, +∞[×U0 × U b × U b → D0 × U b × U b
(t, u¯0, u¯b 0, u¯b l) 7→
(
pt[u¯0, u¯b 0, u¯b l], u¯0( · + t), u¯b 0( · + t), u¯b l( · + t)
)
(6.1)
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satisfies the semigroup properties, together with the Lipschitz estimate
∥∥∥pt[u¯0, u¯b 0, u¯b l]− ps[v¯0, v¯b 0, v¯b l]∥∥∥
L1
≤L1
(
‖v¯0 − u¯0‖L1(0, l) + ‖v¯b0 − u¯b0‖L1(0,+∞)
+ ‖v¯bl − u¯bl‖L1(0,+∞)
)
+ L2|t− s|,
(6.2)
We now make use of the tool of viscosity solution, which was first introduced in [10].
6.1 The Riemann solver and the boundary Riemann solver
A crucial step in the proof of the uniqueness of the vanishing viscosity limit is the local description
of the vanishing viscosity solution in case of piecewise constant data, which however has an interest
in its own. The aim of this section is to characterize the limit as εn → 0+ of the solution of

ut +A(u)ux = εnuxx
u(0, x) =
{
u+ x > 0
u− x < 0
u(t, 0) ≡ ub 0 u(t, l) ≡ ub l
(6.3)
where u+, u−, ub 0 and ub l are constants. In the following, we will write ”solution to the Riemann
problem” meaning ”vanishing viscosity solution to the Riemann problem”.
In [3, 7] it is shown that the solution of (6.3) is defined locally: to solve (6.3) it is therefore
sufficient to characterize the vanishing viscous solutions in the following three cases:
1. the Cauchy problem with datum
u0(x) =
{
u− x < 0
u+ x > 0
2. the boundary problem at x = 0 {
u(0, x) ≡ u0
u(t, 0) ≡ ub 0
3. the boundary problem at x = l {
u(0, x) ≡ u0
u(t, l) ≡ ub l
The second and the third case are clearly analogous, and therefore in Section 6.3 we will deal only
with the second one. In the following section, instead, we will recall for completeness the essential
steps of the construction of the solution in case 1: we refer to [7] for an exhaustive account.
In any of the three cases the crucial step is the definition of two families of admissible states, as
it will be clearer in the following.
6.2 The non conservative Riemann solver
Since in this case the construction of the first and the second curve of admissible states is the same,
we will describe only the construction of the first curve T 1ur of the states that can be connected by
waves of the first family to a right state ur. For a general reference, see [7].
Consider the family Υ ⊂ C0( [0, s];Rn × R× R) of curves
τ 7→ (u(τ), v1(τ), σ1(τ)), τ ∈ [0, s]
with
|u(τ)− u∗| ≤ ε, |v1| ≤ ε, |λ∗1 − σ1(τ)| ≤ ε.
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The function f1(τ) related to the curve γ ∈ Υ is defined as
f1(τ) =
∫ τ
0
λ1
(
u(ς)
)
dς.
Let r˜1 be the generalized eigenvector of the travelling waves of first family (see Section 3.1.2 for the
proper definition of r˜1). By the contraction map principle, one can show that if s is small enough
then for any τ ∈ [0, s] there is a solution (uˆ, vˆ1, σˆ1) of the following system:

uˆ(τ) = ur +
∫ τ
0
r˜1
(
uˆ(ς), vˆ1(ς), σˆ1(ς)dς
vˆ1(τ) = conc[0, s]f1(τ) − f1(τ)
σˆ1(τ) =
dconc[0, s]f1
dτ
.
We indicate with conc[0, s]f1 the concave envelope of f1 in the interval [0, s].
The curve of admissible states passing through ur is defined as T
1
s ur = uˆ(s). Indeed, let
u˜(x/t) =


T 1s ur x/t < σ1(s)
uˆ(τ) σ1(τ) = x/t
ur x/t > σ1(0) :
one can show that any sequence of vanishing viscosity solution of the Riemann problem with data
(ur, T
1
s ur) converges to u˜. Moreover, the curve T
1
s ur is Lipchitz continuous.
6.3 The boundary Riemann solver
In this paragraph we will construct the vanishing viscosity solution in case 2. We will proceed as
follows: we will construct two curves of admissible states Z1 and Z2 and given a right state u0 and
a left state ub 0, we will show that there is a couple (s1, s2) such that
Z1s1 ◦ Z2s1u0 = ub 0.
The waves of the second family are entering the domain: it is therefore quite reasonable to suppose
that they are not influenced by the presence of the boundary and therefore the second admissible
curve will be the one defined in the previous paragraph, Z2su0 = T
2
s u0. Let u¯ = Z
2
s2u0 be the value
reached throughout the waves of the first family.
The waves of the first family are leaving the domain and are therefore affected by the boundary
datum. To understand their behavior, it is convenient to focus the attention on the boundary layers
of the first family, i.e. on the solution of
uxx = A(u)ux (6.4)
that are exponentially decreasing to an equilibrium as x → +∞. One can now go back to the
problem
A(uε)uεx = εu
ε
xx
and let ε→ 0+. Since uε(x) = u(x/ε), we get
lim
ε→0+
uε(0+) = lim
x→+∞
u(x). (6.5)
Such a behavior is illustrated in figure 3.
The value limε→0+ u
ε(0+) is the state reached throughout the waves of the second family: we
called it u¯. It also represents the trace of the hyperbolic limit on the boundary x = 0. From (6.5)
it follows that the states which can be connected to u¯ by boundary layers are the initial points of
orbits that decrease exponentially to u¯, i.e. that lay on the stable manifold throughout u¯.
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Figure 3: the graphic and the orbit of a boundary layer of the first family connecting ub 0 to u¯: when
ε→ 0+ the graphic is pressed against the axis x = 0
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The stable manifold at the equilibrium point (u¯, 0) of the system{
ux = p
px = A(u)p
(6.6)
is parameterized by the projection p1 of p on the stable space. Passages analogous to those in Section
3.1 ensure that the stable manifold is characterized by the relation p = p1r˘1(p1) for a suitable vector
function
r˘1 =
(
1
f(p1)
)
.
One imposes u1(+∞) = 〈l1, u¯〉 and from the second equation gets
u1(0) = 〈l1, u¯〉 − p1(0) exp
(∫ +∞
0
λ1
(
u1
(
p1(0), x
))
dx
)
.
Since λ1 ≤ −c < 0, the previous map is invertible and one can express p1(0) as a function of u1(0).
The inverse map is clearly regular.
We parameterize the stable manifold by s1 := u1− < l1, u¯ > and obtain (for some suitable
regular function z) the map
Z1s1 u¯ =
( 〈l1, u¯〉+ s1
z(s1)
)
, (6.7)
defined on a small enough interval [0, s].
The vanishing viscosity solution of

ut +A(u)ux = 0
u(t, 0) ≡ u0 u(0, x) ≡ ub 0
(6.8)
can be constructed patching together the curve described so far. Let
ub 0 = Z
1
s1 ◦ T 2s2u0 :
thanks to a version of the implicit function theorem valid for Lipschitz maps (see [18]), one can
reconstruct from u0 and ub 0 the couple (s1, s2). The vanishing viscosity solution of (6.8) is then
given by
u(t, x) =


T 2s2u0 x/t < σ2(s2)
uˆ(τ) σ2(τ) = x/t
u0 x/t > σ2(0).
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One gets in particular that the trace of the solution at x = 0 is not necessarily the boundary value
ub 0, but it is the intermediate state T
2
s2u0.
Remark 6.1. In the case of systems in conservation form, with only linearly degenerate or genuinely
non linear fields, a boundary Riemman solver was introduced in [21]. In that paper, it was introduced
the following admissibility condition on the trace u(t, 0+) = u¯ of the solution of (6.8): the solution
in the sense of Lax [26] of the Riemann problem

ut + f(u)x = 0
u(0, x) =


u¯b x < 0
u¯ x > 0
is composed only of waves with non positive speed. Such a condition is in general different from
(6.7) and therefore the two boundary Riemann solvers do not coincide.
On the other side, in [25, 31, 1, 2] it was considered a quite general boundary condition: more
precisely, let N be the dimension of the system
ut + f(u)x = 0
and let p be the number of positive eigenvalues of Df(u), which is supposed to be constant. Let
b : RN → Rp be a regular enough function such that Db(u) is injective on the space generated by
the p eigenvectors of Df(u) associated to positive eigenvalues; then, given g : [0, +∞[→ Rp, the
boundary condition considered in [25, 31, 1, 2] is g(t) = b
(
u(t, 0+)
)
. Such a definition, which in the
original papers was introduced in the case of conservative systems with only linearly degenerate or
genuinely non linear fields, is compatible with the boundary Riemann solver defined by the vanishing
viscosity limit. Indeed, in our case N = 2, p = 1: let b(u) be equal to the coordinate of u along
the curve of admissible states T 2u0, i.e. let b(u) = s2 if u = Z
1
s1 ◦ T 2s2u0. Moreover, let g be the
coordinate of u¯b along the same curve: with this choice, the condition
u(t, 0+) = T 2s2u0 u¯b = Z
1
s1 ◦ T 2s2u0
is equivalent to g(t) = b
(
u(t, 0+)
)
.
6.4 Viscosity solutions
Before giving the definition of viscosity solution we have to introduce some preliminary notation;
moreover, in the following we will use the spaces U0, U b, D0 that have been defined in the introduction
(equation (1.10) and previous lines).
Let u(t, x) be a function such that, for any t, u(t) ∈ D0: given a point (τ, ξ) ∈]0, l[×[0, +∞[,
let Ab = A
(
u(τ, ξ)
)
and let Ub(u, τ, ξ) be the solution of the linear Cauchy problem
wt +A
bwx = 0 w(0, x) = u(τ, x).
Viceversa, let U ♯(u, τ, ξ) be the solution (defined in Section 6.2) of the Riemann problem
ut +A(u)ux = 0
u(0, x) =
{
u(τ, ξ−) x < 0
u(τ, ξ+) x > 0
The previous limits are well defined, since u(τ) ∈ BV (0, l). Given a function u¯b 0 ∈ U b, the
definition of U ♯(u, τ, ξ) can be extended naturally to the case ξ = 0: it is enough to define U
♯
(u, u¯b0, τ)
as the solution (described in Section 6.3) of the boundary Riemann problem{
ut +A(u)ux = 0
u(0, x) ≡ u(τ, 0+) u(t, 0) ≡ u¯b 0(τ+).
Given a function u¯b l ∈ U b, the definition of U ♯(u, u¯bl, τ) is clearly analogous.
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Definition 6.1. Let u(t, x) such that for any t, u(t) ∈ D0 and such that the function t 7→ u(t, · ) is
continuous in L1loc and let u¯b 0, u¯b l ∈ U b and u¯0 ∈ U0.
Then u is a viscosity solution of the system

ut +A(u)ux = 0, x ∈ ]0, l[, t ∈ ]0,+∞[
u(0, x) = u¯0(x)
u(t, 0) = u¯b 0(t) u(t, l) = u¯b l(t)
(6.9)
if and only if the followings hold:
(i) u(0) = u¯0
(ii) for every β > 0 and for every point (τ, ξ) with ξ 6= 0, l
lim
h→0+
1
h
∫ min{l, ξ+βh}
max{0, ξ−βh}
∣∣u(τ + h, x)− U ♯(u, τ, ξ)(h, x− ξ)∣∣dx = 0
(iii) for every β > 0 and for every τ > 0
lim
h→0+
1
h
∫ min{l, βh}
0
∣∣u(τ + h, x)− U ♯(u, u¯b0, τ)(h, x)∣∣dx = 0;
and
lim
h→0+
1
h
∫ l
max{0, l−βh}
∣∣u(τ + h, x)− U ♯(u, u¯bl, τ)(h, x)∣∣dx = 0
(iv) there exist constants C and β′ such that for every point (τ, ξ) with ξ 6= 0, l and for every ρ > 0
small enough
lim sup
h→0+
1
h
∫ min{l, ξ+ρ−β′h}
max{0, ξ−ρ+β′h}
∣∣u(τ + h, x)−Ub(u, τ, ξ)(h, x− ξ)∣∣dx ≤ C
(
TotVar
(
u(τ), ]ξ − ρ, ξ + ρ[))2.
The previous definition may appear a bit complex: note, however, that, since ρ and h can be
arbitrarily small, it is not restrictive to suppose
max{0, ξ − βh} = ξ − βh min{l, ξ + βh} = ξ + βh
max{0, ξ − ρ+ β′h} = ξ − ρ+ β′h min{l, ξ + ρ− β′h} = ξ + ρ− β′h
max{0, l − hβ} = l − hβ min{l, hβ} = hβ
The definition of viscosity solution ensures, roughly speaking, that a function is well approximated
by the solution of a suitable linear problem and of a suitable Riemann problem.
The following proposition ensures that viscosity solutions coincide indeed with vanishing viscosity
limits. The proof is very simile to that of the analogous property stated in [7] (Lemma 15.2, page
308) and will be therefore omitted.
Proposition 6.1. Let u¯0 ∈ U0 and u¯b 0, u¯b l ∈ U b. Let pt(u¯0, u¯b 0, u¯b l) be a vanishing viscosity
solution of the system (6.9): then pt(u¯0, u¯b 0, u¯b l) is a viscosity solution of the same system.
Viceversa, if u(t, x) is a viscosity solution of the problem (6.9) then
u(t) = pt(u¯0, u¯b 0, u¯b l) ∀ t ≥ 0.
From the previous result it immediately follows the uniqueness of the semigroup: indeed, let
by contradiction p1t (u¯0, u¯b 0, u¯b l) and p
2
t (u¯0, u¯b 0, u¯b l) be two different vanishing viscosity solutions.
The function p1t (u¯0, u¯b 0, u¯b l) is hence a viscosity solution of problem (1.1) by the first part of
Proposition 6.1. Then p1t (u¯0, u¯b 0, u¯b l) = p
2
t (u¯0, u¯b 0, u¯b l) for any t ≥ 0 by the second part of the
proposition.
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A Appendix
A.1 Appendix to Section 2
A.1.1 Proof of Proposition 2.1
In the following, for simplicity we will suppose λ∗i = λ
∗
2 > 0, since the case λ
∗
i = λ
∗
1 < 0 is analogous.
We denote by
Γλ
∗
2 (t, x, y) = (1 − e−xy/t)G(t, x− y − λ∗2t)
the solution of the equation
zt + λ
∗
2zx − zxx = 0 (A.1)
in the first quadrant with zero boundary datum and Cauchy datum δy. The following estimates
have been proved in [7]:
‖Γλ∗2 (t, y)‖L1(0,+∞) ≤ O(1)
∣∣∣∣
∫ +∞
0
∣∣∣∣
∫ +∞
y
Γ
λ∗2
x (t, x, ξ)dξ
∣∣∣∣dx
∣∣∣∣ ≤ O(1) ∀ t ∈ R+
‖Γλ∗2x (t, y)‖L1(0,+∞) ≤
O(1)√
t
∣∣∣∣
∫ +∞
0
∣∣∣∣
∫ +∞
y
Γ
λ∗2
xx(t, x, ξ)dξ
∣∣∣∣dx
∣∣∣∣ ≤ O(1)√t ∀ t ∈ (0, 1)
(A.2)
Let G(t, x) = exp(−x2/4t)/2√πt: we will use the notation
G(t, x− λ∗2t) = Gλ
∗
2 (t, x).
The estimate on the L1 norm of ∆λ
∗
2 in Proposition 2.1 can be obtained via the maximum principle
applied to equation (A.1): indeed,
0 ≤ ∆λ∗2 (t, x, y) ≤ Gλ∗2 (t, x− y) ∀ t ≥ 0 x, y ∈]0, L[,
and therefore ‖∆λ∗2 (t, y)‖L1 ≤ 1.
To prove the estimate on the L1 norm of ∆
λ∗2
x it is convenient to write ∆λ
∗
2 as
∆λ
∗
2 (t, x, y) =Γλ
∗
2 (t, x, y) + φλ
∗
2 (t, x, y)
∑
m 6=0
[
G(t, x+ 2mL− y)−G(t, x+ 2mL+ y)
]
,
with
φλ
∗
2 (t, x, y) = exp
(
λ∗2
2
(x− y)− (λ
∗
2)
2
4
t
)
.
Since λ∗2 > 0, for m > 0 it holds∣∣∣∣ ∂∂x
(
φλ
∗
2 (t, x, y)G(t, x− y + 2mL)
)∣∣∣∣
= φλ
∗
2 (t, x, y)
∣∣∣∣λ∗22 G(t, x− y + 2mL) +Gx(t, x− y + 2mL)
∣∣∣∣ ≤ ∣∣Gλ∗2x (t, x− y + 2mL)∣∣,
and similarly∣∣∣∣ ∂∂x
(
exp
(
λ∗2
2
(x− y)− λ
∗ 2
4
t
)
G(t, x+ y + 2mL)
)∣∣∣∣ ≤ ∣∣Gλ∗2x (t, x+ y + 2mL)∣∣.
The terms of the series corresponding to m < 0 can be estimated as follows: let n := −m then∣∣∣∣ ∂∂x
(
φ(t, x, y)G(t, x− y − 2nL)
)∣∣∣∣
= φλ
∗
2 (t, x, y)
∣∣∣∣−Gx(t, 2nL− x+ y)− λ∗22 G(t, 2nL− x+ y) + λ∗2G(t, 2nL− x+ y)
∣∣∣∣
≤
∣∣∣Gλ∗2x (t, 2nL− x+ y)∣∣∣+ λ∗2∣∣∣Gλ∗2 (t, 2nL− x+ y)∣∣∣
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and similarly∣∣∣∣ ∂∂x
(
φ(t, x− y)Gx(t, x+ y − 2nL)
)∣∣∣∣ ≤ ∣∣∣Gλ∗2x (t, 2nL− x− y)∣∣∣+ λ∗2∣∣∣Gλ∗2 (t, 2nL− x− y)∣∣∣.
Since ‖Gλ∗2x (t)‖L1 ≤ O(1)/
√
t, one obtains
‖∆λ∗2x (t, y)‖L1(0, L) ≤
∫ L
0
|Γλ∗2x (t, x, y)|dx+
∫ +∞
2L
(∣∣Gλ∗2z (t, z + y)∣∣+ ∣∣Gλ∗2z (t, z − y)∣∣
)
dz
+
∫ +∞
L
(∣∣Gλ∗2z (t, z + y)∣∣+ ∣∣Gλ∗2z (t, z − y)∣∣
)
dz + λ∗2
∫ +∞
L
(∣∣Gλ∗2z (t, z + y)∣∣+ ∣∣Gλ∗2z (t, z − y)∣∣
)
dz ≤ O(1)√
t
.
In the following estimates, we will suppose y < L/2: by symmetry this is not restrictive. Observe
that, for y < L/2
x+ y − 2L < −L/2 < 0 ∀x ∈ [0, L]. (A.3)
This assumption corresponds to the fact that the most singular part in ∆λ
∗
is collected in Γλ
∗
, i.e.
it is given by G(t, x + y)−G(t, x − y). If y > L/2, then the most singular part would be given by
G(x − y)−G(x+ y − 2L).
One has
∆˜λ
∗
2 (t, x, y) =
∫ L
y
Γ
λ∗2
x (t, x, ξ)dξ +
∫ L
y
φx(t, x, ξ)
∑
m 6=0
[
G(t, x− ξ + 2mL)−G(t, x+ ξ + 2mL)
]
dξ
+
∫ L
y
φ(t, x, ξ)
∑
m 6=0
[
Gx(t, x− ξ + 2mL)−Gx(t, x+ ξ + 2mL)
]
dξ
=
∫ L
y
Γ
λ∗2
x (t, x, ξ)dξ −
∫ L
y
{
φx(t, x, ξ)
∑
m 6=0
G(t, x+ ξ + 2mL)− φ(t, x, ξ)
∑
m 6=0
Gx(t, x+ ξ + 2mL)
}
dξ
+
∫ L
y
{
φx(t, x, ξ)
∑
m 6=0
G(t, x− ξ + 2mL) + φ(t, x, ξ)
∑
m 6=0
Gx(t, x− ξ + 2mL)
}
dξ
=
∫ L
y
Γ
λ∗2
x (t, x, ξ)dξ +
∑
m 6=0
φ(t, x, y)G(t, x+ y + 2mL)−
∑
m 6=0
φ(t, x, L)G(t, x+ L+ 2mL)
−
∫ L
y
∑
m 6=0
λ∗2φ(t, x, ξ)G(t, x+ ξ + 2mL)dξ +
∑
m 6=0
φ(t, x, y)G(t, x− y + 2mL)
−
∑
m 6=0
φ(t, x, L)G(t, x− L+ 2mL).
The integrability of the first term follows from (A.2), the other terms are clearly integrable because
of the quadratic exponential decay of the heat kernel G: hence ‖∆˜λ∗2 (t, y)‖L1 ≤ O(1).
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The function ∆˜
λ∗2
x can be written as follows:
∆˜
λ∗2
x (t, x, y) =
∫ L
y
Γ
λ∗2
xx(t, x, ξ)dξ +
∑
m 6=0
λ∗2
2
φ(t, x, y)G(t, x+ y + 2mL)
+
∑
m 6=0
φ(t, x, y)Gx(t, x+ y + 2mL)−
∑
m 6=0
λ∗2
2
φ(t, x, L)G(t, x+ L+ 2mL)
−
∑
m 6=0
φ(t, x, L)Gx(t, x+ L+ 2mL)−
∫ L
y
∑
m 6=0
(λ∗2)
2
2
φ(t, x, ξ)G(t, x+ ξ + 2mL)dξ
−
∫ L
y
∑
m 6=0
λ∗2φ(t, x, ξ)Gx(t, x+ ξ + 2mL)dξ +
∑
m 6=0
λ∗2
2
φ(t, x, y)G(t, x,−y + 2mL)
+
∑
m 6=0
φ(t, x, y)Gx(t, x,−y + 2mL)−
∑
m 6=0
λ∗2
2
φ(t, x, L)G(t, x− L+ 2mL)
−
∑
m 6=0
φ(t, x, L)Gx(t, x− L+ 2mL),
and hence with computations similar to those performed before one gets
‖∆˜λ∗2x (t, y)‖L1 ≤
O(1)√
t
∀ t ≤ 1 y ∈]0, L[.
If one derives the explicit formula (2.6) for JλL and then integrate by parts gets
∫ L
0
|Jλ∗2 Lx (t, x)|dx =
∫ L
0
∣∣∣∣λ∗2Ceλ∗2xdx− λ∗2C
∫ L
0
∆˜λ
∗
2 (t, x, y)eλ
∗
2ydy
∣∣∣∣ dx ≤ O(1),
where we have used the estimate ‖∆˜λ∗2‖L1 ≤ O(1). By symmetry it follows ‖Jλ
∗
2 0
x ‖L1 ≤ O(1).
Deriving J
λ∗2 L
x one obtains
‖Jλ
∗
2 L
xx (t)‖L1 ≤
∫ L
0
|C(λ∗2)2eλ
∗
2x|dx+ Cλ∗2
∫ L
0
∣∣∣∣
∫ L
0
∆˜
λ∗2
x (t, x, y)e
λ∗2ydy
∣∣∣∣ dx ≤ O(1)√t ,
thanks to the estimate on ‖∆˜λ∗2x ‖. By symmetry one gets ‖Jλ
∗
2 0
xx (t)‖L1 ≤ O(1)/
√
t: this concludes
the proof of Proposition 2.1.
A.2 Appendix to Section 3
A.2.1 Explicit source terms
We want to find the equations satisfied by the quantities v1, v2, p1, p2, w1, w2: we will use the
decomposition

ux = v1r˜1(u, v1, σ1) + v2r2 + p1rˆ1(u, p1) + p2r2
ut = w1r˜1(u, v1, σ1) + w2r2
σ1 = λ1(u
∗)− θ
(
w1
v1
+ λ1(u
∗)
)
.
and insert it in the parabolic equation
ut +A(u)ux − uxx = 0.
A derivation w.r.t. x gives
r˜1x = Dr˜1(v1r˜1 + v2r2 + p1rˆ1 + p2r2) + v1xr˜1v + σ1xr˜1σ
rˆ1x = Drˆ1(v1r˜1 + v2r2 + p1rˆ1 + p2r2) + p1xrˆ1p.
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Recalling that
λˆ2 := λ2 − p1〈ℓˆ2, Drˆ1r2〉
A(u)r˜1 = v1Dr˜1r˜1 + λ1r˜1 + v1(λ1 − σ1)r˜1v
A(u)rˆ1 = p1Drˆ1rˆ1 + λ1rˆ1 + p1λ1rˆ1p
one gets
ut = uxx −A(u)ux
= v1xr˜1 + v1r˜1x + p1xrˆ1 + p1rˆ1x + v2xr2 + p2xr2 − v1A(u)r˜1 − p1A(u)rˆ1 − λ2v2r2 − λ2p2r2
= (v1x − λ1v1)(r˜1 + v1r˜1v) + v21σ1r˜1v + v1v2Dr˜1r2 + v1p1Dr˜1rˆ1 + v1p2Dr˜1r2 + v1σ1xr˜1σ
+ (p1x − λ1p1)(rˆ1 + p1rˆ1p) + v1p1Drˆ1r˜1 + v2p1Drˆ1r2 + (v2x − λ2v2)r2 + (p2x − λˆ2p2)r2.
(A.4)
We multiply the previous expressions by ℓ1 and by ℓ˜2, the vectors of the dual basis of (r˜1, r2): we
obtain
w1 = v1x − λ1v1 + p1x − λ1p1
w2 = v2x − λ2v2 + p2x − λˆ2p2 + e(t, x), (A.5)
where the error term e(t, x) satisfies the estimate (3.13) in Paragraph 8.2.2.
Deriving (A.4), one obtains
utx =
(
v1xx − (λ1v1)x
)
r˜1 +
(
v1
(
v1xx − (λ1v1)x
)
+ 2v1x
(
v1x − λ1v1
)
+ (v21σ1)x
)
r˜1v
+
(
v1
(
v1x − λ1v1
))
Dr˜1r˜1 +
(
v2
(
v1x − λ1v1
)
+
(
v1v2
)
x
)
Dr˜1r2
+
(
p1
(
v1x − λ1v1
)
+ (v1p1)x
)
Dr˜1rˆ1 +
(
p2
(
v1x − λ1v1
)
+ (v1p2)x
)
Dr˜1r2
+
(
σ1x(v1x − λ1v1) + (v1σ1x)x
)
r˜1σ +
(
v1
(
v1x − λ1v1
)
+ v21σ1
)
(r˜1v)x
+ v1v2(Dr˜1r2)x + v1p1(Dr˜1rˆ1)x + v1p2(Dr˜1r2)x + v1σ1x(r˜1σ)x
+
(
p1xx − (λ1p1)x
)
rˆ1 +
(
p1
(
p1xx − (λ1p1)x
)
+ 2p1x
(
p1x − λ1p1
))
rˆ1p
+
(
v1
(
p1x − λ1p1
)
+ (v1p1)x
)
Drˆ1r˜1 +
(
v2
(
p1x − λ1p1
)
+ (v2p1)x
)
Drˆ1r2
+
(
p1
(
p1x − λ1p1
))
Drˆ1rˆ1 +
(
p2
(
p1x − λ1p1
))
Drˆ1r2 +
(
p1
(
p1x − λ1p1
))
(rˆ1p)x
+ v1p1(Drˆ1 r˜1)x + v2p1(Drˆ1r2) +
(
v2xx − (λ2v2)x
)
r2 +
(
p2xx − (λ2p2)x
)
r2.
(A.6)
On the other hand,
uxt = v1tr˜1 + v1r˜1t + v2tr2 + p1trˆ1 + p1rˆ1t + p2tr2, (A.7)
where
r˜1t = Dr˜1(w1r˜1 + w2r2) + v1tr˜1v + σ1tr˜1σ
rˆ1t = Drˆ1(w1r˜1 + w2r2) + p1trˆ1p.
(A.8)
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We equal (A.6) and (A.7) and we use (A.8), obtaining
0 = utx − uxt
=
(
v1xx − (λ1v1)x − v1t
)
r˜1 +
(
v1
(
v1xx − (λ1v1)x − v1t
)
+ 2v1x
(
v1x − λ1v1
)
+ (v21σ1)x
)
r˜1v
+
(
v1(v1x − λ1v1)− v1w1
)
Dr˜1r˜1 +
(
v2(v1x − λ1v1) + (v1v2)x − v1w2
)
Dr˜1r2
+
(
p1
(
v1x − λ1v1
)
+ (v1p1)x
)
Dr˜1rˆ1 +
(
p2
(
v1x − λ1v1
)
+ (v1p2)x
)
Dr˜1r2
+
(
σ1x
(
v1x − λ1v1
)
+ (v1σ1x)x − σ1tv1
)
r˜1σ +
(
v1xv1 + v
2
1(σ1 − λ1)
)
(r˜1v)x + v1v2(Dr˜1r2)x
+ v1p1(Dr˜1rˆ1)x + v1p2(Dr˜1r2)x + v1σ1x(r˜1σ)x +
(
p1xx − (λ1p1)x − p1t
)
rˆ1
+
(
p1
(
p1xx − (λ1p1)x − p1t
)
+ 2p1x
(
p1x − λ1p1
))
rˆ1p +
(
v1
(
p1x − λ1p1
)
+ (v1p1)x − w1p1
)
Drˆ1r˜1
+
(
v2(p1x − λ1p1) + (v2p1)x − w2p1
)
Drˆ1r2 + p1
(
p1x − λ1p1
)
Drˆ1rˆ1 +
(
p2
(
p1x − λ1p1
))
Drˆ1r2
+
(
p1(p1x − λ1p1)
)
(rˆ1p)x + v1p1(Drˆ1r˜1)x + v2p1(Drˆ1r2)x +
(
v2xx − (λ2v2)x − v2t
)
r2
+
(
p2xx − (λˆ2p2)x − p2t
)
r2
=
(
v1xx − (λ1v1)x − v1t
)
r˜1 +
(
p1xx − (λ1p1)x − p1t
)
rˆ1
+
(
v2xx − (λ2v2)x − v2t
)
r2 +
(
p2xx − (λˆ2p2)x − p2t
)
r2 + s1(t, x).
We can therefore impose the conditions
v1t + (λ1v1)x − v1xx = 0
p1t + (λ1p1)x − p1xx = 0
v2t + (λ2v2)x − v2xx = 〈ℓ˜2(t, x), s1(t, x)〉 = s˜1(t, x)
p2t + (λˆ2p2)x − p2xx = 0,
where (ℓ1, ℓ˜2) is the dual basis of (r˜1, r2).
To compute the equations satisfied by w1, w2 we will use
utt = uxx t −
(
A(u)ux
)
t
= ut xx −
(
A(u)ut
)
x
+DA(u)
(
ux ⊗ ut − ut ⊗ ux
)
,
which follows from (
A(u)ux
)
t
= DA(u)(ut ⊗ ux) +A(u)uxt(
A(u)ut
)
x
= DA(u)(ux ⊗ ut) +A(u)utx.
Straightforward computations ensures that
uxt −A(u)ut =(w1x − λ1w1)r˜1 + w1(v1x − λ1v1)r˜1v
+ w1v1σ1r˜1v + w1v2Dr˜1r2 + w1p1Dr˜1rˆ1 + w1p2Dr˜1r2
+ w1σ1xr˜1σ + (w2x − λ2w2)r2
and
DA(u)
(
ux ⊗ ut − ut ⊗ ux
)
= v1w2r˜1 ⊗ r2 + v2w1r2 ⊗ r˜1 + p1w1rˆ1 ⊗ r˜1 + p1w2rˆ1 ⊗ r2 + p2w1r2 ⊗ r˜1
− w1v2r˜1 ⊗ r2 − w1p1r˜1 ⊗ rˆ1 − w1p2r˜1 ⊗ r2 − w2v1r2 ⊗ r˜1 − w2p1r2 ⊗ rˆ1.
(A.9)
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Hence
utt = w1tr˜1 + w2tr2
= −w21Dr˜1r˜1 − w1w2Dr˜1r2 − w1v1tr˜1v − w1σ1tr˜1σ +
(
w1xx − (λ1w1)x
)
r˜1 +
(
v1
(
w1x − λ1w1
))
Dr˜1 r˜1
+
(
v2(w1x − λ1w1)
)
Dr˜1r2 +
(
p1(w1x − λ1w1)
)
Dr˜1rˆ1 +
(
p2(w1x − λ1w1)
)
Dr˜1r2 +
(
v1x(w1x − λ1w1)
)
r˜1v
+
(
σ1x(w1x − λ1w1)
)
r˜1σ +
(
w1x(v1x − λ1v1)
)
r˜1v +
(
w1(v1x − λ1v1)
)
(r˜1v)x + w1v1σ1(r˜1v)x
+ (w1v1σ1)xr˜1v + (w1v2)xDr˜1r2 + w1v2(Dr˜1r2)x + (w1p1)xDr˜1rˆ1 + w1p1(Dr˜1rˆ1)x
+ (w1p2)xDr˜1r2 + w1p2(Dr˜1r2)x + (w1σ1x)xr˜1σ + w1σ1x(r˜1σ)x +
(
w2xx − (λ2w2)x
)
r2
+ (p1w2)xDrˆ1r2 + p1w2(Drˆ1r2)x
+DA(u)
(
v1w2r˜1 ⊗ r2 + v2w1r2 ⊗ r˜1 + p1w1rˆ1 ⊗ r˜1 + p1w2rˆ1 ⊗ r2 + p2w1r2 ⊗ r˜1
− w1v2r˜1 ⊗ r2 − w1p1r˜1 ⊗ rˆ1 − w1p2r˜1 ⊗ r2 − w2v1r2 ⊗ r˜1 − w2p1r2 ⊗ rˆ1
)
=
(
w1xx − (λ1w1)x
)
r˜1 +
(
w2xx − (λ2w2)x
)
r2 + s2(t, x).
One can check that, since A is triangular,
〈ℓ1, DA(u)
(
ux ⊗ ut − ut ⊗ ux
)〉 = 0
and therefore the equations satisfied by wi i = 1, 2 are
w1t + (λ1w1)x − w1xx = 0
w2t + (λ2w2)x − w2xx = 〈ℓ˜2(t, x), s2(t, x)〉 = s˜2(t, x).
(A.10)
A.2.2 Proof of Proposition 3.1
Equation (3.10) and (3.11) ensure that, since,
σ1 = λ
∗
1 − θ
(
w1
v1
+ λ∗1
)
,
then
σ1x = −θ′
(
w1
v1
+ λ∗i
)(
w1
v1
)
x
= −
(
w1xv1 − v1xw1
v21
)
θ′,
|v21σ1x| = O(1)|w1xv1 − v1xw1|,
σ1x 6= 0 ⇐⇒
∣∣∣∣w1v1 − λ∗1
∣∣∣∣ ≤ 3δˆ.
Most of the terms in s˜i(t, x) i = 1, 2 and e(t, x) can be directly reduced to those in Proposition 3.1.
The terms which requires some technicalities are:
1.
|p1x − λ1p1| |〈ℓ˜2(u, v1, σ1), rˆ1(u, p1)〉| ≤ O(1)(|p1|+ |v1|)|p1x − λ1p1|.
Indeed,
|〈ℓ˜2(u, v1, σ1), rˆ1(u, p1)〉| ≤ |〈ℓ˜2, rˆ1 − r∗1〉|+ |〈ℓ˜2 − ℓ∗2, r∗1〉| ≤ O(1)(|p1|+ |v1|).
We have denoted by r∗1 the first eigenvector of the matrix A(u
∗) and by (ℓ1, ℓ
∗
2) the dual base
of (r∗1 , r2).
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2. ∣∣∣∣2v1x(v1x − λ1v1) + (v21σ1)x
∣∣∣∣ =
∣∣∣∣2v1x
(
w1 − (p1x − λ1p1)
)
+ 2v1v1xσ1 + v
2
1σ1x
∣∣∣∣
≤
∣∣∣∣2v1x(w1 + v1σ1)
∣∣∣∣+
∣∣∣∣2v1x(λ1p1 − p1x)
∣∣∣∣+O(1)
∣∣∣∣v1xw1 − v1w1x
∣∣∣∣.
3.
∣∣∣σ1x(v1x − λ1v1) + (v1σ1x)x − σ1tv1∣∣∣|r˜1σ|: some computations ensures that(w1
v1
)
x
(v1x − λ1v1) + v1x
(w1
v1
)
x
+ v1
(w1
v1
)
xx
−
(w1
v1
)
t
v1 = 0.
Hence, since |r˜1σ| = O(1)|v1|, one gets∣∣∣σ1x(v1x − λ1v1) + (v1σ1x)x − σ1tv1∣∣∣ |r˜1σ| ≤ O(1)χ{|λ∗
1
−w1/v1|≤3δˆ}
v21
∣∣∣(w1
v1
)
x
∣∣∣2.
4. | − w1σ1t + σ1x(w1x − λ1w1) + (w1σ1x)x| |r˜1σ| :
since
−w1θ′
(
w1
v1
)
t
+ w1xθ
′
(
w1
v1
)
x
− λ1w1θ′
(
w1
v1
)
x
+ w1xθ
′
(
w1
v1
)
x
+ w1θ
′
(
w1
v1
)
xx
= 0,
one is left to the estimate∣∣∣∣ θ′′
(
w1
v1
)
x
∣∣∣∣
2
|w1v1| ≤ O(1)v21χ{|λ∗
1
−w1/v1|≤3δˆ}
∣∣∣∣
(
w1
v1
)
x
∣∣∣∣
2
.
5. |v1σ1x(r˜1σ)x| : first of all, we observe that that θ′(s) 6= 0 implies |w1| ≤ O(1)|v1| and therefore
|v1σ1x| = |v1θ′|
∣∣∣(w1
v1
)
x
∣∣∣ = ∣∣∣w1xv1 − v1xw1
v21
∣∣∣|v1θ′| ≤ O(1)(|w1x|+ |v1x|).
We develop
|(r˜1σ)x| = |(r˜1x)σ| ≤ O(1)
(
|v1|+ |v2|+ |p1|+ |p2|+ |v1x|
)
+O(1)|v1σ1x|.
Since
θ′ 6= 0 ⇒ |w1| = |v1x − λ1v1 + p1x − λ1p1| ≤ O(1)|v1| ⇒ |v1x| ≤ O(1)|v1|+ |p1x − λ1p1|,
one has
|v1xσ1xv1| =
∣∣∣w1xv1 − v1xw1
v21
∣∣∣|θ′v1v1x|
≤ O(1)|w1xv1 − w1v1x|+O(1)
(
|w1x|+O(1)|v1x|
)
|p1x − λ1p1|.
Using the previous estimates, we get
|v1σ1x(r˜1σ)x| ≤ O(1)|w1xv1 − v1xw1|+O(1)
(|v1|+ |w1x|) (|v2|+ |p1|+ |p2|)
+O(1)|w1xv1 − w1v1x|+O(1)
(
|w1x|+O(1)|v1x|
)
|p1x − λ1p1|+O(1)v21χ{|λ∗
1
−w1/v1|≤3δˆ}
(w1
v1
)2
x
.
6.
|v1(w1x − λ1w1)− w21 | = |v1w1x − v1xw1 + v1xw1 − λ1v1w1 − w21 |
≤ |v1w1x − v1xw1|+ |w1(v1x − λ1v1 − w1)|
≤ |v1w1x − v1xw1|+ |w1(p1x − λ1p1)|.
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7.
|w1x(v1x − λ1v1) + (w1v1σ1)x + (w1x − λ1w1)v1x|
= |2w1x(v1x − λ1v1 − w1)− w1xv1x + λ1w1xv1 + 2w1xw1
+ w1xv1σ1 + w1v1xσ1 + w1v1σ1x + w1xv1x − λ1w1v1x|
= |2w1x(p1x − λ1p1) + 2w1x(w1 + σ1v1)− σ1w1xv1
+ λ1w1xv1 + σ1w1v1x + (w1xv1 − w1v1x)θ′(w1/v1)− λ1w1v1x|
≤ 2|w1x(p1x − λ1p1)|+ 2|w1x(w1 + σ1v1)|
+ |(λ1 − σ1)(w1xv1 − w1v1x)|+ (w1xv1 − w1v1x)θ′(w1/v1)|
8.
|w1(w1 + σ1v1 − p1x + λ1p1)| = |w1(w1 + σ1v1) + w1(p1x − λ1p1)|
9.
|w1σ1x(r˜1σ)x| ≤ |v1σ1x(r˜1σ)x|,
and therefore one comes back to case (5).
This completes the proof of the estimate (3.1).
A.3 Appendix to Paragraph 4
A.3.1 Proof of the estimate (4.9)
It is convenient to introduce a representation formula for pi, i = 1, 2. To this end, two new
convolution kernels are needed: let Iλ
∗
i
0(t, s, x) be the solution of the equation
I
λ∗
i
0
t + λ
∗
i I
λ∗
i
0
x − Iλ
∗
i
xx = 0,
with boundary and initial data
Iλ
∗
i
0(0, s, x) ≡ 0, Iλ∗i 0(t, s, 0) = δt=s, Iλ
∗
i
0(t, s, L) ≡ 0.
Without specifying the explicit expression of Iλ
∗
i , we observe that∫ +∞
0
Iλ
∗
i
0(t, s, x)ds = Jλ
∗
i
0(t, x)
(see equation (2.6) for the definition of Jλ
∗
i
0). Analogously, let Iλ
∗
i
L(t, x) be the solution of the
equation
I
λ∗
i
L
t + λ
∗
i I
λ∗
i
L
x − Iλ
∗
i
L
xx = 0,
with boundary and initial data:
Iλ
∗
i
0(0, s, x) ≡ 0, Iλ∗i 0(t, s, 0) ≡ 0, Iλ∗i 0(t, s, L) = δt=s.
By construction, it satisfies ∫ +∞
0
Iλ
∗
i
L(t, s, x)ds = Jλ
∗
i
L(t, x)
(see equation (2.8) for the definition of Jλ
∗
i
L). If t ≤ 1 the function p1 admits the following
representation formula:
p1(t, x) =
∫ +∞
0
Iλ
∗
1 0(t, s, x)p1(s, 0)ds+
∫ +∞
0
Iλ
∗
1 L(t, s, x)p1(s, L)ds+
+
∫ t
0
∫ L
0
∆λ
∗
1 (t− s, x, y)
(
(λ∗1 − λ1)p1y − λ1yp1
)
(s, y)dyds,
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and hence
p1x(t, x) =
∫ +∞
0
I
λ∗1 0
x (t, s, x)p1(s, 0)ds+
∫ +∞
0
I
λ∗1 L
x (t, s, x)p1(s, L)ds
+
∫ t
0
∫ L
0
∆
λ∗1
x (t− s, x, y)
(
(λ∗1 − λ1)p1y − λ1yp1
)
(s, y)dyds.
From the expression of ∆λ
∗
1 , given by formula (2.4), it follows that∥∥∥∥∆λ∗1x (t, · , y) exp(c( · − y)/2)
∥∥∥∥
L1
≤ O(1)√
t
,
and from the previous observations∣∣∣∣ exp(cx/2)
∫ ∞
0
I
λ∗
i
0
x (t, s, x)ds
∣∣∣∣ = ∣∣ exp(cx/2)Jλ∗i 0x (t, x)∣∣ ≤ O(1)∣∣∣∣
∫ +∞
0
I
λ∗
i
L
x (t, s, x)ds
∣∣∣∣ = ∣∣Jλ∗i Lx (t, x)∣∣.
Hence
∣∣ exp(cx/2)p1(t, x)∣∣ =
∣∣∣∣ exp(cx/2)
∫ +∞
0
I
λ∗1 0
x (t, s, x)p1(s, 0)ds
∣∣∣∣+
∣∣∣∣ exp(cx/2)
∫ +∞
0
I
λ∗1 L
x (t, s, x)p1(s, L)ds
∣∣∣∣
+
∣∣∣∣ exp(cx/2)
∫ t
0
∫ L
0
∆
λ∗1
x (t− s, x, y)
(
(λ∗1 − λ1)p1y − λ1yp1
)
(s, y)dyds
∣∣∣∣
≤ O(1)|p(x = 0)|∞ +O(1)|p(x = L)|∞
+O(1)δ1
∣∣∣∣
∫ t
0
(
sup
y
p1y(s, y) exp(cy/2)
)∫ L
0
∆
λ∗1
x (t− s, x, y) exp
(
c(x− y)/2)dsdy∣∣∣∣+O(1)δ21
and therefore
| sup
x
p1x(t, x) exp(cx/2)| ≤ O(1)δ1 ∀ t ≤ 1.
The estimate
sup
x
∣∣p2x(t, x) exp (c(L− x)/2)∣∣ ≤ O(1)δ1 ∀ t ≤ 1
follows by symmetry.
If t > 1 the following representation formula holds:
p1x(t, x) =
∫ L
0
p1(t− 1, , y)∆λ
∗
1 (1, x, y)dy +
∫ +∞
t−1
I
λ∗1 0
x (1, s, x)p1(s, 0)ds
+
∫ +∞
t−1
I
λ∗1 L
x (1, s, x)p1(s, L)ds
+
∫ 1
0
∫ L
0
∆
λ∗1
x (1− s, x, y)
(
(λ∗1 − λ1)p1y − λ1yp1
)
(t− 1 + s, y)dyds.
It follows that
| sup
x
p1x(t, x) exp(cx/2)| ≤ O(1)δ1 ∀ t > 1,
and hence by symmetry ∣∣ sup
x
p2x(t, x) exp
(
c(L− x)/2)∣∣ ≤ O(1)δ1 ∀ t > 1.
This concludes the proof of (4.9).
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A.3.2 Proof of Proposition 4.3
We will perform the computations only for v2, w2 and w2x, since those for v1, w1 and w1x follow
by symmetry.
Three new convolution kernels: the solution of equation
Qt + λ
∗
2Qx −Qxx = 0 (A.11)
with boundary conditions
Q(0, x) = δy, Q(t, 0) = 0, Qx(t, L) = 0
is
Q(t, x) = Θλ
∗
2 (t, x, y) :=
∫ x
0
φ(t, z, y)
(∑
m
Gz(z + 2mL− y) +Gz(z + 2mL+ y)
)
dz (A.12)
As in Section 2, we use the notation
φλ
∗
2 (t, x, y) = exp
(
λ∗2
2
(x− y)− (λ
∗
2)
2
4
t
)
.
and G(t, x) = exp(−x2/4t)/2√πt. Note that, by construction,
Θ
λ∗2
x (t, 0, y) ≡ 0 ∀ t ≥ 0, y ∈]0, L[ . (A.13)
Moreover, an argument similar to that used in Section 4.1.1 ensures that a maximum principle holds
for equation (A.11), in other words if
Q(0, x) ≤ 0, Q(t, 0) ≤ 0, Qx(t, L) ≤ 0,
then Q(t, x) ≤ 0 ∀ t, x.
The solution of (A.11) with boundary conditions
Q(0, x) = 0, Q(t, 0) = 1, Qx(t, L) = 0
is
Bλ
∗
2 (t, x) = 1−
∫ L
0
Θλ
∗
2 (t, x, y)dy. (A.14)
In the following, we will need another convolution kernel, Θ˜λ
∗
2 (t, x, y), such that
Θ˜
λ∗2
y (t, x, y) = −Θλ
∗
2
x (t, x, y). (A.15)
We arbitrarily impose Θ˜λ
∗
2 (t, x, L) ≡ 0 ∀ t, x and define
Θ˜λ
∗
2 (t, x, y) :=
∫ L
y
Θ
λ∗2
x (t, x, ξ)dξ.
Recalling (A.13), we observe that Θ˜λ
∗
2 (t, x, y) is the derivative with respect to x of a function z such
that
zx(t, 0, y) ≡ 0 zx(t, L, y) ≡ 0 z(0, x, y) =
{
0 0 < x ≤ y
1 y ≤ x < L
zt + λ
∗
2zx − zxx = 0.
(A.16)
It follows that Θ˜λ
∗
2 (t, x, y) satisfies
Θ˜λ
∗
2 (t, 0, y) ≡ 0 Θ˜λ∗2 (t, L, y) ≡ 0 Θ˜λ∗2 (0, x, y) = δy
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and hence actually
Θ˜λ
∗
2 (t, x, y) ≡ ∆λ∗2 (t, x, y), (A.17)
where ∆λ
∗
2 is the convolution kernel defined by (2.4). In the following, however, for sake of clearness
we will write Θ˜λ
∗
2 (t, x, y) when we want to underline that the relation (A.15) holds. From the
identity (A.17) and the estimates (2.11) it follows
‖Θ˜λ∗2 (t, x, y)‖L1 ≤ O(1) ‖Θ˜λ
∗
2
x (t, x, y)‖L1 ≤
O(1)√
t
∀ t ≤ 1. (A.18)
Moreover, let z be as in (A.16) and let Bλ
∗
2 be defined by (A.14), then z(t, x, 0) + Bλ
∗
2 (t, x) ≡ 1
and hence
Θ˜λ
∗
2 (t, x, 0) +B
λ∗2
x (t, x) = 0. (A.19)
Such an identity, together with (A.18), implies
‖Bλ∗2x (t, x)‖L1 ≤ O(1) ‖Bλ
∗
2
xx(t, x)‖L1 ≤
O(1)√
t
t ≤ 1. (A.20)
Since the kernels introduced so far will be used to prove the integrability of v2x with respect to time,
one has to prove that they are integrable on small time intervals.
• ∫ 1
0
|Θ˜λ∗2x (t, x, y)|dt =
∫ 1
0
|∆λ∗2x (t, x, y)|dt ≤ O(1) ∀x ∈ [0, L], ∀ y ∈ ]0, L[ (A.21)
Proof. One can check that∫ 1
0
|Gλ∗2x (t, x− y)|dt ≤ O(1)
∫ 1
0
|Gλ∗2 (t, x− y)|dt ≤ O(1) ∀x, y ∈ R. (A.22)
Since
∆
λ∗2
x (t, x, y) =
(
φ(t, x, y)
∑
m≥0
G(t, x− y + 2mL)
)
x
−
(
φ(t, x, y)
∑
m≥0
G(t, x+ y + 2mL)
)
x
+
(
φ(t, x, y)
∑
n>0
G(t, x− y − 2nL)
)
x
−
(
φ(t, x, y)
∑
n>0
G(t, x+ y − 2nL)
)
x
,
one gets
|∆λ∗2x (t, x, y)| ≤
∑
m≥0
|Gλ∗2x (t, x− y + 2mL)|+
∑
m≥0
|Gλ∗2x (t, x+ y + 2mL)|
+
∑
n>0
|Gλ
∗
2
x (t, 2nL+ y − x)|+ λ∗2
∑
n>0
|Gλ∗2 (t, 2nL+ y − x)|
+
∑
n>0
|Gλ∗2x (t, 2nL− y − x)|+ λ∗2
∑
n>0
|Gλ∗2 (t, 2nL− y − x)|.
Since
|Gλ∗2x (t, z + 2mL)| ≤ e−mL|Gλ
∗
2
x (t, z)| |Gλ∗2 (t, z + 2mL)| ≤ e−mL|Gλ∗2 (t, z)|
ifm ≥ 0, t ≤ 1 and z is large enough, from the previous estimates and from (A.22) one deduces
(A.21).
• From equation (A.19) and the previous estimate it follows∫ 1
0
|Bλ
∗
2
xx(t, x)|dt ≤ O(1) ∀x ∈ [0, L]. (A.23)
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A representation formula for v2 : it is convenient to introduce the auxiliary function
V2(t, x) =
∫ x
0
v2(t, ξ)dξ,
which satisfies the equation
V2t + λ2V2x − V2xx = S˜1(t, x),
where
S˜1(t, x) =
∫ x
0
s˜1(t, ξ)dξ.
The boundary and initial conditions of V2(t, x) are
V2(0, x) =
∫ x
0
v2(0, ξ)dξ, V2(t, 0) =
∫ t
0
(v2x − λ2v2)(s, 0)ds, V2x(t, L) = 0.
The convolution kernels (A.12) and (A.14) provide the representation formula
V2(t, x) =
∫ L
0
Θλ
∗
2 (t, x, y)V2(0, y)dy +
∫ t
0
B(t− s, x)(v2x − λ2v2)(s, 0)ds
+
∫ t
0
∫ L
0
Θλ
∗
2 (t− s, x, y)
((
λ∗2 − λ2
)
v2
)
(s, y)dyds
+
∫ t
0
∫ L
0
Θλ
∗
2 (t− s, x, y)S˜1(s, y)dyds.
(A.24)
Since
Θ˜λ
∗
2 (t, x, 0) +B
λ∗2
x (t, x) ≡ 0, S˜1(t, 0) ≡ 0,
from (A.24) one gets
V2x(t, x) =v2(t, x) =
∫ L
0
Θ˜λ
∗
2 (t, x, y)v2(0, y)dy +
∫ t
0
B
λ∗2
x (t− s, x)
(
v2x − λ∗2v2
)
(s, 0)ds
+
∫ t
0
∫ L
0
Θ˜λ
∗
2 (t− s, x, y)s˜1(s, y)dyds+
∫ t
0
∫ L
0
Θ˜λ
∗
2 (t− s, x, y)
((
λ∗2 − λ2
)
v2
)
y
(s, y)dyds
and
v2x(t, x) =
∫ L
0
Θ˜
λ∗2
x (t, x, y)v2(0, y)dy +
∫ t
0
B
λ∗2
xx(t− s, x)
(
v2x − λ∗2v2
)
(s, 0)ds
+
∫ t
0
∫ L
0
Θ˜
λ∗2
x (t− s, x, y)s˜1(s, y)dyds
+
∫ t
0
∫ L
0
Θ˜
λ∗2
x (t− s, x, y)
((
λ∗2 − λ2
)
v2y − λ2yv2
)
(s, y)dyds.
From the estimate (A.18), (A.21) and (A.23) on the convolution kernels it follows
∫ 1
0
|v2x(t, x)|dt ≤ ‖v2(0)‖L1 sup
x, y
∫ 1
0
|Θ˜λ∗2 (t, x, y)|dt
+O(1)
(∫ 1
0
{
(v2x − λ2v2)(s, 0) + (λ∗2 − λ2)v2(s, 0)ds
}
ds
)
+
(∫ 1
0
|s˜1(s)|∞ds
)(∫ 1
0
O(1)√
t
dt
)
+
(∫ 1
0
O(1)√
s
ds
)(
δ1 sup
y
∫ 1
0
|v2y|(s, y)ds+ δ21
)
≤ O(1)δ1,
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for all x ∈ [0, L]. If t > 1 we can use for v2x the expression
v2x(t, x) =
∫ L
0
Θ˜
λ∗2
x (1, x, y)v2(t− 1, y)dy +
∫ 1
0
B
λ∗2
xx(1− s, x)
(
v2x − λ∗2v2
)
(t− 1 + s, 0)ds
+
∫ 1
0
∫ L
0
Θ˜
λ∗2
x (1− s, x, y)s˜1(t− 1 + s, y)dyds
+
∫ 1
0
∫ L
0
Θ˜
λ∗2
x (1− s, x, y)
((
λ∗2 − λ2
)
v2y − λ2yv2
)
(t− 1 + s, y)dyds.
(A.25)
Computations analogous to the previous ones lead to∫ T
1
|v2x(s, x)|ds ≤ O(1)δ1.
Hence ∫ T
0
|v2x(s, x)|ds ≤ O(1)δ1 ∀T > 0, x ∈ [0, L].
The integrability of w2 with respect to time: it holds∫ t
0
|w2(s, y)|ds ≤ O(1)δ1 ∀ t > 0, ∀ y ∈ [0, L]. (A.26)
Proof. We preliminary observe that
w2(0, x) = 〈ℓ˜2, ut(0, x)〉, w2(t, 0) = 〈ℓ˜2, u′b 0(t)〉, w2(t, L) = 〈ℓ˜2, u′bL(t)〉,
where ℓ˜2 satisfies 〈ℓ˜2, r2〉 ≡ 1 and 〈ℓ˜2, r˜1〉 ≡ 0. Hence
‖w2(t = 0)‖L1(0, L) ≤ O(1)δ1, ‖w2(x = 0)‖L1(0,+∞) ≤ δ1, ‖w2(x = L)‖L1(0,+∞) ≤ δ1.
Let 2c be the separation speed defined by (1.5), let K be a compact neighborhood of the value u∗
defined by (1.8) and let C > 0 satisfy
0 < c ≤ λ2(u) ≤ C ∀ u ∈ K.
If y ∈]0, L[, the estimate (A.26) can be obtained applying Lemma 4.1 to the functional
Py(x) =


a
(
1− e−Cx) x ≤ y
b
(
e−cx − e−cL) x > y, (A.27)
where a and b satisfy 

a
(
1− e−Cy) = b(e−cy − e−cL)
aCe−Cy + bce−cy = 1.
(A.28)
By straightforward computations, from (A.28) one gets that the functional Py satisfies
Py(0) = Py(L) = 0, 0 ≤ Py(x) ≤ Py(y) ≤ O(1), P ′y(0) ≤ O(1), −P ′y(L) ≤ O(1), ∀L >> 1
P ′′y (x) + λ2P
′
y(x) ≤ −δx=y.
Since w2 satisfies
w2t + (λ2w2)x − w2xx = s˜2(t, x),
Lemma 4.1 ensures that∫ t
0
|w2(s, y)|ds ≤ O(1)
∫ L
0
|w2(0, x)|dx +O(1)
∫ t
0
∫ L
0
|s˜2(s, x)|dxds
+O(1)
∫ t
0
|w2(s, 0)|ds+O(1)
∫ t
0
|w2(s, L)|ds
≤ O(1)δ1 ∀ y ∈]0, L[.
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Integrability of w2x with respect to time: it holds∫ t
0
|w2x(s, x)|ds ≤ O(1)δ1 ∀ t > 0. (A.29)
Proof. From the representation
w2x(t, x) =
∫ L
0
∆
λ∗2
x (t, x, y)w2(0, y)dy +
∫ t
0
∫ L
0
∆
λ∗2
x (t− s, x, y)s˜2(s, y)dyds
+
∫ t
0
∫ L
0
∆
λ∗2
x (t− s, x, y)
(
(λ∗2 − λ2
)
w2y − λ2yw2
)
(s, y)dsdy + w2(0, L)J
λ∗2 L
x (t, x)
+ w2(0, 0)J
λ∗2 0
x (t, x) +
∫ t
0
J
λ∗2 0
x (t− s, x)w′2(s, 0)ds+
∫ t
0
J
λ∗2 L
x (t− s, x)w′2(s, L)ds
it follows ∫ 1
0
|w2x|(t, x)dx ≤ O(1)δ1.
If t ≥ 1 one can write
w2x(t, x) =
∫ L
0
∆
λ∗2
x (1, x, y)w2(t− 1, y)dy +
∫ 1
0
∫ L
0
∆
λ∗2
x (1 − s, x, y)s˜2(t− 1 + s, y)dyds
+
∫ 1
0
∫ L
0
∆
λ∗2
x (1 − s, x, y)
(
(λ∗2 − λ2
)
w2y − λ2yw2
)
(t− 1 + s, y)dsdy
+ w2(t− 1, L)Jλ
∗
2 L
x (1, x) + w2(t− 1, 0)Jλ
∗
2 0
x (1, x)
+
∫ 1
0
J
λ∗2 0
x (1− s, x)w′2(t− 1 + s, 0)ds+
∫ 1
0
J
λ∗2 L
x (1 − s, x)w′2(t− 1 + s, L)ds
and obtains ∫ T
1
|w2x|(t, x)dt ≤ O(1)δ1.
This concludes the proof of (A.29).
A.3.3 Proof of the estimate (4.14)
We need three preliminary results:
• For any t ≤ 1, the following holds:
|Θ˜λ
∗
2
x (t, x, y)| ≤ a(t, x− y) + b(t, x) ‖a(t)‖L1(−L,L), ‖b(t)‖L1(−L,L) ≤
O(1)√
t
. (A.30)
Proof of (A.30) In the following, α(t, x− y) and β(t, x) will denote functions that satisfy
‖α(t)‖L1(−L,L), ‖β(t)‖L1(−L,L) ≤
O(1)√
t
.
By the identities (2.4) and (A.17),
Θ˜
λ∗2
x (t, x, y) = ∆
λ∗2
x (t, x, y) =
(
φλ
∗
2 (t, x, y)
m=+∞∑
m=−∞
G(t, x + 2mL− y)−G(t, x+ 2mL+ y)
)
x
.
One has∣∣∣∣
(
φλ
∗
2 (t, x, y)
m=+∞∑
m=−∞
G(t, x + 2mL− y)
)
x
∣∣∣∣ ≤∑
m≥0
∣∣∣Gλ∗2x (t, x− y + 2mL)∣∣∣+ λ∗2∑
n>0
Gλ
∗
2 (t, 2nL− x+ y)
+
∑
n>0
G
λ∗2
x (t, 2nL− x+ y) ≤ α(x − y),
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where we have set n := −m. To complete the proof of (A.30), it is convenient to observe that
G
λ∗2
x (t, x+ y) ≤ Gλ∗2 (t, x) ∀x ≥
(
λ∗2t+
√
2t
)
, ∀ y ≥ 0
and that
|Gλ
∗
2
x (t, x+ y)| ≤ Gλ
∗
2
x (t, x) +Gx(t,
√
2t)χ{ 0 ≤ x ≤
√
2t+ λ∗2t}
≤ β(x)
|Gλ∗2x (t, 2L− x− y)| ≤ Gλ
∗
2
x (t, L− x) +Gx(t,
√
2t)χ{L−
√
2t− λ∗2t ≤ x ≤ L}
≤ β(x), ∀x, y ∈ [0, L]
where χE denotes the characteristic function of the set E. Hence∣∣∣∣
(
φλ
∗
2 (t, x, y)
m=+∞∑
m=−∞
G(t, x + 2mL+ y)
)
x
∣∣∣∣ ≤ ∑
m>0
G
λ∗2
x (t, x+ y + 2mL) +G
λ∗2
x (t, x+ y)
+ λ∗2
∑
n>0
Gλ
∗
2 (t, 2nL− x− y) +
∑
n>0
G
λ∗2
x (t, 2nL− x− y)
≤
∑
m>0
G
λ∗2
x (t, x+ 2mL) + β(x) + λ
∗
2
∑
n>0
Gλ
∗
2 (t, L− x) +
∑
n>1
G
λ∗2
x (t, (2n− 1)L− x) +Gλ
∗
2
x (t, 2L− x− y)
≤ β(x),
which concludes the proof of (A.30). 
• If t ≤ 1 then ∫ L
0
|v2x(t, x)|dx ≤ O(1)δ1√
t
. (A.31)
Proof. Let t ≤ 1. From the equality
uxx = v1
(
Dr˜1ux + v1xr˜1v + σ1xr˜1σ
)
+ v1xr˜1 + p1
(
Drˆ1ux + p1xrˆ1p
)
+ p1xrˆ1 + v2xr2 + p2xr2, (A.32)
and from the bounds ‖p1x(t)‖L1 ≤ O(1)δ1 and ‖uxx(t)‖ ≤ O(1)δ1/
√
t, it follows that
‖v1x(t)‖ = ‖〈ℓ1, uxx(t)〉 − p1x(t)‖L1 ≤
O(1)δ1√
t
,
where ℓ1 = (1, 0). Hence
‖w1(t)‖L1 ≤ O(1)‖v1(t)‖L1 + ‖v1x(t)‖L1 +O(1)‖p1(t)‖L1 + ‖p1x(t)‖L1 ≤
O(1)δ1√
t
.
From the estimates
‖w′1(x = 0)‖L1(0,+∞) = ‖〈ℓ1, u′′b 0〉‖L1(0,+∞) ≤ δ1
‖w′1(x = L)‖L1(0,+∞) = ‖〈ℓ1, u′′bL〉‖L1(0,+∞) ≤ δ1
‖w1(t = 0)‖L1(0, L) = ‖〈ℓ1, u′′0 −A(u0)u′0〉‖L1(0, L) ≤ O(1)δ1,
and from the representation formula
w1x(t, x) =
∫ L
0
∆
λ∗1
x (t, x, y)w1(0, y)dy + J
λ∗1 0
x (t, x)w1(0, 0) + J
λ∗1 L
x (t, x)w1(0, L)
+
∫ t
0
J
λ∗1 0
x (t− s, x)w′1(s, 0)ds+
∫ t
0
J
λ∗1 L
x (t− s, x)w′1(s, L)ds
+
∫ t
0
∫ L
0
∆
λ∗1
x (t− s, x, y)
(
(λ∗1 − λ1)w1y − λ1yw1
)
(s, y)dsdy,
(A.33)
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it follows that
‖w1x(t)‖L1 ≤
O(1)δ1√
t
.
Hence
‖σ1x(t)v1(t)‖L1 =
∥∥∥∥θ′
(
w1x(t)− w1
v1
v1x(t)
)∥∥∥∥
L1
≤ O(1)δ1√
t
.
and therefore from (A.32) one gets (A.31).
• If t ≥ 1 then ∫ L
0
|v2x(t, x))|dx ≤ O(1)δ1 (A.34)
Proof. One can repeat the same computations performed to prove (A.31), using, instead of (A.33),
the following representation formula (which holds if t ≥ 1):
w1x(t, x) =
∫ L
0
∆
λ∗1
x (1, x, y)w1(t− 1, y)dy + Jλ
∗
1 0
x (1, x)w1(t− 1, 0) + Jλ
∗
1 L
x (1, x)w1(t− 1, L)
+
∫ 1
0
J
λ∗1 0
x (1− s, x)w′1(t− 1 + s, 0)ds+
∫ 1
0
J
λ∗1 L
x (1 − s, x)w′1(t− 1 + s, L)ds
+
∫ 1
0
∫ L
0
∆
λ∗1
x (1 − s, x, y)
(
(λ∗1 − λ1)w1y − λ1yw1
)
(t− 1 + s, y)dsdy.
Let
I(T ) := sup
τ∈(−T,T )
x∈(−L,L)
∫ min{T, T+τ}
max{0, τ}
∫ min{L,L+ξ}
max{0, ξ}
|v1(t, x)| |v2x(t− τ, x− ξ)|dtdx.
It holds: ∫ T
0
∫ L
0
|v1(t, x)| |v2x(t, x)|dxdt ≤ I(T ).
Moreover, thanks to the estimates (A.31) and (A.34),
∫ max{2, 2+τ}
max{0, τ}
∫ min{L,L+ξ}
max{0, ξ}
|v1(t, x)| |v2x(t− τ, x− ξ)| ≤ O(1)‖v1‖L∞δ1
∫ 2
0
{
1 +
1√
t
}
dt ≤ O(1)δ21 .
Hence we are left to estimate the term∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
|v1(t, x)| |v2x(t− τ, x− ξ)|dxdt
in the case T ≥ 2: to do this, we will exploit the representation formula (A.25) and the estimate
(A.30).
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One has∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
v1(t, x)
∫ L
0
Θ˜
λ∗2
x (1, x− ξ, y)v2(t− 1− τ, y)
≤
∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
v1(t, x)
∫ L
0
a(1, x− ξ − y)v2(t− 1− τ, y)
+
∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
v1(t, x)
∫ L
0
b(1, x− ξ)v2(t− 1− τ, y)
≤
∫ L
−L
a(1, z)
∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ+z}
max{0, z+ξ}
v1(t, x)v2(t− 1− τ, x− z − ξ)dξ
+
∫ min{L,L+ξ}
max{0, ξ}
b(1, x− ξ)
(∫ min{T, T+τ}
max{2, 2+τ}
v1(t, x)
(∫ L
0
v2(t− 1− τ, y)dy
)
dt
)
dx ≤ O(1)δ21 ,
and∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
v1(t, x)
∫ 1
0
∫ L
0
Θ˜
λ∗2
x (1− s, x− ξ, y)
(
(λ∗2 − λ2)v2y
)
(t− τ − 1 + s, y)dydsdxdt
≤ δ1
∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
v1(t, x)
∫ 1
0
∫ L
0
a(1− s, x− ξ − y)v2y(t− τ − 1 + s, y)dydsdxdt
+ δ1
∫ min{T, T+τ}
max{2, 2+τ}
∫ min{L,L+ξ}
max{0, ξ}
v1(t, x)
∫ 1
0
∫ L
0
b(1− s, x− ξ)v2y(t− τ − 1 + s, y)dydsdxdt
≤ δ1
∫ 1
0
∫ L
−L
a(1 − s, z)
(∫ min{L,L+z+ξ}
max{0, ξ+z}
∫ min{T, T+τ}
max{2, 2+τ}
v1(t, x)v2x(t− τ − 1 + s, x− ξ − z)dxdt
)
dzds
+ δ1
∫ 1
0
∫ min{L,L+ξ}
max{0, ξ}
b(1− s, x− ξ)
(∫ min{T, T+τ}
max{2, 2+τ}
v1(t, x)
(∫ 1
0
v2y(t− τ − 1 + s, y)dy
)
dt
)
dxds
≤ O(1)δ1I(T ) +O(1)δ31 .
With analogous computations one can estimate the other terms that comes from the representation
formula (A.25) and hence prove that I(T ) ≤ O(1)δ21 .
A.3.4 Proof of the estimate (4.17)
Since in the following we will often refer to equations (3.10) and (3.11), we recall them:
σ1 = λ
∗
1 − θ
(
w1
v1
+ λ∗1
)
,
where the cut-off θ is given by
θ(s) =


s if |s| ≤ δˆ
0 if |s| ≥ 3δˆ
smooth connection if δˆ ≤ s ≤ 3δˆ
δ1 << δˆ ≤ 1
3
.
It follows that |w1 + σ1v1| 6= 0 only when the function θ is not the identity, i.e. when |w1 + λ∗1v1| >
δˆ|v1|. Since
w1 = v1x − λ1v1 + p1x − λ1p1,
the condition |w1 + σ1v1| 6= 0 implies
|v1x + (λ∗1 − λ1)v1 + p1x − λ1p1| > δˆ|v1|.
There are therefore two possible cases:
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1.
|v1x + (λ∗1 − λ1)v1| ≥
1
2
δˆ|v1|,
and therefore, since |λ∗1 − λ1| ≤ O(1)δ1 and δ1 << δˆ,
|v1x| ≥ δˆ
3
|v1|.
2.
|v1x| < δˆ
3
|v1| =⇒ |p1x − λ1p1| > δˆ
2
|v1|.
If case 1 holds, then
|w1 + σ1v1| = |v1x + (σ1 − λ1)v1 + p1x − λ1p1|
≤ |v1x|+ δ1|v1|+ |p1x − λ1p1| ≤ O(1)|v1x|+ |p1x − λ1p1|
and therefore(
|v1|+ |w1|+ |v1x|+ |w1x|
)(
|w1 + σ1v1|
)
≤ O(1)
(
|v1x|+ |p1|+ |p1x|+ |w1x|
)(
O(1)|v1x|+ |p1x − λ1p1|
)
≤ O(1)
(
|v1x|+ |p1|+ |p1x|+ |w1x|
)
|p1x − λ1p1|+O(1)|v1x|2 +O(1)|v1x|
(
|p1|+ |p1x|
)
+O(1)|w1x|2.
Since
|p1|, |p1x| ≤ O(1)δ1 exp(−cx/2),
it follows that, if case 1 holds, then one is left to prove∫ T
0
∫ L
0
χ {|(w1/v1)+λ∗1 |≥δˆ}
(
|v1x|2 + |w1x|2
)
(t, x)dxdt ≤ O(1)δ21 . (A.35)
On the other hand, if case 2 holds then
|v1x + (σ1 − λ1)v1 + p1x − λ1p1| ≤ 4
3
δˆ|v1|+ |p1x − λ1p1| ≤ O(1)|p1x − λ1p1|,
and therefore∫ T
0
∫ L
0
(
|v1|+ |w1|+ |v1x|+ |w1x|
)(
|w1 + σ1v1|
)
(s, x)dsdx
≤ O(1)
∫ T
0
∫ L
0
(
|v1|+ |w1|+ |v1x|+ |w1x|
)
|p1x − λ1p1|(s, x)dsdx ≤ O(1)δ21 ,
thanks to the exponential decay of |p1| and |p1x|.
To prove (A.35) it is convenient to introduce a new cutoff function:
ψ(s) =


0 if |s| ≤ 3/5 δˆ
1 if |s| ≥ 4/5 δˆ
smooth connection if 3/5 δˆ ≤ |s| ≤ 4/5 δˆ.
Moreover, in the following we will only prove that∫ T
0
∫ L
0
χ {|(w1/v1)+λ∗1 |≥δˆ}
|v1x|2(t, x)dxdt ≤ O(1)δ21 , (A.36)
because the estimate ∫ T
0
∫ L
0
χ {|(w1/v1)+λ∗1 |≥δˆ}
|w1x|2(t, x)dxdt ≤ O(1)δ21 .
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can be obtained with similar techniques.
As we have already observed, it is sufficient to show
∫ T
0
∫ L
0
|v1x|2ψ
(w1
v1
+ λ∗1
)
(t, x)dxdt ≤ O(1)δ21 .
Multiplying the equation
v1t + (λ1v1)x − v1xx = 0
by ψv1, we get
0 =
∫ L
0
∫ T
0
(
d
dt
( v21
2
ψ
)− v21
2
(ψt + λ1ψx − ψxx) + ψ|v1x|2 + v
2
1
2
λ1xψ − v21ψxx
)
dxdt
+
∫ T
0
[
ψv1(λ1v1 − v1x)
]x=L
x=0
dt+
∫ T
0
[
v21
2
(ψx − λ1ψ)
]x=L
x=0
dt.
(A.37)
Indeed,
d
dt
( v21
2
ψ
)
= v1v1tψ +
v21
2
ψt
and∫ L
0
∫ T
0
(
λ1v1 − v1x
)
x
ψv1dxdt =
∫ L
0
∫ T
0
(v1x − λ1v1)(ψv1)xdxdt +
∫ T
0
[
ψv1(λ1v1 − v1x)
]x=L
x=0
dt
=
∫ L
0
∫ T
0
ψx
(
v21
2
)
x
+ ψv21x − λ1ψxv21 − λ1ψ
(
v21
2
)
x
dxdt+
∫ T
0
[
ψv1(λ1v1 − v1x)
]x=L
x=0
dt
=
∫ L
0
∫ T
0
ψv21x +
(
v21
2
)
(λ1xψ − λ1ψx + ψxx − 2ψxx)dxdt+
∫ T
0
[
ψv1(λ1v1 − v1x)
]x=L
x=0
dt
+
∫ T
0
[
v21
2
(ψx − λ1ψ)
]x=L
x=0
dt.
One can develop the term ψt + λ1ψx − ψxx and, since
ψt = ψ
′
(
w1tv1 − w1v1t
v21
)
, ψx = ψ
′
(
w1xv1 − w1v1x
v21
)
,
ψxx = ψ
′′
(
w1
v1
)2
x
+ ψ′
(
w1xxv1 − v1xxw1
v21
− 2v1x(w1xv1 − w1v1x)
v31
)
,
(A.38)
one obtains
v21(ψt + λ1ψx − ψxx) = ψ′v1(w1t + (λ1w1)x − w1xx)− ψ′w1(v1t + (λ1v1)x − v1xx)
− ψ′′v21
(
w1
v1
)2
x
+ 2ψ′v1xv1
(
w1
v1
)
x
.
Thus, inserting the last formula into (A.37), we obtain
∫ L
0
∫ T
0
ψ|v1x|2 = − 1
2
∫ L
0
[
v21dx
]t=T
t=0
+
∫ T
0
[
ψv1(v1x − λ1v1)
]x=L
x=0
dt+
∫ T
0
[
v21
2
(ψx − λ1ψ)
]x=L
x=0
dt
− 1
2
∫ L
0
∫ T
0
ψ′′v21
(
w1
v1
)2
x
+ ψ′v1xv1
(
w1
v1
)
x
+ v21ψxx −
v21
2
λ1xψ.
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The boundary terms are bounded by O(1)δ21 since ‖v1‖L∞ ≤ O(1)δ1 and thanks to the estimates of
Proposition 4.2. Since by (4.16)
∫ T
0
∫ L
0
χ{|λ∗
1
+w1/v1|≤3δˆ}
v21
(
w1
v1
)2
x
dxds ≤ O(1)δ21 ,
we are left to estimate the following terms:
•
∫ T
0
∫ L
0
∣∣∣∣ψ′v1xv1
(
w1
v1
)
x
∣∣∣∣dsdx ≤
∫ T
0
∫ L
0
∣∣∣∣ψ′v1x
(
w1x − w1
v1
v1x
)∣∣∣∣dsdx
≤ O(1)
∫ T
0
∫ L
0
∣∣∣∣ψ′
(
|v1|+ |p1x − λ1p1|
)(
w1x − w1
v1
v1x
)∣∣∣∣dsdx
≤ O(1)
∫ T
0
∫ L
0
∣∣v1w1x − v1xw1|dsdx+O(1)
∫ T
0
∫ L
0
|p1x − λ1p1|
(
|w1x|+O(1)|v1x|
)
Indeed, if ψ′ 6= 0 then |λ∗1 − w1/v1| ≤ δˆ and hence
|v1x| ≤ O(1)|v1|+ |p1x − λ1p1|.
•
∫ T
0
∫ L
0
ψ′
(
w1xxv1 − w1v1xx
)
dsdx = O(1)
∫ T
0
∫ L
0
(
w1xv1 − w1v1x
)
x
dsdx
≤ O(1)
∫ T
0
[
w1xv1 − w1v1x
]x=L
x=0
≤ O(1)δ21
•
∣∣∣ ∫ L
0
∫ T
0
v21
2
λ1xψ
∣∣∣ = ∣∣∣ ∫ L
0
∫ T
0
v21
2
(λ1 − λ∗1)xψ
∣∣∣
≤
∣∣∣ ∫ L
0
∫ T
0
(λ1 − λ∗1)
( v21
2
ψ
)
x
∣∣∣+ ∣∣∣ ∫ T
0
[
(λ1 − λ∗1)
v21
2
ψ
]x=L
x=0
≤ O(1)δ1
∣∣∣ ∫ T
0
[
v21
2
ψ
]x=L
x=0
+O(1)δ21 ≤ O(1)δ21 .
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