Abstract. We consider continuous-time random walks with bounded jumps but unbounded rates (they depend polynomially on coordinates in the orthant). In applications, the case when the rates are bounded corresponds in applications to queueing theory, more precisely, to Markovian communication networks. The goal of this paper is to discuss the situation for polynomial rates; we show that the boundaries often play no role, but new effects and complicated behaviour may arise due to time scales and nonlinearity.
Introduction
We consider continuous-time random walks in the orthant Z N + . We assume that the jumps are bounded, while the rates are not -they depend polynomially on the coordinates of the point. In applications, the case when the rates are bounded corresponds in applications to queueing theory, more precisely, to Markovian communication networks. The behaviours of random walks in this case, which are very diverse due to the possible branching of trajectories on boundaries, was considered in [10] . Many peculiarities of random walks with bounded transition rates can be observed by means of the so-called fluid (or Euler) scaling limit [10] .
The Markov processes introduced here occupy an intermediate position between non-equilibrium statistical physics and deterministic ODEs of classical chemical kinetics.
The main results of this paper are the convergence of the corresponding Markov processes to deterministic differential equations under an appropriate scaling (Theorem 1) and the convergence of partially scaled Markov processes to "hybrid" systems (Markov chain + differential equation) (Theorem 2). The important special cases of scaling of Markov processes are the processes in two-dimensional quadrant and in the strip (Theorems 3 and 4). In these cases, the new phenomenon of different behaviours under different time scales occurs. The last section is devoted to the discrete Boltzmann equation. It contains a new condition on transition rates (local equilibrium condition) which guarantees the validity of the generalized Boltzmann H-theorem (Theorem 5). This theorem implies the attraction of any trajectory of the limiting dynamical system to some fixed point (Theorem 8). We also give an example (the Brusselator) which shows that, for a large system to have normal thermodynamic behaviour, some conditions on the transition rates are necessary.
We assume that the number N of molecular types and the number T of reaction types are fixed, but the number n v of molecules of type v may tend to infinity (for all or only some of v). For the limiting behaviour in this situation, we study the scaling limits, assuming that the coefficients κ r of the polynomial determining the rates are scaled in some way.
Preliminary definitions.
The graph of chemical reactions. We write the equation of a chemical reaction as
where a i and b j are integers (stehiometric coefficients), A i are the input chemical substances (molecules), and B j are the output substances. The set of all possible molecules and reactions can be considered as a graph. This graph Γ is bipartite and directed. The vertices are of two kinds: some of them correspond to substances (molecules, atoms, ions, molecular complexes, DNA promoter sites, etc.), and the others correspond to reaction types. Edges connect substance (or molecular) vertices with reaction vertices; each edge is directed. An edge from a substance to a reaction indicates that the substance is an input of the reaction, and an edge from a reaction to a substance indicates that the substance is an output of the reaction. To each reaction vertex r a positive number, the rate coefficient κ r , is assigned. Let I(r) (O(r)) be the set of molecular vertices joined by at least one ingoing (outgoing) edge to the reaction vertex r. The edges may be multiple; we denote the multiplicities of ingoing and outgoing edges by a i and b j , respectively.
Moreover, to each molecular vertex the rate λ v of the external input flow of the substance v and the rate µ v of the output flow of the substance v are assigned. A network is called closed if λ v = µ v = 0 for all v; otherwise it is said to be open.
Random walks in Z N
+ . If Γ is finite, then a countable continuous-time homogeneous Markov chain can be defined on Z N + , where N is the number of substance vertices. The coordinate n v (t) of a point (n 1 (t), . . . , n N (t)) ∈ Z N + is the number of molecules of type v at time t.
Each reaction r defines transitions
where d − (v, r), d + (r, v) > 0 are the multiplicities of the ingoing and outgoing edges of the vertex r, respectively. The
is called the jump of the reaction r and is denoted by j r . This reaction has rate K r defined by
(this is the so-called law of acting masses).
Open networks admit also transitions n v → n v + 1 and n v → n v − 1 with rates λ v and µ v , respectively. By analogy with (3), we suppose that λ v is constant and µ v is proportional to n v .
Conservation laws. For many natural closed networks, the chain described above is reducible: its irreducible components are finite and defined on some subsets of Z N + . This is clear if conservation laws hold for each reaction, i. e., if
for any r and any j; here, for each molecule i, m ij is the number of atoms of type j in i.
Deterministic Scaling Limits
Assume that, at time t = 0, all the n v = n v (0; M ) depend on a large parameter M → ∞, so that
, where c (M ) v ≥ 0 are concentrations and β(v) are scaling parameters. In this section, we take all β(v) to be equal to 1. We want to study the process (n 1 (t; M ), . . . , n N (t; M )) for a fixed t and M → ∞.
The coefficients κ r depend on M differently. In the following theorem, we assume that κ r = M −m(r)+1 a r , where a r are constants and m(r) are the degrees of the corresponding monomials (3) . We call such a scaling canonical. Theorem 1. Consider a closed network and assume that, at the initial moment of time t = 0, the limit
exists for any v. Then, for any v and any t > 0 there exist the following limits in probability exist:
where c v (t) are positive numbers satisfying the equations
The right-hand side of (7) is r a r j r w∈I(r) c
, which is a polynomial vector field on R N . We call it the vector field of chemical kinetics.
Comments.
Limiting conservation laws. If conditions (4) are fullfilled, then for the system of differential equations (7), we have the linear conservation laws ∈ I}, where I is any susbset of {1, . . . , N }. For our networks, the limiting deterministic dynamical system (7) has the following simple properties. If the initial vector of concentrations belongs to Λ = Λ(I) for some I, then there are two possibilities. The first one is that the trajectory of the limiting dynamical system belongs to Λ (Λ is invariant). The second possibility is that this trajectory immediately leaves Λ, necessarily to some face Λ with dim Λ > dim Λ.Then Λ is invariant.
Thus, the limiting dynamical system is a disjoint union of D ≤ 2 N dynamical systems.
Explosions. For random walks with polynomial rates, explosions can exist even in the one-dimensional case. For example, if 2A → 3A at a rate proportional to n 2 v , then, by virtue of (3), equation (7) is
2 . The solution of this equation reaches ∞ in finite time. It is known that the trajectories of the random walk do the same.
Under conservation laws, explosions do not occur in the literal sense, but, for some time scales, some reactions may accelerate drastically. This might have a biological meaning.
Nondeterministic Scaling Limit
In this section, we consider the case when there are two subsets of molecules, I 1 and I 2 . We assume that the numbers n v of molecules from the set I 2 are relatively small and not scaled. It is known that there are some proteins, represented by a pair of molecules per cell, which have a strong influence on the metabolic network.
More precisely, assume that Z
and there are d types of "small" molecules with state vector n s = (n 1 , . . . , n d ) and D types of "large" molecules with the state vector n l = (n d+1 , . . . , n d+D ). The large molecules form a minority in the population of the system. There are "fast" reactions {r} which involve only small molecules (that is, only the coordinates of n s may change); the rates of these reactions are
We denote their jumps by z r ∈ Z d . There are also "slow" reactions {R} with rates
we denote the corresponding jumps by y R . Generally, both components of the vector
Here f r and g R are given by the law of acting masses (3) with canonical scaling (9) for fast reactions and with noncanonical scaling (10) for slow reactions. Thus, denoting M −1 n s by c, we obtain
and a similar expression for g R . We consider a Markov process n (M ) (t) on Z N + such that jumps of type F (fast) n → n + z r (11) occur at rate (9) if n + z r ≥ 0 and jumps of type S (slow)
occur at rate (10) if n + y R ≥ 0. It is natural to consider such a system in the variables c = M −1 n s , n l . The transitions of type (F ) do not change n l and change c to c + M −1 z r with rate (9). The transitions of type (S) change n l to n l + π D y R and c to c + M −1 π d y R with rate (10) . Note that the rates of reactions of type (F ) contain the factor M , while the rates of reactions of type (S) do not contain this factor. Consider the Markov process ( c(t), n l (t)), where
and n l (t) is a jump process on Z
Theorem 2. Under above assumptions, the Markov process
Proof. First, consider the case of Theorem 1, where N = d and there are no "slow" reactions (z r = j r ). The vector field of chemical kinetics is a polynomial vector Section 2) . Standard uniqueness and existence theorems for ordinary differential equations imply that such a vector field defines a dynamical system τ t on the extended spaceR
To be more precise, for any x = x 0 ∈ R N + , we define x t by the equation
Its solution exists for 0 ≤ t < T (x), where T (x) is the moment of time at which the solution reaches ∞. We put
be the completion of the space C 0 (R N + ) of continuous functions with compact support in the norm φ = max |φ|; that is, L is the space of continuous functions on R N + tending to 0 as x → ∞. Then the dynamical system τ t determines a strongly continuous semigroup
we set φ(∞) = 0 and τ t (∞) = ∞ by definition. Its continuity easily follows from standard theorems on the smooth dependence of solutions to ordinary differential equations on the initial conditions. The generator
of the semigroup is also defined on D. The generator of our Markov process is
Clearly, A M φ → Aφ as M → ∞ for smooth φ, where
The generator of the Markov process in Theorem 2 is
By the Trotter-Kurtz theorem (see [2] ), the semigroups T t M converge to T t on L. The convergence of the finite-dimensional distributions of the corresponding Markov processes (with given initial state) follows. Note that, in the case under consideration (due to possible explosions), finite-dimensional distributions can be subprobability measures. A similar construction was used in [6] .
The Two-Dimensional Case
Note that, in the all previous examples, the time t was not scaled. If we used the scaling κ r = M −m(r)+1+p a r and the time scaling t = M −p τ , then the limit
would be equivalent to the canonical scaling. In the general case, scalings can be more complicated. Assume that there are N molecular types v = 1, . . . , N and T reaction types r = 1, . . . , T . For each molecular type, the concentrations can be scaled as
, and time as tM −p . In the general case, we should take p = max p(r) (otherwise, there will be infinitely many molecules of some type).
Assume that α(r) are fixed. For a fixed v, is it possible that several arrays
xi for all v? Can the pictures on different time scales be different? Below, we give simplest examples which show that this can happen. They are based on the fact that some n v reach a limiting distribution faster than the scaling limit for other v is reached.
Our examples are in dimension 2. There are two types of molecules with; n 1 molecules are of one type and n 2 molecules are of the other type.
Case 1: n 2 is finite. Here we consider a random walk without conservation laws, but similar effects may occur for systems with conservation laws. The simplest (and basic) example is a random walk in a half-strip {(n 1 , n 2 ) : n 1 = 1, 2, 3, . . . ; n 2 = 1, 2}. The transitions are
(n 1 , 2) → (n 1 , 1),
We assume that a 1 (n 2 ) − a 2 (n 2 ) > 0 for n 2 = 1, 2. The case a 1 (n 2 ) − a 2 (n 2 ) < 0 for n 2 = 1, 2 would give an ergodic situation, which is not interesting. We shall not consider the case a 1 (n 2 ) − a 2 (n 2 ) = 0, nor the case when a 1 (n 2 ) − a 2 (n 2 ) have different signs for n 2 = 1, 2. We took linear rates because, if we took, for example,
, then the limiting system would not exist: we would have an explosion.
The following result gives an example of a typical phase transition, which occurs in more complicated situations too.
Theorem 3.
There are three types of behaviour depending on ε. If ε < −1, then, for any t ≥ 0, the limits
exist, where
If ε = −1, then (c 1 (t, M ), n 2 (t, M )) tends to a Markov process (c 1 (t), n 2 (t)); this process is uniquely determined by the transition rates of n 2 (t) (λ(1 → 2) = a 3 c 1 (t), λ(2 → 1) = a 4 c 1 (t)) and by
If ε > −1, then, for any t ≥ 0, n 2 (t, M ) tends in distribution to a random variable ξ with distribution P (ξ = 1) = a3 a3+a4 , P (ξ = 2) = a4 a3+a4 , and c 1 (t, M ) tends to c 1 (t) satisfying the equation
Let us make some comments concerning the proof. If ε < −1, then the n 2 -motion is very slow and the number of its jumps during time ∆t the number of its jumps has order o(1). Note that the n 1 -process makes O(M ) jumps. The dynamical system of c 1 (t) moves smoothly and is completely determined by the initial value n 2 (0). The n 2 -process is not seen, for it does not start.
If ε > −1, then the n 2 -motion makes O(M δ ) (δ > 0) jumps during time ∆t. The dynamical system of c 1 (t) moves smoothly with respect to the averaged parameters of the n 2 -process, that is, with respect to its stationary distribution. We will not see the n 2 -process, for it is too fast.
The point ε = −1 is critical. The dynamical system is controlled by discrete process, there is a feedback. The dynamical system of c 1 (t) moves smoothly; its parameters change in random discrete moments of time moments the parameters of this dynamical system change. The number of n 2 -jumps during time ∆t has order 1. The proof is similar to the proof of Theorem 2; we omit the details.
Case 2: both n 1 and n 2 are infinite. Now, consider the case when both n 1 and n 2 tend to infinity with canonical scalings c v = lim nv M . We assume that there are 4 reactions, the scaling of κ 1 , κ 2 is canonical, and that of κ 3 , κ 4 is general. More precisely, the transitions are
The case ε = 0 corresponds to the canonical scaling; this is the case of Theorem 1. 
If a 1 − a 2 < 0, then, for the time scaling t = τ M −ε ,
Thus, the microscopic time t gives the first stage of evolution, and the macrotime τ defines the evolution on a longer scale. Note that, for a 1 − a 2 > 0, the second assertion of the theorem does not hold. The case ε > 0 can be considered similarly.
The Brusselator. As an example of a real chemical system, consider an open twodimensional system with two substances X 1 and X 2 with concentrations c i = ni M , i = 1, 2. X 1 -molecules enter the system from the outside at the rate a 1 M and leave the system at the rate a 4 n 1 . There are two reactions
with rates a 2 n 1 and a 3 M −2 n 2 1 n 2 , respectively. The scalings are canonical, and we obtain the well-known system
It is also well known that this system has a stable limiting cycle and an unstable fixed point.
Dynamical systems such as the Brusselator, Henon attractor, and so on correspond to open physical systems [3] . Now, consider a more special case of closed physical systems, essentially studied by Boltzmann. Following his classical works, we consider only systems with pair interaction.
The Discrete Boltzmann Equation
In this section, the index v parametrizes not only molecule types, but also energy levels. We discretize the kinetic energy levels.
In order to make the notation maximally close to that of the famous Landau course in theoretical physics [8] , we denote the vector of all these type-energy parameters by γ. Our simplifying assumption is that γ takes values from a finite set Γ. Let n(γ) denote the number of molecules having vector γ. Consider a finite Markov chain L M with set of states {n(γ), γ ∈ Γ :
γ n(γ) = M, n(γ) ∈ Z + }. For fixed unordered pairs (γ , γ 1 ), (γ, γ 1 ), we let
be the rate of the transition (n(γ),
, where all the other n are unchanged. Note that we use the canonical scaling. To simplify notation, we consider only binary collisions, which transfers two molecule states γ and γ 1 into states γ and
M be the corresponding concentrations. The canonical scaling limit gives
for f (γ) = lim f (M ) (γ). Note that these equations are identical to the collision part of the Boltzmann equation.
We say that 1. f (γ) is a fixed point if the right-hand side of Eq. (40) equals zero, that is,
for each γ. 2. f (γ) satisfies the local equilibrium condition if
for any γ and γ 1 . Condition 2 can be related to the unitarity of the scattering matrix describing the collisions of molecules. Take the Hilbert space H = l 2 (Γ) and some orthonormal basis e(γ), where γ ∈ Γ, in this space. Assume that the squares of the elements S αβ of the scattering matrix S : H ⊗ sym H → H ⊗ sym H in the basis e(γ) ⊗ e(γ ) are
Unitarity implies
This is the special case of condition 2 with f (γ) = 1. 3. We say that f (γ) satisfies the detailed balance condition if
for any γ, γ 1 , γ , and γ 1 .
It is easy to see that condition 3 implies 2 and 2 implies 1, but not vice versa. Condition 2 (the local equilibrium condition) means that, for M = 2, the Markov chain with transition rates w(γ , γ 1 | γ, γ 1 ) has an invariant measure f (γ)f (γ 1 ). Condition 3 (of detailed balance) means that this Markov chain has an invariant measure of the same form and is reversible with respect to that measure.
We define the (relative) entropy of f with respect to a fixed f 0 by
The following assertions hold.
Theorem 5 (Boltzmann H-theorem).
Assume that there exists some f 0 > 0 satisfying the local equilibrium condition. Then, for any initial f (γ, 0), the function
Proof. Note that the following conservation law holds:
Differentiating (46) and using (48), we obtain
Let us rewrite condition (42) as
In what follows, we use the notation = γ,γ1,γ ,γ 1 . Then, for any function f (γ), we have
After a change of variables, we obtain
Put
and
By (52),
therefore,
because ξ ln ξ − ξ + 1 ≥ 0 if ξ > 0, which follows from the convexity of ξ ln ξ.
Remark. For a finite ergodic Markov chain L M , let µ t denote the measure at time t for the initial measure µ 0 . It is well known (see, e. g., [9, Section II.4]; [14] ) that the relative entropy with respect to an invariant measure π, that is
increases, i. e., S(µ s ) ≤ S(µ t ) if s < t. There is hardly any relation between the two entropies H and S, because the latter always works for finite Markov chains, while the former does only when there is a fixed point obeying the local equilibrium condition.
Theorem 6. Assume that, for some f 0 > 0, the local equilibrium condition holds. Then it holds also for any other fixed point f .
Proof. If f is a stationary solution to equation (40), then df (γ) dt = 0 and, hence,
> 0, and ξ = 1 by (59). It follows that, for any γ, γ 1 , γ , and γ 1 such that f (γ)f (γ 1 ) > 0 and w(γ, γ 1 | γ , γ 1 ) > 0, we have ξ = 1, that is, Theorem 7. Assume that, for some f 0 > 0, the local equilibrium condition holds. Then, as t → ∞, any solution f (t) to equation (40) tends to some fixed point f ∞ , which generally depends on the initial data f (0). 
This equation implies that ln f is an additive conservation law. Vice versa, if there is a set J of additive conservation laws
then, for any constants c and c j ,
is a solution to (62). Note that the additive conservation laws form a linear space. Thus, we have proved that any solution to (62) has the form (64). In particular, in the classical situation where γ is the vector of velocities v = (v 1 , v 2 , v 3 ) ∈ R 3 (the case when Γ is not discrete should be treated more carefully), we have four conservation laws (momentum and kinetic energy). In this situation, we have the Maxwell-Boltzman solution
In the general case (where f 0 = 1), f f0 has the form (64). Corollary. Assume that, for some f 0 > 0, the detailed balance condition holds. Then it holds for any fixed point of (40).
