It was found out using Bayesian classification that student SSC (metric) grade, living location, medium of instruction, mother's qualification, student's habits and type of family are the most important factors for the student's performance. Kabakchieva, (2013) demonstrated that J48 performance is the best, followed by JRip and k-NN classifiers. The Bayes classifiers are found to be less accurate than the rest. It was found that university admission score and number of failures (in courses) at first-year university exams are the factors that affect students' performance. However, all the tested classifiers had overall accuracy less than 70 % which implies that the error rate was high and the predictions are unreliable. Mythili & Shanavas, (2014) concludes that attendance, parent's education, locality, gender, economic status are the high potential parameters affecting students' performance in the examination. They have analyzed classifiers such as J48, Random Forest, Multilayer Perceptron, IB1 and Decision Table. It is was found that random forest was the most accurate classifier with an overall accuracy of 89.23%. It also takes less time to build the model than any other classifier.
Al-radaideh, Al-shawakfa & Al-najjar, (2006) in their paper attempted to find out the main parameters which affect students' performance in a particular course. They have used CRISP framework for data mining for this purpose. ID3, C4.5 decision tree, and Naive Bayes were compared. C4.5 was found to be better than others with a classification accuracy of around 38.0531% using 10-fold cross validation. As evident from preceding sentence, it was found that the classification accuracy of the top three algorithms was not so high, hence they concluded that collected sample and attributes are not sufficient to generate a classification model of high quality. Pandey & Sharma, (2013) compared classification methods to predict grades for undergraduate engineering students. Data was collected from Manav Rachna College of Engineering, Faridabad Dist, Haryana state, India and comprise of 524 instances. In their experiments, they have used J48, Simple Cart, Reptree and NB tree classifiers. J48 was found out to be the most accurate with an overall accuracy of 82.58% using percentage split method and 80.15% using cross-validation. Ramaswami & Bhaskaran, (2010) developed a CHAID prediction model to predict the performance of students at higher secondary school level. 35 parameters were used for the study. 1000 dataset were collected from five schools in three districts of Tamil Nadu state, India, out of these 772 instances were used after pre-processing of data. The overall accuracy of the model was 44.69% which is better than the model obtained by Al-radaideh, Al-shawakfa & Al-najjar, (2006) , but still not acceptable for quality prediction. As per their study, it was found that marks obtained in secondary school level, school location, medium of instruction and type of living are the most influencing factors that affect students' performance. Kovacic, (2010) used demographic data (gender, age, ethnicity, disability etc.) and study environment data (course program & course block / semester) to predict whether a student will pass or fail in the given course. Classification Trees methods such as CHAID and CART were used with the overall accuracy of 59.4% and 60.5% respectively. According to the trees obtained in the result, it was concluded that ethnicity, course program and course block are the most important factors that help to distinguish between successful and unsuccessful students. As the study is based on enrollment data it leaves important parameters such as assignment marks, test marks, previous academic scores etc which can highly affect students performance.
As evident from above works, we can say that most of the models obtained are of low accuracy (less than 70 %). Also, most of the study has either used enrollment data, demographic information, academics marks or a combination of such data.
No study above tends to analyze the effect of psychological, socio-economic or other diverse factors. To overcome these limitations, we have used diverse parameters which include academic parameters, psychological factors, parameters related to socio-economic conditions, background information, demographics data and other diverse factors of students. Hence in this study, we also try to find out whether these all factors together affect students' performance and how.
Methodology Data Collection
In this study, we have taken the data of students belonging to Anjuman-I-Islam's Kalsekar Technical Campus, Navi Mumbai which is affiliated to Mumbai University. The parameters evaluate academics, socio-economic state, psychological state etc. Parameters taken for this study are shown in Table 1 . 
Data Pre-Processing
Data is loaded into weka and irrelevant attributes are removed. Attribute filter NumericalToNominal and StringToNominal is applied to convert all the numerical and string attributes to nominal. The chi-squared filter is used for attribute selection with 20-folds cross-validation. We have chosen two sets of the attributes. Set-I for predicting course failure i.e. kt and Set-II for predicting GPA i.e. grade_individual.
Set-I has 28 attributes from above set in Table 1 . Attributes such as grade_individual, tw and orpr were removed as they are not relevant to the prediction of dropout because a 0 (zero) grade point in any of these indicates failure, which is off-course undefined before the conduction of actual exam. Attributes such as host, loc_type, quota, and orphan are removed due to low information gain (average merit < 1.0). Set-II has 31 attributes from the set in Table 1 . Attributes such as host, loc_type, gender, and orphan were removed due to low information gain (average merit < 1.0). Now this data set is used as our training data set.
Evaluating the Models
Classification algorithms such as Naïve Bayes, JRip, LibSVM, J48 and Random Forest are used on training data to build the model which is cross-validated by 10 folds. Table 2 shows detailed accuracy by class and Table 3 shows the confusion matrices for each algorithm. These tables represent the analysis done on the Set-I attributes which are used to classify students based on the kt attribute. Table 2 represent report generated by weka for each algorithm for this set.
As we compare the weighted average [W.Avg] of each algorithm as shown in Table 2 we found that the True Positive Rate (TP) which denotes the overall accuracy of the classifier is highest for Random Forest (0.833) followed by Naïve Bayes (0.828) and JRip (0.800). However, among these three methods, the False Positive (FP) Rate is highest in JRip (0.398) followed by Random Forest (0.395) and Naïve Bayes (0.268). However, if we look at the CLASS (YES) row which is one of the most important information for the study, it is found that in terms of this class value the most accurate classifier is Naïve Bayes (0.687) followed by JRip (0.508) and Random Forest (0.497). Table 4 and Table 5 represent the analysis done on the Set-II attributes using weka tool which is used to obtain model(s) to predict the theory grade of students represented by the grade_individual attribute. This attribute represents the grading point of the subject whose values can vary from 0 to 10 which indicates the corresponding grade obtained in the subject. Note that the value of -1 indicates that the course does not have theory exam. Hence the theory exam grade is not applicable.
As we compare the weighted average [W.Avg] of each algorithm as shown in Table 4 , we found that the True Positive Rate (TP) is highest for JRip (0.594) followed by J48 (0.586) and Random Forest (0.554). Table 5 shows the confusion matrices which denotes the number of tuples classified in class -1 to 10 class out of total instances of 1476. Table 6 shows the time took to build prediction model by each method on Set-I and Set-II data having total instances of 1476 each. As evident from the table Naïve Bayes takes the shortest amount of time of 0.04 secs and 0 secs to build a model for Set-I and Set-II data respectively. 
Results
From all the analyses we have done so far, we found out that Random Forest, Naïve Bayes, and JRip are the best three methods with the differences of approximately 0.5 to 2.8 % in accuracy for Set-I data. Among these, we prefer Naïve Bayes because it gives us the most accurate prediction (68.7%) with respect to failure in a course i.e. all the instances which fall in class (YES), which is our aim and it takes the shortest time of 0.04 secs to build a model. Even though Random Forest has highest average accuracy, it lags much behind Naïve Bayes in terms of class (YES) prediction (49.7%), also the difference between their accuracy is only 0.5%. Hence, we prefer Naïve Bayes over Random Forest. For Set-II data, JRip is the most accurate classifier even though it takes slightly more time to build a model than Naïve Bayes and J48. However, the difference of time between JRip and these classifiers (0.12 secs) is quite negligible. This establishes our second objective.
JRip algorithm also gives us a set of rules which help us to derive the most influential factors which affect students' performance. Fig. 1 , shows the rules we have derived by using JRip method for Set-I data. According to these rules, it was found that attendance (att), term test grade (test), travelling time (travel_time), academic year drop (drop_yr), parents annual income (annual_income), metric/ssc percentage (ssc), number of hours spent studying (study_hrs), source of fees (source_fees), number of backlog subjects (kts) and father's education (father_edu) are the factors which determine whether a student will fail in the subject or not. Among these, term test grade (test) and number of subject kts (kts) have highfrequency count than other attributes. Hence, these are the parameters which highly affect students' performance. Fig. 2 , shows the rules we have derived by using JRip method for Set-II. According to the rules generated, course_id, test, kt, tw, medium and kts are the factors which determine students' grade. Among these course id, term test marks(test) and number of subject kts (kts) are the most influencing factors based on frequency count which affects students' grade. This establishes our first goal. 
Discussion
In this study, we have analyzed the best classification method as per accuracy and our need. We also found various factors that affect students' performance. In this section, we will analyze these factors and suggest various ways to deal with them.
As we look into the factors described in result section, it's been noticed that it doesn't include any factor such as family issues, cast, gender, health, family type, etc., which is unusual. Considering above point, we can infer following things. First, the students have not disclosed their personal issues due to privacy concern or other factors. Second, the sample we have taken is from a minority institute. Hence, we fail to find caste factor which is less prevalent in such religious minority institutes. Also, most of the instances in sample exhibit homogenous nature in health and family attributes, so we fail to find any co-relation between them and students' performance.
Factors such as parents' annual income and source of fees help us to identify the financial conditions of students. Poor financial conditions can lead to stress among the students (Andrews & Wilding, 2004; Kumar, Dagli, Mathur, Jain, Prabu & Kulkarni, 2009 ). Hence, stress can degrade students' performance. In such cases, financial aid can be provided to these students. Such funds can be granted from Students Aid Fund which is maintained by the institute or by means of private or government scholarships. This will also reduce the financial burden on their parents.
Attendance is also one of the factors which affect the performance. So, students should be monitored weekly or monthly for the shortage of attendance in any course and the parents must be informed about the same. Wartman & Savage, (2008) supported parents' involvement in the higher education of their adult children. According to their study, parents' involvement is positive because it helps them to support their child, better understand the higher education scenario and its constraints, helps to improve and understand the relationship between parents, students, and institution etc. So, by informing parents about their child's attendance it is expected that they will somehow influence their children to attain lectures on a regular basis and inform the institute about any genuine problems which they or their child encountered that cannot be tackled by them alone. We also recommend making teaching process more student-centric. Different teaching methodologies must be adopted as per students' need. With respect to preceding statement, we imply that instructor should try out different teaching methods and models to improve his teaching style so that lectures become more thought-provoking and interesting. This will lead to regular attendance of the students, which in turn helps in proper concept building of the subject since upcoming topics are highly related to topics already taught.
Certain factors such as the number of hours spent studying, travel time and father's education cannot be directly arbitrated by the institute. However, we can still deal with them. For example, the number of hours spent studying can be improved if students are encouraged to develop good study habits. Kumar, (2015) , demonstrated that students who were not able to develop their skills at secondary or primary level tend to proceed towards higher education without evolving the habit of planning their study time, hence they spent less time self-studying. Instructors should motivate students at all levels of education to develop good study habits and can advise them about various ways to overcome their problems. Some of the techniques which students can follow are to organize their time, relate newly acquired knowledge with analogy and previously acquired knowledge, take proper sleep and perform a daily revision of the topics taught in the classroom. Another factor is the travel time, which leads to wastage of precious time and in some cases can be a stress factor among students. To save time, students must be advised to stay at a hostel or self-managed rented accommodation. Day scholars must be guided on how to optimally utilize their available time. Students who are staying very far can opt for online education which will not only save their time but also give them a quality education. Many reputed universities are now offering online degrees which are not only cheaper compared to their on-campus cost but also has good industrial value compared to other conventional universities. Another factor which is beyond our control is father's education. However, it gives us helpful insight about how father's education influences child's performance. If we look at rules obtained in Fig 1. We can say that the students whose fathers are metric pass (father_edu=1) are more likely to fail in the course combined with other factors.
One of the most important factors revealed is the current number of subject kts (backlog) a student is holding. It was found that the students with more than 3 kts combined with others factors are more likely to get failed in a subject. Since university semester in India mostly comprises of around 6 subjects, the students might not be able to cope up with the burden of an extra pending subject(s). To overcome this problem, a careful academic planning is required by the student.
This can be achieved with the help of students' mentorship program. Each faculty can be assigned a set of such students, which they can guide effectively during the whole semester.
Lastly, the students can also undergo counseling to improve their performance. This will also help to obtain hidden factors which are not covered in this study or are not disclosed by the students due to some reason. These factors can be used in the future studies to improve the prediction model in terms of accuracy.
Conclusion & Future Work
Let us summarize the study we have done so far. The data we collected was from a particular minority institute, but the study is applicable to other institutions for the following reasons. Data such as caste, religion, parents income, parents educational qualification, etc., is already collected from the student at the time of admission in all kinds of institutes in India as per norms and also the parameters found in our study are highly correlated with that of other studies we have gone through. However, some additional factors can be found which we have missed, as already discussed in para 2 of preceding section. Based on the results obtained, we also found that Naïve Bayes is the most effective method compared to other three methods, for Set-I data, it is most accurate with respect to course backlog prediction (kt=YES) i.e. having a TP rate of 64.7% and has most negligible execution time of 0.04 secs. For Set-II data, JRip is the most effective method because it is most accurate and has an execution time of 0.16 secs.
Finally, Naïve Bayes and JRip can be used by any institute for their analytic needs because the application of such methods is independent of the local context of the study. Naïve Bayes can help institutes to predict students' failure in a course and JRip can give factors which influence students' performance in the form of rules. Such information can immensely benefit the Institutes by allowing them to take remedial actions. Institutes can perform analysis on students' data by using weka tool or by implementing the said techniques in an online management system. However, we recommend building an artificial intelligence based academic management system which can predict failure of students in the enrolled course(s) and present the result in a user-friendly format. An online system will be more beneficial since it provides real-time analytics results in the form of tables, charts or any other suitable format as desired by the institute. Such a system is already being tested at Anjuman-I-Islam's Kalsekar Technical Campus (AIKTC) for feasibility. The knowledge obtained from the specified data mining methods will help the instructor to pay more attention to vulnerable students.
If we go through the results obtained on Set-II data, we were only able to achieve an accuracy of 59.4% (JRip) which is not suitable for accurate prediction. Also, the rules obtained in Fig 2, appears mostly trivial but one of them does convey some significant information such as, according to the fifth rule, we can say the students who don't have any backlog subject (kts), whose term work (tw) is 7 grade point and had studied in vernacular medium previously are found to be scoring 7 grade point in that subject. The model obtained correctly classifies 12 instances and there are 4 incorrect classifications for this rule. It is evident that the support for such rule is very less. Hence, we conclude that the current set of data instances are insufficient to create a model of higher accuracy for Set-II data.
In the future study, we will try to collect large and diverse samples to detect other important factors affecting students' performance which we have missed. It would be interesting to know how caste, gender, psychological factors and socioeconomic status affect students' performance which we are unable to detect. A future study can be undertaken to study the impact of deep learning methods and how to incorporate them into students' performance prediction. This will help in the building of more accurate prediction models. We also wish to find out how the current teaching methods in Indian Education system influence students' academic performance. However, this study can be of immense benefit to the welfare of students if the parameters obtained are proactively monitored by the institutes. Strict remedial action as suggested can be taken if the student is showing signs of failure or poor grade in a subject. This will lead to better results and quality education by tapping up the potential problem in an early stage.
