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The polymatroid matching problem, also known as the matchoid problem or 
the matroid parity problem, is polynomially unsolvable in general but solvable 
for linear matroids. The solution for linear matroids is analysed and results 
concerning arbitrary matroids are given from which the linear case follows 
immediately. The same general result is then applied to find a maximum circuit- 
free partial hypergraph of a 3-uniform hypergraph, to generalize a theorem of 
Mader on packing openly disjoint paths starting and ending in a given set, and 
to study a problem in structural rigidity. 
0. INTRODUCTION 
The polymatroid matching problem (also known as the matroid parity 
problem [Lawler 1 I] or the matchoid problem [Jenkyns 91) is a common 
generalization of the matching problem and matroid intersection. These 
two problems are well solved in the sense that both minimax theorems 
[Tutte 18, Berge 1, Edmonds 51 and polynomial-bounded algorithms 
[Edmonds 4, 61 are known for their optima. In [13] a minimax formula was 
given which solved the problem for the case when the given matroid is 
representable. In [14] a polynomial-bounded algorithm was described for the 
same special case and it was shown that the most general case is polynomially 
unsolvable. The precise boundaries of solvability are still not clear, because 
the important special case of matroid intersection is solvable without any 
restriction on the matroids. However, it seems that matroids arising in 
applications are frequently representable. 
In the present paper we first prove rather general results on matchings in 
arbitrary 2-polymatroids. These do not yield a “good characterization,” but 
from them good characterizations of the matching number for some impor- 
tant special cases, including linearly representable polymatroids, can be 
obtained. These results follow from an analysis of the algorithm in [14]. 
However, full details will be given for three reasons: first, to make this paper 
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self-contained; second, because in [14] the discussion is mostly restricted to 
the linear case and minor adjustments are needed; third, because here we 
only want to get to minimax theorems and this reduces the length of the 
discussion considerably. 
Section 2 contains three “easy” applications: the linear polymatroid 
matching problem, the matching problem for graphs, and the problem of 
finding maximum circuit-free partial hypergraph in a 3-uniform hypergraph. 
Although the first of these contains the other two in the sense that the 
corresponding polymatroids are linear, to get nice “combinatorial” conditions 
we have to go back to the more general results in Section 1. 
The hypergraph problem, of course, generalizes the problem of finding 
maximum forest in a graph, which is trivial, and is one of the sources of 
matroid theory. But at the same time it generalizes the matching problem 
for graphs. 
Section 3 shows how to generalize a recent result of Mader on packing 
openly disjoint paths, starting and ending in a given set of points. Our 
construction also yields a polynomially bounded algorithm to find maximum 
packing. 
Consider a structure in the plane composed of rigid sticks with flexible 
joints. We show in Section 4 that polymatroid matching can be applied to 
determine the minimum number of points to “pin down” in order to fix the 
whole structure. 
1. POLYMATROID MATCHING 
Let S be a finite set andfan integral-valued function defined on the subsets 
of S such that 
fbf) = 0, (1) 
xc y *f(x) <f(Y), (2) 
fW ” n + fW n y> G f(W + f(Y)* (3) 
Such a function will be called a polymatroid function and the pair (S, f) 
is a polymatroid. A polymatroid satisfying 
is just a matroid. In this paper we shall be concerned mainly with poly- 
matroids having the property 
f W) < 2. (5) 
These will be called 2-polymatroids. 
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Given a matroid (E, r), and subsets A, ,..., A, C E, we can define a poly- 
matroid (T,F) on the set T = (A, ,..., A,) by 
F(X) = r (u (A: A E X}) (X c T). 
In fact, every polymatroid arises by this construction [15] (but not uniquely 
in any sense). It is clear that in this definition we may assume that A, ,..., A, 
are flats or that they are independent sets. 
Let A, ,..., A, be subsets of a linear space. Then the polymatroid defined 
by (6) will be called linear. Of course, not every polymatroid (not even every 
matroid) is linear. If we speak about a linear polymatroid then we always 
assume it is represented (and not merely representable) by subsets of a linear 
space; so we are not concerned with finding representations. 
Let (S, f) be a 2-polymatroid. A subset X C S is called a matching if 
Now the matching problem can be formulated as follows: 
Given a 2-polymatroid (S, r) filld a maximum matching in it. 
The size of a maximum matching will be denoted by v(S, r). 
We remark that this problem is equivalent to the following two problems: 
Given a 2-polymatroid (S, r) find a minimum set T C S such that 
r(T) = r(S). 
Given a set S and a submodular set-function f on the subsets of S such that 
Ifw-fm=Ix- Ylf or every X, Y C S, $nd the maximum value of jI 
The first of these versions follows from the fact that the minimum cardi- 
nality of a set T with r(S) = r(T) is r(S) - v(S, r). This is a generalization of 
Gallai’s identity for graphs and follows by a similar argument. The second 
follows by considering f(X) = r(X) - j X /. 
We remark here that the minimum of a submodular set-function is well- 
characterized by the results of Edmonds [5]. On the other hand, maximizing 
a submodular set function is in general exponentially difficult (even for the 
kind of “smooth” set functions in the problem), although good heuristics 
can be developed [Fisher, Wolsey and Nemhauser 71. 
It was proved by Korte [lo] and the author [14] that the matching problem 
in general 2-polymatroids has no polynomial-bounded solving algorithm and 
the same argument also yields that it has no good characterization. But for 
linear 2-polymatroids the following minimax formula was proved in [ 131: 
THEOREM A. Let (S, F) be a linear 2-polymatroid formed by subspaces of a 
linear space L. 
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Then 
where A ranges over subspaces of L and (& ,. . ., S,> ranges over all partitions 
OfS. 
A difficulty in the application of this theorem is that in general we do not 
know any restriction on the family of subspaces from among which A is to 
be picked. For example, a linear 2-polymatroid is in general given in the 
form (6), where (E, r) is given as columns of a matrix. But there is no guar- 
antee that the best subspace A in Theorem A is span of a subset of E. There- 
fore if we want to apply Theorem A to solve combinatorial problems, we 
may have difficulties in translating the geometric condition provided by the 
theorem back to a combinatorial condition. A slightly stronger result, which 
is implicit in [14], helps to overcome this difficulty in some cases. However, 
the result is more technical and we need some definitions before stating it. 
Let (S, r) be a 2-polymatroid. A subset X C S is called a circuit if 
and 
r(X)=2/XI--1 
r(X-x)=21X/-2 for every x E X. 
X is called a double circuit if 
and 
r(X) = 2 1 X 1 - 2 
r(X-x)=21X1-3 for every x E X. 
It was shown in [13] that every double circuit X has a unique partition 
x=x+ ..* u X, (k 3 2) such that X - Xi is a circuit for i = l,..., k 
and these are the only circuits contained in X. Let us call this partition the 
principal partition of the double circuit X. The double circuit is trivia2 if 
k = 2. 
Let v > 1 be an integer. A v-matching is shorthand for v-element matching. 
A v--ower is a set I; = X u M, where X is a circuit, M is a matching, and 
r(XUM)=r(X)+r(M)=%+l. 
A v-double-flower is a set D = X u M, where X is a double circuit, M is a 
matching and 
r(XU M) = r(X) + r(M) = 2v + 2. 
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The following lemma is contained in [14] and is easily proved, so the proof 
is omitted here. 
LEMMA (1.0). A set F _C S is a v-flower zflr(F) = 2~ + 1 and 1 F ) = v + 1. 
A set D C S is a v-double flower zr r(D) = 2v + 2, 1 D 1 = v + 2, and D 
contains no (v + I)-matching. 
Let (S, r) be a polymatroid and 2 C S. It is easy to show that among all 
sets 2’ such that 2 2 2’ C S and r(2) = r(Z), there is a unique maximal one, 
called the span of 2, and denoted by Span 2. 
Let (S, r) and (S, r’) be polymatroids on the same set. We say that (S, r’) 
is a projection of (S, r) if 
r’(S) = r(S) - 1, (7) 
r(X) - 1 < r’(X) < r(X) for XGS (8) 
and 
r’(X). = r(X) implies that r’(Y) = r(Y) for every Y C X. (9) 
It is easy to see that (S, r’) is a projection of (S, r) then 
v(S, r) - 1 < v(S, r’) < v(S, r). 
Let (S, r) be a 2-polymatroid. Let X be a double circuit with principal 
partition (X1 ,..., Xk>. We say that the projection (S, r’) compresses X if 
r’(X - Xi) = r(X - Xi) - 1 (i = l,..., k). 
If a E S then we say that the projection (S, r’) destroys a if r’(a) < r(a). 
It is easy to see that given a polymatroid (S, r) and an element a E S there 
exists a projection of (S, r) destroying a, e.g., we can define 
r’(X) = 
r(X) - 1, if r(X + a) 3- r(X), 
r(x), otherwise. 
(This is not the only such projection in general.) It was shown in [13] that if 
(S, r) is a linear 2-polymatroid in a linear space L and X is a non-trivial 
double circuit in (S, r), then there is a vector p E L, p # 0 which is contained 
in the linear span of each circuit X - Xi . Thus projecting everything onto a 
hyperplane complementary to p, we get a projection compressing X. The 
construction of such a projection is the only step in the solution of the linear case 
which does not generalize to all 2-polymatroids. However, in applications it 
seems to be the situation that appropriate projections are easily constructed 
for the special 2-polymatroids in consideration. 
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Remark that if SI u SZ is a partition of S, then 
v(S, r) < v(& , r) + v(& , 9. 
We say that the 2-polymatroid (S, r) is matching-reducible or shortly, 
reducible if either S has a partition SI u S, such that 
4% r) = 4% , 4 + vC$ , r) WV 
or there is an element a E S contained in the span of every maximum matching. 
Our first result characterizes reducible 2-polymatroids. To state it, we define 
a hypergraph H = H(S, r) such that V(H) = S and the edges of H are those 
circuits C which are contained in some v(S, r)-flower in S. 
THEOREM (1.2). A 2-polymatroid (S, r) is matching-irreducible if and only 
if H(S, r) is connected. 
Proof. It is straightforward to see that an a E S is an isolated point of H 
iff a is contained in the span of every maximum matching. So in what follows 
we may assume that H has no isolated points. 
Suppose first that (S, r) is reducible, i.e., S has a partition SI u SZ for which 
(10) holds. Then we claim that every edge of H is contained in either SI or Sz 
(which clearly implies that H is disconnected). In fact, suppose C E E(H) 
meets both of & and S2 . Let P be a v-flower containing C (v = v(S, r)). Let 
XEC~S,. Then&- X is a matching, whence 
v(&,r) 3 I@--- x) nS, 1 = IFnS, /. 
Similarly, 
v&d9 > IFns, I- 
But then 
4% 9 r) + ~(5 , r) 2 I F n & I + I F n Sz 1 = 1 I; 1 > v(S, r), 
a contradiction. 
Now suppose that H is disconnected, we show that (S, r) is reducible. 
Suppose that H = HI u Hz, where HI and Hz are vertex-disjoint. Let 
Si = V(Hi). Since by assumption H has no isolated points, ISi I > 2. 
Let B be any v-matching and 1 < i < k. We show that 
1 I3 n Si I = v(& , r). (11) 
Suppose not, i.e., I B n Si I < v(& , r). Let A4 be a maximum matching in 
(St, r), and choose B and M such that I B n M I is maximum. 
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Case 1. r(M u B) > 2v. Select an element f~ M not in the span of B. 
Since B + f cannot be a matching, it is a v-flower. Let C be its circuit. 
Clearly f~ C and so, by the definition of S1 and Sz , it follows that C C Si . 
Clearly C g M; let g E C - A4 and B’ = B - g + 5 Then B’ is a v-matching, 
j B’ n S1 1 = j B n S1 1 and 1 B’ n A4 j > 1 B n M j, a contradiction. 
Case 2. r(M u B) = 2~. Since trivially M g B, we can select an element 
e E A4 - B. By assumption there is a v-matching BO such that F = B,, + e is a 
v-flower. Now from among all pairs (B, , MJ of matchings such that 
IBII = IBI, IMII = IM], jB,nSiI = IBnSiI, and MI-B1= 
A4 - B, select one for which I I: n B1 1 is maximum. Since r(F) > r(B,), 
there exists an f~ F not in the span of B, , i.e., B, +f is a v-flower. Let C, 
be the circuit in B, + f By the definition of S, and S, , either C, 2 Si or 
C1 C S - Si . In the latter case C1 $ F and so picking any g E C1 - F, the 
v-matching B, = B, + f - g contradicts the choice of B, . So C, 2 Si . Note 
that e 4 B1 but e E Ml. Hence r(B, + e) = 2v, otherwise we are back to 
Case 1. So e # fand therefore e $ C1 . This implies that C1 is not the (unique) 
circuit of I; and so again C1 g 8’. If C, C M1 + fthen pick any g E C1 - P: the 
pair B, = B1 +f - g, M, = M, + f - g contradicts the choice of B1 and 
iW1 . If C, g Ml + f then let g E C1 - (M1 + 0); also consider the circuit Cz 
of M1 + f and select an element h E Cz - (B, + 8). Then Bz = B1 + f - g, 
Mz = M1 + f - h contradicts the choice of M1 and B1 . Thus we have 
proved (11). 
Now (11) immediately implies (10) and thus Theorem (1.2) is proved. fl 
Concerning irreducible 2-polymatroids we prove 
THEOREM (1.3). Every irreducible 2-polymatroid (S, r) such that r(S) >, 
2v(S, r) + 2 contains a v(S, r)-double-flower. 
Proof. Our 2-polymatroid (S, r) certainly contains v-flowers. Let F,, be a 
v-flower in (S, r). Consider those circuits C E E(H) which are contained in a 
v-flower I: such that I; and FO have the same span. Not all circuits in E(H) 
are like this, since r(S) > r(I;b) implies that there is an element x E S with 
r(F,, + x) > r(F&, and this element x will be contained in a circuit C, E E(H) 
which has r(F,-, + C1) > r(F,). By the connectivity of H we can choose two 
circuits C, , Cz E E(H) such that Cl n Cz # a, C, extends to a v-flower Fz 
having the same span as F,, but C1 has no such extension. Let FI be a v-flower 
containing C, such that I FI n Fz 1 is maximum. Since Fl and F, have different 
spans there is an element e E Fz not in the span of FI . Then by Lemma (1 .O) 
Fl + e is a double flower. Suppose that it is trivial and so it consists of two 
disjoint circuits and a matching. One of these circuits is clearly C, and the 
other one, say C, contains e. Since C, and Cz meet but C, and C do not, 
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wehaveC#C,andsoC~F,.Letg~C--FFz,thenF,+e--gcontra- 
diets the choice of FI . m 
Theorems (1.2) and (1.3) can be combined to obtain a result which is more 
useful than Theorem (1.1). We first state three lemmas. The first one is 
trivial, and its proof is omitted. 
LEMMA (1.4). Let (S, r) be a 2-polymatroid and suppose that a E S is 
contained in the span of every maximum matching. Then for every projection 
(S’, r’) of (S, r) destroying a, 
v(S, r’) < u(S, r). (12) 
The second lemma is similar but its proof is more involved. 
LEMMA (1.5). Let (S, r) be a 2-polymatroid and v = v(S, r). Let D be a 
v-double-flower with double circuit X. Then for every projection (S, r’) com- 
pressing X, v(S, r’) < v(S, r). 
Proof Suppose not, then there exists a v-matching M in (S, r’). Choose 
A4 so that 1 M n D 1 is maximum. Since 
r’(D) > r(D) - 1 = 2~ + 1 > r’(M) = 2v, 
there is an element d E D, d $ Span(,,,t, M. Since M + d cannot be a matching 
in (S, r), we have 
Hence 
r(M+d)=2v+l. 
r’(M + d) = r(M + d) = 2v + 1 
and so M + d is a v-flower in both (S, r) and (S’, r). Moreover, by (9) every 
Y C A4 + d satisfies 
r’(Y) = r(Y) (13) 
and so the circuit C of A4 + d in (S, r’) is a circuit in (S, r). We must have 
C C D, otherwise we could omit an element of C - D from A4 + d and get 
a v-matching in (S, r’) having more elements in common with D than M. 
But if C is a circuit in D then C = X - Xi for some i and so 
r’(C) = r(C) - 1, 
since (S, r’) compresses X. But this contradicts (13). fl 
582b/28/2-8 
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It is in general not so easy to find projections compressing a given double 
circuit X. The following, simpler but somewhat awkwardly formulated 
reduction procedure will be useful in some cases. A set Y _C S is said to be 
regular if for every y, z E Y and T C S - Y such that r(T u ( JJ>) = 
r(T~{z))= r(T)+ 1, we have r(Tu(y,z)) = r(T)+ 1. A set YCS is 
said to cross a double-flower D if it meets every circuit contained in D. 
LEMMA (1.6). Let Y be a regular set which crosses a v(S, r)-double flower D. 
Then 
v(S - Y, r) < v(S, r). 
Proof. Suppose indirectly that there exists a v = v(S, r)-matching M in 
S - Y. Choose such a matching M with 1 M n D 1 maximum. 
Case 1. D g A4 u Y. Let e E D - (A4 u Y). Then M u (e> is a v-flower. 
Let C be its circuit. Since Y meets each circuit in D, C g D. Let u E C - D. 
Then M + e - u = M’ is a v-matching disjoint from Y and 1 M’ n D 1 > 
1 M n D j, a contradiction. 
Case 2. D C M u Y. Then 
r(M u Y) > r(D) = 2v + 2. 
Let y1 E Y be such that r(M + y,) > 2v. Since M + y cannot be a 
matching, we have r(M + JJ~) = 2v + 1. Then there exists a yz E Y, such that 
r(M + y1 + y2) > 2v + 1. Trivially r(M + vz) = 2v + 1. This contradicts 
the assumption that Y is regular. i 
Now we state the main result of this chapter. 
THEOREM (1.7). Let (S, r) be a 2-polymatroid. Then one of the following 
alternatives holds: 
(A) S has a partition S1 v *** v Sk such that 
v(S, r) = i 191. 
i=l 
(B) (S, r) contains a double circuit X such that for every projection (S, r’) 
compressing X, 
v(S, r’) = v(S, r) - 1, 
and for every regular set Y crossing X 
v(S - Y, r) < v(S, r). 
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(C) S has an element a such that for every projection v(S, r’) destroying a, 
v(S, r’) = v(S, r) - 1. 
If alternative (A) holds then the partition S1 u *.. u Sk may not be unique. 
But we may assume that the following conditions hold: 
(Al) r(Si u Sj) = r(SJ + r(SJ for every i # j. 
(A2) for every partition Si = Si + S: , 
r(Sg) + r(Sy) > r(Si). 
In fact, we first replace Si by $ and S; if (A2) does not hold for it. Iterating 
this we achieve (A2). Then if (Al) does not hold for some pair (i, j), we replace 
Si and Sj by Si u Sj . It is easy to see that this does not spoil (A2). The right 
hand side in (A) does not increase during this procedure and so it must remain 
the same. 
Proof of Theorem (1.7). We use induction on 1 S I. Suppose first that (S, r) 
is irreducible. Then by Theorem (1.3) it contains a v-double-flower 
(v = v(S, r)), and the double-circuit X in this v-double-flower satisfies 
alternative (B) by Lemmas (1.5) and (1.6). 
So suppose (S, r) is reducible. If there exists an a E S which is contained in 
the span of every maximum matching then Lemma (1.4) shows that alter- 
native (C) has occurred. So suppose that S has a partition S1 u S, such that 
v(S, r> = v(& , r) + v(& , r). 
Then apply the induction hypothesis with the 2-polymatroids (& , r) and 
(S, , r). If they both satisfy alternative (A), i.e., there exist partitions 
-P11 ,“‘, Slk) of S1 and (Szl ,.. ., Szm) of Sz such that 
v(Si, r) = 1 I-J, 
i 
then the partition {SIl ,..., & , Szl ,..., Szm) of S shows that S itself satisfies 
alternative (A). 
Suppose that say (S, , r) satisfies alternative (B), i.e., it contains a double 
circuit X such that every projection (SI , r’) of (S, , r) compressing X has 
v(S, , r’) = v(S, , r) - 1 
and every regular set Y crossing X has 
@I - K 4 < v(& , 4. 
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Consider a projection (S, r’) of (S, r) compressing X. Then (S1 , r’) is a 
projection of (S1 , r) compressing X and so 
v(S, r’) < v(& , r’) + v(S, , q 
< @I , r) - 1 + v(S, , r) 
= v(S,r) - 1. 
The assertion concerning regular sets follows similarly. Thus (S, r) also 
satisfies alternative (B). 
Similarly, if one of (& , r) and (SZ , r) satisfies alternative (C) then so does 
c% 4. I 
If we want to apply Theorem (1.7) to get a good characterization of the 
number v(S, r) (which, in general, does not exist but does exist in special 
classes of polymatroids), then we have to be able to construct a projection 
of (S, r) compressing a given double circuit X. (In alternative (C), projections 
destroying a given element are easily constructed, as remarked before.) 
However, it may occur that no such projection exists; for example, let us 
consider the following 2-polymatroid, which we call the Vamos-Higgs 
polymatroid, being the essential part of the well-known Vamos-Higgs 
construction for non-representable matroids: S = (1,2, 3,4}, 
! 
0, if 1X1=0 
w> = 
2, if IX/=1 
3 
4: 
if 1 X 1 = 2, X # (3, 4) 
if 1 X I 2 3 or if X = (3,4) 
In this polymatroid, (1, 2, 3) is a double circuit, but no projection com- 
pressing (1,2,3) exists. For suppose (S, r’) is such a projection. Then 
r’(1, 2) = r’(2, 3) = r’(1, 3) = 2, r’(1, 2, 3) = 3 
by definition. Hence 
r’(1) < r’(1, 2) + r’(1, 3) - r’(1, 2, 3) = 1, 
and so r’( 1) = 1. Similarly, r’(2) = r’(3) = 1. By the definition of projection 
it follows that r’(X) = r(X) - 1 for every set X meeting (1,2, 3). Thus 
r’(4) < r’(l,4) + r’(2,4) - r’(l,2,4) = 1. 
So r’(4) = 1. But then 
r’(3, 4) < r’(3) + r’(4) = 2 < r(3,4) - 1, 
a contradiction. 
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The next thing to observe is that in order to get a good characterization of 
v(S, r) for a certain class of polymatroids, it would suffice to construct a 
projection compressing X in the spatial case when X is the double circuit of a 
v(S, r)-double-flower. Although the algorithmic construction of such a 
projection (or even the verification that a polymatroid obtained somehow is 
indeed a projection) cannot be done efficiently, it may turn out that such a 
projection does always exist. The reason why the Vamos-Higgs polymatroid 
works is exactly because it contains the 2-matching (3,4). In fact, it is easy to 
see that if X is a double circuit of a v(S, r)-double-flower, then X is not part 
of a Vamos-Higgs-polymatroid. So let us formulate the problem: 
PROBLEM. Given a double circuit X which is contained 
flower, does there exist a projection compressing X? 
in a v-double- 
In the special classes of 2-polymatroids discussed in the sequel we shall be 
able to construct such projections relatively easily. Of course, it will be 
important that the projections themselves remain in the same class. 
2. LINEAR POLYMATROIDS, MATCHINGS, AND ~-FORESTS 
Consider first the case when (S, r) is linear, i.e., the elements of S are 2- 
dimensional subspaces of a linear space L. Then, as remarked above, 
a projection compressing a given non-trivial double. circuit can be obtained 
by projecting L onto a suitable hyperplane. Hence Theorem (1.1) can be 
derived from Theorem (1.7) by a straightforward induction. 
Next, consider a simple graph G in which we want to find the matching 
number v(G). Construct a 2-polymatroid on E(G) by letting 
for X 2 E(G). It is easy to prove 
LEMMA (2.1). In the polymatroid (E(G), r) every non-trivial double circuit 
consists of three edges with a common point. 
Therefore, a projection compressing a non-trivial double circuit X can be 
obtained by defining 
r’(Y) = 1 V(Y) - a I, 
where a E V(G) is the common point of the three edges in X. If we delete the 
rank 1 elements from (E(G), r’), we get (E(G - a), r). 
The same construction works if we want to obtain a projection com- 
pressing a given element of E(G). Thus Theorem (1.7) implies the following 
result, which is clearly equivalent to Berge’s formula. 
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THEOREM (2.2). Given a graph G, one of the following alternatives holds: 




(B) There is a point a E V(G) such that 
v(G - a) = v(G) - 1. 
Next we consider a problem in hypergraph theory which generalizes the 
matching problem. 
A hypergraph H is called a forest if it contains no circuit (in the sense of 
Berge [2]). This is equivalent to saying that the edges of H have an ordering 
6% ,.-., E,) such that 
for every 1 < i < m. 
Given a hypergraph H, we want to find the maximum number #(H) of 
edges of H which form a forest. If H is 2-uniform (i.e., it is a graph) then this 
is trivial: the maximum number of edges in a subforest of H is n - c, where 
n is the number of points in H and c is the number of connected components 
of H. If H is r-uniform, r > 4, then the problem is easily shown to be NP- 
complete. We shall show that the case of 3-uniform hypergraphs can be 
obtained from the polymatroid matching theorem. 
Let us remark that this case contains the matching problem for graphs. 
For let G be a graph and let us add a new vertex a. Form the 3-uniform 
hypergraph H on V(G) u (a> whose edges are the triples e N (a}, e E E(G). 
Then a set of edges of H forms a forest iff the corresponding edges of G form 
a matching. 
It is possible that, conversely, the maximum forest problem for 3-uniform 
hypergraphs can be reduced to the matching problem in graphs, but I was 
able to reduce it to the more general matching problem of polymatroids only. 
Let H, H’ be 3-uniform hypergraphs. We say that H’ is a homomorhpic 
image of H if there is a mapping 7 of V(H) onto V(H’) such that a triple 
T C V(H’) belongs to E(H’) iff it is the image of at least one edge of H. So 
E(H’) = (q(T): T E E(H), 1 q(T)1 = 3). 
THEOREM (2.3). 
$(H) = min f 1’ v’H;” - ‘] 
I i=l 
+ I V(H)1 - / V(u Hi)11 
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where the minimum extends over all sets (HI ,..., H,) of 3-untform hypergraphs 
such that HI v . * * v Hk is a homomorphic image of H. 
Proof Given a 3-uniform hypergraph H, we construct a 2-polymatroid 
as follows. Let n = 1 V(H)/, let K, be the complete graph on V(H), and let us 
consider the polygon-matroid (E(K,J, r) of K, . Then for every triple 
T C V(H), the triple AT of edges of K, spanned by T is a line (rank 2 flat) in 
(E(K,), r). For X C E(H), define 
A(X) = u {AT: T E X}. 
A(X) can be considered as a graph on V(H). Define a 2-polymatroid 
(E(H), f) bY 
From the fact that (E(&), ) r is representable over any field, we see that 
(E(H), f) is linear. Furthermore, a matching in (E(H), f) corresponds to a 
forest in H and vice versa. In fact, X 2 E(H) is a matching iff 
r(A(X)) = 2 1 XI. 
Since r(AT) = 2, this is equivalent to 
r(AV)) = 1 r(Ad, 
TEX 
i.e., the triangles AT are the blocks of the graph A(X). This is clearly equiv- 
alent to saying that the triples in X form a forest. Hence 
The proof of the following lemma is quite straightforward. 
LEMMA (2.4). Let X be a non-trivial double circuit in (E(H), B). Then every 
triple T E X contains a point aT such that aT is not contained in any other 
member of X, and moreover, the pairs T - aT (T E X) form three openly 
disjoint paths with the same pair (a, , b,) of endpoints. 
Let X be a non-trivial double circuit in (E(H), f). Define 
I f(Y) - 19 if a, and bx belong to the same fV> = connected component of A(Y), \ f (0 otherwise. 
Then (E(H), f ‘1 is a projection of (E(H), f) compressing X. Furthermore, 
if the rank 1 elements are deleted from (E(H), f ‘) we get the 2-polymatroid 
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(E(H), f), where H’ is the homomorphic image of H under the mapping 
which identifies ax and bx . 
If T is any edge of H then we can construct a projection of (E(H), 0) 
compressing T similarly, and if the rank 1 elements are deleted, this results in 
(E(H’), f), where H’ ’ is a homomorphic image of H under a mapping identi- 
fying two elements of T. 
Thus Theorem (1.7) yields the following result, which is easily seen to be 
equivalent to Theorem (2.3): 
THEOREM (2.3’). Given a hypergraph H, one of the following two alter- 
natives holds: 
(A) H= H,~...~H,where 
(B) H has two points such that if H’ denotes the homomorphic image of 
H arising by identljkation of these two points, then 
W’) = *m - 1. 
3. PACKING OP~LY DISJOINT PATHS 
The following problem was raised by Gallai [8] and solved by Mader [ 171. 
Let G be an (undirected) graph and A C V(G). A path is called an A-path if its 
endpoints belong to A but its inner points belong to V(G) - A. Two A-paths 
are called openly disjoint if they have no inner point in common. Let n(G; A) 
denote the maximum number of openly disjoint A-paths. Mader proved a 
minimax formula for rr(G; A). To state his result, let us introduce the 
following notation. Let U C V(G) - A and D C E(G). We say that [U, D] 
separates A if every A-path contains either a vertex of U or an edge of D. 
In other words, the points of A belong to different connected components of 
G-U-D. 
Let D, ,..., Dk be the connected components of the graph (V(G), D) and let 
B(Di) denote the set of points of Di adjacent to points outside Di . Set 
t(U, D) = / U 1 + i [ ’ ‘yi)’ ]. 
i=l 
It is no essential restriction of generality if we assume that the points of A 
are independent. 
Now we can state Mader’s theorem. 
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THEOREM (3.1). Let (U, 0) range over all pairs separating A. Then 
min t(U, D) = r(G, A). 
Remarks. 1. Gallai [8] determined the maximum number of vertex- 
disjoint A-paths. Mader’s theorem generalizes this result. In fact, let A’ be a 
set of “new” points and construct a new graph G’ on V(G’) = V(G) u A’ by 
connecting the points of A’ to the points of A by a matching. Then it is easy 
to see that the maximum number of vertex-disjoint A-paths is v(G’; A’). Let 
us remark that Gallai’s theorem, in turn, implies Tutte’s theorem on perfect 
matchings (take A = V(G)). Conversely, Gallai’s result can be derived from 
the matching theorem (see [12]); however, no reduction of Mader’s theorem 
to matching theory is known. 
2. Mader [ 161 proved a minimax formula for the maximum number of 
edge-disjoint A-paths as well. This can be reduced to the openly disjoint case 
by the considering the graph G’ on V(G’) = A u E(G), in which two elements 
of E(G) are adjacent iff they have a common point in G, and an element of A 
is adjacent to an element of E(G) iff they are incident in G. 
We consider the following slight generalization of the openly-disjoint-path 
problem: Let G be a graph, and JZ? = {A, ,.. ., A,} a set of disjoint subsets of 
V(G). An &--path of G is an Al u .** u A,-path whose endpoints belong to 
different sets Ai . Let T(G; ZZZ) denote the maximum number of vertex- 
disjoint d-paths. 
To show how the “openly-disjoint” problem can be reduced to this, let 
A C V(G). Let us split each point v E A into d(v) points of degree 1 (d(v) is the 
degree of v), and let A, denote the set of these new points corresponding to v. 
Let G’ be the new graph and & = (A,: v E A). Then openly disjoint A-paths 
in G correspond to vertex-disjoint d-paths in G’ and vice versa. So 
n(G’, a’) = “(G; A). 
Also note that this problem contains the problem of vertex-disjoint A-paths 
directly (by choosing A, ,. . ., AI, as singleton sets). 
Let G be a graph and A, ,..., Ak disjoint subsets of V(G). Set A = 
Al ” ... u Ak and & = (A, ,..., Ak). 
Let G’ be the graph obtained from G by deleting the edges spanned by the 
sets Ai . Let G1 ,..., G, denote the connected components of G’ and set 
t(&;G)= i [‘V(Gi;nA’j. 
i=l 
THEOREM (3.2). Let A,, , iz, , . . . , & range over disjoint subsets of V(G) such 
that Ai C & v Ai . Let SZ = (A, ,..., A,}. 
582b/28/2-9 
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Then 
n(d; G) = min(t(d; G - A,,) + 1 &, I). 
To prove this formula, we first construct an appropriate 2-polymatroid. 
Let us define, for X C V(G), 
if X_C V(G) - A, - A, - a.. - Al, 
if X meets exactly one of A, ,. .., Ak 
if X meets at least two of AI ,..., Ak . 
Clearly (V(G); ) Y is a matroid, where A is a line in it, Al ,..., Ak are the points 
on A, and the elements of V(G) - A are coloops. 
Define, for X C V(G), 
f(X) = min i (WXJ) + I v(&)I - 2) , 
i i=l 1 
(14) 
where V(XJ denotes the set of vertices met by the edges in Xi, and the 
minimum is taken over all partitions {X1 ,..., XJ of X. It follows from the 
results of Edmonds [5] that f is submodular, and so (E(G), 8) is a 2-poly- 
matroid. It is the matching number of this 2-polymatroid which we will be 
interested in. 
It is immediate to think of generalizing to the case when (V(G), r) is an 
arbitrary matroid (or even when r(V) + 1 V 1 in formula (14) is replaced by 
an arbitrary 2-polymatroid). However, the conditions would become much 
more messy and less interesting from the combinatorial point of view. The 
important property of the special case we treat here is that for any two 
disjoint sets X and Y, 
r(X u Y) > r(X) + r(Y) - 2. (15) 
This simplifies a very large part of our considerations. 
First, we can simplify formula (14) as follows. Consider the partition 
(Xl Y-‘-9 Xrc) which minimizes the right hand side. Consider each Xi as a 
subgraph of G, with vertex set V(XJ. Assume first that one of the graphs Xi 
is disconnected, i.e., Xi = Xi u X: , where V(Xi) n V(Xi”> = 0. Then 
replacing Xi by Xi and X: , the right hand side of (14) does not increase 
(because of (15)). So among the partitions minimizing the right hand side of 
(14), there is one in which every Xi is connecetd. 
Next, assume that V(Xi) n V(Xj) # 0. Then replace Xi and Xj by Xi U Xi . 
We have 
r( V(Xi U Xj)) = r(V(XJ U V(xj)) 
< r( V(X)> + r( V(xi)) - 4 V(Z) n V(&)) 
< r( V(Xi)) + 4 V&3 - 1 
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so the right hand side of (14) does not increase. Thus it follows that the 
partition of X into connected components is a partition minimizing the right 
hand side of (14), i.e., 
f(X) = i (Wi) + I vi I - 3, 
i=l 
(16) 
where VI ,..., V, are the sets of points of the connected components of X. 
What is a matching in this 2-polymatroid? By (16), X is a matching if and 
only if each connected component of X is a matching, but if X is connected 
then again by (16), 
2 1 x j = r(V(X)> + I V(x)1 - 2 < 2 I W)I - 2. 
Since the opposite inequality is trivial, it follows that a connected set X of 
edges is a matching in (E(G), f) iff X is a tree and V(X) is independent in 
(V(X), r). So we have proved: 
LEMMA (3.3). A set X of edges of G is a matching in (E(G), f) @ it is a 
forest and every connected component of X meets at most two of the sets Ai , 
and meets each Ai in at most one point. 
Now it is easy to see the connection with n(@‘; G). Suppose, for simplicity, 
that G is connected. Let us consider first r(&; G) vertex-disjoint A-paths 
connecting different sets Ai . Construct a maximal forest I; _C G containing 
these paths and such that no connected component contains two points of an 
Ai or three points of A. So F is a matching in (E(G), 0). Clearly every con- 
nected component of F must meet A (otherwise we could enlarge F) and so, 
I; has at most I A I - ~(JzZ; G) connected components. Hence 
V@(G), 0) 2 I F I 2 I W>I - I A I + d& (3 
= 1 V(G) - A 1 + v@‘; G). 
The opposite inequality follows by a similar argument. Thus 
4W), F) = I W) - A I + VW’; G). (17) 
LEMMA (3.4). Every double circuit of (E(G), 8) is one of the following 
(Fig. 1): 
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FIG. 1. Double circuits in (E(G), f). 
(Dl) Four paths Ql ,..., Q4 connecting a point b $ A to four points 
a, , a, , a3 , a4 E A in dtrerent classes Ai . 
(D2) Fourpaths Ql ,..., Q4 such that Q, , Q, , Q3 connect a point b $ A to 
points a, , a 2 , a3 E A and Q4 connects a point a4 E A to a point of Q3 . Here a, 
and a, are contained in the same class Al but the classes containing a3 and a4 are 
d@erent from one another and AI . 
(D3) Three paths Q, , Q, , Q3 connecting a point b $ A to three points 
a1 9 a2 , a3 of the same class A, . 
(D4) Three paths Q, , Q3 , Q, connecting a point a, E A to three other 
pointsa,,a3,a4~A;a,,a,,a3, a, are contained in dtrerent classes Ai . 
In each case, the paths Qi have no inner point in common with each other 
or A. 
LEMMA (3.5). (a) Let b q! A. Then replacing any class Ai by Ai v (6) 
defines a projection of (E(G), f >. 
(b) Let a E A. Then the set of edges incident with a is a regular set in the 
polymatroid (E(G), f >. 
The proof of these two lemmas is left to the reader. 
We can prove now Theorem (3.2) by a rather straightforward induction, 
where the key step will be the application of Theorem (1.7). We use induction 
on] V(G)-A/. 
If G is disconnected, we may apply indiction hypothesis to the connected 
components of G. 
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If G has decomposition G, u Gz such that 1 V(G,) n V(G,)/ = 1 and 
A C V(G,), then clearly no A-path uses any edge of Gz . Apply induction 
hypothesis with G, . 
So suppose that G has no decomposition as above. Then every edge of G is 
contained in some A-path. 
Apply now Theorem (1.6). 
I. If alternative (A) holds, with supplements (Al) and (A2), then by 
(16) it follows that S, ,..., Sk are the non-empty edge-sets of connected 
components of the graph G’ obtained from G by deleting the edges spanned 
by the sets Ai . Set G1 ,..., Gk , G,,, ,..., G, to be the connected components 
of G’ (the last m - k are singletons). Sin&e G is connected, each Gi intersects 
A. Define 
Ai = U { V(G,): V(G,) intersects Ai but not Aj , j # i>. 
Then A, ,..., A, are disjoint, and setting d = (A, ,..., &), 
t(d? G) = 1 \I ’ ‘(“i n A ’ ] : V(Gi) intersects at least two A,‘s/, 
I 
I VW n A I 
2 I I 
= IWi)I+IWi)--1 -IV(G)--AI 
2 J i 
f Csi) r L 1 - - 1 V(Gi)-A]. 2 
so 
t(~; G) zL 1’ {[?J - ) V(Gi) - A I/ 
t = v(E(G), f) - 1 V(G) - A I = v(@‘; G). 
Since the opposite inequality is trivial, this proves the theorem for this case. 
II. Suppose tbat alternative (B) holds in Theorem (1.6), i.e., there exists 
a double circuit x in (E(G),f) such that every projection compressing X 
drops v(E(G), f). By Lemma 3, X is one of the configurations listed in Fig. 1. 
In cases (Dl), (D2) and (D3); replace the class Ai containing a, by Ai + b. 
This defines a projection of (E(G), f) compressing X. 
In case (D4), the set Y of edges adjacent to a, is a regular set crossing X. 
Hence if we delete a, , v(E(G), f) drops. By (14), rr(&; G) drops. 
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In both cases we may apply the induction hypothesis and the theorem 
follows. 
III. Suppose that alternative (C) holds, i.e., there is an edge e = (x, v) 
which does not occur in the circuit of any v-flower. If x, y belong to the same 
class Ai then delete e and use induction. If x E Ai , y E Aj (i # j), then 
consider any n(d, G) vertex-disjoint d-paths. If for all such systems x is an 
endpoint of one of these paths, delete x and use induction. If not, then 
extending the union of the paths to a v-matching, e will not be contained in 
the closure of this v-matching, a contradiction. 
So suppose that e.g. x $ A. Replace one Ai E d by Ai + x. Let &” = 
64 1 pse.9 Ai + x,..., A,). If n(&‘; G) = n(&; G) then use induction. Suppose 
that rr(&‘; G) > 7~(&‘; G). So there exist v(@‘; G) + 1 disjoint M-paths 
in G. This means v(J&‘; G) disjoint d-paths PI ,.. ., P,, and a further path PO 
connecting x to c E A, disjoint from the others. We may assume that e is an 
edge of this latter path. We also know that there exists an A-path Q through e. 
Let Q’ be the arc of Q containing e whose endpoints are in A u PI u se- u P, 
and which has no other point in common with A u PI u ... u P, . Walking 
along PO from u until we hit Q’ first, we may replace Q’ by a path Q”, which 
has u as an endpoint, contains e, has its other endpoint in A u PI u --- u P, , 
and has no other point in common with A u PI u se+ u P, . Now Q” cannot 
be disjoint of P, u . .- u P, , so its second endpoint is in P, u --- u P, . 
Consider P, u ... u P, u (Q” - e), and extend it to a v-matching of 
(E(G), 8)). Then e is not contained in the span of this matching, a contra- 
diction. 1 
The above proof of Theorem (3.2) is not very attractive, especially if we 
take into consideration that we have applied Theorem (1.7). The main point 
is that this optimization problem is a special case of polymatroid matching 
(formula (17)). 
4. PINNING DOWN PLANAR STRUCTURES 
Let G be a graph whose points are points in the euclidean plane, and whose 
edges are rigid bars with flexible joints at the vertices. Some of the vertices 
will be pinned down and some will be free. Such a graph will be called a 
structure. An infinitesimal motion of a structure means an assignement of a 
velocity V(X) to each vertex x such that no edge is “stretched” or “compressed” 
i.e., 
(44 - 4Y)) - (x - u) = 0 (18) 
holds for every edge (x, v) E E(G); and furthermore, U(X) = 0 if x is pinned. 
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FIG. 2. A non physical infinitesimal motion. 
Every physical motion of the structure does indeed yield velocities satisfying 
(18), but there may be velocities satisfying (18) which do not come from a 
physical motion of the structure. For example the structure in Figure 2 has 
the infinitesimal motion where the velocity of each vertex is 0 except for the 
vertex a which has a velocity perpendicular to the bars incident with a. 
However, the consideration of all solutions of (18) is not completely unjusti- 
fied from the engineering point of view. In fact, if the bars are not absolutely 
rigid, then if the points are moved by the velocities of an infinitesimal motion 
to a small distance E, this only causes a stretching or compressing of the bars 
proportional to l 2. Hence the existence of such a solution of (18) may result 
in vibrations or overloading the joints. 
For connections of this problem with architectural problems, see e.g. [3]. 
A structure is rigid if every infinitesimal motion of it is 0. 
Let G be a structure and X C V(G). We denote by GX the structure obtained 
from G by pinning down every point in X (if some of them have been pinned 
down in G, we disregard this). 
i 
The pinning number V(G) of the structure G is defined as the minimum 
cardinality of a set X C V(G) such that GX is rigid. Our purpose is to determine 
(in the sense of a polynomial-bounded algorithm and a minimax formula) the 
pinning number of a graph. 
Let G be a structure and X C V(G). Let W&Y) denote the linear space of 
infinitesimal motions of the structure obtained from G by pinning down X. 
Let R(X) denote the linear space of assignments (V(X): x E V(G)) of 
“velocities” (2-dimensional vectors) to the vertices (not necessarily satisfying 
(18) !) such that U(X) = 0 for x 4 X. Let U,(X) denote the orthogonal 
projection of Wc( 0) onto R(X), i.e., the subspace formed by those elements 
of R(X) which coincide on X with some infinitesimal motion of G. 
We have 
dim U,(x) + dim WC(X) = dim WG( 0). 
In fact, UG(X) is the result of the projection of WG( 0) from R( V(G) - X), 
or equivalently, from R( V(G) - X) n WG( a/) = W&Y). This implies (19). 
We define the degree of freedom of a set X C V(G) by 
fG(X) = dim U&Y). 
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We set 
J;; = fG(v(@> 
and call it the degree of freedom of G. 
Formula (19) above yields 
J;;(x) = .fG - j=Gx * w 
Call H a substructure of G, if H is a subgraph and every pinned point of H 
is also pinned in G. It is clear that if H is a substructure of G and XC V(H) 
then 
fH(x) 3 fG(x)* 
(i.e., G imposes more restriction on the motions 
Our main lemma we need is the following: 
of X than H). 
LEMMA (4.1). (V(G), fG) is a 2-polymatroid. 
Proof. Define M&) as the orthogonal projection of R(X) OntO wo( 0). 
Then M&X) is the span of (M&c): x E x}. Also by elementary linear algebra, 
dim &(X) = dim U&) = fG(fl. 
So the subspaces (MG(X): x E V(G)> yield a linear representation of the 
polymatroid (V(G), fG). The inequality fG((x>) < 2 is obvious. a 
bMMA (4.2). Let G be a structure. Then 
4G) = fG - V(v(G), fc). 
Proof. By (20), 
T(G) = min(I X j : f(X) = f( V(G))). 
Hence the assertion follows by, the extension of Gallai’s identity mentioned 
in the introduction. 
This lemma implies that applying the algorithm of [14], we have a 
polynomial-bounded procedure to jind the minimum number of points whose 
pinning down willfix the whole structure. Also, Theorem (1.1) gives a minimax 
formula for this number. This formula is not very transparent, however, 
and we give a formulation which is more geometrical. 
Also note that we assume here that fG(x) can be computed efficiently for 
every XC V(G). This is so if our structure is given numerically, but may be 
difficult if some points are defined e.g. as points “in general position.” We do 
not go into this problem here. 
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A cap is a structure H with a subset C C V(H) such that j;, = J;I(C) and C 
is a circuit in (V(H), fH). As a degenerate case, we allow 1 C 1 = J;I(C) = 1. 
Let (H, C) be a cap. Then UH(C) is a corank 1 subspace in R(C) and hence 
there are non-zero vectors (a(c): c E C) such that (u(c): c E C) E UH(C) iff 
C a(c) v(c) = 0. 
CEC 
Call the sequence (a(c): c E C) the character of (H, C). 
LEMMA (4.3). Given a set C = {c, ,..., c,> of points in the plane and non- 
zero vectors a, ,..., ak E R2, there exists a cap (H, C) with character (a, ,..., a& 
such that 1 V(H)1 < 6k. 
Proof. For special situations (or for situations where no degeneracies 
occur) there are constructions simpler than the one given below. (Fig. 3) 
We use induction on k. For k = 1, we take dI = c1 + a, , connect dI to c1 
by a bar and pin dI down. 
Suppose k 3 2. Let di = ci + ai (i = 1, 2), let ai be the vector obtained 
from ai by rotation of 90”, and let ei = di + a; . Also take a point c0 not 
on the lines dle, , d2e2 , and dld2 . 
---+0-I 




FIG. 3. Caps with k = 1, 2 and 3 and given character, 
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Let ui = di - c, and set 
a, = al2 a22 -u,+-U 
al% a2u2 
2 
(by the choice of c,, , a u # 0, a2u2 # 0 and a,, # 0). Let K be the structure 1 1 
consisting of the vertices c1 , c2 , dl , d2 , e, , e, and c, , e, and e, pinned, and 
the edges cidi , diei and die, . We claim that if we construct a cap 
(H’, C - c1 - c2 + co) with character (a,, , a, ,..., a,) then (H’ u K, C) is a 
cap with character (a, ,. .., a,). 
First note thatf,(c,) = 2, and hence 
fKVH(V(H’)) = &p = 2(k - 1) - 1. 
Moreover, if co is pinned down then K still has two degrees of freedom. So 
.f K”H’ = fHf + 2 = 2k - 1. 
Also note that if c1 , c2 , c3 ,..., ck are pinned down then H’ u K becomes 
rigid: pinning down cl and c2 implies that dl and dz , and hence c0 are rigid, 
and so since H’ is a cap, it follows that its points are also rigid. Hence 
J;I’&C) = 2k - 1. 
Let (U(X): x E V(H’ u K)) be any infinitesimal motion of H’ u K. Then, by 
the definition of H’, 
i aiV(CJ + a,v(c,) -L 0. 
i=3 
Furthermore, we know that 
ui(v(c,) - v(di)) = 0 
and 
ai(v(dJ - v(ci)) = 0. 
Finally, the pinned point ci forces that v(dJ is parallel to ai . Thus if we write 
Ui = & [(U&i) ai + (Uii&) a;], 
2 
we have 
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Thus 
a&) + a2v(c3 = a14dl~ + a24d2) 
= ?%!a ulv(dl) + * 
Wl u2a2 
w(4) 
= a12 u,v(c,) + a22 
%a1 u2a2 
u24co~ = w(cd 
So we have 
i U$.J(C,) = 0. 
i=l 
This implies that if all but one ci are pinned down, the remaining one ci 
has at most one degree of freedom left. By fHtVK(C) = 2k - 1, it has exactly 
one and so C is a circuit and (H’ u K, C) is a cap with character (al ,..., a,). 1 
We shall need 
LEMMA (4.4). Let G be a substructure of H such that fG(V(G)) = 
fH(V(G)) + 1. Then (V(G), fH> is a projection of (V(G), fG). 
Proof. It is trivial that 
fG(x) 2 fH(x) 
for every XC V(G). If we show that f&-(x) - fH(A] is monotone decreasing 
in X, we shall be finished. 
We have 
fG(x) =J;; -fG,, fidx) =&I -&I~ 
and so for Y C X, 
[fG(x) - fH(x)l - [fG( y) - fH( y)] 
= fHx - .fGx + fc;, - &ly 
= fG@ - y> - fHy(X - Y) 2 0, 
since GY is a substructure of HY . 1 
The previous lemma will be applied to the following situation: 
LEMMA (4.5). Let G be a structure and XC V(G). Let (H, X) be a cap. 
Then either (v(G), fG) = (V(G), fGVH) or (v(G), fGuH) is a projection of 
(v(G), fc). 
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Proof. If fc = fGUH( V(G)) then every infinitesimal motion of G extends to 
an infinitesimal motion of H and hencefG(X) = f&Q’) for every X C V(G). 
So we may assume that fCUH( V(G)) < jG . By Lemma (4.9, it suffices to 
prove that 
.f~u~(v(G)) 2 fc - 1. 
To show this, note that 
h = fG(x> + jGx , 
= fGudX) + ./(GuH)~ = fGyH(x) + Sex 
since fixing X fixes H. Also note that 
fGV&) = dim VGVH(X) 
= dim( Vo(X) A VH(X)) 
> dim V,(X) - 1 =f&X) - 1, 
since VH(X) is a subspace of R(X) with codimension 1. This proves the 
lemma. i 
We next describe how to construct a projection compressing a given double 
circuit. Let X C V(G) be a non-trivial double circuit with principal partition 
(Xl ,***, Xk). Then XI is a circuit in Gx,v...ux, and hence there are vectors a(u) 
(u E XI) such that every infinitesimal motion v of GX2V...VXk satisfies 
C a(u) v(u) = 0. 
UEX1 
By Lemma (4.3) there exists a cap (H, X,) with character (a(u): u E Xl). 
Form H U G. 
LEMMA (4.6). The polymatroid ( V(G), fGyH) is a projection of (V(G), fG) 
compressing double circuit X. 
Proof. To show that (V(G), fGyH) is a projection of (V(G), fG) it suffices 
t0 show, by Lemma (4.5), that fG # fGyH . .But this is immediate from the 
observation that X, is a matching in (V(G), fG) but not in (v(G), fGuH). This 
also shows that 
fG”HcX - xi) <fGcx - xi) 
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for i > 1. Let us show that this relation also holds for i = 1. By definition 
.fGuHtX - xl) = ~GvH - ~(GuH)~-~ 1 
We already know that fG”H = $G - 1. Also note that if we fix x - X, in G, 
then every infinitesimal motion of G will extend to an infinitesimal motion 
of G u H, by the definition of H. Hence 
.7 (GuH)~-~, = &, - 
so 
fGdX - xl) = ?G - 1 - jGx..xl = fG(x - xl) - 1. 1 
Remark. It is not difficult to show that the following construction also 
works: Take another copy G’ of G. Let us identify the points of X1 with the 
corresponding points of G. Pin down the points of X - X1 in G’, to get G”. 
Then ( V(G), flu G*) is a projection of V(G) compressing X. This construction 
is nicer but since it doubles (essentially) the size of the structure, it is not 
appropriate for the purposes of a good characterization theorem. 
Let x E V(G), fG(x) = 2. Take a new pinned point u # x and connect it to 
x by a bar. It is easy to see that the resulting 2-polymatroid is a projection of 
(V(G), fc), which destroys X. Also note that this construction is a special case 
of attaching a cap. 
The preceding two observations show that Theorem (1.7) can be applied 
and we get the following result: 
THEOREM (4.7). Let G be a planar structure. Let (VI ,..., V,} range over 
partitions of V(G). Let X, ,..., X, range over subsets of V(G). Let (HI , Xl),..., 
(H,, , Xm) be caps. Then 
n2 + i [fcuXy&), 1 
= 4 V(G); JG). 
i=l 
Proof. The inequality > follows by induction on m from Lemma (4.5). 
The equality follows by induction on v( V(G); fG) from Theorem (1.7) and 
Lemma (4.6). 1 
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