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The continuum random tree is the scaling limit of unlabelled
unrooted trees
Benedikt Stufler∗
Abstract
We show that the uniform unlabelled unrooted tree with n vertices and vertex degrees in a
fixed set converges in the Gromov–Hausdorff sense after a suitable rescaling to the Brownian
continuum random tree. We also establish Benjamini–Schramm convergence of this model of
random trees and provide a general approximation result, that allows for a transfer of a wide
range of asymptotic properties of extremal and additive graph parameters from Po´lya trees to
unrooted trees.
1 Introduction and main results
Combinatorial trees are classical mathematical objects and crop up in variety of fields [29, 16, 17].
In the present work we take a probabilistic approach to study unordered trees without labels. Here
one distinguishes between Po´lya trees, which have a root, and unlabelled (unrooted) trees. It has
been a long-standing conjecture by Aldous [4, p. 55] that the continuum random tree (CRT) arises
as scaling limit of these models of random trees. Marckert and Miermont [28] treated the case of
binary unordered rooted trees. The convergence of random (unrestricted) Po´lya trees was confirmed
by Haas and Miermont [24] using new methods, and an alternative proof has been given later by
Panagiotou and Stufler [30]. As was also mentioned in [24], this does not settle the question regarding
the convergence of random unlabelled unrooted trees. The main challenge for these structures the
complexity of their symmetries. Rooted trees have a simpler structure, as any automorphism is
required to fix the root vertex. Our first main result confirms the CRT as scaling limit of unlabelled
unrooted trees as their number of vertices becomes large, confirming Aldous conjecture for these
structures. We take a unified approach to cover all (sensible) cases of vertex degree restrictions.
Throughout, we let Ω denote a fixed set of positive integers containing 1 and at least one integer
equal or larger than 3, and set Ω∗ = Ω−1. Let Tn be drawn uniformly at random from the unlabelled
trees with n vertices and vertex-degrees in Ω, and let An−1 denote the random Po´lya tree selected
uniformly among all such trees with n− 1 vertices and outdegrees in the shifted set Ω∗. See Figure 1
and 2 for illustrations of these structures.
Theorem 1.1. There is a constant eΩ such that
(Tn, eΩn
−1/2dTn)
d−→ (Te, dTe) (1.1)
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1 INTRODUCTION AND MAIN RESULTS 2
Figure 1: All unlabelled unrooted trees with 6 vertices.
in the Gromov–Hausdorff sense, as n ≡ 2 mod gcd(Ω∗) becomes large. Moreover, there are constants
C, c > 0 such that the diameter D(Tn) satisfies the tail bound
P (D(Tn) ≥ x) ≤ C exp(−cx2/n) (1.2)
for all n and x ≥ 0.
The CRT plays a central role in the study of the geometric shape of large discrete structures.
It crops up as scaling limit for a variety of models [3, 10, 14, 15, 25, 31] and incited research in
further directions [1, 2]. Although scaling limits describe asymptotic global properties, they do
not contain information on local properties, such as the limiting degree distribution of a randomly
chosen vertex in a graph. Such asymptotic local properties of random rooted structures are described
by Benjamini–Schramm limits [5, 23, 8]. Our second main result establishes Benjamini–Schramm
convergence for random unlabelled unrooted trees toward an infinite limit tree. We take a unified
approach to cover all sensible cases of vertex degree restrictions.
Theorem 1.2. The random unrooted tree Tn converges in the Benjamini–Schramm sense toward
an infinite rooted tree AΩ∗, as n ≡ 2 mod gcd(Ω∗) becomes large. Even stronger, if vn denotes a
uniformly at random selected vertex of the tree Tn, then for each sequence kn = o(
√
n) the radius kn
graph neighbourhood Vkn(·) satisfies
dTV(Vkn(Tn, vn), Vkn(AΩ∗))→ 0. (1.3)
Here dTV denotes the total variation distance. Note that this form of convergence is best possible,
as (1.3) fails if the order of kn is comparable to
√
n. In the case Ω = N, Benjamini–Schramm
convergence for Tn was independently obtained by Georgakopoulos and Wagner [22] using different
techniques. Our methods for the proof of Theorems 1.1 and 1.2 are based on the cycle pointing
decomposition established recently by Bodirsky, Fusy, Kang and Vigerske [11]. This novel and
effective centering method differs fundamentally from classical approaches, such as the geometric
center, and applies to arbitrary classes of combinatorial structures. We use it to approximate the
random unlabelled unrooted tree Tn with n vertices and vertex outdegrees in a set Ω, by random
Po´lya trees with vertex outdegrees in the shifted set Ω∗ = Ω− 1, whose random sizes concentrate
around n. The approximation works not only for graph limits, but actually for a large range of
additive and extremal graph parameters.
Theorem 1.3. There are constants C, c > 0, a random number Kn = n+Op(1) ≤ n, and a coupling
of the randomly sized Po´lya tree AKn with a tree Bn having stochastically bounded size n−Kn + 1,
such that the random tree T¯n obtained by identifying the root vertices of AKn and Bn satisfies
dTV(Tn, T¯n) ≤ C exp(−cn)
for all n.
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Figure 2: All Po´lya trees with 5 vertices.
Theorem 1.3 establishes in full generality how a random unrooted tree may be approximated by a
single large random rooted tree having the property, that when conditioned on having a fixed size, it is
uniformly distributed among all Po´lya trees with this size and the given vertex outdegree restrictions.
This has far reaching consequences and underline the advantages of this approach. It implies that
for a very large set of graph theoretic properties (maximum degree, degree distribution, subtree
counts, . . . ) everything known (present and future) about random Po´lya trees also applies to random
unlabelled unrooted trees, erasing the need to study uniform unrooted unordered trees directly.
For example, Haas and Miermont [24, Thm. 9, Cor. 10] established Gromov–Hausdorff–Prokhorov
scaling limits for uniform unordered rooted trees endowed with the uniform measure on their leaves or
on all their vertices, if the vertex out-degrees are restricted to a set of the form Ω∗ = N0, Ω∗ = {0, d}
or Ω∗ = {0, . . . , d} for some d ≥ 2. Using this result, it follows easily from Theorem 1.3 that the
uniform vertex degree restricted unrooted tree Tn with vertex degrees in Ω = Ω
∗ + 1 also converges
in the Gromov–Hausdorff–Prokhorov sense, thus strengthening the convergence of Theorem 1.1 for
these cases. But again, it is not about for which cases of vertex-degree restrictions we may deduce
convergence at the moment. The contribution of Theorem 1.3 is that ”practically all” properties of
random unordered rooted trees get transferred automatically to the unrooted case, regardless of the
extend to which they are understood at present.
Thus, Theorem 1.3 provides a rigorous justification of the empirically backed and widely believed
fact that rooted and unrooted trees behave asymptotically similarly. Note that this does not imply
that almost all unrooted trees are asymmetric (meaning the absence of non-trivial symmetries) or
possess as much possible root locations as vertices. Some discrete structures such as planar maps
with half-edges as atoms have such properties, and hence a purely enumerative argument suffices
to show that the asymptotic study of these objects is equivalent to the study of half-edge rooted
planar maps. The case of unordered trees is different, as the probability for the random tree Tn to
be asymmetric is bounded away from 1, as is the probability for the event that rooting it at each of
its n vertices yields n distinct trees. Moreover, the approximation argument of Theorem 1.3 does not
appear to work as well in the other direction. For example, the convergence of Tn (in the local sense,
or in the sense of scaling limits) may be used to obtain convergence of a random Po´lya-tree having a
random number of vertices (depending on n), but, although this number concentrates, this is not
sufficient to deduce convergence of a random Po´lya tree with a deterministic size that becomes large.
Hence the most economic approach is really to study Po´lya trees and then transfer the results to
random unlabelled unrooted trees. Furthermore, in [30] it was shown how asymptotic properties of
conditioned Galton–Watson trees may be transferred to random Po´lya trees, which by the results
of the present work hence also apply to the unrooted model. As Galton–Watson trees are without
doubt the best understood model of random trees in probability theory, it is natural to pave the way
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for building on this knowledge.
In [11] the cycle pointing method was developed for the enumeration and efficient sampling of
discrete structures. The present work demonstrates for the important classical example of unlabelled
trees how a combination with a probabilistic approach allows us to answer a large number of questions
related to the study of asymptotic properties of random discrete structures. Due to the generality of
the involved methods this will likely stimulate probabilistic applications to further classes of discrete
structures, such as models of random unlabelled graphs.
1.1 Combinatorial applications of the scaling limit
A direct consequence of the scaling limit in Theorem 1.1 is that the rescaled diameter eΩn
−1/2D(Tn)
converges weakly and in arbitrarily high moments toward the diameter D(Te) of the CRT. That is,
P
(
n−1/2eΩD(Tn) > x
)
→ P (D(Te) > x) ,
and
E [D(Tn)p] ∼ e−pΩ np/2E [D(Te)p] .
The distribution of D(Te) is known and given by
D(Te) (d)= sup
0≤t1≤t2≤1
(e(t1) + e(t2)− 2 inf
t1≤t≤t2
e(t)), (1.4)
with e = (et)0≤t≤1 denoting Brownian excursion of length 1, and
P (D(Te) > x) =
∞∑
k=1
(k2 − 1)
(2
3
k4x4 − 4k2x2 + 2
)
exp(−k2x2/2). (1.5)
Equations (1.4) and (1.5) have been established by Aldous [4, Ch. 3.4] using convergence of random
discrete trees. Expression (1.5) was recently recovered directly in the continuous setting by Wang [34].
The moments of the diameter are given by:
E [D(Te)] = 4
3
√
pi/2, E
[
D(Te)2
]
=
2
3
(
1 +
pi2
3
)
, E
[
D(Te)3
]
= 2
√
2pi, (1.6)
E
[
D(Te)k
]
=
2k/2
3
k(k − 1)(k − 3)Γ(k/2)(ζ(k − 2)− ζ(k)) for k ≥ 4. (1.7)
The expression E [D(Te)] = 43
√
pi/2 may be obtained as shown in Aldous [4, Sec. 3.4] using results
of Szekeres [33], who proved the existence of a limit distribution for the diameter of rescaled random
unordered labelled trees. The higher moments could be obtained in the same way by elaborated
calculations, or, we can deduce them by combining Theorem 1.1 with results by Broutin and Flajolet,
who studied in [12] the random tree τn that is drawn uniformly at random among all unlabelled
trees with n leaves in which each inner vertex is required to have degree 3. Using analytic methods
[12, Thm. 8], they computed asymptotics of the form
E [D(τn)r] ∼ crλ−rnr/2
with λ an analytically given constant, and the constants cr given by
c1 =
8
3
√
pi, c2 =
16
3
(1 +
pi2
3
), c3 = 64
√
pi,
cr =
4r
3
r(r − 1)(r − 3)Γ(r/2)(ζ(r − 2)− ζ(r)) if r ≥ 4.
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As τn has n leaves and hence 2n− 1 vertices in total, it follows by Theorem 1.1 that
(τn, e{0,2}(2n− 1)−1/2dτn) d−→ (Te, dTe)
and consequently, by the exponential tail-bounds for the diameter in Theorem 1.1, which imply
arbitrarily high uniform integrability,
E [D(τn)r] ∼ E [D(Te)r] (e{0,2}/
√
2)−rnr/2.
It follows that
E [D(Te)r] = cr(e{0,2}/(
√
2λ))r.
All that remains is to calculate the ratio e{0,2}/(
√
2λ), which is given by
e{0,2}/(
√
2λ) = E [D(Te)] /c1 = 1/(2
√
2),
since E [D(Te)] = 4/3
√
pi/2. This elegantly yields Equations (1.6) and (1.7).
Outline of the paper
In Section 2 we fix basic notions on graphs and discrete trees. Section 3 gives a brief account on
Gromov–Hausdorff convergence and the continuum random tree. Section 4 recalls the notion of
local weak convergence and results for random Po´lya trees. Section 5 introduces the reader to the
language of combinatorial species, and Section 6 to the technique of cycle pointing that is formulated
using these notions. Section 7 recalls the concept of (Po´lya-)Boltzmann samplers, which builds a
bridge from combinatorial structures to random algorithms that sample these structures. Section 8
recalls a result related to extremal component sizes in random multisets. In Section 9 we present the
proofs of our main results.
Notation
Throughout, we set
N = {1, 2, . . .}, N0 = {0} ∪ N, [n] = {1, 2, . . . , n}, n ∈ N0.
we assume that all considered random variables are defined on a common probability space whose
measure we denote by P. All unspecified limits are taken as n becomes large, possibly along a shifted
sublattice of the integers. We write
d−→ and p−→ for convergence in distribution and probability,
and
(d)
= for equality in distribution. An event holds with high probability, if its probability tends to
1 as n→∞. We let Op(1) denote an unspecified random variable Xn of a stochastically bounded
sequence (Xn)n. The total variation distance of measures and random variables is denoted by dTV.
For a sequence an that is eventually positive the notation O(an) and o(an) refer to unspecified
deterministic sequences that are bounded by a multiple of an or whose order is negligible compared
to an. Given a multi-variate power series f(z1, z2, . . .) we let [z
t1
1 · · · ztmm ]f(z1, z2, . . .) denote the
coefficient corresponding to the monomial zt11 · · · ztmm .
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2 Discrete trees
A (labelled) graph G consists of a non-empty set V (G) of vertices (or labels) and a set E(G) of
edges that are two-element subsets of V (G). The cardinality |V (G)| of the vertex set is termed the
size of G. Instead of v ∈ V (G) we will often just write v ∈ G. Two vertices v,w ∈ V (G) are said
to be adjacent if {v,w} ∈ E(G). An edge e ∈ E(G) is adjacent to v if v ∈ e. The cardinality of
the set of all edges adjacent to a vertex v is termed its degree and denoted by dG(v). We say the
graph G is connected if any two vertices u, v ∈ V (G) are connected by a path in G. The length
of a shortest path connecting the vertices u and v is called the graph distance of u and v and it is
denoted by dG(u, v). Clearly dG is a metric on the vertex set V (G). A graph G together with a
distinguished vertex v ∈ V (G) is called a rooted graph with root-vertex v. The height h(w) of a
vertex w ∈ V (G) is its distance from the root. The height H(G) of the entire graph is the supremum
of the heights of the vertices in G. Two graphs G1 and G2 are termed isomorphic, if there is a
bijection ϕ : V (G1) → V (G2) such that any two vertices x, y ∈ V (G1) are adjacent in G1 if and
only if φ(x) and φ(y) are adjacent in G2. Any such bijection is termed an isomorphism between G1
and G2. Rooted graphs G
•
1 = (G1, o1) and G
•
2 = (G2, o2) are termed isomorphic, if there is a graph
isomorphism φ from G1 to G2 that satisfies φ(o1) = o2. An isomorphism class of (rooted) graphs is
also called an unlabelled (rooted) graph. We will often not distinguish between such a class or any
fixed representative of that class.
A tree T is a non-empty connected graph without cyclic subgraphs, that is, we cannot walk from
one vertex to itself without crossing at least one edge twice. Any two vertices of a tree are connected
by a unique path. Figure 1 depicts the list of all unlabelled trees with 6 vertices. If T is rooted,
then the vertices w′ ∈ V (T ) that are adjacent to a vertex w and have height h(w′) = h(w) + 1 form
the offspring set of the vertex w. Its cardinality is the outdegree d+T (w) of the vertex w. Unlabelled
rooted trees are also termed Po´lya trees. Note that while any labelled tree with n vertices admits n
different roots, this does not hold in the unlabelled setting. For example, as illustrated in Figure 2,
there are 3 unlabelled trees with 5 vertices and each of them has a different number of rootings.
3 Scaling limits
We briefly recall several relevant results regarding the convergence of random rooted trees toward
the continuum random tree.
3.1 Gromov–Hausdorff convergence
We introduce the required notions regarding the Gromov–Hausdorff convergence following Burago,
Burago and Ivanov [13, Ch. 7] and Le Gall and Miermont [27]
3.1.1 The Hausdorff metric
Recall that given subsets A and B of a metric space (X, d), their Hausdorff-distance is given by
dH(A,B) = inf{ > 0 | A ⊂ U(B), B ⊂ U(A)} ∈ [0,∞],
where U(A) = {x ∈ X | d(x,A) ≤ } denotes the -hull of A. In general, the Hausdorff-distance
does not define a metric on the set of all subsets of X, but it does on the set of all compact subsets
of X ([13, Prop. 7.3.3]).
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3.1.2 The Gromov–Hausdorff distance
The Gromov–Hausdorff distance allows us to compare arbitrary metric spaces, instead of only subsets
of a common metric space. It is defined by the infimum of Hausdorff-distances of isometric copies in
a common metric space. We are also going to consider a variation of the Gromov–Hausdorff distance
given in [27] for pointed metric spaces, which are metric spaces together with a distinguished point.
Given metric spaces (X, dX), and (Y, dY ), and distinguished elements x0 ∈ X and y0 ∈ Y , the
Gromov–Hausdorff distances of X and Y and the pointed spaces X• = (X, x0) and Y • = (Y, y0) are
defined by
dGH(X,Y ) = inf
ιX ,ιY
dH(ιX(X), ιY (Y )) ∈ [0,∞],
dGH(X
•, Y •) = inf
ιX ,ιY
max {dH(ιX(X), ιY (Y )), dE(ιX(x0), ιY (y0))} ∈ [0,∞]
where in both cases the infimum is taken over all isometric embeddings ιX : X → E and ιY : Y → E
into a common metric space (E, dE), compare with Figure 3.
Figure 3: The Gromov–Hausdorff distance.
We will make use of the following characterisation of the Gromov–Hausdorff metric. Given two
metric spaces (X, dX) and (Y, dY ) a correspondence between them is a relation R ⊂ X × Y such that
any point x ∈ X corresponds to at least one point y ∈ Y and vice versa. If X and Y are pointed, we
additionally require that the roots correspond to each other. The distortion of R is given by
dis(R) = sup{|dX(x1, x2)− dY (y1, y2)| | (x1, y1), (x2, y2) ∈ R}.
Proposition 3.1 ([13, Thm. 7.3.25] and [27, Prop. 3.6]). Given two metric spaces X,Y and pointed
metric spaces X•, Y • we have that
dGH(X,Y ) =
1
2
inf
R
dis(R), and dGH(X
•, Y •) =
1
2
inf
R
dis(R),
where R ranges over all correspondences between X and Y (or X• and Y •).
Using this reformulation of the Gromov–Hausdorff distance, one may check that it satisfies the
following properties.
Lemma 3.2 ([13, Thm. 7.3.30] and [27, Thm. 3.5]). Let X, Y , and Z be (pointed) metric spaces.
Then the following assertions hold.
i) dGH(X,Y ) = 0 if and only if X and Y are isometric.
ii) dGH(X,Z) ≤ dGH(X,Y ) + dGH(Y,Z).
iii) If X and Y are bounded, then dGH(X,Y ) <∞.
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3.1.3 The space of isometry classes of compact metric spaces
In Section 3.1.1 we saw that the Hausdorff-distance defines a metric on the set of all compact subsets
of a metric space. By Lemma 3.2 the Gromov–Hausdorff distance satisfies in a similar way the
axioms of a (finite) pseudo-metric on the class of all compact metric spaces, and two metric spaces
have Gromov–Hausdorff distance 0 if and only if they are isometric. Informally speaking, this yields
a metric on the collection of all isometry classes of metric spaces, and in a similar way we may endow
the collection of isometry classes of pointed metric spaces with a metric.
Note that from a formal viewpoint this construction is a bit problematic, since we are forming a
collection of proper classes (as opposed to sets). A solution is presented as an exercise in [13, Rem.
7.2.5]:
Proposition 3.3. Any set of pairwise non-isometric (pointed) metric spaces has cardinality at most
2ℵ0, and there are specific examples of 2ℵ0 many non-isometric (pointed) spaces.
We may thus fix a representative of each isometry class of (pointed) metric spaces and let K
(resp. K•) denote the resulting sets of spaces. Lemma 3.2 now reads as follows.
Corollary 3.4 ([13, Thm. 7.3.30]). The Gromov–Hausdorff distance defines a finite metric on the
set K (resp. K•) of representatives of isometry classes of (pointed) compact metric spaces.
The metric spaces K and K• have nice properties, which make them suitable for studying random
elements:
Proposition 3.5 ([27, Thm. 3.5] and [13, Thm. 7.4.15]). The spaces K and K• are separable and
complete, i.e. they are Polish spaces.
3.2 The continuum random tree
An R-tree is a metric space (X, d) such that for any two points x, y ∈ X the following properties hold
1. There is a unique isometric map from the interval ϕx,y : [0, df (x, y)] → X satisfying
ϕx,y(0) = x and ϕx,y(df (x, y)) = y.
2. If q : [0, df (x, y)]→ X is a continuous injective map, then
q([0, df (x, y)]) = ϕx,y([0, df (x, y)]).
R-trees may be constructed as follows. Let f : [0, 1]→ [0,∞[ be a continuous function satisfying
f(0) = f(1) = 0. Consider the pseudo-metric d on the interval [0, 1] given by
d(u, v) = f(u) + f(v)− 2 inf
u≤s≤v
f(s)
for u ≤ v. Let (Tf , dTf ) = ([0, 1]/∼, d¯) denote the corresponding quotient space. We may consider
this space as rooted at the equivalence class 0¯ of 0.
Proposition 3.6 ([27, Thm. 3.1]). Given a continuous function f : [0, 1] → [0,∞[ satisfying
f(0) = f(1) the corresponding metric space Tf is a compact R-tree.
Hence, this construction defines a map from a set of continuous functions to the space K•. It
can be seen to be Lipschitz-continuous:
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Proposition 3.7 ([27, Cor. 3.7]). The map
({f ∈ C([0, 1],R≥0) | f(0) = f(1) = 0}, ‖·‖∞)→ (K•, dGH), f 7→ Tf
is Lipschitz-continuous.
Hence we may define the continuum random tree as a random element of the polish space K•.
Definition 3.8. The random pointed metric space (Te, dTe , 0¯) coded by the Brownian excursion of
duration one e = (et)0≤t≤1 is called the Brownian continuum random tree (CRT).
Note that the Lipschitz-continuity (and hence measurability) of the above map ensures that the
CRT is a random variable.
3.3 Scaling limits of random Po´lya trees
It is known that for any subset Ω∗ ⊂ N0 containing zero and at least one integer k ≥ 2, the Po´lya tree
An drawn uniformly at random from the set of all Po´lya trees with n vertices and vertex outdegrees
in the set Ω∗ admits the CRT as scaling limit. That is, there is a constant cΩ∗ satisfying
(An, cΩ∗n
−1/2dAn)
d−→ (Te, dTe) (3.1)
as random elements of the space K•. This has been shown by Marckert and Miermont for the case
Ω∗ = {0, 2} in [28]. Using different techniques that built on general results for Markov branching
trees, Haas and Miermont [24] extend this result to the cases Ω∗ = {0, d} for all d ≥ 2, and Ω∗ = N0.
A unified approach for all sensible vertex outdegree restrictions (that is, requiring only 0 ∈ Ω∗ and
k ∈ Ω∗ for at least one k ≥ 2) was taken in [30], using combinatorial techniques and obtaining tail
bounds for the diameter D(An) of the form
P (D(An) ≥ x) ≤ C exp(−cx2) (3.2)
for all x ≥ 0.
4 Local weak limits
We briefly recall relevant notions and results regarding the local convergence of random rooted trees.
4.1 The metric for local convergence
Given two rooted, locally finite (that is, the graph may have infinitely many vertices, but each
vertex has only finitely many neighbours) connected graphs G• = (G, oG) and H• = (H, oH), we
may consider the distance
dBS(G
•, H•) = 2− sup{k∈N0 |Vk(G
•)'Vk(H•)}
with Vk(G
•) denoting the subgraph of G induced by all vertices with graph-distance at most k
from the root-vertex oG. Here Vk(G
•) ' Vk(H•) denotes isomorphism of rooted graphs, that is,
the existence of a graph isomorphism φ : Vk(G
•)→ Vk(H•) satisfying φ(oG) = oH . This defines a
premetric on the collection of all rooted connected locally finite graphs.
If B denotes the collection of isomorphism classes of rooted locally finite connected graphs
(”unlabelled rooted graphs”), then the (lift of) this distance defines a metric on B which is complete
and separable, i.e. (B, dBS) is a Polish space. Similarly as for the Gromov–Hausdorff metric, we may
safely ignore the fact that B is a collection of proper classes (as opposed to sets). In order to precise,
we would only need to fix a representatives of each isomorphism class and work with the set of these
representatives instead.
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4.2 Benjamini–Schramm convergence of random Po´lya trees
Let Ω ⊂ N denote a subset containing 1 and at least one integer k ≥ 3, and let Ω∗ = Ω− 1 denote
the shifted set. Let An denote the random tree drawn uniformly at random from the set of all Po´lya
trees with n vertices and vertex outdegrees in Ω∗. Let un denote a uniformly at random drawn
selected vertex of An. It was shown in [32, Thm. 6.22], that there is a random infinite rooted trees
AΩ∗ such that for each sequence kn = o(
√
n) the random vertex un has with high probability height
strictly larger than kn in the tree An and
dTV(Vkn(An, un), Vkn(AΩ∗))→ 0. (4.1)
5 Combinatorial species of structures
Combinatorial species were developed by Joyal [26] and allow for a systematic study of a wide range
of combinatorial objects. We are going to make heavy use of this framework and recall the required
theory and notation following Bergeron, Labelle and Leroux [9] and Joyal [26]. The language of
combinatorial classes used in the book on analytic combinatorics by Flajolet and Sedgewick [21]
is essentially equivalent in many aspects, although less emphasis is put on studying objects up to
symmetry.
5.1 Combinatorial species of structures
A combinatorial species may be defined as a functor F that maps any finite set U of labels to a finite
set F [U ] of F-objects and any bijection σ : U → V of finite sets to its (bijective) transport function
F [σ] : F [U ]→ F [V ] along σ, such that composition of maps and the identity maps are preserved.
Formally, a species is a functor from the groupoid of finite sets and bijections to the category of
finite sets and arbitrary maps. We say that a species G is a subspecies of F , and write G ⊂ F , if
G[U ] ⊂ F [U ] for all finite sets U and G[σ] = F [σ]|U for all bijections σ : U → V . Given two species
F and G, an isomorphism α : F ∼−→G from F to G is a family of bijections α = (αU : F [U ]→ G[U ])U
where U ranges over all finite sets, such that for all bijective maps σ : U → V the following diagram
commutes.
F [U ]
αU

F [σ]
// F [V ]
αV

G[U ] G[σ] // G[V ]
In other words, α is a natural isomorphism between these functors. The species F and G are
isomorphic if there exists and isomorphism from one to the other. This is denoted by F ' G.
An element FU ∈ F [U ] has size |FU | := |U | and two F -objects FU and FV are termed isomorphic
if there is a bijection σ : U → V such that F [σ](FU ) = FV . We will often just write σ.FU = FV
instead, if there is no risk of confusion. We say σ is an isomorphism from FU to FV . If U = V
and FU = FV then σ is an automorphism of FU . An isomorphism class of F-structures is called an
unlabelled F -object or an isomorphism type. By abuse of notation, we treat unlabelled objects as if
they were regular objects. We will also just write F ∈ F to state that F is an F-object.
We will mostly be interested in the species of labelled trees. Moreover, we will make use of
standard species such as the SET-species given by SET[U ] = {U} for all U . Moreover, we let X the
species with a single object of size 1.
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5.2 Symmetries and generating power series
Letting f˜n denote the number of unlabelled F -objects of size n, the ordinary generating series of F
is defined by
F˜(x) =
∞∑
n=0
f˜nx
n
A pair (F, σ) of an F-object together with an automorphism is called a symmetry. Its weight
monomial is given by
w(F,σ) =
1
n!
xσ11 x
σ2
2 · · ·xσnn ∈ Q[[x1, x2, . . .]]
with n denoting the size of F and σi denoting the number of i-cycles of the permutation σ. In
particular σ1 denotes the number of fixpoints. We may form the species Sym(F) of symmetries of F .
The cycle index sum of F is given by
ZF =
∑
(F,σ)
w(F,σ)
with the sum index (F, σ) ranging over the set
⋃
n∈N0 Sym(F)[n]. The reason for studying cycle
index sums is the following remarkable property.
Lemma 5.1 ([26, Sec. 3]). Let U be a finite n-element set. For any unlabelled F-object m of size n
there are precisely n! symmetries (F, σ) ∈ Sym(F)[U ] having the property that F has isomorphism
type m.
From a probabilistic viewpoint, this observation guarantees that the isomorphism type of the
first coordinate of a uniformly at random drawn element from Sym(F)([n]) is uniformly distributed
among all n-element unlabelled F-objects. Lemma 5.1 implies that the ordinary generating series
and the cycle index sum are related by
F˜(z) = ZF (z, z2, z3, . . .).
See also [26, Sec. 3, Prop. 9].
The cycle index sum ZSET is easily calculated: For any integer n ≥ 0 let Sn denote the symmetric
group of order n. Then
ZSET =
∞∑
n=0
1
n!
∑
σ∈Sn
xσ11 x
σ2
2 · · ·xσnn . (5.1)
For any permutation σ let (σ1, σ2, . . .) ∈ N(N)0 denote its cycle type. Then to each element m =
(mi)i ∈ N(N)0 correspond only permutations of order n :=
∑∞
i=1 imi and their number is given by
n!/
∏∞
i=1(mi! i
mi). Hence we have
ZSET =
∑
m∈N(N)0
∞∏
i=1
xmii
mi! imi
=
∞∏
i=1
∞∑
mi=0
xmii
mi! imi
=
∞∏
i=1
exp
(xi
i
)
= exp
( ∞∑
i=1
xi
i
)
.
If (xi)i would denote a sequence of sufficiently fast decaying positive real-numbers, then this
calculation could easily be justified. But they denote a countable set of formal variables, and hence
one has every right to ask for a rigorous justification of this argument, in particular why the involved
infinite products of formal variables vanish. A correct formalization is to define a topology on the
set of power series and interpret these infinite products as actual limits with respect to this topology.
We refer the inclined reader to [21, Appendix A.5] for an adequate discussion of these questions.
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OGF Cycle index sum∑
iFi
∑
i F˜i(x)
∑
i ZFi(x1, x2, . . .)
F · G F˜(x)G˜(x) ZF (x1, x2, . . .)ZG(x1, x2, . . .)
F ◦ G ZF (G˜(x), G˜(x2), . . .) ZF (ZG(x1, x2, . . .), ZG(x2, x4, . . .), . . .)
Table 1: Relation between combinatorial constructions and generating series.
5.3 Operations on combinatorial species
The framework of combinatorial species offers a large variety of constructions that create new species
from others. In the following let F , (Fi)i∈I and G denote species and U an arbitrary finite set. The
sum
∑
i∈I Fi is defined by the disjoint union
(
∑
i
Fi)[U ] =
⊔
i
Fi[U ]
if the right hand side is finite for all finite sets U . The product F · G is defined by the disjoint union
(F · G)[U ] =
⊔
(U1,U2)
U1∩U2=∅,U1∪U2=U
F [U1]× G[U2]
with componentwise transport. Thus, n-sized objects of the product are pairs of F-objects and
G-objects whose sizes add up to n. If the species G has no objects of size zero, we can form the
substitution F ◦ G by
(F ◦ G)[U ] =
⊔
pi partition of U
F [pi]×
∏
Q∈pi
G[Q].
An object of the substitution may be interpreted as an F-object whose labels are substituted by
G-objects. The transport along a bijection σ is defined by applying the induced map
σ : pi → {σ(Q) | Q ∈ pi}, Q 7→ σ(Q)
of partitions to the F-object, and the restricted maps σ|Q with Q ∈ pi to their corresponding
G-objects. We will often write F(G) instead of F ◦ G. Explicit formulas for the generating series and
cycle index sums of the discussed constructions are summarized in Table 1.
5.4 Decomposition of symmetries of the substitution operation
We are going to need a basic understanding of the structure of the symmetries of the composition
F ◦ G. The following is a summary of a standard decomposition given in [11, Sec. 2.6.2], [26, Section
3] and [9, Section 4.3]. Let U be a finite set. Any element of Sym(F ◦ G)[U ] consists of the following
objects: a partition pi of the set U , an F -structure F ∈ F [pi], a family of G-structures (GQ)Q∈pi with
GQ ∈ G[Q] and a permutation σ : U → U . We require the permutation σ to permute the partition
classes and induce an automorphism σ¯ : pi → pi of the F -object F . Moreover, for any partition class
Q ∈ pi we require that the restriction σ|Q : Q → σ(Q) is an isomorphism from GQ to Gσ(Q). For
any cycle τ¯ = (Q1, . . . , Q`) of σ¯ it follows that for all i we have σ
`(Qi) = Qi and the restriction
σ`|Qi : Qi → Qi is an automorphism of GQi .
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Conversely, if we know (GQ1 , σ
`|Q1) and the maps σ|Qi = (σ|Q1)i for 1 ≤ i ≤ ` − 1, we can
reconstruct the G-objects GQ2 , . . . , GQ` and the restriction σ|Q1∪...∪Q` . Here any k-cycle (a1, . . . , ak)
of the permutation σ`|Q1 corresponds to the k`-cycle
(a1, σ(a1), . . . , σ
`−1(a1), a2, σ(a2), . . . , σ`−1(a2), . . . , ak, σ(ak), . . . , σ`−1(ak))
of σ|Q1∪...∪Q` . Thus any cycle ν of σ corresponds to a cycle of the induced permutation σ¯ whose
length is a divisor of the length of ν.
Note that the maps σ|Qi carry information about the labelling, but not really about the structure
of the symmetry, as all G-structure pertaining to a common cycle need to be isomorphic anyway.
Up to relabelling, an F ◦ G is already fully described by its induced F-symmetry and a family of
G-symmetries, one for each cycle of the F-symmetry:
Proposition 5.2. If we are given an F-symmetry (m,σm) and for each of its cycles c a G-symmetry
(Gc, σc), then there is a canonical way to assemble an F ◦ G symmetry out of these objects.
The details of the construction are as follows. For each cycle c of σm let Qc denote the label
set of the G-object Gc. For every atom e of the cycle c set Qe := Qc × {e} and (GQe , σQe) :=
Sym(G)[fe](Gc, σc) with fe : Qc → Qe the canonical bijection. For any label e of the F -structure m
set f(e) := Qe and let pi denote the set of all sets Qe. Thus F := F [f ](m) is an F-structure with
label set pi and C := (pi, F, (GQ)Q∈pi) is an F ◦ G-structure. Let c be a cycle of σm and ν a cycle of
σc. Fix an atom b = b(c) of c and an atom a = a(ν) of ν. Let ` denote the length of c and k the
length of ν. Form the composed cycle by
((a, b), . . . , (a, c`−1(b)), (ν(a), b), . . . , (ν(a), c`−1(b)), . . . , (νk−1(a), b), . . . , (νk−1(a), c`−1(b))).
Then the product σ of all composed cycles (formed by all choices of c and ν) is an automorphism
of the F ◦ G-structure C. The composed cycles are pairwise disjoint, hence it does not matter in
which order we take the product. Note that σ does not depend on the choice of the a’s but different
choices of the b’s result in a different automorphism σ. More precisely, if for a given cycle c of σm we
choose c(b) instead of b, then the resulting automorphism is given by the conjugation (id, c)σ(id, c)−1
instead of σ. But (id, c) is an automorphism of the F ◦ G-structure C, hence the resulting symmetry
(C, (id, c)σ(id, c)−1) is isomorphic to (C, σ). This implies that the isomorphism type of (C, σ) does
not depend on the choices of the a’s and b’s.
6 Cycle pointing
6.1 The cycle pointing operator
Bodirsky, Fusy, Kang and Vigerske [11] introduced the cycle pointing operator which maps a species
G to the species G◦ such that the G◦-objects over a set U are pairs (G, τ) with G ∈ G[U ] and τ a
marked cycle of an arbitrary automorphism of G. Here we count fixpoints as 1-cycles. The transport
is defined by σ.(G, τ) = (σ.G, στσ−1). Any subspecies S ⊂ G◦ is termed cycle-pointed. The symmetric
cycle-pointed species G~ ⊂ G◦ is defined by restricting to pairs (G, τ) with τ a cycle of length at
least 2.
A rooted symmetry of the cycle-pointed species S ⊂ G◦ is a quadruple ((G, τ), σ, v) such that
(G, τ) is a S-object, σ is an automorphism of G, τ is a cycle of σ and v is an atom of the cycle τ . Its
weight monomial is given by
w((G,τ),σ,v) =
t`
s`
w(G,σ)(s1, s2, . . .)
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with w(G,σ) denoting the weight of the symmetry (G, σ) and ` the length of the marked cycle τ . We
may form the species RSym(S) of rooted symmetries of S. The pointed cycle index sum of S is
given by
Z¯S(s1, t1; s2, t2; . . .) =
∑
(G,τ,σ,v)
w(G,τ,σ,v) ∈ Q[[s1, t1; s2, t2; . . .]]
with the sum index ranging over the set
⋃
n∈N0 RSym(S)[n].
Let G◦(`) ⊂ G◦ denote the subspecies given by all cycle pointed objects whose marked cycle has
length `. It follows from the definition of the pointed cycle index sum that
Z¯G◦
(`)
= `t`
∂
∂s`
ZG .
Since G◦ = ∑∞`=1 G◦(`) it follows that
Z¯G◦ =
∞∑
`=1
`t`
∂
∂s`
ZG and Z¯G~ =
∞∑
`=2
`t`
∂
∂s`
ZG .
Lemma 6.1 ([11, Lem. 14]). Let U be a finite set with n elements and fix an arbitrary linear order
on U .
1) The following map is bijective:
RSym(S)[U ]→ Sym(S)[U ],
M = ((G, τ), σ, v) 7→ ((τ1−`(M).G, τ), στ `(M)−1)
with `(M) defined as follows: let k denote the length of the cycle τ and u its smallest atom.
Let 0 ≤ `(M) ≤ k − 1 be the unique integer satisfying v = τ `(M).u.
2) Any unlabelled cycle-pointed S-object m of size n corresponds to precisely n! rooted c-
symmetries from RSym(S)[U ] having the property that the isomorphism type of the underlying
S-object equals m.
In particular, the pointed cycle index sum relates to the ordinary generating series by
S˜(x) = Z¯S(x, x;x2, x2; . . .).
Moreover, if we draw an element from RSym(S)[n] uniformly at random, then the isomorphism
class of the corresponding cycle pointed structure is uniformly distributed among all unlabelled
cycle-pointed S-objects of size n. The main point of the cycle-pointing construction is evident from
the following fact.
Lemma 6.2 ([11, Thm. 15]). Any unlabelled G-structure m of size n may be cycle-pointed in precisely
n ways, that is, there exist precisely n unlabelled G◦-structures with corresponding G-structure m.
Considered from a probabilistic viewpoint, this means that if we draw an unlabelled G◦-structure
of size n uniformly at random, then the underlying G-object is also uniformly distributed. Moreover,
Lemma 6.1 tells us that in order to sample the G◦-object we may sample a rooted symmetry of this
size uniformly at random.
Studying the random G◦-object might be easier due to the additional information given by the
marked cycle. Moreover, Lemma 6.2 implies that
G˜◦(z) = z d
dz
G˜(z).
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The pointed cycle index sum of the species SET is given by
Z¯SET◦ =
∞∑
`=1
`t`
∂
∂s`
ZSET(s1, s2, . . .) = exp
( ∞∑
i=1
si/i
) ∞∑
`=1
t`. (6.1)
6.2 Operations on cycle pointed species
Cycle pointed species come with a set of new operations introduced in [11]. If S ⊂ G◦ is a cycle-
pointed species and H a species, then the pointed product S ?H is the subspecies of (G ·H)◦ given by
all cycle-pointed objects such that the marked cycle consists of atoms of the G-structure and the
G-structure together with this cycle belongs to S. The corresponding pointed cycle index sum is
given by
Z¯S?H = Z¯SZH.
The cycle-pointing operator obeys the following product rule
(G · H)◦ ' G◦ ?H+H◦ ? G.
If H[∅] = ∅ we may form the pointed substitution S }H ⊂ (G ◦ H)◦ as follows. Any (G ◦ H)◦-
structure P has a marked cycle τ of some automorphism σ. By the discussion in Section 5.4, this
cycle corresponds to a cycle on the G-structure of P which does not depend on the choice of σ.
Hence the G-structure of P is cycle-pointed and we say P belongs to S }H if and only if this cycle
pointed G-structure belongs to S. The corresponding pointed cycle index sum is given by
Z¯S}H = Z¯S(ZH(s1, s2, . . .), Z¯H◦(s1, t1; s2, t2; . . .);
ZH(s2, s4, . . .), Z¯H◦(s2, t2; s4, t4; . . .); . . .).
7 (Po´lya-)Boltzmann samplers
Boltzmann samplers were introduced in [18, 19, 20] and generalized to Po´lya–Boltzmann samplers
in [11]. We briefly discuss the background to the extend required in our proofs.
7.1 Boltzmann models
The Po´lya–Boltzmann model was introduced in [11]: Suppose that we are given a sequence of real
numbers s1, s2, . . . ≥ 0 such that 0 < ZF(s1, s2, . . .) < ∞. Then we may consider the probability
distribution on the set
⋃∞
n=0 Sym(F)[n] that assigns the probability weight
w(F,σ)ZF (s1, s2, . . .)−1 =
sσ11 s
σ2
2 · · ·
n!
ZF (s1, s2, . . .)−1
for each n and symmetry (F, σ) ∈ Sym(F)[n]. Here σi denotes the number of i-cycles of the
permutation σ. The corresponding Po´lya–Boltzmann sampler is denoted by ΓZF(s1, s2, . . .), and
simply refers to a random variable following this distribution, possibly with a description on how to
sample it. When describing a sampling procedure the pseudo-code notation
(F, σ)← ΓZF (s1, s2, . . .) (7.1)
means that we let (F, σ) denote a random F-symmetry that is independent from all previously
considered random variables and sampled according to a Po´lya–Boltzmann distribution for the
species F with parameters (si)i.
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Remark 7.1. In the special case (si)i = (x
i)i for some x > 0, for each fixed n it holds that all
outcomes with size n are equally likely. This means that ΓZF(x, x2, . . .) conditioned on having a
given deterministic size n follows the uniform distribution. By Lemma 5.1 the n-sized symmetries
from Sym(F)[n] are in a n : 1 relation to the unlabelled n-sized F-objects. Thus, the F-object
corresponding to the conditioned Po´lya Boltzmann sampler is uniformly distributed among all n-sized
F-objects.
A Po´lya–Boltzmann model for random cycle pointed species is given by a probability measure
on random rooted symmetries: Let S be a cycle-pointed species. Given real non-negative numbers
(si, ti)i≥1 such that 0 < Z¯S(s1, t1; s2, t2; . . .) <∞ we may consider the probability measure on the
set
⋃∞
n=0 RSym(S)[n] that assigns probability weight
w((G,τ),σ,v)Z¯S(s1, t1; s2, t2; . . .)−1 =
t`s
σ1
1 · · · sσ`−1`−1 sσ`−1` s
σ`+1
`+1 s
σ`+2
`+2 · · ·
n!Z¯S(s1, t1; s2, t2; . . .)
for each n to each rooted symmetry ((G, τ), σ, v) ∈ RSym(S)[n]. Here ` denotes the lengths of
the marked cycle τ . The corresponding Po´lya–Boltzmann sampler of this model is denoted by
ΓZ¯S(s1, t1; s2, t2; . . .), and we use a similar notation as in (7.1) when describing sampling procedures.
Remark 7.2. In the special case (si, ti)i = (x
i, xi)i for some x > 0, for each fixed n we have that
all outcomes with size n are equally likely. Hence conditioning ΓZ¯S(x, x;x2, x2; . . .) on having size n
yields the uniform distribution on RSym(F)[n]. By Lemma 6.1 we know that the rooted symmetries
from RSym(F)[n] are in an n : 1 relation to the unlabelled n-sized cycle-pointed S-objects. Thus, the
S-object corresponding to the conditioned Po´lya–Boltzmann sampler follows the uniform distribution
among all n-sized cycle pointed S-objects.
7.2 Rules for the construction of Boltzmann samplers
The sampling procedures described in the present exposition were established in [11, Prop. 38, Prop.
43].
7.2.1 Po´lya–Boltzmann samplers
Let F denote a species and (si)i≥1 non-negative real numbers such that
0 < ZF (x1, x2, . . .) <∞.
Products
Suppose that F = F1 · F2 is the product of two species F1 and F2. Then for any finite set U there is
a bijection between the set Sym(F)[U ] and pairs (S1, S2) such that Si is an Fi-symmetry for all i
and the label sets of the Si partition the set U . This is due to the fact, that given an F-symmetry
((F1, F2), σ) ∈ Sym(F)[U ] the permutation σ must leave the label set Qi of the Fi-object Fi invariant
and satisfy σ|Qi .Fi = Fi, that is (Fi, σ|Qi) ∈ Sym(Fi)[Qi]. The following pseudo-code procedure is a
Po´lya–Boltzmann sampler for the species F .
1. For i = 1, 2 set
Si ← ΓZFi(s1, s2, . . .).
By the bijection for the symmetries of products, the pair (S1, S2) corresponds to an F-
symmetry (F, σ) over the (exterior) disjoint union U of the label-sets of the Si.
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2. Make a uniformly at random choice for a bijection ν from U to the set of integers [n] with n
denoting the size of U . Return the relabelled symmetry
ν.(F, σ) = (ν.F, νσν−1).
Substitution
Suppose that F = G ◦ H with H[∅] = ∅ is the composition of a species G with another species H.
The symmetries of the substitution were discussed in detail in Section 5.4. The following procedure
is a Po´lya–Boltzmann sampler for F .
1. Set
(G, σ)← ΓZG(ZH(s1, s2, . . .), ZH(s2, s4, . . .), . . .).
That is, let (G, σ) denote a random G-symmetry that follows a Po´lya–Boltzmann distribution
with parameters ZH(s1, s2, . . .), ZH(s2, s4, . . .), . . ..
2. For each cycle τ of σ let |τ | denote its lengths and set
(Hτ , στ )← ΓZH(s|τ |, s2|τ |, . . .).
That is, the symmetries (Hτ , στ ), τ cycle of σ, are independent (conditional on σ) and follow
Po´lya–Boltzmann distributions.
3. For each cycle τ , make |τ | identical copies copies of (Hτ , στ ) and assemble an F-symmetry
(F, γ) out of (G, σ) and the copies of the (Hτ , στ ) as described in Proposition 5.2.
4. Choose bijection ν from the vertex set of (F, γ) to an appropriate sized set of integers [n]
and return the relabelled symmetry
ν.(F, γ) = (ν.F, νγν−1).
7.2.2 Po´lya–Boltzmann samplers for cycle-pointed species
In the following, we suppose that F is a cycle pointed species and that s1, t1, s2, t2, . . . are non-negative
real numbers such that
0 < Z¯F (s1, t1; s2, t2; . . .) <∞.
Cycle pointed products
Suppose that F = G ?H with G a cycle-pointed species and H a species. Then for any finite set U
there is a canonical choice for a bijection between the set RSym(F)[U ] and tuples (S1, S2) with S1 a
rooted symmetry of G, S2 a symmetry of G, such that the label sets of S1 and S2 form a partition of
U . The following procedure is a Po´lya–Boltzmann sampler for F .
1. Set
S1 ← ΓZ¯G(s1, t1; s2, t2; . . .).
2. Set
S2 ← ΓZH(s1, s2, . . .).
3. Let U denote the exterior disjoint union of the label sets of S1 and S2. The tupel (S1, S2)
corresponds to a rooted symmetry S over the set U .
4. Make a uniformly at random choice of a bijection ν from U to the set of integers [n] with n
denoting the size of U . Return the relabelled rooted symmetry ν.S.
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Cycle pointed substitution
Suppose that F = G }H with G cycle-pointed and H[∅] = ∅. The symmetries of the substitution
were discussed in detail in Section 5.4. The following procedure is a Po´lya–Boltzmann sampler for F .
1. Set
((G, τ0), σ, v0)← ΓZ¯G(h1, h¯1;h2, h¯2; . . .)
with parameters
hi = ZH(si, s2i, . . .) and h¯i = Z¯H◦(si, ti; s2i, t2i; . . .).
2. For each unmarked cycle τ of σ let |τ | denote its lengths and set
(Hτ , στ )← ΓZH(s|τ |, s2|τ |, . . .).
3. For the marked cycle τ0 set
((Hτ0 , cτ0), στ0 , vτ0)← ΓZH◦(s|τ0|, t|τ0|; s2|τ0|, t2|τ0|; . . .).
4. Assemble an F -symmetry (F, γ) out of the G-symmetry (G, σ) and the H-symmetries (Hτ , στ )
according to the construction of Proposition 5.2.
Let c denote the cycle that gets composed out of the |τ0| copies of the cycle cτ0 in this
construction. The marked vertex vτ0 has |τ0| copies (one for each atom of τ0) and we let u
denote the copy that corresponds to the marked atom v0 of τ0. Thus
((F, c), γ, u)
is a rooted symmetry of F .
5. Choose a bijection ν from the vertex set of ((F, c), γ, u) to an appropriate sized set of integers
[n] and return the relabelled rooted symmetry
ν.((F, c), γ, u) = ((ν.F, νcν−1), νγν−1, ν.u).
8 Random multisets
If F is a species of structures with F [∅] = ∅, then unlabelled SET ◦ F -objects are termed multisets.
They consist of unordered collections of unlabelled F -objects where each object is allowed to appear
multiple times. The following preliminary observation is a consequence of a more general result
established by Barbour and Granovsky [6, Thm. 2.2].
Lemma 8.1. Suppose that
[zn]F˜(z) = f(n)n−βρn
for some constants ρ > 0 and β > 1, and a function f that varies slowly at infinity. Then the largest
component in a uniform n-sized multiset of unlabelled F-structures has size n+Op(1).
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Figure 4: Two unlabelled cycle-pointed trees. The marked cycle is depicted in blue,
connecting paths in red, and the cycle-pointing centers in green.
9 Proof of the main theorems
Throughout this section, let Ω be a set of positive integers containing the number 1 and at at least one
integer equal or greater than 3. We let F denote the species of unrooted trees and FΩ its subspecies
of trees with vertex degrees in the set Ω. Analogously, we let A denote the species of rooted trees
and AΩ∗ the subspecies of rooted trees with vertex outdegrees in the shifted set Ω∗ = Ω− 1. In the
following we will always assume that n denotes an integer satisfying n ≡ 2 mod gcd(Ω∗) and n
large enough such that trees with n vertices and vertex degrees in the set Ω exist. Let ρ denote the
radius of convergence of the generating series A˜Ω∗(z).
We let (Tn, τn) denote a random cycle-pointed tree drawn uniformly from the unlabelled F◦Ω-objects
of size n. As discussed in Lemma 5.1, this implies that Tn is the uniform random unlabelled unrooted
tree with n vertices and vertex degrees in the set Ω. Moreover, let An−1 a random rooted tree drawn
uniformly from the unlabelled AΩ∗-objects of size n− 1.
We let cΩ∗ > 0 denote the constant from Equation (3.1) such that the uniformly drawn unlabelled
rooted tree An−1 satisfies
(An−1, cΩ∗n−1/2dAn−1)
d−→ (Te, dTe)
with respect to the Gromov–Hausdorff metric. Moreover, let AˆΩ∗ denote the infinite rooted tree from
Equation (4.1) with
dTV(Vkn(An−1, un−1), Vkn(AˆΩ∗))→ 0
for every sequence kn = o(
√
n), with un−1 denoting a uniformly at random selected vertex of An−1.
9.1 Decomposition of cycle-pointed trees
Given a cycle pointed tree (T, τ) such that the marked cycle τ has length at least 2 we may consider
its connecting paths, i.e. the paths in T that join consecutive atoms of τ . Any such path has a
middle, which is either a vertex if the path has odd length, or an edge if the path has even length.
All connecting paths have the same lengths and by [11, Claim 22] they share the same middle, called
the center of symmetry. See Figure 4 for an illustration.
The cycle pointing decomposition given in [11, Prop. 25] splits the species F◦Ω into three parts,
F◦Ω ' X ◦ ? (SETΩ ◦ AΩ∗) + SET~{2} }AΩ∗ + (SET~Ω }AΩ∗) ? X .
Here
S := X ◦ ? (SETΩ ◦ AΩ∗)
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corresponds to the trees with a marked fixpoint and the other summands to trees with a marked
cycle of length at least two. More specifically,
E := SET~{2} }AΩ∗
corresponds to the symmetric cycle pointed trees whose center of symmetry is an edge and
V := (SET~Ω }AΩ∗) ? X
to those whose center of symmetry is a vertex.
9.2 Enumerative properties
We start by collecting some basic enumerative facts. The following preliminary observation summa-
rizes enumerative properties of Po´lya trees with vertex degree restrictions.
Proposition 9.1 ([30, Prop. 4.1]). The following statements hold.
i) The radius of convergence ρ of the series A˜Ω∗(z) satisfies 0 < ρ < 1 and A˜Ω∗(ρ) <∞.
ii) There is a positive constant dΩ∗ such that
[zm]A˜Ω∗(z) ∼ dΩ∗m−3/2ρ−m
as the number m ≡ 1 mod gcd(Ω∗) tends to infinity.
iii) For any subset Λ ⊂ N the series
EΛ(z, w) = zZSETΛ(w, A˜Ω∗(z2), A˜Ω∗(z3), . . .)
satisfies
EΛ(ρ+ , A˜Ω∗(ρ) + ) <∞
for some  > 0.
In [11, Prop. 24] the cycle-pointing decomposition was used in order to provide a new method
for determining the asymptotic number of free trees. This may be extended to the case of vertex
degree restrictions. A detailed justification is given in Section 9.5 below.
Proposition 9.2. The series F˜Ω(z) and A˜Ω∗(z) both have the same radius of convergence ρ.
Moreover, the following statements hold.
i) There is a constant d′Ω∗ such that
[zn]F˜Ω(z) ∼ d′Ω∗ρ−nn−5/2
as n ≡ 2 mod gcd(Ω∗) tends to infinity.
ii) For any set Λ ⊂ N the series
FΛ(z, w) = Z¯SET~Λ
(w, A˜◦Ω∗(z); A˜Ω∗(z2), A˜◦Ω∗(z2); A˜Ω∗(z3), A˜◦Ω∗(z3); . . .)
satisfies FΛ(ρ+ , A˜Ω∗(ρ) + ) < 0 for some  > 0.
iii) The power series
Z¯SET~{2}}AΩ∗ (z) = A˜
◦
Ω∗(z
2)
has radius of convergence greater than ρ.
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9.3 Approximation arguments
We are going to treat the classes S, E , and V separately.
9.3.1 The class E of symmetric cycle pointed trees whose center of symmetry is an
edge
The event (Tn, τn) ∈ E is so unlikely, that we will be able to neglect this case:
Lemma 9.3. There are constants C, c > 0, such that for all n
P ((Tn, τn) ∈ E) ≤ C exp(−cn).
Geometrically speaking, this can be explained by the fact that any unlabelled cycle pointed tree
from E corresponds bijectively to a cycle pointed Po´lya tree from A◦Ω∗ having precisely half of its size.
Compare with Figure 5. The number of such objects is roughly given by ρn/2, while the number of
all cycle pointed trees in F◦Ω is roughly given by ρn, which is exponentially larger.
Figure 5: Any unlabelled E = SET~{2} }AΩ∗ object corresponds to two identical copies of
a cycle-pointed Po´lya tree.
9.3.2 The class S of cycle pointed trees with a marked fixpoint
Lemma 9.4. Let Sn be drawn uniformly at random from the unlabelled
S = X ◦ ? (SETΩ ◦ AΩ∗)
objects of size n. Then the following properties hold.
a) There are constants C, c > 0 such that for all n and x ≥ 0 it holds that
P (D(Tn) ≥ x) ≤ C exp(−cx2/n).
b) There is a random number Kn = n+Op(1) ≤ n and a coupling of Sn with a partition into
two rooted subtrees Bn, Cn that intersect only in their roots and satisfy Cn
(d)
= AKn.
The reason for this is, that each unlabelled S = X ◦?(SETΩ◦AΩ∗) cycle pointed trees corresponds
bijectively to a Po´lya tree, in which each vertex degree must lie in Ω. That is, the outdegree of the
root lies in Ω, and the outdegrees of all remaining vertices lie in Ω∗. Compare with Figure 6.
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Figure 6: Unlabelled S = X ◦ ? (SETΩ ◦ AΩ∗) cycle pointed trees correspond to Po´lya trees,
in which each vertex degree must lie in Ω.
9.3.3 The class V of symmetric cycle pointed trees whose center of symmetry is a
vertex
Lemma 9.5. Let Vn be drawn uniformly from the unlabelled
V = (SET~Ω }AΩ∗) ? X
objects of size n. Then the following statements hold.
a) There are constants C, c > 0 such that for all x ≥ 0 and n we have the tail bound
P (D(Vn) ≥ x) ≤ C exp(−cx2/n).
b) There is a random number Kn = n+Op(1) ≤ n and a coupling of Vn with a partition into
two rooted subtrees Bn, Cn that intersect only in their roots and satisfy Cn
(d)
= AKn.
The key point is that any unlabelled cycle pointed tree from V corresponds to a Po´lya tree A
from AΩ∗ where each non-root vertex must have outdegrees in Ω∗, together with a number K of
identical copies of a symmetrically cycle pointed Po´lya tree A◦ from A~Ω∗ , such that the sum of the
root degrees of A and the K copies of A◦ lies in Ω. Compare with Figure 7.
Figure 7: Decomposition of an unlabelled V = (SET~Ω }AΩ∗) ? X object into a Po´lya tree
and a number of identical copies of a symmetrically cycle-pointed Po´lya tree.
9.4 Proof of the main results: Theorems 1.1, 1.2, and 1.3
Having these results at hand, we may deduce the scaling limit, the Benjamini–Schramm limit and
the tail-bound for the diameter for the random unlabelled tree Tn by building on the corresponding
results for the random Po´lya tree An−1.
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Proof of Theorem 1.3. Lemma 9.3 implies that the total variation distance between the unrooted
tree Tn and a mixture of random S and V structures is exponentially small. Lemmas 9.4 and 9.5
imply that both Sn and Vn look like a large randomly sized Po´lya tree with a stochastically bounded
rest. Consequently their mixture looks like a large randomly sized Po´lya tree with a small rest
which is a mixture of the two stochastically bounded small trees corresponding to Sn and Vn. This
completes the proof.
Proof of Theorem 1.2. Theorem 1.3 implies that it suffices to study the tree T¯n. For the local limit,
let un denote a uniformly at random drawn vertex of the tree T¯n, and let kn = o(
√
n) denote a
given sequence. It is clear that the random vertex un lies with high probability in the subtree
AKn , and that conditioned on this event it is uniformly distributed among its vertices. Note that
Kn = n+Op(1) implies that with high probability Kn ≥ n− log n→∞ and kn = o(
√
n) = o(
√
Kn).
By Equation (4.1) and Kn →∞ it follows that the radius kn neighbourhood of a random vertex
in AKn is close in total variation to the kn neighbourhood of the infinite random tree AˆΩ∗ , and
that a random vertex in AKn has with high probability height strictly larger than kn. In particular,
with high probability the neighbourhood does not contain the root-vertex of AKn and is hence not
influenced by the small tree Bn that gets attached to the root of AKn to form the tree T¯n. This
readily verifies that
dTV(Vkn(T¯n, un), Vkn(AˆΩ∗))→ 0,
and hence completes the proof.
Proof of Theorem 1.1. For the scaling limit, it suffices by Theorem 1.3 to consider the tree T¯n. As
|B| = Op(1) it follows that with high probability it holds that, say, |B| ≤ n1/4. Hence it holds that
dGH(T¯n/
√
n,AKn/
√
n)
p−→ 0. (9.1)
Note that Kn
d−→∞ and Equation (3.1) imply that
cΩ∗AKn/
√
Kn
d−→Te. (9.2)
In particular, D(AKn) = Op(
√
Kn) and hence
dGH(AKn/
√
n,AKn/
√
Kn) ≤ Op(1)(1−
√
Kn/n)
p−→ 0.
Together with Equation (9.1) this implies that
dGH(T¯n/
√
n,AKn/
√
Kn)
p−→ 0
and by the limit in (9.2) the scaling limit for T¯n follows. The inclined reader may note that the
arguments above work just as fine for the Gromov–Hausdorff–Prokhorov metric with respect to the
uniform measure on the leaves or all vertices.
For the tail bound of the diameter, note that it suffices to show such a bound for P (D(Tn) ≥ x)
when x ≤ n. By Lemmas 9.3, 9.4 and 9.5 it follows that there are constants Ci, ci > 0, for i = 1, 2, 3,
such that
P (D(Tn) ≥ x) ≤
∑
B∈{E,S,V}
P (D(Tn) ≥ x | (Tn, τn) ∈ B) P ((Tn, τn) ∈ B)
≤ C1 exp(−c1n) +
3∑
i=2
Ci exp(−cix2/n).
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As we assumed that x ≤ n, it holds that
exp(−c1n) ≤ exp(−c1x2/n).
Hence for a suitable choice of constants C, c > 0, it follows that
P (D(Tn) ≥ x) ≤ C exp(−cx2/n)
for all n and x ≥ 0.
9.5 Proof of the enumerative observation Proposition 9.2
Proof of Proposition 9.2. Let ρ denote the radius of convergence of A˜Ω∗(z). Claim iii) follows from
the fact that ρ < 1 and that the series
A˜◦Ω∗(z) = z
d
dz
A˜Ω∗(z)
also has radius of convergence ρ. We proceed with claim ii). The series Z¯SET~Λ
is dominated
coefficient-wise by the series
Z¯SET~(s1, t1; s2, t2; . . .) = exp
( ∞∑
k=1
sk/k
) ∞∑
i=2
ti
and hence FΛ(z, w) is dominated by
exp
(
w +
∞∑
k=2
A˜Ω∗(zk)/k
) ∞∑
i=2
A˜◦Ω∗(zi).
Since ρ < 1 this series is finite for z = ρ+  and w = A˜Ω∗(ρ) +  if  > 0 is sufficiently small. In
order prove claim i) we are going to perform a singularity analysis of the series F˜◦Ω(z). The cycle
pointing decomposition
F◦Ω ' X ◦ ? (SETΩ ◦ AΩ∗) + SET~{2} }AΩ∗ + (SET~Ω }AΩ∗) ? X
yields that the series F˜◦Ω(z) = z ddz F˜Ω(z) can be written in the form
F˜◦Ω(z) = zh(z, A˜Ω∗(z))
with
h(z, w) = EΩ(z, w) + FΩ(z, w) + A˜◦Ω∗(z2)/z.
Here we let EΩ be defined as in Proposition 9.1. Set d = gcd(Ω∗). We have that A˜Ω∗(z) satisfies
the prerequisites of the type of power series studied in Jason, Stanley and Yeats [7, Thm. 28]: Its
dominant singularities (all of square-root type) are given by the rotated points
U = {ωkρ | k = 0, . . . , d− 1}
with
ω = e
2pii
d .
Moreover
A˜Ω∗(ωz) = ωA˜Ω∗(z)
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for all z in a generalized ∆-region with wedges removed at the points of U . We have that h(z, w) is
a power series with non-negative coefficients and by claim i) and ii) and Proposition 9.1 we have
h(A˜Ω∗(ρ) + , ρ+ ) <∞
for some  > 0. Hence the dominant singularities and their types are driven by the series A˜Ω∗(z).
We may apply a standard result for the singularity analysis of functions with multiple dominant
singularities [21, Thm. VI.5] and obtain that
[zm]h(z, A˜Ω∗(z)) ∼ d′Ω∗m−3/2ρ−m (9.3)
for m ≡ 1 mod gcd(Ω∗) and d′Ω∗ > 0 a constant.
9.6 Proofs of the approximation arguments: Lemmas 9.3, 9.4, and 9.5
9.6.1 Cycle pointed trees whose cycle center is an edge
Proof of Lemma 9.3. The probability for this event is given by the ratio of unlabelled cycle pointed
trees of E with n vertices, and the unlabelled cycle pointed trees in FΩ with n vertices. Hence
P ((Tn, τn) ∈ E) = [z
n]E˜(z)
[zn]F˜◦(z) .
By Proposition 9.2, iii), the radius of convergence of the ordinary generating series E˜(z) is strictly
larger than the radius of convergence ρ of F˜◦(z). This yields the claim.
9.6.2 Cycle pointed trees whose cycle center is a fixpoint
It holds that
S = X ◦ ? (SETΩ ◦ AΩ∗) ' X · (SETΩ ◦ AΩ∗),
hence we do not require cycle pointing techniques in this case. Let (Sn, σ) be drawn uniformly at
random from the set Sym(S)[n]. Let pin denote the corresponding partition. By the discussion in
Section 5.4, σ induces an automorphism
σ¯ : pin → pin
of the SETΩ-object. Moreover, let Fn ⊂ pin denote the fixpoints of σ¯, fn = |Fn| their number and
for each fixpoint Q ∈ Fn let (AQ, σQ) denote the corresponding symmetry from Sym(AΩ∗)[Q]. Let
Hn denote the total size of the trees dangling from cycles with length at least 2. We are going to
make the following observations.
Lemma 9.6. The following statements hold.
1) There are constants C1 > 0 and 0 < γ < 1 such that for all n and x ≥ 0 we have that
P (Hn ≥ x) ≤ C1n3/2γx
and
P (fn ≥ x) ≤ C1n3/2γx.
2) The maximum size of the individual trees corresponding to the fixpoints of σ¯ satisfies
max
Q∈Fn
|AQ| = n+Op(1).
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3) There is a constant C2 > 0 such that
E [fn] ≤ C2
for all n.
This is sufficient to prove Lemma 9.4:
Proof of Lemma 9.4. We start with claim a), the tail bound for the diameter. First, it suffices to show
such a bound for all
√
n ≤ x ≤ n. If D(Sn) ≥ x, then we have Hn ≥ x/2 or maxQ∈Fn H(AQ) ≥ x/2−1.
By 1), we have
P (Hn ≥ x/2) ≤ C1n3/2γx/2
and there are constants C4, c4 > 0 such that
C1n
3/2γx/2 ≤ C4 exp(−c4x2/n)
for all n and
√
n ≤ x ≤ n. Let En denote the event maxQH(AQ) ≥ x/2− 1. It holds that
P (En) ≤
∑
F
P (Fn = F )P (En | Fn = F ) .
with F ranging over all subsets of partitions of [n] with P (Fn = F ) > 0. By the discussion of
symmetries in Section 5.4 we have that given Fn = F , the symmetries (AQ, σQ)Q∈F are independent
and for each Q ∈ F we have that (AQ, σQ) gets drawn uniformly at random from the set Sym(AΩ∗)[Q].
That is, AQ gets drawn uniformly at random from all unlabelled Po´lya trees with outdegrees in the
set Ω∗. By Inequality (3.2) it follows that there are positive constants C5, c5 such that uniformly for
all n and x
P (En | Fn = F ) ≤ C5
∑
Q∈F
exp(−c4x2/|Q|) ≤ |F |C4 exp(−c5x2/n).
It follows that
P (En) ≤ C5 exp(−c5x2/n)
∑
F
P (Fn = F ) |F | ≤ E [fn]C5 exp(−c5x2/n).
By 3) we have that
E [fn] ≤ C2
for all n. Thus, for some C6, c6 > 0, it holds that
P (D(Sn) ≥ x) ≤ C4 exp(−c4x2/n) + C2C5 exp(−c5x2/n) ≤ C6 exp(−c6x2/n)
uniformly for all n and
√
n ≤ x ≤ n. Thus the claims 1) and 3) of Lemma 9.6 imply the tail bound
for the diameter.
We continue with claim b), the approximation argument. Select one of the partition classes from
Fn with maximal size uniformly at random and let Xn denote the corresponding tree. Note that by
the substitution rule for Boltzmann distributions discussed in Section 7.2.1 it holds for all ` that
(Xn | |Xn| = `) (d)= A`. (9.4)
Thus, setting Kn = |X|n, it holds that Xn (d)= AKn . By claim 2) of Lemma 9.6 we have |Kn| = n+Op(1),
hence the remainder that gets attached to the root of Xn to form the tree Sn is stochastically bounded.
This completes the proof
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It remains to verify Lemma 9.6.
Proof of Lemma 9.6. We start with the first claim. By the discussion of Boltzmann samplers in
Section 7.2.1 regarding the product and substitution operation, the probability generating function
of Hn is given by
E
[
wHn
]
=
[zn−1]ZSETΩ(A˜Ω∗(ρz), A˜Ω∗((ρwz)2), A˜Ω∗((ρwz)3), . . .)
[zn−1]ZSETΩ(A˜Ω∗(ρz), A˜Ω∗((ρz)2), . . .)
. (9.5)
Let us explain this argument in more detail. By the product rule it suffices, to study (n− 1)-sized
symmetries of SETΩ ◦AΩ∗ . The substitution rule tells us that a Boltzmann distributed symmetry of
this composition with parameters (ρi)i≥1 is obtained by first drawing a Po´lya–Boltzmann distributed
SETΩ-symmetry with parameters (A˜Ω∗(ρi))i≥1, and then for each j ≥ 1 and each j-cycle of the
symmetry an unlabelled Boltzmann distributed symmetry of AΩ∗ with parameters (ρij)i≥1, of which
i identical copies are attached to the SETΩ-symmetry. Given a k ∈ Ω sized permutation ν, the
probability for the SETΩ-symmetry to assume this permutation is given by
A˜Ω∗(ρ)ν1 · · · A˜Ω∗(ρk)νk
k! ˜SETΩ ◦ AΩ∗(ρ)
(9.6)
Conditioned on this event, the probability generating function for the size of the resulting object is
given by (
A˜Ω∗(ρz)
A˜Ω∗(ρ)
)ν1 (A˜Ω∗((ρz)2)
A˜Ω∗(ρ2)
)ν2
· · ·
(
A˜Ω∗((ρz)k)
A˜Ω∗(ρk)
)νk
. (9.7)
The exponents in the arguments are due to the fact that we attach i identical copies of each tree
corresponding to an i-cycle. If we additionally want to keep track of the volume of the trees
corresponding to cycles with length at least 2, we may form the corresponding bivariate probability
generating function where w corresponds to this parameter and z to the total size by(
A˜Ω∗(ρz)
A˜Ω∗(ρ)
)ν1 (A˜Ω∗((ρwz)2)
A˜Ω∗(ρ2)
)ν2
· · ·
(
A˜Ω∗((ρwz)k)
A˜Ω∗(ρk)
)νk
. (9.8)
Multiplying (9.6) and (9.8) and summing over all outcomes that correspond to objects with size
n− 1 yields
[zn−1]ZSETΩ(A˜Ω∗(ρz), A˜Ω∗((ρwz)2), A˜Ω∗((ρwz)3), . . .)
˜SETΩ ◦ AΩ∗(ρ)
. (9.9)
Likewise multiplying (9.6) with (9.7) and summing up in the same way yields
[zn−1]ZSETΩ(A˜Ω∗(ρz), A˜Ω∗((ρz)2), . . .)
˜SETΩ ◦ AΩ∗(ρ)
. (9.10)
The quotient of (9.9) and (9.10) is the probability generating function for the random number Hn,
and the expression obtained in this way agrees with Equation (9.5).
Having verified Equation (9.5) we proceed with the argument. Since 1 ∈ Ω we may bound the
denominator in (9.5) from below by [zn−1]A˜Ω∗(ρz), and by Proposition 9.1 we have that
[zn−1]A˜Ω∗(ρz) ∼ Cn−3/2 (9.11)
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for some constant C > 0 as n ≡ 2 mod gcd(Ω∗) tends to infinity. Moreover, for all n the polynomial
in the indeterminate w in the numerator is dominated coefficient wise by the series
ZSETΩ(A˜Ω∗(ρ), A˜Ω∗((ρw)2), . . .)
which by Proposition 9.1 has radius of convergence strictly greater than 1. In particular we have that∑
k≥x
[wk]ZSETΩ(A˜Ω∗(ρ), A˜Ω∗((ρw)2), . . .) = O(γx)
for some constant 0 < γ < 1. Hence there is a constant C ′ such that
P (Hn ≥ x) ≤ C ′n3/2γx
for all n and x. By the discussion of Boltzmann samplers in Section 7.2.1 regarding the product and
substitution operation, the probability generating function for the random number fn is given by
E
[
wfn
]
=
[zn−1]ZSETΩ(wA˜Ω∗(ρz), A˜Ω∗((ρz)2), . . .)
[zn−1]ZSETΩ(A˜Ω∗(ρz), A˜Ω∗((ρz)2), . . .)
.
The corresponding bound for the event fn ≥ x follows by the same arguments as for the parameter Hn.
This proves claim 1).
We proceed with showing claim 2). If Ω = N, then we may apply Lemma 8.1 to obtain that the
largest component in a random (n− 1)-sized multiset of unlabelled AΩ∗-objects has size n+Op(1).
By claim 1) it follows that with high probability Hn ≤ log2 n. Thus the largest component must
correspond to a fixpoint, verifying claim 2) for this special case. In order to treat the general case, it
suffices by similar arguments to show that the largest component in a random (n−1)-sized unlabelled
SETΩ ◦ AΩ∗-object has size n+Op(1). However, we cannot apply Lemma 8.1 directly, and hence
argue as follows.
We need to show that for any sequence tn →∞ the probability for all components in the random
SETΩ ◦ AΩ∗-object to have size at most n− tn tends to zero. Using analogous arguments as in the
justification of Equation (9.5), we may express this probability by the product of the normalizing
factor
([zn−1]ZSETΩ(A˜Ω∗(ρz), A˜Ω∗((ρz)2), . . .))−1 (9.12)
with the expression
∑
ν
∑
(aij)i,j
zn−1∏
i,j
x
aij
ij
∏
i,j
A˜Ω∗((ρz)ixij). (9.13)
Here the sum index ν ranges over all permutations of sets of the form [k] for k ∈ Ω. The indices
(aij)i,j range over all families of numbers aij with 1 ≤ i ≤ n−1, 1 ≤ j ≤ νi, and such that aij ≤ n− tn
for all i, j and ∑
1≤i≤n−1
1≤j≤νi
iaij = n− 1.
The indices i, j of the product range over all pairs of integers with 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ νi.
Applying a standard result for the singularity analysis of functions with multiple dominant
singularities [21, Thm. VI.5] we obtain similarly as in Equation (9.3) that the factor in Equation (9.12)
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is asymptotically equivalent to n3/2 times a constant. Thus, showing that the largest component
in a random unlabelled n − 1-sized SETΩ ◦ AΩ∗-object has size n + Op(1) is actually equivalent
to showing that the expression in (9.13) multiplied by n3/2 tends to zero as n ≡ 2 mod gcd(Ω∗)
becomes large. Consider the species A¯Ω∗ where for each k ∈ N0 we set A¯Ω∗ [k] = AΩ∗ [k − `] for the
smallest integer ` ≥ 0 satisfying k − ` ∈ Ω∗. Hence AΩ∗ is a subspecies of A¯Ω∗ , and ˜¯AΩ∗(z) has the
same radius of convergence as A˜Ω∗(z).
We may apply Lemma 8.1 to the composition SET ◦ A¯Ω∗ , yielding that the expression obtained
from (9.13) by letting ν range over arbitrarily sized permutations and replacing A˜Ω∗(·) with ˜¯AΩ∗(·)
belongs to the class o(n−3/2) of sequences that still tend to zero when multiplied by n3/2. But this
expression is clearly an upper bound to the expression in (9.13), yielding that (9.13) also belongs to
o(n−3/2). Hence the largest component in a random (n− 1)-sized unlabelled SETΩ ◦ AΩ object has
size n+Op(1). This verifies claim 2).
It remains to prove claim 3), i.e. we have to show that E [fn] = O(1). If Ω ⊂ N is bounded, then
this is trivial. Otherwise it seems to require some work. We have that
E [fn] =
[zn−1]
(
s1
∂ZSETΩ
∂s1
)
(A˜Ω∗(z), A˜Ω∗(z2), . . .)
[zn−1]ZSETΩ(A˜Ω∗(z), A˜Ω∗(z2), . . .)
.
Since 1 ∈ Ω the denominator is bounded from below by [zn−1]A˜Ω∗(z). By Proposition 9.1 it follows
that
([zn−1]A˜Ω∗(z))−1 = O(n3/2ρn).
The power series in z in the numerator is bounded coefficient wise by(
s1
∂ZSET
∂s1
)
(A˜Ω∗(z), A˜Ω∗(z2), . . .) = A˜Ω∗(z) exp
( ∞∑
i=1
A˜Ω∗(zi)/i
)
= h(A˜Ω∗(z))g(z)
with
h(w) = w exp(w)
being analytic on C and
g(w) = exp
∑
i≥2
A˜Ω∗(zi)/i

having radius of convergence strictly larger than ρ since ρ < 1. By a singularity analysis using results
from [7] and [21, Thm. VI.5] it follows that
[zn−1]h(A˜Ω∗(z))g(z) = O(n−3/2ρ−n).
The detailed arguments are identical as in the proof of Proposition 9.2. This concludes the proof.
9.6.3 Symmetrically cycle pointed trees whose cycle center is a vertex
Recall that
V = (SET~Ω }AΩ∗) ? X .
Let (Vn, τn, σ, vn) be a rooted c-symmetry drawn uniformly at random from the set RSym(V)[n]. In
particular, Vn is distributed like the uniformly at random chosen unlabelled V-object with size n. Let
pin denote the corresponding partition. By the discussion in Section 5.4, σ induces an automorphism
σ¯ : pin → pin
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of the SETΩ-object. Moreover, let Fn ⊂ pin denote the fixpoints of σ¯, fn = |Fn| their number and
for each fixpoint Q ∈ Fn let (AQ, σQ) denote the corresponding symmetry from Sym(AΩ∗)[Q]. Let
Hn denote the total size of the trees dangling from cycles with length at least 2. We are going to
make the following observations.
Lemma 9.7. The following statements hold.
1) There are constants C1 > 0 and 0 < γ < 1 such that for all n and x ≥ 0 we have that
P (Hn ≥ x) ≤ C1n3/2γx
and
P (fn ≥ x) ≤ C1n3/2γx.
2) The maximum size of the trees corresponding to the fixpoints of σ¯ satisfies
max
Q∈Fn
|AQ| = n+Op(1).
3) There is a constant C2 > 0 such that
E [fn] ≤ C2
for all n.
From these claims we may deduce Lemma 9.5 in an entirely analogous manner as we deduced
Lemma 9.4 from Lemma 9.6. We leave the details to the reader. It remains to verify Lemma 9.7.
Proof of Lemma 9.7. We start with claim 1). Using the Boltzmann-sampling methods from Sec-
tion 7.2.2, we obtain that the probability generating function of Hn is given by
E
[
wHn
]
=
[zn−1]Z¯SET~Ω(A˜Ω∗(ρz), A˜
◦
Ω∗(ρz); A˜Ω∗((ρwz)2), A˜◦Ω∗((ρwz)2); . . .)
[zn−1]Z¯SET~Ω(A˜Ω∗(ρz), A˜
◦
Ω∗(ρz); A˜Ω∗((ρz)2), A˜◦Ω∗((ρz)2); . . .)
. (9.14)
A detailed justification of this fact goes as follows. By the product rule in Section 7.2.2 it suffices
to consider (n− 1)-sized rooted symmetries of SET~Ω ◦ AΩ∗ . The composition rule states that to
sample such a symmetry according according to the Boltzmann model with parameters (ρi, ρi)i≥1,
we may start with a Po´lya–Boltzmann distributed rooted symmetry of SET}Ω with parameters
(A˜Ω∗(ρi), A˜◦Ω∗(ρi))i≥1. Then, for each j ≥ 1 and each unmarked j-cycle a symmetry of AΩ∗ is
sampled according to a Po´lya–Boltzmann distribution with parameters (ρij)i, and for the marked
cycle we let s denote its length and draw a rooted symmetry of AΩ∗ according to a Po´lya–Boltzmann
distribution with parameters (ρsi, ρsi)i≥1. Given a k ∈ Ω sized permutation ν with a marked cycle
having length ` ≥ 2 and a distinguished atom of this cycle, the probability for the rooted symmetry
of SET}Ω to assume this value is given by
A˜◦Ω∗(ρ`)A˜Ω∗(ρ`)ν`−1
k!Z¯SET}Ω
(A˜Ω∗(ρ), A˜◦Ω∗(ρ); A˜Ω∗(ρ2), A˜◦Ω∗(ρ2); . . .)
∏
1≤i≤k
i 6=`
A˜Ω∗(ρi)νi . (9.15)
Conditioned on this event, the probability generating function for the size of the resulting object is
given by
A˜◦Ω∗((ρz)`)
A˜◦Ω∗(ρ`)
∏
1≤i≤k
i 6=`
(
A˜Ω∗((ρz)i)
A˜Ω∗(ρi)
)νi−1i=`
. (9.16)
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The exponents (ρz)i are due to the fact that for each object corresponding to an i-cycle we attach
i identical copies, and likewise for the marked cycle. In order to keep track of the volume of the
trees corresponding to cycles with length at least 2 we may form the bivariate probability generating
function where the variable w corresponds to this parameter and z to the total size, given by
A˜◦Ω∗((ρwz)`)
A˜◦Ω∗(ρ`)
(
A˜Ω∗(ρz)
A˜Ω∗(ρ)
)ν1 ∏
2≤i≤k
i 6=`
(
A˜Ω∗((ρwz)i)
A˜Ω∗(ρi)
)νi−1i=`
. (9.17)
Multiplying (9.15) with (9.17) and summing over all outcomes with total size n− 1 yields
[zn−1]Z¯SET~Ω(A˜Ω∗(ρz), A˜
◦
Ω∗(ρz); A˜Ω∗((ρwz)2), A˜◦Ω∗((ρwz)2); . . .)
Z¯SET}Ω
(A˜Ω∗(ρ), A˜◦Ω∗(ρ); A˜Ω∗(ρ2), A˜◦Ω∗(ρ2); . . .)
. (9.18)
Multiplying (9.15) with (9.16) and summing over all outcomes with total size n− 1 yields
[zn−1]Z¯SET~Ω(A˜Ω∗(ρz), A˜
◦
Ω∗(ρz); A˜Ω∗((ρz)2), A˜◦Ω∗((ρz)2); . . .)
Z¯SET}Ω
(A˜Ω∗(ρ), A˜◦Ω∗(ρ); A˜Ω∗(ρ2), A˜◦Ω∗(ρ2); . . .)
. (9.19)
The quotient of (9.18) and (9.19) is the probability generating function for the parameter Hn, and
the expression obtained in this way agrees with Equation (9.14).
Having verified Equation (9.14), we proceed with the argument. Since 1 ∈ Ω and there is a
number k ≥ 3 with k ∈ Ω it follows that the denominator in (9.14) is bounded from below by
[zn−1]zk−1A˜Ω∗(ρz) = [zn−k]A˜Ω∗(ρz).
We have that
n− k ≡ 1 mod gcd(Ω∗)
and thus, by Proposition 9.1, we have that
[zn−k]A˜Ω∗(ρz) ∼ Cn−3/2
as n ≡ 2 mod gcd(Ω∗) tends to infinity. The polynomial in the numerator with indeterminate w is
bounded coefficient wise by the series
Z¯SET~Ω
(A˜Ω∗(ρ), A˜◦Ω∗(ρ); A˜Ω∗((ρw)2), A˜◦Ω∗((ρw)2); . . .)
which does not depend on n and, by Proposition 9.2, has radius of convergence strictly larger than 1.
It follows that there is a constant C ′ such that
P (Hn ≥ x) ≤ C ′n3/2γx
for all n and x. By a similar argument as for Equation (9.14) the probability generating function for
the random number number fn is given by
E
[
wfn
]
=
[zn−1]Z¯SET~Ω(wA˜Ω∗(ρz), wA˜
◦
Ω∗(ρz); A˜Ω∗((ρz)2), A˜◦Ω∗((ρz)2); . . .)
[zn−1]Z¯SET~Ω(A˜Ω∗(ρz), A˜
◦
Ω∗(ρz); A˜Ω∗((ρz)2), A˜◦Ω∗((ρz)2); . . .)
.
The corresponding bound for the event fn ≥ x follows by the same arguments as for Hn. This proves
claim 1). Claims 2) and 3) follow by analogous arguments as in the proofs of claims 2) and 3) in
Lemma 9.6.
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