We propose an index for pairs of a unitary map and a clustering state on manybody quantum systems. We require the map to conserve an integer-valued charge and to leave the state, e.g. a gapped ground state, invariant. This index is integer-valued and stable under perturbations. In general, the index measures the charge transport across a fiducial line. We show that it reduces to (i) an index of projections in the case of non-interacting fermions, (ii) the charge density for translational invariant systems, and (iii) the quantum Hall conductance in the two-dimensional setting without any additional symmetry. Example (ii) recovers the Lieb-Schultz-Mattis theorem, and (iii) provides a new and short proof of quantization of Hall conductivity in interacting many body systems. arXiv:1810.07351v2 [math-ph] 
Introduction
By definition, two gapped ground states belong to the same quantum phase if the Hamiltonians can be smoothly connected while keeping the gap open [1] . Discrete-valued indices, which cannot change continuously, are therefore invariants of quantum phases: They show universality and stability. There has been substantial progress towards classification of quantum phases for both non-interacting systems [2, 3, 4, 5] and one-dimensional interacting systems [6, 7, 8, 9, 10, 11, 12, 13] .
In this paper, we use a version of Laughlin's flux threading argument to construct a microscopic additive many-body index. This approach is very close to the works [14, 15] that unify two indices: the filling factor and the Hall conductance. Our expression of the index has the meaning of a charge transported across a fiducial line. It is directly inspired by the well-known index of projections introduced in [16] and it reduces to it in the case of non-interacting fermions.
1.1. The index. Before giving the precise setting, we present the index in a loose language that assumes familiarity with many body lattice systems. We consider a discrete d-torus Λ = Λ L consisting of L d sites. We focus on a bipartition of the torus given by Λ = Γ ∪ Γ c , where Γ = {0 ≤ x 1 < L 2 }, see Figure 1 . For now, we refrain from indicating this explicitly, but all assumptions are meant up to an error that vanishes as L → ∞. The index requires three basic ingredients:
1) A family of local charge operators {Q x : x ∈ Λ} with integer spectrum. Let us write Q X = x∈X Q x for the charge in region X. A special role is played by Q := Q Γ . 2) A (quasi-)local unitary U that conserves charge locally. In particular, the operator U * QU − Q is supported in a neighbourhood of the boundary ∂Γ = ∂ − ∪ ∂ + , see again Figure 1 . We can hence split U * QU − Q = (U * QU − Q) − + (U * QU − Q) + . These operators represent the charge transported across the lines ∂ ± by the unitary U . 3) A U -invariant state Ω that is exponentially clustering in the x 1 -direction. The state Ω has local charge fluctuations: there are operators K − and K + acting in a neighbourhood of ∂ − and ∂ + such that Ω is an eigenstate of Q − K − − K + .
This setup is natural except for the requirement of local charge fluctuations. That assumption is however satisfied if Ω is a gapped ground state of a charge conserving local Hamiltonian.
Since Ω is U -invariant, we have obviously Ω, [(U * QU − Q) − + (U * QU − Q) + ]Ω = 0, indicating that it is only interesting to consider the lines separately. The main claim of this work is that the charge transported across a single line is quantized:
The counterterm ν is explicit and independent of Ω, and it may appear as a consequence of the freedom in splitting U * QU − Q in two parts (by adding multiples of identity). In all examples that we consider, the physically natural way of splitting ensures that ν = 0.
1.2.
Examples. We now illustrate the theorem with 5 examples. A detailed discussion of these examples is in Section 3.
Example 1 (Index of projections). We consider non-interacting lattice fermions in d = 1. We take all the many-body objects in the index formula as fermionic second quantization of the corresponding objects on the Hilbert space l 2 (Λ). The charge operator Q is the second quantization 1 dΓ(q) of the indicator function q = 1 Γ , the ground state Ω is the gauge-invariant quasi-free state corresponding to a Fermi projection p, and the unitary U is the second quantization Γ(u) of a one-particle unitary u. Clustering holds whenever the chemical potential lies in a spectral gap or a mobility gap. In the limit L → ∞, 1 Γ → 1 N weakly and the many-body index takes the form, lim
with u, p appropriate infinite-volume analogues for the objects above. The operator k can be deformed to a projector χ(k) without changing the value of the right hand side, which we can hence call Index(χ(k); u) in the notation of [18] , as a particular case of a Fredholm index [19] .
Example 2 (Lieb-Schultz-Mattis theorem). Consider now a system that is translation-invariant in the x 1 -direction, with U implementing this translation x 1 → x 1 + 1. The index then takes the form
where [0] = {x 1 = 0}, i.e. the charge in the x 1 = 0 hyperplane. The theorem then states that if Ω is clustering -as is the case for a unique gapped ground state -then the average charge per transverse layer is an integer. This is a version obtained in [14] of the celebrated result of [20] , generalized in [21, 22, 23, 7] . Often, this theorem is discussed in a setting with half-odd integer spins and SU(2)-invariant Hamiltonian, with Q x = S
x + 1 2 and S (α)
x , α = 1, 2, 3 the spin operators. In that case, the 'charge density' in singlet states is fractional by construction if the total number of sites is odd, so the theorem actually rules out an SU(2)-symmetric nondegenerate gapped ground state, see also [14] . Recent work [12, 24] show that this setting can be generalized even further, replacing SU(2) by a discrete symmetry. 1 The symbols Γ and dΓ (not to be confused with the spatial region Γ) are functors mapping one-particle operators to many-body operators, see e.g. [17] Here, Ω is the ground state of a gapped Hamiltonian in d = 2 dimensions. The unitary U models the threading of one unit of flux pointing in the x 2 direction, see Figure 2 . Standard considerations show that the transported charge across the line x 1 = 0, i.e. Ω, T − Ω , equals 2π times the Hall conductance. Therefore, our result yields an alternative and independent proof of the quantization of Hall conductance. It does not rely on a Chern number argument and does not require a spectral gap for all fluxes.
In the non-interacting setting, the Hall conductance was related to an index in [16] , and in [25] in the case with disorder. Quantization of Hall conductance with interactions was proved in [26] , see also [27] for a simplified proof and [28] for the case of weakly interacting systems. Earlier mathematical approaches are described in [29, 30] .
Example 4 (Thouless pump). This is a generalization of the previous example, in that U can now refer to a an arbitrary process preserving Ω, not necessarily flux threading. To be concrete, U usually corresponds to the unitary operator implementing the parallel transport associated with an adiabatic cycle of gapped Hamiltonians. The Thouless pump was first discussed in a non-interacting, spatially periodic setting in [31] , and generalized to disordered and interacting systems in [32] . It was related to the scattering approach of quantum charge transport in [33] , where the Büttiker-Prêtre-Thomas formula [34] is shown to take the shape of a winding number.
Example 5 (Bloch's Theorem). Here, we consider the family U t = e −itH , namely the propagator for some charge conserving local Hamiltonian H, and Ω is its gapped non-degenerate ground state. The index is then t times the stationary ground state current. Since the index is integer, and t can be continuously reduced to t = 0, we conclude that the current across a fiducial line vanishes in the ground state, which is the content of Bloch's theorem [35] .
The index theorem
We first describe the technical setup in Section 2.1. Then comes Section 2.2 which contains the main result. We then elaborate first (Section 2.3) on the special case of Ω being a gapped ground state, and then (Section 2.4) on the special case of unitaries U continuously connected to the identity.
2.1. Preliminaries.
2.1.1. Spatial setup. We consider a discrete d-torus Λ = Λ L = Z d L where Z L = Z/(LZ) is identified with {−L/2 + 1, . . . , L/2 − 1, L/2} (we choose L even), so that the cardinality is |Λ| = L d . We define Γ to be the half-torus Γ = {0 ≤ x 1 < L/2}. For a region X and r ∈ N, we denote X r = {x ∈ X : dist(x, X) ≤ r}, where dist is the graph distance on Λ. We use this often to fatten the boundaries ∂ − = {x 1 = 0},
Finally, we define the strips Figure 3 .
We will treat 'spin systems' and fermionic lattice systems on the same footing. We first give a brief account of both.
Spin systems.
Each site x ∈ Λ carries a finite dimensional Hilbert space H x ≡ C n and H = H Λ = ⊗ x∈Λ H x is the total Hilbert space. The algebra of observables is A = L(H) and we consider the subalgebras A X , X ⊂ Λ of observables of the form O = O X ⊗ 1 Λ\X . We say that A is supported in X whenever A ∈ A X .
2.1.3. Fermions. We consider the fermionic Fock space H = H Λ , defined as the antisymmetric second quantization of the one-particle space l 2 (Λ, C n ). There is a preferred basis in C n labelled by σ (as an example, one can think of the z-spin number). The algebra of canonical anticommutation relations A = L(H) is generated by the identity and the fermionic creation/annihilation operators {c x,σ , c * x,σ : x ∈ Λ, σ = 1, . . . , n} acting on H, which satisfy:
where {A, B} = AB + BA and c can be either c or c * . For any spatial set X, A X is the algebra generated by c x,σ , x ∈ X. We define the even subalgebra A X ⊂ A X generated by all monomials with an even number of c operators. Alternatively, A X is the set of operators in A X that commute with the fermionic parity F = x,σ (−1) nx,σ , where n x,σ = c * x,σ c x,σ . As for spin systems, an even element A ∈ A X is said to be supported in X.
2.1.4. Locality. From now on, we do not distinguish between spin systems and fermions any more. For both, we first of all have the following basic locality property: If X ∩ X = ∅, then
Secondly, the Heisenberg dynamics of an observable A ∈ A X , generated by a local Hamiltonian, satisfies a Lieb-Robinson bound. These two properties which are crucial for our results are the main reasons why A is chosen to be the even algebra in the fermionic case, see [36, 37] .
2.1.5. The thermodynamic limit. In this work, we treat all finite L simultaneously. The essential point of our results is that bounds hold for all L with constants c, C that are uniform in L. This means, strictly speaking, that we consider a sequence of models indexed by L. For example, consider the notion of clustering for states discussed below. If this was referring to a single fixed L, then the concept would be empty as one can always find C, c such the bound holds for a given ψ. We therefore mean it to refer to a sequence of states ψ = ψ L with fixed, L-independent c, C. This will not be repeated at every step. We say that a state ψ is clustering in the
2.2. The index theorem. We now phrase the discussion of Section 1.1 in precise terms. We assume local charge operators Q x = Q * x ∈ A {x} with integer spectrum,
For any X ⊂ Λ, we write Q X = x∈X Q x and we use the abbreviation
for the charges Q Γ∩Sα , with α = (−, m, +), respectively. We consider a unitary U ∈ A and a state Ω that satisfy the following assumptions.
(i) The unitary U is an almost local unitary in the sense that if A ∈ A X , then for each n ∈ N, there is R n ∈ A X n such that
The unitary U satisfies the following local charge conservation: There are operators denoted by (U * QU − Q) ± ∈ A S ± such that
6)
This means that the transported charge U * QU − Q is supported near the boundary of Γ. (iii) The state Ω is an approximate eigenvector of U in the sense that
(2.7)
(iv) The state Ω has local charge fluctuations: There exist Hermitian operators K ± ∈ A ∂ L/16
As a direct consequence of Assumption (i,ii) (see below), we deduce that there is an L-independent ν ∈ [0, 1) such that
We are now ready to state our main result.
2.2.1. The counterterm ν. We explain how (2.9) comes about. We write T ± = (U * QU − Q) ± to avoid clutter. We note that
where the operators (Q − + T − ), Q m , (Q + + T + ) are supported on S − , S m , S + , respectively. Since they act on distinct tensor factors, the spectrum of their sum is the sumset of their spectra. As the spectrum of Q m is integer, and that of U * QU as well, it follows by spectral perturbation theory that there is a ν such that
Since the splitting in T + + T − in (2.6) is not unique (adding multiples of identity does not change the support), we can in principle fix the offset ν at will. In practice, there is a natural splitting T + + T − . This will be the case in all our examples, and there we have ν = 0. 
where ∼ denotes an equality up to a phase. The operations F ± (φ) have the interpretation of threading a flux ±φ across the line ∂ ± . If Ω is a ground state of a gapped Hamiltonian H, then F − (φ) is the (quasi-)adiabatic flow corresponding to threading the flux φ across the line ∂ − , see [27] or [26] . Developing the interpretation further, the operation of inserting the fluxes at both ends and compensating for it by a gauge transformation, 
, where the operation F U − has an interpretation of threading a flux φ across ∂ − conjugated by U . Using (2.10) and the corresponding equation for F U ± we find that the operation of inserting flux φ at both ends, compensating by a gauge transformation, acting by U and reverting this leaves the ground state invariant, see (4.8) . Focusing on the strip S − , this means that the operation gives the ground state back up to a phase factor,
. A computation, see Lemma 4.5, shows that the argument of χ(φ) is linear in φ with the slope given by the index (Ω, T − Ω). On the other hand at flux φ = 2π, the compensating gauge transformation is identity, and hence F − (2π) by itself leaves Ω invariant up to a phase. Consequently, at φ = 2π, the phase factor χ(2π) has to be equal to 1 (or more precisely ν due to possible phase factor from the splitting to ± parts). This establishes integrality of the index. This reasoning is expanded to a sequence of Lemmas in Section 4.
This method was previously used with a different gauge transformations and flux threading operators by [14, 15] to derive Lieb-Schultz-Mattis theorem and filling constraints in integer and fractional quantum Hall effect. The local flux threading operators that we use originate in [26] .
2.2.3.
Locality of (U * QU − Q) − . As already explained, the quantity T − = (U * QU − Q) − featuring in the theorem has a direct interpretation as the charge transported across the line ∂ − . Provided the total charge is conserved, U * Q Λ U = Q Λ (as in all our examples), Assumption (ii) is implied by Assumption (i) and it is simply a continuity equation. In that case, T − can actually be restricted to an L-independent strip ∂ r − at the cost of an additional error term O(r −∞ ). 
Note that in the case of fermions, the 'interaction' Φ also contains the hopping terms. The dynamics generated by H satisfies a Lieb-Robinson bound. In particular, for any fixed t, the Schrödinger propagator e −itH is a quasilocal unitary in the sense of (2.5).
Charge conservation means that
where ∂Y is the set of sites that have graph distance at most 1 to both Y and Y c . By adding a suitable constant to each nonzero Φ X , we assume that
Let g > 0 be a spectral gap of H, namely
Proposition 2.2. Let 0 be a non-degenerate eigenvalue of H, and let Ω be the corresponding eigenvector. Assume that the constants R, m and g can be chosen independent of L. Then Assumptions (iv,v) (before Theorem 2.1) hold.
In other words, for a gapped ground state, Theorem 2.1 yields an index if we can find a local charge conserving U for which the ground state is an approximate eigenvector. Note that, just as in the previous section, the uniformity of bounds is the only connection between the objects for different L. Since U ± are by construction supported on ∂ L/12 ± , this is also equal to U * ± Q ± U ± − Q ± , making the strict locality of T ± clear. Proposition 2.3. The operators T ± defined above indeed satisfy
Moreover ν = 0, where ν was defined in (2.9).
Proof. We write
where the second equality is by local charge conservation and the finite range condition. The commutators are supported in ∂ R ± respectively. We now invoke the Lieb-Robinson bound for the dynamics implemented by U (s) combined with Duhamel's principle to replace U (s) by U ± (s), up to O(L −∞ ). The resulting expression is
The counterterm ν can be read off from the spectrum of Q − + T − = U * − Q − U − , which, by unitary invariance, is equal to Spec(Q − ) ⊂ Z. This shows that indeed ν = 0.
Incidentally, we need a slight generalization of the above, allowing for terms of arbitrary support in G(s) but such that the Lieb-Robinson bound continues to hold. Then the conclusion of Proposition 2.3 holds without change.
We omit the straightforward proof.
Examples
Before moving on to the proof of the main theorem, we now illustrate its applications, sketched in the introduction, in details. We will not repeat the setting and refer implicitly to the concepts and notations of Section 2. In each case, it suffices to provide a unitary and a state and to check the invariance of the latter under the action of the former. If the state is not a gapped ground state, then locality of charge fluctuations must be proved independently, too. In all cases, the theorem then provides an integer-valued index. Although it always expresses the charge transported across a hyperplane of codimension 1, the physical interpretation of the unitary depends on the system. We show that in a quantum Hall setting, the index is equal to the adiabatic curvature, and hence to the Hall conductance.
Although the index is well-defined for any choice of decomposition U * QU − Q = T − + T + , there is usually a natural choice for it. We shall exhibit T − in each example.
3.1. Example 1: Index of projections. In this example, we strive for the simplest setup and we assume d = 1. For a system of non-interacting fermions with one-particle Hamiltonian h acting on l 2 (Λ), the state is the gauge-invariant quasi-free state corresponding to Fermi projection p = 1(h ≤ µ). If the chemical potential µ lies in a spectral gap, then the state is clustering. The same holds in a disordered setting, provided µ is in a mobility gap, see [39] . The one-particle u is any unitary that commutes with the Fermi projection. Its locality is expressed in terms of superpolynomial decay of the matrix elements |u x,y | in |x − y|. If we assume that all fermions carry unit charge, then Q is the number of fermions on the half torus Γ, i.e. the second quantization of the indicator function q = 1 Γ . It then follows from the decay of |u x,y | that the matrix elements of t = u * qu − q have superpolynomial decay in the distance to the boundary of Γ, which is the one-particle version of local charge conservation.
We compute
In contrast to the general many-body setting, there is a canonical way of restricting operators to a region Z namely, by projecting L( 2 (Γ)) → L( 2 (X)) : m → m X = 1 X m1 X . Hence we have the splitting t = t S − + t S + + O(L −∞ ) and so we set
Let us now determine ν, i.e. the spectrum of dΓ(q S − + t S − ) = dΓ((u * qu) S − ). We write
Therefore, since both u * qu and q m have spectrum {0, 1}, the operators (u * qu) S ± have spectrum in {0, 1} as well. In second quantization, this means that Spec(Q ± + T ± ) ⊂ N, so ν = 0. Theorem 2.1 reads hence
Let us now connect this to the infinite-volume setting and to the 'index of projections', as introduced in [18] . The finite-volume version of the index of projections is discussed in Appendix C of [40] .
3.1.1. Infinite-volume setting. We now start from the one-particle Hilbert space 2 (Z) and we imagine the finite-volume operators h L , u L discussed above (where we did not indicate the Ldependence explicitly) to act on 2 (Z) by the natural embedding 2 (Λ) → 2 (Z). As already explained, our setup does not assume nor imply any relation between different volumes L, except for the uniformity of some bounds. However, in this section only, we do want to consider an infinite volume setup and so we assume that h L , u L converge to infinite-volume operators h, u ∈ L( 2 (Z)) in the sense that
for any compactly supported φ ∈ 2 (Z). We moreover assume (although some of this actually follows from the construction above) the following: (i) h has range R < ∞, i.e. it is a sum of terms acting each on at most R consecutive lattice sites. The terms are uniformy bounded so h ≤ C (ii) The unitary u is quasilocal in the sense that u x,y = O(|x − y| −∞ ). (iii) The chemical potential µ lies in a spectral gap of h. (iv) The Fermi projection p = 1(h ≤ µ) commutes with u: [p, u] = 0. Finally, we choose q = 1 N , corresponding to the picture that we let the boundary of Γ at L/2 disappear at infinity. By the quasilocality of u, the operator u * qu−q is compact, in particular it is trace-class, and it follows that the finite-volume expression tr(p L (u L * 1 Γ u L − 1 Γ ) S− ) converges to the infinite-volume expression tr(p(u * qu − q)). Note that the disappearance of one boundary comes at the price of an additional, necessary, subtlety: the operators u * qu and q are individually not trace-class, even though their difference is. Hence, the upshot is that our result implies that tr(p(u * qu − q)) ∈ Z.
As [p, u] = 0, this is the expression proposed in (1.1). Since p, q are not commuting, the operator pqp is not a projection. Therefore, it remains to prove the claim that pqp can be deformed to a projection without changing the value of the index. Lemma 3.1. There exists a χ ∈ C ∞ (R) such that χ(x) = 0 for x ≤ 0, χ(x) = 1 for x ≥ 1 and such that χ(pqp) − pqp ∈ I 1 . In particular, tr(u * pqpu − pqp) = Index(χ(pqp); u) ∈ Z, whenever the operator on the left-hand side is in I 1 .
Proof. Since µ lies in the gap and h < ∞, the spectral projection p can be obtained from a compactly supported C ∞ -bump function θ, namely p = θ(h).
We decompose h as
, and note that h o is a finite-rank operator composed of finite number of interaction terms connecting x < 0 to x ≥ 0. We now claim that
(3.1)
Indeed, the Fourier transformθ(t) is smooth and O(|t| −∞ ). By the spectral theorem . It remains to pick a function χ interpolating from 0 to 1 within I to conclude that (i) χ(pqp) is a projection, and that (ii) χ(pqp) − pqp ∈ I 1 by the same reasoning as that leading to (3.1). We conclude by noting that perturbations of pqp that are trace-class do not contribute to tr(u * pqpu − pqp).
Example 2:
The Lieb-Schulz-Mattis theorem. We now turn to interacting quantum spin systems and explain how the Lieb-Schulz-Mattis (LSM) theorem, in any dimension, is a corollary of our index theorem. As already said, U implements the translation 
With this choice, Q − + T − = Q Γ∩(S − \[0]) , whose spectrum is obviously integer, hence ν = 0. Theorem 2.1 now yields Ω,
For a spin chain, this is immediately the quantization of the filling factor. The higher dimensional case is slightly more involved as it requires a non-commensurability condition on the number of sites in each direction, see the discussion in [41] . Similarly, the 'original' LSM Theorem on the non-existence of unique gapped ground states for half-odd-integer spin systems is easily recovered by considering as the charge a U(1)-subgroup of SU(2), and a system having an odd number of sites. This connection is due to [14] . Incidentally, this unitary remains a useful tool even in other cases, for example when the spectral gap may close along the cycle as demonstrated e.g. in [22, 26] .
If every H(s) is a local Hamiltonian conserving charge, see Section 2.3, then G(s) satisfies the assumptions of Corollary 2.4, which provides explicit T ± together with the fact that ν = 0. It is this application which requires the corollary on top of Proposition 2.3.
The interpretation of our index theorem in this case is now clear: Ω, T − Ω is the average charge transported across the line ∂ − in one adiabatic cycle, and it is quantized Ω, T − Ω ∈ Z (O(L −∞ )) as was first pointed out in [31] .
Example 3: Hall conductance.
Here we take d = 2, a unique gapped ground state Ω and the unitary U corresponds to threading of a unit of flux along x 2 . To describe this, we introduce some extra notation. We recall that notions like Γ, S ± , K ± , . . . were defined based on restrictions on the coordinate x 1 . We now define the analogous notions based on the coordinate x 2 and we make this explicit by endowing these symbols with the superscripts (1), (2) . For example
for i = 1, 2. Then, we take U to be
where K 
+ have integer spectrum and commute with Q (2) − K (2) − . We note that U is connected to the identity in the sense of Section 2.4 with a time independent generator
Hence there is again a natural choice for T − and ν = 0. We further find that Var Ω (U ) = O(L −∞ ): this is physically clear since U implements the threading of a unit of flux (see 2.2.2, also [27] or [26] ), while we shall see in Section 4 that it is a mathematical fact that follows from the clustering of Ω and the property of local charge fluctuations. Hence, all assumptions of Theorem 2.1 are satisfied. In fact, technically speaking, this setup is an instance of a Thouless pump described in Section 3.3. As discussed there, the charge transported across the fiducial line is an integer. It remains to show that the index equals 2π times the Hall conductance to conclude that the Hall conductance is quantized in this manybody setting. We do this here starting from the following well-known expression for the Hall conductance:
see [43, 27] . In particular 2πκ ∈ Z (O(L −∞ )) .
Proof. We recall that
− to the region ∂ L/12 − = {|x 1 | ≤ L 12 } as defined above (2.12) . Concretely, Q (2) has restriction Q X with X = Γ (2) ∩ ∂ L/12 − and the operator K − can be written as a sum of local terms using (4.16), hence it also has a natural restriction. We will not need the exact form of these restrictions and only use two properties of G − : − . The first property is valid for any G by definition. The second is specific, the restriction of Q (2) commutes with Q (1) and K (2) − is supported in S − by definition, see Figure 4 . By differentiating under the integral sign we obtain,
where the second equality follows from the Lieb-Robinson bound as in the proof of Proposition 2.3. Now we use the specific form of G, in particular the identity
which relies on the integrality of the spectrum of charge. In Section 4 we will prove and systematically use such identities. Since the second factor on the RHS commutes with any A supported in S
− we conclude that for any such A,
By Property (b) this can be used in (3.5) and we obtain Ω, (e 2πiG − Q (1) e 2πiG − − Q (1) )Ω = 2πi Ω, [G − , Q (1) ]Ω + O(L −∞ ).
We recall that Ω is, by the assumption of local charge fluctuations (2.8) , an approximate eigenvector of Q (1) − K (1)
+ , the last factor commutes with G − and hence we get Ω, [G − , Q (1) ]Ω = Ω, [G − , K
where in the second equation we used Property (a). Denoting Q
we proceed with the similar reasoning backwards to get Ω, [Q (2) , K
which is what we had set out to prove, see (3.4 ).
Example 5:
Bloch's Theorem. We now consider a local charge conserving Hamiltonian in the sense of Section 2.3. Then [H, Q] is a sum of two terms strictly supported on strips of width R around ∂ ± . We denote i[H, Q] = J − + J + , the current operators across lines ∂ ± .
We assume that H has a unique gapped ground state and hence local charge fluctuations. Then for any t, Ω is an exact eigenvector of the propagator U (t) = e −itH . For any fixed t, U (t) is local by the Lieb-Robinson bound, and connected to the identity. The index reads
see (2.12) . By the argument used in the proof of Proposition 2.3,
) . Since this vanishes at t = 0, we have proved the following version of Bloch's theorem. 
Proofs
In this section we prove Theorem 2.1 and Proposition 2.2.
4.1. Approximate eigenvectors. The variance of an operator A in a state ψ, as defined in (2.1), gives a handy way of expressing that ψ is an approximate eigenvector of A. We state three lemmata that will be used later on. First of all, if A has a small variance in the state ψ, then by definition A acts on ψ by multiplication by ψ, Aψ , up to an error that is small in norm. In other words, ψ is an approximate eigenvector of A. This extends to products of operators having small variance. Specifically,
Proof. Let a i = ψ, A i ψ . We note that (A i − a i )ψ = O(L −∞ ) by Var ψ (A i ) = O(L −∞ ). We split now A i = a i + (A i − a i ) and apply the bound on (A i − a i )ψ recursively.
If Ω is clustering, a somewhat converse statement of the above holds. Lemma 4.2. Consider unitaries W 1 , W 2 with W 1,2 ∈ A X 1,2 and set W = W 1 W 2 . Let ψ be clustering in x 1 -direction, see (2.2) . Then
Proof. We first note that for any unitary
and of course that | ψ, W ψ | ≤ 1. By clustering,
The square of this inequality yields the claim by (4.1).
Finally, we note the following variational characterization of Var ψ (A):
since the infimum is reached at a = ψ, Aψ . Proof. For any λ ∈ R we have by functional calculus
By the variational formula above, this gives
Taking λ = ψ, Aψ finishes the proof.
local charge fluctuations.
By assumption, the state Ω has local charge fluctuations, so we can modify Q (and therefore also Q U := U * QU ) at the boundaries of its support Γ to obtain operators Q, Q U that have Ω as an approximate eigenvector. This is the content of the next lemma. We recall the operators K ± ∈ A ∂ L/16 ± given by (2.8). We write K U ± ∈ A S ± for local approximations of U * K ± U which, by quasi-locality of U satisfy
Note that the bound holds even though both the norm and the support of K ± grow with L because of the almost exponential locality of U * (·)U and our choice of strips S ± with Ldependent widths, see (2.5) and Figure 3 . Finally, we recall T ± = (U * QU − Q) ± introduced in Assumption (ii). 
Then We now define decompositions of these operators into three terms, whose supports are respectively in S − , S m , S + :
Consider now the unitary
where the second equality is by Lemma 4.4. By Lemma 4.1, the vector Ω is an approximate eigenvector of Z(φ), with an eigenvalue in U (1) that is approximatively independent of φ, hence equal to 1 + O(L −∞ ). We will now argue that this constant phase can be decomposed in two non-trivial motions, taking place around the boundaries ∂ ± . Indeed, (4.7) is a product of two unitaries supported in A S ± ,
(4.9) By Lemma 4.2, Ω is an approximate eigenvector of Z ± (φ) as well, and we call the corresponding eigenvalue
(4.10) This χ(φ) need not be independent of φ, and we now show that it gives rise to our many-body index.
4.3.
A formula for χ(φ). The following lemma connects the phase χ(φ) to the quantity Ω, T − Ω , whose quantization (up to ν) we want to prove. To prove this lemma, we make use of the following tool:
Lemma 4.6. For any A such that [A, Q m ] = 0, we have
Proof. Using the decomposition in commuting terms (4.5) and (4.6), we have e −iφQ − Ω = e iφQm e iφQ + e −iφQ Ω, e iφQ U − Ω = e −iφQm e −iφQ U + e iφQ U Ω.
Plugging these identities in the left hand side of (4.12) and using e −iφQm Ae iφQm = A, we get Ω, e iφQ U − Ae −iφ Q − Ω = Ω, e iφQ U e −iφQ U + Ae iφQ + e −iφQ Ω = Ω, e −iφQ U + Ae iφQ + Ω Ω, e iφQ U e −iφQ Ω + O(L −∞ )
where the equality on the second line follows because Ω is an approximate eigenvector of both e −iφQ U and e −iφQ , see Lemma 4.4, and Lemma 4.1. The second factor is in fact Ω, Z(φ)Ω , see (4.7), and we argued above that this is 1 + O(L −∞ ).
We are now ready to give the Proof of Lemma 4.5. By applying Lemma 4.6 with A = 1, we get χ(φ) = Ω, Z + (−φ)Ω + O(L −∞ ).
(4.13)
We compute The second equality is by clustering, the third is by (4.13), and the fourth follows by (4.2) and Ω, K − Ω = Ω, U K − U * Ω , since Ω is an approximate eigenvector of U . Since it is immediate from the definition that χ(0) = 1, Lemma 4.5 follows.
4.4.
Proof of Theorem 2.1. We now finish the proof by computing the exponent from the value of χ(2π). At φ = 2π, we can split Z(2π) as
where we used that e 2πiQm = 1 and the fact that Using again e 2πiQm = 1, we see that e 2πiQ = e 2πiQ − e 2πiQ + and hence by Lemma 4.2, Ω is an approximate eigenstate of e 2πiQ − . Therefore, all four operators on the right of (4.15) have Ω as approximate eigenvector and it follows by Lemma 4.1 again that χ(2π) = Ω, Z − (2π)Ω = e 2πiν .
It remains to compute ν from (4.15). Using again integrality of the spectrum of Q m , Q + , the expressions given in (4.5,4.6), and bringing U into the exponent, we obtain Hence, up to a perturbation whose norm is O(L −∞ ), the operator Q + + T + has spectrum in Z − ν . By spectral perturbation theory, and in the notation of Theorem 2.1, this reads Spec(Q + + T + ) = Z (O(L −∞ )) − ν. Hence also Spec(Q − + T − ) = Z (O(L −∞ )) + ν by the discussion in Section 2.2.1, which concludes the proof.
4.5.
Proof of Proposition 2.2. Assumption (v), i.e. exponential clustering, was proved in [38] , see also [23] . So we turn to the construction of K ± . Charge conservation implies that [Q, H] is a sum of two terms supported in the strips ∂ R ± . We denote [Q, H] = J − + J + .
Using the map I defined in Section 4 of [44] , we definẽ K ± := iI(J ± ). 
