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Difusio´n no local vs. Difusio´n local
Non-local Diffusion vs. Local Diffusion
Mauricio Bogoya1,a
Resumen. Se estudia un modelo reescalado de difusio´n no local en RN . Se
demuestra que la solucio´n u del modelo cuando  tiende a cero converge a la
solucio´n v de la ecuacio´n de medios porosos en RN , la cual es una ecuacio´n de
difusio´n local.
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Abstract. We study a re-scaled nonlocal diffusion equation on RN . We show
that the solution u of the new model, when the parameter  goes to zero,
converges to the solution v of the porous medium equation on RN , which is a
local diffusion equation.
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1. Introduccio´n
La ecuacio´n de medios porosos
vt = A∆(v
m), en RN × [0,∞), (1)
donde m > 1 y A > 0 son constantes, y ∆ =
∑N
i=1
∂2
∂x2i
es el operador Lapla-
ciano, aparece en muchas aplicaciones f´ısicas, en las cuales, este modelo describe
procesos de difusio´n o transferencia de calor. Otras aplicaciones aparecen en
biolog´ıa matema´tica, filtracio´n de agua, problemas de fronteras libres y en otros
campos. La ecuacio´n (1) es un modelo de difusio´n local ya que la difusio´n dada
por ∆(vm) depende solamente de x. La ecuacio´n (1) comparte algunas propie-
dades con la ecuacio´n cla´sica del calor, pero una diferencia es que la ecuacio´n
(1), tiene la propiedad de propagacio´n finita de la velocidad, esto es, si el dato
inicial tiene soporte compacto entonces la solucio´n tiene soporte compacto en
cualquier instante t > 0, lo cual origina la existencia de frontera libre. Para
mayor informacio´n sobre la ecuacio´n (1) ver [1], [5].
Corta´zar y otros en [4], estudian un modelo unidimensional de difusio´n
no local. En este modelo, la funcio´n u(x, t), representa la densidad de una
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poblacio´n en la posicio´n x en un instante t. J : R → R es una funcio´n no
negativa, suave, sime´trica (J(r) = J(−r)), decreciente en [0, 1], con soporte
compacto en [−1, 1] y ∫R J(r)dr = 1. La distribucio´n de probabilidad de saltar
de la posicio´n y a la posicio´n x esta´ dada por J
(
x−y
u(y,t)
)
1
u(y,t) cuando u(y, t) > 0
y 0 en otro lugar. En este caso la tasa en la que los elementos viajan a la posicio´n
x de otros lugares es
∫
R J
(
x−y
u(y,t)
)
dy y la tasa en la que ellos viajan de x a
otros lugares es −u(x, t) = ∫R J ( x−yu(x,t)) dy. Despue´s de estas consideraciones,
se obtiene que la densidad u satisface la ecuacio´n
ut(x, t) =
∫
R
J
(
x− y
u(y, t)
)
dy − u(x, t), (2)
con dato inicial u(x, 0) = c + w0(x), donde c ≥ 0 y w0(x) es una funcio´n
no-negativa en L1(R).
Se observa que el valor de u depende de x y de todos los valores cercanos a
x, razo´n por la cual (2) es un modelo de difusio´n no local.
En [4] se estudia la existencia y unicidad, un principio de comparacio´n y
adema´s se obtiene un comportamiento similar a la ecuacio´n de medios poro-
sos, donde las soluciones presentan la propiedad de propagacio´n finita de la
velocidad, lo cual origina el estudio de frontera libre.
Luego Corta´zar y otros en [3], estudian el problema reescalado con  > 0,
asociado a (2)
ut(x, t) =
1
2
(∫
R
J
(
x− y
u(y, t)
)
1

dy − u(x, t)
)
, (3)
con dato inicial u(x, 0) = δ + w0(x), donde δ > 0 y w0(x) es una funcio´n C
∞
con soporte compacto. En [3], se obtiene el siguiente resultado.
Teorema 1.1. Sea w0 ∈ C∞(R) una funcio´n no-negativa de soporte compacto
y sea δ > 0. Para cada  > 0 sea u una solucio´n de (3), con condicio´n inicial
u(x, 0) = u0(x) = δ + w0(x). Sea v una solucio´n de
vt = C(v
3)xx
con condicio´n inicial v(x, 0) = u0(x) = δ + w0(x). Entonces
l´ım
→0
u = v
en L1(R× [0,∞)).
Bogoya en [2], generaliza el problema (2) a dimensio´n N ≥ 1, considera el
siguiente problema
ut(x, t) =
∫
RN
J
(
x− y
uα(y, t)
)
u1−Nα(y, t)dy − u(x, t) en RN × [0,∞),
u(x, 0) =d+ w0(x) en RN , (4)
donde d ≥ 0, w0 ∈ L1(RN ), w0 ≥ 0, 0 < α ≤ 1N y J : RN → R es una
funcio´n no negativa, suave, sime´trica (J(r) = J(−r)), radialmente decreciente,
con soporte compacto en la bola unitaria y
∫
RN
J(r)dr = 1.
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En [2], se estudia la existencia y unicidad de las soluciones de (4), un princi-
pio de comparacio´n va´lido para las soluciones continuas. Adema´s las soluciones
de (4) presentan la propiedad de propagacio´n finita de la velocidad.
El problema reescalado asociado a (4), para  > 0, esta´ dado por
2ut(x, t) =
∫
RN
J
(
x− y
uα(y, t)
)
u1−Nα(y, t)
N
dy − u(x, t) en RN × [0,∞),
u(x, 0) =d+ w0(x) en RN . (5)
El objetivo de este trabajo es estudiar el l´ımite reescalado
l´ım
→0
u, (6)
donde u es la solucio´n de (5), con dato inicial u = d+w0(x), para d > 0, con
w0(x) una funcio´n no negativa en C
∞ de soporte compacto.
2. Ana´lisis de convergencia
Sea h : RN → R una funcio´n positiva y suave. Para  > 0 y para x =
(x1, · · · , xi, · · · , xn) ∈ RN se define
Lh(x) =
∫
RN
J
(
y − x
hα(y)
)
h1−Nα(y)
N
dy − h(x). (7)
Haciendo el cambio de variable z =
y − x

, se obtiene
Lh(x) =
∫
RN
J
(
z
hα(x+ z)
)
h1−Nα(x+ z)dz − h(x). (8)
De (8), se tiene que
L0h(x) =
∫
RN
J
(
z
hα(x)
)
h1−Nα(x)dz − h(x) = 0. (9)
Derivando (8) con respecto a , se tiene que
dLh(x)
d
=
∫
RN
J
(
z
hα(x+ z)
)
(1−Nα)h−Nα(x+ z) (∇h(x+ z) · z) dz
+
∫
RN
(−α)
(
∇J
(
z
hα(x+ z)
)
· z
)
h−α−Nα(x+ z) (∇h(x+ z) · z) dz,
(10)
donde ∇h es el vector gradiente de h. Evaluando (10) en  = 0, tenemos que
dLh(x)
d
∣∣∣∣
=0
=
∫
RN
J
(
z
hα(x)
)
(1−Nα)h−Nα(x) (∇h(x) · z) dz
+
∫
RN
(−α)
(
∇J
(
z
hα(x)
)
· z
)
h−α−Nα(x) (∇h(x) · z) dz. (11)
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Haciendo el cambio de variable w = zhα(x) , con wi =
zi
hα(x) para i = 1, · · · , N
(la i-e´sima componente de w), se tiene que
dLh(x)
d
∣∣∣∣
=0
= (1−Nα)
∫
RN
J(w)hα(x) (∇h(x) · w) dw
− α
∫
RN
(∇J (w) · w)hα(x) (∇h(x) · w) dw. (12)
Como J es una funcio´n radialmente sime´trica y de soporte compacto, despue´s
de aplicar integracio´n por partes, se tiene que
a =
∫
RN
J(w)widw = 0, i = 1, . . . , N,
b =
∫
RN
∂J(w)
∂wi
w2i dw = −2
∫
RN
J(w)widw = 0, i = 1, . . . , N,
c =
∫
RN
∂J(w)
∂wi
wiwjdw = −
∫
RN
J(w)wjdw = 0, i 6= j = 1, . . . , N. (13)
Reemplazando lo anterior en (12), se tiene que
dLh(x)
d
∣∣∣∣
=0
= 0. (14)
Derivando (10) con respecto a , se tiene que
d2 Lh(x)
d2
= (N2α2 −Nα)
∫
RN
J
(
z
hα(x+ z)
)
× h−Nα−1(x+ z) (∇h(x+ z) · z)2 dz
+ (1−Nα)
∫
RN
J
(
z
hα(x+ z)
)
h−Nα(x+ z)(zHhzt)dz
+ (2Nα2 + α2 − α)
∫
RN
(
∇J
(
z
hα(x+ z)
)
· z
)
× h−α−Nα−1(x+ z) (∇h(x+ z) · z)2 dz
− α
∫
RN
(
∇J
(
z
hα(x+ z)
)
· z
)
h−α−Nα(x+ z)(zHhzt)dz
+ α2
∫
RN
zHJz
th−2α−Nα−1(x+ z) (∇h(x+ z) · z)2 dz, (15)
donde zt es el vector transpuesto de z y Hh, HJ son las la matrices hessianas
de h y J respectivamente. Evaluando (15) en  = 0 y haciendo el cambio de
variables w = zhα(x) , se tiene que
d2 Lh(x)
d2
∣∣∣∣
=0
= (N2α2 −Nα)h2α−1(x)I1 + (1−Nα)h2α(x)I2
+ (2Nα2 + α2 − α)h2α−1(x)I3 + (−α)h2α(x)I4 + α2h2α−1(x)I5, (16)
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donde
I1 =
∫
RN
J(w) (∇h(x) · w)2 dw, I2 =
∫
RN
J(w)(wHhw
t)dw,
I3 =
∫
RN
(∇J(w) · w) (∇h(x) · w)2 dw, I4 =
∫
RN
(∇J(w) · w) (wHhwt)dw,
I5 =
∫
RN
wHJw
t (∇h(x) · w)2 dw.
Adema´s, como J tiene soporte compacto, despue´s de aplicar integracio´n por
partes, se tiene que
l =
∫
RN
∂J(w)
∂wi
w3i dw = −3
∫
RN
J(w)w2i dw, i = 1, . . . , N,
e =
∫
RN
∂J(w)
∂wj
w2iwjdw = −
∫
RN
J(w)w2i dw, j 6= i = 1, . . . , N,
m =
∫
RN
∂2J(w)
∂w2i
w4i dw = 12
∫
RN
J(w)w2i dw, i = 1, . . . , N,
p =
∫
RN
∂2J(w)
∂wi∂wj
w3iwjdw = 3
∫
RN
J(w)w2i dw, j 6= i = 1, . . . , N,
q =
∫
RN
∂2J(w)
∂wjwk
w2iwjwkdw =
∫
RN
J(w)w2i dw, j 6= k 6= i = 1, . . . , N,
r =
∫
RN
∂2J(w)
∂w2j
w2iw
2
jdw = 2
∫
RN
J(w)w2i dw, j 6= i = 1, . . . , N. (17)
Sea
C =
∫
RN
J(w)w2i dw.
De (13 a), tenemos que I1 = C‖∇h(x)‖2, I2 = C∆h(x), para cada sub-´ındice
i = 1, . . . , N .
De (17, l, e), tenemos que I3 = (−2−N)C‖∇h(x)‖2, I4 = (−2−N)C∆h(x),
ya que aparecen (N − 1) te´rminos tipo e, para cada sub-´ındice i = 1, . . . , N .
De (17 m, p, q, r), tenemos que I5 = (N
2 + 5N + 6)C‖∇h(x)‖2, ya que
aparecen (N − 1) te´rminos tipo p, (N2 − 3N − 2)/2 te´rminos tipo q y (N − 1)
te´rminos tipo r, para cada sub-´ındice i = 1, . . . , N .
En resumen, se tiene que
d2 Lh(x)
d2
∣∣∣∣
=0
=C(N2α2 −Nα)h2α−1(x)‖∇h(x)‖2 + C(1−Nα)h2α(x)∆h(x)
+ C(2Nα2 + α2 − α)(−2−N)h2α−1(x)‖∇h(x)‖2
+ C(2α+Nα)h2α(x)∆h(x)
+ Cα2(N2 + 5N + 6)h2α−1(x)‖∇h(x)‖2. (18)
De donde se puede concluir que
d2 Lh(x)
d2
∣∣∣∣
=0
= C2α(2α+ 1)h2α−1(x)‖∇h(x)‖2 + C(2α+ 1)h2α(x)∆h(x)
= C∆
(
h2α+1(x)
)
. (19)
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Nota 2.1. Derivando (15) con respecto a , tenemos que d
3
d3Th(x) es igual a
= (−N3α3 +Nα)
∫
RN
J
(
z
hα(x+ z)
)
h−Nα−2(x+ z) (∇h(x+ z) · z)3 dz
+ (3N2α2 − 3Nα)
∫
RN
J
(
z
hα(x+ z)
)
× h−Nα−1(x+ z) (∇h(x+ z) · z) (zHhzt)dz
+ (1−Nα)
∫
RN
J
(
z
hα(x+ z)
)
h−Nα(x+ z)D(zHhzt)dz
+ (−3N2α3 − 4Nα3 + 1)
∫
RN
(
∇J
(
z
hα(x+ z)
)
· z
)
× h−α−Nα−2(x+ z) (∇h(x+ z) · z)3 dz
+ (6Nα2 + 3α2 − 3α)
∫
RN
(
∇J
(
z
hα(x+ z)
)
· z
)
× h−α−Nα−1(x+ z) (∇h(x+ z) · z) (zHhzt)dz
− α
∫
RN
(
∇J
(
z
hα(x+ z)
)
· z
)
h−α−Nα(x+ z)D(zHhzt)dz
+ (−3Nα3 − 3α3)
∫
RN
(zHJz
t)h−2α−Nα−2(x+ z) (∇h(x+ z) · z)3 dz
+ 3α2
∫
RN
(zHJz
t)h−2α−Nα−1(x+ z) (∇h(x+ z) · z) (zHhzt)dz
− α3
∫
RN
D(zHJz
t)h−3α−Nα−2(x+ z) (∇h(x+ z) · z)3 dz. (20)
El siguiente lema es muy importante para nuestro ana´lisis de convergencia.
Lema 2.2. Sea d > 0 y h : RN → R una funcio´n suave tal que h(x) ≥ d.
Entonces
Lh(x) = A∆
(
h2α+1(x)
)
2 +R(x, ),
donde R(x, ) ∈ L1(RN ) y A = C2 con C =
∫
RN
J(w)w2i dw, para algu´n i =
1, . . . , N .
Demostracio´n. Sea f() = Lh(x). Desarrollando a f en un polinomio de
Taylor de grado 2 alrededor de  = 0, se tiene que
f() = f(0) + f ′(0)+
1
2
f ′′(0)2 +R(x, ).
De (9), (14) y (19), se tiene que
Lh(x) = A∆
(
h2α+1(x)
)
2 +R(x, ),
donde el residuo R(x, ) esta´ dado por
R(x, ) =
1
2
∫ 
0
d3
ds3
Tsh(x)(− s)2ds.
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Nota 2.3. Para el caso unidimensional N = 1 y α = 1, se tiene que el Lema
2.2 coincide con el Teorema 1.1 obtenido en [3].
A continuacio´n estudiaremos el Teorema de convergencia.
Teorema 2.4. Sea w0 ∈ C∞(RN ) una funcio´n no-negativa de soporte com-
pacto y sea d > 0. Para cada  > 0, sea u una solucio´n de (5), con condicio´n
inicial u(x, 0) = u0(x) = d+ w0(x). Sea v una solucio´n de
vt = A∆(v
2α+1), en Rn × [0,∞),
con condicio´n inicial v(x, 0) = u0(x) = d+ w0(x). Entonces
l´ım
→0
u = v
en L1(RN × [0,∞)).
Demostracio´n. En [2] se puede ver que el problema (5) tiene una u´nica so-
lucio´n u, adema´s se tiene un principio de comparacio´n para las soluciones de
(5). Por el Lema 2.2, se tiene que
vt(x, t) = A∆(v
2α+1) =
1
2
(Lv(x, t) +R(x, t, )) (21)
=
1
2
(∫
RN
J
(
y − x
vα(y, t)
)
v1−Nα(y, t)
N
dy − v(x, t)
)
+
1
2
R(x, t, ),
como w0 ∈ C∞(RN ) es una funcio´n no-negativa de soporte compacto, se tiene
‖R(x, t, )‖L1(RN ) ≤ K3,
para todo 0 ≤ t ≤ T , donde K es una constante independiente de . Sean w, w,
soluciones de
wt =
1
2
(∫
RN
J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
dy − w(x, t)
)
+
1
2
|R(x, t, )|,
y,
wt =
1
2
(∫
RN
J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
dy − w(x, t)
)
− 1
2
|R(x, t, )|,
con datos iniciales w(x, 0) = w(x, 0) = d+ w(x, 0), respectivamente.
Por principio de comparacio´n, se tiene que
w(x, t) ≤ v(x, t) ≤ w(x, t),
w(x, t) ≤ u(x, t) ≤ w(x, t).
Por otro lado, se tiene que
d
dt
∫
RN
(w(x, t)− w(x, t))dx
=
1
2
∫
RN
∫
RN
J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
− J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
dy dx
− 1
2
∫
RN
(w(x, t)− w(x, t))dx+ 2
2
|R(x, t, )|. (22)
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Como J es una funcio´n radialmente decreciente, por el Teorema de Fubini,
tenemos que∫
RN
∫
RN
J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
− J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
dydx (23)
=
∫
RN
∫
RN
J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
− J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
dxdy.
Haciendo los cambios de variables z = y−xwα(y,t) y η =
y−x
wα(y,t) y teniendo en
cuenta que
∫
RN J(r)dr = 1, se tiene que∫
RN
∫
RN
(
J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
− J
(
y − x
wα(y, t)
)
w1−Nα(y, t)
N
)
dx dy
=
∫
RN
(w(y, t)− w(y, t))dy. (24)
Reemplazando lo anterior en (21), se tiene que
d
dt
∫
RN
(w(x, t)− w(x, t))dx = 2
2
|R(x, t, )|.
Por consiguiente
d
dt
‖w(·, t)− w(·, t)‖L1(RN ) ≤ 2K,
de lo cual, se deduce que
‖w(·, t)− w(·, t)‖L1(RN ) → 0, cuando → 0,
y por lo tanto
u → v, cuando → 0.
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