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В статье описан метод поэтапного определения класса многомерного
объекта в случае, когда множество классов заранее не известно. Раз-
работанный метод поэтапно решает сначала задачу выделения клас-
сов из изначально нетипизированного разнородного множества объек-
тов, а затем производит классификацию произвольного нового объекта
по выделенным классам. Выделение классов осуществляется на основе
авторского алгоритма каскадной нейросетевой фильтрации, а класси-
фикация объектов – при помощи авторской модели на базе конечного
автомата.
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Введение
Задачи распознавания, или классификации, в настоящее время приобрели осо-
бую актуальность в связи с широким распространением компьютерных систем
идентификации и проверки подлинности данных. В первую очередь это коснулось
систем распознавания изображений: распознавание наземных объектов с борта
БПЛА [1], идентификация автомобильных номеров [2], проверка подлинности под-
писи [3], идентификация человека по фотографии [4-5] и т.д. В других областях
задачи классификации не менее актуальны: распознавание неисправных состоя-
ний технических систем [6-8], классификация психотипов личности в психологии
человека [9], определение класса опасности химических веществ [10] и т.д.
Всем задачам классификации присуща общая черта: множество классов, или
типов, к которым теоретически может быть отнесен каждый новый объект, за-
дается заранее. Так, всем известная классификация психотипов по Гиппократу
включает 4 класса (типов темпераментов) - «холерик», «сангвиник», «флегма-
тик», «меланхолик». Классификация опасности химических веществ: «вещества




Однако на практике предложенные классификации часто являются лишь
условным упрощенным обобщением, и не способны описать реальные свойства
объекта в полной мере. Так, психологи отмечают, что чистые психотипы присущи
лишь психически ненормальным личностям, в то время как рисунок личности здо-
рового человека гораздо сложнее, и не вписывается в типологию Гиппократа. При
классификации химических веществ по степени опасности важным неучтенным
фактором является происхождение опасности и характер его влияния на организм
человека, что также делает общепринятую классификацию недостаточной [11-12].
Относительно бинарной классификации состояния технических систем недостаток
очевиден — мало знать, что система неисправна, важно иметь представление о ха-
рактере неисправности, при этом диагностика системы проводится опосредованно
через измерения набора ее выходных характеристик [13-19].
В такой постановке исследователи заранее могут не иметь заданного набора
классов объектов, и должны выделить классы самостоятельно из имеющегося мно-
жества данных. Например, при стендовых испытаниях газотурбинного двигателя
(ГТД) заранее может быть неизвестно, с какими неисправностями столкнутся ис-
пытатели. Диагностика состояния ГТД производится по наблюдениям за косвен-
ными признаками его функционирования (частоте вращения одного из роторов,
степени повышения давления воздуха за компрессором, температуре газов перед
или за турбиной и др.) [20-23], и для классификации неисправностей вначале необ-
ходимо провести серию испытаний, и сопоставить наборы наблюдаемых парамет-
ров реальным техническим недостаткам двигателя в каждом конкретном случае.
Только после этого накопленный опыт позволит классифицировать неисправности
в будущем по определенным на предварительном этапе классам.
Подобная ситуация, когда изначально объекты для классификации не связаны
с определенными типами, и типы (классы) необходимо выделить в ходе предвари-
тельных экспериментов, часто возникает и в других областях, таких как экология,
где классификацию экологического состояния природных объектов можно прове-
сти только на основе анализа мониторинговой информации [24-28], и др.
Назовем объекты, для которых изначально не указаны их типы (классы), нети-
пизированными.
Задача классификации для нетипизированных объектов, таким образом, будет
включать в себя две подзадачи:
1. Предварительное определение классов, к которым в будущем необходимо бу-
дет отнести некоторый неисследованный объект,
2. Непосредственно классификация, относящая заданный объект к одному из
классов, определенных на предыдущем этапе.
1. Метод определения классов объектов на основе нейросетевого каска-
да
На начальном этапе имеется некоторое «облако» данных, не содержащих в
себе меток классов. Для выделения классов из такого облака предлагается сгруп-
пировать имеющиеся разнородные данные в однородные компактные множества
по принципу евклидовой близости векторов-объектов, каждое из которых и будет
МЕТОД КЛАССИФИКАЦИИ НЕТИПИЗИРОВАННЫХ ОБЪЕКТОВ НА... 85
представлять собой некоторый класс. Такая группировка может реализовывать-
ся на основе различных алгоритмов кластеризации [29-30]. Качество группировки
может оцениваться по критериям SWC (Silhouette Width Criterion - коэффициент
силуэта) — чем выше значение, тем однороднее данные внутри кластеров, коэф-
фициент FM (Folkes and Mallows) — чем ниже коэффициент, тем более отличны
кластеры друг от друга, а также на основе экспертного оценивания [31].
Для повышения качества кластеризации в работе [32] описывался алгоритм
построения модели каскадного фильтра, представляющего собой иерархическую
структуру кластеризующих алгоритмов-нейронных SOM-карт Кохонена. Как по-
казали численные эксперименты, предложенный в работе алгоритм позволяет кла-
стеризовать данные с произвольной заданной точностью.
На основе разработанного в [32] алгоритма предлагается новый численный ме-
тод выделения классов из множества нетипизированных многомерных объектов.
Введем обозначения:
– Ω𝑥 = {𝑋} — множество векторов исходных данных 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑁 ), из
которых выделяются классы,
– 𝑁 — размерность вектора 𝑋 (каждый вектор содержит значения 𝑁 призна-
ков объекта),
– 𝑆𝑝 — SOM-карта с номером 𝑝.
Под SOM-картой понимается нейронная сеть парадигмы «Карта Кохонена»
[33] . Каждая SOM-карта формирует (порождает) кластеры из множества
данных в процессе обучения по алгоритму WTA [34]. При этом каждый кла-
стер ассоциируется с одним или несколькими топологически близко располо-
женными нейронами SOM-карты. Таким образом можно считать, что SOM-
карта содержит в себе кластеры (их прототипы в виде набора нейронов).
Одна SOM-карта порождает несколько кластеров.
– 𝐾𝑡 — кластер с номером 𝑡.
В соответствии с алгоритмом [32], если кластер имеет недостаточную степень
детализации (на основании одного или нескольких критериев оценки каче-
ства кластеризации), он будет разбит на несколько подкластеров. Разбиение
производится при помощи SOM-карты для набора данных, содержащихся в
кластере. Таким образом можно говорить, что кластер может порождать до-
чернюю SOM-карту. Каждый кластер порождает максимум одну SOM-карту.
– 𝑉 = {𝑡} — множество номеров всех кластеров.
– 𝑈𝑝 = {𝑡} — множество номеров кластеров, порождаемых SOM-картой 𝑆𝑝.
– 𝜉(t) — функция перехода со значениями (аргументом функции является но-
мер текущего кластера 𝑡): 𝜉(𝑡) равна номеру дочерней SOM-карты кластера
𝐾𝑡, если кластер недостаточно детализирован, и -1, если кластер 𝐾𝑡 имеет
достаточную степень детализации.
– 𝐿 = {𝑡} — множество номеров кластеров с недостаточной степенью детали-
зации, подлежащих разбиению на подкластеры в процессе вычислений.
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Описываемый метод построит дерево, где каждая вершина представляет собой
обученную SOM-карту c определенным набором порождаемых ею кластеров. Каж-
дая SOM-карта в дереве имеет свой уникальный номер, и каждый кластер так-
же имеет свой уникальный номер. Каждый кластер, не имеющий карт-потомков,
представляет собой выделенный из изначального нетипизированного множества
класс.
1.1 Идея метода
При инициализации определяется корневая вершина дерева, которая представ-
ляет собой SOM-карту 𝑆0 с единственным кластером 𝐾0, в который записываются
все кортежи исходного набора данных. SOM-карта 𝑆0 становится текущей.
Далее определяется однородность данных в каждом кластере текущей SOM-
карты. Если кластер 𝐾𝑡 неоднороден, то он порождает новую SOM-карту 𝑆𝑝 c
заданным количеством кластеров. Назовем эту операцию делением кластера. Но-
вая дочерняя SOM-карта обучается на наборе данных кластера-родителя.
Для запоминания неоднородных, но «неразделенных» кластеров, ведется спи-
сок 𝐿. Процесс деления неоднородных кластеров продолжается до тех пор, пока
не останется ни одного такого кластера, то есть все кластеры будут иметь доста-
точную степень детализации.
Каждому кластеру в построенном дереве приписывается метка класса. Свой-
ства класса определяются аналитически исходя из интегральных свойств соответ-
ствующих терминальных кластеров.
Теперь опишем разработанный метод формально.
1.2 Численный метод выделения классов разнородных объектов на основе каскад-
ной нейросетевой фильтрации
Шаг 1. Создать корневую вершину 𝑆0 с единственным кластером𝐾0, в который
записываются все кортежи исходного набора данных Ω𝑥.
– Задать номер текущей SOM-карты 𝑝 = 0;
– Задать номер текущего кластера 𝑛 = 0;
– Определить множество 𝑈0 = {0};
– Определить список кластеров 𝐿 как пустой: 𝐿 = {}.
Шаг 2. Проверить однородность каждого кластера SOM-карты 𝑆𝑝:
Для всех 𝑡 ∈ 𝑈𝑝:
– если 𝐾𝑡 — однородный, то определить функцию перехода 𝜉(𝑡) = −1,
– иначе включить номер этого кластера в список 𝐿 : 𝐿 = 𝐿 ∪ {𝑡}.
Шаг 3. Если список 𝐿 пуст, то переход к шагу 6, иначе — переход к шагу 4.
Шаг 4. Для всех кластеров 𝑡 ∈ 𝐿 :
4.1 удалить номер 𝑡 из списка 𝐿, т.е. 𝐿 = 𝐿∖{𝑡},
4.2 выполнить деление кластера 𝐾𝑡 и организовать новую SOM-карту, дочер-
нюю по отношению к кластеру 𝐾𝑡. Для этого:
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– задать количество кластеров 𝑐, на которые следует поделить кластер 𝐾𝑡,
– задать номер новой SOM-карты 𝑝 = 𝑝 + 1,
– определить множество кластеров 𝑈𝑝 = {𝑛 + 1, 𝑛 + 2, . . . , 𝑛 + 𝑐},
– создать и обучить SOM-карту 𝑆𝑝 с количеством выделяемых кластеров, рав-
ным 𝑐,
– обозначить выделенные кластеры как 𝐾𝑗 , 𝑗 = 𝑛 + 1, . . . , 𝑛 + 𝑐,
– задать функцию перехода 𝜉(𝑡) = 𝑝. Связать кластер 𝐾𝑡 с новой вершиной —
SOM-картой 𝑆𝑝 согласно значению функции перехода,
– задать номер последнего кластера 𝑛 = 𝑛 + 𝑐.
Шаг 5. Перейти к шагу 2.
Шаг 6. Принять:
– множество всех построенных SOM-карт 𝑆 = {𝑆0, 𝑆1, . . . , 𝑆𝑝} в качестве вер-
шин дерева каскадной кластеризации,
– множество ассоциированных с каждой вершиной (SOM-картой) кластеров
как 𝑈𝑟, 𝑟 = 1, 2 . . . , 𝑝,
– значения построенной дискретной функции 𝜉(·) в качестве закона перехода
между родительским кластером и порождаемой SOM-картой.
Шаг 7. Все кластеры 𝐾𝑡, для которых 𝜉(𝑡) = −1, считать представителями
выделенных в результате вычислений классов. Завершить вычисления.
В результате будет построено дерево с множеством вершин-SOM-карт
𝑆 = {𝑆0, 𝑆1, . . . , 𝑆𝑝}.
C каждой SOM-картой 𝑆𝑟 ассоциировано некое непустое множество кластеров,
т.е. определено множество 𝑈𝑟, содержащее номера кластеров, входящих в 𝑆𝑟. При
этом множества 𝑈𝑟 не пересекаются, а объединение всех 𝑈𝑟 дает в результате
все множество номеров кластеров 𝑉 = {0, 1, . . . , 𝑛}. Каждый кластер может быть
связан с SOM-картой нижнего уровня. Связи между кластерами и SOM-картами
хранятся в виде дискретной функции 𝜉(·).
Пример структуры, генерируемой разработанным методом, можно видеть на
Рис. 1.
В данном примере дерево содержит 6 SOM-карт, т.е. 𝑆 ={𝑆0, 𝑆1, . . .𝑆5}, 13
кластеров, т.е. 𝑉 ={0, 1, . . . , 12}. SOM-карта 𝑆3 содержит 3 кластера 𝐾6, 𝐾7, 𝐾8,
т.е. 𝑈3 ={6, 7, 8}. Кластер 𝐾1 порождает SOM-карту 𝑆2, т.е. функция перехода
от кластера 1 возвращает 2: 𝜉(1)=2. Кластер 𝐾2 не имеет дочерней SOM-карты,
т.е. функция перехода от кластера 2 и от всех таких кластеров возвращает -1:
𝜉(2) = 𝜉(4) = 𝜉(6) = 𝜉(8) = 𝜉(9) = 𝜉(10) = 𝜉(11) = 𝜉(12) = −1.
2. Модель классификации как конечный детерминированный автомат
По выделенным согласно описанному численному методу классам, для каждого
вновь поступающего объекта данных𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑁 ) необходимо принять
решение, к какому из выделенных классов он относится.
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Рис. 1: Пример дерева SOM-карт, построенного согласно методу выделения клас-
сов разнородных объектов
Определим модель принятия решения о принадлежности некоторого входного
вектора к одному из выделенных классов (модель классификации на основе
дерева SOM-карт) как конечный детерминированный автомат вида:
𝐴 = (Ω𝑥, 𝑉, 𝑆, 𝑆0, 𝜉(·));
здесь:
– Ω𝑥 — входное множество,
– V — выходное множество,
– S — множество возможных состояний,
– 𝑆0 — начальное состояние,
– 𝜉(·) — функция перехода .
Опишем эти составляющие более подробно.
На вход автомата подается вектор 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑁 ), принадлежащий вход-
ному множеству Ω𝑥, т.е. декартовому произведению множеств 𝐷1×𝐷2×. . .×𝐷𝑁 ,
где каждое 𝐷𝑖 является областью определения или доменом 𝑖-го признака. Иными
словами, признак 𝑥𝑖 должен принадлежать домену 𝐷𝑖.
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Выходом автомата является метка класса — номер кластера 𝑣, к которому
будет относиться входной вектор 𝑋. Таким образом, выходным множеством ав-
томата является множество возможных номеров кластеров, т.е. целых чисел от 0
до 𝑛: 𝑉 ={0, 1, . . . , 𝑛}, каждый из которых, в свою очередь, представляет один из
выделенных ранее классов.
Множеством возможных состояний 𝑆 является множество вершин (SOM-
карт) дерева, построенного в результате метода выделения классов разнородных
объектов: 𝑆 = {𝑆0, 𝑆1, . . . , 𝑆𝑝}.
Начальное состояние: корневая SOM-карта 𝑆0, содержащая кластер 𝐾0.
Работа автомата заключается в последовательном спуске от корневой вер-
шины 𝑆0 к вершинам нижнего уровня в соответствии с функцией перехода
𝜉(·) : 𝑉 → 𝑃 ∪ {−1}, где 𝑃 представляет собой множество номеров SOM-карт,
т.е. 𝑃 = {0, 1, . . . , 𝑝}, а −1 означает конец работы автомата.
Осталось определить внутренние действия начального состояния 𝑆0 и всех






Для всех остальных состояний:
𝑆𝑟
⃒⃒⃒⃒
⃒⃒ 𝑣 := arg min𝑗∈𝑈𝑟
𝑁∑︀
𝑖=1
(𝑥𝑖 − 𝑤𝑖𝑗)2 ;
𝑟 := 𝜉(𝑣),
где 𝑤𝑖𝑗 — веса нейронов SOM-карты 𝑗.
Модель описанного конечного автомата можно представить в виде диаграммы
состояний UML (State Machine Diagram) следующим образом:
Рис. 2: Диаграмма состояний классифицирующего автомата по принципу ней-
росетевой каскадной фильтрации
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3. Результаты вычислительных экспериментов
Разработанный метод классификации нетипизированных многомерных объек-
тов был опробован на задаче определения типов поверхностных вод в 15 точках
водоотбора на реках Кама, Волга, Свияга, Казанка, Ашит, Сулица, Меша, а также
Куйбышевском водохранилище [35].
Каждый объект — проба поверхностных вод — характеризовался 33-мя физико-
химическими показателями (содержание в воде металлов, показатели электропро-
водности, органических соединений и др.) и описывается вектором 𝑋 = (𝑥1, 𝑥2,
. . . , 𝑥33):
1. координата точки водоотбора,
2. координата точки водоотбора,
































Всего множество данных содержало 151 объект.
На первом этапе при помощи численного метода выделения классов разнород-
ных объектов на основе каскадной нейросетевой фильтрации было определено 11
классов, или типов, вод. Степень однородности кластеров оценивалась экспертно.
При этом был построен двухуровневый нейросетевой SOM-фильтр вида:
Рис. 3: SOM-дерево, соответствующее процессу выделения классов из множе-
ства данных о составе поверхностных вод
Характеристики каждого из 11 выделенных классов (типов) поверхностных
вод были затем описаны экспертами предметной области на основании анализа
векторов кластеров, представляющих соответствующие классы, например:
– Тип 1 (кластер К5) — относительно чистые воды с высокой минерализацией;
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– Тип 2 (кластер К6) — воды с высоким загрязнением металлами и нефтепро-
дуктами с низкой минерализацией;
– Тип 3 (кластер К7) — воды низкой степени минерализации и незначительным
общим загрязнением;
и так далее.
Для проверки адекватности модели классификации на основе дерева SOM-карт
были определены классы 25-ти тестовых объектов, для которых модель правильно
определила классы в 100% случаев.
Заключение
Разработанный метод классификации нетипизированных объектов на основе
каскадной нейросетевой фильтрации позволяет выделять классы из множества
данных, первоначально не имеющих меток классов. Дальнейшее применение мо-
дели классификации на основе разработанного детерминированного автомата поз-
воляет классифицировать вновь поступившие на вход модели вектора данных в
соответствии с разработанным методом. Практические вычислительные экспери-
менты подтверждают эффективность разработанных методов и алгоритмов.
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