Application performance on high-performance shared-memory systems is often limited by sharing patterns resulting in cache-coherence bottlenecks. Current approaches to identify coherence bottlenecks incur considerable run-time overhead and do not scale. We present two novel hardwareassisted coherence-analysis techniques that reduce trace sizes by two orders of magnitude over full traces. First, hardware performance monitoring is combined with capturing stores in software to provide a lossy-trace mechanism, which is an order of magnitude faster than softwareinstrumentation-based full-tracing and retains accuracy. Second, selected long-latency loads are instrumented via binary rewriting, which provides even higher accuracy and control over tracing, but requires additional overhead.
INTRODUCTION
Recent high-performance computing platforms incorporate multiple processors connected by a fast interconnection system. Many of these systems provide different degrees of shared-memory abstraction. Examples of this approach include clusters of SMPs with multiple processing chips sharing memory over a bus-based coherence protocol (e.g., Intel Xeons), chip multiprocessors (e.g., the IBM Power5), and large-scale cache-coherent NUMA machines (e.g., the SGI Altix).
Scientific codes on such machines incorporate data parallelism, i.e., multiple threads of the program work on different parts of the data set in parallel. The underlying coherence protocol in hardware ensures that each processor always accesses the most recent version of the data element. Application performance and scalability is affected to a significant degree by the sharing pattern of data among the application threads and its impact on the cache-coherence system.
Sharing patterns that result in frequent invalidations followed by subsequent coherence misses represent cache-coherence bottlenecks with significant performance penalties. However, the complexity of the hardware makes it difficult for programmers to assess the effects on shared resources, specifically those imposed by cache-coherence traffic between processors, for the multitude of architecture variations (bus-based SMPs versus CMPs versus directory-based SMPs). Thus, users need a scalable performance analysis methodology to detect coherence bottlenecks.
Coherence behavior can contribute significantly to wall-clock time. Mixedmode scientific parallel applications often support a hybrid MPI + OpenMP model, but tend to be more optimized for MPI performance, and only to a lesser extent for their OpenMP usage. Our previous work addresses this problem and pinpoints potential coherence bottlenecks [Marathe et al. 2004] . We showed that code transformations can result in up to 73% improvement in wall-clock time for large-scale NNSA ASC benchmarks [LLNL 2002 ], closely resembling production code. In addition, with the advent of multicore architectures, there is growing interest in using OpenMP for shared-memory parallelism. In this paper, we describe efficient techniques to understand sharing behavior of such multithreaded programs.
Prior work on cache-coherence focused on simulation of coherence protocols and performance enhancements techniques to reduce coherence traffic. Architectural simulators support a multitude of coherence models in their implementation. These simulators and systems operate at different levels of abstraction ranging from cycle-accuracy over instruction-level [Burger et al. 1996; Hughes et al. 2002; Nguyen et al. 1996; Brewer et al. 1992; Davis et al. 1991] to the operating system interface [Rosenblum et al. 1995] . Past work on performance tuning concentrates on program analysis to derive optimized code [Krishnamurthy and Yelick 1995; Satoh et al. 2001] .
More recent work on identifying coherence bottlenecks is based on tracing memory accesses via dynamic binary rewriting [Marathe et al. 2004; Tao and Weidendorfer 2004] . This approach can reduce the trace collection overhead by an order of a magnitude or more over conventional hardware simulators. However, the execution time overhead is still significant compared to the uninstrumented performance of the application. Because of this, the approach does not easily scale with larger data sets. It is useful for hot-spot analysis over short periods of time, but it is infeasible for the analysis of the entire execution of long-running applications. In practice, this may discourage programmers from using such an analysis tool. These past approaches are slow because of the reliance on purely software-based techniques to obtain data traces, either by means of slow hardware simulations or via software instrumentation with significant overhead per access point.
In this paper, we present novel low-cost hardware-assisted methods to determine coherence bottlenecks in shared-memory applications. These methods use existing processor features to reduce collected trace sizes and execution overheads by a significant degree.
Our first method, performance-monitoring unit (PMU)-based tracing, uses the Itanium-2 hardware performance monitor (PMU), which accurately associates data addresses with load instructions and filters interrupts for these instructions based on a latency threshold. The PMU also provides sampling frequency support. We combine the PMU support with an efficient software technique to capture store data addresses to provide a lossy-trace mechanism.
Our second method, targeted tracing, provides more control of the tracing process. In this approach, we first use the PMU latency-based filtering to cut down on the number of instructions to instrument. This reduced set of instructions is instrumented using binary rewriting. Each load instance is timed and only loads that exceed a software-defined latency threshold are captured. Stores are sampled with different sampling intervals.
We evaluate both methods with a large set of OpenMP benchmarks. We compare them against a naïve software instrumentation-based approach that captures the entire access trace of the program. We explore the tradeoffs between accuracy of the results based on reduced traces obtained with our methods versus the size of the collected trace and the overhead of trace collection. A method is considered accurate if it generates results that closely resemble the results generated using the full trace. Section 4.1 details the metrics, namely, coverage fraction (most frequent coherence misses we detect versus those in the full trace) and number of false positives (references that we false identify as coherence misses).
We show that both of our methods reduce the number of loads captured by more than two orders of magnitude over the full trace. The PMU-based method is more than an order of a magnitude faster than software-instrumentation based full-tracing. Its accuracy, a metric first introduced below and detailed in Section 4.1, is high accuracy on most benchmarks. Targeted tracing provides even higher accuracy and control over the tracing process, at the cost of additional overhead compared to the PMU-based method.
To the best of our knowledge, our methods significantly outperform any prior approaches. For the first time they make cache-coherence analysis feasible for long-running applications.
In this paper, we make the following contributions:
r Two new hardware-assisted tracing methods for coherence analysis; r PMU-based method: Design of a PMU-based method to filter out irrelevant accesses and to reduce trace collection cost by an order of magnitude; r Targeted method: Design of software-based tracing enhanced by PMU support to prune the set of instrumented access points to reduce the tracing cost; r Use of cycle accurate hardware timing registers to filter out accesses, unrelated to coherence, to cut trace sizes by two orders of magnitude (for targeted method); r Definition of two coherence trace accuracy metrics: coverage fraction (most frequent coherence misses detected versus those in the full trace) and number of false positives (references that misidentified as coherence misses); r Comparison of our two novel tracing methods to software instrumentationbased full tracing, including evaluations of their execution overheads, of their trace sizes, and of their accuracy; r Demonstration that PMU-based tracing usually has high accuracy and reduces the trace size and collection cost by orders of magnitude; r Demonstration that targeted tracing also decreases the trace sizes by two orders of magnitude and significantly reduces execution overhead while generating results that are more accurate than the PMU-based method, but at a relatively higher execution cost.
The paper is structured as follows. First, we demonstrate the usefulness of detailed source code-correlated coherence metrics. We then describe the two hardware-assisted trace capture approaches. Next, we sketch the experimental setup and results. Finally, we contrast our approach with prior work and summarize our contributions.
SOURCE-CORRELATED STATISTICS
In prior work, we used a full-tracing approach to extract complete access traces from OpenMP applications [Marathe et al. 2004] . These traces were fed to an incremental coherence simulator, which generated detailed source-code correlated coherence metric information. In this paper, we compare the accuracy of this simulator's results based on a new hardware-assisted lossy-tracing approach. Before detailing our new approach, we motivate the need for source-code correlated coherence characteristics.
Consider SMG2000, a production-quality OpenMP benchmark from the ASCI Purple suite [LLNL 2002] . The example stems from our prior work [Marathe et al. 2004] . SMG2000 is a large benchmark with approximately 24,000 lines of code in over 72 files and approximately 69 OpenMP regions. Using a conventional architecture simulator or hardware performance counters, coarse-level results can be obtained, similar to those shown in Figure 1a . The numbers indicate a possible coherence bottleneck (most L2 misses are coherence misses). Which parts of the source code are responsible for the bottleneck? What source code references compete for the same shared data causing invalidations and coherence misses?
Fundamentally, we cannot answer these questions only with aggregate metrics; we must "drill-down" and associate coherence metrics with elements in the high-level source code. Our coherence simulator generates such correlated results (shown in Figure 1b) . Top references in processor 1 are suffering coherence misses and true/false sharing invalidations, depicted in descending order. This information provides insight into sharing patterns in the application and guides the programmer toward probable causes and optimization strategies. For example, the table shows that the rp Read[] reference on line 289 of smg residual.c incurred many coherence misses and received many falsesharing invalidations.
EXTRACTING MEMORY ACCESS TRACES
We evaluate a variety of access tracing schemes with different degrees of hardware assistance. We start with a purely software-instrumentation based scheme. We then describe a pure hardware scheme that leverages the PMU's capabilities to filter out irrelevant accesses and generates results based on a fraction of the remaining accesses. Finally, we describe a composite targeted tracing method that uses hardware profiling and timing mechanisms to focus the software memory capture only on interesting memory accesses.
r Pure software-based instrumentation: Software instrumentation can be inserted either by the compiler, a static binary rewriter, or via dynamic binary rewriting. The instrumentation intercepts memory access instructions and captures the resulting memory access trace. r PMU-based lossy tracing: We introduce a new lossy tracing mechanism that uses the Itanium-2 PMU capabilities to capture long-latency loads. The latency threshold can be increased to make the capture mechanism more selective (i.e., only capture the L1 miss stream or L2 miss stream). r Hardware-assisted targeted software tracing: Naïve software instrumentation can generate a large volume of accesses, which is difficult to store and process. We introduce a composite method that first uses the PMU to filter out load-instruction addresses that never miss in cache. In a later run, we only instrument the remaining load access points. The software tracer times each tracked access and only captures accesses exceeding a software-defined latency threshold.
We evaluate these methods with respect to three properties: cost, trace size, and accuracy. Their definitions are given below.
r Cost: This measures the execution time overhead inflicted on the target program by the trace capture mechanism. Software instrumentation-based tracing has been shown to increase execution time by anywhere between five to two orders of magnitude, at best [Marathe et al. 2004; Mohan et al. 2003 ]. r Trace size: This measures the number of memory accesses in the trace. Each access is described by two fields: the address of the instruction that generated the memory access and the data address that the instruction was accessing. As discussed before, software instrumentation-based tracing leads to very large trace sizes, so that access to secondary storage becomes the main bottleneck during the analysis. Online trace compression mechanisms can reduce this overhead, but they cannot eliminate it. r Accuracy: This measures the degree of closeness between the results generated using a tracing method versus the results generated using the full memory access trace. Section 4.1 details the metrics, namely, coverage fraction and number of false positives. For example, when considering coherence misses, the coverage fraction measures the number of coherence misses recognized by using a tracing method versus the number of coherence misses recognized using the full trace (for a selected set of top-source code locations). The false positives are the source code locations that do not appear in the full trace-based results, but do appear in the lossy trace-based results. Falsepositives are misleading and the number of false positives should be low for a lossy trace-based method to be effective.
We now describe the PMU-based hardware lossy tracing scheme and the hardware-assisted targeted tracing scheme in detail.
Method I: PMU-Based Lossy Tracing
Hardware performance monitoring provides new opportunities to gather performance metrics. For example, obtaining the information from hardware performance counters is extremely low cost and supplies interesting aggregate metrics, including metrics on the performance of the memory hierarchy. However, the aggregate nature of performance counters limits its applicability to only coarse-grained analysis. Finer-grain data is required to pin-point performance bottlenecks in the program, i.e., data traces are needed not just to detect the existence of cache-coherence bottlenecks, but to identify their source and cause.
Hardware-based support for obtaining data traces is beginning to be available on a few high-performance architectures (e.g., on the Itanium-2 and Power architectures). The most sophisticated and flexible, yet readily accessible support at the user level, is found on the Itanium-2 [Intel Corp. 2004] .
3.1.1 PMU Operation. A simplified view of the Itanium-2 PMU operation for tracing long-latency loads is shown in Figure 2 ; full details are available elsewhere ]. The PMU supports selective tracking of load instructions based on a latency threshold.
If a PMU-tracked load exceeds a user-configured latency threshold value, it qualifies for capture, otherwise it is ignored (Filtering). Since access latencies monotonically increase cache levels further away from the processor, the threshold allows selective capturing of the load-miss stream (e.g., the L1-D miss stream or the L2 data load-miss stream).
Each filtered load increments the PMU overflow counter. By appropriately initializing this counter, the user can vary the sampling rate for the captured long-latency load stream (Sampling). The Itanium-2 has special support to capture the exact instruction address (IP) and the corresponding data address being loaded (EA) for the sampled long-latency load. In contrast, counter overflowbased sampling on other processor architectures can give misleading instruction addresses for the missing load because of superscalar issue, deep pipelining, and out-of-order execution ].
3.1.2 Lossy Tracing. All loads that miss in cache must take more than a fixed number of cycles to execute (the cache miss latency). Ideally, by setting the cycle threshold of the PMU below this fixed value, we could capture the cache miss stream. However, in our experiments with a specially designed microbenchmark, we observed that the PMU was able to capture only 10% of the total loads that missed in cache, even at the highest sampling rate. There are two reasons for this. First, the PMU can only track one load at a time out of potentially many outstanding loads because of hardware restrictions. Second, the PMU uses randomization to decide whether or not to track an issuing load instruction in order to prevent the same data cache load miss from always being captured in a regular sequence of overlapped cache misses. Thus, the load-miss trace available for capture is lossy. Furthermore, the Itanium-2 only supports tracking of loads, but not of store instructions. Can we obtain sufficiently reliable information about cache-coherence bottlenecks given the lossy nature of the trace? How can we leverage the limited PMU capability to track stores (essential for modeling coherence traffic) efficiently and without reintroducing prohibitively high run-time overhead? In the following, we detail our approach to hybrid hardware/software tracing that addresses these questions.
3.1.3 Tracking Stores. We statically rewrite the sequence of instructions to substitute a store with a sequence that, besides performing the store operation, invalidates the cache line of the referenced data before reloading. Thus, the load results in a cache miss, which can be natively traced by the hardware. We annotate rewritten stores to distinguish them from original load misses, i.e., we can identify them by the IP of the rewritten instruction.
We sketch our store rewrite mechanism here. The store is rewritten into an xchg (atomic exchange) instruction, which swaps a register value with the memory location indicated by the address register. Effectively, the exchange results in a memory load and a memory store. Since the xchg involves a load operation, the PMU can track this instruction. On our platform, we observed that the xchg always took more cycles to execute than the published latency cycles for a L2 cache hit. This allows us to filter out most of the L2 load hits and still capture a lossy fraction of the instrumented stores (i.e., xchg instructions).
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This store-tracking mechanism incurs only minimal execution overhead, as our results demonstrate. Future hardware may include native support for store tracking, which would (1) facilitate our overall efforts and (2) alleviate the need for static binary rewriting.
There are several other ways in which stores could potentially be captured. Our second tracing method (Section 3.2) uses software tracing to capture a fraction of stores. This method has higher overhead than the mechanism discussed above (since it is implemented fully in software), but allows finer control over trading off overhead versus the volume of stores captured. We explore this aspect further in Section 7. Stores could also be captured by exploiting virtual memory protection mechanisms. In this method, a range of virtual memory pages could be protected against write access. A store to data in any of these pages will cause an access violation and the store access can be captured in the fault handler. However, the virtual memory page would then need to be unprotected, the write reexecuted, and the page reprotected-all within the handler routine. Performance results of such a method are beyond the scope of this paper, but the overhead of calling a handler, issuing two more system calls, and communicating the value to write to the handler (since it is typically not available inside the handler), possibly requiring instruction disassembly, seems prohibitively high.
3.1.4 Sampling Loads. We track long-latency loads through the Itanium-2 PMU interrupt mechanism. However, a high rate of interrupts results in considerable overhead in execution time. Thus, we investigate several sampling rates, denoted as OV − r for a sampling rate of every rth event (high-latency tracked load). The Itanium-2 PMU hardware actually facilitates statistical sampling in another way. The PMU randomizes whether or not to track a particular load instruction as it is dispatched into the pipeline. This reduces the likelihood that consecutive tracking candidates originate from the same load (IP) and, thus, spreads the tracked loads over multiple references (IPs) in tight loops.
Recall that we observed a 90% loss of data references at even the highest sampling rate (OV-1). Even lower rates (OV-2 and higher) accentuate this loss but, at the same time, considerably reduce the interrupt overhead, as will be shown. Such trace data loss may impact the validity of observed coherence traffic. By skipping references in a trace, a coherence miss may not be observed at all. At other times, the coherence miss may be seen, but its correlation to an invalidation may be inaccurate, i.e., the closest store (on another processor) may not be part of the trace such that a much earlier store is falsely implicated. Our experiments assess the validity of coherence analysis under different degrees of "lossiness." By increasing the sampling interval, we can decrease the overhead of tracing-at the cost of having fewer trace records available for simulation. This may impact the quality of the trace-based coherence simulation. Our experiments explore the tradeoff between these two factors (overhead versus impact of the increased lossiness on result accuracy).
Method II: Hardware-Assisted Targeted Software Tracing
In our experiments, we will show that the PMU-based tracing scheme is very fast, compared to software tracing. However, the lossy nature of the generated scheme may lead to a decrease in accuracy. Our second method emulates the action of the PMU in software, by timing individual loads, and only capturing the loads that exceed the cycle threshold. Thus, we expect to filter out the bulk of load accesses that hit in cache, but without the lossiness that comes with the PMU-based approach.
This process works as follows. In the first step, we reduce the potential set of load access points that must be instrumented. We run the target program without software instrumentation and set the PMU latency threshold greater than the latency (in cycles) for an L3 cache hit (64 cycles in this paper). We find the set of load instructions that do not appear in the PMU-logged trace at all. We remove these load instructions from further analysis, since they will not contribute to coherence traffic. The rationale for this decision is as follows. Consider the set of load instructions that do not occur at all in the PMU-generated trace. There are two possible causes. First, these loads could occur frequently but mostly hit in the L3 cache (or higher levels of cache). These loads can be ignored as they do not cause coherence traffic since they hit in processor-local caches. Second, some of these load instructions have high L3 miss rates, but occur infrequently enough that our lossy PMU-based trace does not have a single occurrence of them. Since these loads execute infrequently, we can ignore them without affecting the accuracy of the resulting coherence simulation. Recall that the accuracy metric only considers the top references resulting in coherence misses.
In the second step, we use a dynamic binary rewriter to instrument the remaining load-access instructions and rerun the program. For every instrumented load, the instrumentation uses a high-resolution timer to measure the number of processor cycles needed to load from the memory location accessed by the load.
2
The access is logged only if it takes more than a software-defined cycle threshold. The cycle threshold is set high enough (64 cycles) so that most of the loads that hit in the processor's caches (and, therefore, do not generate coherence traffic) are filtered out.
We capture a superset of the cache load-miss stream, i.e., there are some loads in the captured trace that would hit in the processor's caches in the original target execution. This occurs because of two reasons. First, in addition to missing in cache, loads can also be delayed because of other factors, such as a TLB miss or bus contention. Second, the instrumentation mechanism perturbs the processor caches and causes additional misses to occur. As we shall see in the experimental evaluation, even with these caveats, the number of loads captured is still reduced by multiple orders of magnitude over the original full-sized trace.
Using timing thresholds, we can filter out many load accesses that hit in cache. The case of store instructions is different. Even stores that hit in cache can cause invalidations to occur in remote processors' caches if the memory line being written to is shared. Since the cache line states are not visible to software, there is no way to know whether a particular stores caused an invalidation or not. Thus, we potentially must capture all the stores that occur; the later coherence simulation will indicate whether the store actually resulted in an invalidation. In our experiments, we vary the software sampling rates for the capture of stores and evaluate its impact on the accuracy of the coherence simulation results.
EXPERIMENTAL FRAMEWORK
In the following, "reduced-trace" refers to hardware-assisted methods (PMUbased and targeted tracing), which filter out some accesses from the trace. "Full-trace" refers to the naïve software instrumentation-based tracing, which captures the entire memory-access trace of the target program. Figure 3 shows a high-level comparison of the full-trace based method and the two hardware-assisted methods that we introduce in this paper. In all of our methods, a memory-access trace is generated for the target benchmark. The trace is used offline for incremental coherence simulation. The coherence simulator associates coherence metrics with high-level source code constructs using symbolic information extracted from the target executable. The chief difference between the methods lies in the generation of the memory access trace. The naïve software tracer (extreme left in Figure 3 ) logs all memory accesses irrespective of hits or misses. PMU-based and targeted tracing filter out some access, as discussed before.
For full-tracing and targeted tracing, we use the PIN tool on the Itanium-2 for software tracing of memory accesses [Patil et al. 2004; Luk et al. 2005] . The instrumentation points are placed at memory accesses. As the benchmark executes, its memory-access trace is captured and written to stable storage. This approach is functionally similar to our previous work [Marathe et al. 2003 [Marathe et al. , 2004 using DynInst [Buck and Hollingsworth 2000a] . In addition, we instrument OpenMP constructs in the benchmark source codes for all the methods. This instrumentation allows the coherence simulator to partition the memory-access traces and correctly model ordering semantics in the OpenMP program.
The coherence simulator uses the extracted address traces for coherence simulation. The simulator models the cache hierarchy of the target platform. For this paper, we model the MESI coherence protocol that our target platform uses . Note that when using reduced traces (targeted and PMUbased tracing), the trace does not contain the vast majority of accesses that hit in cache and were filtered out by the PMU. In addition, the PMU-generated trace is lossy. Thus, the simulation with PMU traces is not accurate with respect to cache-capacity constraints; since we do not have all references in the trace, we cannot model the cache replacement policy accurately. For instance, it is possible that a memory line that would have been flushed from the cache in reality is still resident in the cache when another processor writes to it. In this case, we would inaccurately count this event as an invalidation (since data was found in the cache). However, as our results show, even with this constraint our results are quite accurate for the benchmarks we study. Because of the above reasons, the simulation with reduced traces may not be accurate with respect to absolute values of uniprocessor-related metrics (hits, misses, etc.). However, we are interested in the relative ranking of source code references compared to their rankings when using the original trace. The programmer uses hardware counters to first determine that a coherence bottleneck exists. The reduced trace methods can then be used to obtain the top-ranked references for coherence metrics. The purpose of this work is to assess how close these results are to the full trace results.
The simulator generates coherence metrics per reference, i.e., a source code location (filename::line number). Our evaluation considers these two coherence metrics: r Invalidations caused: The number of times a write generated by this source code location caused an invalidation in the cache hierarchy of some other processor. A write causes an invalidation if the data line is also cached in another processor in shared state. The remote reference is invalidated while the local one becomes exclusive. r Coherence misses encountered: A coherence miss occurs when a processor accesses a shared data element whose cache line state is Invalid, indicating that the memory line containing the data element was previously invalidated by some other processor.
These metrics help the programmer to understand the sharing and movement of data among processors. The full-trace based results are compared to the results obtained using reduced traces generated by the hardware-assisted frameworks.
Our experiments use a set of 10 OpenMP benchmarks for our experiments. The benchmarks are described in Table I .
The NAS benchmarks are C language OpenMP versions of the original NAS-2.3 serial benchmarks [Bailey et al. 1991] provided by the Omni Compiler group [Omni 2003 ]. SMG2000 and sPPM are part of the ASCI Purple benchmark set [LLNL 2002] . The benchmarks are used with comparatively small data sets (class S for NAS), since the full-trace software tracing method used for comparison has prohibitively high run-time and trace size overhead with full-sized data sets. BT, IS, and sPPM are run with larger data sets for the PMU-based tracing method (see "Data Set" column depicting data set for software tracing runs/ data set for pmu-based tracing runs). The original code for BT and LU also had some manually unrolled loop iterations. We undid this source-level unrolling to decrease the number of source code references taking part in coherence activity (however, the compiler can unroll these loops during compilation). For sPPM, we use a larger simulated cache size to allow the benchmark to exhibit coherence activity.
For all benchmarks, the OpenMP scheduling policy for loops was set to static scheduling, and the nowait clause was removed from OpenMP worksharing constructs. For PMU-based tracing, we bound each thread to a distinct processor. The experiments are carried out on a 2-processor Itanium-2 SMP Linux system. All benchmarks were compiled at -O2 optimization level.
Design of the Comparison Metric
We evaluate the accuracy and usefulness of the simulator results that use reduced traces. Results in the next section show that reduced traces usually contain far fewer memory accesses compared to the full trace (reductions of over an order of magnitude). Consequently, the reduced traces may cause the simulator to generate misleading coherence traffic since many of the original accesses are absent. In the following, we describe our quality measures to gauge the accuracy of reduced trace results compared to results obtained using the full trace for the two coherence metrics of invalidations caused and load-coherence misses. We consider only load misses when looking at coherence misses, since store misses usually do not stall the issuing processor and, therefore, are not a bottleneck.
We consider two measures for quality: r Coverage fraction: Results using the reduced trace will give a set of top references with respect to the coherence metric (e.g., for load coherence misses). The coverage fraction indicates what fraction of the total coherence misses these reference account for in the original results. r Number of false positives: Because of the large number of accesses missing from the reduced traces, the coherence simulation may incorrectly attribute coherence traffic to some reference. We count the number of references in the selected reduced-trace based results that have a zero coherence value in original set of results.
We perform two different comparisons. First we compare the full-trace results against the lossy trace-based results obtained with PMU-based tracing. Next, we compare the full-trace results against the reduced trace-based results obtained with targeted tracing. r Full trace versus PMU-based lossy results. We generate the above two measures as follows. Each benchmark is run twice. In the first run, we use software instrumentation to extract the full memory access trace from the benchmark execution and use it for coherence simulation. These simulation results constitute the original result set for comparison of quality. The benchmark then is run again and lossy traces are obtained using our PMU-assisted method. These traces are similarly used for coherence simulation and the simulation results generated constitute the lossy result set.
The coverage fraction is calculated as follows. The simulator output for a particular input memory trace consists of a list of references. For the experiments in this paper, a reference is a source code location, i.e., a unique filename::line number identifier. Associated with each reference are the values for each metric (load coherence misses or invalidations caused). We have two sets of simulator results-one generated using the full trace (obtained via software instrumentation) and the other generated using the lossy, PMUgenerated trace. Both these result sets are sorted in descending order for the particular metric being considered (load-coherence misses or invalidations caused). Then, we select the top 10 references from each result set and compare the coverage 3 obtained by each.
V1
= Cumulative coverage in the original result set of the top 10 references obtained using full traces for simulation. V2 = Cumulative coverage in the original result set of the top 10 references obtained using lossy traces for simulation.
Coverage fraction = (V 2 /V 1 ) * 100%
r What do the quality metrics signify?: The coverage fraction compares the coverage obtained with references generated by lossy-trace based simulation versus the optimal coverage that is possible with the top 10 references for the coherence metric under consideration. The top 10 references in the lossy trace results may not be identical to the top 10 references selected by the full-trace results. This happens when coherence activity is diffused over many source code references, which result in very similar coherence metric values. The number of false positives gives an indication of how potentially misleading the lossy-trace based results potentially are. References from the top 10 lossy-trace result set that have a zero metric value in the original results are classified as false positives. A low number of false positives assures that lossy-trace results still correctly represent the actual coherence traffic. r Full trace versus targeted tracing-reduced trace results: We use the same quality metrics of coverage fraction and false positives for this comparison. We characterize the accuracy of the results for different store sampling intervals. The store sampler uses a random number generator to sample store instances with varying probability. We experiment with store sampling probabilities of 1.0, 0.25, 0.10, and 0.05, which correspond to capturing an average of all, 25, 10, and 5% of stores in the full trace.
HARDWARE PERFORMANCE COUNTERS
Before using the simulation tool to generate detailed source code correlated statistics, the programmer should determine that a potential coherence bottleneck exists with the benchmark running on the target execution platform.
• J. Marathe et al. In this section, we describe this characterization using hardware performance counters on our chosen platform (Itanium-2). To our knowledge, this is the first reported use of these counters to characterize shared memory OpenMP coherence traffic.
Performance Events
The Itanium-2 has four performance counters, which can be used simultaneously. We monitor the following four performance events Event 1 counts a processor's write cache misses for which the data was found in some other processor's cache whose cache line was in the "Modified" (i.e., dirty) state.
Events 2 and 3 count the processor's read cache misses for which the data was found in some other processor's cache (HITM stands for "Hit cache line in Modified(M) state").
Each of the above transactions implies bus traffic to transfer the cache line from the remote cache to the requesting processor's caches. The sum of events 1-3 gives an upper bound on the coherence misses encountered by the processor.
We compare this coherence miss value to the total number of data bus transactions issued by the processor (event 4). A potential bottleneck exists if the coherence misses are a significant portion of the total number of coherence transactions.
Characterization
Each OpenMP thread was bound to a distinct processor. Figures 4a and b show the normalized values for the four events for each processor. The graphs show that many of the benchmarks have significant coherence activity. Event 3 constitutes the largest percentage of transactions in most benchmarks with significant coherence activity. Modified data lines are "pulled" from the local processor cache to the remote processor issuing reads to the same data line. For BT, the bulk of the transactions are as a result of event 1. This indicates that multiple processors are writing to the same shared data line causing data to circulate among the local and remote caches. The results are not symmetric across processors for many benchmarks; CG, SMG2000, and SP have distinctly different compositions and magnitudes of coherence misses on processor 2 as compared to processor 1.
Hardware counters can detect significant coherence traffic. However, counter values do not indicate the cause of the coherence bottleneck. Our lossy tracebased framework provides detailed source code-correlated statistics that provide a "drill down" into the bulk statistics and, thus, insights into the sharing patterns at application source-code level.
For EP, the total coherence misses amount to only 0.6% of the total transactions. This is expected as EP is an "embarrassingly parallel" benchmark and there is little communication between processors. Similarly, IS has very few coherence misses (2.4% of total transactions). Thus, we do not further analyze the EP and IS benchmarks.
EVALUATING PMU-BASED LOSSY TRACING
In this section, we shall evaluate the PMU-based lossy tracing method with respect to cost and accuracy. Cost comprises the execution overhead of tracing and the volume of accesses that are captured. Accuracy measures how good the generated lossy trace is compared to using the full trace.
We obtained lossy traces with the hardware PMU configured at sampling intervals of 1, 2, 3, 4, and 8 (OV1 to OV8 in the graphs). We used a cycle threshold of 8 cycles, i.e., a load (or xchg) can only qualify for PMU tracking if it takes eight or more cycles to complete, which corresponds to the access latency of an L2 cache miss for loads on the Itanium-2 ]. The latency thresholds can only be set in powers of 2 and a threshold less than 8 cycles (i.e., 1, 2, or 4 cycles) is not useful as it would also capture loads which hit in the L1 or L2 caches. The graphs show that our method decreases the number of accesses collected by one to two orders of magnitude compared to full tracing. This considerable decrease results from the PMU's ability to discriminate and track only longlatency loads, ignoring the far more frequent low-latency accesses that hit in the L1 and L2 caches. The number of accesses logged linearly decreases for larger sampling intervals. The normalized fraction of stores traced is remarkably similar across benchmarks, while there is more variation in the fraction of loads traced. Our annotation mechanism for stores causes this effect: all dynamic instances of the annotated stores will miss in cache and will be eligible for PMU tracking. However, only those dynamic instances of loads that miss in cache (i.e., long-latency loads) are eligible for PMU tracking; hence, the fraction of loads tracked varies with data cache hit rates of different benchmarks. The actual sampling rate of stores will depend on several factors including: the mix of floating point and integer instructions, the temporal rate of memory accesses, and the ratio of reads to writes. However, some filtering will always occur.
Accuracy of Results
Figures 6 and 7 depict the accuracy of the results using lossy traces for the two metrics of invalidations caused and coherence misses. Because of space constraints, only the results for processor 1 are shown. The results for the other processor are similar.
We compare the accuracy of the results using the yardsticks of coverage fraction and number of false positives, as described in Section 4.1. Figures 6a  and b , respectively. The results are shown for different sampling intervals (OV1 to OV8). For OV1, the coverage fraction ranges from 36 to 100%, averaging 86%. Except for SP, all benchmarks show a very high coverage fraction of greater than 82%. Looking at the number of false positives, no benchmark, except for FT and SP, has any false positives at sampling interval OV1. Thus, in most cases, we achieve very high coverage fraction values without false positives in the lossy-trace results. For SP, the benchmark has a large number of invalidation-causing store references. There are more than 100 source code store references with a nonzero count of invalidations in the full-trace results. The lossy-trace results are similarly diffused over many store references. The top 10 references selected by lossy-trace results do not include some of the top references from the full-trace results because of which the coverage fraction is low.
Metric: Invalidations Caused. Consider the results for invalidations depicted for coverage fraction and the number of false positives in
For FT, there are three false positives. All these false positives are stores that immediately follow the correct invalidation-causing store. For example:
The first store on line 808 causes the actual invalidations. However, because of lossy tracing, the first store is sometimes not recorded, but the second store on line 809 is. In this case, the invalidation is misattributed to line 809, since both the stores access the same cache line. Advanced dependence analysis might help eliminate this type of false positives. Interestingly, the coverage fraction and the degree of false positives do not change significantly as the sampling interval increases. Thus, accuracy does not degrade perceptibly, even with smaller traces and less execution overhead (and larger sampling intervals). Figures 7a and b show that accuracy metrics for coherence misses, for which accuracy is dependent on the benchmark. The coverage fraction at OV1 ranges from 57 to 99% with an average value of 81%. SP and BT have comparatively low coverage fraction values of 63 and 58%, respectively. Four of the eight benchmarks (CG, FT, LU, SMG2K) have coverage fraction values greater than 95%.
Metric: Coherence Misses.
At OV1, most benchmarks have a low number of false positives (Figure 7b ), except for BT(5) and CG(4) with an average of two. Thus, on average, 8 of the top 10 references generated using lossy traces are correct. As the sampling interval increases from OV1 to OV8, the average coverage fraction decreases from 81 to 71%, mainly as a result of a large drop in the coverage fraction value of BT. Similarly, increasing the sampling interval from OV1 to OV8 increases the average number of false positives from two to three, mainly because of a steep rise in the number of false positives for BT (9). The anomalous behavior of BT is explored in more detail below. Except for BT, most other benchmarks have large coverage fraction values and relatively low number of false positives.
BT
As seen in the last section, lossy-trace based simulation generates very poor coherence miss results for BT. As Figures 7a and b show, BT has a very large number of false positives, even at the highest sampling interval of OV1. As the sampling interval increases, the number of false positives increases, which also causes the coverage fraction value for BT to sharply decrease (since most of the lossy-trace generated references have zero metric value in the full-trace results).
There are multiple causes for BT's poor behavior. First, the simulation results with full traces show that over 90% of the overall coherence misses are store misses. However, for our experiment, we only considered the load-coherence misses, since store misses usually do not stall the issuing processor. The bus cycle breakdown for BT obtained using hardware counters is shown in Figure 4 . This confirms that store misses are the dominant factor for only the BT benchmark (event BUS RD INVAL ALL HITM dominates other bus transactions). As a result, the overall number of load-coherence misses is low and the actual coherence-related references get lost in the false positive "noise" references in the simulation results generated with lossy traces.
Second, BT is an array-intensive program. Many of the false positives occur with the following situation: The load cannot miss in cache since the cache line is brought into the cache (if not already present) by the preceding store. With lossy tracing, the load reference can be traced when the store is not. Thus, the coherence miss may be falsely attributed to the load reference. However, with full traces, the load reference always hits in cache and, therefore, has zero coherence miss value. Thus, the load reference is a false positive. Figure 8 quantifies the payoff in terms of reduction of application runtime overhead. It shows the execution time incurred by the benchmarks at different sampling intervals (OV1-OV8) and with full access tracing (FULL) using the dynamic instrumentation tool. The numbers are normalized to the execution time of the original unmodified program. The y axis is on a logarithmic scale. The "instrumented" bars show the normalized execution time of the application annotated with our store-annotation scheme described in Section 3, without the use of hardware monitoring. The improvements in run-time for our lossy tracing method compared to full software-based tracing are very large: from one to over two orders of magnitude. The store instrumentation scheme by itself adds comparatively low overhead. The overhead shows a linear decrease from OV1 to OV8 allowing a trade-off between run-time overhead and the accuracy of results using the lossy trace.
Execution Overhead

EVALUATING TARGETED TRACING
In the preceding section, we evaluated the PMU-based tracing with respect to execution overhead, trace sizes and accuracy. The PMU-based tracing is very efficient with respect to execution overhead and trace sizes. However, because of the lossy nature of the trace, the number of false positives is large for a few benchmarks (e.g., for BT). In the following, we evaluate an alternate method, targeted tracing, that uses software instrumentation to trace memory accesses, but uses hardware features to cut down on the accesses traced. We explore the tradeoff between having more control over the accesses that we capture (since that is now decided in software) versus the accuracy of the resulting trace and the execution overhead of capturing the trace.
As described before, we first run the un-instrumented program with a large latency threshold (64 cycles). The load instruction addresses that do not appear in this generated trace do not miss in cache and can be ignored for coherence purposes. In the second pass, we instrument only the reduced set of load instructions (which have appeared in the PMU-generated trace). Further, for each load instance, we measure the time it took for the load to complete. If it is greater than a software-defined threshold (64 cycles), we trace the load, else we ignore it. Thus, we essentially emulate the hardware PMU's capability to filter out loads by latency, but without the PMU's lossiness.
For store instructions, we experiment with different software-defined sampling intervals. The C-library srand() and random() functions are used to capture stores with probabilities of 1, 0.25, 0.1, and 0.05. The default random number generator is very accurate; the corresponding number of stores captured are approximately 100, 25, 10, and 5% of the total stores, respectively. The sampling intervals are shown in the graphs as SMPL-1, SMPL-4, SMPL-10, and SMPL-20 (i.e., all stores, 1 in 4, 1 in 10, and 1 in 20 stores, on average, are captured).
Trace Sizes
Figures 9a and b compare the number of loads and stores traced with targeted compared to full tracing. The values are normalized to the number of accesses in the full trace. The y axis is on a logarithmic scale. Figure 9a shows that for all but one benchmark (SMG2K), targeted tracing cuts down on the number of loads in the trace by more than two orders of magnitude over the full trace. The number of loads traced decreases slightly as the software store sampling interval is increased from SMPL-1 to SMPL-20, probably because of the reduced cache perturbation of the instrumentation. The large decrease in loads over the full trace also confirms that the tracing framework does not significantly perturb the data caches, in that many of the original loads still hit in cache.
6 Figure 9b shows that the number of stores captured decreases as expected when the software sampling interval is increased from SMPL-1 to SMPL-20. The impact of this lossy tracing of stores is explored in the following paragraphs.
It is instructive to compare these figures versus the corresponding ones (Figures 5a and b) for PMU-based tracing. The number of loads traced for OV-1 in PMU-based tracing are comparable to the number of loads captured by targeted tracing, even with the differing latency thresholds used (8 cycles for the PMU-based tracing, 64 cycles for targeted tracing). With the lower latency threshold, many more loads qualify for capture by the PMU, but this is offset by the lossiness of the PMU, which captures only a fraction of the eligible loads. Observe also that the number of stores captured at OV-1 and OV-2 for the PMU-based method is very close to the number of stores captured by the software sampler in targeted tracing at sampling intervals SMPL-10 and SMPL-20, respectively.
Accuracy of Results
As for the PMU-based results, we evaluate accuracy with the two yardsticks of coverage fraction and number of false positives. Figures 10 and 11 show these yardsticks applied to the metrics of invalidations caused and coherence misses, respectively. The results shown are for processor 1. Figures 10a and b show the coverage fraction and number of false positives for this metric, over different store sampling intervals ranging from SMPL-1 to SMPL-20. At SMPL-1, when all stores are captured, the coverage fraction is extremely high (average: 99.54%) and the number of false positives is zero for all benchmarks except for FT. As the sampling interval increases to SMPL-20, the average coverage fraction reduces to 86%, while the coverage for SP decreases more significantly. This behavior of SP is similar to its performance with PMU-based tracing (Figure 6a ).
Metric: Invalidations Caused.
Even at sampling interval SMPL-20, most benchmarks have no false positives, except for FT (3 false positives) and SP (1 false positive). The false positives for FT are the same references as for PMU-based tracing (see Section 6.2.1). These false positives again appear because of lossiness in the store trace that is captured (Section 6.2.1) at sampling intervals other than SMPL-1. Figures 11a and b show the coverage fraction and number of false positives for coherence misses over the different store sampling intervals. The average coverage fraction ranges from 95% at SMPL-1 to 90% at SMPL-20. At SMPL-1, all benchmarks have a coverage fraction greater than 91%, except for MG (75%). The average number of false positives is less than one (Figure 11b ) at SMPL-1, and increases to 1.3 at SMPL-20.
Metric: Coherence Misses.
The behavior for BT and CG is interesting. At SMPL-1, i.e., capturing all stores, the number of false positives for these benchmarks is 0 and 1, respectively. With increasing lossiness of stores beyond SMPL-1, the number of false positives increases sharply. Finally, at SMPL-20, CG has five false positives and BT has four. Similarly, with PMU-based tracing, these benchmarks show many false positives even at OV-1 (Figure 6b) . Thus, these benchmarks are very sensitive to the degree of lossiness of stores. Figure 12 compares the execution time for targeted versus the full tracing. The numbers are normalized to the original execution time for each benchmark. The saving in execution time, compared to full tracing, range from 40 to 68%. For each benchmark, the increasing sampling intervals do not much impact the execution time. This is because the trace framework has been optimized so that most of the time per access is spent in deciding whether to capture the access or not (using the random number generator). With a simpler sampling strategy (e.g., using a counter) we saw increasing savings in execution time as the store sampling interval increased, however, we do not report those results here.
Execution Time
The execution time savings, although useful, are not as dramatic as those for PMU-based tracing. The chief benefit of targeted over full tracing comes in the large trace size reductions (especially loads), which makes it easier and faster to use the trace for offline activities, e.g., for incremental coherence simulation in our case.
COMPARING TRUE SHARING AND FALSE SHARING
We maintain per-cache-line bit vectors indicating which parts of the cache line have been accessed (either by a load or a store) from the attached processor. This allows us to classify stores that cause invalidations as either true-or falsesharing invalidations. When a store reference on a processor causes an invalidation to occur in some other processor's cache and when at least one byte in the range of addresses being written to (determined by the storage width of the store instruction) has been accessed by the other processor, we classify the invalidation as a true-sharing invalidation. Otherwise, we classify the invalidation as a false-sharing invalidation.
Classifying invalidations into these subtypes gives the programmer additional insight into the sharing behavior of the program. False-sharing invalidations, in particular, indicate potential for optimization by data layout or code transformations [Marathe et al. 2004] .
In the results below, the PMU-based runs used a sampling interval of 1 (OV-1). The targeted tracing used store sampling of 1 (SMPL-1), i.e., all stores are captured.
Comparing True-Sharing Invalidations-Caused
We compare the two reduced-trace based methods (PMU-based tracing, targeted tracing) against the results obtained from full tracing for coverage and number of false positives. For comparing true-sharing, we only select references from the reduced trace-based results that accounted for at least 2% of the overall true-sharing invalidations in the simulation results up to a maximum of 10 references. By setting this lower threshold, we are trying to reduce the number of false positives that are generated, potentially at the expense of reducing the coverage fraction. Reducing the number of false positives is more important to ensure that the stand-alone reduced trace-based results are not misleading.
Figures 13a and b compare the coverage fraction and number of false positives.
We observe:
r Consider Figure 13b : in some cases, our strict selection criteria enables less than 10 references to be selected from the reduced trace results (e.g., for BT, only three total references are selected with PMU-based tracing). The small number of references usually reduces coverage values for these benchmarks (e.g., BT has only 22% coverage fraction with PMU-based tracing). r Consider PMU-based tracing: it produces few false positives and only MG and FT have any false positives. The coverage fraction is high (except for BT), averaging 70%. For BT, our thresholding scheme allowed only three references to be selected leading to the low coverage value. r Consider targeted tracing: it produces no false positives. The coverage values are also much higher (averaging 89%) than those for PMU-based tracing. Thus, targeted tracing produces results very similar to full tracing.
Comparing False-Sharing Invalidations-Caused
The benchmarks we considered had distinctly different false-sharing behavior. Table II shows the total number of true-and false-sharing invalidations caused by references in processor 1 based on full address traces. For FT, LU, and MG, the false sharing invalidations constitute less than 4% of the total invalidations. In contrast, for SMG2K, SP and sPPM, the false sharing invalidations account for more than 68% of the total invalidations. Ideally, when using reduced traces, we have two expectations. For benchmarks with a low fraction of false-sharing invalidations (FT, LU, and MG), it is more important to reduce the number of false positives than to obtain a high coverage value. For the benchmarks with large fraction of false-sharing invalidations (SMG2K, SP, and sPPM), it is important that we obtain a high coverage value in addition to a low number of false positives.
When using reduced traces for finding false-sharing invalidations, we came across a unique problem. As a result of the lossy nature of the trace, many of the actual true-sharing invalidations were classified as false-sharing invalidations. This occurred because the target cache had no record of access to the cache line by the attached processor (because of trace lossiness). This problem is exacerbated by another factor. Since our reduced trace methods attempt to avoid tracing loads that hit in cache, we lose potential information, i.e., we cannot tell which parts of the cache line were actually accessed by the processor. Typically, the load access that missed and brought the memory line into the cache is recorded, but the subsequent accesses to the other bytes in the memory line (self-and cross-reuse [Wolf and Lam 1991] ) may be lost since they hit in the cache and are filtered out. This limitation only applies to loads, as all stores are enabled for tracing in both PMU-based and targeted tracing.
We attempted to overcome this problem by being more strict when selecting references from the reduced trace-based results. For a reference to be selected as a false-sharing reference, it must have at least twice the number of falsesharing invalidations as true-sharing invalidations (in order to compensate for some of the "fake" false-sharing invalidations, which are actually true-sharing invalidations). In addition, the reference must account for at least 2% of the total false-sharing invalidations and for at least 2% of the total invalidations. This restriction ensures that we only qualify references that occur somewhat frequently, otherwise we cannot rely on their values. As before, our focus is on reducing the number of false positives, at the potential expense of lowered coverage fraction. Figures 14a and b show the coverage fraction and number of false positives caused by false-sharing invalidations.
r Consider PMU-based tracing: it produces few false positives for all benchmarks other than MG, while its coverage fraction varies. For BT, our restrictive selection policy did not allow even a single reference to be selected so that the coverage value is 0. The coverage value is high for all other benchmarks (except for SP) averaging 65%. r Consider targeted tracing: it produces almost no false positives while its coverage values are high for benchmarks with significant false sharing (e.g., sPPM) and lower for other benchmarks. For LU and MG, the coverage is 0 since not a single reference was selected from the reduced trace-based results. Since both LU and MG have a very low fraction of false-sharing invalidations, this result is expected (Table II) . r Consider MG: PMU-based tracing produces many false positives. Table II shows that this benchmark has the lowest absolute number of false-sharing invalidations. With PMU-based tracing, many of the references that had only true-sharing invalidations in reality had a large number of false-sharing invalidations. In this case, our reference selection restrictions were ineffective. Thus, PMU-based tracing can give misleading results when there inherently exists no false sharing in the benchmark, although that occurred for only one benchmark in our evaluation.
Limitations of Reduced Trace-Based Simulation
We have demonstrated that the number of false positives generated in the reduced trace-based results is low for false-sharing invalidations with a strict selection criteria. This indicates that, in general, reduced-trace based results generate the same list of references as those obtained with full trace-based simulation. If we want to use reduced trace-based results in a stand-alone fashion, we must also answer another question: For the given list of selected references, does it make sense to optimize these references for false sharing? In other words, does the false sharing incurred by the selected references play a dominant role in the overall invalidations generated for the program? It will not be worthwhile optimizing the references to reduce false sharing if they do not dominate.
This question can be answered by comparing the accumulated false-sharing invalidations incurred by the selected references versus the total invalidations For benchmarks that do have significant false sharing, the reduced trace-based simulation gave correct results (e.g., sPPM, MG, and SMG2K).
Thus, we can only trust the reduced trace-based results for false-sharing invalidations-caused if we know that the benchmark has significant falsesharing behavior. A straightforward method to do this would be to add an additional performance counter to count the false-sharing invalidations. The idea is to first run the program without tracing overhead and check whether the program has significant false sharing. If so, our lossy-trace based framework can be used to find the actual source code references that account for this false sharing quickly and accurately. Adding this hardware support would require keeping track of which parts of the cache line have been accessed by the attached processor. This could be achieved by keeping a bit vector for each cache line. The space overhead for the bit vector can be reduced by "chunking," i.e., making a single bit responsible for multiple bytes in the cache line (trading off precision for space overhead). Let C be the cache line size in bytes. If we assign 1 bit for 4 consecutive bytes (the typical size of an unsigned integer), the space overhead per cache line would be (C/4)/8, i.e., only 3.1%. We plan to explore this approach in future work.
COMPARING TARGETED TRACING AND PMU-BASED TRACING
In the earlier sections, we compared the execution cost, trace sizes, and accuracy for each of the hardware-assisted methods to full tracing. PMU-based tracing has at least an order of magnitude less execution overhead compared to full tracing. The overhead also decreases linearly with increasing sampling intervals (OV-1 to OV-8). However, PMU-based tracing lossiness causes some false positives for particular benchmarks. The false positives are more pronounced for the coherence-miss metric with an average of two false positives (out of 10) at OV-1. Some benchmarks are especially sensitive to the lossy nature of the trace and have many false positives (5 false positives for BT and 4 false positives for CG, at OV-1). In addition, when comparing false-sharing invalidations, almost every benchmark had at least one false positive and some had even more (MG).
With targeted tracing, we have more control over the tracing process at the cost of higher execution overhead (compared to PMU-based tracing). Still, the method saves 40 to 68% execution overhead compared to full tracing. What we lose with execution overhead, we gain with trace size and result accuracy. The reductions in the trace size are comparable to the ones achieved with PMUbased tracing (over two orders of magnitude over full tracing). Targeted tracing has greater accuracy than PMU-based tracing, especially for the coherence-miss metric. For this metric, PMU-based tracing has an average coverage value of 81% and an average of two false positives at OV-1 compared to 95% average coverage and 0.25 average false positives at SMPL-1 for targeted tracing. Targeted tracing was also generally superior to PMU-based tracing when comparing true and false sharing. For true sharing, targeted tracing had no false positives at all and had much larger coverage values. For false sharing, the number of false positives was also much lower than for PMU-based tracing.
RELATED WORK
Several software and hardware-based approaches for shared memory characterization have been described in the literature. Gibson [2003] provide a good overview of the trade-offs of each approach.
Several frameworks simulate hardware and architecture state at the instruction level, which incurs considerable simulation overhead [Hughes et al. 2002; Rosenblum et al. 1995] . Our simulator is more lightweight. We only focus on memory hierarchy and coherence simulation. More importantly, these simulators provide only bulk statistics intended for evaluating architecture mechanisms. Our framework is intended to provide application programmers with detailed source-level information about the coherence behavior of their programs enabling program transformations to avoid coherence bottlenecks.
Execution-driven approaches are popular for simulating memory accesses. They utilize annotations of memory access points, which trigger calls to the memory access simulator ( [Nguyen et al. 1996; Brewer et al. 1992 ; Davis et al. 1991]. MemSpy [Martonosi et al. 1992] and CProf [Lebeck and Wood 1994] are cache profilers that aim at detecting uniprocessor memory bottlenecks. Lebeck and Wood [1997] also applied binary editing to substitute instructions that reference data in memory with function calls to simulate caches on-the-fly. SIGMA uses postlink binary instrumentation and online trace compression [DeRose et al. 2002] . Like us, SIGMA supports tagging of metrics to source code constructs, however, it only supports uniprocessor workloads. These approaches use software instrumentation to capture the trace. We measured the cost of just the trace instrumentation without processing the trace at all, using the PIN dynamic instrumentation framework. The NULL series in Figure 15 denotes this value. This is the minimum overhead that execution-driven simulators must incur, as it measures only the cost of instrumenting the program for tracing. The execution overhead of our hardware-assisted tracing is denoted as OV-1, and the cost of the software tracing scheme including the trace storage overhead is shown by FULL. Thus, our technique has at least one order of magnitude less overhead compared to execution driven simulators. Our approach can, therefore, scale to large data sets or long-running real-world programs at significantly less cost. In the closest related work, Tao and Weidendorfer report a multiprocessor cache simulation approach for OpenMP programs [Tao and Weidendorfer 2004] based on the SIMT multiprocessor simulation tool [Tao et al. 2003 ]. They use binary rewriting to extract the complete memory access trace using Valgrind [Nethercote and Seward 2003] similar to the full-tracing approach we compare against in this paper. The authors report a slowdown factor of 1000 over the original unmodified program. We are not only an order of magnitude faster, but, our trace sizes are over two orders of magnitude smaller, enabling much faster simulation.
Several tools provide aggregate metrics obtained at low cost from hardware performance counters. HPCToolkit uses statistical sampling of performance counter data and allows information to be correlated to the program source [Mellor-Crummey et al. 2001] . A number of commercial tools (Intel's VTune, SGI's Speedshop, Sun's Workshop) also use statistical sampling with source correlation, albeit at a coarser level than HPCToolkit or our approach.
Hardware counters complement our lossy trace-based approach: a programmer first determines if a coherence bottleneck exists through hardware counters. Then, our framework extracts the lossy trace efficiently and uses it to generate detailed source-correlated coherence statistics.
There are many interesting approaches to tuning applications using information provided by hardware counters. Tikir and Hollingsworth [2004] describe a profile-driven online page migration scheme using hardware performance counters [Tikir and Hollingsworth 2004] . Buck and Hollingsworth [2004] use the Itanium-2 data tracing PMU support to associate load misses to source code lines and data structures in uniprocessor programs. Buck and Hollingsworth [2000b] also compare different hardware mechanism for detecting uniprocessor memory hierarchy bottlenecks. Sato et al. [1999] . study dataflow techniques to analyze data-sharing patterns at compile time for OpenMP programs. While these approaches focus on application tuning, our contribution is on efficient large-scale performance analysis. Thiffault et al. [2003] compare the cost of dynamic and static software instrumentation for large-scale OpenMP and MPI programs. We, in contrast, promote hardware-assisted sampling because of overheads resulting from software instrumentation, in general.
CONCLUSION
In this paper, we present two novel hardware-assisted approaches to determine cache-coherence bottlenecks. Our first method, PMU-based tracing, uses the Itanium-2 hardware PMU that accurately associates data addresses with load instructions and filters interrupts for these instructions based on a latency threshold. The PMU also provides sampling frequency support. We combine the PMU support with an efficient software technique to capture store data addresses to provide a lossy-trace mechanism.
We also describe another hardware-assisted method, targeted tracing that provides more control on the tracing process. With targeted tracing, we first use the PMU lossy load tracing feature to cut down on the number of instructions to instrument. The reduced set of instructions is instrumented using software instrumentation. Each load instance is timed and loads are captured only if they cross a software defined latency threshold. Store instructions are sampled with different sampling intervals.
We evaluated both methods with a large set of OpenMP benchmarks and explored the tradeoffs between accuracy and overhead in terms of trace sizes and run-time slowdown. These approaches provide a low run-time overhead to identify coherence bottlenecks in OpenMP applications. PMU-based tracing has two possible sources of inaccuracy: coherence misses omitted because of sampling and the omission of a store that actually causes a coherence miss. Further, as a result of the lossiness of the trace, this method had a larger number of false positives when comparing false-sharing invalidations. With targeted tracing, the lossiness of load tracing is removed and we experiment with different sampling intervals for tracing stores. In addition, we also characterized the accuracy of both these methods with respect to true-sharing and false-sharing invalidations. We found a weakness of reduced-trace methods for certain programs when evaluating false-sharing invalidations and suggested possible solutions to resolve it. We show that both our methods reduce the number of loads captured by over two orders of magnitude over full tracing. PMU-based tracing is more than an order of magnitude faster than full tracing and has high accuracy on most benchmarks. Targeted tracing provides even higher accuracy and control over the tracing process at the cost of relatively more overhead compared to PMU-based tracing. Table AI shows the number of loads and stores logged and the time for tracing (s). FULL denotes full access tracing, Targeted is the targeted tracing scheme and PMU is our hardware-assisted lossy tracing scheme. For targeted tracing, the timing threshold was 64 cycles and the store sampling probability was 1.0 (i.e., log all stores). For the PMU-based tracing, the cycle threshold was eight cycles, and the sampling interval was 1 (OV-1).
APPENDIX
The values from the table were used to derive the normalized values shown for execution time (Figures 8 and 12) , number of loads traced (Figures 5a and  9a) , and the number of stores traced (Figures 5b and 9b) . The table only notes the values for OV-1 (PMU tracing) and SMPL-1 (targeted tracing). The actual values for the other sampling intervals can be derived using this information in conjunction with the normalized values shown in the respective figures. [Marathe et al. 2005] .
