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В статті розглянуто питання моделювання дина-
міки процесу дроблення руди з використанням апа-
рату ортонормованих функцій Лагерра. Виконано 
порівняльний аналіз якості наближення виходу 
моделі до характеристик досліджуваного об’єкту. В 
результаті визначено структуру і масштабний кое-
фіцієнт моделі Лагерра, а також інтервал дискре-
тизації, які забезпечують мінімальну середньоква-
дратичну похибку ідентифікації
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В статье рассмотрен вопрос моделирования 
динамики процесса дробления руды с использовани-
ем аппарата ортонормированных функций Лагерра. 
Выполнен сравнительный анализ качества прибли-
жения выхода модели с характеристиками изуча-
емого объекта. В результате определена структу-
ра и масштабный коэффициент модели Лагерра, а 
также интервал дискретизации, которые позволя-
ют обеспечить минимальную среднеквадратичную 
ошибку идентификации
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Для рішення задачі підвищення якісних показ-
ників процесу дроблення руди у конусних дробарках 
шляхом автоматизованого керування ним, необхідно 
отримати математичний опис залежностей між вхід-
ними параметрами і вихідної величиною, що характе-
ризує протікання цього процесу.
Використання існуючих аналітичних і експери-
ментальних моделей процесу дроблення для рішення 
задач автоматизації обмежено. Так, матричні моделі [1] 
дозволяють дослідити загальні закономірності форму-
вання гранулометричного складу готового продукту 
при різних значеннях вхідних параметрів (розподілу 
за класами крупності живлення і ширини розванта-
жувальної щілини). Проте, даний клас моделей не 
враховує вплив неконтрольованих збурень, а також 
вони описують процес дроблення лише у статичних 
режимах. Наявність складних функціональних залеж-
ностей, здебільшого нелінійних, ускладнює налашту-
вання моделей стосовно реального процесу.
Регресійні та стохастичні моделі [2] мають більшу 
точність, у порівнянні з аналітичними, проте вони 
також мають недоліки, які полягають в їх неінтерпре-
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тованості і жорсткій прив’язці до параметрів та умов 
роботи конкретної конусної дробарки. Це ускладнює 
застосування отриманих з їх допомогою результатів до 
інших агрегатів дробильного комплексу.
Отже, зважаючи на недоліки аналітичних, регре-
сійних і стохастичних моделей необхідно розглянути 
інші підходи до розробки моделей процесу дроблення.
2. Аналіз літературних даних та постановка проблеми
Для побудови якісного регулятора має бути відо-
мий математичний опис процесу. В теорії ідентифікації 
систем запропонована достатня кількість уніфікова-
них структур [3, 4] для моделювання і прогнозування 
поведінки динамічних об’єктів. Вибір виду моделі 
залежить від поставленої практичної задачі. При цьо-
му враховується узгодженість параметрів, кількість 
параметрів необхідних для опису динаміки процесу 
з прийнятною точністю і обчислювальна потужність 
параметричної ідентифікації моделі.
Для апроксимації динаміки об’єктів застосову-
ють дві основні форми структур: моделі у просторі 
станів і моделі входу-виходу. Останні широко пред-
ставлені наступними поліноміальними моделями 
[3, 4]: авторегресійна (AR), з ковзним середнім (MA), 
авторегресійна з ковзним середнім (ARMA), авторе-
гресійна з зовнішніми входами (ARX), авторегресійна 
з ковзним середнім з зовнішніми входами (ARMAX), 
Бокса-Дженкінса (BJ), «вихід-похибка» (OE) та нере-
курсивний фільтр (FIR).
На даний момент в задачах керування техноло-
гічними процесами широко застосовуються ARX, 
ARMAX і FIR моделі через можливість оцінки параме-
трів методом найменших квадратів. Проте, вони мають 
ряд недоліків. Так, для точної апроксимації динаміки 
об’єкту керування з використанням FIR моделі необ-
хідно визначити значну кількість параметрів. ARX і 
ARMAX моделі характеризуються неузгодженістю па-
раметрів. Це пояснюється тим, що передавальні функ-
ції за входом і збуренням мають однаковий знаменник 
1/A(z) [3]. В результаті моделі цих впливів корелюють. 
Моделі Бокса-Дженкінса і «виходу-похибки» позбав-
лені вказаного недоліку внаслідок незалежності пере-
давальних функцій входу та збурення. Тим не менш, їх 
параметрична ідентифікація здійснюється методами 
нелінійної оптимізації, що викликає значне підвищен-
ня обчислювального навантаження.
Іншим підходом до побудови моделей лінійних 
об’єктів є використання систем ортонормованих ба-
зисних функцій (ОБФ). Моделі на їх основі мають 
властивість лінійності за параметрами, що дозволяє 
визначати коефіцієнти методом найменших квадратів 
[5]. При цьому для моделювання динаміки з високою 
точністю необхідно здійснити оцінку меншої кількості 
параметрів, у порівнянні з поліноміальними моделя-
ми. В роботі [6] вказано, що ОБФ моделі демонструють 
високу якість прогнозування поведінки об’єктів з не-
визначеними запізнюваннями, що особливо актуально 
для технологічних процесів гірничо-збагачувального 
виробництва.
В якості ортонормованих базисних фільтрів можуть 
бути використані системи функцій Лагерра [7], Коотца 
[8], Уолша, Хаара [9]. Особливо необхідно відзначити 
систему функцій Лагерра [7, 10–12]. Головна її перевага 
полягає у тому, що ортогональний базис повністю ви-
значається вибором масштабного коефіцієнту ψ, який 
представляє собою дійсний полюс, справедливий для 
усього набору функцій Лагерра з кратністю p. При зміні 
розміщення полюса відбувається збільшення або змен-
шення експоненціального коефіцієнту затухання орто-
нормованих функцій, що дозволяє регулювати швид-
кість спаду імпульсної перехідної характеристики [10]. 
Ця властивість забезпечує високу якість апроксимації 
динамічних характеристик довільної природи.
Швидкість збіжності розкладу по функціям Ла-
герра залежить від найбільшої відстані між розташу-
ванням масштабного коефіцієнту і окремих полюсів 
системи, що моделюється [11]. Таким чином, можна 
досягнути високої швидкості збіжності перетворення 
шляхом вибору значення масштабного коефіцієнту, 
що знаходиться у безпосередній близькості до домі-
нуючих полюсів об’єкту. Такий підхід особливо ефек-
тивний за умови розміщення всіх полюсів системи у 
межах невеликої області.
Враховуючи зазначені переваги, доцільно провести 
дослідження про доцільність застосування ОБФ мо-
делей при моделюванні поведінки процесу дроблення 
у сталому і перехідних режимах.
3. Мета та задачі дослідження
Мета роботи полягає у визначені структури і масш-
табного коефіцієнту моделі Лагерра, а також інтервалу 
дискретизації, котрі при використанні методу наймен-
ших квадратів для оцінки параметрів моделі дозво-
ляють забезпечити мінімальну середньоквадратичну 
похибку апроксимації динамічних характеристик про-
цесу дроблення.
Для досягнення поставленої мети були поставлені 
наступні завдання:
– визначити максимальний інтервал дискрети-
зації, котрий дозволить реконструювати перехідний 
процес за дискретною вибіркою;
– визначити інтервал дискретизації, структуру мо-
делі Лагерра і її масштабний коефіцієнт, котрі забез-
печують мінімальне значення середньоквадратичної 
похибки моделювання динаміки процесу дроблення;
– виконати аналіз швидкодії процесу параметрич-
ної ідентифікації моделі Лагерра.
4. Обладнання та методи дослідження впливу інтервалу 
дискретизації та параметрів моделі Лагерра на якість 
моделювання динаміки процесу дроблення
4. 1. Джерело тестових вибірок і обладнання, що 
використовувалося при проведенні обчислювальних 
експериментів
При проведенні обчислювальних експериментів в 
якості об’єкту використано аналітичну модель проце-
су дроблення [13] за каналом «швидкість обертання 
конусу – однорідність дробленого продукту». На вхід 
моделі подавалася тестова стохастична послідовність 
T
U u[k] u[k 1] u[k N]= + +   , де N – обсяг вибірки, 
що розподілена за рівномірним законом на інтервалі 
{ }u[k i] | 0 u[k i] 1+ ∈ < + < , де k – номер відліку у вибірці.
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Обчислення здійснювалися в програмного пакеті 
MATLAB на ПК з наступною конфігурацією: Intel Core 
i3-3120M 2,5 GHz 4 Гб ОЗУ Win7 x64.
4. 2. Методика визначення показників якості іден-
тифікації
Для оцінки точності апроксимації характеристик 








ˆMSE y[k i] y [k i] ,
N =
= + − +∑  (1)
де y[k+i] – складова вектору вихідних значень об’єкту 
Y; ŷ[k+i] – складова вектору вихідних значень моделі 
процесу 
Tˆ ˆ ˆ ˆY y[k] y[k 1] y[k N] = + +  .
Оцінка часу ідентифікації моделі Лагерра здійсню-
валася стандартними засобами програмного пакету 
MATLAB.
5. Результати досліджень впливу інтервалу 
дискретизації та параметрів моделі Лагерра на якість 
моделювання динаміки процесу дроблення
Через можливе застосування цифрових пристроїв 
керування взаємозв’язок між входом і виходом процесу 
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∑  – оператор Лагерра; Li(z) – і-та функція 
 
Лагерра; p – кількість функцій Лагерра, що склада-
ють ортонормовану систему (далі за текстом порядок 
моделі).
Дискретний оператор Лагерра можна представити 
у просторі станів [12]:
T
L[k 1] L[k] u[k],
y[k] C L[k],




1 2 pL[k] l [k] l [k] l [k] =    – вектор стану, що 
складається з функцій Лагерра, Φ – нижня трикутна 
матриця розміру (p×p); Γ – вектор-стовпчик розміру 
(p×1):
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де ( )21 .ϑ = − ψ
T
1 2 pC c c c . =    (5)
Параметр ψ визначає швидкість затухання коли-
вань ОБФ Лагерра, що дозволяє регулювати час пе-
рехідного процесу моделі. У роботі [12] встановлено, 
що для забезпечення стійкості системи ОБФ значення 
ψповинно знаходитися у межах { }| 0 1ψ ∈ < ψ < .
Власне, модель (3)–(5) є цифровим фільтром, 
структура якого складається з послідовного з’єднання 
фільтру Лагерра першого порядку з фазовими філь-
трами (рис. 1).
Рис. 1. Структурна схема мережі фільтрів Лагерра
Згідно математичного опису системи Лагерра у 
просторі станів (3)–(5), задача ідентифікації моделі 
полягає у визначенні її порядку p з наступною оцінкою 
складових вектору параметрів C (5) і сталої часу зату-
хання ОБФ ψ.
Враховуючи лінійність за параметрами моделі Ла-
герра, ідентифікація системи за вектором C здійсню-
ється методом найменших квадратів (OLS):
( ) 1T TC Y,−= Λ Λ Λ  (6)
де Λ – матриця ортонормованих функцій Лагерра 
L[k] L[k 1] L[k N]Λ = + +   ; 
Y – вектор вихідних значень об’єкту 
T
Y y[k] y[k 1] y[k N]= + +   .
Для адекватного опису динамічних характеристик 
технологічного об’єкту необхідно визначити макси-
мальний інтервал дискретизації, котрий дозволить 
реконструювати перехідний процес за дискретною ви-
біркою. З цією метою побудовано амплітудний спектр 
вихідного сигналу (рис. 2).
Було встановлено, що спектр сигналу обмежено 
максимальною частотою 384,5∙10-3 Гц, тоді згідно тео-
реми відновлення Котельникова-Шеннона [14] інтер-
вал дискретизації повинен становити:
maxf 2f f 0,769≥ ⇒ ≥  Гц t 1,3 c.⇒ ∆ ≤  
Розглянемо вплив інтервалу дискретизації і поряд-
ку моделі Лагерра на якість апроксимації динаміки 
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процесу дроблення. При експериментальному дослі-
дженні процесу ідентифікації системи ОБФ Лагерра 
відбувався прямий перебір інтервалу дискретизації 
у діапазоні { }t | 0,1 t 1,3∆ ∈ ≤ ∆ ≤  с з кроком 0,2 с, а та-
кож структур моделі шляхом зміни кількості функцій 
Лагерра у межах { }p |1 p 7∈ ≤ ≤ . Масштабний коефі-
цієнт ψ змінювався у діапазоні { }| 0,5 0,99ψ ∈ < ψ <  з 
кроком 0,01.
Рис. 2. Модуль спектральної щільності вихідного сигналу 
об’єкту
Згідно отриманих даних у табл. 1 зведені параме-
три моделей Лагерра, котрі продемонстрували най-
кращу точність для кожного розглянутого інтервалу 
дискретизації. У всіх чотирьох випадках мінімальну 
похибку забезпечують системи ОБФ 7 порядку, тому 
при подальших дослідженнях використовується мо-
дель такої структури. При зменшенні ∆t підвищується 
точність отриманої у процесі ідентифікації моделі на 
96,7 %, проте збільшується час оцінки параметрів на 
90,1 %.
Таблиця 1
Похибка і швидкість процесу ідентифікації моделі Лагерра 
для різних інтервалів дискретизації
∆t, с p ψ MSE t, с
1,3 7 0,66 1,31∙10-6 7,03∙10-4
0,9 7 0,76 6,19∙10-7 9,22∙10-4
0,5 7 0,87 1,88∙10-7 1,46∙10-3
0,1 7 0,97 5,05∙10-8 7,07∙10-3
Для подальших розрахунків доцільно використо-
вувати інтервал дискретизації ∆t=0,1 с через мінімаль-
не значення середньоквадратичної похибки.
У табл. 2 наведені показники якості ідентифікації 
для різного порядку моделі Лагерра p і значення сталої 
часу ψ, яка відповідає найкращій точності апрокси-
мації. Найгіршу точність, очікувано, має структура, 
що включає лише фільтр Лагерра першого порядку. 
Збільшення кількості функцій в ортонормованій сис-
темі призводить до підвищення якості моделювання 
виходу процесу дроблення. Відзначимо, що у діапа-
зоні { }p | 5 p 10∈ ≤ ≤  значення середньоквадратичної 
похибки змінюється незначно, а максимальна точ-
ність досягається при незмінному значенні сталої часу 
ψ=0,97. 
На рис. 3, а, б, наведений фрагмент перехідних ха-
рактеристик аналітичної моделі процесу дроблення і 
лінійних систем Лагерра різного порядку з незмінною 
сталою часу ψ=0,97 на інтервалі { }k | 300 k 400∈ ≤ ≤  
при подачі на вхід тестового випадкового сигналу 
(рис. 3, а) { }u[k] | 0 u[k] 1∈ ≤ ≤ . Для наочності візуа-
лізації на графік винесені динамічні характеристики 
структур, котрі складаються з непарної кількості ор-
тонормованих функцій. Моделі Лагерра з порядком 
нижче 5-го демонструють гіршу точність у порівнянні 
з рештою, що підтверджує дані табл. 2. Використання 
систем ОБФ з порядком у межах { }p 9p | 5 ≤ ≤∈  сут-
тєво не впливає на якість апроксимації. Проте, слід 
відзначити, що при збільшенні числа ортонормованих 
функцій у моделі Лагерра, відбувається подавлення 
високочастотних коливань, котрі присутні у вихідно-





















Рис. 3. Перехідні характеристики об’єкту і лінійних 
моделей Лагерра різної структури: а – швидкість 
обертання дроблячого конусу; б – однорідність 
дробленого продукту
Таблиця 2
Середньоквадратична похибка ідентифікації для різних 
структур моделі Лагерра
p ψ MSE p ψ MSE
1 0,99 4,06∙10-7 6 0,97 5,16∙10-8
2 0,99 1,78∙10-7 7 0,97 5,05∙10-8
3 0,99 1,53∙10-7 8 0,97 3,11∙10-8
4 0,98 8,96∙10-8 9 0,97 2,97∙10-8
5 0,97 5,27∙10-8 10 0,97 2,35∙10-8
Додатково побудовано залежність між параметром 
ψ і середньоквадратичною похибкою для моделі Лагер-
ра 7-го порядку при ∆t=0,1 с (рис. 4).
Для її побудови було зменшено крок зміни ψ у 
діапазоні { }| 0,94 0,99ψ ∈ ≤ ψ ≤  до 0,001. Слід від-
значити, що отримана залежність носить унімо-
дальний характер, тому для знаходження значення 
( )ˆ arg minMSE
ψ
ψ = ψ , де ψ̂  – значення сталої часу, котра 
 
забезпечує найкращу точність моделювання виходу 
об’єкту, можна використати оптимізаційні методи. Для 
моделі 7-го порядку екстремум знаходиться у точці з 
координатами [0,972; 5,055⋅10-8].
Проаналізувавши експериментальні дані (табл. 2), 
можна зробити висновок, що оптимум дрейфує зі збіль-
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зв’язку з тим, що точність в точках [0,97; 5,05∙10-8] при 
кроці 0,01 і [0,972; 5,055⋅10-8] при кроці 0,001 відрізня-
ються незначно, пошук мінімуму доцільно здійснювати 
з кроком 0,01 з метою збільшення швидкості збіжності.
Рис. 4. Залежність похибки апроксимації від параметру ψ 
для моделі Лагерра 7-го порядку
Фрагмент перехідних характеристик моделі про-
цесу дроблення і лінійних систем Лагерра 7-го по-
рядку з різним значенням сталої часу на інтервалі 
{ }k | 300 k 400∈ ≤ ≤ , при подачі на вхід тестового ви-






















Рис. 5. Перехідні характеристики об’єкту і лінійних 
моделей Лагерра 7-го порядку з різними значеннями 
параметру ψ: а – швидкість обертання дроблячого конусу; 
б – однорідність дробленого продукту
З графіків видно, що гірша точність моделюван-
ня досягається при сталих часу ψ=0,95 і ψ=0,96, а 
у систем з масштабним коефіцієнтом у межах 
{ }| 0,97 0,99ψ ∈ ≤ ψ ≤  якість апроксимації значно по-
кращується.
Уся серія обчислювальних експериментів проце-
су ідентифікації моделі Лагерра на використаному 
обладнанні зайняла 7,33 с. Враховуючи, що дже-
релом тестової вибірки є аналітична модель, а не 
реальний процес, в умовах виробництва час збору 
і накопичення даних суттєво збільшить час вибору 
структури моделі та оцінки параметрів. Також необ-
хідно брати до уваги, що при автоматизованому ке-
руванні час додатково затрачується на формування 
керуючих дій, тому слід зменшити час ідентифікації.
Слід врахувати, що уся вибірка повинна зберіга-
тися у пам’яті даних цифрового пристрою керуван-
ня. Для усунення цього недоліку можна використати 
додаткові зовнішні карти пам’яті. Проте, для вза-
ємодії з ними необхідно розробити додаткові про-
грамні модулі, виконання котрих підвищить обчис-
лювальне навантаження контролера. Також дрейф 
параметрів процесу дроблення може призвести до 
втрати актуальності моделі до моменту закінчення 
ідентифікації. 
6. Висновки
Досліджена можливість апроксимації динаміки 
процесу дроблення лінійною моделлю на основі 
ОБФ Лагерра. Виконаний аналіз статичної і адап-
тивної параметричної ідентифікації моделі Лагерра, 
який дозволив встановити, що використання методу 
найменших квадратів для оцінки параметрів доз-
воляє отримати мінімальну середньоквадратичну 
похибку моделювання 5,05∙10-8 при використанні 
моделі Лагерра 7-го порядку з масштабним коефі-
цієнтом ψ=0,97 і інтервалом дискретизації 0,1 се-
кунди. Сам процес ідентифікації при цьому займає 
7,07 мілісекунд. Проте, з точки зору раціонального 
використання пам’яті даних цифрового пристрою 
керування і обчислювального навантаження мож-
ливість застосування статичної ідентифікації обме-
жена. Отже, подальші дослідження доцільно присвя-
тити застосуванню адаптивних алгоритмів оцінки 
параметрів моделі, що діють у реальному часі. Їх 
використання вимагає збереження у пам’яті даних 
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Запропоновано метод адаптивного пригнiчення 
шуму у растровому образі креслення деталі, що 
враховує специфічні особливості сканованих зобра-
жень креслень, а також властиві їм типи та харак-
тер шуму. Запропонований метод передбачає аналіз 
зображення, на підставі якого обирається найбільш 
вiдповiдний йому спосіб пригнічення шуму. Проведені 
експерименти підтвердили ефективність даного 
методу
Ключові слова: креслення, монохромний, бінар-
ні, шум, контрастність, контур, метод, апертура, 
примітив, фільтр
Предложен метод адаптивного подавления шума 
в растровом образе чертежа детали, учитываю-
щий специфические особенности сканированных изо-
бражений чертежей, а также присущие им типы 
и характер шума. Предложенный метод предпола-
гает анализ изображения, на основании которого 
выбирается наиболее подходящий для него способ 
подавления шума. Проведенные эксперименты под-
твердили эффективность данного метода
Ключевые слова: чертёж, монохромный, бинар-





По оценке International Data Corporation в Мире 
имеется более 5 млрд. чертежей, которые до сих пор 
хранятся не в электронной форме, а в бумажных архи-
вах. Предметной областью данного исследования яв-
ляются автоматизированные сис темы инженерного 
документооборота, преобразующие цифровые копии 
бумаж ных чертежей деталей в модели, пригодные 
для обработки в САПР. Такая трансформация растро-
вых об разов чертежей деталей пре дусматривает: бина-
ризацию, фильтра цию, скелетизацию и век то ризацию 
чертежей деталей. При оцифровке и препро цес си ро-
ва нии чертежей деталей в их растровых образах по-
являются паразитные артефакты (шум и искажения). 
С точки зрения проблемы шумоподавления наиболее 
значимыми особенностями растровых образов чер-
тежей деталей являются: контурно-штриховой стиль 
со скачкообразно-меняющейся яркостью пикселов и 
наличие геометрических примитивов размером в не-
сколько пикселов. При фильтрации шума это может 
привести к классификации примитивов как шума с их 
