Understanding the relationship between external stimuli and the spiking activity of cortical 11 populations is a central problem in neuroscience. Dense recurrent connectivity in local cor-12 tical circuits can lead to counterintuitive response properties, raising the question of whether 13 there are simple arithmetical rules for relating circuits' connectivity structure to their response 14 properties. One such arithmetic is provided by the mean field theory of balanced networks, 15 which is derived in a limit where excitatory and inhibitory synaptic currents precisely balance 16 on average. However, balanced network theory is not applicable to some biologically relevant 17 connectivity structures. We show that cortical circuits with such structure are susceptible to 18 an amplification mechanism arising when excitatory-inhibitory balance is broken at the level of 19 local subpopulations, but maintained at a global level. This amplification, which can be quan-20 tified by a linear correction to the classical mean field theory of balanced networks, explains 21 several response properties observed in cortical recordings. 22 1 Introduction 23 Information about a sensory stimulus is passed along a hierarchy of neural populations, from 24 subcortical areas to the cerebral cortex where it propagates through multiple cortical areas and 25 layers. Within each layer, lateral synaptic connectivity shapes the response to synaptic input 26 from upstream layers and populations. In a similar manner, lateral connectivity shapes the 27 response of cortical populations to artificial, optogenetic stimuli. The densely recurrent structure 28 of local cortical circuits can lead to counter-intuitive response properties [57, 41, 2, 43, 10], 29 making it difficult to predict or interpret a population's response to natural or artificial stimuli. 30 This raises the question of whether there are underlying arithmetic principles through which one 31 can understand the relationship between a local circuit's connectivity structure and its response 32 properties. 33 In principle this relationship could be deduced from detailed computer simulations of the 34 neurons and synapses that comprise the circuit. In practice, such detailed simulations can be 35 computationally expensive, depend on a large number of unconstrained physiological param-36 eters, and their complexity can make it difficult to pinpoint mechanisms underlying observed 37 1 phenomena. In many cases, however, one is not interested in how the response of each neuron is 38 related to the detailed connectivity between every pair of neurons. Relevant questions are often 39 more macroscopic in nature, e.g. "How does increased excitation to population A affect the 40 average firing rate of neurons in population B?" For such questions, it is sufficient to establish a 41 relationship between macroscopic connectivity structure and macroscopic response properties.
where I = [I E I I ] T (superscript T denotes the transpose) is the vector of mean synaptic input external synaptic input, X = [X E X I ] T , is given by
where r X is the average rate of neurons in population X and s/ is the strength of the inward 106 current induced by optogenetic stimulation (s = 0 when stimulation is off). The recurrent and 107 feedforward mean-field connectivity matrices are given by
respectively where w ab = K ab J ab /(K EX J EX ) quantifies the relative number, K ab = p ab N b , and 182 We next show that a more realistic model of optogenetic stimulation breaks the classical balanced 
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195
Hence, counterintuitively, stimulating fewer neurons actually amplifies the effects of stimulation 196 on the targeted cells. In contrast, non-expressing excitatory neurons were suppressed during 197 stimulation and inhibitory neurons increased their rates, but by a smaller amount than they did 198 under complete stimulation ( Fig. 2e ; compare to Fig. 1c ).
199
Similar effects were observed in experiments by Adesnik and Scanziani [2] . In that study, 200 pyramidal neurons in layers (L) 2/3 of mouse somatosensory cortex (S1) were stimulated opto-201 genetically, but only about 23% of the pyramidal neurons expressed ChR2. During stimulation, 202 non-expressing L2/3 pyramidal neurons were suppressed and inhibitory synaptic currents in-203 creased, implying an increase in inhibitory neuron firing rates.
204
To understand these effects, we first extended the mean-field theory above to account for ChR2 expression, but they receive different external input during stimulation ( Fig. 2d ,f, green).
217
Therefore, local synaptic input cannot simultaneously cancel the external input to both sub-218 populations, so the precise cancellation required by classical balanced network theory cannot be 219 achieved ( Fig. 2d ,f, black). A similar mechanism has been used to explain a lack of cancellation 220 between positive and negative correlations in balanced networks [60, 49] . where X 0 = proj N (W T ) X is the projection of X onto the nullspace of W T and X 1 = proj C(W ) X 229 is the projection onto the column space of W . Moreover, note that proj N (W T ) W r = 0 since W r 230 is in the column space of W . Therefore, the projection of the total input onto the nullspace of
Hence, the projection of the total synaptic input onto the nullspace of W T is O(1/ ) whenever X 233 has an O(1) component in the nullspace of W T . Note that, despite the 1/ term in Eq. (1), the 234 total synaptic input, I, is O(1) when balance is realized due to cancellation (as in Fig. 1d with spiking network simulations ( Fig. 2c,e ). Hence, Eq. (4) provides an accurate approximation 247 to firing rates in networks to which classical balanced network theory is not applicable at all.
248
Eq. (4) also provides a concise mathematical quantification of firing rates when W is singular.
249
Namely, if X 0 , X 1 ∼ O(1) then firing rates can be expanded as
where r 0 is in the nullspace of W and r 0 , r 0 ∼ O(1). To derive this result, first note that Eq. (4) 251 can be rewritten as
If X has components in the nullspace of W T then we can project both sides of this equation 253 onto this nullspace to obtain
where we again used the fact that proj N (
Isolating the O(1/ ) terms gives W r 0 = 0 and therefore r 0 is in the nullspace of W . In summary, 259 components of external input in the nullspace of W T partially break balance to evoke amplified 260 firing rates in the nullspace of W .
261
In the special case that W has a one-dimensional nullspace, a more precise characterization 262 of r 0 is possible. Let v 0 be in the nullspace of W with v 0 = 1. Note that W T also has a 263 one-dimensional nullspace (since W is a square matrix). Let v 2 be in the nullspace of W T with 264 v 2 = 1. Since r 0 is in the nullspace of W , we can write r 0 = av 0 for some scalar, a. Now, dot 265 product both sides of Eq. (7) by v 2 to obtain
where we have used that v 2 · W r = 0 since v 2 is in the nullspace of W T , which is orthogonal to 267 W r in the column space of W . Keeping only O(1) terms and making the substitution r 0 = av 0 , 268 we get
yielding a concise expression for the amplified component of firing rates when W has a one-
so this result is consistent with the more general conclusions above.
273
For the specific example of partial optogenetic stimulation considered in Fig. 2 , the nullspace of
277
We therefore have r = (1/ )r 0 + r 1 where Eq. (8) gives
Hence, ChR2-expressing neurons are amplified and non-expressing neurons are suppressed by 279 optogenetic stimulation, as observed in simulations. A more precise result is given by expanding 280 the full approximation from Eq. (4) to obtain
Here, O(s) is a constant proportional to s, c = |w IE /w II | and r off is the vector of firing rates in 282 the balanced, → 0, limit when stimulation is off (s = 0). Specifically, r off is the unique vector 283 that satisfies W r off + W X r X = 0, which is solvable even though W is singular because W X r X 284 is in the column space of W , so balance can be maintained when s = 0.
285
The O(s/ ) term in Eq. (9) quantifies the amplification and suppression observed in simula- In the same study by Adesnik and Scanziani considered above [2], recordings were made in 308 L5, which was not directly stimulated optogenetically, but receives synaptic input from L2/3. Interestingly, despite the fact that most excitatory neurons in L2/3 were suppressed during 310 stimulation, firing rates in L5 increased.
311
To model these experiments, we interpreted the recurrent network from approximate balance was maintained ( Fig. 3c ). This can be understood by noting that L5 317 receives synaptic input sampled from all excitatory neurons in L2/3. Hence, the feedforward 318 excitatory current to L5 neurons increases proportionally to the average excitatory firing rates in 319 L2/3 during stimulation. As we showed above, this average rate increases ( Fig. 2e To demonstrate this idea, we repeated the simulations from Fig. 2 in a network with four 336 times as many neurons (N = 2 × 10 4 ) where synaptic weights and probabilities were scaled so 337 that ∼ 1/ √ N (as in Fig. 1f ) and we reduced stimulus strength, s, as well. In this simulation,
338
ChR2-expressing neurons' firing rates nearly doubled ( Fig. 4a ) and non-expressing neurons were 339 noticeably suppressed (Fig. 4b) . However, the change in the average firing rate of all excitatory neurons was nearly imperceptible (Fig. 4c) and similarly for the firing rates of inhibitory neurons 341 (Fig. 4b,c) . As a result, the firing rates in a downstream layer were unnoticeably modulated 342 during stimulation ( Fig. 4d ; compare to Fig. 3 ). This effect could mask the effects of optogenetic 343 stimulation in recordings. An apparent limitation of the results above is that they rely on the singularity of the connectivity 346 matrix, W . Singularity is a fragile property of matrices that arises from structural symmetries.
347
In the example above, singularity arises from our implicit assumption that local synaptic connec- where δ = |λ|+ . This generalizes Eq. (6) to the case where W is only approximately singular. In summary, the mechanism of imbalanced amplification is a general property of strongly coupled 363 networks with singular or nearly singular connection matrices. 364 We next show that networks with connection probabilities that depend on continuous quan-365 tities like distance or tuning preference necessarily have singular or nearly singular connectivity 366 kernels and are therefore naturally susceptible to the amplification and suppression mechanisms 367 described above. arranged layer of 1.6 × 10 5 Poisson-spiking neurons, modeling a parallel patch of L4 (Fig. 5a ).
377
We additionally assigned a random orientation preference to each neuron, modeling the "salt- An oriented stimulus localized in the animal's visual field (Fig. 5c ) was modeled by imposing 385 firing rate profiles in L4 that were peaked at the associated location in physical and tuning 386 space, again with a Gaussian profile ( Fig. 5d,e ). This produced external input to L2/3 that was 387 similarly peaked, but was nearly perfectly canceled by net-inhibitory lateral input ( Fig. 5f,g) .
388
Excitatory and inhibitory firing rate profiles in L2/3 were also peaked at the associated location 389 in physical and tuning space (Fig. 5h,i) , demonstrating that neurons in L2/3 were appropriately 390 tuned to the stimulus.
391
A smaller visual stimulus was modeled by shrinking the spatial profile of firing rates in L4 392 while leaving the orientation-dependence of L4 rates unchanged (Fig. 5j,k) . As above, synaptic 393 inputs and firing rate profiles were appropriately peaked in physical and orientation tuning space 394 ( Fig. 5l-o) . However, the smaller stimulus produced a surprising change to firing rates in L2/3. 395 Despite the fact that L2/3 neurons at all locations received less excitation from L4 (Fig. 5l) , peak 396 firing rates in L2/3 increased and a surround suppression dynamic emerged (Fig. 5n) . Hence, 397 a more localized external input produced an amplification and suppression dynamic similar to 398 the one observed in our model of optogenetic stimulation (compare to Fig. 2) . On the other 399 hand, responses in orientation tuning space were mostly unchanged by the smaller stimulus size 400 (Fig. 5m,o) . I(x, θ) . The external input is given by 
Here, w ab (x, θ) is the mean-field connection strength between neurons separated by x in physical 
Here, r(n, k) = [ r E (n, k) r I (n, k)] T is a Fourier coefficient of r(x, θ) and similarly for X(n, k) = 428 W X (n, k) r X (n, k) where n = (n 1 , n 2 ) is the two-dimensional spatial Fourier mode and k is the 429 Fourier mode in tuning space. Importantly, the convolution operators above become ordinary 430 matrices in the Fourier domain. Specifically,
where w ab (n, k) is a Fourier coefficient of w ab (x, θ). Note that going from Eq. (11) to Eq. (12) 433 requires that W is a convolution operator and that the boundaries of the network are treated 434 periodically, i.e., the convolutions are circular.
This equation gives all Fourier coefficients, r(n, k). However, this solution is only viable when 437 the inverse transform exists, i.e., when the Fourier series of r(n, k) converges, which in turn 438 requires that X(n, k) converges to zero faster than W (n, k) as n → 0 and k → 0. More 439 specifically, r(n, k) in Eq. (13) must be square-summable. Hence, balance can only be realized 440 when recurrent connectivity, quantified by W (n, k), has more power at high spatial frequencies 441 than external input, X(n, k). In other words, for balance to be realized, external input, X(x, θ), Gaussian-shaped connectivity and firing rate profiles used in our spiking network simulations.
448
This explanation applies equally to the spatial profile of firing rates and connectivity in physical 449 and orientation space, so we do not distinguish between the two in this discussion. Similar 450 calculations were performed previously for spatial networks [48], so we only review the results 451 here and discuss some of their implications here.
452
Let σ a be the width of the Gaussian firing rate profile in population a, α a the width of 453 outgoing synaptic connections from the presynaptic neurons in population a, and β a the width 454 of the spatial profile of synaptic input from population a (Fig. 5a,d, 
This approximation accurately predicted firing rate profiles in our first spiking network simu- , the external input ( X(n), green) and the resulting firing rate profile ( r(n), black) as a function of the spatial frequency, n = √ m 2 + n 2 , from the simulation in Fig. 5j -o. Magnitude is measured by the Frobenius norm for [ D − W (n)] −1 . Curves normalized by their peaks. b) Firing rates of excitatory (red) and inhibitory (blue) neurons with receptive fields at the center of a grating stimulus plotted as the width of the stimulus increases (represented by increasing σ X ) using parameters from Fig. 5j -o. c) Same as b, but the excitatory rate is plotted for different widths of the excitatory synaptic projection width, α E . d) Same as c, but firing rates in L4 are shaped like a disc with radius σ X instead of a Guassian with width parameter σ X .
It is worth noting that the average firing rates (over all orientations and spatial positions) 517 are given by the zero Fourier coefficient r(0, 0). When balance is broken by sharp external 518 input features, the zero Fourier mode is not affected as long as mean firing rates, r(x, θ), remain 519 non-zero at all locations and orientations. Hence, sharp input features can break balance locally 520 without breaking global, network-averaged, balance. This is analogous to the global balance 521 obtained in the optogenetic example when local balance was broken at the level of subpopulations 522 (Fig. 2) . firing rates changed non-monotonically with stimulus size, while inhibitory neuron firing rates 534 monotonically increased (Fig. 6b) . The non-monotonic dependence of excitatory firing rates on 535 stimulus size in Fig. 6b is explained by the mechanism of imbalanced amplification. When σ X 536 is sufficiently small, balance is broken so imbalanced amplification introduces a large peak firing 537 rate surrounded by suppression (as in Fig. 5n ). However, the total amount of external excitation 538 introduced by the stimulus is proportional to the size of the stimulus, so a very small σ X intro-539 duces very little excitation and peak firing rates are small. As σ X increases, more excitation is 540 recruited and the network is still imbalanced, which leads to increasingly large peak firing rates 541 (as in Fig. 5n ). Once σ X becomes large, balance begins to be restored and the peak excitatory 542 firing rate decreases to moderate values (as in Fig. 5h ).
543
The degree to which excitatory neurons suppress depends on the spatial width, α E , of lateral 544 excitatory projections ( Fig. 6c ) and suppression of inhibitory neurons similarly depends on the 545 spatial width, α I , of lateral inhibition (not pictured). Specifically, suppression occurs when 546 lateral connectivity is broader than feedforward input (α E > β X or α I > β X ) because this is 547 when the balanced solution in Eq. (15) disappears. When a sub-population's lateral connectivity 548 is more localized than feedforward connectivity from L4 (α E < α X as in the lightest gray curve 549 in Fig. 6c ; or α I < α X ), that sub-population cannot exhibit suppression since feedforward input 550 width (β 2 X = α 2 X + σ 2 X ) is always larger than lateral connectivity, regardless of the stimulus size 551 (σ X ).
552
A similar line of reasoning explains why peak inhibitory neuron firing rates increase mono-553 tonically with stimulus size in Fig. 6b . Inhibitory neurons in that example project locally 554 (α I = α X ), so the inequality α I < β X is always satisfied because β X = α 2 X + σ 2 X > α I when- Figure 7 : Imbalanced amplification and suppression reverse the blurring introduced by interlaminar synaptic divergence. a) A disc-shaped grating stimulus gives rise to b) a disc-shaped firing rate profile, r X (x), in L4 with slightly blurred edges (achieved by convolving contrast from a with a Gaussian kernel). c) Input, X E (x), from L4 to excitatory neurons in L2/3 is blurred by synaptic divergence, which effectively applies a low-pass filter, W X , to the L4 rates. c) Excitatory firing rates in L2/3 are sharper than external input when lateral excitation is similar, but smaller, in width than interlaminar excitation (α E = 0.85α X ). bf d) Same as c, but lateral excitation is exactly as broad as interlaminar excitation (α E = α X ), which sharpens the edges further, making firing rates in L2/3 similar to those in L4. d) Same as c, but lateral excitation is broader than interlaminar excitation (α E = 1.1α X ), which sharpens the edges even further, but also introduced suppressed regions due to Gibbs phenomena. g-l) Same as a-f, but contrast was determined by the brightness of a photograph. Horizontal and vertical axes are neurons' receptive fields.
Discussion
We modeled recurrently connected networks with N neurons, composed of N E = 0.8N excitatory 668 and N I = 0.2N inhibitory neurons. The recurrent network receives external input from a 669 network of N X neurons that drive the recurrent network. The membrane potential of neuron 670 j from the excitatory (a = E) or inhibitory (a = I) population has Adaptive Exponential 671 integrate-and-fire dynamics,
Whenever V a j (t) > V th , a spike is recorded, the membrane potential is held for a refractory the values of J ab and the values of p ab were each multiplied by (5000/N ) 1/4 so that they were 702 unchanged at N = 5000 and so that ∼ 1/ √ N . This is slightly different from the more common 703 practice of fixing small connection probabilities and scaling J ab like 1/ √ N . We instead fixed 704 a relatively dense connectivity at N = 5000 and the network became increasingly sparse and 705 weakly connected at increased N . Both approaches have the same mean-field (since the mean-706 field only depends on the product of p ab and J ab ), but our approach prevents excessively small 707 synaptic weights at large N and prevents dense connectivity at large N , which is computationally 708 expensive and susceptible to oscillatory and synchronous spiking.
709
Spike times in the external population were modeled as independent Poisson processes with 710 r X = 5 Hz. In Fig. 3 , external input to the L5 population was created using the spike times of 711 excitatory neurons from the simulations in Fig. 2 . Simulations for Fig. 4 were identical to those 712 in Figs. 2 and 3 except there were N = 2 × 10 4 neurons in the L2/3 model, synaptic weights 713 to neurons in that population were multiplied by 1/ √ 2, and connections probabilities were also 714 multiplied by 1/ √ 2. Hence, in relation to Fig. 2 , N was increased by a factor of four and was
