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学习的 SVM 应用于学习模型的更新，提高了分类器的性能。 





















Large databases of labeled images are the beginning of computer vision 
research; a labeled dataset plays an important role in learning and evaluating the 
classifier. However, the collection of image database and labeling images are 
basically done by hand currently, and it is trouble, labor-intensive and not conducive 
to establish a large image database. Therefore, the key technologies of image 
auto-labeling have intrinsic scientific value on computer vision and pattern 
recognition. 
In this paper, we deal with the problem that how to label a large number of 
unlabeled images when knowing a small amount of labeled samples. We propose a 
new image auto-labeling algorithm which is under the framework of co-training and 
use active learning approach. We also use two features which are complementary to 
each other to train classifiers. The main researches and innovations are as follows: 
1. We make use of co-label algorithm to label the image which uses two 
complementary features （the HOG feature and LBP feature） to train two classifiers, 
and then use these two classifiers to co-label the unlabeled images. Comparing with 
the labeling algorithm of a single classifier, our method avoids the accumulation of 
errors and improves the accuracy of labeling. 
2. The proposed method updates our training model based on co-label. We use 
incremental SVM learning model to update and improve the classifier's 
performance. 
3. We improve the label type using GrabCut algorithm which substitutes the 
rectangle label method with contour label method. 
We test our algorithm on Caltech dataset and the images collected on the web. 
The experimental results show that our co-label algorithm based on active learning 















single classifier model. In addition the accuracy of classification in our model can 
improve with the increasing of learning samples. 
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角色。常用的标准图像库有：Caltech-101 [1] ，Caltech-256 [2]，PASCAL [3]， 















图 1.1(a); 视角变化，如图 1.1(b); 目标变形，如图 1.1(c);尺度变化，如图 1.1(d); 


























































这是著名的用于物体分类和识别的图像库，由 Feifei Li，Marco Andreeto
及 MarcAurelio Ranzato 于 2003 年 9 月整理 [1] [7]。其中有效物体共 101 类，再加
上背景，共 102 类。每类中有大约 40 至 800 张图片，大部分图片有大约 50 张，
每张图片的大小约为 300×200。Caltech-101 所选取的 101 类物体包括了自然/
人工，动物/植物，符号/实景等，充分体现了类与类的差异性，Caltech-101 是
目前常用的标准图像库之一，很多目标识别算法利用该库检验其性能。在这个
数据集上目前 好的物体识别结果由 UIUC 所提出的 LLC [8]给出。 近又有更




















图 1.2 Caltech-101 图像库的一些例子 
2、PASCAL (Visual object Class Challenge，VOC)  
PASCAL 与前面的数据集不同，除了提供图像与标记，它更直接的目的在
于收集了来自多个其他图像库的数据来进行竞赛，每年推出一个用于视觉对象
分类挑战的训练和测试集合 (Visual object Class Challenge，VOC)，如
VOC2005 [3]，VOC2006 [10]，VOC2007 [11]，VOC2008 [12]，VOC2009 [13]，VOC2010 [14]，
供研究人员使用。同时，其还给出了测试的标准 [15]，如针对分类的 ROC 曲线，






















图 1.3 PASCAL 图像库的一些例子 
3、LabelMe 
LabelMe 是麻省理工学院 CSAIL 实验室建设的图像库 [4] [16]，利用互联网搜
集图像、标记图像。它包括了自然图像、各种场景以及具有不同视角不同姿态
的物体数据。相对 Caltech-101 来说，这个数据集的变化远远多于 Caltech-101，
能更好的作为通用图像物体检索算法的一个基准。它包含 106,739 张图像，其























图 1.4 LabelMe 图像库的一些例子 





尺度，不同视角，不同场景的真实图像。截止到 2007 年 2 月 2 日为止，共收集
了 636，748 张图像，3，927，130 个物体，包含场景、航空图片、物体、人脸、
文字、视频等。但是也是由人工进行收集并人工进行标记，特别是对这种特别
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