Efficient progressive readout of a register of (qu)bits by Tilloy, Antoine
Efficient progressive readout of a register of (qu)bits
Antoine Tilloy∗
Laboratoire de Physique Théorique, Ecole Normale Supérieure de Paris (PSL), France
(Dated: October 26, 2018)
Recently, a series of articles by Combes et al. has shown that it was possible to greatly improve the
measurement rate of a register of qubits for given detector resources by means of a clever feedback
control scheme. However, this speed-up came at an exponential cost in terms of complexity and
memory use. In this article, I propose a simple efficient algorithm –exponentially more frugal in
memory and less complex to implement– which is asymptotically as fast. I use extensively the
implicit classicality of the situation to provide a slightly more straightforward interpretation of the
results. I compute the speed-up rates exactly in the case of the proposed model and in the case of
the open-loop scheme of Combes et al. and prove that they indeed provide the same asymptotic
speed-up.
I. INTRODUCTION
Measuring a quantum system usually takes a non neg-
ligible amount of time. In some cases, this time turns out
to be much larger than the typical timescales of the sys-
tem dynamics, making e.g. system characterization and
measurement-based control difficult. In the future, finite
measurement times may also put constraints on the per-
formance of quantum computers by limiting the speed at
which large qubit register can be read out. Procedures
that can reduce this measurement time while using the
same detector resources are thus interesting both from a
theoretical and practical point of view.
In a recent series of articles [1–4], Combes et al. have
proposed control schemes which increase the measure-
ment speed of qubit registers. The methods they pro-
posed provide an impressive speedup rate proportional
to the register size. However, in contrast to the simple
no control procedure, they require a prohibitive exponen-
tial amount of memory. In addition to their relative com-
plexity, this latter limitation makes these new procedures
implementable only for small qubit registers. It may have
seemed that the use of an exponential complexity was the
price to pay for this linear speed-up: “You cannot have
your cake and eat it”. Fortunately, it turns out that this
is not the case here. In this article we introduce a quasi
open-loop scheme that gives a similar gain while requir-
ing much fewer control operations on the system (' 2 on
average for typical parameter values) and using only a
linear amount of memory.
This article is structured as follows. We shall first in-
troduce briefly in section II the quantum trajectory for-
malism for the continuous measurement of a qubit and
show that, at least in the case we consider, it is formally
equivalent to a fully classical probabilistic model. We
shall then review in section III the previous approaches
to rapid measurement before presenting our own model
and deriving its properties in section IV. We will then
briefly review additional numerical results in V and con-
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clude by discussing possible improvements and exten-
sions. The proof that the schemes provide the claimed
speed-up rates are rather cumbersome and relegated to
appendices.
II. CONTINUOUS MEASUREMENT OF A
REGISTER OF (QU)BITS
The standard way to describe the progressive measure-
ment of a quantum system is by means of repeated in-
teraction schemes. A quantum system is coupled briefly
with a ancilla which is subsequently measured. As the
interaction has entangled the two quantum systems, mea-
suring the ancilla gives some information on the system
of interest. The measured ancilla is then discarded and a
new one is sent to interact with the system before being
measured again. Iterating this procedure many times
then gives a progressive measurement of the system in
a basis which is fixed by the system-ancilla unitary in-
teraction. In the limit where this procedure is repeated
infinitely frequently with an infinitely small interaction
time, one gets a continuous stochastic evolution for the
system which is called a quantum trajectory [5, 6]. In
what follows we will first give, without proof, the equa-
tions one gets for a continuously monitored qubit. Then
we will show that, in the specific case we consider, the
same equations can be derived from a much simpler clas-
sical model. This classical picture provides valuable in-
sights and the reader unfamiliar with quantum trajecto-
ries is encouraged to take it as the starting point.
Using standard continuous quantum measurement the-
ory [7–13], one can show that a qubit of density matrix
ρ ∈ C2 ⊗ C2 subjected to the continuous measurement
of the operator σz obeys the Stochastic Master Equation
(SME):
dρt = 2γD[σz](ρt) dt+
√
2γH[σz](ρt) dWt (1)
where γ codes for the measurement strength, Wt is a
Wiener process and we have used the standard notation
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2from [13]:
D[A](ρ) = AρA† − 1
2
(A†Aρ+ ρA†A)
H[A](ρ) = Aρ+ ρA† − tr [(A+A†)ρ] ρ (2)
The associated measurement signal, which is the contin-
uous and weak equivalent of the (random) result from a
Von Neumann measurement, reads:
dYt = 2
√
2γ tr(σzρt) dt+ dWt (3)
In the absence of proper Hamiltonian for the qubit, it is
easy to notice that the phases of the density matrix in the
eigenbasis of σz are exponentially suppressed and have no
back-action on the diagonal coefficients. Consequently,
we can consider, without lack of generality, that we start
from a diagonal density matrix. In that case, eq. (1)
takes the simple form:
dpt = 2
√
2γ pt(1− pt) dWt (4)
where pt is simply the probability to be in the state |0〉 =
|+〉z at time t: pt = 〈0|ρt|0〉. An interesting feature of
this equation is that it is completely classical. In the
absence of phases, eq. (1) can be understood simply as
the fancy quantum rewriting of an inherently classical
model where a classical bit has a well defined value which
is progressively revealed. Let us make this claim more
precise by explicitly constructing the equivalent classical
model.
Consider a classical bit that can take two values R = 0
and R = 1 (or equivalently + and −). The bit state is
fixed but unknown. An observer progressively extracts
information about the bit state by doing a succession of
imperfect classical measurements with results δk = ±1.
A measurement gives some, but not all, the information
on the system state, more precisely we take:
P(δk = 1|R = 0) = 1 + ε
2
P(δk = 1|R = 1) = 1− ε
2
(5)
which fully specifies how the information is extracted.
The parameter ε ∈ ]0, 1[ codes for the quality of the mea-
surement and we will be interested in the very bad mea-
surement limit ε→ 0. We write Fk = σ ({δi} , i ≤ k) the
natural filtration associated to the stochastic process of
the measurement results. In other words, Fk corresponds
to the intuitive notion of the information contained in
the measurement results up to step k. The quantity of
interest is the probability pk = P (R = 0|Fk), i.e. the
probability for the bit state to be zero knowing the first
k measurement results. A simple application of Bayes’
rule gives the following update rule for pk:
pk+1 =
(1 + ε δk+1) pk
(1 + 2ε δk+1)(pk − 1/2) . (6)
FIG. 1. Schematics of the continuous measurement of a reg-
ister of bits with feedback control.
This discrete update rule becomes a set of stochastic dif-
ferential equations in the appropriate weak measurement
limit t = kdt, ε =
√
γdt and Yt =
√
dt
∑k
i=1 δi (see e.g.
[14]): {
dpt = 2
√
2γ pt(1− pt) dWt
dYt = 2
√
2γ (2pt − 1) dt+ dWt
(7)
Which is exactly the same set of equations as in the quan-
tum case. From now on we will thus use the classical
picture when it makes the proofs mathematically simpler
or just more intuitive. The reader unfamiliar with con-
tinuous quantum measurement can also simply keep the
previous classical picture in mind and stop being both-
ered with quantum mechanics, at least regarding the rest
of this article.
Building upon the previous construction, it is easy
to describe the continuous measurement of a register of
n qubits (which, with the same argument as before, is
equivalent to the continuous measurement of a register
of classical bits). We assume that all the (qu)bits are
measured independently by n detectors, the density ma-
trix ρ ∈ (C2 ⊗ C2)⊗n verifies the SME:
dρt = 2γ
n∑
i=1
D[σ(i)z ](ρt) dt+
√
2γ
n∑
i=1
H[σ(i)z ](ρt) dW (i)t
(8)
where:
σ(i)z = 1⊗ 1⊗ ...⊗ σz ⊗ ...⊗ 1 (9)
with σz in i-th position. The Wiener processes are un-
correlated, i.e. dW (i)t dW
(j)
t = δijdt. The signals Y (i)
associated to the detectors verify the same equation as
before:
dY
(i)
t = 2
√
2γ tr
(
σ(i)z ρt
)
dt+ dW
(i)
t . (10)
Everything can be rewritten with the help of a classi-
cal vocabulary in the same way as before. Assuming
one has no prior information on the true state R ≡(
R(1), ..., R(n)
)
of the classical register, all the bits can
3be considered independently in the sense that the total
probability factorizes:
P
[
R|σ(F (1)t , ...,F (n)t )
]
= P
[
R(1)|F (1)t
]
...P
[
R(n)|F (n)t
]
.
(11)
It is only necessary to compute the evolution of the
probabilities of the n single bit states, or say of the n
marginals, to know the probability of a register config-
uration. Storing the 2n probabilities of all the register
configurations is not needed in this simple measurement
setup. This helpful property will unfortunately be lost
for more elaborate measurement schemes.
To quantify the rate at which information is extracted
as a function of time with the continuous measurement
scheme, the (now standard) approach is to consider the
log-infidelity ln ∆ where ∆ = 1− λ0 with λ0 the largest
eigenvalue of ρ (or equivalently here, the probability of
the most probable register configuration). In addition
to its simplicity, this measure has conceptual advantages
which are detailed in [1]. We shall not elaborate on this
fact here and simply assume that the log-infidelity is a
relevant measure of information extraction.
Writing the density matrix in a basis where the most
probable state is noted 0¯ = |00...0〉 and using Itô rule,
one gets after a straightforward computation:
E [d ln ∆t] = −4γ
n∑
i=1
tr
[
(σ(i)z − 1)ρt
]2 (1−∆t)2
∆2t
dt
(12)
In the simple case I consider here, it can be shown (see
e.g. [4]) that for large time, i.e. t  γ−1 the previous
expression simplifies to:
E [d ln ∆t] = −16γ dt (13)
The objective of rapid measurement schemes is to im-
prove this convergence rate while still using the same
detector resources.
III. STANDARD RAPID MEASUREMENT
SCHEMES
Before going into the details of the rapid measurement
schemes, we should give an intuition of why some asymp-
totic speed-up is expected. Consider that the previous
measurement scheme has been run for a while and look
at the two most probable configurations. Being able to
discriminate rapidly between these two configurations is
what makes a measurement scheme fast, at least in a
first approximation. However, because the probability of
a configuration can be written as a product of single bit
probabilities, the two most probable configurations differ
only by one bit. Consequently, only one detector actually
provides relevant information while the n− 1 other ones
are essentially useless. Intuitively, one can expect that
a good measurement scheme will find a way to harness
the information extraction ability of the n detectors at
the same time. Doing so should naively provide a speed
up of order n (and we will see that this is what all the
algorithms get).
Let us now recall what is allowed for a rapid quantum
measurement scheme. In contrast with rapid purifica-
tion schemes [15–18], the control applied on the system
should commute with the measured observables, i.e. the
control should not amount to a change of the measure-
ment basis. The only operations that are consequently
allowed are permutations of vectors in the measurement
basis[1]. Incidentally, this means that the evolution of the
density matrix with the control is still equivalent to that
of a classical system because the control itself is a purely
classical operation; rapid quantum measurement is inher-
ently a classical problem. This classicality is very helpful
to understand what the measurement result means after
such a procedure. If we stick to the quantum, we have
to say that the measurement result allows us to retrodict
what the system state would have been in the absence of
control. Classically, the system state is fixed, it is then
subjected to a measurement procedure with operations
that can easily be reversed at the end, once the result is
known. Using the mathematical equivalence of the situ-
ation, we can thus say that everything happens as if the
system state were fixed but unknown at the beginning
and that the optimal measurement procedure simply re-
vealed it.
Let us now review briefly the first proposal of Combes
et al. [1] for a locally optimal measurement scheme. A
brief look at eq. (12) shows that the locally optimal case
is obtained for a permutation of the initial basis that
maximises the quantity:
n∑
i=1
tr
[
(σ(i)z − 1)ρLOt
]2
(14)
where ρLOt is the optimally permuted density matrix.
The asymptotic speed-up is then defined as:
SLO = lim
t→+∞E
[
(1−∆t)2
4∆2t
n∑
i=1
tr
[
(σ(i)z − 1)ρLOt
]2]
.
(15)
which is the asymptotic ratio of the convergence rates
for the locally optimal case and the no feedback case.
Following [1], the key concept is the Hamming distance
[19]. The Hamming distance between two states counts
the number of bit differences between them. The idea is
to do a permutation of the pointer basis which puts the
next-to-most probable states as far as possible (with re-
spect to the Hamming distance) from the most probable
one. This will maximise
∑n
i=1 tr
[
(σ
(i)
z − 1)ρLOt
]2
. More
precisely, one first needs to order all the states but the
most probable one by decreasing order of probability in
a first list, then to order the states in decreasing order of
Hamming distance with respect to the most probable one
in a second list. The control then consists in mapping the
states of the first list to the states of the second list while
4keeping the most probable state unchanged. Intuitively,
one expects this scheme to provide a speed up of order
n because the probable states can be discriminated from
the most probable one with approximately n detectors at
the same time. And indeed, in [1] the authors manage to
prove that for large n:
n
4
≤ SL0 ≤ n (16)
The previous locally optimal scheme requires a real
time feedback loop which may be difficult to implement
in practice. It would be more convenient to have a pre-
defined strategy implementable in open-loop. In [4] the
authors provide such a scheme. The idea is simply to do
rapid random permutations of the pointer basis. One ex-
pects that, on average, the states will be at a Hamming
distance of order n/2 from each other yielding the same
kind of speed-up as before but for a different pre-factor.
And indeed, in [4] the authors prove that the speed-up
SRP for the open-loop random permutation scheme ver-
ifies for large n:
n
4
≤ SRP ≤ n
2
(17)
Actually, it is possible to prove that the upper bound is
reached exactly, i.e. that:
SRP =
n
2
2n
2n − 1 ∼n+∞
n
2
, (18)
see appendix A. This result will allow us to compare this
scheme with our new measurement procedure more pre-
cisely.
These two schemes are certainly appealing but they
suffer from an important limitation which makes them
essentially impossible to implement on future large regis-
ters. Setting aside the astonishingly high number of per-
mutations NP = (2n)! that are needed in the open-loop
case (because a smaller number, say only exponential,
might give similar speed-ups), the main obstacle is that
the two schemes require an exponential amount of mem-
ory to store the 2n diagonal coefficients of the full density
matrix, i.e. the probabilities of all the register configura-
tions. Indeed because of the successive permutations of
the pointer basis, it is no longer true that the probability
of a configuration can be reconstructed from a product of
the n marginals, a lot of information is stored in the bit
correlations. Additionally, the two schemes require that
the operator do a huge number of permutations on the
system, something which may be difficult to implement
in practice.
IV. “GUESS AND CHECK” ALGORITHM
A. Description
Naively, a good way to build a procedure more frugal in
memory would be to reduce the number of different basis
used in the open-loop scheme hoping that the states still
stay far away from one another on average with respect to
the Hamming distance. It turns out that requiring that
every state is far away from every other one on average is
a very demanding requirement which is only needed for
a truly open-loop control scheme. Slightly relaxing the
open-loop condition, it is possible to construct a quasi
open-loop, or as we will call it “guess and check ” (GC)
algorithm which is fast and memory efficient.
The idea goes as follows. Imagine one knows a good
candidate for the register state after running the stan-
dard measurement scheme for a while. Then two ordered
pointer basis are enough to keep the candidate at an av-
erage Hamming distance of n/2 from every other state.
The solution is simply to take an ordered basis B and
then exchange the candidate and its bitwise opposite to
get a new basis B˜. If a given state is close to the candi-
date c inB then it will be far from c in B˜ and vice versa.
Measuring successively in B and B˜ should yield a con-
vergence speed-up of n/2 provided the candidate initially
chosen was correct. If this is not the case and the most
probable state changes during the measurement process,
then a crude yet practical solution is simply to start the
whole process again and discard all the information ac-
quired before. The key thing to notice is that the time
spent in the guessing process and in eliminating wrong
guesses is finite on average and has accordingly no im-
pact on the asymptotic speed-up. This will be discussed
in more details later, but let us start by presenting the
algorithm precisely this time:
Guess and Check measurement protocol
1. Run the standard measurement protocol until a
register configuration, later called the candidate,
reaches a probability superior to a predefined
threshold p0 (e.g. p0 = 1/2).
2. Implement the permutation mapping the initial or-
dered pointer basis B to the new ordered pointer
basis B˜ where the candidate and its bitwise oppo-
site are exchanged.
3. Measure in the two basis by applying the permu-
tation and its inverse successively until the target
infidelity is reached or until the probability of the
candidate becomes negligibly small (say inferior to
p
′
0  p0).
4. In the latter case, start the whole protocol again
from the first step and discard all the information
previously acquired.
At this point, a few comments are in order. The value
of the thresholds, though important for the short term
behavior of the protocol, has no impact on the asymp-
totic behavior of the infidelity. The frequency at which
one should switch of measurement basis is voluntarily left
open for the simple reason that it does not matter[20]!
5FIG. 2. Guess and Check algorithm.
Indeed, as it is clear from the classical picture, the mea-
surements can be done in any order without changing the
statistics (equivalently, one can assume that all the mea-
surement have already been done in the two basis, that
the system state is fixed, and that one only progressively
reveals the measurement results). The only thing that is
needed is that the same amount of time is spent in ev-
ery basis and that the most probable state is computed
from time to time to check if it has changed. Step 4 of
the protocol is obviously highly suboptimal and could be
improved greatly in the future. However, as it is writ-
ten now, it has the great advantage of making the whole
algorithm very easy to analyse rigorously.
The protocol is quasi open loop in the sense that only
a small number of actions (finite on average) has to be
done by the controller which makes it much easier to
implement than a real-time feedback loop. Moreover, the
feedback part consists in a simple unitary operation on a
2-level system consisting of the candidate and its bitwise
opposite. The protocol is thus simple and robust, the
only thing that remains is to show that it indeed provides
a speedup of order n and that it only requires a memory
of size O(n).
In what follows and for notational simplicity, we will
assume that the candidate is labelled in the same way in
B and B˜ i.e. we will use a notation where all the bits
are flipped in B˜. Alternatively, one can consider that B˜
is obtained from B via a full bit flip of all the states but
the candidate and its bitwise opposite which is strictly
equivalent.
B. Speedup of order n
Provided the candidate turns out to stay the most
probable state during the whole process, it can be shown
(see appendix B) that the infidelity decreases at a rate
n/2 times larger than with the standard measurement
scheme. More precisely, it can be shown that for large
time:
E[−d ln ∆t] ∼
t+∞
n
2
× 16γt. (19)
However, this does not straightforwardly give the
speedup rate as the candidate might just turn out not to
stay the most probable state forever if the initial guess
was wrong. Two additional contributions need to be
taken into account. First, some time τ0 (finite on av-
erage) is needed to find a first candidate with probability
superior to the predefined threshold. Second, some time
τ˜1 may be needed to realize that this was not the good
candidate. In such a situation, which happens with prob-
ability (1−p0)/(1−p′0) ' (1−p0), we then have to start
over and wait for a time τ1 before finding a new good
candidate, which may turn out to be wrong after a time
τ˜2, and so on. As a result the average time T spent out
of the fast converging phase of the algorithm is:
T ' E[τ0] +
+∞∑
i=1
(1− p0)i (E[τ˜i + τi]) (20)
Because we start over every time the candidate turns out
to be incorrect, τi and τ˜i are random variables with a
law independent on i. Consequently, the latter equation
reduces to:
T ' E[τ ] + 1− p0
p0
(E[τ ] + E[τ˜ ]) (21)
which is finite. As a result, the amount of time wasted
trying to find the candidate and eliminating incorrect
ones does not matter for the asymptotic properties of the
log-infidelity. Finally we have, for the guess and check
algorithm and n ≥ 2:
SGC =
n
2
(22)
6This means that the guess and check procedure offers an
asymptotic speedup equal to that of the true open-loop
scheme for large n.
C. Computation with O(n) memory
To prove that we do not need to store the full density
matrix, it is easier to use the mathematically equivalent
classical picture. In what follows, we will decompose the
information coming from the 2n measurement records (n
measurement apparatus in two distinct basis). For that
matter, it is convenient to introduce the notations:
Fkt = σ
({
Y (k)u
}
, u ≤ t
)
F˜kt = σ
({
Y˜ (k)u
}
, u ≤ t
)
Gt = σ
({
Y (k)u , Y˜
(k)
u
}
, u ≤ t, k = 1..n
) (23)
where Y (k) is the signal from detector k in B, where
Y˜ (k) is the signal from detector k in B˜ and where Gt
thus contains all the information available up to time t.
Marginals with respect to the filtrations Fkt and F˜kt can
be computed in real time using only one signal and inde-
pendently of the rest via eq. (4). The objective is now
to express probabilities with respect to the full filtration
as a function of these easily computable marginals. Ele-
mentary applications of Bayes’ rule give:
P[R = s|Gt] = 1
Zt
n∏
k=1
P[R = s|F (k)t ]P[R = s|F˜ (k)t ]
P[R|G0]2
(24)
where Zt is the normalization. Assuming equal probabil-
ity at initial time for simplicity we get:
P[s|Gt]= 1Zt
n∏
k=1
P
[
R(k) = s(k)|F (k)t
]
P
[
R˜(k) = s˜(k)|F˜ (k)t
]
(25)
where, again, R(k) (resp. R˜(k)) is the value of the k-
th bit of R in B (resp. in B˜). The difficulty is now
that the normalisation factor Zt contains an exponential
number of terms so that it would seem that we still need
an exponential number of operations. However, because
of the simple permutation between the two basis, the
normalization factor Zt can be computed exactly:
Zt =
∑
s∈S
n∏
k=1
P
[
R(k) = s(k)|F (k)t
]
P
[
R˜(k) = s˜(k)|F˜ (k)t
]
=
∑
s∈S
n∏
k=1
P
[
R(k) = s(k)|F (k)t
]
P
[
R˜(k) = 1− s(k)|F˜ (k)t
]
+
n∏
k=1
P
[
R(k) = 0|F (k)t
]
P
[
R˜(k) = 0|F˜ (k)t
]
+
n∏
k=1
P
[
R(k) = 1|F (k)t
]
P
[
R˜(k) = 1|F˜ (k)t
]
−
n∏
k=1
P
[
R(k) = 0|F (k)t
]
P
[
R˜(k) = 1|F˜ (k)t
]
−
n∏
k=1
P
[
R(k) = 1|F (k)t
]
P
[
R˜(k) = 0|F˜ (k)t
]
,
(26)
where we have used the fact that for all the states s
but two (the candidate 0¯ and its bitwise opposite 1¯ =
|11...1〉), s˜(k) = 1 − s(k). To simplify the expressions
we introduce the compact notations for the marginals
in the two basis knowing only the information from one
series of measurements: p(k)t = P[R(k) = 0|F (k)t ] and
p˜
(k)
t = P[R˜
(k) = 0|F˜ (k)t ] (which, it should be emphasized,
are not the true marginals, i.e. the marginals conditioned
on all the available information). Theses marginals can
be computed independently and easily in real time from
the measurement records Y (k)t and Y˜
(k)
t using eq. (3)
and (4) (or in the discrete case eq. (6)) . The sum in eq.
(26) can be done separately on each term of the product
which gives:
Zt =
n∏
k=1
[
p
(k)
t (1− p˜(k)t ) + (1− p(k)t )p˜(k)t
]
+
n∏
k=1
(2p
(k)
t − 1)(2p˜(k)t − 1)
(27)
where the first term comes from the sum over all states
and the second comes from the 4 correction terms of eq.
(26). This means that the normalization factor can be
computed knowing only the 2nmarginals in the two basis
and doing only a number O(n) of elementary operations
(additions and multiplications) on them. Eventually, the
probability of any state can be computed from a linear
number of operations on the marginals. For example, we
can compute the probability of the candidate λ0:
λ0 =
p
(k)
t p˜
(k)
t
Zt ({pt, p˜t}) (28)
which allows for an on-demand exact and rapid compu-
tation of the log-infidelity knowing only the 2n indepen-
dently computable bit probabilities.
7FIG. 3. On the left, speed-up provided by the GC algorithm for finite infidelity target ∆ for various values of the number of
qubits n. On the right, percentage of the asymptotic speed-up reached for finite infidelity target. For large values of n, the
asymptotic speed-up is only approached for extremely small values of ∆. The computations are done with thresholds p0 = 0.5
and p′0 = 0.001.
V. NUMERICS
Computing the speed-up rate numerically is useful for
two reasons. First, the results previously derived are
asymptotic and the speed-up could very well be much
smaller for a reasonable non-zero infidelity target. Sec-
ond and most importantly, computing the speed-up rate
numerically for large values of n is the best way to make
sure that the protocol does not require an exponential
amount of memory and is indeed easily implementable.
The numerical computations can be easily carried out
with the help of the discrete equation (6) for ε  1.
Starting from a fully unknown register state, the time to
reach a given infidelity target is computed for the stan-
dard no control scheme and for the GC procedure from
which the non-asymptotic speed-up rate is computed.
The results for various register sizes are shown in Fig. 3.
Unsurprisingly, for large registers, the asymptotic speed-
up is only reached for absurdly small infidelity targets.
This is because most of the time is spent in the “guess”
phase trying to find a candidate. Optimizing over the
thresholds p0 and p
′
0 would probably slightly tame this
noxious waste of time. Further, the suboptimal step 4 of
the procedure does lead to a substantial slow down for
reasonable infidelity targets and a less naive procedure
might be able to make the non-asymptotic part of the
algorithm less costly.
Alternatively, one could imagine a multi-stage algo-
rithm where a global candidate is found by applying the
GC procedure on a series of subregisters, i.e. where the
“guess” phase itself is sped up using the GC algorithm.
In any case, these numerical simulations show that the
asymptotic speed-up should not be the only metric used
to assess the efficiency of rapid measurement schemes in
the future as the asymptotic regime may be irrelevant
in realistic setups. Note that the previous schemes of
FIG. 4. Exact asymptotic speed-up for the Random Permu-
tation scheme (RP) and the Guess and Check (GC) scheme
computed in this article. The two lines “sup LO” and “inf
LO” show the analytic upper and lower bounds known for the
Locally Optimal measurement scheme of [4].
Combes et al. [1, 4] which could only be probed numeri-
cally for small registers, also showed lower performances
for finite infidelity targets. All these reserves being made,
the GC algorithm does provide a large speed-up in ab-
solute value for all register sizes and reasonably small
infidelity targets. As a result, and even without the pre-
viously mentioned potential improvements, the GC algo-
rithm can be applied profitably to the rapid measurement
of qubit registers.
8VI. DISCUSSION
We have proposed a new and simple protocol (GC)
aimed at increasing the measurement rate of qubit reg-
isters and derived the exact asymptotic speed-up it pro-
vides. Its asymptotic speed-up rate, compared to that of
the earlier schemes of [1] and [4], is displayed in Fig. 4.
The main comparative advantage of the procedure does
not reside in its performance increase but in its practical
and computational simplicity. Indeed, in terms of con-
trol, the GC algorithm only requires a finite number (on
average 2 for thresholds p0 = 1/2 and p
′
0  1) of simple
permutations on a subspace of dimension 2. Even if the
scheme is not, strictly speaking, open-loop, the fact that
the control operations can be done with a delay without
performance loss makes it much less demanding than a
true real-time feedback control scheme. Eventually and
most importantly, the GC algorithm allows to encode
the probabilities of all the register configurations in 2n
real numbers in contrast with the prohibitive exponen-
tial number required by other protocols. This last feature
makes the GC algorithm, or other algorithms built upon
similar ideas, particularly suitable for the rapid measure-
ment of future quantum computer registers where an ex-
ponential memory scaling will simply be prohibitive.
Although this was not strictly necessary for our deriva-
tion, we have used a classical probabilistic picture
throughout the paper. As the rapid measurement prob-
lem is essentially a classical problem, recasting everything
in an equivalent classical language provides a simpler and
hopefully more pedagogical introduction to the subject.
Additionally, it helps give intuitive and straightforward
answers to questions otherwise non trivial like the sen-
sitivity to control imperfections or the meaning of the
result obtained at the end of the protocol. Since the core
of the procedure is classical, one may wonder if quan-
tum mechanics nevertheless plays a useful role in its im-
plementation. The answer is positive, the GC scheme
requires a permutation of two configurations, something
which is highly non intuitive and with a problematic im-
plementation in classical mechanics but which may be
carried out with a simple Hamiltonian in quantum me-
chanics. Consequently, even if the intuition backing the
GC protocol is mostly classical, it is likely that it is only
implementable on a genuinely quantum system in prac-
tice.
In the future, ideas similar to the one developed in this
article could be applied to the rapid measurement of more
general quantum systems. Even in the restricted context
of qubit registers, the numerical simulations have shown
that improving the short time behavior of the algorithm
could greatly improve its performance in practice. For
that matter, analytic studies of the finite time behavior
of the log infidelity could certainly be illuminating.
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Appendix A: Exact speed-up for open-loop control
The exact speed-up can actually be computed using
an exact solution of the stochastic differential equation
and a bit of combinatorics. The method is very similar
to the one used by Combes et al. in [4] to compute the
convergence rate of the infidelity in the no feedback case.
We start by assuming that the random permutations
are carried out very quickly so that the whole permuta-
tion group is sampled in any infinitesimal time interval.
Notice again that this is just needed for simplicity, the
order in which the measurements are done does not mat-
ter so we can reorganise them a posteriori to fulfill the
previous condition. In this setting the register density
matrix verifies:
dρt =
[
2γ
(2n)!
]1/2 ∑
τ∈S(2n)
2n∑
k=1
H[σk,τz ](ρt)dW (k,τ)t (A1)
where S(2n) is the permutation group on the set S
of the 2n configurations, σk,τz = U−1τ σkzUτ where Uτ is
the unitary operator implementing the permutation τ
and the W (k,τ)t are independent Wiener processes i.e.
dW
(k,τ)
t dW
(k′,τ ′)
t = δk,k′δτ,τ ′dt. Equation (A1) is invari-
ant under the change σk,τz → σk,τz + 1 which allows to
work with projectors on spaces of dimension 2n−1. There
are only
(
2n
2n−1
)
such projectors which allows the follow-
ing factorisation.
dρt = 2
√
2γN
∑
P⊂S ,|P|=2n−1
H[PP ](ρt)dWPt (A2)
with
N = n( 2n
2n−1
) (A3)
and PP denotes the projector on the subset P of the set
of possible register configuration S . The new Wiener
processes are obtained as a normalized sum of the pre-
vious independent Wiener processes and are thus also
independent Wiener processes. For pure mathematical
convenience we can associate a corresponding set of sig-
nals which will allow us to work with what is often called
linear quantum trajectories [13] (the knowledge of which
is not needed here):
dY Pt = 4
√
2γN tr [PPρt]dt+ dWPt . (A4)
We introduce an auxiliary density matrix ρ˜ verifying the
linear SDE:
dρ˜t = 4
√
2γN
∑
P
PP ρ˜t dY Pt . (A5)
9One can verify, using the Itô formula, that the true den-
sity matrix ρ can be recovered from ρ˜ through a simple
normalisation. The previous equation can easily be ex-
panded and gives in components:
dλ˜s = 4
√
2γN λ˜s
∑
P,s∈P
dY Pt , (A6)
where λ˜s is the eigenvalue of ρ˜ associated to the state (or
configuration) s and which, once normalized, will give
its probability. This equation can be solved exactly as a
function of the Y Pt ’s:
λ˜s = exp
4√2γN ∑
P,s∈P
Y Pt − 8γN
(
2n
2n−1
)
t
 ,
(A7)
Finally we can express the normalized probability for the
state s of maximum probability:
λ0 =
exp
(
4
√
2γN ∑P,0∈P Y Pt )∑
s exp
(
4
√
2γN ∑P,s∈P Y Pt ) (A8)
Up to now, everything is exact and some approximations
are now needed to work out the large time limit. In this
limit λ0 is close to one and all the other probabilities are
much smaller and decrease exponentially (on average) as
a function of time. Using eq. (A4) we thus get:
Y Pt ∼
t+∞ 4
√
2γN t if 0 ∈ P
Y Qt = o
t+∞(t) if 0 /∈ Q
(A9)
Now, one only needs to notice that for the sum over sub-
sets containing 0 there are
(
2n−1
2n−1−1
)
=
(
2n
2n−1
)
/2 non neg-
ligible terms whereas for the sum over subsets containing
s 6= 0, there are only ( 2n−22n−1−2) = 14 2n−22n−1( 2n2n−1 ) non neg-
ligible terms:∑
P,0∈P
Y Pt ∼
t+∞
1
2
(
2n
2n−1
)
× 4
√
2γN t
∑
P,s6=0∈P
Y Pt ∼
t+∞
1
4
2n − 2
2n − 1
(
2n
2n−1
)
× 4
√
2γN t
(A10)
Which gives:
ln(1− λ0) ∼
t+∞ −
1
4
2n
2n − 1
(
2n
2n−1
)(
4
√
2γN
)2
t
∼
t+∞
n
2
2n
2n − 1 ×−16 γ t
(A11)
So that the exact speed-up rate reads:
SRP =
n
2
2n
2n − 1 ∼n+∞
n
2
(A12)
which is what we had claimed. This exact result coin-
cides with the upper bound proposed in [4] and seems
consistent with its numerical results.
Appendix B: Speed-up rate for Guess and Check
control
In this section, we compute the speed-up rate for the
“Check” part of the algorithm, assuming the candidate
picked at the beginning turns out to be correct, i.e. that
it stays the most probable state during the whole process.
Without lack of generality, we write then 0¯ the candidate
(a notation valid in the two basis). We also assume for
convenience that the measurements are made in the two
basis simultaneously, which as we argued before, does
not change anything in the statistics as long as the same
amount of time is spent in each basis. The system density
matrix verifies the following SDE:
dρt =
√
γ
n∑
k=1
H[σ(k)z ] (ρt) dW (k)t
+
√
γ
n∑
k′=1
H[σ(k′)z ] (ρ˜t) dW˜ (k
′)
t
(B1)
where ρ˜t is the matrix of ρt in B˜ and W
(k)
t , W˜
(k)
t are
independent Wiener processes. As in the previous case,
we make the transformation σ(k)z → σ(k)z + 1 ≡ 2P (k)
which leaves the previous SDE invariant. The associated
signals Y (i) and Y˜ (i) verify:
dY
(i)
t = 4
√
γ tr
[
P (i)ρt
]
dt+ dW
(i)
t
dY˜
(i)
t = 4
√
γ tr
[
P (i)ρ˜t
]
dt+ dW˜
(i)
t
(B2)
As in the previous appendix, we can solve eq. (B1) ex-
plicitly (as a function of the signal) using a linearised
version of the SDE:
dρ¯t = 4
√
γ
n∑
k=1
[
P (k)ρ¯tdY
(k)
t + P˜
(k)ρ¯tdY˜
(k)
t
]
(B3)
which is solved in components:
λ¯s = exp
(
4
√
γ
n∑
k=1
[
(1− s(k))Y (k) + (1− s˜(k))Y˜ (k)
])
× exp
(
−8γ
n∑
k=0
[
(1− s(k)) + (1− s˜(k)
]
t
)
.
(B4)
At large time, when most of the probability is concen-
trated on the state s = 0¯, eq. (B2) gives:
Y
(k)
t ∼
t+∞ 4
√
γt
Y˜
(k)
t ∼
t+∞ 4
√
γt
(B5)
From eq. (B4) it is then easy to see that the non-
normalised eigenvalues have three possible behaviors:
λ¯0¯ = exp [16nγt+ o(t)]
λ¯1¯ = exp [o(t)]
λ¯s = exp [8nγt+ o(t)] for s 6= 0¯, 1¯
(B6)
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Recalling that
λ0¯ =
λ¯0¯∑
s∈S λ¯s
, (B7)
we finally get, for n 6= 1:
ln(∆t) = ln(1− λ0¯) ∼
t+∞ −16 γ t×
n
2
(B8)
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