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An algorithm of B. Buchberger’s is extended to polynomial rings over a 
Woetherian ring. In a specialized version, it can be used for computing “elimina- 
tion ideals.” Over fields, it provides the determination of the minimal prime 
ideals which contain the given ideal, except that the primeness must be proved 
with other methods. Estimates for computing time are not given. 
EINLEITUNG 
Das Gleichungssystem 
(*I F&Y, ,...) X,) = 0 (1 < p < 4 
mit Polynomen F, vom Grad d, sol1 gel&t werden. 
1st der Koefhzientenring 1: der K&-per @ und sucht man die LSsungen 
(Xl ,*-., x,) in Cn, interessiert man sich oft nur fur Naherungen (2, ,..., Q. 
Gilt auherdem m = n, so ist “im allgemeinen” die Anzahl L der Liisungen 
endlich und N = nrZ_, d, eine obere Schranke fur L, i.e. gilt L = N. Es ist 
in dieser Situation im Prinzip miiglich, die (2, ,..., 2,) durch ein Homotopie- 
verfahren zu bestimmen: Man wahlt ein Gleichungssystem G,(X, ,..., X,) = 0, 
G, vom Grad d, , dessen N Lbsungen man kennt (z.B. G&V, ,..., X,) = 
X&p - l), und verfolgt jede der N Lijsungen (xii(t),..., xin(f)) des Systems 
ff,(t; x, ,..., X,) := tF,(Tf, )...) X,) + (1 - t) G,(X, ,..., X,) = 0, wahrend t 
auf einer passenden Kurve (in C) von 0 nach 1 variiert wird. Dieser Ansatz 
ist z.B. von Drexler [5] ausgeftihrt. 
Ohne solche spezielle Annahmen gehiirt das eingangs gestellte Pro- 
blem zu den Grundaufgaben der Idealtheorie des kommutativen Rings 
% = r[X, )...) X,]: Man finde alle minimalen Elemente der Menge 
1V~SSpec~l Q2W, wobei 2I das von den F, erzeugte %-Ideal ist. Diese 
und andere Grundaufgaben sind spatestens seit G. Hermann [7] theoretisch 
erledigt, falls P ein KGrper ist. (Man beachte aber einige Korrekturen: 
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Seidenberg [12].) Fiir noethersche Koeffizientenringe r hat Entsprechendes 
Richman [14] bearbeitet. Zu praktisch durchfuhrbaren Algorithmen sind diese 
algebraischen Methoden aber nicht ausgebaut. 
Buchberger [l] hat (wenn r K&per ist) einen Algorithmus angegeben, 
bei welchem zunachst das Erzeugendensystem des Ideals ?I in eine gewisse 
Normalform gebracht und diese dann dazu beniltzt wird, ein Vertretersystem 
der Restklassen nach (2[ herzustellen. Fiir Ideale der Dimension 0 gelingt 
damit i.W. die Bestimmung der Nullstellen. Neulich hat Buchberger [2] das 
Thema noch einmal aufgegriffen und die Normalform der fri.iheren Arbeit 
eindeutig festgelegt. 
AuDer Buchberger selbst hat Schrader [I I] den Algorithmus auf einem 
Computer [Univac 11081 implementiert und dabei fiber die Eindeutigkeit 
der Normalform dieselbe Feststellung gemacht. Weiterhin ergaben sich 
fur die Bestimmung der Nullstellen einfachere Rechenverfahren als die 
von Buchberger vorgeschlagenen. Auch Lauer [9] hat den Algorithmus 
implementiert und ihn auf den Fall euklidischer Ringe t verallgemeinert, 
eine Variante davon such auf noethersche Integritatsbereiche r. Leider hat 
er nicht alles zu einem einheitlichen Beweis zusammengefafit. 
Es zeigt sich nun, daD man an Buchbergers Algorithmus leichte Modifi- 
kationen vornehmen mug, wenn man such Nullstellen hoherer Dimension 
finden will. AuBerdem bleiben alle wesentlichen Eigenschaften des Algo- 
rithmus erhalten, wenn man den Grundkorper durch einen beliebigen 
noetherschen Ring ersetzt. 
Obwohl Buchbergers Beweise mutatis mutandis fortbestehen, verlangt 
besonders die letztgenannte Verallgemeinerung so viele technische iinder- 
ungen, dal3 eine neue Darstellung des Algorithmus nicht vermieden werden 
kann. 
In einem Spezialfall resultiert ein Verfahren fiir die “sukzessive Elimination 
der Variablen”, bei dem zwar das Abbrechen nach endlich vielen Schritten, 
nicht aber eine Abschatzung fur deren Anzahl bekannt ist. (Unrealistisch 
grobe Abschatzungen w&en fiir Anwendungen nutzlos.) 
Die Wirksamkeit fur die tatsachliche Ermittelung der Nullstellen mu13 
mit Zuriickhaltung betrachtet werden. Bei Idealen der Dimension 0 und 
einem Kiirper als zugrundegelegtem Ring ergibt sich ein Verfahren zum 
Auffinden der Nullstellen, wo nur der grol3e Rechenaufwand bei Buchbergers 
Algorithmus (und evtl. bei der Primzerlegung der als Resultat sich ergebenden 
Polynome) unbefriedigend bleiben; bei Idealen griil3erer Dimension als 0 
scheint es iiberhaupt keine praktikable Methode zu geben, von den im 
Resultat auftretenden Idealen zu verifizieren, dal3 sie prim sind. 
Immerhin kann am Schlurj ein gerechnetes Beispiel vorgefiihrt werden. 
Die Liisung dieses Systems wurde von Matzat [IO] beniitigt; deswegen 
habe ich diese im Jahre 1976 aufgeschriebene Version des Buchberger- 
Algorithmus implementiert und publiziert. 
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0. VORAUSSETZUNGEN UND BEZEICHNUNGEN 
Es seien r ein kommutativer noetherscher Ring mit 1, % = r[X, ,..., Xn]. 
a, b, c,... sind Elemente von r; a, 6, c,... Teilmengen von r. Entspredhende 
grol3e Buchstaben bedeuten meist das Analoge fiir ‘%. 
uber den Ring r setzen wir voraus, dal3 die Ringoperationen konstruktiv 
ausgefiihrt werden k&men, und auBerdem folgendes: 
Zu b E r, a a r (das Tdeal a etwa gegeben durch eine Basis) 
sei ein Element p(b, a) E r berechenbar, wobei gelte: p(b, a) 
hangt nur ab von der Restklasse von b mod Q, es ist p(b, a) = b 
mod a und p(b, a) = 0 genau dann, wenn b E a. (1) 
Sind die KoefEizienten a,, b E r der linearen Gleichung 
Cz=, a,x, = b gegeben, so sollen eine spezielle Losung (falls 
vorhanden) und eine Basis fur den t-Modul der Lijsungen der 
homogenen Gleichung X:=1 auyo = 0 berechenbar sein. (2) 
(“Basis” bedeutet hier und weiterhin ein endliches Erzeugendensystem 
eines noetherschen r- oder 5%Moduls, speziell eines Ideals; Minimalitat 
wird nicht gefordert.) 
Es sei N = (0, 1, 2,...) und I = N” u (- 1). (Das zusatzliche Element - 1 
erspart Fallunterscheidungen.) Fiir i = (ir ,..., in) E I sei Xi := n,“=, X,$, 
und wir schreiben A = &EI aiXi fur A E ‘%, wobei stets impliziert sein ~011, 
da13 a-, = 0 und fast alle a, = 0 sind. i 1 j bedeutet iv <j, (1 < v < n) 
und i I j das Gegenteil; fiber das Element - 1 E I wird verfiigt: - 1 / i fur 
i E I, i +’ - 1 fur i # - 1. Ist E C Z eine endliche Menge, so bezeichnet 
k.g.V.(E) die kleinste obere Schranke von E in I beziiglich der Teilordnung j. 
AuDerdem sei auf Seine Iineare Ordnung < gegeben, die sich mit / so vertrage: 
AusiJ.jfolgti<j (i, j E I?. (3) 
Ausi<jfolgti+k<j+k (i,j, k E I1i{-lj). (4) 
Spater schreiben wir lifters i <j oder j > i fur i <j i i. Die Termini 
“Minimum”, “minimal”, angewandt auf Teilmengen von I, beziehen sich 
immer auf die Relation I, “kleinstes Element” auf < ; analog bei “Maximum”, 
falls nichts anderes explizit angegeben ist. 
Fur A = xis, diXi sei aA := max< {i E 11 ai #, 0 oder i = - 1) der 
Grad von A (dieses maxs weicht also vom gerade aufgestellten Prinzip ab) 
und f* : = aaA der fiihrende KoeJTizient von A. 
Sei !IJI C !?I. Relativ zu ‘9.R und < definieren wir Ideale a,(m) (i E I) von r 
wie folgt: a,(%@) sei das von (fA 1 A E ‘9X und 8A 1 if erzeugte r-Ideal; wir 
schreiben einfach ai , falls !lJI feststeht. Ferner sei noch % = ZJ(YJI) :- 
{B = xi=, b,F E 93 1 fur alle i gilt bi = p(bi , ai)], p wie in (I). 
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1. DEFINITIONEN UND HILFSS~~TZE 
LEMMA 1. (a) Es gibt keine (unendliche) Folge (i”), h E N, iA E I, mit 
der Eigenschaftt: Fiir h -C p gilt i” 7 i”. 
(b) Eine Menge J _C I ist endlich, wenn fiir alle i, j E Jgilt i ?‘j, falls i # j. 
(c) Es gibt keine (unendliche) Folge (iA) mit iA > iufiir ;\ < ,u. 
Beweis. (a) Fiir n = 0 oder 1 ist das leicht einzusehen. Sei m E N die 
kleinste Zahl, so dal3 die Behauptung durch eine Folge (P), iA E Nm, widerlegt 
werden kann. Diese enthalt eine Teilfolge (j”) = (i+), p E N, bei welcher 
fur den Index m etwa die Folge j,u nicht fallt. Dann ware aber mit ku = 
W,..., jG-3 such eine solche Folge (k”) in Nm-l gefunden im Widerspruch 
zur Definition von m. (b) folgt unmittelbar; (c) ergibt sich aus (3). 1 
LEMMA 2. (aiD) sei eine Dopperfolge (i E I, p E F+l) von Idealen des noether- 
schen- Rings t, wobei fiir alle lndizes gelte: 
AUS i 1 j folgt ai, C aj, . 
Aus p < q folgt ai2, C aio . (6) 
Wegen (6) ist ai : = UPEN zB a. ebenfalls ein Ideal von t. Dann hat man: 
(a) Die Menge 3’ : = {ai ) i E I} ist endlich. 
(b) Die Menge K:={iEII i minimal mit ai = b fiir ein b E a} ist 
endlich. 
(c) Es gibt NE N, so da8 fiir alle i E I gilt aiN = ai . 
Beweis. Aus der Annahme, dal3 SY nicht endlich ist, konstruieren wir 
eine Folge (P), die Lemma I(a) widerspricht, mittels des folgenden 
“Algorithmus”: 
ZuAnfangsei?Y:= 0, l:=O. 
b sei ein maximales Element yon S?‘\g. (t ist noethersch.) (7) 
J : = {i E I 1 i minimal mit ai = b}. Nach Definition von 3 ist 
J # o. (5) und (6) ergeben zusammen sofort: (8) 
A~~i]jfolgtc,Caj. (5’) 
Wegen Lemma l(b) ist also J endlich. Von der zu konstruierenden Folge (i”) 
seien nun die iA fur h ‘< I schon definiert; ist i = i” mit h < I, dann gilt 
ai g 6, weil sonst (7) verletzt ware, und wegen (5’) fur j E J also i +‘j; fur 
j fj’ E J gilt j -t’j’ nach Definition. 1st etwa J = (jl,...,?}, so setzt man 
P-l+0 := jo (1 < u < s) und I := I + s, ferner g := 9 u {b}; weiter bei (7). 
Wegen Lemma l(a) mul3 dieser Algorithmus abbrechen; das kann nur so 
geschehen, dal3 in (7) 2\g = la und also S endlich ist, was (a) beweist. 
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In (b) ist K die Vereinigung aller (bis zum Abbruch) bei (8) aufgetretenen 
endlichen Mengen .Z, also selbst endlich. Sei nun fur i E I jeweils Ni : = 
min{ p E N 1 ai, = ai}. Aus i 1 j folgt aiN, = ai C aj = arNi , daher such 
wegen (6): aus i 1 j und ei = ai folgt Ni > Nj . Mit N : = maxipK Ni ist (c) 
bewiesen. I 
DEFINITION 1. Sei %R C % endlich, etwa mit m Elementen. Femer sei 
.Z = J(roZ) : = {k.g.V.{U 1 A E @} I@ C %Il} die Menge aller miiglichen k.g.V. 
von Graden von Elementen von mm; J ist endlich. Fur j E .Z sei nti :== 
(( . . . . y,, ,...) E rm 1 CAE~fAyA = 0, yA = 0 fiir 8A fj) und (( .,., yA7 ,...) 1 1 < 
T < tj> eine Basis von nt$ (die man nach (2) berechnen konnen ~011). Dann 
heigen die Polynome SjT : = Ea.* AY,~X~-~~ (1 < T < tj) die S-Polynome 
uon ‘%I der Stufe j; Gj sei der von ihnen erzeugte r-Modul. 
DEFINITION 2. Sei W C !R endlich, i E I. Fur A G !IJ sei dA E t so beschaffen, 
daB stets dA = 0, wenn 8A 7 i. Dann heiDt das System (i, (d.J) ein (zu ‘9JI 
gehiiriger) D(iffeerenz)-Ausdruck, das Polynom D : = x.&m AdAXieaA das 
D-Polynom van (i, (dJ). Fur F, G E % schreiben wir (i, (dA)): F - G, falls 
F - D = G; wir schreiben F -& G, falls es (dA) gibt, so dal3 (i, (dA)): F -+ G, 
und F + G, falls dies fur irgendein i E Z der Fall ist. -+m wird geschrieben, 
falls sonst unklar wgre, auf welche Menge %R sich diese Bezeichnung bezieht. 
DEFINITION 3. Sei 9R C ‘% endlich. Eine Folge d = (i”, (dAA))AEN von 
D-Ausdriicken heil3t D-Folge, wenn stets i”+l < i” und filr i” # -1 stets 
iA+l < i” gilt. Nach Lemma l(c) gilt i” = -1 fur alle X 3 1 etwa, nach 
Definition 2 gilt dAA = 0 fiir solche A. Fiir FE !R wird daher die Folge 
(FJ mit F0 = F, (i”, (dAA)): Fh + Fh+l stationair; ist Fz = G, so schreiben wir 
A: F ++ G; wir schreiben F--f+ G, wenn es so ein A gibt. aA : = i” heigt 
der Grad der D-Forge A; F --++Cj G sei die Abkiirzung fur: “Es gibt eine 
D-Folge A: F ++ G mit aA < j.” (Analog mit <.) -+-+w wird geschrieben, 
falls flit sonst zweifelhaft ware. 
Im folgenden sei eine endliche Menge %I1 C % fest vorgegeben; alle 
Begriffe (wie ai , !B, +, ---f+, SjT,...) beziehen sich auf sie. 
LEMMA 3. Zu FE ‘S mit aF = i gibt es ein G E ‘23 mit F -++Q G. (Es 
bleibt offen, ob es mehrere solche G gibt; vgl. Lemma 6.) Die Berechnung 
von G ist konstruktiv. 
Beweis. Wir geben einen Algorithmus an. Sei F,, = zi.lfiX’ (mit 
F. =F) und j*:= maxs(iEZIfi#p(f,,ai) oder i=-l}. Istj”=-1, 
so ist schon F,, E %, und die “triviale” D-Folge (i” = -1, dAU = 0 fur 
alle p >, h, alle A E 9.R) hat die verlangte Eigenschaft. Sei nun j = jl # - 1 
und fj = b, p(f, , aj) = c. GemHD (1) kann man c berechnen, gemHl3 (2) 
641/10/4-7 
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such irgendeine L&sung (dAA) von &6~,aAllfAd,,A = b - c; sei dAA = 0 
fiir &4 T j. Man berechnet FA, durch (jA, (dAA)): FA -+ F,, und wendet 
denselben ProzeB auf FA+l an. Da die Folge derj” streng fallt, erreicht man 
nach endlich vielen Schritten wegen Lemma l(c), daB ein jz = -1, also 
Fa E ‘23 ist. 1 
LEMMA d/DEFINITION 4. Sei FE ‘$I und aF = i. Dam gibt es ein G E % 
mit F v G und (G = 0 oder fc $ a&. G l&V? sich berechnen und hei!? 
ein @&Rest von F. 
Beweis. Abschwachung von Lemma 3. # 
LEMMA 5. (a) Aus F --++Si F und G --K-Q E folgt F + G --t+Q F + G. 
(b) Aus F -+++ G folgt aF -++Q aG (a E r). 
(c) Aus F ++Si G folgt Xii; --++Q+j XJG (i, j E I, i # - 1 #j). 
(d) Dasselbe wie (a), (b), (c) mit “x” stat? “<“. 
(e) Dasselbe wie (a), (b), (c) ohne die Zusiitze “<i”, “<i + j”. 
(f) Sei % das von ‘2X erzeugte %-Ideal. Aus FE 21 folgt F --++ 0. 
Beweis. (4 Sei V, (~~9bd : F++Q F und (j”, (dAu))yEN : G --MS;* G. 
K={P[ XEN}U(jUIpEN} ist endlich, etwa K = {k”, k1 ,..., kz} mit 
k” > kl > *a* >kz=--1. Sei k’:=-1 fur v>l und eAY:=CI\cAA- 
8(in, kY) + 2, d/ . S(ju, k”), wobei a(*, *) das Kroneckersymbol bezeichnet. 
Dann gilt offenbar (k’, (eAY))yeN : F + G -QF + G. (b), (c), (d) und (e) 
sind noch einfacher zu beweisen. (f) Sei etwa F = CAEm AC, mit C, E %. 
Angesichts von A -++ 0 fur A E !JJI setzt man C, = Ciel CAiXi (cAi E r) 
ein und wendet (a), (b), (c), (e) an. 1 
2. DER ALGORITHMUS VON B. BUCHBERGER 
Der Algorithmus, der Gegenstand unseres Interesses ist, besteht aus 
verschiedenen Umformungen einer anfangs gegebenen Menge von Poly- 
nomen. Es wird gezeigt werden, da13 das Resultat nicht davon abhangt, 
wie man die Folge der Umformungen wghlt. Von ihr h@gt allerdings der 
Rechenaufwand stark ab; aber es scheint dafiir nur eine heuristische Wahl 
bekannt zu sein (vgl. Buchberger [I]). 
9l sei ein Ideal von % und W eine Basis von 2I. ES sei ‘9J& := %I& und 
‘9Np+1 entstehe aus 502, durch Anwendung einer der folgenden MaBnahmen: 
(A) G # 0 sei ein !&,-Rest (Definition 4) eines S-Polynoms von ‘92, 
(Definition 1). Man setze %X9+, : = ‘9X,, U {G>. 
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(B) Sei FE %I9 , ?Jl : = !lJuI,\{F> und G ein %-Rest von F. Man setze 
!-WI co+1 :=‘Ru{G}. 
(C) Seien FI ,..., F, E 9&, Polynome desselben Grades, U E GL,(r) und 
(G, ,..., GJ = @‘I ,..., F,)U. (Die G, haben nicht notwendig denselben 
Grad.) Man setze %Ruz,,, : = (!&,\{F, ,..., Fs}) u {G, ,..., G,}. 
PI ‘np+, := %a\@& 
Es sei ai2, = a&&,). Man konstatiert, dal3 diese Doppelfolge die Voraus- 
setzungen von Lemma 2 erfiillt. Genauer gilt bei Ausfiihrung eines Schrittes 
(A) sicher a. 3, p+l 2 a5, fiir j = aG. Es folgt, daB nach endlich vielen Schritten 
(A), ad libitum (B), (C), (D) eingestreut, (A) nicht mehr durchgeftihrt 
werden kann wegen d : S -++nt, 0 fiir alle S-Polynome S von !IQD , deren es 
ja nur endlich viele gibt, und die in Lemma 3, 4 willktirlich angegebenen 
D-Folgen d . 
Alle D- und S-Polynome sind in 9l enthalten, daher ist jede Menge $JJp 
eine Basis von M. 
DEFINITION 5. Eine Basis 0 des Ideals 9I ii % heiBt G-Basis (nach 
W. Grobner), wenn fur ihre slmtlichen S-Polynome S gilt d: S ++6 0 mit 
der in Lemma 4 gewdhlten D-Folge d. Der soeben beschriebene Algorithmus, 
aus einer beliebigen Basis %Jl von ‘$1 eine G-Basis 0 zu berechnen, heigt 
Buchberger-Algorithmus. 
(Leicht wird man sich davon iiberzeugen, da13 man bei der Berechnung 
auf die theoretisch iiberfltissigen Schritte (B), (C), (D) in praxi nicht 
verzichten kann.) 
LEMMA 6. 0 sei eine G-Basis von ‘3, alle Beg@e (wie ai, 23, -+, -+-f, 
Sj7y...) m6gen sich auf die Menge 0 beziehen. Dann gilt: Seien FE ‘3, G, 
G~23.AusF-t+GundF-++GfoigtG=C. 
Beweis. Sei fl : F ++ G und 6: F -++ G. 1st ad = ad = - 1 (Definition 3), 
so ist die Aussage richtig wegen G = F = G. Es sei also max< (ad, aif) = 
i # -1 und die Behauptung fur D-Folgen kleineren Grades als i schon 
gezeigt. Wir sehen zungchst, dal3 0.B.d.A. ad = ad gilt. (1st namlich etwa 
2d < i und n = (i”, (dAA))hsN , so setze man k” : = i, cAo : = 0 und kA+l : = iA, 
c’+l : = dAA (X E N); mit T : = (kU, (c~II))~~~ hat man ar = i und .Z? F -++ G.) 
I&n seien (i”, (dAo)) bzw. (i”, (a,O)) die ersten D-Ausdriicke (Definition 2), 
d.h. i = i”, von A bzw. d und etwa 
(i”, (dAo)): F -+ H, (i”, (aAo)): F + R; (9) 
nach Definition 3 gilt also 
ii <i 
H-++G, R---G. (10) 
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Es seien noch j := k.g.V.{&4 1 A E 8, &4 I i}, insbesondere j / i, und 
f, g, g, h, h die Koefhz ien en t von Xi in F, G, G, H, R. Da Koeffizienten der 
Grade >i bei (10) nicht mehr geandert werden und weil G, GE !Z sind, 
folgt g = h = pcf, ai) = h = g. Die zu (9) gehiirigen D-Polynome D = 
F - H, b = F - B haben also bei Xi denselben Koefhzienten, und 
S = D - B liegt somit in Xi-iGi (Definition 1). Lemma 5 ergibt S --t+ci 0, da 
die ($ als r-Modul erzeugenden) S-Polynome SjT der Stufe j einen Grad 
8SjT < j haben und SjT --++Q 0 gilt nach Voraussetzung iiber 8. Wiederum 
infolge Lemma 5 gilt H + S ++ci G + 0 = G, wegen H + S = R -++ci G 
nach der Induktionsvoraussetzung also G = G. 4 
Das Resultat unserer bisherigen Bemtihungen prtisentiert der 
SATZ. Ausgehend von einer beiiebigen Basis m des Ideals 2I a % kann 
man mit dem Buchberger-Algorithmus eine G-Basis 6 berechnen, welche die 
folgenden aquivalenten Eigenschaften hat ((13) war die Dejmition): 
Fiir jedes FE 9Z gibt es genau ein G E 23(G) mit F -++e G. 
(23(Q) ist ein Vertretersystem von %/2X.) (11) 
Fiir al/e i E Igilt a,(‘%) = a,(6). (Insbesondere ist also B(8) = 
23(a) unabhiingig von 0.) (12) 
Fiir alle S-Polynome S deer Stufe j von 6 gilt A: S --t+~ 0 
mit der in Lemma 4 willkiirlich gewahlten D-Folge A. (13) 
Beweis. Dal3 (11) aus (13) folgt, steht in Lemma 6. Sei nun (12) falsch. 
1st @I) 3 a@), so gibt es ein FE % mit fF 4 a&Q). Lemma 5(f) behauptet 
F-H 0, Lemma 3 ergibt ein G # 0, G E !B mit F --++ G. Das widerspricht (11). 
Gilt (12), so liefert Lemma 3, 4 sogar F ++<j 0 fur alle FE 2l mit aF < j. 1 
Man wird manchmal eine durch weniger Willktir bestimmte G-Basis wiin- 
schen. DazuseizuIdealena, bvonreinVertretersystem&a, b) = {a, ,..., a,) C a 
einer Basis {a1 + b,..., a, + b) von (a + b)/b berechenbar, o.B.d.A. 
mit p(aO, 6) = a, fur u = l,..., s und s = 0, falls a < 6. Nun sei ‘8 II ‘%, 
(ti eine G-Basis von 2L Wegen der Eindeutigkeit von Q gemal (12) ergibt 
sich, dal3 man eine (durch !!I, r, die Wahl der Variablen X1 ,..., X, , die 
Relation < auf I und die Abbildungen p und /?) eindeutig bestimmte G-Basis 
Js von 2l wie folgt erhalt: I( sei die in Lemma 2(b), angewandt auf die 
“Doppelfolge” ai, = a@), so bezeichnete Menge, ag = a,(‘%), b, = 
Ck+jla ej und &a, , bk) = {a,, ,..., aks,}; ferner gelte -akOXk ++e A,, E !B 
fur (7 = l,..., sk . Dann ist 8 = {a&? + Ale,, 1 k E K, 1 < (T ,< So} eine 
solche G-Basis. 
Ubrigens funktioniert alles gleich, wenn man den ‘%-Untermodul ti 
von ‘%l ersetzt durch einen Untermodul 2I von 9F mit beliebigem m, nur 
da13 eben in (2) Gleichungssysteme mit m Gleichungen auftreten und die 
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Abbildungen p und /3 entsprechend fiir Teilmoduln von rm definiert sein 
miissen. Man kann das verifizieren, indem man den Beweis durchgeht; 
leichter durch “Idealisierung”: Man ersetzt % durch ?R[7’, ,..., r,] = W, 
bettet R” in ‘%’ ein mit 6: (0 ,..., 0, I(,) , 0 ,..., 0) i--t T,, und betrachtet statt 
des von Fl ,..., F, erzeugten %-Moduls das ‘K-Ideal, das von {c(F,),..., b(FJj u 
(T,T, / 1 < p, v < m} erzeugt wird. [Es ist klar, da13 die T, beim tatslchlichen 
Rechnen nicht mehr vorkommen!] 
Offenbar wird die (1) entsprechende Grundaufgabe fiir den Ring % 
statt r durch den Buchberger-Algorithmus geliist. Schon aus Qsthetischen 
Griinden wiirde man sich nun such noch ein Verfahren wiinschen, das (2) 
fur % anstelle von r lost. 
3. ANWENDUNG AUF DIE BERECHNUNG VON NULLSTELLEN 
Eine Ordnung auf 1, fur die (3), (4) gelten, ist offenbar die lexikographische 
Ordnung be : Fur i, j E N” gelte i &j genau dann, wenn die erste nicht- 
verschwindende der Zahlenj, - i, ,jnP1 - i,-, ,...,j, - il positiv ist. 
Nun sei 0 E GL,(iR), 0 = (e,,) und 0,” > 0. Dann gelten (3) (4) such 
fiir Ge, definiert durch: i .&j genau dann, wenn i0 &j@. (Dabei sind 
die i, j als Zeilenvektoren aufgefal3t.) 
Die Ordnung in Buchberger [I] wird gegeben durch 
11 0 





1 *** 0 0 
zur Trennung von Systemen von n, + n2 = n Variablen durch Elimination 
kann man Ordnungen dieser Art beniitzen: 
5 mit 0 = 
.l 0 I 
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Diese setzen wir mm ein in dem 
KOROLLAR. (a) Sei n = n, + n, und < eine Ordnung auf I der Art (14). 
6 sei eine G-Basis des Ideals % Q 92, gebildet mit der Ordnung <. Es sei 
94 = r[X, ),..) X,J. Dann ist 8 ’ : = 8 n ‘Jz’ eine G-Basis von Cu’ : = % n 93’. 
(b) Unter den Voraussetzungen von (a) sei q~ der kanonische Mono- 
morphismus y: %‘/2l’ ,” (93’ + 2l)/% C-+ ‘%/2l. Genau dann ist y ein Iso- 
morphismus, wenn (mit iv defniert durch Xi’ = X,,) gilt ai@) = t fiir v > n, . 
(c) Zst < die lexikographische Ordnung, 3” = t[X, ,..., X,] (0 < v < n) 
und 6 eine mittels < gebildete G-Basis von % a ‘%, so ist 8, := 8 n 93” 
eine G-Basis von 2& : = 2I n ‘Xv . 
(d) Seien Fl ,..., Fm E 93, 93 = r[F, )...) F,,,] und 2l4 23. Dann kann 
man ‘2I’ = 21 n ‘3 berechnen. 
Beweis. (a) Gemal Lemma 3, Lemma 5(f) und (11) werden die Elemente 
A E S\S’ bei der Berechnung des 6%Restes eines FE %’ nicht herangezogen. 
(b) Nach (12) ist genau dann !B C %‘. (c) ist eine Iteration von (a). (d) geht so: 
T 1 ,..., T, seien neue Unbestimmte, % = %[T, ,..., Tm] und ‘$i das von 9l 
und {T1 - F1 ,..., T,, - F,} in % erzeugte Ideal. Mit (a) berechnet man 
3 n t[T, ,..., T,,J und ersetzt im Resultat wieder T,, durch F, . 1 
Wenn r ein K&per ist, kennt man die auf sukzessiver Resultantenbildung 
beruhende Elimination. (Auf sie griindet G.E. Collins [3] sein Quantoren- 
eliminationsverfahren.) Sie besitzt aber nicht immer die in Korollar (c) 
ausgedriickte Genauigkeit. 
Fur allgemeines t murj dahingestellt bleiben, wie weit die Ermittelung 
der Nullstellen von 2I (also der minimalen Elemente von {‘$I E Spec !B 1 
‘$ Z 21}) durch Korollar (c) befijrdert ist. Unter anderem benijtigt man 
sicher das 
LEMMA 7. % sei kommutativer noetherscher Ring, ‘X < ‘8 ein Teilring 
(mit derselben 1). Es sei 2X a ‘$3, a’ = % n W, 2l’ = ff=, ‘$3: mit Idea/en 
23: 4 ‘8’. Dann ist 23 := &I ?33, mit 23, : = St% + 2I ein Ideal von % 
mit der Eigenschaft 2f C 23 _C d2l (Radikal), also mit denselben Nullstellen 
wie 21. 
Beweis. ‘X C 23 ist klar wegen 2l _C 6,. Sei nun !$3 2 ‘% ein Primideal 
von %. Dann ist ‘!j3’ :== ‘!+I n ‘Jz’ ein Primideal von 5.B mit ‘$’ 2 2I’, also 
5$%’ 1 S: fur ein T. Fur dieses T gilt dann !J? > 23:s + ‘% = 93, , also $3 2 b. 1 
Natiirlich sind im allgemeinen die ‘%3,, nicht prim, wenn die 23: prim sind. 
Praktikable Verfahren, fur die Komponenten 23, einer (irgendwie gefundenen) 
Zerlegung nachzuweisen, dab sie prim sind, scheint es in diesem Kontext 
nicht zu geben. 
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Obwohl dies such zutrifft, wenn t ein Kijrper ist, sol1 dieser Spezialfall 
etwas weiter verfolgt werden. Es sei also t ein Kiirper. Dann kann man den 
g.g.T. zweier Elemente des faktoriellen Rings ‘3 durch den Euklidischen 
Algorithmus berechnen (Kiinig [18], 89-90), weiter gilt der “Hauptideal- 
satz”: Jedes Ideal in R der Kodimension 1 ist durch ein echtes Hauptideal 
teilbar (van der Waerden [15], p. 175). Wir schreiben jetzt %I - !B, falls 
$!I = #B. Sei ‘% a 93 durch eine Basis {A, ,..., A,} gegeben. 1st 
C = g.g.T.(Al ,..., A3 und setzt man B,, := A,/g.g.T.(A, , P) (N grol3), 
so erhalt man eine Zerlegung 2I N C% n (B,% + a** + B&R) = t% n 23, 
wo nun evtl. C weiter in Primfaktoren zerlegt werden kann und b ein Ideal 
kleinerer Dimension als n - 1 ist. Statt B zerlegt man dann 23’ = %3 n 
WI ,..., X,-,1 (der Durchschnitt wird mit Korollar (a) berechnet) und 
verwendet die Zerlegung von 23’ wie in Lemma 7. 
Urn durch dieses Vorgehen Rtickschliisse auf die Primzerlegung zu 
gewinnen, mu&e man zuerst “allgemeine Transformationen” im Stil von 
Hermann [7] durchfiihren: man hatte unabhgngige Unbestimmte U,,, 
(1 < p, v < n) an den Grundkiirper r zu adjungieren, X, = x., V,,,Y, zu 
ersetzen und alle Rechnungen in r(U,, ,..., U,,,)[ Y, ,..., Y,] zu veranstalten. 
Stattdessen kann man bestenfalls die Rechnung fur einige spezielle 
(u,,) E G&(r) ausftihren. Immerhin: 
(a) “Fast immer” erhalt man eine Primiirzerlegung. (D.h. die Menge 
der (u,,), fur die es nicht so ist, ist Nullstellenmenge eines Ideals c f {0), 
6 a rw,, ‘..., U,,].) 
(b) Falls die in Korollar (b) auftretende Abbildung 9) ein Isomorphis- 
mus sein sollte, hat man das Problem auf eines mit weniger Variablen 
verlagert. 
Ubrigens diirfte die Primzerlegung von Polynomen such noch ein erheb- 
liches numerisches Problem sein; vgl. hierzu Wang [16], der such weitere 
Literatur angibt. 
4. BEMERKUNGEN 
Die Wahl der Ordnung ,< auf I beeinflul3t stark die Anzahl der Elemente 
einer G-Basis und die Zahl der Monome #O in den Polynomen der Basis. 
In dieser Hinsicht zweckm%g ist die such von Buchberger [I], [2], Schrader 
[I 11 benutzte Ordnung, welche aber fur “Eliminationsaufgaben” unbrauchbar 
ist. 
Buchbergers Rat, die SPolynome kleinster Stufe zuerst zu bearbeiten, 
ist vorteilhaft. Man wird beachten, dal3 fur i I j gilt Xi-“Gi C G;j , und bei 
der Bestimmung der SPolynome der Stufe j nur noch ein Vertretersystem 
einer Basis des r-Moduls 6,/2, nachtragen, mit Zi = &jzi x&lo--i) XxGi . 
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(Dies alles ist in Buchberger [l], [2] berticksichtigt. Wie iibersichtlich man 
das machen kann, hangt von der “linearen Algebra in r” ab.) 
Die Forderung da13 (2) praktisch erfiillbar sein solI, schrankt die miiglichen 
Ringe r stark ein. Bei Hauptidealringen gentigt es, da13 der g.g.T. zweier 
Elemente konstruktiv als Linearkombination dargestellt werden kann; in 
Dedekindringen geniigt es, einige idealtheoretische Grundaufgaben als kon- 
struktiv l&bar anzunehmen, damit (2) folgt. Fur den Ring der ganzen Zahlen 
in einem Zahlkijrper sind diese Bedingungen z.B. erfiillt, man vergleiche 
hierzu Steinitz [13], Franz [6], Curtis und Reiner 141, 91-102, 144-155. 
Ganz allgemein ist dringend zu wiinschen, da13 iiber dem Grundring r fur 
den Losungsmodul eines homogenen linearen Gleichungssystems nicht nur 
irgendeine Basis, sondern eine mit minimaler Elementanzahl berechenbar sei. 
Man kann sich an dieser Stelle fragen, ob es in nichttrivialen Fallen leicht 
sein wird, die Wohldefiniertheit der Abbildungen p und p zu garantieren. 
Durch Inspektion des Beweises ist aber zu sehen, daB die Werte von p 
und ,!3 von den speziell gegebenen Erzeugendensystemen (a1 ,..., a,) von a 
und (b, ,..., bt) von b oder sogar von der Prasentation der auftretenden 
Elemente von r abhiingig sein dtirfen. Dies tangiert nicht den Algorithmus, 
sondern nur in entsprechender Weise die Eindeutigkeitsaussage tiber %(2l) 
und 5. 
5. ZUR MPLEMENTIERuNG 
Da im Verlauf des Buchberger-Algorithmus die Anzahl der Gleichungen 
normalerweise anwachst (zumindest vortibergehend), kann man nicht mit 
(Gleitpunkt-) Naherungen der (etwa anfangs als rationale Zahlen gegebenen) 
Koetiienten arbeiten. Die Zahler und Nenner der Koefhzienten wachsen 
im Verlauf der Rechnung stark an. Es ist daher erforderlich, mit Zahlen 
beliebiger GrijBe rechnen zu kiinnen und die Speicherzuweisung an einen 
KoefXzienten dynamisch zu machen. (Dieses Problem entfallt nattirlich, 
wenn man fiir r z.B. einen endlichen Kiirper F, oder einen anderen endlichen 
Ring nimmt.) Insgesamt ist der Speicherbedarf so grog, da8 man mit 
peripherem Speicher sollte arbeiten kijnnen. 
In dem fiir die Univac 1108 der Universitat Karlsruhe geschriebenen 
Programm habe ich diese Postulate mit Ausnahme des letzten erfiillt. 
Obwohl es in der Hauptsache auf Schnelligkeit hin angelegt ist (es ist zu 
einem wesentlichen Teil in Univac-Assembler geschrieben und deshalb 
nicht portabel), sind die Rechenzeiten such fur einfach aussehende Beispiele 
erheblich. Eine Abschatzung dafiir kann ich aber ebensowenig geben wie 
fiir den Speicherbedarf. 
Es folgt eines der Gleichungssysteme, deren Lijsungen nach Matzat [lo] 
Funktionen- und Zahlkorper mit bestimmten Galoisgruppen anzugeben 
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erlauben. Anzunehmen ist, dal3 man es naherungsweise such mit Homotopie- 
methoden h&te l&en konnen; urn aus der Naherung die exakte Losung zu 
gewinnen, die hier allein von Interesse ist, hatte es dann aber noch einiger 
nichttrivialer Uberlegungen und Rechnungen bedurft. 
Das Ideal 2I a Q[W, P, Z, T, S, B] werde erzeugt von den Polynomen 
FI = 45P + 3% - 165B - 36, 
Fz = 35P + 402 + 25T - 27S, 
F3 = 15W + 25PS + 302 _ 18T - 165B2, 
Fa = -9W + 15PT + 2OZS, 
F5 = WP + 2ZT- llB3, 
Fe = 99W - 1lSB + 3B2. 
Wahlt man die lexikographische Ordnung mit W > P > Z > T > S > B, 
so erhalt man mit dem Algorithmus eine G-Basis von 2I aus Polynomen 
G 1 ,..., Gs , wobei G, nur noch u Variablen enthalt. Allerdings haben Zahler 
und Nenner der Koefllzienten GrSBenordnungen bis 1O16o, so da13 sie hier 
nicht wiedergegeben werden. Gr ist ein Polynom aus Q[B] vom Grade 10, 
das zwei Primfaktoren der Grade 2 und 8 hat. Der Faktor des Grades 2 ist 
F, = B2 + 33/50B + 2673/10000, 
er zerfallt iiber Q((- 1 I)‘/“), wie es nach der Herkunft des Gleichungssystems 
sein mu&e. 
Da nur diejenigen Nullstellen von 2I interessierten, die Koordinaten in 
Q((-1 l)l/“) haben, wurde nun der Algorithmus noch einmal auf das 
Primideal !Q = 21 + F,% angewendet; das Resultat ist die G-Basis {H,,..., HB) 
von v: 
Hl = W + 19/120B + 1323/20000, 
HP = P - 31/18 B - 153/200, 
H3 = Z + 49/36 B + 1143/2000, 
Ha = T - 37115 B + 271250, 
H5 = S - 512 B - 91200, 
H6 = F7 . 
Dadurch sind alle Koordinaten der interessierenden Nullstellen bestimmt. 
Die Berechnung der G, beniitigte 11 Minuten, die der H, (nachdem F7 
bekannt war) noch 3 Minuten. Es sol&e bemerkt werden, da13 eine G-Basis 
fur 2I beziiglich der Ordnung GOB in einer Stunde nicht berechnet werden 
konnte. (Die Univac 1108 benotigt 0.75 psec fur die Addition zweier 36- 
bit-Zahlen.) 
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