Abstract-Minimax probability machine (MPM) is an interesting discriminative classifier based on generative prior knowledge. It can directly estimate the probabilistic accuracy bound by minimizing the maximum probability of misclassification. The structural information of data is an effective way to represent prior knowledge, and has been found to be vital for designing classifiers in real-world problems. However, MPM only considers the prior probability distribution of each class with a given mean and covariance matrix, which does not efficiently exploit the structural information of data. In this paper, we use two finite mixture models to capture the structural information of the data from binary classification. For each subdistribution in a finite mixture model, only its mean and covariance matrix are assumed to be known. Based on the finite mixture models, we propose a structural MPM (SMPM). SMPM can be solved effectively by a sequence of the second-order cone programming problems. Moreover, we extend a linear model of SMPM to a nonlinear model by exploiting kernelization techniques. We also show that the SMPM can be interpreted as a large margin classifier and can be transformed to support vector machine and maxi-min margin machine under certain special conditions. Experimental results on both synthetic and real-world data sets demonstrate the effectiveness of SMPM.
boundary between two categories directly. Typical discriminative approaches include support vector machine (SVM) [4] , neural network [5] , Gaussian processes [6] , and so on. As mentioned in [4] , a famous quote in favor of discriminative approaches is: one should solve the classification problem directly and never solve a more general problem as an intermediate step. It has often been argued that the classifiers from the discriminative approaches often achieve higher testing accuracy than the classifiers from the generative approaches [4] , [7] for a lot of application domains. Nonetheless, the generative approaches also have several advantages. One of the advantages is that the generative approaches can absorb implicit prior knowledge. Thus, it is highly desirable to design a discriminative classifier based on generative prior knowledge, which utilizes the advantages of generative and discriminative approaches.
As far as we know, a lot of discriminative algorithms based on generative prior knowledge have been proposed. According to different types of generative prior knowledge, these algorithms can be divided into following two types.
1) One type is distribution-based algorithms (or called parametric algorithms). 2) Another type is moments-based constrained algorithms
(or called nonparametric algorithms) [8] . The distribution-based algorithms first assume that there exists an appropriate distribution function (e.g., the Gaussian distribution [9] , the elliptical distribution [10] , and so on) to fit the distribution of the data, and then estimate the parameters of the distribution within a maximum likelihood framework [11] . A typical paradigm is the discriminant analysis (DA) classifier [11] , [12] . A classical DA classifier [11] assumes that the data of each class come from a Gaussian distribution. If both classes have the same covariance matrix, a linear DA classifier [12] can be derived by minimizing expected misclassification. Otherwise, a quadratic DA classifier [9] can be obtained. Specially, in order to efficiently exploit the structural information of data, both Hastie and Tibshirani [13] and Halbe and Aladjem [14] used a Gaussian mixture model to fit each class, and proposed two extended versions of the DA classifier.
The moments-based constrained algorithms [8] construct a Bayes classifier based on a set of class-conditional distributions that are with the constraints of the moments. For example, Lanckriet et al. [15] proposed minimax probability machine (MPM), based on the constraints of the first and second moments for each class-conditional distribution. MPM minimizes the worst case classification error rate, with respect to any choice of class-conditional distributions that satisfy the given moment constraints. Strohmann and Grudic [16] extended MPM to regression. Ghaoui et al. [17] and Kwok et al. [18] extended MPM to the problem of novelty detection. Bhattacharyya [19] extended MPM to feature selection. Huang et al. [20] proposed minimum error MPM (MEMPM) by removing the equality constraint on the classification error rates from MPM. As we know, distributionbased algorithms [9] , [11] [12] [13] [14] cast doubts on the generality and validity of a parametric generative model. However, the moments-based constrained algorithms [15] [16] [17] [18] [19] [20] avoid such a weakness, because no any assumption is made on the form of the distribution function. In this paper, we mainly focus on the popular MPM.
In many real-world applications, such as network intrusion detection [21] , handwritten character recognition [22] , and human face detection [23] , there widely exist homogeneous groups (or clusters) in the data. Fig. 1 shows an example of the data with the homogeneous groups, where + and · denote the positive and negative classes, respectively, and each class is generated from a mixture of two Gaussian distributions. Thus, the positive and negative classes have two homogeneous groups, respectively. More specifically, the two classes have approximately perpendicular trends of data occurrence. In this paper, we call the information of homogeneous groups as the structural information of data. As mentioned in [24] and [25] , the structural information of data is an effective way to represent prior knowledge, and has been found to be vital for designing a good classifier for different real-world problems.
We have introduced the concept of structural information to data. To characterize in what scope a certain classifier distinguishes data, Yeung et al. [24] gave a definition of homospace (see Definition 1 or the relevant definition in [24] ). According to the definition of homospace, we know that the homospaces of MPM are both the classes. Thus, the structured degree (see Definition 2 or the relevant definition in [24] ) of MPM is small. As shown in Fig. 1 , because MPM does not sufficiently utilize the obvious structural information, its derived decision planes (denoted by the dashed line) is near to the · class and far from the + class. The derived decision plane deviates from the approximately vertical trend of the two class data. A more reasonable linear decision plane should be the one, as shown in Fig. 1 (solid line) . This boundary has almost a parallel orientation to the + class data trend, and at the same time, relatively far from the · class. Thus, to handle the structural data effectively, it is highly desirable to propose an improved version of MPM, which incorporates the structural information of data.
In this paper, we propose an improved version of MPM that can incorporate the structural information of data, called structural MPM (SMPM). We believe that SMPM can have a significant improvement on the classification accuracy after appropriately utilizing the structural information of data. In particular, we first use two finite mixture models to capture the structural information of both classes. For each subdistribution in a finite mixture model, only the mean and the covariance matrix are assumed to be known. Then, we propose our SMPM based on the finite mixture models, which can be solved through a binary search procedure by solving a sequence of the second-order cone programming (SOCP) problems. Based on the linear model of SMPM, we also propose a nonlinear SMPM model by exploiting kernelization techniques. Finally, we show that the SMPM can be interpreted as a large margin classifier and can be transformed to SVM and M 4 under certain special conditions. The experimental results on both the synthetic and real-world data sets demonstrate the effectiveness of SMPM.
The rest of this paper is organized as follows. In Section II-A, we first provide a brief review of MPM and a finite mixture model and, then, explain our proposed SMPM based on MPM and the finite mixture model. In Section III, we provide some alternative views of SMPM. The experimental setup, results, and discussions are presented in Sections IV and V. Finally, the conclusion is drawn in Section VI.
II. STRUCTURAL MINIMAX PROBABILITY MACHINE
As mentioned above, there should be an improvement on the classification accuracy of MPM after appropriately utilizing the structural information of data. In order to propose an improved version of MPM that incorporates the structural information of data, we first review MPM in Section II-A and, then, introduce the finite mixture model in Section II-B. Based on MPM and the finite mixture model, we propose our SMPM in Section II-C. Finally, we give the kernelized version of SMPM in Section II-D.
A. Brief Review of MPM
Given the means (x andȳ) and covariance matrices ( x and y ) for two classes, respectively, MPM attempts to determine a hyperplane a T z = b (a ∈ R n \{0}, z ∈ R n , b ∈ R), as shown in Fig. 1 . In particular, as mentioned in [15] , the hyperplane separates the two classes of points with a maximal probability with respect to all distributions having the means and covariance matrices. Thus, the formulation of MPM is written as follows:
where the notation x ∼ (x, x ) refers to a class distribution, which has the prescribed meanx and covariance x , but otherwise arbitrary; likewise to y. α represents the lower bound of the accuracy for future data, namely, the worst case accuracy. Future points z for which a T z ≥ b are then classified as the class x; otherwise, they are judged as the class y. This derived decision hyperplane is claimed to minimize the worst case (maximal) probability of misclassification or the error rate of future data.
B. Finite Mixture Model
As shown in Fig. 1 , there obviously exist several homogeneous clusters in the data. To characterize in what scope a certain classifier distinguishes data, Yeung et al. [24] introduced the definition of homospace as follows.
Definition 1: Suppose a training set T can be divided into I partitions, i.e., H 1 , . . . , H I , where
. . , I and i = j . If data points in each partition H i are considered by the classifier C to share the same distribution trend, which can empirically be measured by the covariance matrix, these partitions, i.e., H 1 , . . . , H I , are called homospaces of the classifier C for the training set T .
As mentioned in Definition 1, each partition H i shares the same distribution trend. It means that the distribution of the whole data consists of several subdistributions. Thus, the distribution for each class can be presented by a finite mixture model as follows:
where p(x) denotes the distribution of a class within the entire data, p i (x) denotes the subdistribution for a homogeneous cluster, and I denotes the number of subdistributions in a class.
C. SMPM
As mentioned in Section II-B, the finite mixture model is an effective way to represent the distribution of the data with the structural information. To incorporate the structural information of data in MPM, we propose SMPM. We first provide the formulation of SMPM based on the finite mixture model and MPM and, then, provide a convex formulation for SMPM. Finally, we design a binary search algorithm to solve the convex optimization problem of SMPM.
1) Formulation of SMPM:
As mentioned in the formulation (1), MPM assumes that the distribution of each class follows a prescribed mean and covariance, but otherwise arbitrary. Based on Definition 1, MPM assumes that the number of homospaces is one for each class, which is inconsistent with the assumption that a structural data set has multiple homogeneous groups. In other words, the data information used in MPM is less than the information provided by the structural data. Thus, the decision hyperplane given by MPM does not necessarily minimize the worst case error rate of future data for the structural data.
To handle the structural data in MPM effectively, we use the finite mixture model to reformulate the original MPM. In particular, we assume that there are I x > 0 subdistributions for the class associated with x, and I y > 0 subdistributions for the class associated with y. For each subdistribution, only its mean and covariance are known. Based on the principle of MPM, maximizing the expected worst case accuracy for future data, we propose SMPM as follows:
where
, and x k , y k ∈ R n×n . 1 x k and x k (ȳ k and y k ) are the mean and covariance matrix with respect to the kth subdistribution of the class associated with x (y). x k (y k ) denotes the random vector representing the kth subdistribution of the class x (y). The term α is the worst case (minimal) classification probability of future data points for a subdistribution, and SMPM maximizes the expected worst case accuracy To discuss the ability of SMPM to distinguish data structures, we introduce the definition of the structured degree which was first proposed in [24] as follows.
Definition 2: Suppose a training set T with dimension d is represented by the covariance information, i.e., P 1 , . . . , P J , of J disjoint partitions of T , namely, P 1 , . . . , P J . Assume the homospaces of the classifier C for T are H 1 , . . . , H I with covariance matrices H 1 , . . . , H I , and is a small positive number. The structured degree (sd) of classifier C for the training set T can be estimated by 2
Remark: As shown in (1), the homospace H i of MPM is calculated from all the samples within a class, while P j is computed from compact globular clusters. Thus, the difference between H i and P j is large, and the structured degree is small. As shown in (3), the homospace of SMPM is consistent with the unit that the data samples are inherently structured. Thus, the structured degree of SMPM would mount up to the highest possible value 1.
2) Convex Formulation of SMPM:
In this section, we will transform the optimization problem (3) to a convex formulation. As shown in (3), the constraints in the optimization problem need to compute the infimums over all the possible distributions with the meanx k and covariance matrix x k . Directly computing infimums over all the possible distributions is not easy. Thus, we first introduce Lemma 1 (proved in [15] ), which can eliminate the computation of the infimums.
Lemma 1: Given a = 0 and b, such that a Tȳk ≤ b and α ∈ [0, 1), the condition inf
Based on Lemma 1, the optimization problem (3) can be transformed as follows:
The optimization problem (5) is not convex because of the constraint a = 0. In order to provide a convex optimization problem, we first give Definition 3 to describe the linear separability of SMPM and, then, give Theorem 1 to transform (5) into a convex optimization problem (6) .
Definition 3 (Linear Separability of SMPM):
Let {x 1 , . . . , x I x } and {ȳ 1 , . . . ,ȳ I y } be two sets of means for all homospaces of the two classes associated with x and y, respectively. {x 1 , . . . ,x I x } and {ȳ 1 , . . . ,ȳ I y } are linearly separable to SMPM, if there exist a ∈ R n , b ∈ R, and ε > 0, such that every meanx k of the class x satisfies −b + a Txk ≥ ε, and every meanȳ k of the class y satisfies b − a Tȳk ≥ ε.
Based on Definition 3, we give Theorem 1, which transforms the nonconvex problem (5) into a convex optimization problem (6) .
Theorem 1: If {x 1 , . . . ,x I x } and {ȳ 1 , . . . ,ȳ I y } are linearly separable to SMPM, the optimal hyperplane a T * z = b * of the optimization problem (5) can be determined by the following convex optimization problem:
3) Solving the Convex Optimization Problem: To solve the convex optimization problem (6), we will propose a binary search procedure. Before presenting the binary search procedure, we first define a convex feasibility problem F (α) for (6) 
as follows:
If {x 1 , . . . ,x I x } and {ȳ 1 , . . . ,ȳ I y } are linearly separable to SMPM, it is obvious that the convex feasibility problem F (0) is feasible, and F (1) is infeasible. The convex feasibility problem F (α) for all α with α ∈ (0, 1) can be solved by SOCP solvers, e.g., SeDuMi [26] . Based on the convex feasibility problem F (α), we give the relationship of F (α) and the optimal worst case classification probability α * of the optimization problem (6), as shown in Theorem 2. The detailed proof of Theorem 2 is presented in Appendix B.
Theorem 2: Assuming {x 1 , . . . ,x I x } and {ȳ 1 , . . . ,ȳ I y } are linearly separable for SMPM, and α * is the optimal worst case classification probability of the optimization problem (6) . The convex feasibility problem F (α) is feasible if α ≤ α * , and
According to Theorem 2, we can search an upper bound and a lower bound to approach the optimal worst case classification probability α * . Thus, we propose a binary search algorithm (see Algorithm 1) to approach the upper and lower bounds of α * . The binary search algorithm casts the SMPM optimization problem (6) to a sequence of SOCP problems. In particular, Algorithm 1 searches a bounded interval by repeatedly dividing the bounded interval in half, beginning with an interval covering the whole region, i.e., setting α lower = 0 and α upper = 1 initially. If F (α upper + α lower /2) is feasible, we narrow the bounded interval to the upper half. Otherwise, we narrow it to the lower half. We repeatedly check until the bounded interval is less than a small positive value.
Next, we give the time complexity analysis for Algorithm 1. As indicated in [27] , if the SOCP is solved based on the interior-point methods (e.g., SeDuMi), it contains a worst case complexity of O(n 3 ). Thus, with the similar analysis of [27] , we can have that the total complexity of Algorithm 1 would be O((I x + I y )n 3 + log(1/ε)n 3 ) ≈ O((I x + I y )n 3 ), if the convex feasibility problem F (α) is solved by SeDuMi. Although the time complexity is relatively large, Algorithm 1 can still be solved in polynomial time.
D. Kernelization
As mentioned in (6), Algorithm 1 only considers the linearly separable case of SMPM. To handle the linearly nonseparable case, this section describes the kernelization of SMPM. In particular, we map n-dimensional data points into a highdimensional reproducing kernel Hilbert space (RKHS) R f [28] by a mapping function ϕ : R n → R f . Thus, the SMPM finds a linear classifier in the RKHS R f . The corresponding linear classifier in RKHS is represented as a T ϕ(z) = b, where a, ϕ(z) ∈ R f , and b ∈ R, which would handle the linearly nonseparable case in the original space R n . Note that the linear classifier in the RKHS corresponds to a nonlinear hyperplane in the original space.
Assume that the training data points of the kth homospace associated with the class x are represented by {x
. The training data points mapped in the RKHS are represented by {ϕ(
. Similarly, the training data points of the kth homospace associated with the class y are represented by
. And the training data points mapped in RKHS are represented by {ϕ(
where ϕ(x k ) and ϕ(x k ) (ϕ(y k ) and ϕ(y k ) ) are the mean and covariance matrix with respect to the kth subdistribution of the class associated with ϕ(x k i ) (ϕ(y k i )). Thus, the optimization problem (5) of SMPM in the RKHS can be written as
Although the formulation (8) is written in the RKHS, the computation is still not easy because of the curse of high dimensionality in the RKHS [4] . To make the formulation (8) work, we present the optimization and the final decision hyperplane in a kernel form, specifically an inner product form K (z 1 , z 2 ) = ϕ(z 1 ), ϕ(z 2 ) . Lemma 2 demonstrates that the optimal a in the problem (8) lies in the space spanned by the training points, provided that the suitable estimates of means and covariance matrices are applied therein. 3 Based on Lemma 2, Theorem 3 gives the kernelization of SMPM. 3 The detailed proof of Lemma 2 can be found in [15, Corollary 5].
Lemma 2: If the estimates of means and covariance matrices of all homospaces for two classes are given as
T the optimal a in the optimization problem (8) lies in the space spanned by the training points.
According to Lemma 2, we obtain the means and covariance matrices of all homospaces for two classes as the following plug-in estimates:
The optimal a can be written as
where the coefficients
. . , N y k . Thus, by simply substituting (13) and four plug-in estimates (9)- (12) into (8), we can obtain the kernelization of SMPM (i.e., Theorem 3). 
Note that the notations in the formulation (14) are defined in Table I . 
III. ALTERNATIVE VIEWS OF SMPM
In this section, we first show that SMPM can be interpreted as a large margin classifier, and further show that SMPM can be transformed into two typical large margin classifiers, i.e., SVM and M 4 , under certain special conditions.
A. Geometric Interpretation of SMPM
As mentioned in the formulation (3), SMPM is proposed by maximizing the expected worst case accuracy for future data, which is obviously a probability interpretation. In this section, we give a geometric interpretation of SMPM.
Before giving the geometric interpretation of SMPM, we first introduce Definition 4, which gives the Mahalanobis distance of the center of a homospace from a hyperplane.
Definition 4: The Mahalanobis distance of the center of a homospace with a meanx and a covariance matrix x from a hyperplane a T z = b is defined as
Based on (15), we can give the geometric interpretation to the Mahalanobis distance ρ(x, x ; a, b) as: the minimum Mahalanobis distance of all points in the hyperplane to the center of homospace. As shown in Fig. 2 , there are a homospace and four parallel hyperplanes. The Mahalanobis distances of the center of the homospace from four parallel hyperplanes are 1, 2, 3, and 4, respectively. Note that the point in a hyperplane with the minimum Mahalanobis distance is the point of tangency, where the hyperplane and the ellipsoid (centered around the mean and its shape determined by the covariance matrix) meet.
With Definition 4, we can give the geometric interpretation to the optimization problem (5): maximizing the minimum Mahalanobis distance for all homospaces of two classes. More specifically, because κ(α) increases monotonically with α, maximizing α is equivalent to maximizing κ(α). Thus, letting ρ = κ(α), the optimization problem (5) can be changed as
From the optimization problem (16) and Definition 4, we can find that the decision hyperplane of SMPM tries to maximize the minimum Mahalanobis distance for all homospaces of two classes. As shown in Fig. 3 , there are two homospaces for each class. Given a decision hyperplane, there exists a minimum Mahalanobis distance for each class. When the minimum Mahalanobis distance (2.53, as shown in Fig. 3 ) of the class associated with x is equal to the one of the class associated with y, the maximal of the minimum Mahalanobis distances, as denoted in (16), is obtained.
Based on the analysis mentioned above, SMPM can be interpreted as a large margin classifier.
B. Link With SVM and M 4
As mentioned above, SMPM can be interpreted as a large margin classifier. In this section, we compare SMPM with two typical large margin classifiers, i.e., SVM and M 4 . Note that we only discuss the linear separable case here. The conclusion is that SMPM can be transformed into SVM and M 4 under certain special conditions.
1) Link With SVM:
be the training data points of the classes corresponding to x and y, respectively. If one assumes that each data point is a homospace, i.e., I x = N x and I y = N y , and the covariance matrices of all homospaces are the identity matrix I, the optimization problem (5) can be written as
In (17), it can be found that the magnitude of a does not influence the optimization. Without loss of generality, we assume κ(α) a = 1. Similar to (16) , the optimization problem (17) can be changed as
which is the formulation of SVM in the linear separable case. Thus, if each data point is a homospace with the covariance matrices as the identity matrix I, SMPM degenerates to SVM.
2) Link With M 4 :
If one assumes that each data point of two classes is a homospace, i.e., I x = N x and I y = N y , and further assumes that the covariance matrices of all homospaces associated with the class x are x and the covariance matrices of all homospaces associated with the class y are y , the optimization problem (5) can be written as T y a, i = 1, . . . , N y . (19) Let ρ = κ(α), similar to (16), the optimization problem (19) can be changed as
The optimization problem (20) is exactly the optimization problem of M 4 [27] in the linear separable case. This means that the SMPM degenerates to M 4 under certain conditions.
IV. EXPERIMENTAL SETUP
This section presents the experimental setup mainly from three aspects: 1) the design of experiments; 2) the details about the implementation of the experiments; and 3) the data sets used in the experiments. Next, we give the detailed description for each aspect.
A. Design of Experiments
As mentioned before, SMPM can improve the classification accuracy, compared with MPM, if a data set has structural information, which is not considered in MPM. To verify the advantage of SMPM, we first exploit the structural information for each data set and, then, compare the classification accuracies of SMPM with other moments-based constrained classifiers (i.e., MPM and MEMPM) and structured large margin machine (SLMM) [24] . In addition, we also compare the running time of SMPM, MPM, MEMPM, and SLMM.
In order to exploit the structural information, we calculate the mean and covariance matrix for each cluster on the training set. More specifically, we first use Ward's hierarchical clustering [29] 4 to detect the clusters for each class on the training set, and then compute the mean and covariance matrix for each cluster.
In order to compare the classification accuracies of SMPM with other moments-based constrained classifiers, we compute the classification accuracies of SMPM and MPM. MEMPM is an important moments-based constrained algorithm, so we also compute the classification accuracy of MEMPM for comparisons. Besides the moments-based constrained classifiers, we also compare SMPM with SLMM. Note that SLMM incorporates the covariance of each homogeneous group into SVM.
B. Implementation
We implemented our SMPM in MATLAB. 5 We used the MATLAB source code developed in [20] for the implementations of MPM and MEMPM. We also implemented SLMM in MATLAB. All experiments are performed on a 2.5-GHz Intel Core i5 machine with 8-GB RAM, running MATLAB 7.10. For kernel, the linear kernel
2 ) are used in our experiments. For the parameter σ in the Gaussian kernel and the regularization parameter C in SLMM, a fivefold cross validation with a two-step grid search strategy is used to determine these optimal values [31] . The initial search is done on a 20 coarse grid linearly spaced in the region {log 2 σ | − 9 ≤ log 2 σ ≤ 10} (or {log 2 C| − 9 ≤ log 2 C ≤ 10}), followed by a fine search on a 20 uniform grid linearly spaced by 0.1 in the log 2 σ (or log 2 C) space.
We used the out-of-sample testing for comparing the classification accuracies of SMPM, MEMPM, MPM, and SLMM. In particular, we randomly partitioned each data set into 80% training and 20% test data sets. For the training data set, the means and the covariance matrices of all homogeneous clusters and two classes in SMPM, MPM, and MEMPM are obtained directly by the plug-in estimations, respectively. The prior probability θ in MEMPM is given by the proportion of the data associated with x in the training data set. On the testing data set, we compared the performance of SMPM, MEMPM, MPM, and SLMM in both the linear and Gaussian kernels. The final results are averaged over 20 random partitions.
For the robustness of SMPM, we especially remove the clusters with a small number of samples during Ward's hierarchical clustering. This is because a cluster with a small number of samples could be the one resulted by outliers with a high possibility. It may drop the performance of SMPM. In our experiments, a cluster is removed during Wards hierarchical clustering, if the corresponding number of samples in a cluster is less than or equal to min{ N/k 2 , 4}, where N is the number of entire samples during the clustering, k is the number of clusters, and · is the ceiling function mapping a real number to the smallest following integer.
C. Data Sets
We used one synthetic data set and six real-world data sets to conduct experiments. The detailed descriptions for the synthetic data set and the real-world data sets are stated as follows.
1) Synthetic Data Set:
We synthetically generate four clusters of 2-D Gaussian data for two classes, and each cluster has 40 sample points. As shown in Fig. 4 , the Fig. 4 . Experimental results on a synthetic data set. Dashed-dotted red line: decision hyperplane produced by MPM. Dotted red line: decision hyperplane produced by MEMPM. Their optimal worst case classification probabilities are 0.874 and 0.888, respectively. However, the optimal worst case classification probability given by the decision hyperplane (the solid red line) of our SMPM is improved to 0.941, due to incorporating the structural information of data. Table II shows the six real-world data sets (i.e., Breast Cancer, Ionosphere, Pima Diabetes, Heart Disease, Vote, and Spine) used in the experiments. The first five are benchmark data sets obtained from the UCI machine learning repository [32] . The last one is collected by us. It is to diagnose degenerative disk disease depending on five image texture features quantified from magnetic resonance imaging, where 157 records were marked normal and 193 records were marked abnormal by an experienced radiologist. 
V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Evaluations on the Synthetic Data Set
To verify that the SMPM model achieves a more reasonable decision hyperplane due to appropriately incorporating the structural information of data, we conduct experiments on a synthetic data set.
As shown in Fig. 4 , a solved decision hyperplane given by MPM is plotted as a dashed-dotted red line. A solved decision hyperplane given by MEMPM is plotted as a dotted red line and an SMPM decision hyperplane is plotted as a solid red line. Intuitively, the SMPM decision hyperplane makes better use of the structural information of data, which is verified by the optimal worst case classification probability of the three models. In particular, the optimal worst case classification probability of the MPM decision hyperplane is 0.874, and the one of the MEMPM decision hyperplane is 0.888. However, the one of the decision hyperplane of SMPM is improved to 0.941 due to incorporating the structural information of data.
B. Evaluations on Real-World Data Sets
We use Ward's hierarchical clustering to detect the clusters for two classes of each data set on the linear kernel and the Gaussian kernel. The results for the positive and negative classes are shown in Table III . From the results, it is easy to see that all of the data sets have the structural information. This structural information, i.e., the mean and covariance matrix for each cluster, can be computed directly after performing Ward's hierarchical clustering.
The classification accuracies of SMPM, MEMPM, MPM, and SLMM are summarized in Tables IV and V for the linear setting and the Gaussian kernel, respectively. From the tables, we can find that our SMPM demonstrates better performance than MPM in both the linear setting and the Gaussian kernel on all data sets. This is because all data sets more or less have the structural information (shown in Table III ) even in the kernel space, as shown in Table III . SMPM is an improved version of MPM to incorporate the structural information of data. Thus, it is reasonable that the SMPM has better performance than MPM. From the tables, we also find that the SMPM has better performance than the MEMPM on some data sets, but not on all data sets. It is mainly because SMPM forces the worst case accuracies of all homogeneous clusters for two classes to be equal, which is proved unnecessary in [20] . However, MEMPM removes the equality constraint on the worst case accuracies for two classes. Thus, MEMPM may have better performance than SMPM. From the tables, we also find that the accuracy bounds, namely, α in SMPM, are increased in the Gaussian kernel, compared with the ones in the linear setting. This verifies the advantage of the kernelized SMPM over the linear SMPM. In addition, the results show that the SMPM has the similar performance with the SLMM. We further discuss this in the following paragraph. Fig. 5 shows the running time (in seconds) of SMPM, MPM, MEMPM, and SLMM on the Breast Cancer, Diabetes, and Spine data sets with the linear setting and the Gaussian kernel, respectively. The results demonstrate that our SMPM runs almost as fast as MPM and MEMPM in the linear setting, and a little slower than MPM and MEMPM in the Gaussian kernel. In particular, SMPM scales well with respect to the size of training set in the linear setting and the Gaussian kernel. This is because the complexity of SMPM depends on the dimensionality of a in (6) [or γ in (14) ] and the number of clusters in the data set. The number of clusters in the data set is relatively stable with the increment of the size of the data set. Thus, the running time of SMPM in the linear setting is steady, and the running time of SMPM with the Gaussian kernel scales well with respect to the size of the training set. The results also show that SLMM is the lowest one in both the linear setting and the Gaussian kernel, and does not scale well with respect to the size of the training set. Thus, SLMM must spend much more time to achieve the similar test accuracy with SMPM. If a data set is large and the computational time is limited, SMPM should be the first choice for classifying the data set with the structural information. In addition, SMPM can tell us how large the Bayesian accuracy can be under the worst case conditions, which is beyond the ability of SLMM.
VI. CONCLUSION
The structural information of data is vital for designing classifiers in real-world problems. In this paper, we proposed an improved version of MPM that can incorporate the structural information of data. In particular, we first used two finite mixture models to capture the structural information of both classes. For each subdistribution in a finite mixture model, only the mean and the covariance matrix are assumed to be known. Then, we proposed our SMPM based on the finite mixture models, which can be solved through a binary search procedure by solving a sequence of SOCP problems. Based on the linear model of SMPM, we further proposed a nonlinear SMPM model by exploiting kernelization techniques. Finally, we show that SMPM can be interpreted as a large margin classifier and can be transformed into SVM and M 4 under certain special conditions. The experimental results on both the synthetic and real-world data sets demonstrate the effectiveness of SMPM. This paper mainly focuses on two-category classification. We believe that the structural information also exists in other learning tasks (e.g., one-class learning [15] , [33] , ordinalclass learning [31] , [34] , multiclass learning [35] , [36] , and so on). In the future, we plan to extend SMPM to one-class learning [15] , [33] , ordinal-class learning [31] , [34] , multiclass learning [35] , [36] , and other learning tasks. Although the binary search procedure can solve SMPM effectively, the running time is not fast enough especially when the training data size (or the feature size) is large. Thus, we hope to find more efficient ways to solve SMPM rather than binary searching. As mentioned in (3), SMPM forces the worst case accuracies for two classes to be equal. This constraint is unnecessary, which was proved in [20] . In the future, we plan to remove the equality constraint on the worst case accuracies for two classes, from SMPM, and apply the method to analyze the images of synthetic aperture radar [37] and vehicle [38] .
APPENDIX
A. Proof of Theorem 1
Proof: Assume that α * is the optimal worst case classification probability of (5) or (6) . We first prove that α * of (6) is less than or equal to α * of (5). Based on this conclusion, we can prove that the optimal hyperplane of (5) can be determined by the optimization problem (6) .
To obtain that α * of (6) is less than or equal to α * of (5), we prove that the feasible space of (6) is included by the one of (5). Sincex 1 =ȳ 1 , otherwise it contradicts with the linear separable assumption of SMPM. Thus, a T (x 1 −ȳ 1 ) = 1 implies a = 0. Therefore, the feasible space of (6) is included by the one of (5) .
Assume that α, a, and b are the optimal solution of the optimization problem (5). It is easy to verify that α, (a/a T (x 1 −ȳ 1 )), and (b/a T (x 1 −ȳ 1 )) are not only a feasible solution of (6), but also the optimal solution of (6). Thus, the optimal hyperplane problem can be determined by the optimization problem (6) . This completes the proof.
B. Proof of Theorem 2
Proof: Let α * , a * , and b * be the optimal solution of the optimization problem (6) . Because κ(α) increases monotonically with α, it is easy to verify that a * and b * are also a feasible point of F (α) for all values of α with α < α * . It means that F (α) is feasible for all values of α with α < α * .
Assume that F (α) is also feasible for a value of α with α > α * . We can have that the optimization problem (6) has a less optimal objective, which contradicts the premise that α * is the optimal worst case classification probability. Thus, F (α) is infeasible for all values of α with α > α * . This completes the proof.
