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Abstract
Spatial interaction and the locational structure between observations as well as
availability of satellite derived data has meant a richer and more exhaustive exploration of
topics relevant in development topics, particularly in areas of subnational economic activity
and conflict. This research leverages thus spatial econometric techniques to dynamically
decompose impacts from socio-economic determinants on conflict incidence (with setting in
Sub-Saharan Africa). Later I also present a statistical framework (based on extension of
Henderson’s approach (2012)) to augment official income figures at district / county level
with multiple satellite derived signals, with specific context given to developing countries.
In the first chapter, I look at the relationship and interplay between conflict intensity, foreign aid (in the form of geocoded World Bank Aid allocations) and economic activity (proxied
by Sum of Lights, SOL, as gathered from satellite night lights sources), at the sub-national
(provincial) level in Sub-Saharan Africa over 2000-13, using a Panel Vector Autoregression
approach based on a multi-stage Continuous Updated Estimator GMM estimation strategy,
and incorporating spatial effects amongst the concerned variables as well as in the model
disturbances. I then decompose the derived impulse responses from this system into spatial
direct and indirect responses. As per the findings, conflict intensity reacts (largely) positively
to negative shocks in economic activity and World Bank Aid, with evidence of persistent
spillover effects stemming from these aforementioned shocks.
In the second chapter, following on from the first chapter, I specifically look at the impact of income inequality, derived from the spatial distribution of night lights raster and
population raster data, on conflict incidence in Sub-Saharan Africa, using a Spatial Exponential Feedback Model approach (as opposed to the more standard Linear Feedback Model

in the literature), based on Empirical Likelihood estimation. I also derive spatial direct and
indirect impacts from changes in inequality, with direct responses fully dying away within 5
years while indirect response has an extent of in-built persistence. Thus, this chapter adds to
the existing literature on conflict and income inequality by exploring the spatial dimension
of the dynamics at play.
Lastly, in the third chapter, a modified statistical method is presented, based on
Henderson et al. (2012) where he looked at augmenting official national income growth
measuresby using satellite data on night lights. In the approach as presented here, a Method
of Moments approach is introduced so as use multiple satellite signals, in addition to night
lights, to augment income growth data at sub-national level. The two other signals are
spreadof non-vegetative cover and urban land cover data (derived from European Space
Agency Climate Change Initiative Land Cover raster products). Three countries were studied
with this approach: India, Indonesia and the U.S.
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Chapter 1:
Conflict, Economic Activity and Aidin Sub-Saharan Africa
1.1

Introduction and Background

I implement a Spatial Panel VAR estimation to look into the interdependencies between
conflict intensity, economic activity and (World Bank) aid allocation and disbursements at
provincial level in Sub Saharan Africa, over the period 2000-2013.

Sub-Saharan Africa,

has, over the last 50 years, experienced one of the highest episodes of conflict intensity
in the world. This has allowed a healthy growth in the literature regarding study into the
drivers of conflict, both at the economic and socio-ethnic level. These studies have
spanned from looking at how economic growth may have had an impact on the frequency
of conflicts (at national level) to trying to look at how foreign aid allocation has
affected conflict patterns.There has also been a growing realization in the literature that
conflict alleviation, economic growth and foreign aid strategies should work best in
conjunction with better understanding of the underlying relationships between these
three factors. Thus in this paper, using the aforementioned approach, not only do I attempt to
look at the spillover pattern behind conflict and economic activity but also importantly
how the effects of onetime (negative) shocks in economic activity and aid are on conflict
intensity, both at the direct and spillover channel.
It may be seen that armed conflict has been a persistent event in Sub-Saharan Africa.
According to the UCDP-PRIO armed conflict dataset, a total of 99 countries were involved
in some form of war since 1945. Exactly one third of these affected nations are located in the
Sub Saharan region, and approximately sixty five percent of the population in this region
has lived in a war-affected country in the post-WWII era, and since 1960 on average a Sub
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Saharan country has spent around 6 years in conflict. Although there are other regions of
the world that have experienced conflict on a frequent scale, Sub-Saharan Africa’s unique
positioning, the accompanying literary coverage as well as availability of key data has made
it possible for full scope of my query. It would also allow me to investigate within and cross
country spillovers as it relates to conflict propagation.
Thus while there has been a plethora of literature looking at the impact of economic growth
on conflict or aid on conflict, this will be the first paper that ties in these two inter- related
threads and investigates these relationships at a sub-national level. The literature coverage
regarding links between conflict and economic growth is quite rich. Collier and Hoeffler
(1998) were among the first to emphasize the interplay between economic factors and civil
conflict. Murdoch and Sandler (2004) have found that higher standards of liv-ing are
intricately tied with lower probability of conflict; however they also found economic and
social inequality are very much strong drivers of conflict. Conversely Groot (2010) and
Murdoch and Sandler (2004) have found that, particularly in Africa, countries in the gen- eral
neighbourhood of countries suffering from conflict were influenced negatively as well.
Berman and Couttenier (2015) found that in Sub Saharan Africa within-country, the incidence, intensity and onset of conflicts are generally negatively and significantly correlated
with income and that at country-level, no significant effect of these shocks on conflict incidence or onset shocks within locations. However they did find large and long lasting shocks
seem to affect the location of conflict outbreaks. In an influential contribution, Miguel et al.
(2004) studied the effects of economic shocks on civil conflicts in Sub-Saharan Africa, where
they used rainfall as an instrumental variable for economic growth (widely implemented in
the literature), and found that economic shocks increase the probability of civil conflicts .
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Hodler and Raschky (2014) extended the analysis to the subnational level, and used rainfall
and drought intensity as instruments. They found that likewise economic shocks increase
the probability of conflict in a panel dataset of 53 African countries.
Blattman and Miguel (2010) similarly posited that economic conditions, both low income
levels and slow growth rates, may contribute to the outbreak of civil wars and conflicts in less
developed countries. This finding has been affirmed at both the cross-country and the micro
levels, although the correct interpretation of these patterns in terms of underlying theoretical
mechanisms remains somewhat unsettled. Furthermore some literary works would suggest
that economic factors are instrumental in pushing individual participation in armed groups.
Anselin and O’Loughlin (1990) have found the evidence of spatial patterns in external
conflict and cooperation in Africa alongside the lines of a first order spatial autoregression.
Balestri and Maggioni (2014) also found evidence of significant spatial dependence within the
distribution and diffusion of conflict incidence, and found, amongst other common drivers
of conflict, natural resources, namely natural resources distribution, has a key role in determining conflict incidence in West Africa. Other papers (Carmignani and Kler (2016);
Basedau and Pierskalla (2014)) have looked into the spatial diffusion of conflict as well in
Africa as well as investigating the underlying factor, namely gas and oil endowments as well
as political status of ethnic groups.
Another strand of the literature has also focused on how climate indicators, namely
precipitation and drought indicators, may act as good predictors of conflict probability in
Africa (O’Loughlin et al. (2012); Devlin and Hendrix (2014); Harari and Ferrara (2018)).
These papers all found substantial evidence of how climatic conditions may be a strong
determinant of conflict probability.
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With regards to tracing the links between conflict and foreign aid shocks, Nielsen et al.
(2011) argued that aid shocks, i.e. severe decreases in aid revenues , change the domestic
balance of power and may lead to violence violence. During aid shocks, potential rebels attain
bargaining strength vis-a-vis the government. Thus to appease the rebels, the government
must promise future resource transfers, but the government has no incentive to continue its
promised transfers if the aid shock proves to be temporary. With the government unable
to credibly commit to future resource transfers, as the authors posits, violence breaks out.
De Ree and Nillesen (2009)) investigated the impact of foreign aid flows on civil conflict in
Sub-Saharan Africa. With regards to civil conflict actors, they may be regarded as businesses
that make financing decisions in order to sustain themselves. From that perspective, low per
capita income, badly performing institutions, dependence on primary commodity exports have
been associated with higher risk of civil conflict. Thus aid resources may be a good prize for
rebels to capture and hence induce instability. Thus aid may contribute pushing (already)
conflict plagued societies deeper into more conflict. Conversely, development aid may also
help in breaking down the likelihood of conflict, through improving economic and social
conditions which itself would lower risks of conflict. However one strand of literaturehas
argued that aid in fact may be counter-productive in promoting human developmentand
may present a harmful influence on future growth prospects and competitiveness of
developing nations (Rajan and Subramanian (2008); Easterly (2002)). Another school of
thought posits that weak policies and institutions do not stand in the way of aid effectiveness
but that aid helps to alleviate poverty irrespective of government or economic policies. Some
of them (Dalgaard et al. (2004)) have argued that such factors as per capita income, measure
of poverty amongst others have no significant effect on aid effectiveness.
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As such, the key contribution of this paper is to leverage spatial panel econometric techniques to establish a Panel-VAR framework establishing relationships between economic
growth, aid disbursement and allocation, and number of violent incidents in Sub Saharan
Africa at ADM1 / provincial level. Data regarding conflict is derived from the geocoded
Armed Conflict Location and Event Data program, while data regarding subnational
economic activity are proxied by provincial area adjusted Sum of Lights (SOL), gathered from
NOAA’s (National Oceanic and Atmospheric Administration) satellite derived night lights
data. Given general unavailability of continent wide geocoded data for all types of Aid, I focus
on World Bank aid programs. This is important as the World Bank has invested a significant
amount of resources into efforts to combat the ills of conflict in conflict ridden countries. This
it does by i) targeting support to measures that address the underlying risks of violent conflict;
ii) engaging in inclusive partnerships for peace and responding to issues raised by social
groups and iii) by providing continuous support to address risks early on, during conflict and
after end of conflict.
Section 2 lays down the Data Description; Section 3 details the methodology to be
employed, while Sections 4 and 5 details the findings and Conclusion.
1.2

Data

Table 1.1: Summary Statstics
Variable

Obs

Mean

Std. Dev.

Min

Max

Sum of Lights
Conflict Event
WB Aid

7,042.00
7,042.00
7,042.00

9,860.08
5.65
4,789,343.00

38,006.47
19.74
14,500,000.00

0.00
0.00
0.00

World Climate
Precipitation
Population

7,042.00

93.77

50.85

1.42

613,521.00
556.00
499,000,000.0
0
356.50

7,042.00

1,380,709.00

2,081,580.00

12,917.00

32,900,000.0
0
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1.2.1

Geo Referenced World Bank Project Aid Data
Agriculture
Agriculture, forestry, fishing
Banking and financial services
Basic education
Communications
Education, level unspecified
Energy generation and supply
Forestry
General environmental protection
Government and civil society, general
Health
Health, general
Industry
Mineral resources and mining
Other social infrastructure and services
Post−secondary education
Secondary education
Trade policy and regulations
Transport and storage
Water supply and sanitation

0

Sector Wise & Precision Code Wise Percentage of WB Aid Project Locations in Sub Saharan Africa,
1995−2014
10

20

30

1

2

3

4

5

7

Figure 1.1
Data regarding foreign aid is derived from geocoded disaggregated commitment and
disburse- ment data from all World Bank projects in IBRD (International Bank of
Reconstruction and Development) and IDA (Institute of Development Assistance) lending
lines approved from 1995-2014, as gathered by AidData. It tracks 630,187,678,017.21 US
dollars in commitmentsand 389,037,095,461.60 dollars in disbursements for 5,684 projects
across 61,243 locations throughout the world. The rules of assigning latitude and longitude
coordinates to projectlocations is detailed in the AidData geocoding methodology codebook
(Findley et al. (2011)).The project locations were assigned different levels of precision codes
that enable potentialusers to select a subset of the data based on the study design and research
question (Findleyet al. (2011)). The geocoding system includes four precision codes that
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refer to differentlevels of spatial geocoding certainty. These codes indicate whether the
specific foreign aidproject corresponds to an exact location (precision code 1), or is located
’near’, in the area of,or within a 25 km radius of an exact location (precision code 2). In
addition to these exactlocation codes, the system further includes precision codes that are
analogous to a second-order administrative division (ADM2) with precision code 3 and
first-order administrative division (ADM1) with precision code 4. The ADM2 regions
correspond to spatial units that are analogous to districts, municipalities, or communes,
whereas the ADM1 division is equivalent to geographical regions such as provinces and
states. In cases where the geographic coordinates of project locations correspond to
estimated latitude and longitude values or may cover several administrative regions, a
precision code of 5 is assigned. Nation-wide foreign aid projects are geocoded at the
country level, indicating that no exact geocodinginformation is available (precision code
6). If geocoded information is unavailable at theproject level, it is assumed that foreign aid
flows directly to the country (precision code 7).Finally, if foreign aid financial flows go to
various governmental units such as the seat of an administrative district or the country’s
capital, then this is geocoded with precision code 8.For my study I am focusing on World
Bank allocations in Sub-Saharan Africa. Figure 1 refers to the distribution of the various
project locations in Sub Saharan Africa with regards to their respective precision codes and
importantly their purpose codes, which refer broadly to their designated program of
impact.
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1995
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1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014

37
43
39
48
36
43
38
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52
40
47
65
52
60
82
81
73
77
84

0

20
40
60
80
Year Wise WB Aid Project Start Count in Sub Saharan Africa, 1995−2014

Figure 1.2
It can be seen that Water Supply and Sanitation sector channeled aid projects comprise the
major percentage of all World Bankaid projects in Africa between 1995-2014. For my analysis,
since my unit of observation is at the provincial level, I include aid projects with precision codes
of maximum 51. In addition, in the main analysis, owing to presence of regions which have received
no World Bank aid in that time-frame, the Aid total (at provincial level) is presented as IHS(Aidit)
= ln(Aidit) + √(Aidit 2 + 1)), which is the inverse hyperbolic sine transformation and not only

allows retention of zero-valued observations, but behaves similarly to log transformation for large
values of Aidit ( Bruederle and Hodler (2018); Burbidge et al. (1988)).
Not all projects contain disbursement data, with many presenting just commitment totals.
As such, for those projects which have only commitment totals, these were averaged over the
1 Although project locations with precision code 5 encompasses topographical features
(greater than ADM1) such as National Parks which spans across several administrative
boundaries, in my sample all Aid projects below Precision Code of 6 had defined locations
accurate to provincial level
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duration of the individual projects. Furthermore the project finance data is not disaggregated
at individual location level. To get to that, I calculate weighed average for the individual
locations of a given project based on the provincial population of the province (in the year
2000) within which a particular project location may be nested.
The World Bank frames its objectives with regards to poverty alleviation and rendering
assistance to fragile and conflict hit countries under an umbrella named Fragility, conflict, and
violence, which according to the World Bank is a critical development challenge that threatens
efforts to end extreme poverty, affecting both low- and middle-income countries.
1.2.2

ACLED Conflict Data

Data regarding conflict is derived from the Armed Conflict Location and Event Data Project
(ACLED) database. ACLED collects information on political violence, demonstrations
(rioting and protesting) and select non-violent, politically important events. They define
political violence as usage of force by a group with a political purpose or motivation. A
politically violent event is a single altercation where often force is used by one or more groups
in moving to a political end, although some non-violent measures, including strategic
developments and protests are also included in the dataset so as to capture the potential
precursors or key junctures of a violent conflict (Raleigh et al. (2010)). It can be seen that
violent incidents frequency has dramatically gone up after 2010. Figure 15 in Appendix breaks
down as to how ACLED classifies conflict events. For Africa, ACLED has been recording conflict
events since 1997. Overall, over the period 2000-13, there has been an increase in the number
of conflict events in Sub-Saharan Africa. For the empirical analysis, I keep conflict indicator
inits raw form, i.e. without taking a log of it. Thus the key variable concerning conflict is the
number of conflict events in a given province in a given year.

1000
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Figure 1.3: Conflict Events in Sub-Saharan Africa
1.2.3

Night Lights

To proxy for sub-national economic activity, I use satellite measured night light emissions at
provincial level, over the period 2000-13. This data is sourced from the National Oceanic
Atmospheric Administration (NOAA) National Geophysical Data Centre (NGDC) and the
data spans from 1992-2013. The data comes on a scale from 0 to 63, with higher values imply- ing
more intense nighttime light. Henderson et al. (2012a)) find a high correlation between
changes in nighttime light intensity and GDP at the country level. In the context of SubSaharan Africa, the key advantage of nighttime light intensity is its availability at the regional
level, where regional GDP estimates are typically poor or unavailable. Bruederle and Hodler
(2018) found that nighttime lights are positively associated with location-specific indicators
of human development (derived from Demographic and Health Surveys in Africa) and thus
concludes as well that nighttime lights are a good proxy for human development at the local
level. In order to not lose observations with zero values of light, I implement the inverse hyperbolic sine transformation (as explained earlier) and the following transformation of Night
Lights enter the regression: IHS(NightLightsit) = ln(NightLightsit) + √(NightLightsit2 + 1)).

However notable challenges may be present in using night lights to estimate economic activity
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at sub-national level, especially if the region happens to predominantly rural and
agricultural. Bundervoet et al. (2015) found using lights alone may heavily understate
economicactivity in regions with high levels of unlit agriculture. This is quite an issue for
certain regions in Africa, where the Sum of Lights (SOL) round off to 0 across the entire
estimation period of 2000-13. One potential way to get around this issue would be to merge
together regions for a given country with minuscule to zero values of SOL. However, this
may give rise to aggregation bias, especially when factoring in the other key variables
involved in the framework. Thus in my framework, owing to the uncertainty with regards to
representation of true economic activity especially for regions with largely unlit agricultural
activity (i.e. with zero values of light), I drop those regions which, over the time period 200013, has more than four years of zero values of lights, as otherwise using the full dataset
would givea biased outlook towards regions with zero values of light.
1.2.4

Population and Precipitation

Aside from the key variables described earlier, I also use additional variables to serve as
exogenous explanatory variables in my estimation framework. These are, firstly, provincial
population, from 2000-13, sourced from LandScan, which maintains gridded worldwide
population distribution data from 2000 onwards, at approximately 1 km spatial resolution.
In the literature population size has been found to be string predictor of conflict initiation
(Collier and Hoeffler (1998)), and has also been noted to be strongly correlated with aid
allocation in the aid effectiveness literature.
I also use average precipitation per pixel for each province, derived from historical monthly
data from WorldClim, which in turn sourced their weather data from Climatic Research Unit
at University of East Anglia. The spatial resolution for this data is 2.5 arc- minutes. In the
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conflict dynamics literature in Africa, climate indicators have been noted to have a degree on
influence on conflict intensity (Devlin and Hendrix (2014)).
1.3

Feasible Estimation of Parameters:

I specify a dynamic system of m equations (with m = 1,2,. . .,M) with all variables, recorded
for cross section i (region i = 1,...N) being endogenously determined as autoregressive processes with a maximum lag length of as t−1, and stacked over N regions and M endogenous
variables in the spatial PVAR(1) specification as:
𝑦𝑦𝑡𝑡 = 𝐵𝐵0 𝑊𝑊𝑦𝑦𝑡𝑡 + 𝐴𝐴1 𝑦𝑦𝑡𝑡−1 + 𝑥𝑥𝑡𝑡 𝜃𝜃 + 𝜈𝜈𝑡𝑡
𝜈𝜈𝑡𝑡 = 𝜌𝜌𝜌𝜌𝜈𝜈𝑡𝑡 + 𝑒𝑒𝑡𝑡

(1)
(2)

Equation (1) may be seen as an example of a spatio-temporal model, specifically a time−
space simultaneous model, as per Anselin et al. (2008). In such a model, the multiplier (which
is elaborated below in 3.4 and 3.5) is complex, due to the combined effect of the cross-sectional
spatial multiplier (in each period) and the space-time multiplier that follows from the time lag
in the dependent variable (Anselin et al. (2008)). This is (slightly) differentiatedfrom a full
fledged time − space dynamic model, which contains additionally spatial lags of the lagged
endogenous variables. However, this in practice, may suffer from identification problems
(Anselin et al. (2008)), and may not be useful for empirical research. As such, restrictions are
imposed on the spatial lag coefficient matrices, which are detailed below.
In Equation (1) y is a NM x 1 vector of endogenous variables, ( IHS(Night Lights),
IHS(Aid), Number of Conflict Incidents )T , x is IM ⊗ X, where X is an equation wiseN x k

matrix of exogenous variables, with k being the number of exogenous variables. A1is a

matrix taking the form α ⊗ IN , with α being an M x M matrix of αmm entries whichare

coefficients of the one period time lagged endogenous variables. θ is a kM x 1 matrix of
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coefficients of the exogenous variables, with θkm entries. ν is a NM x 1 vector of disturbance
terms.
I assume that the overall disturbance term νt is potentially heteroskedastic as well as
possessive of a cross sectional dependent component and thus model this by assuming a
spatial structure for νt in (2). ρ is a ρM ⊗ IN coefficient matrix for the spatial lag of νt,

where ρM is a M x M diagonal matrix with ρm diagonal elements. The interpretation of
the ‘nuisance’ parameter ρm is different from B0 in the spatial lag model in that there is
no particular relation to a substantive theoretical underpinning of the spatial interaction.
Furthermore, I subtract from each variable its cross sectional mean before estimation, which
is equivalent to separately factoring for time fixed effects, and this has the advantage of
reducing the number of parameters to estimate (Lee and Yu (2014); Civelli et al. (2018)). et
is the vector of innovations and is assumed to have the following error component structure:
𝑒𝑒𝑡𝑡 = 𝜆𝜆 + 𝜖𝜖𝑡𝑡

(3)

Where 𝜆𝜆 refers to region specific effects, and 𝜖𝜖𝑡𝑡 is a vector of error components that vary both

over cross-sectional units and time periods. 𝑊𝑊𝑊𝑊 is the spatially lagged dependent variable vector.
I restrict 𝐵𝐵0 to the form 𝛽𝛽0 = 𝑏𝑏 ⊗ 𝐼𝐼𝑁𝑁 , with 𝑏𝑏 being an 𝑀𝑀x𝑀𝑀 diagonal matrix with 𝐵𝐵0𝑚𝑚 diagonal

entries. This implies an endogenous variable would only have its own spatial lag in its equation
(Beenstock and Felsenstein (2007)). 𝑊𝑊 represent the spatial weights of the system such that 𝑊𝑊

= 𝐼𝐼𝑀𝑀 ⊗ 𝑤𝑤𝑁𝑁 , where 𝐼𝐼𝑀𝑀 is an identity matrix of dimensions 𝑀𝑀, and 𝑤𝑤𝑁𝑁 is 𝑁𝑁x𝑁𝑁 symmetric spatial
weighing matrix, with potentially non-zero non diagonal elements based on sharing common
border, and zero diagonal elements. 𝑤𝑤𝑁𝑁 has the following matrix form:
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0
⎡
⎢ 𝑤𝑤
⎢ 21
⎢
𝑤𝑤𝑁𝑁 = ⎢ 𝑤𝑤31
⎢
⎢ ⋮
⎢
⎣𝑤𝑤𝑁𝑁1

𝑤𝑤12

𝑤𝑤13

⋯

0

⋯

𝑤𝑤𝑁𝑁3

⋯

0

𝑤𝑤23

⋮

⋮

𝑤𝑤32
𝑤𝑤𝑁𝑁2

⋯
⋱

𝑤𝑤1𝑁𝑁

⎤
𝑤𝑤2𝑁𝑁 ⎥
⎥
⎥
𝑤𝑤3𝑁𝑁 ⎥
⎥
⋮ ⎥
⎥
0 ⎦

(4)

Where any of the off-diagonal element is 1 if two regions share a common border. In my
analysis, I have specified the wN such that regions which may share just a vertex will not be
counted as neighbours. In the literature, the rows of wN are often row normalized such that
sums of individual rows equal 1, since the spatial lag (in our instance Wy) can be interpreted
as a weighed average of Y for those regions which are connected to region i. However row
normalization may potentially multiply different rows by different scalar quantities, and
that changes the model specification given by the weighting matrix (StataCorp (2015)).
This may lead to spreading of potential spillover effects of each spatial unit equally across its
neighbors, whereas the original non-normalized contiguity matrix modeled equal potential
spillover effects for each neighbor regardless of the number of neighbours (StataCorp (2015);
LeSage and Pace (2009); Elhorst (2010)). With this any measure unit specific effects are
removed and relations between all rows of wN are preserved (StataCorp (2015)). However,
the interpretation of the spatial lag Wy is not as straightforward (as it relates to measuring
spillover effects from neighbours).
To enable single equation regression and estimation, (for Equation m, after stacking over N
cross-sections and T years):
𝑦𝑦𝑚𝑚

𝜈𝜈𝑚𝑚

= 𝐵𝐵0𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 𝑦𝑦𝑚𝑚 + 𝑦𝑦,−1 𝛼𝛼𝑚𝑚 + 𝑥𝑥𝑚𝑚 𝜃𝜃𝑚𝑚 + 𝜈𝜈𝑚𝑚

= 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 𝜈𝜈𝑚𝑚 + 𝑒𝑒𝑚𝑚

(5)
(5)
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(5) may be concised as below:
𝑦𝑦𝑚𝑚

= 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 + 𝜈𝜈𝑚𝑚

𝜈𝜈𝑚𝑚

= (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 )−1 (𝜆𝜆 + 𝜖𝜖𝑚𝑚 )

𝜈𝜈𝑚𝑚
𝑦𝑦𝑚𝑚

= 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 𝜈𝜈𝑚𝑚 + 𝑒𝑒𝑚𝑚

= 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 + (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 )−1 (𝜆𝜆 + 𝜖𝜖𝑚𝑚 )

(6)

𝑇𝑇

Where 𝑍𝑍𝑚𝑚 = �𝑤𝑤𝑁𝑁𝑁𝑁 𝑦𝑦𝑚𝑚 , 𝑦𝑦,−1 , 𝑥𝑥𝑚𝑚 � while 𝛿𝛿𝑚𝑚 = �𝐵𝐵0𝑚𝑚 , 𝛼𝛼𝑚𝑚 𝑇𝑇 , 𝜃𝜃𝑚𝑚 𝑇𝑇 � . 𝐼𝐼𝑁𝑁𝑁𝑁 is an identity matrix of

dimensions 𝑁𝑁𝑁𝑁x𝑁𝑁𝑁𝑁. To eliminate the fixed effects, I run a Helmert transformation (also
known as Forward Orthogonal Deviation, where mean of future observations are deducted

from current observations) on the concerned variables, instead of the traditional within means
deviation transformation so as to do away with concerns regarding Nickell bias
△ 𝑦𝑦𝑚𝑚 =△ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 + (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 )−1 △ 𝜖𝜖𝑚𝑚

(7)

Where △ refers to the Helmert transformation operator. To estimate δm, I set rm = (INT − ρmwNT ):
△ 𝑦𝑦𝑚𝑚
△ 𝑦𝑦𝑚𝑚

=△ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 + 𝑟𝑟𝑚𝑚 −1 △ 𝜖𝜖𝑚𝑚
=△ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 + 𝑢𝑢𝑚𝑚

(8)

Where 𝑢𝑢𝑚𝑚 = 𝑟𝑟𝑚𝑚 −1 △ 𝜖𝜖𝑚𝑚 . Thus the last equation in (8) is estimated to derive the equation wise
value of 𝛿𝛿𝑚𝑚 with GMM estimation procedure. In the literature regarding GMM approaches to

estimation of both 𝛿𝛿𝑚𝑚 and 𝜌𝜌𝑚𝑚 , Kelejian and Prucha (1999) was the first to show a multi- stage
approach to calculate the parameters, in a cross sectional setting. Lee (2001) showed and

subsequently expanded in a series of papers (Lin and Lee (2010); Liu et al. (2010)) separately, a
GMM framework on joint estimation of 𝛿𝛿𝑚𝑚 and 𝜌𝜌𝑚𝑚 .

16

Thus here I present 2 approaches to derive of 𝛿𝛿𝑚𝑚 and 𝜌𝜌𝑚𝑚 : firstly using a multi-stage approach; and

secondly using a modified joint GMM estimation framework from Liu et al. (2010) to present and
contrast the estimates.
1.3.1

Methodology 1 : Multi Stage Estimation

In the multi-stage approach, in order to derive ρm, in (8), from the literature I restack
the observations firstly across cross sections and then time (Kapoor et al. (2007)). I adapt
the moment conditions developed by Kelejian and Prucha (2010), originally developed in a
cross-sectional heteroskedastic setting, and latterly by Badinger and Egger (2015) in a panel
setting, for an individual equation m:
1
𝑇𝑇 𝑇𝑇
𝐸𝐸[△ 𝜖𝜖𝑚𝑚
𝑤𝑤𝑁𝑁𝑁𝑁 𝑤𝑤𝑁𝑁𝑁𝑁 △ 𝜖𝜖𝑚𝑚 ]
𝑁𝑁(𝑇𝑇 − 𝑘𝑘)
1
𝑇𝑇 𝑇𝑇
𝐸𝐸[△ 𝜖𝜖𝑚𝑚
𝑤𝑤𝑁𝑁𝑁𝑁 △ 𝜖𝜖𝑚𝑚 ]
𝑁𝑁(𝑇𝑇 − 𝑘𝑘)

Rewriting these conditions:

Where

=

1
𝑇𝑇
𝑇𝑇𝑇𝑇{𝑤𝑤𝑁𝑁𝑁𝑁 𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁
}
𝑁𝑁(𝑇𝑇 − 𝑘𝑘)

=0

1
𝑇𝑇
𝐸𝐸 �
△ 𝜖𝜖𝑚𝑚
𝐵𝐵1 △ 𝜖𝜖𝑚𝑚 � = 0
𝑁𝑁(𝑇𝑇 − 𝑘𝑘)
1
𝑇𝑇
𝐸𝐸 �
△ 𝜖𝜖𝑚𝑚
𝐵𝐵2 △ 𝜖𝜖𝑚𝑚 � = 0
𝑁𝑁(𝑇𝑇 − 𝑘𝑘)
𝐵𝐵1

𝐵𝐵2

𝑇𝑇
𝑇𝑇
= 𝑤𝑤𝑁𝑁𝑁𝑁
𝑤𝑤𝑁𝑁𝑁𝑁 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑤𝑤𝑁𝑁𝑁𝑁
𝑤𝑤𝑁𝑁𝑁𝑁 )

= 𝑤𝑤𝑁𝑁𝑁𝑁

(9)

(10)
(11)

𝑇𝑇 )
Where 𝛴𝛴𝑚𝑚 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝜖𝜖𝑚𝑚 𝜖𝜖𝑚𝑚
and 𝑤𝑤𝑁𝑁𝑁𝑁 = 𝐼𝐼𝑇𝑇 ⊗ 𝑤𝑤𝑁𝑁 , since the data is set in panel format, and

𝐼𝐼(𝑇𝑇) is a 𝑇𝑇x𝑇𝑇 identity matrix with 𝑇𝑇 set to the number of time periods. In solving (9), I replace
△ 𝜖𝜖𝑚𝑚 by the spatially filtered term (△ 𝜈𝜈𝑚𝑚 − 𝜌𝜌𝑚𝑚 △ 𝑤𝑤𝑁𝑁𝑁𝑁 𝜈𝜈𝑚𝑚 ). 𝑘𝑘 is set to value of 2, since in taking

into account firstly the one period lags as well as further Forward Orthogonal Deviation of the
data, the first 2 years of observations are lost. Based on non-linear least square estimation of the
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quadratic form 𝑚𝑚(𝜌𝜌𝑚𝑚 )𝑇𝑇 𝑀𝑀𝜌𝜌𝑚𝑚 𝑚𝑚(𝜌𝜌𝑚𝑚 ), where 𝑀𝑀𝜌𝜌𝑚𝑚 is a weighing matrix set to identity, and 𝑚𝑚(𝜌𝜌𝑚𝑚 )

is a vector of the moments in (9), the equation wise value of 𝜌𝜌𝑚𝑚 is derived, which enables consistent
and efficient estimation of 𝛿𝛿𝑚𝑚 .

Standard feasible estimation of (8) via Ordinary Least Squares would yield biased estimates on

account of the endogeneity not only present in the autoregressive term 𝐴𝐴1 , after the Helmert

transformations, but also the spatial dependent term 𝐵𝐵0. In the spatial econometrics literature,
maximum likelihood and quasi-maximum likelihood approaches have been presented to problems

as (7); however these may not generally deal well with heteroskedasticity as well as endogenous
regressors (apart from the spatial lag of dependent variable), in addition to requiring time
dimension 𝑇𝑇 to be large relative to 𝑁𝑁. Thus (8) is estimated in a GMM (Generalized Method of

Moments) framework, with the spatial lag term instrumented by a vector of spatially weighed

2
exogenous variables (△ 𝑋𝑋𝑚𝑚 , △ 𝑤𝑤𝑁𝑁𝑁𝑁 𝑥𝑥𝑚𝑚 , △ 𝑤𝑤𝑁𝑁𝑁𝑁
𝑥𝑥𝑚𝑚 ), in keeping with the instrumentation

methodology first devised by , while the lagged dependent variable matrix △ 𝑦𝑦,−1 is to be

instrumented by the second to fifth time lags of the endogenous variables, as well as of 𝑊𝑊𝑦𝑦𝑚𝑚 , in a
collapsed format (), which is equivalent to putting in zeroes for missing observations for the lagged
variables as instruments. Together these form the instrumental variable matrix 𝐻𝐻𝑚𝑚 .
The efficient GMM estimator for δm may be estimated by:
𝛿𝛿̂𝑚𝑚 =

𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔(𝛿𝛿𝑚𝑚 )𝑇𝑇 𝑀𝑀𝑀𝑀(𝛿𝛿𝑚𝑚 )
𝛿𝛿𝑚𝑚

Where 𝑔𝑔(𝛿𝛿𝑚𝑚 ) is the sum of the moment functions and has the following form:
𝑇𝑇
𝑔𝑔(𝛿𝛿) = 𝐻𝐻𝑚𝑚
𝑢𝑢𝑚𝑚

𝑔𝑔(𝛿𝛿) =

𝑇𝑇
𝐻𝐻𝑚𝑚
𝑟𝑟𝑚𝑚 −1 (△ 𝑦𝑦𝑚𝑚

−△ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 )

(12)

(13)

In (12) 𝑔𝑔(𝛿𝛿𝑚𝑚 )𝑇𝑇 𝑀𝑀𝑀𝑀(𝛿𝛿𝑚𝑚 ) is the objective function to be minimized. In minimizing the objective

function, 𝑀𝑀 is the optimal weighing matrix and is the inverse of the variance-covariance matrix of
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the moments. In the presence of spatial correlation structure disturbance, as per Mult(2006) this
is equal to:
𝑇𝑇 (𝑟𝑟 −1 )Σ (𝑟𝑟 −1 )𝐻𝐻 −1
[𝐻𝐻𝑚𝑚
𝑚𝑚
𝑚𝑚 𝑚𝑚
𝑚𝑚 ]

Where 𝛴𝛴𝑚𝑚 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝜖𝜖𝑚𝑚 𝜖𝜖𝑚𝑚 𝑇𝑇 ) and 𝑟𝑟𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ), as set earlier.

(14)

In the literature the 2 step GMM estimator is fraught with possible bias from correlation between
the moments and their derivatives, and this is removed by the Continuously Updated estimator
(CUE) by , and this may be seen as a Limited Information Maximum Likelihood estimator in a
heteroskedastic setting (). This estimator is asymptotically equivalent to the two-step estimators,
but may improve in small samples. The CUE estimator simultaneously estimates both the efficient
weighing matrix 𝑀𝑀 (the inverse of variance of the moments, as a function of 𝛿𝛿𝑚𝑚 ) and 𝛿𝛿𝑚𝑚 itself:
𝛿𝛿̂𝑚𝑚 = 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔(𝛿𝛿𝑚𝑚 )𝑇𝑇 𝑀𝑀(𝛿𝛿𝑚𝑚 )𝑔𝑔(𝛿𝛿𝑚𝑚 )
𝛿𝛿𝑚𝑚

To estimate 𝛿𝛿𝑚𝑚 , I implement the following procedures:

(15)

• Estimate first step residuals by Instrumental Variable regression of △ 𝑦𝑦𝑚𝑚 =△ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 + △
𝜈𝜈𝑚𝑚 . This yields a first step estimator (equation wise)

−1
𝑇𝑇
𝑇𝑇
𝛿𝛿̂𝑚𝑚 = �△ 𝑍𝑍𝑚𝑚 𝑇𝑇 𝐻𝐻𝑚𝑚 (𝐻𝐻𝑚𝑚
𝐻𝐻𝑚𝑚 )−1 𝐻𝐻 𝑇𝑇 △ 𝑍𝑍𝑚𝑚 � △ 𝑍𝑍𝑚𝑚 𝑇𝑇 𝐻𝐻𝑚𝑚 (𝐻𝐻𝑚𝑚
𝐻𝐻𝑚𝑚 )−1 𝐻𝐻𝑚𝑚 𝑇𝑇 △ 𝑦𝑦𝑚𝑚 (16)

• Using 𝛿𝛿̂𝑚𝑚 I derive first stage residuals △ 𝜈𝜈̂𝑚𝑚 =△ 𝑦𝑦𝑚𝑚 −△ 𝑍𝑍𝑚𝑚 𝛿𝛿̂𝑚𝑚 , which I use to derive the
spatial error lag coefficient 𝜌𝜌𝑚𝑚 using the modified moment conditions from earlier.

• Using 𝜌𝜌�𝑚𝑚 to set up the transformation matrix 𝑟𝑟𝑚𝑚 to (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌�𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ), I estimate the consistent
and efficient estimate of 𝛿𝛿̂𝑚𝑚 from minimization of objective function from (16).
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1.3.2

Methodology 2 : Joint Estimation of 𝜹𝜹𝒎𝒎 and 𝝆𝝆𝒎𝒎

In Sub-Section 1.3.1 I estimated the parameters in question 𝛿𝛿𝑚𝑚 and 𝜌𝜌𝑚𝑚 in a multi-step setting. In

this sub-section I present an alternative GMM estimation framework (derived from Liu et al.
(2010)) that would enable joint estimation of the above concerned parameters. This is done by
𝑇𝑇 𝑇𝑇
introducing additional quadratic moment conditions of the form 𝜖𝜖𝑚𝑚
𝑃𝑃 𝜖𝜖𝑚𝑚 = 0, where 𝑃𝑃 is a square

matrix with zero trace and preferably zero diagonals (which enables robustness against arbitrary

heteroskedasticity), in addition to the standard linear moment functions from (13) earlier. For my
purpose thus the matrix 𝑃𝑃 may be the spatial weight matrix 𝑤𝑤𝑁𝑁𝑁𝑁 .

Thus the equation to be estimated here is (for Equation 𝑚𝑚, from (1.8)):

(𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) △ 𝑦𝑦𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) △ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚 +△ 𝜖𝜖𝑚𝑚

△ 𝜖𝜖𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) △ 𝑦𝑦𝑚𝑚 − (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) △ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚

𝑇𝑇
𝑇𝑇 )𝑇𝑇
Taking 𝜆𝜆𝑚𝑚 = (𝜌𝜌𝑚𝑚
, 𝛿𝛿𝑚𝑚
the empirical moments are (for Equation 𝑚𝑚) :

𝐺𝐺(𝜆𝜆𝑚𝑚 ) = �

𝑇𝑇
𝐻𝐻𝑚𝑚
△ 𝜖𝜖𝑚𝑚
�
𝑇𝑇
△ 𝜖𝜖𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 △ 𝜖𝜖𝑚𝑚

(17)

(18)

(19)

Where 𝐻𝐻𝑚𝑚 is the matrix of Instrumental variables constructed earlier, for Equation 𝑚𝑚, and 𝜆𝜆 is

estimated by the minimization of the following objective function:
𝜆𝜆̂𝑚𝑚 = 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑚𝑚 𝐺𝐺(𝜆𝜆𝑚𝑚 )𝑇𝑇 𝑀𝑀(𝜆𝜆𝑚𝑚 )𝐺𝐺(𝜆𝜆𝑚𝑚 )

(20)

𝜆𝜆𝑚𝑚

Where the weighing matrix 𝑀𝑀 is inverse of variance of moment functions 𝐺𝐺(𝜆𝜆) and takes the
form:

𝑀𝑀 = �

𝑇𝑇
𝐻𝐻𝑚𝑚
𝛴𝛴𝑚𝑚 𝐻𝐻𝑚𝑚

0

0

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡[𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 (𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 𝛴𝛴𝑚𝑚 )]

�

−1

(21)

20
𝑇𝑇 ),
Where 𝛴𝛴𝑚𝑚 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(△ 𝜖𝜖𝑚𝑚 △ 𝜖𝜖𝑚𝑚
and △ 𝜖𝜖𝑚𝑚 is assumed to be independently distributed with

zero means. Like in Sub-Section 3.1, I solve (18) in a Continuously Updated Estimator (CUE)
framework.
1.3.3

Space Time Stationarity Conditions

To motivate this discussion in this sub-section, I start from (8), and restoring back to full
expanded form and stacking the observations only over the N cross-sections (and assuming
that this single equation model only has only its own time and spatial lags):

△ 𝑦𝑦𝑚𝑚𝑚𝑚 = 𝐵𝐵�0𝑚𝑚 △ 𝑤𝑤𝑁𝑁 𝑦𝑦𝑚𝑚𝑚𝑚 +△ 𝑦𝑦𝑚𝑚𝑚𝑚−1 𝛼𝛼��𝑚𝑚 +△ 𝑥𝑥𝑚𝑚𝑚𝑚 𝜃𝜃��𝑚𝑚 + 𝑟𝑟𝑚𝑚−1 △ 𝜖𝜖𝑚𝑚𝑚𝑚
−1

Where 𝑟𝑟𝑚𝑚 = 𝐼𝐼𝑁𝑁 − 𝜌𝜌�𝑚𝑚 𝑤𝑤𝑁𝑁 . Setting 𝑠𝑠𝑚𝑚 = �𝐼𝐼𝑁𝑁 − 𝐵𝐵� 0𝑚𝑚 𝑤𝑤𝑁𝑁 �

(22)

(22) may be modified further to get to the

reduced form below:

△ 𝑦𝑦𝑚𝑚𝑚𝑚 = 𝑠𝑠𝑚𝑚 △ 𝑦𝑦𝑚𝑚𝑚𝑚−1 𝛼𝛼��𝑚𝑚 + 𝑠𝑠𝑚𝑚 △ 𝑥𝑥𝑚𝑚𝑚𝑚 𝜃𝜃��𝑚𝑚 + 𝑠𝑠𝑚𝑚 𝑟𝑟𝑚𝑚−1 △ 𝜖𝜖𝑡𝑡

(23)

showed that, for stationarity of the above specification to be ensured, the characteristic roots of
the matrix 𝛼𝛼𝑚𝑚 �𝐼𝐼𝑁𝑁 − 𝐵𝐵� 0𝑚𝑚 𝑤𝑤𝑁𝑁 �

−1

should lie in the unit circle, in addition to |𝛼𝛼𝑚𝑚 | < 1. The former

is guaranteed if the following criteria are met:

|𝛼𝛼𝑚𝑚 | + 𝐵𝐵0𝑚𝑚 𝜔𝜔𝐿𝐿 < 1 if 𝐵𝐵0𝑚𝑚 < 0 and |𝛼𝛼𝑚𝑚 | + 𝐵𝐵0𝑚𝑚 𝜔𝜔𝑈𝑈 < 1 if 𝐵𝐵0𝑚𝑚 ≥ 0

Where 𝜔𝜔𝐿𝐿 and 𝜔𝜔𝑈𝑈 refer to the smallest and largest eigenvalues of 𝑤𝑤𝑁𝑁 respectively.
1.3.4

(24)

Estimation of Direct and Indirect Impacts

LeSage and Pace (2009) and Elhorst (2010) first showed how to calculate the indirect
(spillover) and direct impacts from spatial regression coefficient estimates. Thus from (23), the
spatial structure of impacts of △ 𝑦𝑦𝑚𝑚𝑚𝑚−1 and 𝑘𝑘-th exognenous variable △ 𝑥𝑥𝑘𝑘 is 𝑠𝑠𝑚𝑚 𝛼𝛼��𝑚𝑚 and 𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘

respectively in Equation 𝑚𝑚. As an example I derive the direct, indirect and total impacts of 𝑘𝑘-th

exogenous variable 𝑥𝑥𝑘𝑘 (in Equation 𝑚𝑚):
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�𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 �

𝐷𝐷

�𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 �

�𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 �

𝐼𝐼

𝑇𝑇

= 𝑁𝑁 −1 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 �{𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 }𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �

= 𝑁𝑁 −1 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �{𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 − �𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 �

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝑁𝑁 −1 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �{𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 }𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

}𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �
(25)

Where �𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 � is the mean of the sum of diagonal elements of spatially adjusted matrix
𝐷𝐷

𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 ; �𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 � refers to the sum of the off-diagonal elements of 𝑠𝑠𝑚𝑚 𝜃𝜃�𝑘𝑘𝑘𝑘 (which gives the total
𝐼𝐼

diffusion throughout the regions) divided by the number of regions; and �𝑠𝑠𝑚𝑚 𝜃𝜃��𝑘𝑘𝑘𝑘 � refers to the
𝑇𝑇

sum of all elements of 𝑠𝑠𝑚𝑚 𝜃𝜃��𝑘𝑘𝑘𝑘 divided by the number of regions, within a particular Equation 𝑚𝑚.

The same treatment may be administered to 𝑠𝑠𝑚𝑚 𝑟𝑟𝑚𝑚−1, the accompanying term to the innovation

𝜖𝜖𝑚𝑚𝑚𝑚 , which conveys the spatial structure behind propagation of shocks. The disturbance term in

(22) has a global spatial spillover structure, which would imply that shocks emanating from a
particular district would propagate to surrounding districts. This is because the term
(𝐼𝐼𝑁𝑁 − 𝐵𝐵0𝑚𝑚 𝑤𝑤𝑁𝑁 )−1 (𝐼𝐼𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁 )−1 may be expanded into the form {𝐼𝐼𝑁𝑁 + (𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁 ) + (𝐵𝐵0𝑚𝑚 𝑤𝑤𝑁𝑁 ) +

(𝐵𝐵0𝑚𝑚 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁2 )+..}. This is in comparison to capturing 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 effects arising from shocks in
immediate neighbours (Anselin (2003)).
1.3.5

Impulse Response Functions

To derive impulse response we start off from the multi-equation setting in (1):
△ 𝑦𝑦𝑡𝑡
△ 𝑦𝑦𝑡𝑡

� △ 𝑦𝑦 +△ 𝑥𝑥 𝜃𝜃� + 𝑅𝑅 −1 △ 𝜖𝜖
� △ 𝑊𝑊𝑦𝑦 + 𝐴𝐴
= 𝐵𝐵
0
𝑡𝑡
1
𝑡𝑡−1
𝑡𝑡
𝑡𝑡
� △ 𝑦𝑦 + 𝑆𝑆 △ 𝑥𝑥 𝜃𝜃� + 𝑆𝑆𝑅𝑅 −1 △ 𝜖𝜖
= 𝑆𝑆𝐴𝐴
1
𝑡𝑡−1
𝑡𝑡
𝑡𝑡

Where 𝑅𝑅 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝜌𝜌) is a block diagonal matrix of the form

(26)
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⎛
⎜
�0 𝑊𝑊�
And 𝑆𝑆 = �𝐼𝐼𝑁𝑁𝑁𝑁 − 𝐵𝐵
⎛
⎜

𝐼𝐼𝑁𝑁 − 𝜌𝜌
�𝑤𝑤
1 𝑁𝑁
0

0

⎝

−1

𝐼𝐼𝑁𝑁 − 𝜌𝜌
�𝑤𝑤
2 𝑁𝑁
0

0

⎞
⎟

0

(27)

𝐼𝐼𝑁𝑁 − 𝜌𝜌
�𝑤𝑤
3 𝑁𝑁 ⎠

takes the block diagonal form
−1

�𝐼𝐼𝑁𝑁 − 𝐵𝐵�
01 𝑤𝑤𝑁𝑁 �

⎝

0

0

0

0

−1

�𝐼𝐼𝑁𝑁 − 𝐵𝐵�
02 𝑤𝑤𝑁𝑁 �
0

0

0

−1

⎞
⎟

(28)

�𝐼𝐼𝑁𝑁 − 𝐵𝐵�
03 𝑤𝑤𝑁𝑁 � ⎠

(26) may be transformed into MA(∞) (Moving Average of order infinity, through recursive
substitution) representation:
2

𝑗𝑗

� 𝑆𝑆𝑅𝑅 −1 △ 𝜖𝜖
�
� � 𝑆𝑆𝑅𝑅 −1 △ 𝜖𝜖 +..
−1
△ 𝑦𝑦𝑡𝑡 = 𝑆𝑆𝑅𝑅 −1 △ 𝜖𝜖𝑡𝑡 + 𝑆𝑆𝐴𝐴
△ 𝜖𝜖𝑡𝑡+2 +. . . . + �𝑆𝑆𝐴𝐴
1
𝑡𝑡+1 + �𝑆𝑆𝐴𝐴1 � 𝑆𝑆𝑅𝑅
1
𝑡𝑡+𝑗𝑗
(29)

𝑗𝑗

� � 𝑆𝑆𝑅𝑅 −1 would be the response of a shock in △ 𝜖𝜖 𝑗𝑗 periods ahead. To properly
Where �𝑆𝑆𝐴𝐴
1

identify effect of exogenous shocks, the structural relationships underlying the model need to be
extracted, and thus look at the effects of 𝑜𝑜𝑜𝑜𝑜𝑜ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 shocks, after disentangling the effects

of the contemporaneous correlations of the reduced form innovations △ 𝜖𝜖 across equations. This

orthogonalization may be derived by the factorization of the covariance matrix of the reduced-

form residuals △ 𝜖𝜖, such that the reduced form residual variance-covariance matrix 𝛺𝛺 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇 ,

where 𝐷𝐷 is a diagonal matrix of positive entries which are variance of the structural innovations,
while 𝑃𝑃 is a lower triangular matrix with unit diagonal elements. Two popular approaches in

implementing such a factorization is the LDL decomposition and the Cholsky decomposition, the
latter of which decomposes 𝛺𝛺 = 𝐴𝐴0 𝐴𝐴𝑇𝑇0 , which I implement for the analysis. Imposing 𝐴𝐴0 is
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equivalent to imposing a recursive causal ordering structure from the top variable to the bottom
variable. This allows a shock from top ordered variable to simultaneously affect the other
variables, at the same time being unaffected instantaneously by shocks from other variables. The
structural disturbance then is defined as 𝐴𝐴−1
0 △ 𝜖𝜖. In the subsequent expostion, keeping in mind

the stacking across regions and equations, 𝐴𝐴0 is replaced by the block diagonal matrix 𝐴𝐴0 ⊗ 𝐼𝐼(𝑁𝑁),
which I call 𝐴𝐴0 , where 𝑁𝑁 is the number of regions.
(29) then may be rewritten as:

𝑗𝑗

−1
−1
−1
� −1
�
△ 𝑦𝑦𝑡𝑡 = 𝑆𝑆𝑅𝑅 −1 𝐴𝐴0 𝐴𝐴−1
0 △ 𝜖𝜖𝑡𝑡 + 𝑆𝑆𝐴𝐴1 𝑆𝑆𝑅𝑅 𝐴𝐴0 𝐴𝐴0 △ 𝜖𝜖𝑡𝑡+1 +. . . . + �𝑆𝑆𝐴𝐴1 � 𝑆𝑆𝑅𝑅 𝐴𝐴0 𝐴𝐴0

△ 𝜖𝜖𝑡𝑡+𝑗𝑗 +. . .. (30)

Thus the impulse response to a (structural) shock 𝐴𝐴−1
0 △ 𝜖𝜖 𝑗𝑗 periods ahead is :
𝐼𝐼𝑅𝑅11

𝑗𝑗
� � 𝑆𝑆𝑅𝑅 −1 𝐴𝐴 = ⎛𝐼𝐼𝑅𝑅
�𝑆𝑆𝐴𝐴
1
0
⎜ 21
𝑗𝑗

⎝𝐼𝐼𝑅𝑅31

0

𝐼𝐼𝑅𝑅22
𝐼𝐼𝑅𝑅32

0

⎞
0 ⎟

𝐼𝐼𝑅𝑅33 ⎠

(31)

�1 � 𝑆𝑆𝑅𝑅 −1 𝐴𝐴0 is a 𝑁𝑁𝑁𝑁 x 𝑁𝑁𝑁𝑁 lower triangular block matrix with 2 ∗ 𝑀𝑀 number of lower
Where �𝑆𝑆𝐴𝐴

triangular blocks with each block being a 𝑁𝑁x𝑁𝑁 submatrix 𝐼𝐼𝑅𝑅𝑖𝑖𝑖𝑖 . Each 𝐼𝐼𝑅𝑅𝑖𝑖𝑖𝑖 sub-matrix individually

gives the spatial structure of response of 𝑖𝑖-th endogenous variable to an exogenous shock in 𝑗𝑗-th
endogenous variable. That is within an 𝑁𝑁x𝑁𝑁 submatrix 𝐼𝐼𝑅𝑅𝑖𝑖𝑖𝑖 , the 𝑛𝑛-th column total gives the total
impact of a shock in 𝑗𝑗-th endogenous variable from region 𝑁𝑁 to 𝑖𝑖-th variable in all regions. While

the 𝑛𝑛-th row total would give the impact of shock from 𝑗𝑗-th variable in all regions to 𝑖𝑖-th variable
in region 𝑁𝑁.

Thus using the steps underlined in Sub-Section 3.4 concerning estimation of direct and indirect

impacts, I calculate impulse responses at within-region, indirect and total levels respectively. That
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𝑗𝑗

�1 � 𝑆𝑆𝑅𝑅 −1 𝐴𝐴0 are replaced by their derived direct, indirect or
is the equation wise blocks 𝐼𝐼𝑅𝑅𝑖𝑖𝑖𝑖 in �𝑆𝑆𝐴𝐴
total impact counterparts respectively.

𝐷𝐷irect Impulse Response = �IR ij �

D

Indirect Impulse Response = �IR ij �

(32)

I

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �𝐼𝐼𝑅𝑅𝑖𝑖𝑖𝑖 � 𝑇𝑇

Where it may be seen that the impact estimates are determined by the impact channels
stemming from both the dependent variables and the unobserved associated factors.
1.4
1.4.1

Findings
Unit Root Test
Table 1.2: Pesaran (2003) Unit Root test
t-bar

Critical Value
10%

Critical Value 5%

Critical Value 1%

Z[t-bar] p -value

6 IHS(Night Light Intensity )

-1.802

-1.980

-2.040

-2.160

-1.899

0.029

6IHS(Aid)

-2.392

-1.980

-2.040

-2.160

-14.025

0.000

6(Number of Violent Incidents)

-1.797

-1.980

-2.040

-2.160

-1.797

0.036

Before proceeding with estimation, it is imperative to test if any of the concerned variables
exhibit unit-roots, the absence of which leads to straightforward inference of the regression
results and subsequent derivation of direct and indirect impact estimates. To that end, I use
the second generation Cross Adjusted Dickey Fuller test in heterogeneous panels with crosssection dependence, as proposed by Im et al. (2003). Under this test the null hypothesis states
that all panel members contain a unit root, with the alternative hypothesis beingthat
only a fraction of the panels are stationary. The results from Table 1.2 imply that the variables
are stationary.
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1.4.2

Impulse Responses

Table 1.3 reports estimated coefficients from the models as detailed in the previous section, with (1) referring to estimated figures from the multi-stage methodological approach
in Sub-Section 3.1, while (2) reports the figures derived from the joint approach as detailed
in Sub-Section 3.2. Estimation is subject to appropriate empirical identification of the parameters based on satisfying the principle of orthogonality with the errors terms2. However,
the joint non-linear estimation of ρ and δ in the second approach is quite computationally
intensive and entailed lengthy completion times, the unfeasibility of which prompted me to use
the multi-stage estimation approach as elaborated earlier, as the main methodology, and
subsequently for most of robustness checks as well as derivation of impulse response figures. Both
approaches were estimated in a Continuously Updated framework, and owing to their lack of
availability in standard econometrics software packages, these were estimated in Mata, Stata’s
matrix programming language. The GMM objective functions were solved based on Newtonian
optimization, which for purposes of precision entailed usage of analytical derivatives over
numerical derivatives of the objective functions. As mentioned also earlier, the equations were
estimated individually, as opposed to joint estimation3. Later as a robustness check I jointly
estimate the Equations using 2-Step GMM estimation strategy. Furthermore the results as
elaborated below are presented for only the spatial weight connectivity matrix 𝑤𝑤𝑁𝑁 .

It is important to ensure the stability / stationarity of the Spatial VAR system, and from the

� � from
perspective of the overall / total impulse responses, the eigenvalues of the matrix �𝑆𝑆𝐴𝐴
1
2 The estimated model with the defined instrumental variable matrix H passes the overidentification testin Hansen J-Statistic.

3 With joint estimation of the equations, under CUE estimation framework there is no
convergence, hence no possible solution.
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Equation (26) must be less than one. For the direct impulse responses, the necessary condition is
� �� are less than one as well. These conditions are
thus ensuring that the eigenvalues of 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ��𝑆𝑆𝐴𝐴
1
satisfied for the calculations below.

As per the findings, these point to statistically significant coefficients for impact of both night
lights and World Bank Aid on conflict incidents in Sub-Saharan Africa, although the latter has a
smaller magnitude. While the signs of the estimates may point to the direction as expected from
the literature, no attempt is warranted at interpreting the coefficients of the Spatial VAR’s reduced
form estimates in terms of economic theory. This is because firstly the presence of the spatial lag
term in the individual regressions imply the presence of spatial multiplier at work; secondly Vector
Autoregressive modelling as a tool requires no methodological justification and should be viewed
as a means to understand the dynamic structure and inter-dependencies between variables, quite
so when economic theory does not present a clear picture regarding the nature of the dynamics.
It is also important to discuss the recursive causal ordering in deriving the impulse response
figures, and such an ordering should be preferably based on economic theory. Given that decisions
regarding aid allocation in general are decided early, and it may contemporaneously affect regional
economic activity as well as conflict incidents whereas both may affect Aid allocation after a
certain lag, I place Aid first in the causal ordering. The reasoning for this is that localized aid
allocation may affect local economic activity either through the channels of the demand or supply
side relatively fast; while the response pace of aid to a shock in economic activity is generally
drawn out. This may be due to the fact that donor countries take typically some time to react to
changes in recipient country. A similar theme may also be inferred regarding the dynamics
between aid and conflict. As it relates to the dynamics between conflict incidents and economic
activity, given that the literature has stated economic activity and conditions are key drivers of
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conflict, thus conflict would appear last in the causal ordering. Thus my causal ordering structure
assumes that conflict incidents is the most endogenous, as it relates to contemporaneously reacting
to shocks from the other two variables, with World Bank Aid being the most exogenous. The
causal chain for the subsequent impulse response analysis is:
(Aid) ⇒ (Night Lights) ⇒ (Number of Conflict Incidents)
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Table 1.3: Spatial VAR Results
LHS

IHS(Night Lights)

IHS(Aid)

No. of Conflict Incidents

No. of Observations:

RHS
L.[IHS(Night Lights)]
L.[IHS(Aid)]
L.[Number of Violent Incidents]
W.[IHS (Night Lights)]
ρ1
L.[IHS(Night Lights)]
L.[IHS(Aid)]
L.[Number of Violent Incidents]
W.[IHS(Aid)]
ρ2
L.[IHS(Night Lights)]
L.[IHS(Aid)]
L.[Number of Violent Incidents]
W.[Number of Violent
Incidents]
ρ3

1

2

Coefficient

SD

Coefficient

SD

0.6243
0.0014
-0.0035
0.2596
0.0268

0.0524
0.0005
0.0013
0.0527
0.0790

0.6201
0.0014
-0.0029
0.2510
0.1764

0.0535
0.0011
0.0013
0.0554
0.1496

-0.2986
0.0308
-0.0295
0.6237
0.0053

0.2009
0.0142
0.0120
0.1064
0.0007

-0.3050
0.0309
-0.0288
0.4763
0.2216

0.2846
0.0152
0.0123
0.1215
0.1713

-1.6465
-0.0181
0.2864
0.2917

0.5497
0.0024
0.0765
0.1704

-1.6885
-0.0134
0.2804
0.2511

0.5690
0.0255
0.0780
0.2153

0.3393

0.0001

0.1680

0.2962

6036

For the impulse response analyses, to assess the statistical significance of the impulse response
functions over time, the 95% confidence interval bands are drawn by a residual bootstrapping
procedure with 500 iterations. Concerns regarding possible impact of such recursive causal
ordering on the chain of impact as it relates to the spillovers between regions is done away with
by the assumption of the block diagonal matrix 𝐴𝐴0 , as defined earlier in Section 1.3.4, as assuming

a strictly lower triangular form for 𝐴𝐴0 would force recursive causal ordering on the individual
locations (Di Giacinto (2010)). The projection horizon is fixed at eight years. As may be seen from
Figure 4a below, a unit Standard Deviation shock in IHS(Aid) immediately leads to direct and
indirect positive responses from IHS(Aid).
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Figure 1.4: Impulse Responses of Aid to Shocks from Aid
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Figure 1.6: Impulse Responses of Conflict Incidents to Shocks from Aid
This direct effect may be interpreted as the average response of IHS(Aid) in a given region to a
shock in Aid emanating from the same region, and the responses decay away completely by the
second year. While the indirect effects may be interpreted as the average diffusion of responses
across all 𝑛𝑛 regions to an exogenous shock in Aid in region 𝑖𝑖, where 𝑖𝑖 ∉ 𝑛𝑛. As it relates to a one
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time unit Standard Deviation shock from IHS(Aid) to IHS(Night Lights), from Figure 5a, it is seen
to produce positive and significant responses over the projected horizon before decaying away
majorly at the end, although it is the first four years that the responses are statistically significant.
This finding regarding persistence of the response to the one-off shock is in line with other papers
which implemented Panel-VAR methodology to look into dynamics between foreign aid and
economic activity (Civelli et al. (2018); Gillanders (2016)).
Furthermore, it may be seen that the direct impulse response significantly increases in strength in the
second year before starting to decay, and this maybe attributed to the strong spatial and temporal
multiplier channels of impact to economic activity, whose reinforcing persists till the end of 2nd year
before wearing off. This initial growth spurt could be due to increases in government expenditure, which
may decrease tax effort. The subsequent decay could be attributed to the notion that recipient
governments treat the aid shock at time zero as a permanent increase and increase spending and decrease
tax effort and are taken by surprise when it proves to be transitory (Gillanders (2016)). However,
the spending regime effect persists leading to a drawn out decay in economic activity. Figure 1.4b
refers to the history of average responses over time within a province fromshocks in IHS(Aid) strictly
from other provinces. This points to a instantaneous spillover impact from IHS(Aid) shock, and the
effect is persistent, although only the first two years are statistically significant. The wide confidence
interval may be representative of spatial / regional heterogeneity in the degree of responsiveness as it
relatess to spillovers. The trajectory of the spillover responses over time to one-off shocks in IHS(Aid)
in Period 0 hints at a strong pattern of persistence, and the indirect responses are greater in magnitude
than direct response after Period 0. This is consistent in general under a spatial framework, where the
ricocheting of impact flows through the spillover and multiplier channels in this instance imply that the
spillover channels of impact are stronger than direct channels of impact. Thus taken together, Figure
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1.5c refers to Impulse responses over time in a given region to aid shocks stemming either from same
region or from other provinces, and this overall impact is shown to be persistent, although it is the first
three years that are statistically significant.
Figure 1.6 refers to the Impulse Responses of Conflict incidents to unit Standard Deviation shock in
IHS(Aid). Looking at the direct channel of impact, Number of Conflict Incidents goes up by 0.1 in
response to a one standard deviation shock in IHS(Aid), before exhibitinga decline of 0.09 from the
baseline in the second year, before decaying away completely by the eighth year. This process of
conflict intensity exhibiting a marked decrease in Year 2 in response to a shock in Year 0 is indicative
of induced effects stemming additionally from impact on economic activity, as was defined by the
causal chain previously. The factthat conflict incidents shows an immediate positive response to an
Aid shock in Year 0, is in keeping in general with the notion that foreign aid programs may increase
violence by (i) adding resources to ongoing conflict; (ii) increasing the Value of Resources ; (iii) adding
to local destabilization ; and (iv) mismanagement of resources. The first refers to the notion that foreign
aid may increase violence should the aid resources are somehow distributedto conflict actors. The
second scenario implies that foreign aid may lead to increase in value of an area’s resources, which
may increase the demand of those resources amongst the conflict actors and thereby may increase
conflict incidents. The third scenario may implythat regional economies that rely on aid tend to be
more volatile than economies that do not because aid allocations change from year to year much more
so than domestic production. Local workers develop the skills necessary to gain employment in aid
organizations at the expense of other skills, and aid organizations may crowd out local businesses. When
aid organizations or programs are no longer present these workers may find few local jobs. This factor
could explain the decay in response of conflict incidents to a one-off positive shock in Aid in Year 0.
Finally mismanagement of resources may itself exacerbate existing conflict conditions, and
mismanagement of aid may further push towards that.
The decrease in the 2nd period by 0.09, from the baseline, can be attributed to not only the selfreinforcing manner as well as induced effects from economic activity but also in part to the manner in
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which the World Bank channels and structures its aid program, in particular with regards to recipients
which are classified as fragile countries. The World Bank’s affiliated funding agency, International
Development Association, extends funding primarily through the Performance based Allocation (PBA)
system, which emphasizes performance, while factoring in respective country needs. For fragile and
conflict-affected countries, particularly post-conflict countries the Bank thus takes into account the
special circumstances of the country. The presence of the PBA mechanism in can be a strong
incentive for countries to improve upon their respective conflict standing. Thus, in conjunction with
supportin other areas such as funding towards improved governance, institutional performance, and
reconstruction and development in affected or fragile countries, it is not surprising to see significant
effects from Aid towards conflict alleviation as well.
Examining the spillover channel from Figure 1.6b, the overall trajectory is largely similar, with the
impact being more persistent, albeit with wider confidence intervals, with the first four years exhibiting
statistically significant responses. Like earlier, it can be seen here that spillover channels have more
of a stronger influence than direct channels. This is not surprising especially since in the later
periods, where there are induced spilloversfrom economic activity from neighouring regions, which
themselves were kickstarted by the original aid shocks. Finally Figure 1 . 6c encapsulates the overall
spatial picture with regardsto responses within a province to aid shocks stemming from other regions,
and expectedly, in comparison to Figure 1.6a, shows slightly larger magnitudes of impact. These effects
are shown to be persistent throughout the horizon, with the first five years exhibiting statistically
significant effects.
Figures 1.7 to 1.9 refers to the Impulse Responses of the concerned variables to a positive shock in
IHS(Night Lights). Given the casual ordering as established earlier for this Sp-VAR methodology,
which implies that shocks from IHS(Night Lights) may not affect IHS(Aid) immediately, and would
only do so with a lag. Figure 7 implies that once again the spillover channels of impact has a stronger
influence throughput the entire eight period horizon.A curious picture is seen with regards to
tracing out the spillover impulse responses of IHS(Night Lights) to a one-off standard deviation
shock in Period 0, where the effect is seen to be persistent, and consistent with earlier findings is
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quantitatively larger than direct impacts in the latter years.
Of particular interest is the dynamics concerning conflict incidents and IHS(Night Lights).In response
to a one Standard Deviation shock in IHS(Night Lights) in Year 0, Conflict incidents shows a
decrease of slightly approximately 0.4, and exhibits a further doubling in terms of effect in the second
year, before starting to decay. This initial inertial persistence in the first 2 years may be attributed to the
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Figure 9: Impulse Responses of Conflict incidents to Shocks from Night Lights / Economic Activity
In Figure 7b, like in the previous instances in responseto a positive shock in IHS(Night Lights) from
other regions, there are significant responses until the fifth year, with the impact itself staying
persistent. Overall, when looking at the average responses to a positive economic shock from either
within same region and outside, the effects are persistent as well, with the first significant effects in the
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Figure 1.12: Impulse Responses of Conflict Incidents to Shocks from Conflict Intensity
Figures 1.10-1.12 depict the impulse responses of the concerned endogenous variables to a one off
shock in Conflict incidents in Period 0. As implied by the causal ordering elaborated earlier, a shock
from conflict incidents may affect IHS(Aid) and IHS(Night Lights) after a lag. Thus in response to
such a shock, in Figure 10a, IHS(Aid) exhibits a sharp decrease, before decaying away completely.
Spillover impacts show a stronger degree of response, but decays away by the third year.
With regards to responsiveness of IHS(Night Lights), it may be seen that expectedly the direct channels
of impact shows a drawn out persistent pattern, but in general displaying an upward trend. This is
contrasted to indirect impact trajectory, which is more persistent, and the first three years show a
negatively compounding effect before exhibiting decay pattern. The negative initial trend in the impulse
response profile may be attributed to the ricocheting and spatial reinforcing from the neigbouring
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districts, which overall combine to present totalimpact trajectory, which displays a persistent pattern
as well in Figure 1.11c.
1.4.3

Robustness Checks

In this sub-section I reanalyse the dynamics namely in three separate settings: firstly I re-estimate
the Spatial VAR framework in a two-step GMM 3SLS / SUR (Three Stage Least Squares /
Seemingly Unrelated Regression) framework. This is so since under the main estimation framework
which was implemented by Continuously Updated Estimator GMM, joint estimation of the multi
equation system (that is assuming correlation of the innovations between the equations) was not
possible since there was no convergence. Thus the Spatial VAR system is jointly estimated with a twostep GMM strategy, which meant the estimation problem could be solved analytically rather than
resorting to numerical methods as was the case for CUE estimator. Figures 1.19-1.27 in Appendix
Section elaborates on the impulse response profiles based on this newly estimated system. It may be
inferred from those figures that the impulse response trajectories in response to exogenous shocks
largely appear to be the same.
Secondly I exclude conflict incidents bracketed under strategic developments under the ACLED
conflict event classification methodology. According to ACLED, strategic develop- ment events
captures important information with regards to activities of violent groups that by itself is not recorded
as political violence, yet may have the potential to trigger future events or may contribute to
political dynamics within or across states. The purpose of its inclusion is to capture seemingly
pivotal events within campaigns of political violence and may include a disparate range of events. As
such in this exercise I repeat the above exercises but this time with ’Strategic Development’ events
excluded, and my hypothesis is that such events would contribute to overall greater responsiveness to
one-time shocks in both aid and economic activity.
Figures 1 . 28-1.36 in Appendix section thus repeat the above Impulse Response exerciseswith
no Strategic Development Events. As it relates to the overall trajectory with regards to reaction of
IHS(Night Lights) from one time shock in IHS(Aid), the picture is largely the same, although it is the
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first four years that is significant.
The story is different when it comes to the responses of conflict incidents to IHS(Aid) shocks, where
the magnitude of impact is smaller relative to when strategic development events were included.
However, the overall trajectory shape remains the same, as it relatesto the shock wearing off. A
similar story may be seen to unfold when tracing the impulseresponse of a one time shock in
IHS(Night Lights) to conflict incidents, where over the projection horizon, the magnitudes of the
impacts are smaller. Similarly with regards to tracing out the impulse response of Aid to shocks in
violence it is the same story, with smaller magnitudes of impact in general. Thus it is fair to say
strategic development events as classified, are sensitive to positive shocks in both economic activity
and aid. As is the case in the first exercise, here I find evidence of persistent spillovers lasting often
lasting for the full eight years for all forms of shocks, and it once again speaks to the strength of
theindirect impact channels relative to the direct channels of impact.
Finally, I explore an alternative causal ordering of the form:
(Number of Conflict Incidents) ⇒ (Night Lights) ⇒ (Aid)

Where I assume Conflict Incidents as the most exogenous variable amongst the three concerned
variables, with World Bank Aid program placement being the most endogenous. Figures 13-15
details the impulse response profiles with regards to exogenous shocks in conflict intensity.
IHS(Aid) exhibits a mild increase immediately in response to a shock in conflict incidents,before sharply
decreasing in next period, and then starting to decay. This pattern of responsemay be consistent under
the scenarios and circumstances elaborated earlier.
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incidents:Alternative Causal Ordering
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Thus in contrast to the original ordering which implied no instantaneous impact from exogenous
shocks from conflict incidents to night lights / economic activity and World bank aid program
placement, the findings under the new ordering implies that the shock responses are mostly similar
afterthe first year.
1.5

Conclusion

The main premise of this study is to illustrate the dynamics between (World Bank) foreign
development aid, economic activity and conflict in Sub-Saharan Africa, and specifically to
look at the responsiveness patterns of conflict to positive shocks in economic activity and aid,
as well as how aid program placement and economic activity / night lights responds to shocks
in conflict incidents. Unlike a majority of the literature, I incorporate spatial dynamicswithin
the disturbance terms of the model specifications, in addition to addressing standard spatial
dependence in the dependent variables. Thus this approach should be foolproof as it relates to
addressing both observed and unobserved spatial channels of impact.
The findings show that conflict exhibits a drawn out response pattern to one time positive
shocks in Aid and economic activity, proxied by night light emission, from looking at both
the direct and aggregate / total channels of impact, while both Aid placement and night lights
react negatively to exogenous shocks in conflict incidents. With regards to separately isolating
the spillover and diffusion effect of away shocks from aid, economic activity / nightlights and
conflict intensity, the findings imply presence of persistent impacts, which may lead towards
safe inferences regarding the relative strength of indirect impact channels over direct impact
channels.
A future tentative approach that may be utilized with the estimation methodology ofthe
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Spatial VAR model is the inclusion of common factors, in lieu of spatial dependence in the
model disturbances.
Overall, the findings thus speak to the presence of persistent spillover effects, as well as
some degree of positive results attained with World Bank aid projects in Sub-Saharan Africa,
with regards to attaining its conflict and poverty alleviation goals.
1.6

Appendix

1.6.1

Workings behind joint estimation of 𝝆𝝆 and 𝜹𝜹 and standard errors

I make use of the following statements from Lin and Lee (2010), which states that for any two
square matrices An and Bn of dimensions n with zero diagonals, I assume that 𝜖𝜖𝑛𝑛𝑛𝑛 ’s have zero

mean and are mutually independent. Then:
𝐸𝐸(𝐴𝐴𝑛𝑛 𝜖𝜖𝑛𝑛 . 𝜖𝜖𝑛𝑛𝑇𝑇 𝐵𝐵𝑛𝑛 𝜖𝜖𝑛𝑛 ) = 0

•

𝐸𝐸(𝐴𝐴𝑛𝑛 𝜖𝜖𝑛𝑛 (𝐵𝐵𝑛𝑛 𝜖𝜖𝑛𝑛 )𝑇𝑇 ) = 𝐴𝐴𝑛𝑛 𝛴𝛴𝐵𝐵𝑛𝑛𝑇𝑇

•
•

𝐸𝐸(𝜖𝜖𝑛𝑛𝑇𝑇 𝐴𝐴𝑛𝑛 𝜖𝜖𝑛𝑛 . 𝜖𝜖𝑛𝑛𝑇𝑇 𝐵𝐵𝑛𝑛 𝜖𝜖𝑛𝑛 ) = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡[(𝛴𝛴𝑛𝑛 𝐴𝐴𝑛𝑛 (𝐵𝐵𝑛𝑛𝑇𝑇 𝛴𝛴𝑛𝑛 + 𝛴𝛴𝑛𝑛 𝐵𝐵𝑛𝑛 )]

With regards to estimation of the variance-covariance matrix of the parameters, I
startfrom (17) - (19), and taking (λm = δm, ρm) the empirical moments are (for Equation
m) :
𝐺𝐺(𝜆𝜆𝑚𝑚 ) �

𝑇𝑇
𝐻𝐻𝑚𝑚
△ 𝜖𝜖𝑚𝑚
�
𝑇𝑇
△ 𝜖𝜖𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 △ 𝜖𝜖𝑚𝑚

(33)
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Where Hm is the matrix of Instrumental variables as elaborated earlier in SubSection
1.3.2 and from (16) earlier:
△ 𝜖𝜖𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) △ 𝑦𝑦𝑚𝑚 − (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) △ 𝑍𝑍𝑚𝑚 𝛿𝛿𝑚𝑚

(34)

The weighing matrix M is inverse of variance of moment functions G(λ) and takes
theform:
𝑀𝑀 = 𝐷𝐷−1 = �

𝑇𝑇
𝐻𝐻𝑚𝑚
𝛴𝛴𝑚𝑚 𝐻𝐻𝑚𝑚

−1

0

�
(35)
0
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡[𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 (𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 𝛴𝛴𝑚𝑚 )]
𝑇𝑇 ),
Where 𝛴𝛴𝑚𝑚 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝜖𝜖𝑚𝑚 𝜖𝜖𝑚𝑚
implying that the error terms 𝜖𝜖 are independent. The variance-

covariance matrix of 𝜆𝜆𝑚𝑚 is:

𝑇𝑇

∂𝐺𝐺(𝜆𝜆𝑚𝑚 )
∂𝐺𝐺(𝜆𝜆𝑚𝑚 )
𝑉𝑉𝑉𝑉𝑉𝑉(𝜆𝜆𝑚𝑚 ) = ��
� 𝑀𝑀−1 �
��
∂𝜆𝜆𝑚𝑚
∂𝜆𝜆𝑚𝑚

𝑇𝑇
∂𝐺𝐺(𝜆𝜆)
𝐻𝐻𝑚𝑚
𝑤𝑤𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚−1 △ 𝜖𝜖𝑚𝑚
= −�
𝑇𝑇
𝑇𝑇 (𝑤𝑤
−1
∂𝜆𝜆
△ 𝜖𝜖𝑚𝑚
𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 )𝑤𝑤𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚 △ 𝜖𝜖𝑚𝑚
Where 𝑟𝑟𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ).

Taking expectations of the terms:

𝑇𝑇
𝐻𝐻𝑚𝑚
𝑤𝑤𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚−1 △ 𝜖𝜖𝑚𝑚
∂𝐺𝐺(𝜆𝜆)
= −�
∂𝜆𝜆
𝑇𝑇
𝑇𝑇 (𝑤𝑤
−1
△ 𝜖𝜖𝑚𝑚
𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 )𝑤𝑤𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚 △ 𝜖𝜖𝑚𝑚

0

∂𝐸𝐸[𝐺𝐺(𝜆𝜆𝑚𝑚 )]
∂𝜆𝜆𝑚𝑚

−1

(36)

𝑇𝑇
𝐻𝐻𝑚𝑚
𝑟𝑟𝑚𝑚 △ 𝑍𝑍𝑚𝑚
� (37)
𝑇𝑇 )𝑟𝑟
𝑇𝑇 (𝑤𝑤
△ 𝜖𝜖𝑚𝑚 𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁
𝑚𝑚 △ 𝑍𝑍𝑚𝑚

△

𝑇𝑇
𝐻𝐻𝑚𝑚
𝑟𝑟𝑚𝑚 △ 𝑍𝑍𝑚𝑚

𝑇𝑇 (𝑤𝑤
𝜖𝜖𝑚𝑚
𝑁𝑁𝑁𝑁

+

𝑇𝑇 )𝑟𝑟
𝑤𝑤𝑁𝑁𝑁𝑁
𝑚𝑚

△ 𝑍𝑍𝑚𝑚

� (38)

𝑇𝑇
𝐻𝐻𝑚𝑚
𝑟𝑟𝑚𝑚 △ 𝑍𝑍𝑚𝑚

� (39)
= −�
𝑇𝑇 )𝛴𝛴 (𝑤𝑤 𝑇𝑇 −1 )]
𝑇𝑇 )𝑟𝑟
𝑇𝑇 (𝑤𝑤
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡[(𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 𝑚𝑚 𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚
△ 𝜖𝜖𝑚𝑚 𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 𝑚𝑚 △ 𝑍𝑍𝑚𝑚

𝑇𝑇
𝑇𝑇 (𝑤𝑤
It may be stated that △ 𝜖𝜖𝑚𝑚
𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 )𝑟𝑟𝑚𝑚 △ 𝑍𝑍𝑚𝑚 does not have any bearing upon the final estimate

of the standard errors of the parameters. Therefore, I may assume zero as its value.
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1.6.2

First Order Conditions of CUE GMM Objective functionfrom Multi-Stage
Approach

From (14), the GMM objective function to be minimized is :
𝑄𝑄 = 𝑔𝑔(𝛿𝛿𝑚𝑚 )𝑇𝑇 𝑀𝑀(𝛿𝛿𝑚𝑚 )𝑔𝑔(𝛿𝛿𝑚𝑚 )

(40)

Solving for its First Order Condition (with respect to 𝑝𝑝-th regressor coefficient 𝛿𝛿𝑚𝑚,𝑝𝑝 ) yields:
𝑇𝑇
0 = −𝑔𝑔(𝛿𝛿𝑚𝑚 )𝑇𝑇 [𝑀𝑀(𝛿𝛿𝑚𝑚 ) + 𝑀𝑀(𝛿𝛿𝑚𝑚 )𝑇𝑇 ]𝐻𝐻𝑚𝑚
𝑟𝑟𝑚𝑚 −1 △ 𝑍𝑍𝑚𝑚,𝑝𝑝 − 𝑔𝑔(𝛿𝛿)𝑇𝑇 𝑀𝑀(𝛿𝛿𝑚𝑚 )[𝐶𝐶]𝑀𝑀(𝛿𝛿𝑚𝑚 )𝑔𝑔(𝛿𝛿𝑚𝑚 )

(41)

Where 𝑟𝑟𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ) and 𝐻𝐻𝑚𝑚 is the instrumental variable matrix as explained earlier. 𝐶𝐶 is

the derivative of variance of the moment conditions with respect to 𝛿𝛿𝑚𝑚,𝑝𝑝 .

𝑇𝑇 (𝑟𝑟 −1 )𝐸𝐸(△
𝑇𝑇 )(𝑟𝑟 −1 )𝑇𝑇
𝜖𝜖𝑚𝑚 △ 𝜖𝜖𝑚𝑚
𝐻𝐻𝑚𝑚 ]
∂𝛴𝛴𝑚𝑚
∂[𝐻𝐻𝑚𝑚
𝑚𝑚
𝑚𝑚
𝑇𝑇 (𝑟𝑟 −1 )
(𝑟𝑟 −1 )𝑇𝑇 𝐻𝐻𝑚𝑚
= 𝐻𝐻𝑚𝑚
𝐶𝐶 =
𝑚𝑚
∂𝛿𝛿𝑚𝑚,𝑝𝑝
∂𝛿𝛿𝑚𝑚,𝑝𝑝 𝑚𝑚

(42)

𝑇𝑇 )
𝑇𝑇 )
Where 𝐸𝐸(△ 𝜖𝜖𝑚𝑚 △ 𝜖𝜖𝑚𝑚
= 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(△ 𝜖𝜖𝑚𝑚 △ 𝜖𝜖𝑚𝑚
= 𝛴𝛴𝑚𝑚 is a diagonal matrix of squared error

terms.

𝑇𝑇
𝑇𝑇
∂𝛴𝛴𝑚𝑚 / ∂𝛿𝛿𝑚𝑚,𝑝𝑝 is a 𝑁𝑁𝑁𝑁 x 𝑁𝑁𝑁𝑁 diagonal matrix with �− △ 𝑍𝑍𝑚𝑚,𝑝𝑝,𝑛𝑛 △ 𝜖𝜖𝑚𝑚,𝑛𝑛
−△ 𝜖𝜖𝑚𝑚,𝑛𝑛 △ 𝑍𝑍𝑚𝑚,𝑝𝑝,𝑛𝑛
� diagonal

entries.
1.6.3

First Order Conditions of CUE GMM Objective function from Joint
Estimation Approach

For first order conditions of (20), where the observed and unobserved spatial dependence
parameters are estimated jointly, following on from Appendix Sub-section 1.6.1, the objective
function is (for a given equation):
𝑄𝑄 = 𝐺𝐺(𝜆𝜆𝑚𝑚 )𝑇𝑇 𝑀𝑀(𝜆𝜆𝑚𝑚 )𝐺𝐺(𝜆𝜆𝑚𝑚 )

Where 𝜆𝜆𝑚𝑚 = (𝛿𝛿𝑚𝑚 , 𝜌𝜌𝑚𝑚 ). Setting the First Order Condition with respect to 𝜌𝜌𝑚𝑚 yields:
0 = −𝐺𝐺(𝜆𝜆𝑚𝑚 )𝑇𝑇 [𝑀𝑀(𝜆𝜆𝑚𝑚 ) + 𝑀𝑀(𝜆𝜆𝑚𝑚 )𝑇𝑇 ]

∂𝐺𝐺(𝜆𝜆𝑚𝑚 )
− 𝐺𝐺(𝜆𝜆𝑚𝑚 )𝑇𝑇 𝑀𝑀(𝜆𝜆𝑚𝑚 )[𝐶𝐶]𝑀𝑀(𝜆𝜆𝑚𝑚 )𝐺𝐺(𝜆𝜆𝑚𝑚 )
∂𝜌𝜌𝑚𝑚

(43)
(44)
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Where
𝑇𝑇
∂𝐺𝐺(𝜆𝜆𝑚𝑚 )
𝐻𝐻𝑚𝑚
𝑤𝑤𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚−1 △ 𝜖𝜖𝑚𝑚
�
= −�
𝑇𝑇
𝑇𝑇 (𝑤𝑤
−1
∂𝜌𝜌𝑚𝑚
△ 𝜖𝜖𝑚𝑚
𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 )𝑤𝑤𝑁𝑁𝑁𝑁 𝑟𝑟𝑚𝑚 △ 𝜖𝜖𝑚𝑚

(45)

𝐶𝐶 is the derivative of 𝐷𝐷, the variance-covariance matrix of moments 𝐺𝐺(𝜆𝜆𝑚𝑚 ), with respect to 𝜌𝜌𝑚𝑚 .
𝑇𝑇 (𝜕𝜕𝛴𝛴
𝐻𝐻𝑚𝑚
∂𝐷𝐷(𝜆𝜆𝑚𝑚 )
𝑚𝑚 /𝜕𝜕𝜌𝜌𝑚𝑚 )𝐻𝐻𝑚𝑚
= −�
∂𝜌𝜌𝑚𝑚
0

0

𝐴𝐴

(46)

�

𝐴𝐴 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�(∂𝛴𝛴𝑚𝑚 / ∂𝜌𝜌𝑚𝑚 )𝑤𝑤𝑁𝑁𝑁𝑁 (𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 𝛴𝛴𝑚𝑚 )

+ 𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 �(∂𝛴𝛴𝑚𝑚 / ∂𝜌𝜌𝑚𝑚 )𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 (∂𝛴𝛴𝑚𝑚 / ∂𝜌𝜌𝑚𝑚 )��

(47)

𝑇𝑇
Where ∂𝛴𝛴𝑚𝑚 / ∂𝜌𝜌𝑚𝑚 is a 𝑁𝑁𝑁𝑁 X 𝑁𝑁𝑁𝑁 matrix with {−𝑤𝑤𝑁𝑁𝑁𝑁,𝑛𝑛 �△ 𝑦𝑦𝑚𝑚,𝑛𝑛 −△ 𝑍𝑍𝑚𝑚,𝑛𝑛 𝛿𝛿𝑚𝑚 � △ 𝜖𝜖𝑚𝑚,𝑛𝑛
−△
𝑇𝑇

𝑇𝑇
𝜖𝜖𝑚𝑚,𝑛𝑛 �△ 𝑦𝑦𝑚𝑚,𝑛𝑛 −△ 𝑍𝑍𝑚𝑚,𝑛𝑛 𝛿𝛿𝑚𝑚 � 𝑤𝑤𝑁𝑁𝑁𝑁,𝑛𝑛
} diagonal entries.

Similarly the First order Condition of the objective function 𝑄𝑄(𝜆𝜆𝑚𝑚 ) with respect to 𝑝𝑝-th regressor

coefficient 𝛿𝛿𝑚𝑚,𝑝𝑝 ) is:

0 = −𝐺𝐺(𝜆𝜆𝑚𝑚 )𝑇𝑇 [𝑀𝑀(𝜆𝜆𝑚𝑚 ) + 𝑀𝑀(𝜆𝜆𝑚𝑚 )𝑇𝑇 ]

Where:

∂𝐺𝐺(𝜆𝜆𝑚𝑚 )
− 𝐺𝐺(𝜆𝜆𝑚𝑚 )𝑇𝑇 𝑀𝑀(𝜆𝜆𝑚𝑚 )[𝐶𝐶]𝑀𝑀(𝜆𝜆𝑚𝑚 )𝐺𝐺(𝜆𝜆𝑚𝑚 )
∂𝛿𝛿𝑚𝑚,𝑝𝑝

𝑇𝑇
𝐻𝐻𝑚𝑚
𝑟𝑟𝑚𝑚 △ 𝑍𝑍𝑚𝑚,𝑝𝑝
∂𝐺𝐺(𝜆𝜆𝑚𝑚 )
= −�
�
𝑇𝑇 )𝑟𝑟
𝑇𝑇
∂𝛿𝛿𝑚𝑚,𝑝𝑝
△ 𝜖𝜖 (𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁
𝑚𝑚 △ 𝑍𝑍𝑚𝑚,𝑝𝑝

(48)

(49)

𝐶𝐶 is the derivative of 𝐷𝐷, the variance-covariance matrix of moments 𝐺𝐺(𝜆𝜆𝑚𝑚 ), with respect to 𝛿𝛿𝑚𝑚,𝑝𝑝 .
𝑇𝑇

𝐻𝐻𝑚𝑚 �∂𝛴𝛴𝑚𝑚 / ∂𝛿𝛿𝑚𝑚,𝑝𝑝 �𝐻𝐻𝑚𝑚
∂𝐷𝐷(𝜆𝜆𝑚𝑚 )
= −�
∂𝛿𝛿𝑚𝑚,𝑝𝑝
0

0

𝐵𝐵

�

𝐵𝐵 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ��∂𝛴𝛴𝑚𝑚 / ∂𝛿𝛿𝑚𝑚,𝑝𝑝 �𝑤𝑤𝑁𝑁𝑁𝑁 (𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 𝛴𝛴𝑚𝑚 )

+ 𝛴𝛴𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ��∂𝛴𝛴𝑚𝑚 / ∂𝛿𝛿𝑚𝑚,𝑝𝑝 �𝑤𝑤𝑁𝑁𝑁𝑁 + 𝑤𝑤𝑁𝑁𝑁𝑁 �∂𝛴𝛴𝑚𝑚 / ∂𝛿𝛿𝑚𝑚,𝑝𝑝 ���

(50)

(51)

44
𝑇𝑇
Where ∂𝛴𝛴𝑚𝑚 / ∂𝛿𝛿𝑚𝑚,𝑝𝑝 is a 𝑁𝑁𝑁𝑁 X 𝑁𝑁𝑁𝑁 diagonal matrix with {−𝑟𝑟𝑛𝑛 △ 𝑍𝑍𝑚𝑚,𝑝𝑝,𝑛𝑛 △ 𝜖𝜖𝑚𝑚,𝑛𝑛
−△ 𝜖𝜖𝑚𝑚,𝑛𝑛 △

𝑇𝑇
𝑍𝑍𝑚𝑚,𝑝𝑝,𝑛𝑛
𝑟𝑟𝑚𝑚𝑇𝑇,𝑛𝑛 } entries, where 𝑟𝑟𝑚𝑚 = (𝐼𝐼𝑁𝑁𝑁𝑁 − 𝜌𝜌𝑚𝑚 𝑤𝑤𝑁𝑁𝑁𝑁 ).

1.6.4

Derivation of 𝝆𝝆𝒎𝒎 from modified Kelijian and Prucha moment conditions

From (10) and (11)

1

𝑇𝑇
𝐸𝐸 �𝑁𝑁(𝑇𝑇−𝑘𝑘) △ 𝜖𝜖𝑚𝑚
𝐵𝐵1 △ 𝜖𝜖𝑚𝑚 � = 0
1

𝑇𝑇
𝐸𝐸 �𝑁𝑁(𝑇𝑇−𝑘𝑘) △ 𝜖𝜖𝑚𝑚
𝐵𝐵2 △ 𝜖𝜖𝑚𝑚 � = 0

Where
△ 𝜖𝜖𝑚𝑚

𝐵𝐵1

𝐵𝐵2

Defining the following terms:

=△ 𝜈𝜈𝑚𝑚 − 𝜌𝜌𝑚𝑚 △ 𝑊𝑊𝜈𝜈𝑚𝑚

𝑇𝑇
𝑇𝑇
= 𝑤𝑤𝑁𝑁𝑁𝑁
𝑤𝑤𝑁𝑁𝑁𝑁 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑤𝑤𝑁𝑁𝑁𝑁
𝑤𝑤𝑁𝑁𝑁𝑁 )

= 𝑤𝑤𝑁𝑁𝑁𝑁

𝐺𝐺11

= 2/�𝑁𝑁(𝑇𝑇 − 𝑘𝑘)� △ 𝜖𝜖𝑚𝑚 𝑇𝑇 𝑤𝑤𝑁𝑁𝑁𝑁 𝑇𝑇 𝐵𝐵1 △ 𝜖𝜖𝑚𝑚

𝐺𝐺21

= 1/�𝑁𝑁(𝑇𝑇 − 𝑘𝑘)� △ 𝜖𝜖𝑚𝑚 𝑇𝑇 𝑤𝑤𝑁𝑁𝑁𝑁 𝑇𝑇 (𝐵𝐵2 + 𝐵𝐵2𝑇𝑇 ) △ 𝜖𝜖𝑚𝑚

𝐺𝐺12
𝐺𝐺22
𝑔𝑔1
𝑔𝑔2

(52)

(53)

= −1/�𝑁𝑁(𝑇𝑇 − 𝑘𝑘)� △ 𝜖𝜖𝑚𝑚 𝑇𝑇 𝑤𝑤𝑁𝑁𝑁𝑁 𝑇𝑇 𝐵𝐵1𝑤𝑤𝑁𝑁𝑁𝑁 △ 𝜖𝜖𝑚𝑚

= −1/�𝑁𝑁(𝑇𝑇 − 𝑘𝑘)��△ 𝜖𝜖𝑚𝑚 𝑇𝑇 𝑤𝑤𝑁𝑁𝑁𝑁 𝑇𝑇 𝐵𝐵2 𝑤𝑤𝑁𝑁𝑁𝑁 △ 𝜖𝜖𝑚𝑚 �
= 1/�𝑁𝑁(𝑇𝑇 − 𝑘𝑘)� △ 𝜖𝜖𝑚𝑚 𝑇𝑇 𝐵𝐵1 △ 𝜖𝜖𝑚𝑚

(54)

= 1/�𝑁𝑁(𝑇𝑇 − 𝑘𝑘)� △ 𝜖𝜖𝑚𝑚 𝑇𝑇 𝐵𝐵2 △ 𝜖𝜖𝑚𝑚

The moment conditions from (52) may be rearranged as:

𝑔𝑔1 − 𝐺𝐺11𝜌𝜌𝑚𝑚 − 𝐺𝐺12𝜌𝜌𝑚𝑚 2
�
�
𝑔𝑔2 − 𝐺𝐺21𝜌𝜌𝑚𝑚 − 𝐺𝐺22𝜌𝜌𝑚𝑚 2

𝑚𝑚(𝜌𝜌𝑚𝑚 ) =
(55)

Thus 𝜌𝜌𝑚𝑚 is derived from minimization of objective function 𝑚𝑚(𝜌𝜌𝑚𝑚 )𝑇𝑇 𝑀𝑀𝜌𝜌𝑚𝑚 𝑚𝑚(𝜌𝜌𝑚𝑚 ). 𝜌𝜌𝑚𝑚 is thus based

45

off of Nonlinear Least Square estimation of the quadratic form above.
The optimal weighing matrix 𝑀𝑀𝜌𝜌𝑚𝑚 , which is the inverse of variance of the moment conditions

𝑚𝑚(𝜌𝜌𝑚𝑚 ) is set to:

𝑡𝑡𝑡𝑡�𝛴𝛴𝑚𝑚 𝐵𝐵1 (𝐵𝐵1𝑇𝑇 𝛴𝛴𝑚𝑚 + 𝛴𝛴𝑚𝑚 𝐵𝐵1 )�

𝑡𝑡𝑡𝑡�𝛴𝛴𝑚𝑚 𝐵𝐵1 (𝐵𝐵2𝑇𝑇 𝛴𝛴𝑚𝑚 + 𝛴𝛴𝑚𝑚 𝐵𝐵2 )�

−1

�
�
𝑇𝑇
𝑇𝑇
𝑡𝑡𝑡𝑡�𝛴𝛴𝑚𝑚 𝐵𝐵2 (𝐵𝐵1 𝛴𝛴𝑚𝑚 + 𝛴𝛴𝑚𝑚 𝐵𝐵1 )� 𝑡𝑡𝑡𝑡�𝛴𝛴𝑚𝑚 𝐵𝐵2 (𝐵𝐵2 𝛴𝛴𝑚𝑚 + 𝛴𝛴𝑚𝑚 𝐵𝐵2 )�

(56)

𝑇𝑇 ).
In the main results, 𝑀𝑀𝜌𝜌𝑚𝑚 is set to a 2x2 identity matrix, for
Where 𝛴𝛴𝑚𝑚 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(△ 𝜖𝜖𝑚𝑚 △ 𝜖𝜖𝑚𝑚

reasons of convenience, particularly in running through the bootstrap procedure for the impulse
response functions. Furthermore the final estimates of 𝛿𝛿𝑚𝑚 derived from both weighed and
nonweighed nonlinear least squares estimation of 𝜌𝜌𝑚𝑚 in 2nd stage are barely different.
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1.6.5

Miscellaneous Figures and Tables

Figure 1.16: WB Aid Project Location Sub-Saharan Africa 1995-2013
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Figure 1.17: ACLED Conflict Locations Sub-Saharan Africa 1997-2013
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Figure 1.18: ACLED Event Types
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Miscellaneous Figures II: Impulse Response 3SLS

2

0

0

0

.5

.5

1

1

1

1.5

3

2

1.5

1.6.6

Period

(a) Direct Impulse
Response

(b) Indirect Impulse Response

Period

(c) Total Impulse Response

.008
.006

.006

.004

.004

.002

0
−.002

−.002

0

.001
0

.002

.002

.003

Figure 1.19: Impulse Responses of Aid to Shocks from Aid: GMM-3SLS
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Figure 1.20: Impulse Responses of Night Lights / Economic Activity to Shocks from
Aid:GMM-3SLS

Period

(a) Direct Impulse
Response

(b) Indirect Impulse Response

Period

(c) Total Impulse Response

Figure 1.21: Impulse Responses of Conflict Incidents to Shocks from Aid: GMM-3SLS
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Figure 1.22: Impulse Responses of Aid to Shocks from Economic Activity / Night
Lights:GMM-3SLS
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Figure 1.23: Impulse Responses of Night Lights / Economic Activity to Shocks from
NightLights / Economic Activity: GMM-3SLS
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Figure 1.24: Impulse Responses of Conflict incidents to Shocks from Night Lights /
EconomicActivity: GMM-3SLS
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Figure 1.25: Impulse Responses of Aid to Shocks from Conflict Intensity: GMM-3SLS
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Figure 1.26: Impulse Responses of Night Lights / Economic Activity to Shocks from
Conflict Intensity: GMM-3SLS
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Figure 1.27: Impulse Responses of Conflict Incidents to Shocks from Conflict Intensity:
GMM-3SLS
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Miscellaneous Figures III: Impulse Response – No Strategic Development
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Figure 1.28: Impulse Responses of Aid to Shocks from Aid - No Strategic Development
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Figure 1.29: Impulse Responses of Night Lights / Economic Activity to Shocks from
Aid-No Strategic Development
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Figure 1.30: Impulse Responses of Conflict Incidents to Shocks from Aid- No
StrategicDevelopment
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Figure 1.31: Impulse Responses of Aid to Shocks from Economic Activity / Night
Lights-No Strategic Development
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Figure 1.32: Impulse Responses of Night Lights / Economic Activity to Shocks from
NightLights / Economic Activity- No Strategic Development
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Figure 1.33: Impulse Responses of Conflict incidents to Shocks from Night Lights /
EconomicActivity- No Strategic Development
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Figure 1.34: Impulse Responses of Aid to Shocks from Conflict Intensity- No
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Figure 1.35: Impulse Responses of Night Lights / Economic Activity to Shocks from
Conflict Intensity- No Strategic Development
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Chapter 2
Spatial Exponential Feedback Modelling of Conflict and Inequality Dynamics
2.1

Introduction
In this study, I estimate a fixed effects dynamic spatial Autoregressive Poisson Model,

where the spatial dependent variable and the lagged dependent variable are factored
multiplicatively, with an empirical exercise to look at the impact of regional inequality on
conflictcount, in Sub-Saharan Africa. This is in contrast to the Linear Feedback Model
(Blundell et al. (2002)) where the spatial lagged and dynamic effects are factored in an
additive manner. Multiplicative factoring of dynamic time effects may be preferable in the
presence of relatively high proportion of zeroes (Colin and Pravin (2009); Cameron and
Trivedi (2013); Trivedi and Cameron (2010)).
While conventional wisdom holds that inequality triggers conflict and violence, the
inability to explain why and how inequality galvanizes certain social or ethnic groups for
violence has plagued the existing literature. A great deal of the early literature looked at
how andwhy inequalities between individuals – known as vertical inequalities – may trigger
violent conflict. Some of the key reasons as outlined for these inconsistent findings point at
namely methodological and conceptual issues (Bahgat et al. (2017)).
Thus taking the example of recent literature, I utilize Gini Coefficient as derived from
Night Lights, to plot and assess the impact of income inequality on conflict count. The
findings point to a sharp immediate direct and indirect impact of income inequality on
conflictcount, which sharply dissipates away by the third year.
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2.2

Poisson Count Model and Background

2.2.1

Background

The general Poisson model specification is:
𝑦𝑦𝑖𝑖 |𝜇𝜇𝑖𝑖 ∼ 𝑃𝑃𝑃𝑃(𝜇𝜇𝑖𝑖 )
𝑃𝑃𝑃𝑃(𝑌𝑌𝑖𝑖 = 𝑦𝑦𝑖𝑖 ) =

𝑦𝑦
𝑒𝑒𝑒𝑒𝑝𝑝−𝜇𝜇𝑖𝑖 𝜇𝜇𝑖𝑖 𝑖𝑖

𝑦𝑦𝑖𝑖 !

,

𝜇𝜇𝑖𝑖 = 𝐸𝐸(𝑦𝑦𝑖𝑖 |𝑋𝑋𝑖𝑖 ) = 𝑒𝑒𝑒𝑒𝑒𝑒(𝑋𝑋𝑖𝑖 𝛽𝛽)

(1)

(2)

Where X is matrix of independent variables and Po implies the Poisson distribution
suitable for count data with intensity µ. µ, which is the intensity parameter is a function of
the regressors X.
While in empirical study of continuous data, the straight forward approach is to
incorporate a spatial effect into a model is to include the spatially lagged dependent variable,
until recently there has been less exploration of econometric applications for count data
which include a global spatial autocorrelation parameter. One reason for this is the absence
of direct functional relationship between y and X.
Besag (1974) introduced the auto-Poisson model to deal with spatial dependence in Poisson count processes (Glaser (2017)). In this model the spatially lagged dependent variable
is included in the intensity equation of a regression model, where the dependent variable
(conditional on its neighbors) follows a Poisson distribution:
𝑌𝑌𝑖𝑖 |𝑌𝑌𝑗𝑗 , 𝑗𝑗 ∈ 𝑁𝑁𝑖𝑖 ∼ 𝑃𝑃𝑃𝑃(𝜇𝜇𝑖𝑖 )

Where 𝑁𝑁𝑖𝑖 refers to the set of all neighbors of 𝑖𝑖;

𝜇𝜇𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒 �𝑋𝑋𝑖𝑖 𝛽𝛽 + 𝜌𝜌 � 𝑤𝑤𝑖𝑖,𝑗𝑗 𝑦𝑦𝑗𝑗 �
𝑗𝑗∈𝑁𝑁𝑖𝑖

(3)
(4)

Where ∑𝑗𝑗∈𝑁𝑁(𝑖𝑖) 𝑤𝑤𝑖𝑖,𝑗𝑗 𝑦𝑦(𝑗𝑗) refer to weighed sum of neigbouring observations with spatial weights 𝑤𝑤𝑖𝑖,𝑗𝑗 . A key
problem arises in that the exponential function can be explosive.
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Lambert et al. (2010) and Hays and Franzese (2009) were amongst the first to chart
implementation of observation driven spatial autoregressive Poisson model (P-SAR). This was
done by introducing the spatially lagged conditional expectation 𝜇𝜇 into the intensity equation. Such

an approach implied the avoidance of problem of limitation to negative spatial dependence which
applies to the standard auto-Poisson model.

Hays and Franzese (2009) set the conditional mean equation for a model with additive errors to
be:
𝑦𝑦 = 𝜇𝜇 + 𝑢𝑢

(5)

𝑙𝑙𝑙𝑙𝑙𝑙 = (𝐼𝐼𝑛𝑛 − 𝛼𝛼𝛼𝛼)−1 𝑋𝑋𝑋𝑋

(7)

𝑙𝑙𝑙𝑙𝑙𝑙 = 𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 + 𝑋𝑋𝑋𝑋

𝜇𝜇 = 𝑒𝑒𝑒𝑒𝑒𝑒[(𝐼𝐼𝑛𝑛 − 𝛼𝛼𝛼𝛼)−1 𝑋𝑋𝑋𝑋]

(6)

(8)

Where 𝑦𝑦 is a 𝑛𝑛x1 vector of observed counts; 𝑊𝑊 is a standard spatial 𝑛𝑛x𝑛𝑛 connectivity weight

matrix; 𝜇𝜇 is 𝑛𝑛x1 vector of the conditional means. (6)-(8) clarifies the alternative expressions for

the conditional expectations’ structure as a spatial log-linear specification. In estimation, both
Lambert et al. (2010) and Hays and Franzese (2009) cite the spatial lag of logged observed counts
as the better proxy for spatially lagged µ.
A key problem arises in the event of zero values of the observed counts; the standard remedy
would be to replace the logged observed counts by : 𝑙𝑙𝑛𝑛∗ 𝜇𝜇 = 𝑙𝑙𝑙𝑙[𝜇𝜇 + 1] or 𝑙𝑙𝑛𝑛∗ 𝜇𝜇 =
𝑙𝑙𝑙𝑙[𝜇𝜇 + (𝜇𝜇 + 1)0.5 ], with the latter transformation known as the inverse hyperbolic transformation.
In the empirical exercise below, the inverse hyperbolic transformation was used. subsequently

estimated the model via Generalized Method of Moments and Non-Linear Least Squares
framework.
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2.2.2

Extension to Dynamic Panel Exponential Feedback Model

Taking cue from the literature I start by specifying the mean conditional equation:
𝑦𝑦𝑡𝑡 = 𝜇𝜇𝑡𝑡 𝜂𝜂 + 𝑢𝑢𝑡𝑡

(9)

Where 𝑦𝑦𝑡𝑡 is vector of stacked observed counts over 𝑖𝑖 or the number of regions or cross-sectional

units; 𝜂𝜂 refers to stacked vector of fixed effects; while 𝑢𝑢𝑡𝑡 refers to stacked error terms over 𝑖𝑖. 𝜂𝜂

refers to multiplicative fixed effects. Thus the conditional mean is:

Where

𝐸𝐸(𝑦𝑦𝑡𝑡 |𝑥𝑥𝑡𝑡 , 𝜂𝜂) = 𝜆𝜆𝑡𝑡 = 𝜇𝜇𝑡𝑡 𝜂𝜂
𝑙𝑙𝑙𝑙(𝜆𝜆𝑡𝑡 ) = 𝛼𝛼𝛼𝛼𝛼𝛼𝑛𝑛∗ (𝜆𝜆𝑡𝑡 ) + 𝜌𝜌𝜌𝜌𝑛𝑛∗ (𝜆𝜆𝑡𝑡−1 ) + 𝑋𝑋𝑡𝑡 𝛽𝛽 + 𝑙𝑙𝑙𝑙(𝜂𝜂)
𝜆𝜆𝑡𝑡 = 𝑒𝑒𝑒𝑒𝑒𝑒[𝛼𝛼𝛼𝛼𝛼𝛼𝑛𝑛∗ (𝜆𝜆𝑡𝑡 ) + 𝜌𝜌𝜌𝜌𝑛𝑛∗ (𝜆𝜆𝑡𝑡−1 ) + 𝑋𝑋𝑡𝑡 𝛽𝛽)]𝜂𝜂

(10)

(11)

(12)

To purge away the fixed effects from the residuals 𝑢𝑢𝑡𝑡 , and in the presence of predetermined

regressors, accordingly there are 2 approaches known respectively as the Wooldridge and
Chamberlain Transformations respectively (Windmeijer (2008)). The Chamberlain transformation
implies the following :
𝑠𝑠𝑡𝑡 =

𝜆𝜆𝑡𝑡−1
𝑦𝑦 − 𝑦𝑦𝑡𝑡−1
𝜆𝜆𝑡𝑡 𝑡𝑡

(13)

𝑞𝑞𝑡𝑡 =

𝑦𝑦𝑡𝑡 𝑦𝑦𝑡𝑡−1
−
𝜆𝜆𝑡𝑡 𝜆𝜆𝑡𝑡−1

(14)

While the Wooldridge transformation implies the following:

For predetermined and endogenous regressors thus there exists instrumental variables such that:
𝐸𝐸(𝑠𝑠𝑡𝑡 |𝑧𝑧𝑡𝑡 ) = 0

(15)

With 𝑧𝑧𝑡𝑡 defined to be a matrix of lags of the predetermined variables and (excluded) exogenous

variables, which are the first and second spatial lags of the exogenous variables in 𝑥𝑥. Importantly

I also assume 𝐸𝐸(𝜂𝜂𝑇𝑇 𝑢𝑢𝑡𝑡 ) = 0, which implies that the fixed effect term 𝜂𝜂 is independent of the
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unobserved disturbances 𝑢𝑢𝑡𝑡 .

Wooldridge (1997) states that estimation with Wooldridge transformed residual 𝑞𝑞𝑡𝑡 may lead to

explosive values for the parameters in the presence of only positive values for 𝑋𝑋𝑡𝑡 . As such I
proceed with using the Chamberlain transformed residuals 𝑠𝑠𝑡𝑡 .
2.2.3

Empirical Likelihood Estimation

Empirical likelihood is a nonparametric method without having to assume the form of the
underlying distribution (Owen (2001)). Qin and Lawless (1994) extends the non-parametric
Empirical Likelihood to incorporate the informational content of a set of moment conditions. Qin
and Lawless consider a sequence of i.i.d (identical and independent) observations from an
unknown distribution 𝐹𝐹, such that 𝑝𝑝𝑖𝑖 is the probability of observing i, given its realized value.
Estimation is based on a set of population moment conditions (Lincoln (2018)) :
𝑛𝑛

𝑛𝑛

𝑛𝑛

𝑖𝑖=1

𝑖𝑖=1

𝑖𝑖=1

𝑚𝑚𝑚𝑚𝑚𝑚 � 𝑙𝑙 𝑛𝑛(𝑝𝑝𝑖𝑖 ) subject to � 𝑝𝑝𝑖𝑖 𝑔𝑔𝑖𝑖 = 0 and � 𝑝𝑝𝑖𝑖 = 0

(16)

Where 𝑝𝑝𝑖𝑖 refers to probability weight assigned to each observation, to assess the orthogonality

conditions.

The Lagrangian for this optimization problem is;
𝑛𝑛

𝑛𝑛

𝑛𝑛

𝑖𝑖=1

𝑖𝑖=1

𝑖𝑖=1

ℒ = � 𝑙𝑙 𝑛𝑛(𝑝𝑝𝑖𝑖 ) − 𝜏𝜏 �� 𝑝𝑝𝑖𝑖 − 1� + 𝑛𝑛𝑛𝑛 � 𝑝𝑝𝑖𝑖 𝑔𝑔𝑖𝑖

(17)

Where 𝜙𝜙 and 𝜏𝜏 are the Lagrange multipliers, and 𝑔𝑔𝑖𝑖 refers to the moment conditions in (15). It

may be shown that 𝜏𝜏 may be concentrated out. Kitamura (2006) and Owen (2001) suggest a nested
optimization approach for estimation of (17), with an inner loop minimization that takes 𝜃𝜃 as an

argument and returns:

𝑚𝑚𝑚𝑚𝑚𝑚 𝑄𝑄𝑛𝑛 (𝜃𝜃, 𝜙𝜙), 𝑄𝑄𝑛𝑛 (𝜃𝜃, 𝜙𝜙) = ∑𝑛𝑛𝑖𝑖=1 𝑙𝑙 𝑜𝑜𝑜𝑜(1 + 𝜙𝜙′𝑔𝑔𝑖𝑖 ))

𝜙𝜙∈ℝ𝑞𝑞

(18)
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Where 𝜃𝜃 refers to the vectors of the main model parameters to be estimated in (12). With the

definition of the routine above, it is then maximized with respect to 𝜃𝜃. This part is known as the

outer loop maximization. Thus in this nested optimization approach, to compute 𝜃𝜃�𝐸𝐸𝐸𝐸 , the outer

maximization loop encloses the inner minimization loop. This routine is implemented in a custom
scrpt on Stata’s Mata matrix programming language to enable estimation. In addition, to enable
quick and stable convergence to estimates, in facilitating the numerical optimization, analytically
derived first order Conditions and second order Conditions (the Hessian matrix) were used, while
in the outer loop stage, only analytically derived first order Conditions were utilized. With these
expressions provided, it is possible to carry out Newtonian iterations.
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2.3

Monte Carlo Results
Table 2.1

Parameter

ρ

α

β

Result

Two-Stage GMM

Mean
S.D.
RMSE
Mean S.E.
Mean
S.D.
RMSE
Mean S.E.
Mean
S.D.
RMSE
Mean S.E.

Empirical Likelihood

N=200
/ T=10

N=200
/T=20

N=400
/T=10

N=400
/T=20

N=200
/ T=10

0.1823
0.0971
0.0097
0.1000
0.1902
0.4593
0.2108
0.5845
0.4849
0.0713
0.0053
0.0806

0.1909
0.0620
0.0039
0.0656
0.1844
0.3329
0.1110
0.4326
0.4925
0.0443
0.0020
0.0536

0.1908
0.0680
0.0047
0.0713
0.1873
0.3505
0.1229
0.4452
0.4891
0.0497
0.0026
0.0572

0.1951
0.0461
0.0021
0.0465
0.1838
0.2404
0.0580
0.3116
0.4940
0.0319
0.0580
0.0376

0.1959
0.1006
0.0101
0.1004
0.2038
0.5176
0.2676
0.5689
0.4908
0.0731
0.0054
0.0810

N=200
/T=20
0.1971
0.0636
0.0041
0.0657
0.1971
0.3575
0.1277
0.4270
0.4952
0.0451
0.0021
0.0538

N=400
/T=10
0.1979
0.0698
0.0049
0.0715
0.1983
0.3819
0.1457
0.4384
0.4923
0.0502
0.0025
0.0573

N=400
/T=2
0
0.1984
0.0468
0.0020
0.0465
0.1916
0.2518
0.0634
0.3098
0.4955
0.0320
0.0010
0.0376

Table 2.1 shows the Monte Carlo results over 1,000 replications based on sample sizes of 𝑁𝑁=200,

𝑇𝑇=10, 𝑁𝑁=200, 𝑇𝑇=20,, 𝑁𝑁=400, 𝑇𝑇=10, and 𝑁𝑁=400, 𝑇𝑇=20, for 2 stage GMM estimation and
Empirical Likelihood estimation respectively. The data generating process is given by:
∗

∗

𝑛𝑛

𝑦𝑦𝑖𝑖,𝑡𝑡 ∼ 𝑃𝑃𝑃𝑃 �𝑒𝑒𝑒𝑒𝑒𝑒 �𝜌𝜌𝜌𝜌𝑛𝑛 𝑦𝑦𝑖𝑖,𝑡𝑡 + 𝛼𝛼𝛼𝛼𝑛𝑛 � 𝑤𝑤𝑖𝑖𝑖𝑖 𝑦𝑦𝑗𝑗,𝑡𝑡 + 𝑋𝑋𝑖𝑖,𝑡𝑡 𝛽𝛽 + 𝜂𝜂��

𝑥𝑥𝑖𝑖,𝑡𝑡 = 𝑎𝑎𝑥𝑥 𝑥𝑥𝑖𝑖,𝑡𝑡−1 + 𝑏𝑏𝜂𝜂𝑖𝑖 + 𝜖𝜖𝑖𝑖,𝑡𝑡
𝑥𝑥𝑖𝑖,0 =

𝑏𝑏
𝜂𝜂 + 𝜉𝜉𝑖𝑖
1 − 𝑎𝑎𝑥𝑥 𝑖𝑖

∗

(19)

𝑗𝑗=1

(20)

(21)

𝑛𝑛

𝑦𝑦𝑖𝑖,0 ∼ 𝑃𝑃𝑃𝑃 �𝑒𝑒𝑒𝑒𝑒𝑒 �𝛼𝛼𝛼𝛼𝑛𝑛 � 𝑤𝑤𝑖𝑖𝑖𝑖 𝑦𝑦𝑗𝑗,0 + 𝑋𝑋𝑖𝑖,0 𝛽𝛽 + 𝜂𝜂𝑖𝑖 ��
𝑗𝑗=1

(22)

𝜎𝜎2

𝜖𝜖
Where 𝜖𝜖𝑖𝑖,𝑡𝑡 ∼ 𝑖𝑖. 𝑖𝑖. 𝑑𝑑 𝑁𝑁(0, 𝜎𝜎𝜖𝜖2 ), 𝜂𝜂𝑖𝑖 ∼ 𝑖𝑖. 𝑖𝑖. 𝑑𝑑 𝑁𝑁�0, 𝜎𝜎𝜂𝜂2 � and 𝜉𝜉𝑖𝑖 ∼ 𝑖𝑖. 𝑖𝑖. 𝑑𝑑 𝑁𝑁 �0, 1−𝜎𝜎
2 �. The results are
𝑥𝑥

based on the parameters 𝛽𝛽 = 0.5, 𝑎𝑎 = 0.5, 𝑏𝑏 = 0.1, 𝜎𝜎𝜖𝜖2 = 0.5, 𝜎𝜎𝜂𝜂2 = 0.5, and 𝜌𝜌 = 0.2 and 𝛼𝛼 = 0.2.

It may be seen that with all overall Empirical Likelihood estimators of dynamic Exponential
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feedback model generally outperform standard two stage GMM estimators in terms of efficiency
and bias, in keeping with existing literature. With increasing 𝑁𝑁 and 𝑡𝑡 across both estimators, mean
Standard errors generally increase.
2.4

Application
Table 2.2: Summary Statistics

Variable

Obs

Lights Gini
Violent Conflict Count
Average Night Lights (per pixel)
Population
Precipitation

7,084
7,084
7,084
7,084
7,084

Mean

Std. dev.

Min

Max

0.33
7.83
1.88
1,437,610.00
86.47

0.13
31.07
6.58
2,118,892.00
52.53

0.01
0.00
0.00
12,917.00
0.90

0.69
837.00
62.36
32,900,000.00
356.50

The proposed model will now be applied in an empirical exercise to see the impact of
regional income inequality, on conflict count in Sub-Saharan Africa, using the same dataset
from Chapter 1. Income Gini is derived from night lights satellite data (as implemented by
Henderson et al. (2012)). Additional variables include average lights per pixel, precipitationas
well as urban built-up from the European Space Agency (ESA) Climate Change Initiative
(CCI) Land Cover raster product. Lastly, gridded population from LandScan is used as
an offset variable in the Poisson model specification. Income Gini and Night Lights are
included in one year lagged form, so as to take into account possible lags in comprehending
the impact on conflict count. Given now that the 3 above regressors (excluding the spatial lag,
precipitation and population) are predetermined variables, lags 1 to 2 of 𝑦𝑦𝑖𝑖𝑖𝑖 and lights per pixel

and income inequality are used as instruments. Furthermore, the transformed exogenouss
regressors (alongside year dummies) are also included as in the Instrumental Variable matrix 𝑧𝑧𝑡𝑡 .

𝑧𝑧𝑡𝑡 is ordered in collapsed style, such that missing values of the IV matrix are replaced by zero,

which enables retention of observations. Furthermore regional inequality / Gini is transformed into
log form in the main equation, so as to enbale direct interpretation of the coefficient as elasticity.
The key objective is to derive the dynamic spatial impact of income inequality on conflict
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count. As such following on from (12) the reduced form is:
𝜆𝜆𝑡𝑡𝑆𝑆𝑆𝑆𝑆𝑆

𝑇𝑇

= 𝑒𝑒𝑒𝑒𝑒𝑒 ���(𝐴𝐴𝐴𝐴)𝑡𝑡−2 𝐴𝐴[𝑋𝑋𝑡𝑡 𝛽𝛽 + 𝑙𝑙𝑙𝑙(𝜂𝜂)]��
𝑡𝑡=2

(23)

Where 𝐴𝐴 = (𝐼𝐼𝑁𝑁 − 𝛼𝛼𝛼𝛼)−1 and 𝑋𝑋𝑡𝑡 is stacked over regions. The first 2 years of observations are

excluded from estimation due to inclusion of second lag in 𝑠𝑠𝑡𝑡 . The fixed effects 𝜂𝜂 may be backed
out from (6) with 𝜂𝜂𝑖𝑖 = 𝑦𝑦‾𝚤𝚤 /𝜆𝜆‾𝚤𝚤 .

Setting B as the spatial structure of dynamic impact of 𝑗𝑗-th regressor at period 𝑡𝑡+𝑗𝑗
•
•

𝐵𝐵 = (𝐴𝐴𝐴𝐴)𝑡𝑡 �𝐴𝐴𝜆𝜆𝑡𝑡𝑆𝑆𝑆𝑆𝑆𝑆 𝛽𝛽𝑗𝑗 �

Direct Impact of 𝑗𝑗-th regressor 𝑋𝑋𝑗𝑗 at (𝑡𝑡 + 𝑗𝑗) = 𝑛𝑛−1 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�𝐵𝐵 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �

(24)

Indirect Impact of 𝑗𝑗-th regressor 𝑋𝑋𝑗𝑗 at (𝑡𝑡 + 𝑗𝑗) = 𝑛𝑛−1 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�{𝐵𝐵 − 𝐵𝐵 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 }𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

Similarly, to derive the elasticity:

•
•

𝐶𝐶 = (𝐴𝐴𝐴𝐴)𝑡𝑡 �𝐴𝐴𝛽𝛽𝑗𝑗 �𝑋𝑋𝑗𝑗,𝑡𝑡

Direct Elasticity of 𝑗𝑗-th regressor 𝑥𝑥𝑗𝑗 at (𝑡𝑡 + 𝑗𝑗) = 𝑛𝑛−1 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�𝐶𝐶 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �

(25)

Indirect Elasticity of 𝑗𝑗-th regressor 𝑥𝑥𝑗𝑗 at (𝑡𝑡 + 𝑗𝑗) = 𝑛𝑛−1 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�{𝐶𝐶 − 𝐶𝐶 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 }𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

Although Confidence Interval bands may be derived via bootstrap, in this scenario, they were not
derived, on the grounds of this process being very time intensive. nevertheless, as it may be seen,
and since the key point of this exercise is to have a preliminary look at the direct impact of income
inequality on conflict count, in response to a 1 percent increase in regional inequality / Gini, then
counflict count increases by 0.65 percent in the following year (given that income inequality is
factored in one year lagged form to begin with). This effect then dips away in the second year, and
then fully dissipating away by the 4th year. The direct impact would be representative of average
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regional responses to increase in within-region income inequality. The dynamic indirect impact
points to the average impact on conflict count in other districts stemming from an increase in
income inequality in a single region, and thus measures the average spillovers. Thus it may be seen
here that the indirect effect has a greater effect in years 2 and 3, implying the relatively higher
strength of spillover channels which may lead to relatively higher persistence in first place. Finally
the Total Impact indicates the average impact in a region from increase in income inequality
within-region and from outside.
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Table 2.3: Dynamic Impact of Spatial Gini in Sub-Saharan Africa
GMM Two Stage
1st Period
2nd Period
3rd Period
4th Period
5th Period

Direct
0.6509
0.0724
0.0086
0.0011
0.0001

Indirect
0.4539
0.1345
0.0314
0.0068
0.0014

Total
1.1049
0.2070
0.0400
0.0079
0.0015

Empirical Likelihood
1st Period
2nd Period
3rd Period
4th Period
5th Period

Direct
0.6859
0.0906
0.0128
0.0019
0.0003

Indirect
0.5008
0.1781
0.0500
0.0130
0.0033

Total
1.1868
0.2688
0.0629
0.0150
0.0036

The Empirical Likelihood derived dynamic impact findings point to similar scenario, albeit with
slightly different estimates. Thus the overall picture paints to a more persistent pattern of spillovers
as it relates to impact from income inequality shocks / increases on conflict count.
2.5

Conclusion

I implement a spatial dynamic exponential feedback model, where the dynamic effects and
the spatial effects are modelled in a multiplicative capacity. This is in contrast to the more
conventional Linear Feedback Model where the aforementioned effects are modeled in an
additive manner. The model is estimated via Empirical Likelihood, and Monte Carlo tests
imply lower bias and efficiency than conventional two-stage Generalized Method of Moments
estimation.
In the subsequent empirical exercise, I find that a shock from income inequality, as
measured by Gini Index, derived from night lights, has a more persistent pattern to its
spillovers,which not surprisingly thus points to relatively greater strength of the spillover
channels.
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Chapter 3
Implementing Economic Growth Inferences with Multiple Satellite Signals
3.1

Introduction

Henderson et al. (2012) first prominently paved the way to use night-time luminosity figures
to proxy in a meaningful and faithful manner the extent of economic growth in a given country in
the world by virtue of a robust theoritical framework. However, there has been relatively little in
way of studies which sought to test the applicability of the model in a sub-national framework,
where important factors such as spatial network structure and dynamics (between various factors)
at the sub-national level may come into play. Here, firstly we set out further to hypothesize, in
such a scenario, that an added signal, urbanization and latterly spread of non-vegetation cover
patterns would act as valuable control(s) as it relates to gauging true economic growth, and
consequently, look to test this hypothesis.
With regards to urbanization, it goes without much saying that urban expansion shapes economic
activities, economic growth, and population dynamics at any administrative level and as such may
act as a key governor / predictor of GDP growth. It may foster connectivity between social groups
and opportunities for economic development. It also creates more binding markets at the local
level where urbanization effectively supports higher concentration of people and businesses, all of
which improves productivity and spillover effects across districts. This may further facilitate the
flows of goods, resources, and labor across geographic areas and thus not surprisingly urban
agglomeration are associated to wealth and income growth. However at the same time,
agglomeration may lead to detrimental social outcomes – such as crimes, urban poverty, as well
as environmental and health issues – which may adversely affect the erstwhile beneficial effects
of urban expansion.
A particular drawback with regards to the dynamics between GDP growth and urban expansion
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is the seemingly asymmetric manner of urban expansion, with it being more concentrated in only
a particular defined region(s), within many developing countries. In particular, assuming that much
of lights emission is accounted for by the industrial sector, and in places like Indonesia and India
a substantial portion of the domestic output is still accounted for by the agricultural sector,
urbanization may not be up to the task to act as a meaningful determinant of economic growth.
Thus with regards to the other signal in mention, that is the spread of non-vegetation cover, the
theory posits that systematic growth of said non-vegetation cover over the years may be attributed
to human activities, a fraction of which may not give off substantial night-light emission, and
thereby account for economic growth.
In the context of this paper, we utilize urban built-up raster dataset, derived from the European
Space Agency (ESA) Climate Change Initiative (CCI) Land Cover raster product, and the MODIS
(Moderate Resolution Imaging Spectrometer) derived 1 km Maximum Green Vegetation Fraction
dataset to study this hypothesized dynamics. The EAS CCI dataset documents consistent global
Land Cover coverage at 300 meters spatial resolution on an annual basis from 1992 to 2015, with
the Land Cover (LC) classes defined by the United Nations Land Cover Classification System
(LCCS). This system of classifiers was designed as a hierarchical classification. To derive urban
built up land cover, the value label 190 was selected. The Maximum Green Vegetation Fraction
scaled from 1 to 100, and it measures the fraction of total vegetation cover over time. Going
forward, we combine the dataset with satellite data on luminosity to study the link between this
second signal, lights and aggregate, district-level, income. Night luminosity and urban expansion
separately has proven to be useful to estimate GDP at national and supranational level (World
Bank Group, 2015; Henderson et al., 2012; Chen and Nordhaus, 2011; Ghosh et al., 2010). We
thus apply the methodology introduced by Henderson et al. (2012) for luminosity, and
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consequently incorporate the signals from urban expansion and spread of non-vegetation cover (as
well as the underlying spatial network structure of the districts themselves) to improve estimates
of regional economic growth.
In general, we find that the combined signals from spread of non-vegetation cover and luminosity
significantly improves the estimates of regional economic growth. Afterwards, these 2 signals, are
then jointly exploited to construct a precise prediction model of regional economic growth. Later
we also provide a framework where in addition to night lights, both non-vegetative land cover and
urban land cover products were utilized to provide a more precise prediction model. Our paper,
therefore, contributes to the literature in two ways. First, we explore the applicability of
Henderson’s methodology in the context of sub-national setting, by looking at Indonesia, India
and latterly the US and secondly importantly providing empirical evidence on the value of
applicability of urban expansion and non-vegetation cover data in improving estimates of
aggregate regional economic activities.
In the next section, we focus on the district-level analysis. We discuss the methodological
approach and the results of the empirical analysis.
3.2

Luminosity, Income and Second Signal at the District Level

In this section, we utilize the data extracted from addition of the second signal (apart from lights
and GDP) to supplement the satellite data on luminosity provided by the National Oceanic and
Atmospheric Administration (NOAA) to estimate regional differences in income growth across
firstly, Indonesian districts. The night lights data, which is described in detail in Henderson et al.
(2012), range from 0 (Unlit pixel) to 63 (top-coded pixel). It is also important to mention the fact
that owing to differences in defacto sensor settings which vary over time across satellites over the
years and with passage of time, comparison of raw digital numbers over the years can be
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problematic. To overcome this issue, we opted for the inclusion of year fixed effects as is prevalent
in most relevant literature, although interecalibration of the lights data based on the offsets and
coefficients in Table 6.2 in Elvidge et al. (2014) may also be implemented.

Figure 3.1: Urbanization expansion between 2000 and 2010 - World Bank data.

Figure 3.2: Night time Luminosity in 2000, Indonesia
With regards to Spread of Non-Vegetation Cover, as mentioned earlier, this was sourced from
the MODIS derived 1 km Maximum Green Vegetation Fraction, which denotes the fraction of
green vegetation versus non-vegetated area within a defined pixel of 1 km, with a scale of 0 to 100
where 0 implies total absence of vegetation cover and 100 implying 100 percent vegetation cover
(Institute (2014)). Thus for this exercise, keeping in mind the fact that since we are looking for
a signal which will reliably proxy for GDP growth, and since Land Cover data (at sub-national
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level) at the time of this exercise yielded poor resolution data, thus by deducting the Green
Vegetation fraction above from 100, we may reliably derive Non-Vegetation Cover fraction, and
thus (as mentioned earlier) the systematic increase in this Non-Vegetation Cover over time may
be reliably attributed to expansion of human activities. This is especially important since lights
expansion alone may not reliably capture growth of the agricultural sector, which in the instance
of developing countries like Indonesia and India still forms a substantial portion of national output.
Thus as a second signal we also utilize this new variable, that is the Spread of Non Vegetation
Cover. Souknilanh et al. (2015) provided an application and extension of Henderson et al. (2012)
whereby Land Cover data is used to separately account for agricultural contribution to GDP (as
opposed to using just night luminousity to account for industrial GDP growth).

Figure 3.3: GDP Growth at District level, 2001/02-2009/10; Darker Shade implies
highergrowth: Indonesia

Figure 3.4: Average Expansion of Non-Vegetation Cover at District level over 200110; Darker Shade implies higher growth: Indonesia
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Figure 3.5: Average growth of Night Luminousity at District Level over 2000-10; Darker
Shade implies higher growth: Indonesia
In addition, apart from analyzing the contribution of urban expansion and latterly (as mentioned
earlier) the spread of non-vegetation cover to the prediction of district-level GDP (apart from the
prediction component generated by lights alone), we also focus on the possible effects arising from
the spatial characteristics of the variables involved. We thus extend the methodology introduced
by Henderson et al. (2012) for luminosity to incorporate both this second signal and luminosity in
a signal extraction statistical model for regional economic growth. Given the importance of
accurate measurements of economic activities for development and growth studies, refinements to
the original Henderson methodology at different administrative levels have important policy
relevance, especially for countries with not only weak statistical collection capabilities, but also
with flourishing informal sectors.
Thus our final sample includes the final count (for Indonesia) of 443 districts, encompassing the
entirety of Indonesia. With regards to urbanization, most of it has been centralized around Java
and Bali, where a pervasive increase in urban coverage is observed between 2000 and 2010.
Urbanization in Nusa Tenggara has expanded more slowly, even though West Nusa Tenggara
presents urbanization rates similar to those of Bali and most districts of Java. Figure 1 illustrates
the World Bank urban expansion index for the entirety of Indonesia. Urban land coverage in 2000
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was around 8.4 percent and there is an average expansion of approximately 1 percent.
Section 3.2.1 begins with a brief introduction of the dimensions of spatial dependence, based on
the concept of spatial autocorrelation, as present within these 4 indicators, at the district level. The
presence of an underlying spatial correlation matrix which (may) serve to be a common driving
force behind GDP growth in a given district and consequently lights growth is a plausible starting
premise. Section 3.2.2 will then use the aforementioned second signal(s) to extend the model of
Henderson et al. (2012) to predict district-level GDP. We find that in particular the spread of nonvegetation cover improves the quality of our estimates of GDP growth above and beyond those of
luminosity. Moreover, accounting for spatial autocorrelation amongst the variables in question
does not appear to play an important role in correctly specifying the contribution of urbanization
and lights to the estimation of economic activity. We then use this model to estimate the growth
of economic activity of Indonesia at the district level.
3.2.1

Spatial Autocorrelation

Spatial autocorrelation is the correlation among values of a georeferenced variable due to the
proximity of the locations at which the variable is observed. It is a property inherited by a
georeferenced variable from the spatial structure of the territory or network over which the variable
is distributed, and it reflects possible linkages and spillover effects across geographic units. It is
also well known that spatial autocorrelation would bias the estimates of coefficients and standard
deviations in an econometric model if not accounted for.
As mentioned earlier, in trying to model the predictive power of night-time lights growth and
the second signal on modelling economic growth, by virtue of the underlying theory and
importantly so of the sub-national (district based) scope of the study, there is thus tremendous
scope for spatial correlation dynamics to come into play and thus affect the true parameters of
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interest. With regards to urban expansion, this is an instance of a spatial phenomena that typically
occur in clusters. Figure 2 thus illustrates this notion. These clusters, however, have different size
and can spread over the region in many ways. A similar theme may also be observed with regards
to both GDP growth (at district level) and night-time lights growth as well.
To provide the gist behind the theory, we start with the main empirical framework :
(1)

𝑌𝑌𝑖𝑖 = 𝛽𝛽(𝑋𝑋𝑖𝑖 ) + 𝑒𝑒𝑖𝑖

Where 𝑌𝑌𝑖𝑖 refers to income growth in a given district in Indonesia, while 𝑋𝑋𝑖𝑖 refers to night lights

and latterly urban expansion or spread of non-vegetation cover within a defined district.

Thus in the above empirical relationship, one way to ensure that the (non-accounted) spatially
correllated components of not only the 3 parameters of interest but also uncaptured factors which
may affect GDP growth at district level would be to test for spatial autocorrelation of the residuals
of the above regression using the Moran I coefficient (𝑀𝑀𝑀𝑀, henceforth), and thus basically test the
null hypothesis :
𝐻𝐻0 = 𝐸𝐸(𝑢𝑢𝑢𝑢′) = (𝜎𝜎 2 )𝐼𝐼

(2)

A key element of this type of analysis is the spatial weight matrix 𝑊𝑊 that represents the baseline

connectivity structure among the districts. We construct 𝑊𝑊 based on the rook’s contiguity rule: an

element of the matrix 𝑤𝑤𝑖𝑖,𝑗𝑗 = 1 if districts 𝑖𝑖 and 𝑗𝑗 share a border, 𝑐𝑐𝑖𝑖,𝑗𝑗 = 0 otherwise. Let 𝑁𝑁 be the

number of districts in the analysis, 𝑊𝑊 is then a 𝑁𝑁 × 𝑁𝑁 matrix with all zeros on the diagonal.
Thus then the Moran 𝐼𝐼 test statistic is generated.
𝐼𝐼 =

� �(𝑊𝑊)(𝑢𝑢�)
�𝑢𝑢′

1/2

(𝜎𝜎 2 ) �𝑡𝑡𝑡𝑡�(𝑊𝑊′ + 𝑊𝑊)𝑊𝑊��

(3)

� 𝑢𝑢�/𝑛𝑛 is the corresponding estimator
�2 = 𝑢𝑢′
Where 𝑢𝑢� = 𝑦𝑦 − 𝑋𝑋𝛽𝛽̂ are the estimated residuals and 𝜎𝜎

for 𝜎𝜎 2 . Thus under appropriate conditions, it follows from that 𝐼𝐼 ∼ 𝑁𝑁(0,1) and 𝐼𝐼 2 ∼ 𝜒𝜒 2 (1).
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3.2.2

Local GDP, Lights and the second signal

Of late a significant portion of the literature has utilized satellite data to estimate true economic
activity mainly at the national level. The most successful papers have focused mainly on
luminosity data and their use to estimate GDP at the national and sub-national level (Henderson et
al., 2012; Chen and Nordhaus, 2011; Doll et al., 2006; Olivia and Gibson, 2015; Bickenbach et al.,
2013; Sutton et al., 2007). As mentioned earlier, henceforth we extend the model of Henderson et
al. (2012) in order to include a second signal in the predictive equation of district GDP.
Importantly also explored, as mentioned earlier, within the empirical framework is the degree of
spatial correllation which has been described above.
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Table 3.1
GDP Growth: Indonesia
Luminosity
Urban Cover
Non Vegetative Cover
Constant
Spatial Autoregressive Lag
Spatial Lag: Luminosity
Spatial Lag: NVC
Spatial Lag: Error Term
Moran’s I test Statistic
No. of Observations

Non-Spatial
Spatial
1
2
3
4
1
2
3
0.08*** 0.087 *** 0.083*** 0.169*** 0.084*** 0.083*** 0.085***
-0.013
0.053***
.0589 *** 0.0536*** 0.0734*
0.391*** .393*** 0.392***
0.392*** 0.3935*** 3949***
-0.0043
-0.016
-0.0429
0.2642**
5.35**
5.09**
5.25**
429
421
429
3,438
429
429
429

4
0.084***
0.0595***
0.3901***
0.0081
0.2642**
429

Note: */**/*** denotes significance at the 10 / 5 / 1 percent level. Columns 1 - 3 are estimated in
log linear format long differenced format from 2001/2002 to 2009/10. Column 4 is derived from
log linear fixed effects regression (from Hendenson(2012)) from 2001-10. Columns 5-7 are
estimated using Generalized Method of Moments methods to account for endogeneity of the
Spatial Autoregressive parameter and estimation of the spatial lagged error term.
It may be mentioned that the dynamics between urbanization and economic growth has been
already studied in the past mostly at the national level (for some recent work on this topic, see
Chen et al., 2014; Brulhart and Sbergami, 2009; Bruckner, 2012), but the spatial dimension and
the effects of possible spillovers across regions remains under-explored. For instance, multi-sensor
approaches to GDP estimation usually blend luminosity, change in vegetation, and land use
changes and apply different statistical strategies. An interesting example is Bruckner (2012), who
study local GDP in a Chinese province and find a significant contribution to GDP prediction of
land cover data. The full derivation of the model we use is presented in Appendix 3.4; we start
here with the GDP predictive equation (equation 10 in the Appendix), reported again below for
convenience
𝑧𝑧𝑗𝑗 = 𝜓𝜓1 𝑥𝑥𝑗𝑗,1 + 𝜓𝜓2 𝑥𝑥𝑗𝑗,2 + 𝑒𝑒𝑗𝑗

(4)

where 𝑧𝑧𝑗𝑗 is the real GDP growth rate in district 𝑗𝑗 officially measured by national accounting, and

𝑥𝑥𝑗𝑗,1 and 𝑥𝑥𝑗𝑗,2 indicate respectively the growth rate of observed lights in district 𝑗𝑗, and the change in
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the second signal, which in our estimations is firstly growth of urban share of a given district /
ADM2 level and later the change of non-vegetation cover within same district. The goal of the
methodology is to exploit regression 4) and the moments of the signals to ultimately estimate 𝑦𝑦𝑗𝑗 ,
the true growth rate of the economic activity in district 𝑗𝑗. It must be stressed that besides 𝑧𝑧𝑗𝑗,1 and

𝑧𝑧𝑗𝑗,2 , also GDP 𝑥𝑥𝑗𝑗 is treated by the model as one of the signals to be used to estimate the true
economic activity; the predictive equation (4) is an important, but only intermediate, step towards

the actual final goal of estimating 𝑦𝑦𝑗𝑗 . Later, as mentioned earlier, we also provide a framework

that allows for inclusion of two additional signals, that is using both urban built-up land cover and
non-vegetative land Cover to develop precise estimates of sub-national economic activity.
Table 3.1 illustrates the results of the estimates of (4) for the entirety of Indonesia and India. All
terms are long differences between 2000/01 and 2009/10, save for Column 4, which is a log linear
panel specification regressing district level GDP (in level terms) on night lights (in level terms as
well) over 2001-10. Importantly also included are the Test Statistics from Moran’s I tests for spatial
autocorrelation amongst the OLS residuals. In column (1), we replicate the baseline specification
of Henderson et al. (2012). The coefficient of luminosity is 0.0863 and it is very significant;
comparisons to the corresponding estimate of . 32 as yielded by Henderson et al. (2012) with data
at country level may not be appropriate since Henderson implemented his specification at the

national level. The above estimate implies that over 2001-10, on average, a doubling of night
luminosity growth increases GDP growth by 10.2 percent. In column (2), we add urbanization to
the regression and we find the estimate to be surprisingly negative and statistically insignificant,
with a point estimate of −0.013. Thus in this context, urbanization cannot be said to add an
important predictive power to the baseline equation. The intuition that urbanization could bring an
improvement to the estimation model of economic activity thus is not affirmed in this instance.
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Table 3.2
GDP Growth: India

Luminosity
Urban Cover
Non Vegetative Cover
Constant
Spatial Autoregressive Lag
Spatial Lag: Luminosity
Spatial Lag: NVC
Spatial Lag: Error Term
Moran’s I test Statistic
No. of Observations

Non-Spatial
2
3
0.082 *** 0.071 ***
0.002
0.045 ***
0.212 *** 0.208 *** 0.215 ***
1
0.073 ***

1
0.044 ***
0.046 **
0.217 ***

0.695 ***
195.26 *** 178.97 *** 195.05 ***
476
441
476
476

Spatial
2
3
0.070 *** 0.042 ***

4
0.045 ***

0.045 **
0.036
0.213 *** 0.223 ***
0.015
0.095 ***
-0.002

0.046 **
0.218***
-0.01

476

476

476

0.730 ***

Note: */**/*** denotes significance at the 10 / 5 / 1 percent level. Columns 1 - 3 are estimated in
log linear format long differenced format from 2001/2002 to 2009/10. Column 4 is derived from
log linear fixed effects regression (from Hendenson(2012)) from 2001-10. Columns 5-7 are
estimated using Generalized Method of Moments methods to account for endogeneity of the
Spatial Autoregressive parameter and estimation of the spatial lagged error term.
However, the addition of Spread of Non-Vegetation Cover into the model helps to bring in
significant explanatory power into the model, with a statistically significant coefficient estimate
of 0.0539, implying a 5.4 percent increase in GDP growth for a doubling of expansion of NonVegetation Cover, which as mentioned earlier maybe interpreted as expansion of human activities.
The coefficient of Night Luminosity Growth is 0.0833, essentially implying an 8.3 percent positive
growth on GDP growth arising from a doubling of lights growth.
This becomes all the more evident when looking at the map(s) for district wise urban expansion
over 2001-10 (Figures 3 and 4 above) and GDP growth over 2000-10 above. As mentioned above,
much of the urban expansion seems to be concentrated within the central island(s), and thus not
surprisingly urban expansion fails to satisfactorily proxy for GDP growth at district level in
Indonesia. Thus far it becomes evident that it is the Spread of Non Vegetation Cover which is more
effective at adding predictive power in the predictive equation for GDP growth.
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Table 3.3
GDP Growth: US
1
0.207 ***

Luminosity
Urban Cover
Non Vegetative
Cover
Constant
0.138 ***
Spatial
Autoregressive Lag
Spatial Lag:
Luminosity
Spatial Lag: Urban
Spatial Lag: NVC
Spatial Lag: Error
Term
Moran’s I test
491.8***
Statistic
No. of Observations 3109

Non-Spatial
2
3
0.204 *** 0.207 ***
0.049 ***
-0.02 ***

Spatial
4
1
2
3
4
0.203 *** 0.177*** 0.184 *** 0.174*** 0.179**
0.052 *** 0.045 *** 0.047 *** 0.046*** 0.047***
-0.031 ***
0.006
0.011***
0.1270 *** 0.1387 *** 0.127 *** 0.087 *** 0.094 *** 0.125*** 0.086***
0.340 *** 0.274 ***
0.341***
0.0639*

0.2465 ***
520.72*** 468.3***

489.93***

3028

3,028

3,109

3028

3028

0.0108
0.050***

3028

0.1423
3028

Note: */**/*** denotes significance at the 10 / 5 / 1 percent level. Columns 1 - 3 are estimated in
log linear format long differenced format from 2001/2002 to 2009/10. Column 4 is derived from
log linear fixed effects regression (from Hendenson(2012)) from 2001-10. Columns 5-7 are
estimated using Generalized Method of Moments methods to account for endogeneity of the
Spatial Autoregressive parameter and estimation of the spatial lagged error term.
With regards to the panel specification (Column 5), over 2000-10, we derive an estimate of
0.1694 for coefficient of light growth, implying a 16 percent year to year increase in GDP growth
for a year to year doubling of night luminosity growth. We then consider case for spatial
autocorrelation in columns 5 to 7. If the variables in question come to exhibit a common latent
spatial aucorrelation structure, the coefficients of the regression could be biased upwards.
Importantly, in all instances the Moran 𝐼𝐼 figure strongly upholds the case for presence of spatial

autocorrelation. It must be borne in mind that the spatial autoregression framework being followed
here is the following:
𝑌𝑌𝑖𝑖 = 𝛽𝛽1 𝑊𝑊𝑌𝑌𝑖𝑖 + 𝛽𝛽2 𝑋𝑋𝑖𝑖 + 𝛽𝛽3 𝑊𝑊𝑋𝑋𝑖𝑖 + (𝐼𝐼 − 𝑊𝑊𝑊𝑊)−1 𝜖𝜖𝑖𝑖

(5)

Where 𝛽𝛽1, 𝛽𝛽3 and 𝜌𝜌 refer to the respective spatial lag parameters of GDP growth, lights growth,
growth of second signal (urban expansion or non-vegetation cover) and the unobserved factors
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driving GDP growth respectively. The above model is an instance of a cross sectional spatial
autoregressive model with autoregressive disturbances (SARAR).
Table 3.4 Structural Parameters
Structural
parameters
β1
β2
β3
σ 12
σ 22
σ 32
σ z2
σ Y2
λ

Indonesia

India

US (1)

US(2)

3.7311
(4.0815)
0.6533
(0.897)

2.0677
(2.223)
0.7101
(0.468)

0.8359
(0.2191)

0.2653
(0.0761)
0.0718
(0.0082)

0.0931
(0.0236)
0.0499
(0.0043)

0.0228
(0.0673)
0.0091
(0.006)
0.2059
(0.1536)

0.0067
(0.0326)
0.0039
(0.0326)
0.3227
(0.4156)

0.906
(0.0624)
0.0782
(0.022)
0.7105
(0.0446)
0.0369
(0.0007)
0.1347
(0.003)
0.1085
(0.005)
0.0259
(0.0123)
0.0097
(0.0007)
0.2332
(0.0872)

0.6258
(0.1637)
0.0353
(0.0032)
0.1092
(0.0103)
0.0234
(0.004)
0.0108
(0.0039)
0.2691
(0.1142)

Note: For Indonesia, India and US, the concerned time-spans are 2001/02-2009/10,
2001/02-2004/05 and 2001/02-2008/09. Columns 1 to 3 were implemented with 2
satellite signals with the 2nd signal being Non-Vegetative land cover growth for
Indonesia and India while for US , it was urban land cover growth. Column 4 had λ
estimated with 3 signals, night lights, urban built-up and non-vegetative cover.
Standard Errors (in parentheses) were derived through bootstrap for Columns 1-3,
while for Column 4, they were derived by asymptotic GMM variance formula, with
Standard error of λ in Column 4 derived through Delta Method.
However in practice such specifications are often shied away from owing to identification
concerns, and as such (5) is only estimated with assuming 𝛽𝛽3 being 0 or 𝛽𝛽1 being 0.

The presence of 𝛽𝛽1 implies presence of global spillovers from an impact in 𝑋𝑋𝑖𝑖 ; while the presence

of 𝜌𝜌 (regardless of 𝛽𝛽1 being present or not) implies a global spillover structure, instead of local
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spillover structure, coming from 1 unit shocks in 𝜖𝜖𝑖𝑖 . The coefficients using the GS2SLS estimator

(Generalized 2 Stage Least Squares, a combination of GMM and 2SLS estimation steps).
Furthermore, while the individual coefficients from the model above may be interpreted as pure
direct and spillover effects respectively, it may be wrong to think in that manner since these are
actually ingredients which feedback into a recursive calculation of those aforementioned effects.
However, as can be seen in Table 3.1, it would appear that the autoregressive parameter estimates
for the independent variables and GDP growth are statistically insignificant, which implies that
any local and global spillover effects stemming from 𝑋𝑋𝑖𝑖 may be safely ruled out. The
autoregressive coefficient for the error term is shown to be statistically significant, implying that

the covariance variance matrix has a spatially correlated structure. This implies that any shocks
emanating from 1 district may spill over to neighbouring districts as described above, courtesy of
the global spatially networked nature of the specification.
These specifications were also implemented for India and the U.S; for the U.S, urban land cover
growth served as a reliable second satellite derived signal. It may be seen that only in the case of
the U.S do the case of the global spillover structure from impacts in 𝑋𝑋 may be safely inferred.

We then conclude this section with the second stage of the procedure, which enables us to get to

the optimal combination of the signals in order to maximize the accuracy of the estimate of
economic activity from lights, urbanization, and real GDP. Economic activity, 𝑦𝑦𝑗𝑗 , is expressed as

a linear combination of officially measured GDP, 𝑥𝑥𝑗𝑗 , and predicted GDP from equation (4), 𝑧𝑧̂𝑗𝑗 =
𝜓𝜓�1 𝑥𝑥𝑗𝑗,1 + 𝜓𝜓�2 𝑥𝑥𝑗𝑗,2

𝑦𝑦�𝑗𝑗 = 𝜆𝜆𝑧𝑧𝑗𝑗 + (1 − 𝜆𝜆)𝑧𝑧̂𝑗𝑗

(6)

for an optimal value of the weight 𝜆𝜆∗ which is defined in equation (12). The moment conditions necessary

to solve for 𝜆𝜆∗ are based on the empirical moments of the long-term growth rates between 2001 and 2010
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of the three signals, with the results of the structural parameters alongside 𝜆𝜆∗ detailed in Table 3.4, for

Indonesia, India and the U.S. Solving the system of equations (15-20), we find that the optimal weight is
𝜆𝜆∗ = 0.2059, for Indonesia, which is slightly smaller than the 𝜆𝜆∗ in Henderson et al. (2012) for their

favorite parameterization for the supposedly ’poor’ countries.

Mention may be made regarding the value of 𝛽𝛽1 from the second structural equation, of 3.7310,

which contrasts with the coefficient of 1.0593 when night luminosity growth is regressed on GDP

growth. Since 𝛽𝛽1 here refers to the coefficient of true economic growth, thereby this implies that
recorded GDP growth is some way off from true economic growth. Similarly, with 𝛽𝛽2 derived to

be 0.6532, as opposed to the coefficient of 0.1856 when growth in non-vegetation cover is
regressed on GDP growth, this picture again points to the fact that for Indonesia, the official GDP
growth figures are somewhat short of the true economic growth figures. This perhaps is indicative
of the differing manner(s) of growth present amongst the formal and informal sectors of the
Indonesian economy.
As an additional exercise, in plotting this predicted economic growth, 𝑦𝑦�𝑗𝑗 against official GDP

growth (Figures 6), a key conclusion may be drawn: it would appear that districts which have
relatively lower true economic growth has relatively underestimated official GDP growth, while
those districts with relatively higher true economic growth seems to have relatively higher official
GDP growth. For a firm reason behind this, a comprehensive look needs to be undertaken with
regards to the subnational GDP structure of Indonesia. Nevertheless this discrepancy between the
districts may be attributed to the varying degrees of relative performance of the informal sector
within the districts.
A similar picture is also inferred for India from Tables 3.2 and 3.4, where the corresponding
coefficients of regressions of firstly night lights growth on GDP growth and secondly of non
vegetative land cover growth on GDP growth yields values of 0.7597 and 0.2609 respectively.
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With regards to the U.S. the inferences largely stay the same as well, and this leads to the value of
𝜆𝜆∗ to be 0.2691. Later we also rerun the exercise but this time using all the available satellite
signals, which yields a value of 𝜆𝜆∗ to be 0.2332.

Figure 3.6: Predicted Economic growth (ŷ) plotted against official GDP Growth, Indonesia
Furthermore, we also make comparisons of our derived true economic growth rate, 𝑦𝑦�𝑗𝑗 , which

was derived from our derived 𝜆𝜆∗ of 0.2059, to the growth rate had we only adopted Henderson’s

approach. From Henderson’s exercise, in particular for the group of countries which he defined as
possessive of relatively lower national accounts quality, the 𝜆𝜆 derived was 0.48. For him to get

there (as detailed in Appendix section further), Henderson utilized an extra condition which called
for an assumption of the ratio, 𝜙𝜙, of true economic growth variance to variance of GDP growth:

In his exercise, he arrived at a value of 0.59 for 𝜙𝜙 for his group of countries with ’poor’ quality

national accounts data. A general interpretation that may be made regarding 𝜙𝜙 is that the higher it
is for a country, then higher the national accounts quality is in that country. Thus applying the
above Henderson deduced value of 𝜙𝜙 and implementing solely Henderson’s original framework
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(for Indonesia), we calculate 𝜆𝜆 to be 0.5531 and then predicted economic growth, 𝑦𝑦�𝑗𝑗 which we

denote as 𝑦𝑦�𝑗𝑗∗∗ .

Figure 3.7: Map of district wise difference between ŷj∗ and ŷj∗∗ ; darker shade implies higher
positive difference(s) for Indonesia
We then attempt a comparison between these 2 different predicted economic growth rates. This
is depicted in Figure 7, where the darker shades imply that 𝑦𝑦�𝑗𝑗∗ is higher than 𝑦𝑦�𝑗𝑗∗∗ . Thus the
assumption of a second signal becomes all the more important in deriving this predicted economic
growth rate, since it allows in a manner endogenizing the key forecast error minimizing parameter
𝜆𝜆∗ by ruling out the need for the aforementioned auxiliary condition and importantly as well as

accounting for those segments of the economy which do not necessarily emit substantial light to
begin with (for example the agricultural sector).
Additionally, we also perform similar exercises for India and latterly the U.S. For India, as was
the case for Indonesia, we started off with the initial assumption of 𝜙𝜙 value to be 0.59. Using this

as a starting point and applying the Henderson deduced methodology to India, we derive 𝜆𝜆∗∗ to be
0.5699, which we use to derive then the predicted economic activity / growth 𝑦𝑦�𝑗𝑗∗∗ and subsequently

the district wise differences between our estmate of 𝑦𝑦�𝑗𝑗 and the above derived 𝑦𝑦�𝑗𝑗∗∗ are depicted
graphically (in Section 3.5, Appendix 2).

We also implemented these exercises for the US. In particular, as mentioned earlier, urban Land
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Cover growth served as a more useful second signal, in addition to night lights. The derived 𝜆𝜆∗

came to be 0.2691. In addition, as mentioned earlier, we also used non-vegetative cover growth,
alongside the established signals of night lights and urban land cover, to derive again 𝜆𝜆, which we
may call 𝜆𝜆1∗ . The methodology for its estimation is presented in Appendix 1, Section 3.4. This 𝜆𝜆1∗

comes to be 0.2331. 𝜆𝜆∗ is used to derive the predicted growth estimate 𝑦𝑦�𝑗𝑗 , while 𝜆𝜆1∗ is used to
derive the predicted growth estimate 𝑦𝑦�𝑗𝑗∗ .

Like earlier we also establish Henderson-derived estimates of the 𝜆𝜆∗∗ ; in keeping with

Henderson’s methodology, as mentioned earlier, since the assumption of 𝜙𝜙 is central towards

derivation of true economic activity, we assume 𝜙𝜙 to be 0.9, which he arrived at for his group of

‘good’ data countries with good quality national accounts data. This leads to 𝜆𝜆∗∗ being 0.8942. It

must be stressed that in the original Henderson methodology, 𝜆𝜆∗∗ is thus closely related
fundamentally to the assumption regarding 𝜙𝜙, that is on the quality of national accounts data

infrastructure; however in our framework 𝜆𝜆∗ is very much a product of the derived paramters which

are fully endogenous to the system. The county wise differences between our estimates of 𝜆𝜆 and
the Henderson methodology deduced 𝜆𝜆∗∗ are graphically presented in Section 3.5, Appendix 2.
3.3

Concluding Remarks

We provide a theoretical framework on using satellite derived signals in night light luminosity,
urban land cover and non-vegetative land cover, to deduce ’true’ economic growth estimates both
in a standard method of moments as well as Generalized method of Moments approach (in the
event of more than 2 satellite derived signals being utilized). At the regional level, we thus show
that non vegetation cover provides significant signals that can improve the accuracy and precision
of estimates of aggregate economic activities, for certain developing countries like Indonesia and
India.
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Our findings highlight the academic and policy value in relating the findings to the relative
performance of the informal sector. We believe that the findings concerning our predicted
economic growth and the derived 𝛽𝛽1 in itself opens up a tremendous avenue towards delving into
how the informal sector performs relative to the formal economy. This is important in the context

of developing countries, where the informal sector is a significant component of the economy.
Normally this may not pose a problem, however if the formal and informal sectors exhibit different
growth rates, then this question may need greater exploration. The signal extraction exercise that
links spread of non-vegetation cover (or other separate signal), luminosity and regional economic
activities can help improve measurements of sub-regional economic activities in countries whose
the national accounts infrastructure may be suspect. This model could be tested on other regions
for which the urban expansion may be more robust and available; and thus importantly, the
difference between urbanization and other signals related to changes in land cover and different
land uses deserves more attention. As shown in this approach, the change in the degree of
forestation, in particular, could be a valid substitute of urbanization in particular in the non-urban
areas in which agriculture is the main source of income and subsistence, while for a suitable
country, a appropriate mix of (more than 2) satellite derived signals may be used to derive more
precise economic growth estimates.
3.4

Appendix 1: Detailed Derivation of the Model used in Section 3.2.2

In this Appendix we provide the details of the derivation of the statistical model for the prediction
of economic activity we use in Section 3.2.2. This model is an extension of the strategy developed
by Henderson et al. (2012) to extract a measure of the true, but unobservable, economic activity
from observable, but imprecise, signals correlated with the true economic activity. The original
model in Henderson et al. (2012) includes two signal variables, country income measured from a
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statistical agency and total luminosity measured from the NOAA satellite data; we add a third
signal which is implemented as the Spread of Non-Vegetation Cover. Intuitively, having a third
variable improves the quality of the set of signals used to estimate the economic activity; however,
it also allows us to improve the original estimation strategy by overcoming some estimation issues
due to a shortage of identifying conditions that will be explained in this section.
Following the notation of the paper, let 𝑦𝑦𝑗𝑗 be the true growth rate of the economic activity in

district 𝑗𝑗, and let 𝑧𝑧𝑗𝑗 , 𝑥𝑥𝑗𝑗,1 , and 𝑥𝑥𝑗𝑗,2 be respectively the growth rate of the real 𝐺𝐺𝐺𝐺𝐺𝐺 of district 𝑗𝑗

measured by the official national account, the growth rate of observed lights in district 𝑗𝑗, and the

change of the 2nd signal (Spread of Non-Vegetation Cover) in the same district. The three signals
are related to the true economic activity by a simple linear model which, as standard in the signal

extraction literature, allows for an error orthogonal to 𝑦𝑦𝑗𝑗 that embeds the precision or tightness of
the signal around the fundamental.
These three relations are
𝑧𝑧𝑗𝑗 = 𝑦𝑦𝑗𝑗 + 𝜖𝜖𝑗𝑗

(7)

𝑥𝑥𝑗𝑗,2 = 𝛽𝛽2 𝑦𝑦𝑗𝑗 + 𝜖𝜖𝑗𝑗,2

(9)

𝑥𝑥𝑗𝑗,1 = 𝛽𝛽1 𝑦𝑦𝑗𝑗 + 𝜖𝜖𝑗𝑗,1

(8)

The variances of 𝑦𝑦𝑗𝑗 and of the three signal errors will be denoted by 𝜎𝜎𝑦𝑦2 , 𝜎𝜎𝜖𝜖2 , 𝜎𝜎12 , and 𝜎𝜎22

respectively. Similar notation is used for the variances of the three signals: 𝜎𝜎𝑧𝑧2 for 𝑧𝑧𝑗𝑗 , 𝜎𝜎𝑥𝑥21 and 𝜎𝜎𝑥𝑥22
for 𝑥𝑥𝑗𝑗,1 and 𝑥𝑥𝑗𝑗,2 respectively.

The structure of the model is completed by a fourth predictive equation that links lights and

urbanization signal to real GDP in a district. This equation is used to solve for the optimal estimate
of true economic activity, but it would also provide a simple way to directly estimate GDP when
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official statics are not available. Finally, this equation justifies also our interest in the regressions
we estimate in Table 3.1 - 3.3.
(10)

𝑧𝑧𝑗𝑗 = 𝜓𝜓1 𝑥𝑥𝑗𝑗,1 + 𝜓𝜓2 𝑥𝑥𝑗𝑗,2 + 𝑒𝑒𝑗𝑗

The predicted value of the real GDP growth is simply 𝑧𝑧̂𝑗𝑗 = 𝜓𝜓�1 𝑥𝑥𝑗𝑗,1 + 𝜓𝜓�2 𝑥𝑥𝑗𝑗,2 and, following

Henderson et al. (2012), it can be combined to the observed GDP itself to form a more precise
estimate of the growth rate of the true economic activity4
(11)

𝑦𝑦�𝑗𝑗 = 𝜆𝜆𝑧𝑧𝑗𝑗 + (1 − 𝜆𝜆)𝑧𝑧̂𝑗𝑗

The key point of this methodology is to find the optimal weight 𝜆𝜆 to form the best linear

combination of observed signals in order to predict 𝑦𝑦𝑗𝑗 . As in Henderson et al. (2012), the optimal
𝜆𝜆 is chosen to minimize the variance 𝑣𝑣𝑣𝑣𝑣𝑣(𝑦𝑦� − 𝑦𝑦).

Given the structure of the model above, we can compute this variance as
𝑣𝑣𝑣𝑣𝑣𝑣(𝑦𝑦� − 𝑦𝑦) = 𝑣𝑣𝑣𝑣𝑣𝑣�𝜆𝜆�𝑧𝑧𝑗𝑗 − 𝑦𝑦𝑗𝑗 � + (1 − 𝜆𝜆)�𝑧𝑧̂𝑗𝑗 − 𝑦𝑦𝑗𝑗 ��

2
= 𝜆𝜆2 𝜎𝜎𝜖𝜖2 + (1 − 𝜆𝜆)2 ��𝜓𝜓�1 𝛽𝛽1 + 𝜓𝜓�2 𝛽𝛽2 − 1� 𝜎𝜎𝑦𝑦2 + 𝜓𝜓�12 𝜎𝜎12 + 𝜓𝜓�22 𝜎𝜎22 �

where used has been done of equations (7)-(10) and of the assumption that the errors in equations
(7)-(9) are mutually orthogonal. After taking the derivative of this expression w.r.t. 𝜆𝜆, we obtain
the 𝜆𝜆∗ that minimizes the variance
∗

𝜆𝜆 =

2
𝜓𝜓�12 𝜎𝜎12 + 𝜓𝜓�22 𝜎𝜎22 + �𝜓𝜓�1 𝛽𝛽1 + 𝜓𝜓�2 𝛽𝛽2 − 1� 𝜎𝜎𝑦𝑦2

2

𝜎𝜎𝑧𝑧2 + 𝜓𝜓�12 𝜎𝜎12 + 𝜓𝜓�22 𝜎𝜎22 + �𝜓𝜓�1 𝛽𝛽1 + 𝜓𝜓�2 𝛽𝛽2 − 1� 𝜎𝜎𝑦𝑦2

(12)

Where it is easy to show that the OLS estimates of 𝜓𝜓�1 and 𝜓𝜓�2 return a biased estimate of the two

coefficients with a simple bias structure which depends on the underlying parameters of the
signaling model (7)-(9) as follows:

4 That is, to reduce the prediction error of the estimate by exploiting the information contained in
luminosity and urban expansion.
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2𝛽𝛽12 𝜎𝜎𝑦𝑦2 𝜎𝜎22
1
�
2𝛽𝛽1 𝛽𝛽12 𝜎𝜎𝑦𝑦2 𝜎𝜎22 + 𝛽𝛽22 𝜎𝜎𝑦𝑦2 𝜎𝜎12 + 𝜎𝜎12 𝜎𝜎22
2𝛽𝛽22 𝜎𝜎𝑦𝑦2 𝜎𝜎12
1
�
�
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝�𝜓𝜓2 � = �
2𝛽𝛽2 𝛽𝛽12 𝜎𝜎𝑦𝑦2 𝜎𝜎22 + 𝛽𝛽22 𝜎𝜎𝑦𝑦2 𝜎𝜎12 + 𝜎𝜎12 𝜎𝜎22
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝�𝜓𝜓�1 � = �

(13)
(14)

Therefore, the optimal 𝜆𝜆∗ depends on 6 unknown parameters (𝜎𝜎𝑦𝑦2 , 𝜎𝜎𝑧𝑧2 , 𝜎𝜎12 , 𝜎𝜎22 , 𝛽𝛽1 , 𝛽𝛽2). Six sample

moment conditions are necessary to back out these 6 parameters from the data. The first three
conditions come from the variance of the three signals
2
𝜎𝜎𝑧𝑧𝑧𝑧
= 𝜎𝜎𝑦𝑦2 + 𝜎𝜎𝑧𝑧2

𝜎𝜎𝑥𝑥21 = 𝛽𝛽12 𝜎𝜎𝑦𝑦2 + 𝜎𝜎12

𝜎𝜎𝑥𝑥22 = 𝛽𝛽22 𝜎𝜎𝑦𝑦2 + 𝜎𝜎22

(15)
(16)
(17)

The other three conditions are given by the covariances between signals. The three covariances
read
𝜎𝜎𝑧𝑧𝑥𝑥1 = 𝛽𝛽1 𝜎𝜎𝑦𝑦2

(18)

𝜎𝜎𝑥𝑥1𝑥𝑥2 = 𝛽𝛽1 𝛽𝛽2 𝜎𝜎𝑦𝑦2

(20)

𝜎𝜎𝑧𝑧𝑥𝑥2 = 𝛽𝛽2 𝜎𝜎𝑦𝑦2

(19)

Conditions (18)-(20) give the solution for 𝛽𝛽1, 𝛽𝛽2, and 𝜎𝜎𝑦𝑦2 . Given these, (15)-(17) allow us to solve

for 𝜎𝜎𝑥𝑥2 , 𝜎𝜎12 , and 𝜎𝜎22 .
3.4.1

Augmenting with 2 satellite derived signals

In addition, we may also use a fourth signal, to further derive precise estimates of true economic
activity. In such a setting there is a fourth ’signal’ relation to (7)-(9):
𝑥𝑥𝑗𝑗,3 = 𝛽𝛽3 𝑦𝑦𝑗𝑗 + 𝜖𝜖𝑗𝑗,3

(21)

The addition of this third signal also yields the following additional moment conditions to (15)(17) and (18)-(20):
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𝜎𝜎𝑥𝑥23

𝜎𝜎𝑧𝑧𝑥𝑥3

𝜎𝜎𝑥𝑥1𝑥𝑥3
𝜎𝜎𝑥𝑥2𝑥𝑥3

= 𝛽𝛽32 𝜎𝜎𝑦𝑦2 + 𝜎𝜎32

(22)

= 𝛽𝛽1 𝛽𝛽3 𝜎𝜎𝑦𝑦2

(24)

= 𝛽𝛽3 𝜎𝜎𝑦𝑦2

= 𝛽𝛽2 𝛽𝛽3 𝜎𝜎𝑦𝑦2

(23)

(25)

The empirical analog of these relationships may defined by first modifying the moment
conditions from above to:
2
𝜎𝜎𝑧𝑧𝑧𝑧
− 𝜎𝜎𝑦𝑦2 − 𝜎𝜎𝑧𝑧2

= 𝑀𝑀1

(26)

𝜎𝜎𝑥𝑥22 − 𝛽𝛽22 𝜎𝜎𝑦𝑦2 − 𝜎𝜎22

= 𝑀𝑀3

(28)

𝜎𝜎𝑥𝑥21 − 𝛽𝛽12 𝜎𝜎𝑦𝑦2 − 𝜎𝜎12

𝜎𝜎𝑥𝑥23 − 𝛽𝛽32 𝜎𝜎𝑦𝑦2 − 𝜎𝜎32

𝜎𝜎𝑧𝑧𝑥𝑥1 − 𝛽𝛽1 𝜎𝜎𝑦𝑦2

𝜎𝜎𝑧𝑧𝑥𝑥2 − 𝛽𝛽2 𝜎𝜎𝑦𝑦2
𝜎𝜎𝑧𝑧𝑥𝑥3 − 𝛽𝛽3 𝜎𝜎𝑦𝑦2

𝜎𝜎𝑥𝑥1𝑥𝑥2 − 𝛽𝛽1 𝛽𝛽2 𝜎𝜎𝑦𝑦2
𝜎𝜎𝑥𝑥1𝑥𝑥3 − 𝛽𝛽1 𝛽𝛽3 𝜎𝜎𝑦𝑦2

𝜎𝜎𝑥𝑥2𝑥𝑥3 − 𝛽𝛽2 𝛽𝛽3 𝜎𝜎𝑦𝑦2

= 𝑀𝑀2
= 𝑀𝑀4
= 𝑀𝑀5
= 𝑀𝑀6

(27)
(29)
(30)
(31)

= 𝑀𝑀7

(32)

= 𝑀𝑀9

(34)

= 𝑀𝑀8
= 𝑀𝑀10

(33)

(35)

Where 𝑀𝑀𝑖𝑖 is an 𝑁𝑁x1 column vector, where 𝑁𝑁 is the number of observations / regions, with the
sample moments terms being in vector valued form.

To solve for these parameters, we horizontally stack the individual moment conditions above to
form an 𝑁𝑁x10 matrix 𝑀𝑀. Collapsing 𝑀𝑀 vertically into a 1x8 row matrix (by summing the individual

columns over the observations) we derive 𝑚𝑚. Thus solving the following problem in a Single Step
Continuously Updated Generalized Method of Moments framework yields the value of the 8
parameters in question:

91

𝛿𝛿̂ = 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚(𝛿𝛿)𝑊𝑊2 (𝛿𝛿)𝑚𝑚(𝛿𝛿)𝑇𝑇

(36)

𝛿𝛿

Where 𝛿𝛿 is the row vector of parameters to be estimated, 𝑊𝑊2 (𝛿𝛿) is the inverse of the 8x8

covariance matrix of the sample moments 𝑀𝑀, 𝑀𝑀𝑇𝑇 𝑀𝑀. To kickstart the iterative optimization process,

a starting value of 1 is used.

Furthermore the inclusion of this extra signal also means that the predictive equation in (10) is
now:
𝑧𝑧𝑗𝑗 = 𝜓𝜓1 𝑥𝑥𝑗𝑗,1 + 𝜓𝜓2 𝑥𝑥𝑗𝑗,2 + 𝜓𝜓3 𝑥𝑥𝑗𝑗,3 + 𝑒𝑒𝑗𝑗

(37)

Thus now the new formula for 𝜆𝜆∗ in (12) is updated to be
∗

𝜆𝜆 =

2
𝜓𝜓�12 𝜎𝜎12 + 𝜓𝜓�22 𝜎𝜎22 + 𝜓𝜓�32 𝜎𝜎32 + �𝜓𝜓�1 𝛽𝛽1 + 𝜓𝜓�2 𝛽𝛽2 + 𝜓𝜓�𝑒𝑒 𝛽𝛽3 − 1� 𝜎𝜎𝑦𝑦2

2

𝜎𝜎𝑧𝑧2 + 𝜓𝜓�12 𝜎𝜎12 + 𝜓𝜓�22 𝜎𝜎22 + 𝜓𝜓�32 𝜎𝜎32 + �𝜓𝜓�1 𝛽𝛽1 + 𝜓𝜓�2 𝛽𝛽2 + 𝜓𝜓�𝑒𝑒 𝛽𝛽3 − 1� 𝜎𝜎𝑦𝑦2

(38)

Henderson et al. (2012) use only luminosity data and they obtain an expression for 𝜆𝜆∗ that

contains only 4 unknown parameters; however, they can exploit only 3 moment conditions from
the observable variables and they need to rely on an extra assumption on the value of the signal to
ratio (𝜙𝜙) between official real GDP and economic activity. Adding one source of information

through the urban expansion index or non vegetative land cover index in equation (9) brings along
3 new moment conditions at cost of only 2 extra parameters, 𝛽𝛽1 and 𝜎𝜎22 , solving then the lack of

sufficient moment conditions faced by Henderson et al. (2012).

This modification of their model is feasible and correct as long as two important implicit conditions
are satisfied. First, the new signal variable must be informative enough, which means that not only
must it be correlated with 𝑦𝑦𝑗𝑗 , but also with the official measure of GDP in equation (10). We check

this condition in the main body of the paper as one of our main results in Tables 3.1 - 3.2. Second,
in the derivation of the variance of the prediction errors, the two error terms in equations (8) and
(9) are assumed to be uncorrelated. If this condition is not satisfied an extra covariance term would
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appear in the final expression for 𝑣𝑣𝑣𝑣𝑣𝑣(𝑦𝑦� − 𝑦𝑦) and we would be short of one moment condition
again. This is a fairly common assumption in signaling models and it seems reasonable in this
context too since the urbanization index is obtained from ESA CCI satellite product, which uses a
completely different set of satellite data than those used by NOAA for the luminosity index.5

5 The World Bank data comes primarily from an elaboration of the Moderate-resolution Imaging
Spectroradiometer (MODIS) satellite data by NASA, integrated with a couple of secondary sources
, while NOAA elaborates data from the US Air Force Defense Meteorological Satellite Program
(DMSP) satellites. See for more information
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3.5

Appendix 2: Graphs pertaining to Predicted Eco-nomic Growth for India and
US

Figure 3.8: Predicted Economic growth (ŷ) plotted against official GDP Growth, India

Figure 3.9: Map of district wise difference between ŷj∗ and ŷj∗∗ ; darker shade implies
higher positive difference(s) for India
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Figure 3.10: Predicted Economic growth (ŷ) plotted against official GDP Growth, US:
2 Satellite Signals

Figure 3.11: Predicted Economic growth (ŷ) plotted against official GDP Growth, US:
3 Satellite Signals
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Figure 3.12: Map of district wise difference between ŷj∗ and ŷj∗∗ ; darker shade implies
higher positive difference(s) for US: 2 Satellite Signals

Figure 3.13: Map of district wise difference between ŷj∗ and ŷj∗∗ ; darker shade implies
higher positive difference(s) for US: 3 Satellite Signals
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