euro on trade has not been as substantial, as initially thought. Nitsch and Pisu (2008) presented evidence that the impact of the euro on trade has been largely overestimated. In addition, Sousa (2012) demonstrated that the impact of the currency union on trade, even though positive, is decreasing over time. Kunroo et al. (2016) showed that the euro can cause economic convergence among Eurozone countries through intra-industry trade. The euro has also affected foreign direct investment (FDI). Petroulas (2007) , Schiavo (2007) , Brouwer et al. (2008) , and Baldwin et al. (2008) suggested that the euro had a profound impact on intra-Eurozone FDI flows as well as FDI flows to and from the Eurozone to third countries. Abbott and De Vita (2011) further illustrated this view.
Previous studies have focused on the advantages of a single currency over national currencies. Vickers (2000) indicated the advantages of eliminating the nominal exchange rate movement, as well as the importance of supplyside factors for economic growth. Mundell (2000 Mundell ( , 2003 supported that a global currency is needed for global growth and that the euro is a step toward the right direction. Wyplosz (2006) demonstrated that despite some secondary difficulties, the euro has been a major success. Lane (2006) argued that the elimination of exchange rate uncertainty would lead to real convergence between members, and in turn, higher levels of output and growth. Barrell et (2008) showed that the euro affected output growth directly, reduced real exchange rate volatility, and influenced the accumulation of production capital.
Subsequent studies have demonstrated that the Eurozone has encountered difficulties but the trend about the euro has continued to be optimistic. Wickens (2010) discussed some of the unpleasant consequences for joining in the euro, whereas Teulon (2011) raised concerns regarding debt sustainability in the Eurozone and discussed several related proposals. Furthermore, Flassbeck and Friederike (2011) pointed to several misunderstandings about the euro that need to be corrected. Senjur (2012) argued that the success of the Eurozone's small middle-income members is questionable. Holtemöller and Zeddies (2013) demonstrated that the euro has not affected international price competition. Alessandrini et al. (2014) discussed the financial fragility of the Eurozone caused by external imbalances. Zestos et al. (2016) examined the causality between trade surpluses and public debt in the Eurozone. Gyoerk (2017) discussed a policy trilemma in the Eurozone regarding the trade-offs between free capital mobility, financial stability, and fiscal policy flexibility.
However, the empirical studies have not offered an empirical policy evaluation study to assess the causal effect between the euro and the growth rate of the Eurozone. This study offers an empirical analysis that adequately addresses this issue, and thus, determine whether there are growth effects for the Eurozone emerging from the introduction of the euro.
III. Method and Experimental Design
This study is based on the assumption that the introduction of the euro creates an environment for a natural (or quasi) experiment. A natural experiment occurs when a policy change or an event alters the environment for the subject under study. The policy change or the event could be the enactment of a law, the implementation of a program, or a shift in the economic and government Vol.33 No.2, June, 2018 .33.2 1388~1411 Petros E. Ioannatos http://dx.doi.org/10.11130/jei.2018 .33.2.1388 jei 1392 environment. The introduction of the euro and the formation of the Eurozone constitute the policy change that created the environment for this natural experiment. This is because the economic environment for the Eurozone's member countries changed as they abandoned their own currencies and adopted the euro, creating the Eurozone, the largest monetary union worldwide.
When the data are generated from a natural experiment process, the DiD method can be applied to determine the causal effects between the policy change and the outcome. The DiD method requires a treatment group and a control group. In this study, the treatment group is the Eurozone. As for the control group, nine non-Eurozone countries are grouped into three categories:
(i) EU economies that do not participate in the Eurozone, such as the United Kingdom (UK), Sweden, and Denmark, (ii) European economies that are not members of the EU, such as such Switzerland and Norway, noting that non-EU members cannot be in the Eurozone, and (iii) non-European economies such as the the United States, Canada, Australia, and Japan. Thus, the DiD method can be used to evaluate the Eurozone's growth rate in comparison with the growth rate of each of the nine control group economies. In this manner, it can be determined whether the introduction of the euro has brought growth effects on the Eurozone.
Note that each of the nine control group economies exhibits similar characteristics to those of the Eurozone by being upper-income and industrialized. The experimental design is rather exhaustive in terms of the type of economies that can be in the control group. To account for systematic differences between the Eurozone and the control group economies, the DiD method requires two data periods: before and after the formation of the Eurozone. As a result, the dataset is divided into four subsets: i) the subset for the control group before the formation of the Eurozone, ii) the subset for the control group after the formation of the Eurozone, iii) the subset for the Eurozone (the treatment group) before the formation of the Eurozone, and iv) the subset for the Eurozone after the formation of the Eurozone.
IV. Model Specification
The model specification relies on the DiD method, where the data for the Eurozone and the respective control group economy are pooled together.
Following Meyer (1995) and Woolridge (2013) , the model is specified as
where i = E, C. E indicates the Eurozone and C indicates a control group economy. Subscript t indicates the data period. As a result, %∆Y i,t indicates the growth rate of group i at time t measured by the growth rate of the gross domestic product (GDP). When i = E, %Y E,t represents the growth rate of the Eurozone at time t. When i = C, %Y C,t represents the growth rate of the control group economy at time t. β 0 represents the intercept or constant term.
D2 is a time dummy variable, which takes the values of zero and one for the period before and after the formation of the Eurozone, respectively.
DE is a treatment dummy variable, which takes the values of zero and one for observations in the control group and in the Eurozone, respectively. D2·DE is an interaction dummy variable for the observations being in the Eurozone after the formation of the Eurozone, and ε i,t is the error term. The relations between the variables can be expressed as follows:
Thus, the intercept β 0 denotes the expected impact on Y i,t (average growth rate) for a control group economy prior to the formation of the Eurozone. Coefficient δ 0 captures the expected average difference in the growth rate of a control group economy from before to after the formation of the Eurozone. 
The difference in the aforementioned differences (i.e., difference-in-differences)
accounts for the average difference in growth rate between the Eurozone and a control group economy from before to after the formation of the Eurozone. As a result, δ 1 reveals whether the expected average difference in growth rate from before to after is different between the two groups.
For the DiD procedure to produce unbiased and efficient estimates, the parallel trend assumption must apply in that the growth rate of the Eurozone and that of a control group economy did not change at different rates for other reasons. In fact, a control group economy portraysthe growth rate trend of the Eurozone if the economies in the Eurozone did not switch to the euro. The question for this empirical study is whether the DiD coefficient is positive and statistically significant, which indicates that the growth rate of the Eurozone surpassed that of a control group economy, success for the euro. Note that the DiD coefficient is often referred to as the average treatment effect coefficient because it measures the impact of the "treatment" on the average outcome of Y i,t .
Following Meyer (1995) Solow (1956) and Swan (1956) and extended by Cass (1965) and Koopmans (1965) . Yet, it was further refined with the endogenous growth theory by Romer (1990) and Aghion and Howitt (1998) and with recent developments discussed in Acemoğlu (2009) . In all its versions, the neoclassical growth model postulates that the growth rate of an economy is primarily a function of the growth rates of capital, labor, and technology.
Following the neoclassical line of thought, a production function is specified as where Y t is the GDP, A t is the total factor productivity (or multifactor productivity) often generalized as "technology," K t is the capital input and L t is the labor input at time t, and the parameters γ and θ account, respectively, for the elasticity of capital and labor. Taking the total differential of (2) with respect to time produces Considering that (3) becomes (6) This method allows the transition of Y t , A t , K t , and L t from levels in (2) to respective growth rates in (6). Equation (6) is often referred to as the growth
accounting equation, which postulates that the growth rate of an economy depends on supply-side factors such as the growth rates of total factor productivity and available capital and labor.
When the growth accounting equation in (6) is incorporated into the basic DiD model in (1), the improved model becomes where %∆Ai,t is the growth rate of total factor productivity for group i at time t measured by an index, %∆Ki,t is the growth rate of capital for group i at time t measured by the growth rate of fixed capital formation, %∆Li,t is the growth rate of labor for group i at time t measured by the growth rate of total employment, and μ, γ, and θ are regression parameters relevant to the growth accounting equation.
When i = E, %A E,t , %∆K C,t , and %∆L C,t represent the growth rates of total factor productivity, capital, and labor, respectively, for the Eurozone at time t.
Likewise, when i = C, %A C,t , %∆K C,t , and %∆L C,t represent the growth rates of total factor productivity, capital, and labor for a control group economy at time t. In this manner, the basic DiD model has been augmented by including supply-side determinants of growth, consistent with the neoclassical theory of growth, and in particular, the growth accounting equation.
V. Data
The control group data for %∆Y C,t , %∆K 
VI. Estimation and Results
After the data for the Eurozone and the respective control group economy are pooled together, the improved model (7) is estimated using ordinary least squares. There are nine control group economies, and therefore, nine pairwise comparisons. Results for each of the nine pairwise comparisons are presented in Table 1 . The coefficient of interest is δ 1 , the DiD coefficient, which measures the effect of the policy change, that is, after the implementation of the Eurozone. The alternative (null) hypothesis is denoted as δ 1 > 0 (δ1 = 0) indicating that the growth rate of the Eurozone exceeds (is no different than) that of a control group economy.
Regarding control group I, all δ 1 coefficients are not statistically significant, and thus, the null hypothesis is not rejected. This implies that no significant difference exists between the growth rate of the Eurozone and those of the EU members but euro outsiders (the UK, Sweden, and Denmark). Thus, the evidence suggests that the euro has not propelled the Eurozone's growth rate to exceed that of the United Kingdom (UK), Sweden, and Denmark. As a result, the growth rates of the UK, Sweden, and Denmark have not been adversely affected by not adopting the euro. This finding provides additional empirical evidence to the ongoing debate of whether it would have been beneficial for the EU members but euro outsiders to adopt the euro. Studies have been discussing interesting aspects of this debate, such as Huhne (2001) As for the economies under control group II, the respective DiD coefficients show that the growth rate of the Eurozone is significantly lower than that of Switzerland by 0.4396% but not significantly different from that of Norway.
This result implies that Switzerland has been benefited substantially by not being a Eurozone member. In addition, Norway has not been adversely affected by not being part of the Eurozone. With respect to control group III, the DID coefficient for the United States, shows no significant difference in growth rate between the Eurozone and the United States. However, Eurozone's growth rate is significantly lower than that of Canada and Australia by 0.3990% and 0.5631%, respectively. Finally, the DiD coefficient for Japan shows that Eurozone's growth rate is significantly higher than that of Japan by 0.9013%. The remaining coefficients play a peripheral role and their interpretation is less consequential for the subject matter. The intercept term β 0 , which accounts for the average growth rate of the control group economy prior to the implementation of the Eurozone, assumes a positive sign; as expected, it is statistically significant for each of the control group economies without exceptions. For example, coefficient β 0 for the UK. shows that the average growth rate for the UK. before the implementation of the Eurozone was a significant 0.8516% per year. Similarly, coefficient δ 0 estimates the average change in growth rate from before to after the formation of the Eurozone within the control group, and provides mixed evidence in terms of its sign and statistical significance. This coefficient is negative and significant for the UK, Sweden, Norway, and Japan; negative but not significant for the United States; positive and significant for Switzerland; and positive but not significant for Canada and Australia. For the UK the coefficient is -0.2016, which implies that the average growth rate of the UK. before exceeds that after the formation of the Eurozone by a statistically significant 0.2016%.
The remaining δ 0 coefficients can be interpreted similarly. Coefficient β 1 estimates the average difference in growth rate between the Eurozone and control group economy prior to the formation of the Eurozone; it also provides mixed evidence. This coefficient is negative and statistically significant for Sweden, Norway, the United States, Canada, and Japan; negative but not significant for the UK. and Australia; positive and significant for Switzerland; and positive but not significant for Denmark.
For instance, this coefficient for the UK. equals -0.0348, which implies that prior to the formation of the Eurozone, the growth rate of the UK. was higher by an insignificant 0.0348% than that of the Eurozone. The remaining β 1 coefficients can be interpreted similarly.
The coefficients of the growth accounting equation, μ, γ, and θ, are all positive and statistically significant across all control groups, as expected.
This implies that the growth rates of total factor productivity, capital, and labor are all important determinants for growth as the theory behind the Unit root testing is conducted to ensure the stationary nature of the variables involving growth rates. 
VII. Conclusions
This study conducted a policy evaluation analysis to determine whether the introduction of the euro promotes systematic growth for the Eurozone. A natural experiment and DiD methodology were used to compare Eurozone's growth with that of nine non-Eurozone economies serving as control group.
The nine non-Eurozone economies exhibit similar characteristics to those of the Eurozone. The basic DiD model was augmented with supply-side covariates consistent with the neoclassical theory of growth.
It was shown that the growth rate of the Eurozone does not differ from those of the UK, Sweden, and Denmark. These three EU economies strategically decided not to adopt the euro but continued the use of their own currencies. In this case, the growth rate of these economies has not been adversely affected by not replacing their national currencies with the euro.
Further, Eurozone's growth rate does not differ from that of Norway, a non-EU economy. Norway has not been adversely affected by not joining in the EU. There is also no difference between the growth rate of the Eurozone and that of the United States. In addition, the Eurozone's growth rate is significantly lower than those of Switzerland, Canada, and Australia, but exceeding that of Japan.
The evidence shows that the growth rate of the Eurozone is not signifi cantly different than that of five non-EU economies and underperforms three. The study results indicate that the euro has not been able to propel the Eurozone's growth rate to exceed those of eight out of the nine control group economies (except for Japan). It can be concluded that there are no systematic growth effects for the Eurozone emerging from the introduction of the euro. Received 6 January 2018 , Revised 27 March 2018 , Accepted 9 May 2018 
