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Abstrakt
Obsahem diplomove´ pra´ce je vytvorˇenı´ e-learningove´ho syste´mu, ktery´ studenty inter-
aktivneˇ vyucˇuje problematice obecne´ rezolucˇnı´ metody a oveˇrˇuje take´ jejich znalosti.
Syste´m kontroluje kazˇdy´ krok studenta a na za´kladeˇ pozˇadavku je schopen i napovı´-
dat, jaky´ dalsˇı´ krok ma´ student udeˇlat. Mimo vytvorˇeny´ syste´m tato diplomova´ pra´ce
obsahuje take´ souhrn teorie predika´tove´ logiky prvnı´ho rˇa´du (PL1) souvisejı´cı´ s touto
problematikou a souhrn syntakticky´ch du˚kazovy´ch metod v predika´tove´ logice prvnı´ho
rˇa´du.
Klı´cˇova´ slova: distributivnı´ za´kony, existencˇnı´ uza´veˇr, extrakce litera´lu˚, formule, funkce,
gramatika, instnace, klausule, konstanta, kontrola, kvantifika´tor, logicka´ spojka, na´poveˇda,
negace, PL1, promeˇnna´, rezoluce, rˇeteˇzcova´ struktura formule, specia´lnı´ znaky, skole-
mizace, stromova´ struktura formule, syntakticka´ analy´za, trˇı´da, unifikace, vnitrˇnı´ znaky.
Abstract
Content of this diploma thesis includes the description of newly generated e-learning
system, which interactively teaches students how to use general resolution method and
also checks their knowledges. System checks each student´s step and is always able to
help with next step in procedure of general resolution method. Except of newly generated
system, the diploma thisis contains summary of Theory of first order predicate logic and
summary of syntactic proof methods in first order predicate logic.
Keywords: check, class, clause, constant, distributive laws, existential closure, formula,
function, grammar, help, instance, internal characters, literal extraction, logical connec-
tive, negation, parsing, quantifier, skolemization, special characters, string structure of
the formula, tree structure of the formula, unification, variable.
Seznam pouzˇity´ch zkratek a symbolu˚
PL1 – Predika´tova´ logika prvnı´ho rˇa´du
LL1 – Gramatika dle leve´ho rozkladu, analy´zy zleva doprava, rozho-
dujı´cı´ se dle jednoho symbolu
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31 U´ vod
Jako te´ma pro diplomovou pra´ci jsem si vybral tvorbu E-learningove´ podpory pro vy´uku
obecne´ rezolucˇnı´ metody. Jelikozˇ je syste´m jizˇ neˇjakou dobu ve vy´voji, my´m u´kolem je
tento syste´m obohatit o modul, ktery´ bude zmı´neˇnou problematiku obecne´ rezolucˇnı´
metody v sobeˇ zahrnovat.
Obecna´ rezolucˇnı´ metoda se pouzˇı´va´ pro parcia´lnı´ automaticke´ dokazova´nı´ nes-
plnitelnosti formule. Pro prˇedlozˇenou nesplnitelnou formuli A metoda v konecˇne´m cˇase
skutecˇnost nesplnitelnosti formule zjistı´ a zastavı´ se. Naopak v prˇı´padeˇ, kdy je formule
A splnitelna´ algoritmus metody nemusı´ nikdy skoncˇit.
Modul bude slouzˇit k automatizovane´mu dokazova´nı´ logicke´ pravdivosti formule, a
proto se formule A bude vzˇdy nejprve negovat a rezolucˇnı´ metoda bude pracovat s ne-
govanou formulı´, aby byl algoritmus du˚kazu logicke´ pravdivosti formule A konecˇny´ pro
vsˇechny logicky pravdive´ formule. Pro logicky nepravdive´ formule mu˚zˇe by´t algoritmus
modulu nekonecˇny´. Nekonecˇnost algoritmu rezoluce se v rˇesˇenı´ musı´ zaka´zat. Algorit-
mus rezoluce bude mı´t v rˇesˇenı´ rekurzivnı´ charakter. Proble´m potencia´lnı´ nekonecˇnosti
algoritmu bude v programu rˇesˇen pomoci pevneˇ definovane´ hranice rekurzivnı´ho vola´nı´
(programu sebe sama).
Modul bude prova´zet uzˇivatele take´ procesem prˇevodu formule do klausula´rnı´ formy,
protozˇe rezolucˇnı´ metoda pracuje pouze s formulemi v klausula´rnı´ formeˇ.
Realizaci modulu je veˇnova´na kapitola 3. Pro vytvorˇenı´ vy´sˇe specifikovane´ho syste´mu
jsou nutne´ teoreticke´ za´klady, jejichzˇ souhrn je uveden v kapitole 2. Soucˇa´stı´ te´to pra´ce je
i zhodnocenı´ a sumarizace vy´sledne´ho syste´mu (modulu) uvedene´ v kapitole 6.
42 Souhrn teorie predika´tove´ logiky prvnı´ho rˇa´du (PL1)
V te´to kapitole se si vytvorˇı´te vlastnı´ prˇedstavu o predika´tove´ logice prvnı´ho rˇa´du,
pochopı´te jejı´ za´klady a doka´zˇete tyto za´klady sami pouzˇı´vat naprˇı´klad prˇi rˇesˇenı´ u´loh a
podobneˇ.
Steˇzˇejnı´ literaturou pro kapitolu 2 byla skripta Matematicka´ logika a prˇedna´sˇky panı´
Doc. RNDr. Marie Duzˇı´, CSc. k prˇedmeˇtu Matematicka´ logika ([1], [3]).
2.1 Se´manticky´ vy´klad predika´tove´ logiky
Predika´tova´ logika prvnı´h rˇa´du formalizuje u´sudky o vlastnostech prˇedmeˇtu˚ a vztazı´ch
mezi prˇedmeˇty pevneˇ dane´ prˇedmeˇtne´ oblasti (univerza). Nezaby´va´ se formalizacı´ u´sudku˚,
ktere´ navı´c vypovı´dajı´ i o vlastnostech vlastnostı´ a vztahu˚ a o vztazı´ch mezi vlastnostmi a
vztahy. Tı´m se zaby´va´jı´ predika´tove´ logiky druhe´ho a vysˇsˇı´ch rˇa´du˚. Predika´tova´ logika
1. rˇa´du je zobecneˇnı´m vy´rokove´ logiky, kterou mu˚zˇeme povazˇovat za logikunulte´ho rˇa´du.
Predika´tova´ logika 1. rˇa´du je postacˇujı´cı´ pro formalizaci mnohy´ch matematicky´ch i jiny´ch
teoriı´.
Nynı´ si zavedeme definici jazyka predika´tove´ logiky.
2.1.1 Jazyk predika´tove´ logiky 2.1.1
1. Abeceda predika´tove´ logiky je tvorˇena na´sledujı´cı´mi skupinami symbolu˚:
(a) Logicke´ symboly
i. prˇedmeˇtove´ (individuove´) promeˇnne´: x, y, z, ... (prˇı´p. s indexy)
ii. symboly pro spojky:¬, ∧, ∨, ⊃, ≡
iii. symboly pro kvantifika´tory: ∃,∀
iv. prˇı´padneˇ bina´rnı´ predika´tovy´ symbol = (predika´tova´ logika s rovnostı´)
(b) Specia´lnı´ symboly (urcˇujı´ specifiku jazyka)
i. predika´tove´ symboly: p,q,r, ... (prˇı´padneˇ s indexy)
ii. funkcˇnı´ symboly: f,g,h, ... (prˇı´padneˇ s indexy) Ke kazˇde´mu funkcˇnı´mu a
predika´tove´mu symbolu je prˇirˇazeno neza´porne´ cˇı´slo n (n ≥ 0), tzv. arita,
uda´vajı´cı´ pocˇet individuovy´ch promeˇnny´ch, ktere´ jsou argumenty funkce
nebopredika´tu.
(c) Pomocne´ symboly za´vorky: (,) prˇı´padneˇ i [,],{,}
2. Gramatika, ktera´ uda´va´, jak tvorˇit
(a) Termy
i. kazˇdy´ symbol promeˇnne´ je term
ii. jsou-li t1, ..., tn (n ≥ 0) termy a je-li f n-a´rnı´ funkcˇnı´ symbol, pak vy´raz
f(t1, ..., tn) je term; pro n=0 se jedna´ o nula´rnı´ funkcˇnı´ symbol, neboli
individuovou konstantu (znacˇı´me a, b, c, ...)
5iii. jen vy´razy dle i. a ii. jsou termy
(b) atomicke´ formule:
i. je-li p n-a´rnı´ predika´tovy´ symbol a jsou-li t1, ..., tn termy, pak vy´raz p(t1, ..., tn)
je atomicka´ formule
ii. jsou-li t1 a t2, pak vy´raz (t1 = t2) je atomicka´ formule
(c) formule:
i. kazˇda´ atomicka´ formule je formule
ii. je-li vy´raz A formule, pak ¬A je formule
iii. jsou-li vy´razy A a B forumle, pak vy´razy (A∧B),(A∨B),(A⊃B),(A≡B) jsou
formule
iv. je-li x promeˇnna´ a A formule, pak vy´razy ∀xA a ∃xA jsou formule
v. jen vy´razy dle i.-iv jsou formule
Na´sledujı´cı´ pozna´mky jesˇteˇ navı´c upozornˇujı´ na du˚lezˇite´ veˇci, ktere´ z definice hned
nemusı´ by´t kazˇde´mu jasne´.
2.1.2 Pozna´mky k definici jazyka predika´tove´ logiky
1. Jazyk predika´tove´ logiky, jak byl vymezen vy´sˇe, je jazyk logiky 1. rˇa´du, pro nizˇ
je charakteristicke´ to, zˇe jediny´ prˇpustny´ typ promeˇnny´ch jsou individuove´ promeˇnne´.
Pouze individuove´ promeˇnne´ lze va´zat kvantifika´tory.
2. Definice jazyka umozˇnˇuje formulaci specia´lnı´ho jazyka (urcˇite´ teorie) konkrete´nı´
volbou prvku˚ (predika´tovy´ch a funkcˇnı´ch konstant) dle bodu I)b. definice. Pro
takovy´ konkre´tnı´ jazyk budou platit obecne´ principy logicke´ a mimo to - v za´vis-
losti na specificky´ch vlastnostech (interpretacı´ch) teˇchto prvku˚ - i principy mimo-
logicke´, ktere´ zada´ tvu˚rce tohoto specia´lnı´ho jazyka pomocı´ specia´lnı´ch axio´mu˚
(dane´ teorie). Je-li arita funkcˇnı´ho symbolu n = 0, pak se jedna´ o individuovou
konstantu (znacˇı´me a,b, ... ), ktera´ vsˇak nenı´ pravou (logickou) konstantou, nebot’
podle´ha´ (jako kazˇdy´ funkcˇnı´ symbol) interpretaci.
3. Za´pis formulı´ mu˚zˇeme zjednodusˇit na za´kladeˇ na´sledujı´cı´ch konvencı´ o vynecha´va´nı´
za´vorek:
• Elementa´rnı´ formule a formuli nejvysˇsˇı´ho rˇa´du netrˇeba za´vorkovat (vneˇjsˇı´
za´vorky vynecha´va´me).
• Za´vorky je mozˇne´ vynecha´vat v souladu s na´sledujı´cı´ prioritnı´ stupnicı´ funk-
toru˚: (∀, ∃), ¬, ∧, ∨, ⊃, ≡. Kazˇdy´ funktor vlevo od vybrane´ho funktoru va´zˇe
silneˇji nezˇ vybrany´ funktor.
• V prˇı´padeˇ, zˇe o pariteˇ vyhodnocenı´ nerozhodnou ani za´vorky ani prioritnı´
stupnice, vyhodnocujeme formuli zleva doprava.
• Specia´lneˇ vzhledem k asociativiteˇ konjunkce a disjunkce, netrˇeba prˇi za´pisu
vı´cecˇlenny´ch konjunkcı´ a disjunkcı´ uzˇı´vat zˇa´dne´ za´vorky.
6• Vedle za´vorek (,) lze uzˇı´vat i za´vorky [,],{,}.
K pozna´mka´m je to v tuto chvı´li vsˇe a nynı´ prˇejdeme k dalsˇı´m definicı´m, ktere´ je pro
zvla´dnutı´ cele´ teorie nutne´ uve´zt.
2.1.3 Definice - Va´zany´ vy´skyt, va´zana´ promeˇnna´, volna´ promeˇnna´, uzavrˇenost
formule ...
Vy´skyt promeˇnne´ x ve formuli A je va´zany´, jestlizˇe je soucˇa´stı´ neˇjake´ podformule ∀xB(x)
nebo ∃xB(x) formule A.
Promeˇnna´ x je va´zana´ ve formuli A, ma´-li v A va´zany´ vy´skyt. Vy´skyt promeˇnne´ x ve
formuli A, ktery´ nenı´ va´zany´, nazy´va´me volny´.
Promeˇnna´ x je volna´ ve formuli A, ma´-li v A volny´ vy´skyt.
Formule, v nı´zˇ kazˇda´ promeˇnna´ ma´ bud’vsˇechny vy´skyty volne´ nebo vsˇechny vy´skyty
va´zane´, se nazy´va´ formulı´ s cˇisty´mi promeˇnny´mi.
Formule se nazy´va´ uzavrˇenou, neobsahuje-li zˇa´dnou volnou promeˇnnou. Formule,
ktera´ obsahuje asponˇ jednu volnou promeˇnnou se nazy´va´ otevrˇenou.
Necht’x1, x2, ..., xn jsou vsˇechny volne´ promeˇnne´ formule A. Potom uzvarˇenou for-
muli
∀A = df∀x1∀x2...∀xnA resp ∃A = df∃x1∃x2...∃xnA
nazy´va´me genera´lnı´m resp. existencˇnı´m uza´veˇrem formule A.
Symbolem A(x/t) oznacˇujeme formuli, ktera´ vznikne z formule A korektnı´ substitucı´
termu t za promeˇnnou x. Ma´-li by´t substituce korektnı´ musı´ splnˇovat na´sledujı´cı´dveˇ
pravidla:
• Substituovat lze pouze za volne´ vy´skyty promeˇnne´ x ve formuli A a prˇi substituci
nahrazujeme vsˇechny volne´ vy´skyty promeˇnne´ x ve formuli A.
• Zˇa´dna´ individuova´ promeˇnna´ vystupujı´cı´ v termu t se po provedenı´ substituce x/t
nesmı´ sta´t ve formuli A va´zanou (v takove´m prˇı´padeˇ je term t za promeˇnnou x ve
formuli A nesubstituovatelny´).
Symbolem A(x1, x2, ..., xn/t1, t2, ...tn) oznacˇujeme formuli, ktera´ vznikne z formule A
korektnı´mi substitucemi xi/ti pro i=1,2,..n.
Vsˇechny formule tvaru A(x1, x2, ..., xn/t1, t2, ...tn) nazy´va´me instanccemi formule A.
V tuto chvı´li jizˇ ma´me urcˇitou prˇedstavu o jazyku predika´tove´ logiky prvnı´ho rˇa´du
a o urcˇity´ch jeho vnitrˇnı´ch pravidlech. Prˇejdeme k tomu, jak formule jazyka predika´tove´
logiky cha´pat, tedy k se´mantice jazyka (vy´znamu).
2.1.4 Se´mantika PL1 - Interpretace formulı´
Se´mantika, neboli vy´znam formulı´ predika´tove´ logiky 1. rˇa´du, je da´na jejich interpretacı´.
Ma´me-li danou formuli v PL1 a ota´zku na tuto formuli ohledneˇ jejı´ pravdivosti, pak
tato ota´zka ztra´cı´ smysl, pokud nevı´me, co formule znamena´, tedy jak je interpretova´na.
7Uvedu prˇı´klad: ∀xP (f(x), x). Tento prˇı´klad mu˚zˇe znamenat: pro vsˇechna cˇı´sla platı´, zˇe
jejich druha´ mocnina je mensˇı´ nezˇ ony samotne´. Mu˚zˇe vsˇak znamenat neˇco u´plneˇ jine´ho.
Nejprve tedy musı´me stanovit, „o cˇem mluvı´me“, tedy jaka´ je prˇedmeˇtna´ oblast - obor
promeˇnnosti (individuovy´ch) promeˇnny´ch, tj. zvolı´me urcˇitou nepra´zdnou mnozˇinu -
universum diskursu, jijı´zˇ prvky jsou individua. Predika´tove´ symboly majı´ vyjadrˇovat vz-
tahy mezi teˇmito prˇedmeˇty. Prˇirˇadı´me tedy kazˇde´mu n-a´rnı´mu predika´tove´mu symbolu
jistou n-a´rnı´ relaci nad universem. Jedna´-li se o una´rnı´ predika´tovy´ symbol, prˇirˇadı´me
mu podmnozˇinu universa. Podobneˇ funkcˇnı´m symbolu˚m prˇirˇadı´me n-a´rnı´ funkce nad
universem.
Teprve pote´, co je formule interpretova´na, mu˚zˇeme vyhodnotit jejı´ pravdivost cˇi
nepravdivost v zamy´sˇlene´ interpretaci. Dalsˇı´m proble´mem jsou promeˇnne´. Teˇm se (v
PL1) prostrˇednictvı´m valuace prˇirˇazujı´ individua, tj. prvky universa. Jak da´le uvidı´me,
hodnota formule neza´visı´ na hodnoteˇ va´zany´ch promeˇnny´ch (pouze volne´ promeˇnne´
jsou „skutecˇne´“ promeˇnne´). Obsahuje-li formule neˇjake´ volne´ promeˇnne´, mu˚zˇeme vyhod-
notit jejı´ pravdivost prˇi interpretaci pouze v za´vislosti na ohodnocenı´ (valuaci) volny´ch
promeˇnny´ch. Existujı´ interpretace, ve ktery´ch mohou by´t formule v dany´ch interpretacı´
pravdive´, prˇi jiny´ch nepravdive´.
Pro u´plnost pochopenı´ dane´ problematiky je nı´zˇe uvedena definice interpretace for-
mulı´ (jazyka PL1).
2.1.5 Definice - Interpretace
Interpretace jazyka predika´tove´ logiky 1. rˇa´du je tato trojice objektu˚ (neˇkdy nazy´va´na
interpretacˇnı´ struktura):
• Nepra´zdna´ mnozˇina M, ktera´ se nazy´va´ universum diskursu a jejı´ prvky jsou indi-
vidua.
• Interpretace funkcˇnı´ch symbolu˚ jazyka, ktera´ prˇirˇazuje kazˇde´mu n-a´rnı´mu funkcˇnı´mu
symbolu f urcˇite´ zobrazenı´ (tota´lnı´) fM : M
n →M.
• Interpretace predika´tovy´ch symbolu˚ jazyka, ktera´ prˇirˇazuje kazˇde´mu n-a´rnı´mu
predika´tove´mu symbolu p jistou n-a´rnı´ relacipM nad M, tj. podmnozˇinou Karte´zske´ho
soucˇinu Mn.
Tolik k samotne´ definici. Uvedeme si jesˇteˇ dalsˇı´ pozna´mky, ktere´ napomohou k lep-
sˇı´mu pochopenı´ te´to definice.
2.1.6 Pozna´mky - Interpretace
1. Kazˇdy´ n-a´rnı´ funkcˇnı´ symbol je tedy interpretova´n jako funkce, ktera´ prˇirˇazuje n-tici
individuı´ prˇa´veˇ jedno individuum, tj. zobrazenı´ z M x...x M do M. Specia´lneˇ:
• je-li n = 0, pak se jedna´ o nula´rnı´ funkcˇnı´ symbol, tedy o individuovou kon-
stantu, ktere´ je prˇirˇazen prvek universa - individuum
8• je-li n = 1, pak se jedna´ o una´rnı´ funkcˇnı´ symbol, ktere´mu je prˇirˇazena funkce
o jednom argumentu (naprˇ. nad mnozˇinou cˇı´sel x2, x+ 1, nad mnozˇinou indi-
viduı´ otec(x), matka(x), atd)
• je-li n = 2, pak se jedna´ o bina´rnı´ funkcˇnı´ symbol, ktere´mu je prˇirˇazena bina´rnı´
funkce se dveˇma argumenty.
2. Kazˇdy´ n-a´rnı´ predika´tovy´ symbol p je je interpretova´n jako n-a´rnı´ relace pM tj.
podmnozˇina Karte´zske´ho soucˇinu M x...x M, neboli zobrazenı´ M x...x M → {1,0}.
Tato relace pM se nazy´va´ obor pravdivosti predika´tu. Specielneˇ:
• je-li n = 0, pak se jedna´ o nula´rnı´ predika´tovy´ symbol, ktere´mu je prˇarˇazena
hodnota 1 nebo 0 (pravda, nepravda) tak, jak to jezˇ zna´me z vy´rokove´ logiky.
• je-li n = 1, pak se jedna´ o una´rnı´ predika´tovy´ symbol, ktere´mu je prˇarˇazena
podmnozˇina universa M.
• je-li n = 2, pak se jedna´ o bina´rnı´ predika´tovy´ symbol, ktere´mu je prˇirˇazena
bina´rnı´ relace nad universem.
V tuto chvı´li jizˇ vı´me jak interpretaci cha´pat. Jak prova´deˇt valuaci (ohodnocenı´ indi-
viduovy´ch promeˇnny´ch) si definujeme v dalsˇı´ sekci.
2.1.7 Definice - Valuace
Ohodnocenı´ (valuace) individuovy´ch promeˇnny´ch je zobrazenı´ e, ktere´ kazˇde´ promeˇnne´
x prˇirˇazuje hodnotu e(x) ∈M (prvek univerza)
Ohodnocenı´ termu˚ e∗ indukovane´ ohodnocenı´m promeˇnny´ch e je induktivneˇ defi-
nova´no takto:
• e∗(x) = e(x)
• e∗(f(t1, t2, ..., tn)) = fM(e
∗(t1), e
∗(t2), ..., e
∗(tn)), kde fM je funkce prˇirˇazena´ v dane´
interpretaci funkcˇnı´mu symbolu f .
Jizˇ vı´me jak formule cha´pat a jak je ohodnocovat - zadefinujeme si tedy, co je pravdivost
formule a jak o nı´ uvazˇovat.
2.1.8 Za´kladnı´ definice
Formule A je splnitelna´ v interpretaci I, jestlizˇe existuje ohodnocenı´ e promeˇnny´ch takove´,
zˇe platı´ | =I A[e].
Formule A je pravdiva´ v interpretaci I, znacˇı´me | =I A, jestlizˇe pro vsˇechna mozˇna´
ohodnocenı´ e individuovy´ch promeˇnny´ch platı´, zˇe | =I A[e].
Model fomule A je interpretace I, ve ktere´ je A pravdiva´.
Formle A je splnitelna´, jestlizˇe existuje interpretace I, ve ktere´ je pravdiva´, tj. jestlizˇe
existuje interpretace I a valuace e takove´, zˇe | =I A[e].
9Formule A je tautologiı´ (logicky pravdiva´), znacˇı´me | = A, jestlizˇe je pravdiva´ v kazˇde´
interpretaci.
Formule A je kontradikcı´, jestlizˇe nema´ model, tedy neexistuje interpretace I, ktera´ by
formuli A splnˇovala.
Model mnozˇiny formulı´ {A1, ..., An} je takova´ intrepretace I, ve ktere´ jsou pravdive´
vsˇechny formule A1, ..., An.
Formule B logicky vyply´va´ z formulı´ A1, ..., An, znacˇı´me A1, ..., An| = B, jesltizˇe B je
pravdiva´ v kazˇde´m modelu mnozˇiny formulı´ A1, ..., An. Tedy pro kazˇdou interpretaci I,
ve ktere´ jsou pravdive´ formule A1, ..., An (| =I A1, ..., An) platı´, zˇe je v nı´ pravdiva´ take´
formule B(| =IB).
Nynı´ je prava´ chvı´le na to, abychom si uka´zali neˇktere´ se´manticke´ du˚kazove´ metody.
Slovem neˇktere´ ma´me na mysli metodu Vennovy´ch diagramu˚ a metodu relacˇnı´ch struktur.
Obeˇ jsou probra´ny v na´sledujı´cı´ kapitole i s uka´zkovy´mi prˇı´klady.
2.2 Se´manticke´ du˚kazove´ metody - Vennovy diagramy a relacˇnı´ struktury
Se´manticke´ metody se zajı´majı´ se´mantikou, tedy vy´znamem. V PL1 je vy´znamem inter-
pretace. Metoda Vennovy´ch diagramu˚ je graficka´ du˚kazova´ metoda, ktera´ je pouzˇitelna´
pro formule s jednoargumentovy´mi predika´ty. Algoritmus te´to metody je na´sledujı´cı´:
Obory pravdivosti predika´tu˚ zakreslı´me jako vza´jemneˇ se protı´najı´cı´ se krouzˇky (kazˇde´
dveˇ mnozˇiny - krouzˇky - majı´ spolecˇny´ pru˚nik), zna´zornı´me situaci, kdy jsou premisy
pravdive´ - tj: vysˇrafujeme plochy, ktere´ odpovı´dajı´ pra´zdny´m trˇı´da´m objektu˚ (vsˇeobecne´
prˇedpoklady) a oznacˇı´me krˇı´zˇkem plochy, ktere´ jsou nepra´zdne´ (existencˇnı´ prˇedpok-
lady); krˇı´zˇek prˇitom klademe jen tehdy, kdyzˇ neexistuje jina´ plocha, „kam by mohl prˇijı´t“.
Nakonec oveˇrˇı´me, zda vznikla´ situace zna´zornˇuje pravdivost za´veˇru.
Prˇı´kldy veˇnujı´cı´ se metoda´m Vennovy´ch diagramu˚ mu˚zˇeme videˇt na obra´zku 1.
Metoda relacˇnı´ch struktur mu˚zˇe narozdı´l od Vennovy´ch diagramu˚ pracovat i s vı´cear-
gumentovy´mi predika´ty. Metoda relacˇnı´ch struktur uzˇ nevyuzˇı´va´ krouzˇku˚ ke zna´zorneˇnı´
mnozˇin, ale vyuzˇı´va´ relacı´ a u´vah o vztazı´ch mezi prvky teˇchto relacı´. Vı´ce o te´to metodeˇ
na´m urcˇiteˇ uka´zˇe prˇı´klad rˇesˇeny´ na obra´zku 2.
Teˇmito rˇa´dky ukoncˇı´me se´manticke´ metody a dalsˇı´mi metodami, ktery´mi se budeme
zaby´vat jsou metody syntakticke´. V dalsˇı´ch kapitola´ch se budeme veˇnovat hlavneˇ Re-
zolucˇnı´ metodeˇ - syntakticka´ metoda. Uvedemi si nejprve teoreticke´ za´klady a pak neˇjake´
prˇı´klady, na ktery´ch teorii pouzˇijeme.
2.3 Automaticke´ dokazova´nı´ v predika´tove´ logice (obecna´ rezolucˇnı´ metoda)
Rezolucˇnı´ metoda je jedna z procedur (algoritmu˚), ktere´ parcia´lneˇ rozhodujı´, zda dana´ for-
mule PL1 je nesplnitelna´. Pro prˇedlozˇenou formuli A, ktera´ nesplnitelna´ je, tedy procedura
v konecˇne´m cˇase tuto skutecˇnost zjistı´ a zastavı´ se. V prˇı´padeˇ, zˇe A je splnitelna´, algorit-
mus nemusı´ nikdy skoncˇit svou cˇinnost. Chceme-li tedy rozhodnout, zda dana´ formlue
A je logicky pravdiva´, pouzˇijeme rezolucˇnı´ metodu na formuli ¬A a zjisˇt’ujeme, zda je
nesplnitelna´. Je-li tomu tak, procedura to zjistı´ a vyda´ kladnou odpoveˇd’. V opacˇene´m
prˇı´padeˇ proces nemusı´ nikdy skoncˇit. Specielneˇ, chceme-li zjistit, zda {A1, ..., An} | = B,
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Obra´zek 1: Vennovy diagramy - prˇı´klady.
aplikujeme rezolucˇnı´ metodu na formuli A1 ∧ ... ∧An ∧ ¬B, nebot’pokud je tato formule
nesplnitelna´, pak je formule (A1, ..., An)⊃ B tautologie a vztah vyply´va´nı´ platı´.
Rezolucˇnı´ metodu lze aplikovat pouze na formule v klauzula´rnı´ (Skolemoveˇ) formeˇ.
Kazˇda´ formule je prˇevoditelna´ do klauzula´rnı´ formy tak, zˇe vy´sledna´ formule je splnitelna´,
pra´veˇ kdyzˇ vy´chozı´ fomule je splnitelna´.
Automaticke´ dokazova´nı´ v predika´tove´ logice zobecnˇuje postupy automaticke´ho
dokazova´nı´ vy´rokove´ logiky. Oproti situaci ve vy´rokove´ logice je situace v predika´tove´
logice slozˇiteˇjsˇı´ z teˇchto du˚vodu˚:
• Komplikovaneˇjsˇı´ je procedura prˇevedenı´ formule na klauzula´rnı´ tvar. Oproti vy´rokove´
logice obsahuje navı´c:
– eliminaci kvantifika´toru˚ z formule,
– prˇevod formule na prenexnı´ tvar.
• Slozˇiteˇjsˇı´ je tvar rezolucˇnı´ho odvozovacı´ho pravidla. Jeho pouzˇitı´ vyzˇaduje si-
multa´nnı´ substituci.
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Obra´zek 2: Relacˇnı´ struktury - prˇı´klady.
Jak jizˇ bylo rˇecˇeno, pro aplikova´nı´ rezolucˇnı´ metody musı´me mı´t formuli ve skolemoveˇ
formeˇ - proto se nynı´ podı´va´me na to, co to skolemova forma je a uvedeme jejı´ definici.
2.3.1 Definice - Skolemova forma
Skolemova forma uzavrˇene´ formule je prenexnı´ tvar te´to formule, ktera´ neobsahuje
zˇa´dne´ existencˇnı´ kvantifika´tory. Skolemova forma vznikne z prenexnı´ formy opakovany´m
pouzˇitı´m na´sledujı´cı´ch dvou operacı´ (skolemizacı´):
∀x1 ∀x2..∀xn∃y A(x1,x2,..,xn,y)→∀x1 ∀x2..∀xnA(x1,x2,..,xn,f(x1,x2,..,xn))
kde f je novy´ (v jazyce dosud nepouzˇity´) n-a´rnı´ funkcˇnı´ symbol, tzv. Skolemova funkce,
∃x∀y1∀y2,..,∀ynA(x,y1,y2,..,yn)→∀y1∀y2,..,∀ynA(c,y1,y2,..,yn),
kde c je nova´ (v jazyce dosud nepouzˇita´) individuova´ konstanta, tzv. Skolemova
konstanta;
Kazˇde´mu eliminovane´mu existencˇnı´mu kvantifika´toru odpovı´da´ jina´ Skolemova kon-
stanta.
Skolemovu formu formule A oznacˇı´me za´pisem AS .
Litera´l je atomicka´ formule nebo negace atomicke´ formule (naprˇ. p(f(x)),¬q(y)).
Klausule je disjunkce litera´lu˚ (naprˇ. [p(f(x)) ∨ ¬q(y)]).
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Konjunktivnı´ norma´lnı´ tvar formule predika´tove´ logiky je prenexnı´ tvar formule, jejı´zˇ
matice je konjunkce disjunkcı´ litera´lu˚ (tj. konjunkce klauzulı´).
Disjunktnı´ norma´lnı´ tvar formule predika´tove´ logiky je prenexnı´ tvar formule, jejı´zˇ
matice je disjunkce konjunkcı´ litera´lu˚.
Skolemova forma formule je klausula´rnı´ forma, jejı´zˇ matice je v klauzula´rnı´m tvaru,
tj. je konjunkcı´ klausulı´.
2.3.2 Veˇta - Skolem
Kazˇda´ formule A mu˚zˇe by´t prˇevedena na formuli AS v klauzula´rnı´ (Skolemoveˇ) formeˇ
takovou, zˇe AS je splnitelna´, pra´veˇ kdyzˇ A je splnitelna´.
2.3.3 Algoritmus - Skolem
Uvedli jsme si co je rezolucˇnı´ metoda, s jaky´mi formulemi pracuje a nynı´ se podı´va´me na
algoritmus, ktery´m lze kazˇdou formuli prˇeve´st do jejı´ skolemovy formy.
1. Utvorˇenı´ existencˇnı´ho uza´veˇru formule A (Zachova´va´ splnitelnost)
2. Eliminace nadbytecˇny´ch kvantifika´toru˚. (Ekvivalentnı´ krok)
Z formule A vypustı´me vsˇechny kvantifika´tory∀xi,∃xi, v jejichzˇ rozsahu se nevysky-
tuje promeˇnna´ xi.
3. Prˇejmenova´nı´ promeˇnny´ch (Ekvivalentnı´ krok)
Prˇejmenujeme vsˇechny promeˇnne´, ktere´ jsou v A kvantifikokva´ny vı´ce nezˇ jednou
tak, aby vsˇechny kvantifika´tory meˇly navza´jem ru˚zne´ promeˇnne´.
4. Eliminace spojek ⊃, ≡ podle teˇchto vztahu˚ (Ekvivalentnı´ krok)
(A ⊃ B) ⇔ (¬A ∨ B), (A ≡ B) ⇔ (¬A ∨ B) ∧ (¬B ∨ A)
5. Prˇesun spojek ¬ dovnitrˇ. (Ekvivalentnı´ krok)
6. Prˇesun kvantifika´toru˚ doprava. (Ekvivalentnı´ krok)
Prova´dı´me na´hrady podle teˇchto ekvivalencı´ (Q je kvantifika´tor ∀ nebo ∃; Θ je
symobl ∧ nebo ∨; A, B neobsahujı´ volnou promeˇnnou x):
Qx(A Θ B(x)) ⇔ A Θ Qx B(x), Qx(A(x) Θ B) ⇔ Qx A(x) Θ B
Pozn. Prˇed provedenı´m kroku 7 je vhodne´ prove´st ekvivalentnı´ zjednodusˇujı´cı´
u´pravy formule.
7. Eliminace existencˇnı´ch kvantifika´toru˚ (Zachova´va´ splnitelnost)
Prova´dı´me postupneˇ Skolemizaci podformulı´ Qx B(x), Qx A(x), ktere´ jsme obdrzˇeli
v prˇedchozı´m kroku 6 (viz. kapitola 2.3.1).
8. Prˇesun vsˇeobecny´ch kvantifika´toru˚ doleva (Ekvivalentnı´ krok, nebot’jsme jizˇ provedli
krok 3. a platı´ ekvivalence dle 6)
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9. Pouzˇitı´ distributivnı´ch za´konu (Ekvivalentnı´ krok)
Provedeme postupne´ na´hrady vlevo formulemi vpravo:
(A ∧ B) ∨ C ⇔ (A ∨ C) ∧ (B ∨ C), A ∨ (B ∧ C) ⇔ (A ∨ B) ∧ (A ∧ C)
Pro rˇesˇenı´ ota´zek ohledneˇ pravdivosti formulı´ je skolemizace jen jednı´m podkrokem. Cely´
proces ktery´ rozhoduje o pravdivosti se nazy´va´ Herbrandova procedura.
2.3.4 Herbrandova procedura
Chceme-li doka´zat ligickou pravdivost formule A v PL1, pak budeme postupovat ob-
dobneˇ jako ve VL:
1. Formuli A znegujeme.
2. Formuli ¬A prˇevedeme do klausula´rnı´ formy (¬A)S
3. Na formuli (¬A)S budeme postupneˇ uplatnˇovat resolucˇnı´ pravidlo. Pokud zı´ska´me
pra´zdnou klausuli #, du˚kaz je ukoncˇen
Bod 3 nenı´ azˇ tak lehce proveditelny´, nebot’ litera´ly s opacˇny´m zname´nkem, ktere´
bychom mohli prˇi uplatnˇova´nı´ rezoluce „vysˇkrta´vat“, mohou obsahovat ru˚zne´ termy.
Musı´me, tedy pouzˇı´t vhodne´ substituce, abychom mohli korektneˇ litera´ly vysˇkrta´vat.
Pro nalezenı´ vhodny´ch substitucı´ mu˚zˇeme pouzˇı´t urcˇite´ metody - uvedu dveˇ:
• procedura hleda´nı´ Herbrandova univerza,
• Robinsonu˚v unifikacˇnı´ algoritmus.
Herbrandova procedura parcia´lneˇ rozhoduje, zda je dana´ formule A nesplnitelna´. K
dane´ formuli postupneˇ generujeme za´kladnı´ instance jejı´ch klausulı´ a resolucˇnı´ metodou
vzˇdy testujeme, zda je jejich konjunkce nesplnitelna´. Jestlizˇe tomu tak je, pak A je nes-
plnitelna´ a tato procedura to po konecˇne´m pocˇtu kroku˚ zjistı´. V prˇı´padeˇ splnitelnosti A
mu˚zˇe procedura generovat donekonecˇna nove´ a nove´ instance a testovat jejich konjunkce.
Efektivita tohoto algoritmu nenı´ prˇı´lisˇ velka´ a v samotne´m rˇesˇenı´ se tento algoritmus
nepouzˇı´va´. Mnohem jednodusˇsˇı´m algoritmem je Robinsonu˚v algoritmus. Robinsonu˚v
algoritmus pro hleda´nı´ substitucı´, ktere´ unifikujı´ neˇktere´ litera´ly a umozˇnı´ doka´zat nes-
plnitelnost, bude popsa´n v dalsˇı´ch kapitola´ch.
Pro teoreticky´ za´klad k Robinsonovu algoritmu si uvdeme definice pro instanci a
unifikaci.
2.3.5 Definice - Instance
Necht’A je formule obsahujı´cı´ individuove´ promeˇnne´ xi, i=1,2,...n a to bud’ prˇı´mo (jako
bezprostrˇednı´ argumenty) nebo zprostrˇedkovaneˇ (jako argumenty funkcı´). Oznacˇme
δ = {x1/t1,x2/t2,...,xn/tn}
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simulta´nnı´ substituci termu˚ ti za (vsˇechny vy´skyty) prˇdmeˇtove´ promeˇnne´ xi pro i =
1,2,...,n. Potom za´pisem
Aδ
oznacˇı´me formuli, ktera´ vznikne z formule A provedenı´m substutuce δ. Poznamene-
jme, zˇe substituce se mu˚zˇe ty´kat vsˇech, nebo jen neˇktery´ch, nebo dokonce zˇa´dne´ individ-
uove´ promeˇnne´ obsazˇene´ v A (v tomto prˇı´padeˇ pro neˇktera´ nebo vsˇechna i substituujeme
xi/xi).
Formule B je instancı´ formule A, jestlizˇe existuje substituce δ takova´, zˇe B = Aδ.
Pozna´mka: Substituce lze skla´dat. Pro skla´da´nı´ substitucı´ platı´:
• (δρ)τ = δ(ρτ ) = δρτ , tj. skla´da´nı´ substitucı´ je asociativnı´.
• Pro identickou substituci (tj. xi/xi pro vsˇechna i)ε platı´ εδ = δε = δ, tj. identicka´
substituce hraje v algebrˇe substitucı´ u´lohu jednotkove´ho prvku.
• δρ 6= ρδ, tj. skla´da´nı´ substitucı´ nenı´ obecneˇ komutativnı´.
2.3.6 Definice - Unifikace
Unifikace (unifikacˇnı´ substituce, unifika´tor) formulı´ A, B je substituce δ takova´, zˇe
Aδ = Bδ.
Nejobedneˇjsˇı´ unifikace formulı´ A, B je unifikace δ takova´, zˇe pro kazˇdou jinou unifikaci
ρ formulı´ A, B platı´ ρ = δτ , kde τ 6= ε, tj. kazˇda´ unifikace vznikne z nejobecneˇjsˇı´ unifikace
provedenı´m dalsˇı´ dodatecˇne´ substituce.
2.3.7 Algoritmus nalezenı´ nejobecneˇjsˇı´ unifikace - Robinson
V roce 1965 J. A. Robinson navrhl novy´ unifikacˇnı´ algoritmus, ktery´ narozdı´l od Herbran-
dovy procedury nevyzˇaduje generova´nı´ za´kladnı´ch instancı´, ale rozhoduje prˇı´mo, zda k
libovolne´ konjunkci klausulı´ existuje substituce takova´, ktera´ unifikuje neˇktere´ litera´ly a
umozˇnı´ doka´zat nesplnitelnost (pokud tato konjunkce nesplnitelna´ je).
Formulace zcela obecne´ho algoritmu je pomeˇrneˇ slozˇita´ (patrˇı´ do vy´pocˇenı´ch metod
umeˇle´ inteligence) a jeho „rucˇnı´“ simulace znacˇneˇ neprˇehledna´. Omezı´me se proto pouze
na prˇı´pad, kdy unifikovane´ elementa´rnı´ formule nemajı´ na obou mı´stech stejnolehly´ch
argumentu˚ soucˇasneˇ neˇjake´ funkcˇnı´ struktury.
Prˇedpokla´dejme tedy
A = p(t1,t2,...,tn), B = p(s1,s2,...,sn)
kde t1,t2,...,tn, s1,s2,...,sn jsou termz takove´, zˇe ti,si nejsou soucˇasneˇ funkcˇnı´ struktury
(tedy alesponˇ jeden z nich je promeˇnna´). Potom nejobecneˇjsˇı´ unifikaci zı´ska´me takto:
1. Pro i = 1,2,...,n prova´deˇj:
• Je-li ti = si, pak polozˇ δi = ε.
• Nenı´-li ti = si, pak zjisti, zda jeden z termu˚ ti, si prˇedstavuje neˇjakou individ-
uovou promeˇnnou x a druhy´ neˇjaky´ term r, ktery´ promeˇnnou x neobsahuje.
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– Jestlizˇe ano, pak polozˇ δi = {x/r}.
– Jestlizˇe ne, pak ukoncˇi pra´ci s tı´m, zˇe formule A, B nejsou unifikovatelne´.
2. Po rˇa´dne´m dokoncˇenı´ cyklu urcˇi δ = δ1δ2...δn. Substituce δ je nejobecneˇjsˇı´ unifikacı´
formulı´ A, B.
2.3.8 Obecne´ rezolucˇnı´ pravidlo
Necht’Ai, Bi, Li jsou atomicke´ formule predika´tove´ logiky. Potom platı´ na´sledujı´cı´ odvo-
zovacı´ pravidlo:
Ai ∨ ... ∨ Am ∨ L1, B1 ∨ ... ∨ Bn ∨ ¬L2 |− Aiρ ∨ ... ∨ Amρ ∨ B1ρ ∨ ... ∨ Bnρ, kde ρ je
unifikace formulı´ L1, L2, tj. L1ρ = L2ρ.
Klauzule na leve´ straneˇ odvozovacı´ho pravidla nazy´va´me rodicˇovsky´mi klauzulemi
a klauzuli na prve´ straneˇ rezolventou.
Formule AS v klausula´rnı´ formeˇ je nesplnitelna´, pra´veˇ kdyzˇ z nı´ lze opakovany´m
pouzˇitı´m obecne´ho pravidla rezoluce odvodit pra´zdnou klausuli o.
Vy´sˇe popsane´ pravidlo je uplatnˇova´no v poslednı´ cˇa´sti procedury rozhodujı´cı´ o prav-
divosti zadane´ formule. Pro u´plne´ pochopenı´ rezolucˇnı´ metody jesˇteˇ prˇikla´da´m na´zorny´
prˇı´klad na obra´zku 3.
2.4 Syste´m prˇirozene´ dedukce predika´tove´ logiky
2.4.1 U´ vodnı´ pozna´mky
Metoda prˇirozene´ dedukce predika´tove´ logiky je zobecneˇnı´m metody prˇirozene´ dedukce
vy´rokove´ logiky. Syste´m vyuzˇı´va´ rozsˇı´rˇenou mnozˇinu vy´chozı´ch dedukcˇnı´ch pravidel.
Tato pravidla jsou vypsa´na v dalsˇı´ kapitole.
2.4.2 Definice - Dedukcˇnı´ pravidla
Vy´chozı´mi (nedokazovany´mi, prima´rnı´mi) dedukcˇnı´mi pravidly jsou vsˇechna na´sledujı´cı´
pravidla:
Zavedenı´ konjunkce: A,B |− A ∧ B ZK
Eliminace konjunkce: A ∧ B |− A,B EK
Zavedenı´ disjunkce: A |− A ∨ B nebo B |− B ∨ B ZD
Eliminace disjunkce: A ∨ B,¬A |− B nebo B ∨ A,¬B |− A ED
Zavedenı´ implikace: B |− A ⊃ B ZI
Eliminace implikace: A ⊃ B,A |− B EI - MP
Zavedenı´ ekvivalence: A ⊃ B, B ⊃ A |− A ≡ B ZE
Eliminace ekvivalence: A ≡ B |− A ⊃ B,B ⊃ A EE
Zavedenı´ obecne´ho kvantifika´toru: A(x) |− ∀xA(x) Z∀
Pravidlo lze pouzˇı´t pouze tehdy, jestlizˇe formule A(x) nenı´ odvozena z zˇa´dne´ho prˇed-
pokladu, ktery´ obsahuje x jako volnou promeˇnnou.
Eliminace obecne´ho kvantifika´toru: ∀xA(x) |− A(x/t) E∀
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Obra´zek 3: Rezolucˇnı´ metoda - prˇı´klad.
Forumle A(x/t) je vy´sledkem korektnı´ substituce termu t za promeˇnnou x ve formuli
A(x), tedy term T musı´ by´t substituovatelny´ za x ve formuli A.
Zavedeba´ existencˇnı´ho kvantifika´toru: A(x/t) |− ∃xA(x) Z∃
Eliminace existencˇnı´ho kvantifika´toru: ∃xA(x) |− A(x/c) E∃
Pouzˇijeme-li pravidlo E∃ pro ru˚zne´ formule A, musı´me za promeˇnnou x substituovat
vzˇdy jinou konstantu c.
Obsahuje-li formule A, kromeˇ vantifikovane´ promeˇnne´ x, jesˇteˇ dalsˇı´ volne´ promeˇnne´,
lze pravidlo eliminace existencˇnı´ho kvantifika´toru formulovat obecneˇji takto:
∃xA(x,y1, ...yn) |− A(x / f(y1, ..., yn),y1, ..., yn)
V tomto prˇı´padeˇ nelze za kvatifikovanou promeˇnnou x substituovat konstantu, ale
funkci zby´vajı´cı´ch (volny´ch) promeˇnny´ch. Pouzˇijeme-li pravidlo vı´cekra´t pro ru˚zne´ for-
mule A, musı´me za promeˇnnou x substituovat vzˇdy jinou funkci f(y1, ..., yn).
V dalsˇı´ch dvou kra´tky´ch kapitolka´ch jsou fakty, ktere´ je du˚lezˇite´ si uveˇdomit.
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2.4.3 Veˇta - O korektnosti
Kazˇdy´ toere´m (dokazatelna´ formule) syste´mu prˇirozene´ dedukce predika´tove´ logiky je
tautologiı´ predika´tove´ logiky: Jestlizˇe |− A, pak | = A.
2.4.4 Veˇta - O se´manticke´ u´plnosti
Kazˇda´ tautologie predika´tove´ logiky je v syste´mu prˇirozene´ dedukce dokazatelna´ (je
teore´mem): Jestlizˇe | =A, pak |−A.
2.5 Axiomaticy´ syste´m predika´tove´ logiky
2.5.1 U´ vodnı´ pozna´mky
Axiomaticka´ metoda v predika´tove´ logice je zobecneˇnı´m axiomaticke´ metody ve vy´rokove´
logice. Od te´ se lisˇı´ tı´m, zˇe pracuje s obecneˇjsˇı´m jazykem a v souvislosti s tı´m pouzˇı´va´
rozsˇı´rˇenou mnozˇinu vy´chozı´ch teore´mu˚ (axio´mu˚, resp. axiomovy´ch sche´mat) a rozsˇı´rˇe-
nou mnozˇinou vy´chozch odvozovacı´ch pravidel - viz na´seldujı´cı´ definice. Prˇı´mocˇarˇe se
zobecnˇujı´ hlavnı´ veˇty o axiomaticke´m syste´muvy´rokove´ logiky: veˇta o dedukci, veˇta o
korektnosti a se´manticke´ u´plnosti.
2.5.2 Forma´lnı´ syste´m (logicky´ kalkul) Hilbertova typu
Definice - Axiomaticky´ syste´m Hilbertova typu.






– ∀xA(x) ⊃ A(x/t) Term je substituovatelny´ za x v A
– (∀x[A⊃B(x)])⊃(A⊃∀xB(x)), x nenı´ volna´ promeˇnna´ v A
• Odvozovacı´ pravidla
– A,A ⊃ B |− B (modus ponens)
– A |− ∀xA (pravidlo generalizace)
Pozna´mky k definici:
1. Definovany´ axiomaticky´ syste´m pracuje pouze s funktory ¬, ⊃, ∀. Ostatnı´ funktory
mu˚zˇeme pouzˇı´vat jako zkratky definovane´ takto:
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Z1: A∧B = df¬(A⊃B)
Z2: A∨B = df¬A⊃B
Z3: A≡B = df (A⊃B)A∧B(B⊃A)
Z4: ∃xA = df¬∀x¬A
Symboly ∧, ∨, ≡, ∃ nepatrˇı´ do jazka definovane´ho axiomaticke´ho syste´mu, jsou to
metasymboly slouzˇı´cı´ k oznacˇova´nı´ slozˇeny´ch formulı´ jiste´ho typu.
Axiomaticky´ch syste´mu˚ predika´tove´ logiky je mnoho a ru˚zne´ syste´my pracujı´ s
ru˚zny´mi mnozˇinami funktoru˚.
2. Volba axio´mu˚ nenı´ pochopitelneˇ zcela libovolna´; aby byl syste´m korektnı´, podleha´
dveˇma krite´riı´m:
• Kazˇdy´ axio´m je tautologie.
• Mnozˇina axio´mu˚ musı´ umozˇnˇovat, aby se z nich daly odvodit vsˇechny logikcy
platne´ formule a prˇitom by meˇla by´t mnozˇina axio´mu˚ neza´visla´.
3. Rovneˇzˇ volba odvozovacı´ch pravidel nenı´ libovolna´. Aby byl syste´m korektnı´, musı´
pravidla zachova´va´t pravdivost v tom smyslu, zˇe formule, kterou podle pravidla
obdrzˇı´me, je pravdiva´ alesponˇ ve vsˇech modelech prˇedpokladu˚ pravidla, tedy z
prˇedpokladu˚ vyply´va´.
Jak bylo uvedeno vy´sˇe, axiomaticky´ch syste´mu˚ je plno. Jako prˇı´klad si mu˚zˇeme v
rychlosti prˇedstavit Gentzenu˚v syste´m prˇirozene´ dedukce (Gentzenovsky´ vy´rokovy´
kalkul), ktery´ vycha´zı´ pouze z jednoho axio´mu - A⊃A neboli A ∨A. Dedukcˇnı´ pravidla
jsou podobna´ jako v polske´m syste´mu prˇirozene´ dedukce.
Na´sledujı´ trˇi kra´tke´ veˇty, ktere´ jsou vsˇak velice du˚lezˇite´ svy´m obsahem a je nutno je
pochopit a uveˇdomit si, co vlastneˇ znamenajı´.
2.5.3 Veˇta - O dedukci
Pro uzavrˇenou formuli A a libovolnou formuli B platı´:
• |− A ⊃B pra´veˇ tehdy, kdyzˇ A |− B (syntakticka´ podoba)
• | = A ⊃B pra´veˇ tehdy, kdyzˇ A | = B (se´manticka´ podoba)
2.5.4 Veˇta - O korektnosti
Kazˇda´ dokazatelna´ formule predika´tove´ logiky (tj. teore´m kalkulu Hilbertova typu) je
take´ tautologiı´ predika´tove´ logiky. Forma´lneˇ: jestlizˇe |− A, pak | = A.
2.5.5 Veˇta - O se´manticke´ u´plnosti axiomaticke´ho syste´mu - K. Go¨del
Kazˇda´ tautologie predika´tove´ logiky je dokazatelna´ (v logicke´m kalkulu Hilbertova typu).
Forma´lneˇ, je-li | = A pak |− A.
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2.6 Shrnutı´
Po prˇecˇtenı´ kapitoly 2 bychom meˇly mı´t prˇehled o:
• Jazyku predika´tove´ logiky





• Se´manticky´ch du˚kazovy´ch metoda´ch (Vennovy diagramy, relacˇnı´ struktury)





• Obecne´m rezolucˇnı´m pravidlu
• Syste´mu prˇirozene´ dedukce predika´tove´ logiky
• Axiomaticke´m syste´mu predika´tove´ logiky
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3 Popis rˇesˇenı´
Pozna´mka: V na´sledujı´cı´ch odstavcı´ch je popsa´no, jak se autor postupneˇ vyrovna´val
s proble´my, ktere´ rˇesˇenı´ obsahuje. Aby shrnujı´cı´ popis nebyl prˇı´lisˇ komplikovany´,
je pouzˇito zobecneˇnı´. Prˇehledny´ a detailnı´ popis vsˇech klı´cˇovy´ch funkcı´ programu je
uveden v dalsˇı´ch podkapitola´ch.
Hlavnı´m cı´lem te´to diplomove´ pra´ce bylo vytvorˇenı´ modulu do jizˇ existujı´cı´ho sys-
te´mu, ktery´ uzˇivatele krok po kroku prova´dı´ procesem dokazova´nı´ platnosti formule
pomocı´ obecne´ rezolucˇnı´ metody, napovı´da´ a take´ jednotlive´ kroky vyhodnocuje.
Jako vstup pro vytvorˇeny´ modul byl urcˇen soubor, ktery´ obsahuje seznam zada´nı´
(formulı´) v podobeˇ rˇeteˇzcu˚. Byla take´ stanovena jednoznacˇna´ pravidla, ktera´ musı´ kazˇda´
formule zada´nı´ dodrzˇovat (aby program s touto formulı´ spra´vneˇ pracoval).
Veˇtsˇina kroku˚, ktere´ obecna´ rezolucˇnı´ metoda obsahuje, potrˇebuje pracovat se stro-
movy´mi reprezentacemi formule.
Bylo tedy nejprve nutno nale´zt zpu˚sob, jak formuli reprezentovanou rˇeteˇzcem prˇeve´st
na formuli reprezentovanou bina´rnı´m stromem. Mezi dalsˇı´ nutne´ vnitrˇnı´ funkce mod-
ulu jednoznacˇneˇ zapadla funkce kontroly zadane´ho vstupu pomocı´ specifikovane´ gra-
matiky, aby nedocha´zelo k neocˇeka´vany´m selha´nı´m cele´ho modulu.
Po vyrˇesˇenı´ syntakticke´ analy´zy formulı´ prˇisˇly na rˇadu ota´zky spojene´ s prˇevodem
formule do klausula´rnı´ formy, do ktere´ musı´ by´t formule prˇevedena, paklizˇe chceme
dokazovat, zˇe je dana´ formule tautologiı´ (respektive, zˇe za´veˇr vyply´va´ z prˇedpokladu˚).
Proces prˇevodu vyu´stil v sadu desı´ti u´prav (pravidel), ktere´ jsou na formuli postupneˇ
(dle dohodnuty´ch sce´na´rˇu˚) uplatnˇova´ny a je tak docı´leno samotne´ho prˇevodu formule
do klausula´rnı´ formy.
Po u´speˇsˇne´m vyrˇesˇenı´ proble´mu prˇevodu formule do klausula´rnı´ formy nastal prob-
le´m s extrakcı´ klausulı´ a s tı´m spojeny´ proces rezoluce, ktery´ rekurzivneˇ (s dohodnutou
hranicı´ maxima´lnı´ho pocˇtu rekurzicnı´ch zanorˇenı´) zkousˇı´ nale´zt takovou sadu uplat-
neˇnı´ pravidla rezoluce vzˇdy na pra´veˇ dveˇ klausule, ktera´ povede k nalezenı´ sporne´
situace (sporu). Proble´my extrakce klausulı´ i rezoluce byly u´speˇsˇneˇ vytrˇesˇeny.
Poslednı´m steˇzˇejnı´m blokem byl syste´m na´poveˇdy. Na´poveˇda uzˇivateli radı´ v u´prava´ch
formule do klausula´rnı´ formy, v extrakci klausulı´ a take´ v rezoluci. Na´poveˇda byla take´
vyrˇesˇena.
3.1 Pravidla pro zada´va´nı´ formulı´, specia´lnı´ znaky versus vnitrˇnı´ znaky
programu
Program pro definice formulı´ pouzˇı´va´ na´sledujı´cı´ pravidla (formule zada´va´ naprˇı´klad
uzˇivatel prˇi pra´ci s programem):
1. Predika´ty musı´ zacˇı´nat pı´smeny: A B C D F G H I J K L M.
2. Konstanty musı´ zacˇı´nat pı´smeny: N O P Q R S T U W X Y Z.
3. Funkce musı´ zacˇı´nat pı´smeny : a b c d e f g h i j k l m.
4. Promeˇnne´ musı´ zacˇı´nat pı´smeny : n o p q r s t u v w x y z.
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5. Za prvnı´m symbolem predika´tu, konstanty, funkce a promeˇnne´ se mu˚zˇe nale´zat
libovolneˇ dlouhy´ cˇı´selny´ index (slozˇeny´ jen z cˇı´slic).
6. Ve formuli se mu˚zˇou pouzˇı´vat mezery (ale jsou prˇed operacemi s formulı´ odstraneˇny
a vy´sledky operacı´ nad formulı´ jsou prozentova´ny uzˇivateli bez mezer).
7. Vsˇeobecny´ kvantifika´tor se znacˇı´ pı´smenem: V.
8. Existencˇnı´ kvantifika´tor se znacˇı´ pı´smenem: E.
9. Ve formuli se mohou pouzˇı´vat za´vorky: (), [], {} (vsˇechny za´vorky jsou prˇed op-
eracemi s formulemi nahrazeny za za´vorky () a vy´sledky operacı´ nad formulı´ jsou
uzˇivateli prezentova´ny jen se za´vorkami typu () ).
10. Pro oddeˇlenı´ argumentu˚ v za´vorka´ch se pouzˇı´va´ symbol „ , “.
11. Logickou spojku konjunkce zapisujeme symbolem „&“.
12. Logickou spojku disjunkce zapisujeme symbolem „ | “.
13. Logickou spojku implikace zapisujeme symbolem „?“.
14. Logickou spojku ekvivalence zapisujeme symbolem „ ˜“.
15. Poslednı´m a nejdu˚lezˇiteˇjsˇı´m pravidlem je spra´vne´ uza´vorkova´nı´ formule. Kazˇde´
dveˇ bina´rnı´ spojky musı´ by´t oddeˇleny za´vorkou - viz. obra´zek 4.
Obra´zek 4: Sˇpatne´ uza´vorkova´nı´
Znaky jako jsou V, E, ? apod. jsou takzvane´ vnitrˇnı´ znaky programu. S teˇmito znaky
se prˇi operacı´ch, jako jsou naprˇı´klad operace vedoucı´ k prˇevodu formule do klausula´rnı´
formy, prˇı´mo pracuje. Du˚vod je jednoduchy´, dajı´ se pohodlneˇ ukla´dat do vnitrˇnı´ch
promeˇnny´ch programu, da´jı´ se pohodlneˇ porovna´vat a jejich za´pis je jednoduchy´.
Jediny´m proble´mem vnitrˇnı´ch znaku˚ programu je, zˇe se v logice pouzˇı´vajı´ pro smyslem
stejne´ vy´razy jine´ symboly. Naprˇı´klad vsˇeobecny´ kvantifika´tor (v porgramu V) je v logice
znacˇen symbolem ∀. Proto pokud jsou uzˇivateli prezentova´ny jake´koliv formule, musı´ se
v nich vnitrˇnı´ znaky nahradit znaky, ktere´ jsem v te´to pra´ci oznacˇil jako znaky specia´lnı´.
Na´sledujı´cı´ tabulka zna´zornˇuje vsˇechny du˚lezˇite´ vnitrˇnı´ znaky programu s jejich







Vsˇeobecny´ kvantifika´tor V ∀
Existencˇnı´ kvantifika´tor E ∃
3.2 Hlavnı´ prˇı´pad uzˇitı´ programu
Prvnı´m krok, ktery´ musı´ uzˇivatel prove´st, je vygenerova´nı´ zada´nı´ (pomocı´ tlacˇı´tka
generuj - viz.kapitola 5). Program nacˇte a zobrazı´ na´hodneˇ vybranou formuli ze souboru
vsˇech formulı´, soucˇasneˇ zprˇı´stupnı´ uzˇivateli funkce spojene´ s u´pravou formule do klausula´rnı´
formy. Uzˇivatel za doprovodu kontroly programu upravuje formuli azˇ do klausula´rnı´
formy. Poslednı´m krokem prˇed rezolucı´ je extrakce klausulı´ do jednotlivy´ch rˇa´dku˚ (jeden
rˇa´dek odpovı´da´ jedne´ klausuli).
Pokud uzˇivatel dojde v procesu rezoluce ke sporu, pak program ukoncˇı´ svoji cˇinnost a
znemozˇnı´ vsˇechny funkce krom generova´nı´ nove´ho zada´nı´ (s generova´nı´m nove´ho zada´nı´
se program opeˇt nastavı´ do stavu aktivnı´ho napovı´da´nı´ a je schopen ve´st uzˇivatele cely´m
procesem od zacˇa´tku).
3.3 Sche´ma fungova´nı´ programu
V te´to podkapitole je popsa´no, jak program funguje v ra´mci prova´deˇnı´ jednoho kroku
(krokem je zde mysˇleno naprˇı´klad: provedenı´ jedne´ u´pravy formule vedoucı´ ke klausula´rnı´
podobeˇ formule) prˇed extrakcı´ klausulı´, beˇhem extrakcı´ klausulı´ a take´ beˇhem up-
latnˇova´nı´ rezolucˇnı´ho pravidla.
3.3.1 Sche´ma prova´deˇnı´ kroku - u´pravy do klausula´rnı´ formy
• Nejprve se nahradı´ specia´lnı´ znaky formule za znaky, se ktery´mi se da´ le´pe pracovat
(da´le jen vnitrˇnı´ znaky).
• Provede se syntakticka´ analy´za formule.
• Provede se prˇevod formule ze stringove´ reprezentace na stromovou reprezentaci.
• Najde se a provede vhodna´ u´prava (naprˇ.: prˇejmenova´nı´ promeˇnny´ch, prˇesun ne-
gace doprava apod.) formule (strojem).
• Provedena´ u´prava se porovna´ s u´pravou, ktera´ se zda´ uzˇivateli jako aktua´lneˇ nutna´
k provedenı´ (to znamena´, zˇe se porovna´, zda uzˇivatel vybral u´pravu, kterou stroj
provedl).
• Pokud uzˇivatel zvolil u´pravu, ktera´ se nad formulı´ provedla, pak docha´zı´ ke
srovna´nı´ formule, na kterou program aplikoval prˇı´slusˇne´ pravidlo s formulı´, kterou
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zadal uzˇivatel (formule se srovna´vajı´ ve stromovy´ch reprezentacı´ch, jak je uvedeno
da´le v kaptitole 3.14.2). Po srovna´nı´ docha´zı´ ke zhodnocenı´ cele´ho kroku.
• Zpeˇtny´ prˇevod formule ze stromove´ reprezentace na stringovou reprezentaci a
vizualizace vy´sledku˚.
Pozna´mka: Tato podkapitola jen naznacˇuje, jak program uplatnˇuje na formuli u´pravy
ty´kajı´cı´ se prˇevodu formule do klausula´rnı´ formy. Detaily jednotlivy´ch kroku˚ sche´matu
(algoritmy apod.) jsou da´le v textu vysveˇtleny.
3.3.2 Sche´ma prova´deˇnı´ kroku - extrakce klausulı´
Nutno podotknout, zˇe prˇi prova´deˇnı´ jednoho kroku (extrakce jedne´ klausule ze zada´nı´)
ma´ program v pameˇti vsˇechny klausule, ktere´ je mozˇno (nutno) ze zada´nı´ extrahovat (ve
standardnı´m porˇadı´ jejich extrakce zleva doprava). Kazˇdy´ krok pak vypada´ na´sledovneˇ:
• Program vybere klausuli (ma´ v pameˇti vsˇechny extrahovane´ klausule), ktera´ je v
procesu extrakce na rˇadeˇ a provede u te´to klausule na´hradu specia´lnı´ch znaku˚ na
vnitrˇnı´ znaky.
• V uzˇivatelske´ klausuli se take´ nahradı´ vsˇechny vnitrˇnı´ znaky za znaky specia´lnı´.
• Program provede porovna´nı´ a vyhodnocenı´ obou klausulı´.
Pozna´mka: Tato podkapitola jen naznacˇuje, jak program prova´dı´ extrakci jedne´ klausule
ze zada´nı´. Detaily jednotlivy´ch kroku˚ sche´matu (algoritmy apod.) jsou da´le v textu
vysveˇtleny. Pro prˇesneˇjsˇı´ prˇedstavu o sche´matu provedenı´ extrakce jedne´ klausule je
prˇilozˇen obra´zek 5.
Obra´zek 5: Sche´ma provedenı´ exktrakce jedne´ klausule.
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3.3.3 Sche´ma prova´deˇnı´ kroku - rezoluce
Pozna´mka: pro pochopenı´ sche´matu vyuzˇijeme take´ obra´zku 6.
• Program nejprve oveˇrˇı´, zda jsou zasˇkrtle´ pra´veˇ dva rˇa´dky (dveˇ klausule).
• Nad zasˇkrtly´mi rˇa´dky se provede operace rezoluce.
• Provede se porovna´nı´ vy´sledku˚ (formule,vznikla´ programem provedenou rezolucı´
vybrany´ch rˇa´dku˚ a formule, kterou uzˇivatel zadal)
Obra´zek 6: Sche´ma porvedenı´ kroku rezoluce.
Pozna´mka: Tato podkapitola jen naznacˇuje, jak program prova´dı´ jeden krok rezoluce.
Detaily jednotlivy´ch kroku˚ sche´matu (algoritmy apod.) jsou da´le v textu vysveˇtleny.
3.4 Vy´beˇr zada´nı´
Funkce pro generova´nı´ (jedna´ se vsˇak o vy´beˇr) zada´nı´ (generateTask(int obtiznost)) je v
programu umı´steˇna ve trˇı´deˇ PomocneFunkce2.cs, ktera´ prˇi vytva´rˇenı´ instance pozˇaduje
dva parametry: label, do ktere´ho se zada´nı´ zapı´sˇe a obtı´zˇnost vybrane´ho zada´nı´. Zada´nı´
se zapı´sˇe do prˇı´slusˇne´ho labelu se stiskem tlacˇı´tka generace.
Prˇed samotny´m klikem na tlacˇı´tko si mu˚zˇe uzˇivatel vybrat jednu ze trˇı´ mozˇnostı´




3.4.1 Vy´beˇr zada´nı´ - zjednodusˇeny´ algoritmus
Pozna´mka: Prˇed cˇtenı´m samotne´ho algoritmu pro vy´beˇr zada´nı´ je dobre´ se podı´vat na
obra´zek 7, ze ktere´ho zjistı´me strukturu souboru se zada´nı´mi.
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1. Z prvnı´ho rˇa´dku souboru se zada´nı´mi se prˇecˇte cˇı´selna´ hodnota, ktera´ slouzˇı´ pro-
gramu jako informace o tom, kolik zada´nı´ se v souboru nale´za´.
2. Program si spocˇı´ta´, kolik zada´nı´ prˇı´slusˇı´ na jednu obtı´zˇnost podle vzorce:
• pocˇetZada´nı´NaObtı´zˇnost = kolikJeZada´nı´ / pocˇetObtı´zˇnostı´; Hodnota pocˇtu
obtı´zˇnostı´ je rovna konstanteˇ 3 (lehka´, strˇednı´, teˇzˇka´ obtı´zˇnost). Hodnota
promeˇnne´ kolikJeZada´nı´ je rovna hodnoteˇ prvnı´ho rˇa´dku souboru se zada´nı´mi.
3. Progam spocˇı´ta´ na za´kladeˇ vybrane´ obtı´zˇnosti a pocˇtu zada´nı´ na jednu obtı´zˇnost
rozmezı´ (minimum a maximum) pro porˇadı´ zada´nı´. Z tohoto rozmezı´ se pak bude
vybı´rat porˇadove´ cˇı´slo zada´nı´ ze souboru (naprˇı´klad pro rozmezı´ 5 a 10 se mu˚zˇe
vybrat cˇı´slo 6 a pak se tedy vybere sˇeste´ zada´nı´ v souboru). Program urcˇuje rozmezı´
na´sledovneˇ:
• Je-li vybra´na obtı´zˇnost „lehka´“:
– minimum = 0,
– maximum = (pocˇet zada´nı´ na obtı´zˇnost) - 1.
• Je-li vybra´na obtı´zˇnost „strˇednı´“:
– minimum = pocˇet zada´nı´ na obtı´zˇnost,
– maximum = (pocˇet zada´nı´ na obtı´zˇnost * 2) - 1.
• Je-li vybra´na obtı´zˇnost „teˇzˇka´“:
– minimum = (pocˇet zada´nı´ na obtı´zˇnost * 2),
– maximum = pocˇet zada´nı´ celkem - 1.
4. Program na´hodneˇ vybere neˇjake´ cˇı´slo „x“ v rozmezı´ minima a maxima.
5. Program ze seznamu vsˇech zada´nı´ vybere x-te´ zada´nı´.
Pozna´mka: na obra´zku 7 je zna´zorneˇna uka´zka souboru se zada´nı´mi. Za povsˇimnutı´
stojı´, zˇe formule obsahujı´ vnitrˇnı´ znaky programu, nikoli specia´lnı´ znaky (viz. kapitola
3.1).
Obra´zek 7: Soubor se zada´nı´mi.
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3.5 U´ pravy textove´ reprezentace formule prˇed syntaktickou analy´zou
Prˇed procesem syntakticke´ho oveˇrˇenı´ spra´vnosti formule je vzˇdy zapotrˇebı´ upravit vstup
uzˇivatele (nebo zada´nı´) na´sledujı´cı´m zpu˚sobem:
1. Vymaza´nı´ vsˇech mezer ve formuli.
2. Nahrazenı´ vsˇech typu˚ za´vorek na za´vorky typu „(“ a „)“.
Pokud bychom tuto u´pravu neprovedli, byla by gramatika syntakticke´ho analyza´toru
znacˇneˇ slozˇiteˇjsˇı´ (ve vsˇech pravidlech by se muselo pocˇı´tat s mezerami apod.) a tı´m by
byl slozˇiteˇjsˇı´ i samotny´ proces syntakticke´ analy´zy.
3.6 Syntakticke´ oveˇrˇenı´ spra´vnosti formule
Tak jako vsˇechny programy pracujı´cı´ s uzˇivatelsky´mi vstupy se i na´sˇ program musı´
vyporˇa´dat s na´paditostı´ uzˇivatele. K syntakticke´mu oveˇrˇenı´ formule slouzˇı´ trˇı´da Syn-
taktickyAnalyzator.cs, ktere´ se prˇeda´ rˇeteˇzec reprezentujı´cı´ formuli (rˇeteˇzec uzˇ je v dobeˇ
prˇeda´nı´ upraven zpu˚sobem popsany´m v kapitole 3.5.
Prˇedany´ rˇeteˇzec se pak analyzuje gramatikou typu LL1 (gramatika, u ktere´ je vzˇdy
pomocı´ jednoho znaku prˇesneˇ da´no, ktere´ pravidlo gramatiky se pouzˇije). Syntakticka´
analy´za je bud’ u´speˇsˇna´ nebo neu´speˇsˇna´.
V prˇı´padeˇ u´speˇsˇne´ syntakticke´ analy´zy program pracuje ve sve´ cˇinnosti da´le a v
prˇı´padeˇ neu´speˇsˇne´ syntakticke´ analy´zy program take´ pokracˇuje v cˇinnosti da´le, ale navı´c
vypisuje uzˇivateli informace o syntakticke´ chybeˇ.
3.6.1 Implementovana´ LL1 gramatika
Gramatika, kterou program vyuzˇı´va´ k oveˇrˇenı´ syntakticke´ spra´vnosti formule se skla´da´ z
na´sledujı´cı´ch pravidel (nutno podotknout, zˇe gramatika pracuje s vnitrˇnı´mi znaky, nikoli
se specia´lnı´mi znaky):
1. S → F1F2
2. F1 → Pr(Arg) | V VaF1 | E VaF1 | !F1 | (F1F2)
3. F2 → |F3 | &F3 | ?F3 | ˜F3 | epsilon (Prvnı´ symbol „|“ tohoto rˇa´dku je vnitrˇnı´m
znakem disjunkce)
4. F3 → (F1F2) | F4
5. F4 → Pr(Arg) | V VaF4 | E VaF4 | !F4 | (F1F2)
6. Pr → ACi | BCi | ... | MCi (vyjma ECi, protozˇe E je rezervovany´ symbol)
7. Ci → 0Ci | 1Ci | ... | 9Ci
8. Arg → VaArg2 | Fu(Arg) | KoArg2
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9. Arg2 → epsilon | ,Arg
10. Va → nCi | oCi | ... | zCi
11. Fu → aCi | bCi | ... | mCi
12. Ko → NCi | OCi | ... | ZCi (vyjma VCi, protozˇe V je rezervovany´ symbol)
Vysveˇtlenı´ pravidel gramatiky je na´sledujı´cı´:
1. S je startovnı´m netermina´lem.
2. F1, F2, F3, F4 jsou netermina´lnı´ symboly, ktery´mi se analyzuje spra´vne´ uza´vorkova´nı´
formule, spra´vnost spojek apod.
3. Pr je netermina´lnı´ symbol, ktery´ slouzˇı´ k analy´ze predika´tu.
4. Ci je netermina´lnı´ symbol, ktery´ slouzˇı´ k analy´ze jake´koliv cˇı´selne´ rˇady (indexy
konstant, funkcı´ apod.).
5. Arg je netermina´l, ktery´ slouzˇı´ k analy´ze promeˇnne´, funkce, konstanty, sekvence
promeˇnny´ch, sekvence funkcı´, sekvence konstant.
6. Arg2 je netermina´l, ktery´ slouzˇı´ jako pomocny´ netermina´l prˇi analy´ze vy´sˇe zmı´neˇny´ch
sekvencı´ promeˇnny´ch, funkcı´ a konstant.
7. Va je netermina´l, ktery´ slouzˇı´ k analy´ze jedne´ promeˇnne´. Promeˇnna´ se skla´da´ z
jednoho z termina´lnı´ch symbolu˚ promeˇnny´ch a libovolne´ho cˇı´selne´ho indexu (mu˚zˇe
by´t i pra´zdny´ symbol).
8. Fu je netermina´l, ktery´ slouzˇı´ k analy´ze jedne´ funkce. Funkce se skla´da´ z jednoho
z termina´lnı´ch symbolu˚ funkcı´, indexu (mu˚zˇe by´t i pra´zdny´ symbol) termina´l-
nı´ho symbolu otevı´racı´ za´vorky, argumentu˚ (argumentem mu˚zˇe by´t promeˇnna´,
sekvence promeˇnny´ch, funkce, sekvence funkcı´, ... ) a termina´lnı´ho symbolu uza-
vı´racı´ za´vorky.
9. Ko je netermina´lnı´ symbol, ktery´ slouzˇı´ k analy´ze jedne´ konstanty. Konstanta se
skla´da´ z jednoho z termina´lnı´ch symbolu˚ konstant a libovolne´ho cˇı´selne´ho indexu
(mu˚zˇe by´t i pra´zdny´ symbol).
10. ABCDFGHIJKLM jsou ternina´lnı´ symboly urcˇene´ pro predika´ty.
11. NOPQRSTUWXYZ jsou termina´lnı´ symboly urcˇene´ pro konstanty.
12. abcdefghijklm jsou termina´lnı´ symboly urcˇene´ pro funkce.
13. nopqrstuvwxyz jsou termina´lnı´ symboly urcˇene´ pro promeˇnne´.
14. V - je termina´lnı´ symbol pro vsˇeobecny´ kvantifika´tor.
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15. E - je termina´lnı´ symbol pro existencˇnı´ kvantifika´tor.
Takto navrzˇena´ gramatika umozˇnˇuje analyzovat formule, ktere´ mohou obsahovat
nekonecˇneˇ mnoho ru˚zny´ch promeˇnny´ch, funkcı´, konstant a dokonce i predika´tu˚ (acˇkoliv
se znacˇenı´ predika´tu s indexem moc nepouzˇı´va´).
Vlastnı´ limita pocˇtu promeˇnny´ch (konstant, predika´tu˚ apod.)teoreticky neexistuje (ex-
istuje pouze nevlastnı´ limita, ktera´ je rovna nekonecˇnu), ale v praxi je program limitova´n
pameˇtı´.
3.7 Prˇevody formulı´ na ru˚zne´ reprezentace
Programu se ne vzˇdy hodı´ mı´t formuli reprezentovanou rˇeteˇzcem. V na´sledujı´cı´ch pod-
kapitola´ch jsou uvedeny funkce a jejich algoritmy, ktere´ umozˇnˇujı´ prˇevody formule z
jedne´ reprezentace na neˇjakou jinou reprezentaci.
3.7.1 Proces prˇevodu formule z rˇeteˇzce do stromove´ struktury
Funkce prˇevodu formule na stromovou strukturu je v cele´m programu jedna z ne-
jdu˚lezˇiteˇjsˇı´ch funkcı´. Umozˇnˇuje mnohem jednodusˇsˇı´ zpu˚sob prova´deˇnı´ u´prav, ktere´ je
nutno prove´zt, abychom prˇevedli formuli do klausula´rnı´ formy.
Funkce prˇevodu je realizovana´ ve trˇı´deˇ VytvoreniStromu.cs, ktere´ se prˇi vytva´rˇenı´ in-
stance prˇeda´ stringovy´ parametr reprezentujı´cı´ formuli (Neboli aktua´lnı´ zada´nı´. Aktua´lnı´
zada´nı´ nesmı´ obsahovat specia´lnı´ znaky. Specia´lnı´ znaky se nahrazujı´ vnitrˇnı´mi znaky
vzˇdy prˇed vytva´rˇenı´m instance trˇı´dy VytvoreniStromu.cs.). Samotny´ proces je rozdeˇlen
do neˇkolika kroku˚:
• Odstraneˇnı´ vesˇkery´ch bı´ly´ch znaku˚ (mezery) a standardizace vsˇech typu˚ za´vorek
na typ „(“ „)“.
• Nahrazenı´ vsˇech za´vorek stojı´cı´ch za predika´ty - za´vorka stojı´cı´ za predika´tem se
nahradı´ specia´lnı´m znakem a vygenerovany´m identifika´torem (cˇı´slo). Du˚vodem je
zjednodusˇenı´ dalsˇı´ho postupu a garance spra´vne´ho rozpozna´nı´ za´vorky reprezen-
tujı´cı´ argumenty predika´tu od za´vorky reprezentujı´cı´ cˇa´st klausule.
• Nahrazenı´ za´vorek reprezentujı´cı´ch cˇa´sti formule - proces, kdy se jednotlive´ za´vorky
(za´vorka v tuto chvı´li uzˇ nemu˚zˇe by´t nic jine´ho, nezˇ cˇa´st formule) ve formuli pos-
tupneˇ nahrazujı´ specia´lnı´mi sekvencemi znaku˚. Sekvence je tvorˇena jednı´m specia´l-
nı´m znakem, ktery´ je na´sledova´n cˇı´sleny´m identifika´torem). Nahrazenı´ za´vorek
probı´ha´ tak dlouho, dokud jsou ve formuli neˇjake´ za´vorky.
• Vytvorˇenı´ stromove´ struktury - proces, kdy se analyzuje aktua´lnı´ formule (aktua´lnı´
formule vzˇdy obsahuje jednu z mozˇnostı´):
– bina´rnı´ spojka (konjunkce, disjunkce apod.),





V prvnı´m prˇı´padeˇ se bina´rnı´ spojka ulozˇı´ do stromu a operace vytvorˇenı´ stromove´
struktury se rekurzivneˇ zavola´ na rˇeteˇzec prˇed spojkou a pak take´ na rˇeteˇzec za
spojkou. Ve druhe´m, trˇetı´m i cˇtvrte´m prˇı´padeˇ se do stromu ulozˇı´ dana´ cˇa´st formule
a operace vytvorˇenı´ stromove´ struktury se zavola´ rekurzivneˇ na cˇa´st rˇeteˇzce sto-
jı´cı´ho za danou cˇa´stı´ formule (negace, predika´t apod.). V pa´te´m prˇı´padeˇ indikace
specia´lnı´ho znaku rˇı´ka´ informaci, zˇe je nejprve nutno nahradit specia´lnı´ znak s
identifika´torem za neˇjakou podformuli, cozˇ se okamzˇiteˇ provede, a pak se proces
vytva´rˇenı´ stromu na tuto podformuli opakuje.
Na´zorna´ uka´zka toho, jak mu˚zˇe vypadat stromova´ reprezentace urcˇite´ formule je
zna´zorneˇna na obra´zku 8.
Obra´zek 8: Uka´zka stromove´ reprezentace formule.
Du˚lezˇity´m faktem je, zˇe vy´sledna´ stromova´ struktura umozˇnˇuje pohyb nejen od
korˇene k listu˚m, ale umozˇnˇuje se stejny´m zpu˚sobem pohybovat od listu˚ (resp. ktere´hokoli
uzlu stromu) smeˇrem ke korˇeni.
Takova´to struktura je vhodna´ pro rˇadu u´prav spojeny´ch s prˇevodem klausule do
klausula´rnı´ formy. Krom sve´ obrovske´ vy´hody (v pohybu v obou smeˇrech - nahoru i
dolu) vsˇak v sobeˇ zkry´va´ jednu nevy´hodu a tou je mnohem na´rocˇneˇjsˇı´ udrzˇova´nı´ platny´ch
vazeb mezi uzly.
Tato neprˇı´jemna´ skutecˇnost v neˇktery´ch operacı´ch zpu˚sobuje zmatek a je mnohem
jednodusˇsˇı´ neudrzˇovat zpeˇtne´ vazby (od uzlu˚ smeˇrem k jejich prˇedchu˚dcu˚m) a soustrˇedit
se na platnost vazeb smeˇrem od uzl k jeho na´slednı´ku˚m.
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Takovy´to postup bude korektnı´, protozˇe u´prava formule zacˇı´na´ vzˇdy tı´m, zˇe se
prˇevede stringova´ formule do stromu a teprve se stromem se pak pracuje. Na konci
operace je strom prˇeveden zpa´tky na stringovou formuli a vy´sledky jsou prˇedlozˇeny
uzˇivateli. Prˇi prˇevodu stromu na string se pak vu˚bec nepracuje se zpeˇtny´mi odkazy (od
uzlu k prˇedchu˚dci) a z tohoto faktu pramenı´ mozˇnost neudrzˇovat zpeˇtne´ vazby mezi
uzly (pokud je dana´ operace samozrˇejmeˇ nepouzˇı´va´).
Navrhnuta´ stromova´ struktura Navrhnuta´ stromova´ struktura splnˇuje na´sledujı´cı´
pravidla:
1. Za´kladnı´m stavebnı´m prvkem stromove´ struktury je uzel. Uzel je trˇı´da, ktera´ ob-
sahuje:
(a) promeˇnnou „hodnota“ typu string, ve ktere´ je ulozˇena hodnota uzlu,
(b) promeˇnnou „predchudce“ typu uzel, ve ktere´ je ulozˇen odkaz na prˇedcha´zejı´cı´
uzel,
(c) promeˇnnou „levy“ typu uzel, ve ktere´ je ulozˇen odkaz na levy´ na´sledujı´cı´ uzel,
(d) promeˇnnou „pravy“ typu uzel, ve ktere´ je ulozˇen odkaz na pravy´ na´sledujı´cı´
uzel,
(e) funkci „Clone()“, ktera´ slouzˇı´ k vytva´rˇenı´ takzvany´ch hluboky´ch kopiı´ ob-
jektu. (Hluboka´ kopie se pouzˇı´va´ pro klonova´nı´ (cozˇ je vı´ce me´neˇ kopı´rova´nı´)
objektu˚, ktere´ jsou typu reference. Program s objekty typu reference pracuje
zejme´na v uprava´ch formule, ktere´ slouzˇı´ k prˇevodu formule do klausula´rnı´
formy.)
2. Uzel, ktery´ ma´ oba na´slednı´ky pra´zdne´ (null), je listem.
3. V listu se nemu˚zˇe objevit nic jine´ho, nezˇ predika´t.
4. Una´rnı´ spojka negace, existencˇnı´ i vsˇeobecny´ kvantifika´tor majı´ vzˇdy prave´ho
na´slednı´ka pra´zdne´ho (null)
5. Una´rnı´ spojka negace, existencˇnı´ i vsˇeobecny´ kvantifika´tor majı´ vzˇdy leve´ho na´sled-
nı´ka nepra´zdne´ho.
6. Bina´rnı´ spojky (konjunkce, disjunkce, implikace a ekvivalence) majı´ vzˇdy leve´ho i
prave´ho na´slednı´ka nepra´zdne´ho.
7. Korˇen stromove´ struktury nema´ prˇedchu˚dce (promeˇnna´ predchudce je rovna null).
3.7.2 Prˇevod formule ze stromove´ struktury na rˇeteˇzec
Prˇevod formule ze stromove´ struktury na rˇeteˇzec je dalsˇı´ klı´cˇovou funkcı´ (je umı´steˇna´ ve
trˇı´deˇ PomocneFunkce.cs), ktera´ je potrˇebna´ v situacı´ch, kdy se provede neˇjaka´ operace
nad formulı´ a vy´sledna´ formule se ma´ prezentovat zpeˇt uzˇivateli. Proces uzˇ nenı´ tak slozˇity´
jako v prˇevodu v opacˇne´m smeˇru, protozˇe formule ve stromu uzˇ nemu˚zˇe obsahovat chyby
(syntakticke´).
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Algoritmus prˇevodu pracuje na principu prˇesne´ho vkla´da´nı´ rˇeteˇzcu˚ do vy´sledne´ho
rˇeteˇzce (hlavnı´ rˇeteˇzec je prˇi zaha´jenı´ prˇevodu pra´zdny´). Funkce pro samotny´ prˇevod je
vsˇak rekurzivnı´ a proto ma´ (funkce) parametr, ktery´ nese informaci o indexu ve vy´sledne´m
rˇeteˇzci, na ktery´ (index) se bude novy´ rˇeteˇzec vkla´dat.
Pro una´rnı´ spojky, jako je negace, (stejny´ vy´znam ma´ v podstateˇ kvantifika´tor) se v
jednom kroku rekurze do vy´sledne´ho rˇeteˇzce vlozˇı´ znak negace na´sledovany´ otevı´racı´
a zavı´racı´ za´vorkou ( „¬()“ ). Index za´pisu pro dalsˇı´ krok rekurze pak je roven indexu,
na ktere´m se nale´za´ uzavı´racı´ za´vorka (s vlozˇenı´m rˇeteˇzce na dany´ index se zbyle´ znaky
posunou o de´lku vlozˇene´ho rˇeteˇzce).
Pro bina´rnı´ spojky, jako je konjunkce apod. se v jednom kroku rekurze do vy´sledne´ho
rˇeteˇzce vlozˇı´ znaky za´vorky mezi ktery´mi je znak dane´ bina´rnı´ spojky ( „(∧)“ ). Index
za´pisu pro dalsˇı´ levou rekurzi je pak roven indexu, na ktere´m stojı´ dana´ bina´rnı´ spojka.
Index za´pisu pro dalsˇı´ pravou rekurzi vsˇak nenı´ roven indexu uzavı´racı´ za´vorky, protozˇe
v dobeˇ, kdy se bude volat prava´ rekurze, uzˇ bude rˇeteˇzec da´vno zmeˇneˇny´ a bude mı´t
jinou de´lku (bude veˇtsˇı´). Proto se index pro pravou rekurzi musı´ spocˇı´tat jako pu˚vodnı´
index prave´ za´vorky plus celkova´ de´lka vkla´da´ne´ho rˇeteˇzce prˇed pu˚vodnı´ index (zde je
nutno da´vat extre´mnı´ pozor na otevı´racı´ a uzavı´racı´ za´vorky, ktere´ automaticky obalujı´
vkla´dane´ hodnoty, aby byla zarucˇena spra´vna´ struktura rˇeteˇzce).
Vy´sledkem prˇevodu pak je sice rˇeteˇzec se spra´vnou strukturou, ale poneˇkud uzˇivatel-
sky nepeˇkny´. Obsahuje totizˇ velke´ mnozˇstvı´ za´vorek, ktere´ pro lidsky´ mozek prˇedstavujı´
psychickou barie´ru (formule vypada´ slozˇiteˇ). Proto se soucˇasneˇ s touto funkcı´ (tam, kde
jsou vy´stupy prˇevodu prˇeda´va´ny k vizualizaci uzˇivateli) pouzˇı´va´ funkce, ktera´ je schopna
prˇebytecˇne´ za´vorky detekovat a odstranit (viz. kapitola 3.7.3).
3.7.3 Proces odstraneˇnı´ prˇebytecˇny´ch za´vorek z formule
Odstraneˇnı´ prˇebytecˇny´ch za´vorek je z hlediska stroje nepodstatny´ proces, avsˇak pro uzˇi-
vatele zcela klı´cˇovy´ (jak jizˇ bylo rˇecˇeno drˇı´ve). Funkce, ktera´ proces realizuje, je umı´steˇna
ve trˇı´deˇ UpravaFormule nepotrebneZavorky.cs.
Algoritmus odstanˇova´nı´ za´vorek nenı´ trivia´lnı´, a proto nastı´nı´m jeho fungova´nı´:
• Procha´zı´ se rˇeteˇzec a hledajı´ se znaky „(“, prˇed ktery´mi nestojı´ predika´ty nebo
funkce.
• Pro kazˇdou nalezenou otevı´racı´ za´vorku se najde prˇı´slusˇna´ uzavı´racı´ za´vorka (pro-
ces hleda´nı´ uzavı´racı´ za´vorky v te´to pra´ci nepopisuji, protozˇe si myslı´m, zˇe je
relativneˇ jednoduchy´).
• Jakmile ma´me obsah za´vorky, zjistı´me si jejı´ mohutnost (bud’ je mohutnost rovna
jedne´ nebo dveˇma). Ke zjisˇteˇnı´ mohutnosti za´vorky v tomto prˇı´padeˇ slouzˇı´ kombi-
nace rafinovany´ch funkcı´, ktere´ jsou vyuzˇı´va´ny v procesu prˇevodu stringove´ for-
mule na stromovou reprezentaci (ostraneˇnı´ za´vorek za predika´ty, ostraneˇnı´ za´vorek
specifikujı´cı´ch podformule). (U´prava za´vorky jako celku mu˚zˇe dopadnou naprˇı´k-
lad takto: #2&#3 nebo #5. Z prvnı´ho prˇı´kladu bychom vyvodili mohutnost rovnu
dveˇma a z druhe´ho prˇı´kladu bychom vyvodili mohutnost rovnu jedne´.)
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• Pokud je mohutnost za´vorky rovna dveˇma, pak se za´vorky odstranit nemohou. V
opacˇne´m prˇı´padeˇ se za´vorky odstranı´.
3.8 Internı´ kontrola programu na detekci za´veˇru
Program byl navrhnut tak, aby umeˇl pracovat s fromulemi, ktere´ obsahujı´ nejme´neˇ jednu
premisu a za´veˇr (v poslednı´ch chvı´lı´ch vy´voje, kdy uzˇ byl text pra´ce napsa´n se vsˇak
dodeˇlala do programu mozˇnost vypnutı´ kontroly detekce za´veˇru). Kontrola formule,
ktera´ oveˇrˇı´, zda formule za´veˇr obsahuje, je v programu spousˇteˇna po vygenerova´nı´ (vy-
bra´nı´) zada´nı´.
Tato kontrola, protozˇe nenı´ prˇı´lisˇ slozˇita´, nenı´ implementova´na ve vlastnı´ trˇı´deˇ.
3.8.1 Detekce za´veˇru - princip
Pokud formule po vygenerova´nı´ (vybra´nı´ ze seznamu) zada´nı´ musı´ obsahovat za´veˇr, pak
je jasne´, zˇe po prˇevedenı´ zada´nı´ ze stringove´ reprezentace na stromovou reprezentaci
bude korˇen stromove´ reprezentace obsahovat spojku implikace (pokud korˇen implikaci
neobsahuje a obsahuje neˇjaky´ kvantifika´tor, mu˚zˇe by´t znak implikace azˇ za sekvencı´
kvantifika´toru˚). Kontrola tedy pracuje ve trˇech krocı´ch:
1. Vytvorˇenı´ stromove´ reprezentace formule.
2. Porovna´nı´ hodnoty korˇene te´to stromove´ struktury s vnitrˇnı´ hodnotou implikace
(„?“).(Pokud se v korˇeni nale´za´ kvantifika´tor, pak se budeme zanorˇovat ve stromove´
strukturˇe tak dlouho doleva, dokud se nedostaneme na jiny´ uzel, nezˇ je kvantifika´-
tor. Hodnotu takto dosazˇene´ho uzlu pak porovna´me s vnitrˇnı´ hodnotou implikace.)
3. Vyhodnocenı´:
(a) Pokud jsou hodnoty stejne´, formule za´veˇr obsahuje a uzˇivateli je zprˇı´stupneˇna
funkcionalita programu pro dalsˇı´ pokracˇova´nı´ v Herbrandoveˇ procedurˇe.
(b) Pokud jsou hodnoty ru˚zne´, je vypsa´no uzˇivateli hla´sˇenı´, zˇe dana´ formule neob-
sahuje za´veˇr.
Pozna´mka: Uzˇivatel mu˚zˇe kdykoli generovat nove´ zada´nı´ dle zvolene´ obtı´zˇnosti.
3.9 U´ prava formule - negace
Je prvnı´ u´pravou formule (zada´nı´), kterou musı´ uzˇivatel v procesu hleda´nı´ sporu ve
formuli pomocı´ obecne´ rezolucˇnı´ metody prove´zt (jak je definova´no v Herbrandoveˇ
procedurˇe XXX).
U´prava provedenı´ negace je v programu zastoupena trˇı´dou NegaceFormule.cs. Trˇı´deˇ
se prˇi vytva´rˇenı´ instance prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´
formuli.
Princip samotne´ negace je velmi jednoduchy´. Stacˇı´ vytvorˇit novy´ uzel, jehozˇ hodnota
bude rovna negaci a tento novy´ uzel vlozˇit prˇed korˇen cele´ formule.
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3.10 Pravidla pro prˇevod formule do klausula´rnı´ formy
V te´to podkapitole si uvedeme vsˇechna pravidla, ktera´ slouzˇı´ k u´praveˇ formule do
klausula´rnı´ formy. U kazˇde´ho pravidla bude uveden algoritmus, dle ktere´ho program
pravidlo realizuje.
3.10.1 U´ prava formule - vytvorˇenı´ existencˇnı´ho uza´veˇru
U´prava vytvorˇenı´ existencˇnı´ho uza´veˇru je realizovana´ trˇı´dou Pravidlo1.cs (jme´no trˇı´dy
se odvı´jı´ od standardnı´ho porˇadı´ uplatnˇova´nı´ pravidel na formuli azˇ do te´ doby, nezˇ je
formule v klausula´rnı´ formeˇ). Trˇı´deˇ se prˇi vytva´rˇenı´ instance prˇeda´ vrchol stromove´
struktury, ktera´ reprezentuje aktua´lnı´ formuli (aktua´lnı´ zada´nı´). Na tuto stromovou
reprezentaci, ktera´ je vrcholem jednoznacˇneˇ definova´na se uplatnı´ pravidlo vytvorˇenı´
existencˇnı´ho uza´veˇru.
Vytvorˇenı´ existencˇnı´ho uza´veˇru - zjednodusˇeny´ algoritmus
Tato u´prava probı´ha´ na stromove´ strukturˇe, nikoli na stringove´ reprezentaci formule
(prˇevod stringove´ formule na stromovou reprezentaci viz. kapitola o prˇevodu formule
3.7.1).
1. Rekurzivneˇ se procha´zı´ stromova´ struktura od korˇene k listu˚m (program procha´zı´
strom levou rekurzı´ - tedy nejprve se vzˇdy zanorˇuje doleva, pak doprava). Uka´zka
toho, jak rekurze probı´ha´, je zobrazena na obra´zku 9.
2. V kazˇde´m kroku rekurze se kontroluje, zda uzel stomove´ struktury obsahuje za´znam
s predika´tem a v prˇı´padeˇ pozitivnı´ho vy´sledku program zacˇne uzel prohleda´vat.
3. Pro kazˇdou nalezenou promeˇnnou v uzlu program zpeˇtnou rekurzı´ od aktua´l-
nı´ho uzlu smeˇrem ke korˇeni zjistı´, zda se neˇkde prˇed aktua´lnı´m uzlem nacha´zı´
takovy´ uzel stromove´ reprezentace, ktery´ obsahuje kvantifika´tor, ktery´ kvantifikuje
hledanou promeˇnnou.
4. Pokud se najde takovy´ uzel, ktery´ obsahuje kvantifika´tor kvantifikujı´cı´ hledanou
promeˇnnou, pak program pokracˇuje v rekurzi da´le. Pokud se vsˇak zpeˇtna´ rekurze
dostane azˇ do uzlu typu null, pak program detekuje, zˇe pro hledanou promeˇn-
nou neexistuje kvantifika´tor, ktery´ by ji kvantifikoval a vlozˇı´ novy´ uzel typu exis-
tencˇnı´ kvantifika´tor kvantifikujı´cı´ hledanou promeˇnnou prˇed korˇen cele´ stromove´
reprezentace (noveˇ vlozˇeny´ kvantifika´tor se tedy stane novy´m korˇenem cele´ stro-
move´ struktury).
Pro kazˇdou promeˇnnou se tak zajistı´ vazba nejme´neˇ k jednomu kvantifika´toru (vsˇeobec-
ne´mu cˇi existencˇnı´mu).
3.10.2 U´ prava formule - eliminace nadbytecˇny´ch kvantifika´toru˚
U´prava je zajisˇteˇna trˇı´dou Pravidlo2.cs. Trˇı´deˇ se prˇi vytva´rˇenı´ instance prˇeda´ vrchol
stromove´ struktury, ktera´ reprezentuje aktua´lnı´ formuli (aktua´lnı´ zada´nı´).
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Obra´zek 9: Uka´zka rekurzivnı´ho procha´zenı´ stromove´ struktury.
Eliminace nadbytecˇny´ch kvantifika´toru˚ - zjednodusˇeny´ algoritmus
U´prava pracuje s formulı´, ktera´ je ve formeˇ stromove´ reprezentace, nikoli se stringovou
reprezentacı´.
Odstaneˇnı´ zbytecˇny´ch kvantifika´toru˚ probı´ha´ ve dvou cˇa´stech:
1. Formule se procha´zı´ rekurzivneˇ smeˇrem od korˇene k listu˚m. V kazˇde´m kroku
rekurze se kontroluje, zda aktua´lnı´ uzel neobsahuje kvantifika´tor a pokud ano, pak
se od tohoto nalezene´ho kvantifika´toru program podı´va´ do dosazˇitelny´ch uzlu˚ a
hleda´ v nich promeˇnnou, ktera´ je kvantifika´torem kvantifikova´na. Programu stacˇı´,
aby nasˇel jeden vy´skyt promeˇnne´ v ktere´mkoli listu a kvantifika´tor je vyhodnocen
jako potrˇebny´ - v opacˇne´m prˇı´padeˇ (kdyzˇ ani jeden list dosazˇitelny´ od nalezene´ho
kvantifika´toru neobsahuje kvantifikovanou promeˇnnou) se kvantifika´tor prohla´sı´
za zbytecˇny´ a odstranı´ se.
2. Formule se procha´zı´ rekurzivneˇ od korˇene k listu˚m. V kazˇde´m kroku rekurze se
kontroluje, zda aktua´lnı´ uzel neobsahuje kvantifika´tor a pokud ano, kontroluje
se, zda hned za uzlem (v sekvenci kvantifika´toru˚) nenı´ uzel typu kvantifika´tor
kvantifikujı´cı´ stejnou promeˇnnou a v prˇı´padeˇ zˇe ano, pak se uzel - aktua´lnı´ uzel -
ze stromu vymazˇe. V opacˇne´m prˇı´padeˇ aktua´lnı´ uzel ve stromu zu˚sta´va´.
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Vy´sledkem operace eliminace nadbytecˇny´ch kvantifika´toru˚ je formule, ktera´ ke kazˇde´
promeˇnne´ ma´ pra´veˇ jeden kvantifika´tor.
3.10.3 U´ prava formule - prˇejmenova´nı´ promeˇnny´ch
U´prava je zajisˇteˇna trˇı´dou Pravidlo3.cs. Trˇı´deˇ se prˇi vytva´rˇenı´ instance prˇeda´ vrchol
stromove´ struktury, ktera´ reprezentuje aktua´lnı´ formuli (aktua´lnı´ zada´nı´) a take´ rˇeteˇzec
reprezentujı´cı´ aktua´lnı´ formuli (aktua´lnı´ zada´nı´), aby nedocha´zelo ke zbytecˇne´mu zpo-
malova´nı´ programu, protozˇe, jak si rˇekneme da´le, pro prvnı´ cˇa´st te´to u´pravy je mnohem
vy´hodneˇjsˇı´ pracovat s rˇeteˇzcem, nezˇ se stromovou strukturou, zatı´mco ve druhe´ cˇa´sti je
vy´hodneˇjsˇı´ pracovat se stromovou strukturou.
Prˇejmenova´nı´ promeˇnny´ch - zjednodusˇeny´ algoritmus
Jak jizˇ bylo naznacˇeno vy´sˇe, u´prava se skla´da´ ze dvou kroku˚:
1. Hleda´nı´ vsˇech promeˇnny´ch z rˇeteˇzce reprezentujı´cı´ho aktua´lnı´ zada´nı´. Du˚vod je
ten, zˇe ve druhe´ fa´zi budeme hledat uzly kvantifikujı´cı´ stejne´ promeˇnne´ a bude
nutno generovat nove´ na´zvy promeˇnny´ch, ktere´ jesˇteˇ nebyly nikde ve stromove´
reprezentaci pouzˇity.
2. Rekurzivnı´ procha´zenı´ stromove´ reprezentace od korˇene k listu˚m, kdy v kazˇde´m
kroku rekurze kontrolujeme, zda aktua´lnı´ uzel obsahuje kvantifika´tor. Pokud ano,
pak v cele´m podstromu od tohoto kvantifika´toru azˇ k listu˚m hleda´me vsˇechny
kvantifika´tory a kontrolujeme, zda kvantifikujı´ stejnou promeˇnnou a v prˇı´padeˇ, zˇe
ano, docha´zı´ k nahrazenı´ hledane´ promeˇnne´ v cele´m podstromu specifikovane´m
nalezeny´m druhy´m kvantifika´torem (tedy od druhe´ho kvantifika´toru azˇ k listu˚m).
Generova´nı´ novy´ch na´zvu˚ promeˇnny´ch zajisˇt’uje metoda, jejı´zˇ princip je na´sledujı´cı´:
(a) Z pu˚vodnı´ promeˇnne´ si metoda nejprve zjistı´ prvnı´ pı´smenko.
(b) Ke zjisˇteˇne´mu pı´smenku zacˇne postupneˇ v cyklech prˇirˇazovat indexy aritmet-
icke´ rˇady An = 0,1,2,3, ... , n a pro kazˇdy´ na´zev promeˇnne´ skla´dajı´cı´ se z pı´smene
a indexu se zkontroluje, zda byl na´zev neˇkde ve stromove´ reprezentaci azˇ do-
posud pouzˇit nebo ne. Cyklus prˇirˇazova´nı´ indexu˚ koncˇı´ tehdy, kdyzˇ se najde
prvnı´ na´zev, ktery´ je pro danou aktua´lnı´ formuli origina´lnı´ = dosud nepouzˇity´
(novy´ na´zev je pak prˇida´n do bufferu vsˇech promeˇnny´ch, aby tato promeˇnna´
nebyla prˇi dalsˇı´m generova´nı´ pouzˇita).
Vy´sledkem operace prˇejmenova´nı´ promeˇnny´ch je formule (ve stromove´ reprezentaci),
ktera´ neobsahuje zˇa´dnou dvojici kvantifika´toru˚ kvantifikujı´cı´ stejnou promeˇnnou.
3.10.4 U´ prava formule - odstraneˇnı´ implikace a ekvivalence
U´pravu zajisˇt’uje trˇı´da Pravidlo4.cs. Trˇı´da pracuje se stromovou strukturou formule a
prˇi vytva´rˇenı´ instance se tedy trˇı´deˇ prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje
aktua´lnı´ formuli (aktua´lnı´ zada´nı´).
Odstraneˇnı´ implikace a ekvivalence - zjednodusˇeny´ algoritmus
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1. Procha´zı´me rekurzivneˇ strom od korˇene k listu˚m a v kazˇde´m kroku rekurze se
kontroluje, zda aktua´lnı´ uzel obsahuje bina´rnı´ spojku typu implikace a pokud ano,
pak je tento uzel nahrazen dle obra´zku 10.
2. Procha´zı´me rekurzivneˇ strom od korˇene k listu˚m a v kazˇde´m zanorˇenı´ se kontroluje,
zda aktua´lnı´ uzel obsahuje bina´rnı´ spojku typu ekvivalence a pokud ano, pak je tento
uzel nahrazen dle obra´zku 10.
Obra´zek 10: Odstraneˇnı´ implikace a ekvivalence.
3.10.5 U´ prava formule - prˇesun negace dovnitrˇ
U´pravu zajisˇt’uje trˇı´da Pravidlo5.cs. Trˇı´da pracuje opeˇt se stromovou strukturou a prˇi
vytva´rˇenı´ instance se jı´ prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´ for-
muli (aktua´lnı´ zada´nı´). Cı´lem u´pravy je prˇesunout vsˇechny negace co nejblı´zˇe k predika´-
tovy´m symbolu˚m. Po te´, co jsou negace posunuty tak, zˇe uzˇ se da´le nedajı´ posouvat (blı´zˇe
k predika´tu˚m), se prova´dı´ takzvana´ redukce negacı´ - tedy dveˇ negace stojı´cı´ ve stromove´
strukturˇe prˇı´mo za sebou se navza´jem vyrusˇı´.
Prˇesun negace dovnitrˇ - zjednodusˇeny´ algoritmus Algoritmus je slozˇeny´ z cyklu,
ve ktere´m se prˇed iteracı´ zjistı´ stav podmı´nky. Podmı´nka se pta´, zda je ve stromu neˇkde
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neˇjaka´ negace, za kterou se nenacha´zı´ ani negace ani predika´t. Pokud je tato ota´zka
(podmı´nka) vyhodnocena jako pravda (to znamena´, zˇe neˇkde ve stromu je tedy takova´
spojka negace, za kterou se nale´za´ naprˇı´klad konjunkce), pak se zavola´ operace negace,
ktera´ procha´zı´ rekurzivneˇ strom a pokud narazı´ na negaci, kterou jde posunout doprava
(takova´ negace ve stromu musı´ neˇkde by´t, protozˇe byla nalezena podmı´nkou, avsˇak
to nemusı´ by´t hned prvnı´ nalezena´ negace, protozˇe, jak vı´me, strom se procha´zı´ levou
rekurzı´.), dojde k posunutı´ negace blı´zˇe k predika´tu˚m (neguje se na za´kladeˇ pravidel
uvedeny´ch v kapitole 3.14.1.
Vyrusˇenı´ dvojı´ negace - zjednodusˇeny´ algoritmus Strom se procha´zı´ rekurzivneˇ od
korˇene k listu˚m a v kazˇde´m kroce rekurze se kontroluje, zda je aktua´lnı´ uzel typu negace
a pokud je, zkontroluje se, zda je i na´slednı´k nalezene´ negace dalsˇı´ negace a pokud ano,
pak se obeˇ negace vyrusˇı´.
3.10.6 U´ prava formule - prˇesun kvantifika´toru˚ doprava
U´pravu zajisˇt’uje trˇı´da Pravidlo6b.cs. Trˇı´da pracuje opeˇt se stromovou strukturou a prˇi
vytva´rˇenı´ instance se jı´ prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´
formuli (aktua´lnı´ zada´nı´).
Cı´lem te´to u´pravy je zmensˇit pole pu˚sobenı´ kvantifika´toru˚ na co nejmensˇı´ mozˇne´
minimum - s ohledem na pravidla, ktera´ je nutno dodrzˇet, aby byla upravena´ formule
ekvivalentnı´.
Prˇesun kvantifika´toru˚ doprava - zjednodusˇeny´ algoritmus Algoritmus procha´zı´
rekurzivneˇ stromovou strukturou a v kazˇde´m kroku rekurze se kontroluje, zda je aktua´lnı´
uzel typu kvantifika´tor. V prˇı´padeˇ, zˇe se najde kvantifika´tor (oznacˇme jej kvantifika´torA),
levou rekurzı´ (POZOR: V tomto odstavci je pojmem leva´ rekurze mysˇleno, zˇe se rekurze
zanorˇuje pouze doleva!) se zjistı´, zda je za kvantifika´torem (neˇkde) neˇjaka´ bina´rnı´ spo-
jka a pokud je, pak se program z aktua´lnı´ho nalezene´ho kvantifika´toru prˇesune na jeho
nejposledneˇjsˇı´ho prˇı´me´ho na´slednı´ka (posouva´nı´ probı´ha´ pouze na uzlech typu kvan-
tifika´tor) typu kvantifika´tor (oznacˇme jej kvantifika´torB) a tohoto poslednı´ho na´slednı´ka
program zkousˇı´ distribuovat za nalezenou spojku, pokud je distribuce mozˇna´ (pokud ma´
distribuce smysl - tedy tehdy, pokud levy´ na´slednı´k spojky promeˇnnou z kvantifika´toru
obsahuje a pravy´ na´slednı´k ne nebo naopak).
Pokud k distribuci dojde, pu˚vodnı´ uzel (v prvnı´m kroce kvantifika´torB) je oznacˇen za
neplatny´ a program se posune na prˇedchu˚dce pra´veˇ posunute´ho kvantifika´toru a zkousˇı´
v distribuci pokracˇovat.
Pokud nastane situace, kdy neˇktery´ kvantifika´tor nelze posunout smeˇrem doprava,
pak uzˇ se zby´vajı´cı´ kvantifika´tory (vsˇechny ty kvantifika´tory, ktere´ lezˇı´ mezi kvantifika´-
toremA a Kvantifika´toremB a jsou platne´) ani posouvat nezkousˇı´.
Po dokoncˇenı´ prvnı´ho rekurzivnı´ho procha´zenı´ jsou jesˇteˇ ve stromu uzly oznacˇene´
jako neplatne´. Dalsˇı´m rekurzivnı´m pru˚chodem stromu zajistı´me vymaza´nı´ teˇchto neplat-
ny´ch uzlu˚.
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3.10.7 U´ prava formule - skolemizace
U´pravu zajisˇt’uje trˇı´da Pravidlo7.cs. Trˇı´da pracuje opeˇt se stromovou strukturou a prˇi
vytva´rˇenı´ instance se jı´ prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´ for-
muli (aktua´lnı´ zada´nı´). Cı´lem te´to u´pravy je odstraneˇnı´ existencˇnı´ch kvantifika´toru˚ for-
mule se zmeˇnou promeˇnny´ch va´zany´ch k teˇmto kvantifika´toru˚m podle urcˇity´ch pravidel
- viz zjednodusˇeny´ algoritmus.
Skolemizace - zjednodusˇeny´ algoritmus Algoritmus skolemizace je rozdeˇlen na dva
kroky:
• Rekurzivnı´ pru˚chod stromovou reprezentacı´ formule a ulozˇenı´ vsˇech nalezeny´ch
na´zvu˚ konstant a funkcı´. (Du˚vod je ten, zˇe prˇi odstranˇova´nı´ existencˇnı´ho kvan-
tifika´toru se musı´ promeˇnna´, ktera´ je kvantifika´torem va´za´na, nahradit bud’novou,
nepouzˇitou funkcı´ nebo novou, nepouzˇitou konstantou. Cˇı´m se promeˇnna´ nahradı´,
za´lezˇı´ na okolnostech, ktere´ jsou popsa´ny v dalsˇı´m kroce.)
• Rekurzivnı´ pru˚chod stromem, kde se v kazˇde´m zanorˇenı´ kontroluje, zda aktua´lnı´
uzel obsahuje existencˇnı´ kvantifika´tor a pokud ano, pak se do seznamu prˇedchozı´ch
promeˇnny´ch ulozˇı´ vsˇechny promeˇnne´, ktere´ se vyskytujı´ v prˇı´my´ch prˇedchu˚dcı´ch
aktua´lnı´ho uzlu. Prˇı´mı´ prˇedchu˚dci aktua´lnı´ho uzlu se hledajı´ tak, zˇe se z aktua´l-
nı´ho uzlu zanorˇujeme do prˇedchu˚dcu˚ tak dlouho, dokud nenarazı´me na jine´ho
prˇedka, nezˇ je vsˇeobecny´ kvantifika´tor (prˇ.: meˇjme formuli ∀w∃x∀y∃z A(w,x,y,z) -
zde je prˇı´my´m prˇedkem kvantifika´toru ∃z kvantifika´tor ∀y). Pokud je pocˇet prˇed-
cha´zejı´cı´ch promeˇnny´ch veˇtsˇı´ nezˇ nula, pak se vsˇude ve stromove´ strukturˇe nahradı´
promeˇnna´ z aktua´lnı´ho uzlu novou funkcı´, ktera´ ma´ jako sve´ argumenty vsˇechny
prˇedcha´zejı´cı´ promeˇnne´. Pokud je pocˇet prˇedcha´zejı´cı´ch promeˇnny´ch roven nule,
pak se vsˇude ve stromove´ strukturrˇe nahradı´ promeˇnna´ z aktua´lnı´ho uzlu novou
konstantou. Nakonec se aktua´lnı´ uzel vymazˇe.
3.10.8 U´ prava formule - prˇesun kvantifika´toru˚ doleva
U´pravu formule zajisˇt’uje trˇı´da Pravidlo8.cs. Trˇı´da pracuje opeˇt se stromovou strukturou
a prˇi vytva´rˇenı´ instance se jı´ prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´
formuli (aktua´lnı´ zada´nı´).
Cı´lem te´to u´pravy je prˇemı´stit vsˇechny zbyle´ kvantifika´tory ve formuli (v te´to chvı´li
jen vsˇeobecne´ kvantifika´tory) na zacˇa´tek formule (jejich porˇadı´ uzˇ nehraje roli).
Prˇesun kvantifika´toru˚ doleva - zjednodusˇeny´ algoritmus
• Prˇichysta´me si pra´zdny´ buffer pro vsˇechny nalezene´ uzly reprezentujı´cı´ kvantifika´-
tory.
• Rekurzivneˇ se procha´zı´ strom od korˇene k listu˚m a v kazˇde´m zanorˇenı´ se kontroluje,
zda aktua´lnı´ uzel je kvantifika´torem a kdyzˇ ano, pak se uzel oznacˇı´ za neplatny´,
vymazˇe se a jeho hodnota se ulozˇı´ do prˇipravene´ho bufferu.
• Vsˇechny uzly z bufferu (vsˇechny kvantifika´tory) se vlozˇı´ na zacˇa´tek formule.
39
3.10.9 U´ prava formule - pouzˇitı´ distributivnı´ch za´konu˚
U´pravu formule zajisˇt’uje trˇı´da Pravidlo9.cs. Trˇı´da pracuje opeˇt se stromovou strukturou
a prˇi vytva´rˇenı´ instance se jı´ prˇeda´ vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´
formuli (aktua´lnı´ zada´nı´).
Cı´lem te´to u´pravy je upravit formuli do tvaru konjunkce disjunkcı´ (tedy tak, aby se
ve stromu reprezentujı´cı´ho formuli neobjevila ani jedna spojka disjunkce nad spojkou
konjunkce).
Po te´to u´praveˇ (ne vzˇdy je tato u´prava nutna´ a z toho plyne, zˇe neˇkdy i po drˇı´veˇjsˇı´
u´praveˇ) se formule nacha´zı´ v klausula´rnı´m stavu.
Pouzˇitı´ distributivnı´ch za´konu˚ - zjednodusˇeny´ algoritmus
1. Program zjistı´, zda se neˇkde ve stromu formule objevuje takova´ disjunkce, na kterou
lze (a ma´ to smysl) uplatnit distributivnı´ za´kony. Distributivnı´ za´kony program up-
latnı´ v prˇı´padeˇ, kdy stromova´ reprezentace formule obsahuje disjunkci a na´slednı´ci
disjunkce jsou (jedna z mozˇnostı´):
• konjunkce a negace,
• konjunkce a predika´t,
• konjunkce a konjunkce,
• konjunkce a disjunkce.
2. Uplatneˇnı´ distributivnı´ho za´kona na zjisˇteˇnou disjunukci.
3.11 Extrakce klausulı´
Procedura extrakce klausulı´ je v programu zastoupena trˇı´dou ExtrakceLiteralu.cs a
pracuje se stromovou strukturou formule, takzˇe prˇi vytva´rˇenı´ instance se trˇı´deˇ prˇeda´
vrchol stromove´ struktury, ktera´ reprezentuje aktua´lnı´ formuli (aktua´lnı´ zada´nı´). Stro-
mova´ struktura reprezentujı´cı´ zada´nı´ je jizˇ v klausula´rnı´ formeˇ.
Extrakce klausulı´ z formule, ktera´ je v klausula´rnı´ formeˇ nenı´ pro program nijak slozˇity´
proces. K extrakci je zapotrˇebı´ jednoho rekurzivnı´ho pru˚chodu stromovou reprezentacı´
formule.
3.11.1 Extrakce klausulı´ - zjednodusˇeny´ algoritmus
Program procha´zı´ rekurzivneˇ stromovou strukturu od korˇene k listu˚m a v kazˇde´m kroku
rekurze se zjisˇtuje, zda je v aktua´lnı´m uzlu bina´rnı´ spojka disjunkce a pokud ano, pak
je jasne´, zˇe podstrom specifikovany´ nalezeny´m vrcholem disjunkce specifikuje jednu
klausuli.
Tato klausule se extrahuje a ulozˇı´ do seznamu. K dalsˇı´mu zanorˇenı´ za disjunkci nedo-
jde, ale rekurze pokracˇuje da´le do doby, nezˇ projde cely´ strom.
Vy´sledek extrakce klausulı´ je jesˇteˇ upraven do prˇijatelneˇjsˇı´ podoby - tou je zrˇeteˇzeny´
seznam seznamu˚ (list listu˚) rˇeteˇzcu˚ (stringu˚). Du˚vodem prˇevodu nenı´ nic jine´ho, nezˇ
pohodlneˇjsˇı´ pra´ce (naprˇı´klad prˇı´stup prˇes indexy apod.).
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3.12 Unifikace
Dalsˇı´m krokem po extrakci klausulı´ je hleda´nı´ sporu pomocı´ rezolucˇnı´ho pravidla apliko-
vane´ho vzˇdy na neˇjake´ dveˇ klausule. Proces, kdy se uplatnˇuje rezolucˇnı´ pravidlo, vsˇak
vyuzˇı´va´ jiny´ proces - Unifikaci.
Unifikace je zastoupena v programu trˇı´dou Unifikace2.cs jejı´zˇ instance prˇi vytvorˇenı´
pozˇaduje dva argumenty typu string. Argumenty prˇedstavujı´ dva litera´ly, pro ktere´ se
bude hledat nejobecneˇjsˇı´ substituce.
Program vyuzˇı´va´ Robinsnu˚v unifikacˇnı´ proces pro hleda´nı´ nejobecneˇjsˇı´ substituce
(2.3.7).
3.12.1 Unifikace dvou litera´lu˚ - zjednodusˇeny´ algoritmus v programu
• Zjisˇteˇnı´ informacı´ o litera´lu 1:
1. Prˇı´tomnost negace prˇed litera´lem.
2. Predika´t v litera´lu.
3. Zjisˇteˇnı´ mohutnosti argumentu˚ predika´tu˚ (mnozˇstvı´ argumentu˚ v za´vorce za
predika´tem)
• Zjisˇteˇnı´ informacı´ o litera´lu 2 (identicke´ s krokem 1).
• Testy prˇed hleda´nı´m substituce. Pokud je ktery´koliv test vyhodnocen jako nepravda,
pak hleda´nı´ substituce koncˇı´ (hleda´nı´ substituce je nemozˇne´ nebo zbytecˇne´).
– Test na negace (v jednom litera´lu by´t negace musı´ a v druhe´m by´t nesmı´).
– Test na predika´ty (v obou litera´lech musı´ by´t predika´t stejny´).
– Test na mohutnosti za´vorek (obeˇ mohutnosti musı´ by´t stejne´).
• Hleda´nı´ obecne´ substituce (Robinson).




3. 1x za´vorka za predika´tem. (Za´vorka vsˇak mu˚zˇe by´t slozˇena z libovolne´ho mnozˇstvı´
cˇa´rkou oddeˇleny´ch argumentu˚. Argumenty mohou by´t v prˇı´padeˇ funkcı´ vnorˇene´.)
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3.13 Rezoluce
Je fina´lnı´m krokem cˇinnosti programu, ve ktere´m se snazˇı´me hledat spor. Tento krok
je v programu realizova´n trˇı´dami Rezoluce.cs (pro rezoluci nad dveˇmi klausulemi) a
Rezoluce2.cs (pro strojovou rezoluci provedenou programem od extrakce klausulı´ azˇ po
nalezenı´/nenalezenı´ sporu).
Obeˇ trˇı´dy majı´ jeden parametr - seznam seznamu˚ (list listu˚) rˇeteˇzcu˚ (stringu˚). Rozdı´l
mezi nimi je vsˇak ten, zˇe trˇı´da Rezoluce.cs prova´dı´ jedno uplatneˇnı´ rezolucˇnı´ho pravidla,
zatı´mco trˇı´da Rezoluce2.cs prova´dı´ opeˇtovne´ uplatnˇova´nı´ rezolucˇnı´ho pravidla dokud
najde/nenajde spor.
Pozna´mka: Proces, kdy mezi klausulemi hleda´me spor mu˚zˇe by´t „nekonecˇny´“, a
proto byla po dohodeˇ s Mgr. Markem Mensˇı´kem, Ph.D. stanovena hranice maxima´lnı´ho
mozˇne´ho uplatneˇnı´ rezolucˇnı´ho pravidla na konkre´tnı´ konstantu - cˇı´slo 500.
3.13.1 Strojova´ rezoluce - zjednodusˇeny´ algoritmus
1. Program zavola´ rekurzivnı´ metodu rezoluce(int radek1, int radek2) na prvnı´ dveˇ
klausule (pokud je klausulı´ me´neˇ nezˇ dveˇ, rezoluce koncˇı´ a spor se nenajde). V
metodeˇ rezoluce se prova´dı´ na´sledujı´cı´ kroky:
(a) Prˇi kazˇde´m vola´nı´ metody rezoluce se inkrementuje pocˇet provedeny´ch re-
zolucı´ (jakmile prˇesa´hne pocˇet provedeny´ch rezolucı´ hodnotu 500, proces
hleda´nı´ sporu koncˇı´ s vy´sledkem nenalezenı´ sporu).
(b) Kontrola pozice (metoda rezoluce ma´ dva parametry - int radek1, int radek2)
prvnı´ a druhe´ klausule. (Pozice urcˇujı´ porˇadı´ jednotlivy´ch klausulı´, na ktere´ se
aktua´lneˇ zkousˇı´ uplatnit rezoluce. Pokud se pozicı´ druhe´ho rˇa´dku dostaneme
za hranici pocˇtu klausulı´, zvy´sˇı´ se porˇadı´ prvnı´ho rˇa´dku a pozice druhe´ho
rˇa´dku se nastavı´ na pozici rovnu pozice prvnı´ho rˇa´dku plus jedna. Pokud se
dostaneme pozicı´ prvnı´ho rˇa´dku na pozici poslednı´ klausule, pak rezoluce
koncˇı´ a k dalsˇı´mu rekurzivnı´mu vola´nı´ sebe sama nedojde.)
(c) Kontrola kombinace rezolvovany´ch rˇa´dku˚ - program si uchova´va´ v bufferu
kombinace rˇa´dku˚, na ktere´ se rezoluce uplatnila(respektive zkousˇela uplatnit).
(Pokud se kombinace aktua´lnı´ch rˇa´dku˚ v bufferu objevuje, pak se rezoluce
neprova´dı´.)
(d) Unifikace klausulı´. (Ve dvou cyklech se prova´dı´ postupna´ unifikace jednotlivy´ch
litera´lu˚ klausulı´ a pokud se najde obecna´ substituce, ulozˇı´ se tato obecna´ sub-
stituce do loka´lnı´ promeˇnne´ (promeˇnna´ ve funkci rezoluce), pokud se obecna´
substituce nenajde, ulozˇı´ se do zmı´neˇne´ promeˇnne´ sekvence znaku˚ upozornˇu-
jı´cı´ na nemozˇnost unifikace klausulı´.)
(e) Byla-li nalezena obecna´ substituce pro dveˇ klausule, substituce se pro dane´
klausule provede a pak se nad dany´mi klausulemi provede rezoluce (Nejprve
se ve dvou klausulı´ch nahradı´ dle obecne´ substituce vsˇechny termy, pak se
opacˇne´ litera´ly (ty litera´ly, ktere´ jsou v obou formulı´ch s opacˇnou negacı´)
vymazˇou a pokud zbyde pouze pra´zdna´ klausule, docha´zı´ k oveˇrˇenı´ pu˚vodnı´
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de´lky obou klausulı´ - byly-li obeˇ de´lky klausulı´ rovny jedne´ (1 litera´l), pak je
spor dosazˇen korektneˇ, v jine´m prˇı´padeˇ nekorektneˇ.)
(f) Nebyla-li nalezena obecna´ substituce k rezoluci nedocha´zı´.
(g) Metoda zavola´ samu sebe s novy´mi parametry rˇa´dku˚. (Prvnı´ rˇa´dek zu˚sta´va´
stejny´ a druhy´ rˇa´dek se zvy´sˇı´ o jednicˇku.)
2. Po dokoncˇenı´ rekurzivnı´ metody se zkontroluje buffer vsˇech klausulı´ na poslednı´
pozici - pokud je na poslednı´ pozici pra´zdna´ klausule (# neboli HASH), pak rezoluce
skoncˇı´ s tı´m, zˇe spor byl nalezen. (Pokud se poslednı´ klausule nerovna´ pra´zdne´
klausuli, pak se zavola´ rekurzivnı´ metoda rezoluce znovu na prvnı´ dva rˇa´dky. Vsˇe
se opakuje, pokud nenı´ prˇekrocˇena hranice peˇti set rezolucı´.)
Algoritmus pro trˇı´du Rezoluce.cs je velice podobny´. Rozdı´l je pouze v tom, zˇe se
rezoluce zkusı´ prove´st pouze jednou nad prˇedany´mi dveˇmi klausulemi (Obeˇ klausule
jsou prˇeda´ny prostrˇednictvı´m jednoho seznamu seznamu˚ stringu˚. A oveˇrˇenı´, zˇe dany´
seznam obsahuje pra´veˇ dveˇ klausule se deˇje prˇed vytva´rˇenı´m instance trˇı´dy Rezoluce.cs.
Algoritmus trˇı´dy Rezoluce.cs tedy nebudu da´le rozva´deˇt).
3.14 Kontrola uzˇivatelsky´ch vstupu˚ prˇi u´prava´ch formule do klausula´rnı´
formy
Kontrolu uzˇivatelsky´ch akcı´ zajisˇt’uje trˇı´da Kontrola.cs. U´kolem trˇı´dy je zkontrolovat akci
a uzˇivatelsky´ vstup s formulı´ vu˚cˇi u´praveˇ provedene´ programem.
Zjednodusˇeny´ princip kontroly byl uveden v kapitole 3.3.1 a nynı´ se na proces kontroly
podı´va´me detailneˇji z hlediska jednotlivy´ch u´prav formule do klasula´rnı´ formy, z hlediska
extrahova´nı´ klausulı´ a z hlediska rezolvova´nı´ klausulı´.
3.14.1 Kontrola prˇi kroku negace formule
Prvnı´m krokem prˇi Herbrandoveˇ procedurˇe je negova´nı´ formule. Zde nasta´va´ velice
neprˇı´jemny´ proble´m spojeny´ pra´veˇ s negacı´ formule, protozˇe zpu˚sobu˚, jak zapsat nego-
vanou formuli je nekonecˇneˇ mnoho (Pro jednoduchost si prˇedstavme pod symbolem A
jakoukoli formuli. Za´pisy A, ¬¬A, ¬¬¬¬A, ... , jsou ekvivalentnı´, ale jsou zapsa´ny jinak.).
Proces oveˇrˇenı´, zda uzˇivatel negoval formuli spra´vneˇ, s tı´mto proble´mem musı´ alesponˇ
cˇa´stecˇneˇ pocˇı´tat.
Algoritmus, ktery´ oveˇrˇuje, zda uzˇivatel spra´vneˇ negoval formuli ze zada´nı´ je slozˇen
z na´sledujı´cı´ch kroku˚:
1. Nacˇtenı´ a u´prava (prˇevod specia´lnı´ch znaku˚, odstraneˇnı´ mezer, standardizace za´vorek)
formule, kterou zadal uzˇivatel.
2. Syntakticke´ oveˇrˇenı´ spra´vnosti formule zadane´ uzˇivatelem.
3. Prˇevod upravene´ formule, kterou zadal uzˇivatel ze stringove´ reprezentace do stro-
move´ reprezentace.
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4. U´prava upravene´ formule, kterou zadal uzˇivatel, kde se zajistı´ odstraneˇnı´ zbytecˇny´ch
za´vorek.
5. Nacˇtenı´ a uprava (prˇevod specia´lnı´ch znaku˚, odstraneˇnı´ mezer, standardizace za´vorek)
aktua´lnı´ho zada´nı´.
6. Prˇevod upravene´ho aktua´lnı´ho zada´nı´ ze stringove´ reprezentace do stromove´ reprezen-
tace.
7. Prˇeda´nı´ jizˇ negovane´ formule ze zada´nı´ (ve stromove´ reprezentaci) trˇı´deˇ Gen-
erovaniVsechNegaci.cs. Te´to trˇı´deˇ se prˇi vytva´rˇenı´ instance prˇeda´va´ vrchol stro-
move´ struktury, ktera´ reprezentuje formuli, pro kterou se majı´ vygenerovat vsˇechny
ekvivalentnı´ formule (ale podle omezeny´ch pravidel, ktera´ zajistı´ konecˇnost gen-
erova´nı´, protozˇe jinak bychom generovali nekonecˇneˇ dlouho). Trˇı´da po vytvorˇenı´
instance zajistı´ vygenerova´nı´ vsˇech ekvivalentnı´ch formulı´ (Dle pravidel, ktere´ za-
jistı´ konecˇnost mnozˇiny vsˇech ekvivalentnı´ch formulı´. Ve forma´tu seznamu rˇeteˇzcu˚ a
seznamu stromovy´ch struktur. Pozna´mka: ve forma´tu seznamu rˇeteˇzcu˚ jsou formule
vzˇdy zapsa´ny bez zbytecˇny´ch za´vorek.) vu˚cˇi prˇedane´ negovane´ formuli. Pravidla,
na za´kladeˇ ktery´ch se generujı´ vsˇechny ekvivalentnı´ formule vu˚cˇi prˇedane´ formuli,
jsou:
• ¬( A ) →¬A
• ¬(¬A) → ¬¬A, nebo A
• ¬∀ → ∃¬
• ¬∃ → ∀¬
• ¬( A ∨ B) →¬A ∧ ¬B
• ¬( A ∧ B) →¬A ∨ ¬B
• ¬( A ⊃ B) → A ∧ ¬B
• ¬( A ≡ B) → (¬A ∨ B) ∧ (¬B ∨ A) ,kde si za A mu˚zˇeme pro jednoduchost
prˇedstavit naprˇı´klad predika´t A(x) nebo formuli ∀A(x) apod. a za symbol →
si mu˚zˇeme prˇedstavit proces, kdy program provede u´pravu leve´ strany na
stranu pravou (jednodusˇe rˇecˇeno si symbol sˇipky mu˚zˇeme nahradit textem
„mu˚zˇe program prˇepsat na“).
8. Kontrola, zda je upravena´ formule (formule s vnitrˇnı´mi znaky, bez mezer, se stan-
dardnı´mi za´vorkami () ... ), kterou zadal uzˇivatel v seznamu vsˇech ekvivalentnı´ch
formulı´ vu˚cˇi strojem spra´vneˇ negovane´mu zada´nı´.
9. Vyhodnocenı´:
(a) je-li upravena´ formule, kterou zadal uzˇivatel v seznamu vsˇech ekvivalentnı´ch
formulı´ vu˚cˇi strojem negovane´mu zada´nı´, pak je uzˇivatelova formule vyhod-
nocena jako spra´vna´ a program vypı´sˇe na´lezˇita´ sdeˇlenı´.
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(b) nenı´-li upravena´ formule, kterou zadal uzˇivatel v seznamu vsˇech ekvivalent-
nı´ch formulı´ vu˚cˇi strojem negovane´mu zada´nı´, provede program srovna´nı´ stro-
move´ struktury uzˇivatelem zadane´ formule se vsˇemi stromovy´mi strukturami,
ktere´ jsou ekvivalentnı´ vu˚cˇi strojem negovane´mu zada´nı´ (Proces srovna´nı´ dvou
struktur je zachycen v na´sledujı´cı´ kapitole 3.14.2). Vy´sledek kazˇde´ho porovna´nı´
si program zapamatuje v bufferu a na za´kladeˇ vy´sledku˚ v bufferu program vy-
bere takovou strukturu (ze seznamu vsˇech struktur ekvivalentnı´ch formulı´
vu˚cˇi strojem negovane´mu zada´nı´), ktera´ se nejvı´ce podoba´ strukturˇe formule,
kterou zadal uzˇivatel. Z takto vybrane´ sturktury se pak pocˇı´ta´ vy´sledne´ hod-
nocenı´ cele´ho kroku a take´ se z nı´ vypocˇı´ta´va´ pozice prvnı´ chyby ve formuli,
zadane´ uzˇivatelem.
3.14.2 Srovna´nı´ dvou stromovy´ch struktur
Srovna´nı´ dvou stromovy´ch struktur se deˇje v neˇkolika krocı´ch a kazˇdy´ krok ma´ na
celkove´m zhodnocenı´ kroku uzˇivatele podı´l.
• Aby byl program alesponˇ cˇa´stecˇneˇ schopen hodnotit strukturu formule, procha´zı´
se najednou rekurzivneˇ obeˇ stromove´ struktury a v kazˇde´m kroku rekurze se kon-
troluje aktua´lnı´ uzel jedne´ struktury s uzlem druhe´ sturktury. V pru˚beˇhu tothoto
kroku se zaznamena´va´ pocˇet stejny´ch uzlu˚ (Uzly jsou stejne´ tehdy, kdyzˇ majı´ stejne´
rˇeteˇzce v promeˇnne´ „hodnota“).
• Nejsou-li uzly stejne´, vypocˇı´ta´va´ se jesˇteˇ procentua´lnı´ shodnost dvou rˇeteˇzcovy´ch
hodnot v uzlech tak, zˇe si program nejprve zjistı´ de´lku obou rˇeteˇzcu˚, zjistı´ pocˇet
stejny´ch znaku˚ rˇeteˇzcu˚ (na stejny´ch mı´stech pochopitelneˇ - jde take´ o strukturu) a
nakonec urcˇı´ shodnost jako jednoduchy´ podı´l pocˇtu stejny´ch znaku˚ a de´lky delsˇı´ho
rˇeteˇzce.
• Na´sledny´m krokem je zjisˇteˇnı´ pocˇtu uzlu˚ stromovy´ch struktur.
• Celkova´ shodnost dvou stromu˚ se vypocˇı´ta´ jako: shodnost= ((2∗pocetStejnychUzlu)÷
pocetUzluCelkem) ∗ 100
Vy´sledkem srovna´nı´ dvou stromu˚ je desetinne´ cˇı´slo x z intervalu s podmı´nkami 0 ≤
x a za´rovenˇ x ≥ 1. (Kdyzˇ se cˇı´slo x vyna´sobı´ stem, dostaneme procenta´lnı´ shodnost.)
3.14.3 Vyhodnocenı´ vy´sledku˚ kontroly
Beˇhem procesu kontroly u´prav, ktery´mi se formule prˇeva´dı´ do klausula´rnı´ formy, se
kazˇdy´ krok uzˇivatele (krok = provedenı´ jedne´ u´pravy) vyhodnocuje a vy´sledky jsou
vizualizova´ny. Informace, ktere´ program vizualizuje do tabulky umı´steˇne´ na hlavnı´ obra-
zovce programu (tabulka historie) jsou:
• strojova´ u´prava (v tomto sloupci tabulky vidı´me, jak by program provedl danou
u´pravu),
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• co meˇl uzˇivatel doplnit (v tomto sloupci tabulky je vizualizova´na formule, kterou
meˇl dle odhadu programu uzˇivatel doplnit),
• co uzˇivatel doplnil (v tomto sloupci tabulky je uvedena formule, ktera´ podle uzˇi-
vatele meˇla po uplatneˇnı´ dane´ho pravidla vyjı´t),
• pouzˇite´ pravidlo (v tomto sloupci tabulky je slovneˇ napsa´no pravidlo, ktere´ se prˇi
u´praveˇ uplatnilo),
• hodnocenı´ kroku (v tomto sloupci tabulky je v rozmezı´ hodnot 1 azˇ 5 hodnocena
u´prava jako celek).
Vysveˇtlenı´ k polozˇka´m asi nenı´ trˇeba. Jen bych ra´d upozornil na uzˇitecˇnou vlastnost
bodu cˇı´slo 3. Ve sloupci tabulky „co uzˇivatel doplnil“ se v prˇı´padeˇ, zˇe uzˇivatel zadal
syntakticky spra´vnou formuli a vybral spra´vneˇ pravidlo, ktere´ se na zada´nı´ ma´ v danou
chvı´li uplatnit, vypı´sˇe formule, kterou uzˇivatel zadal s vizualizacı´ hranice spra´vne´ a
chybne´ cˇa´sti zadane´ formule. Oblast, ve ktere´ je formule spra´vna´, je podbarvena zelenou
barvou, zatı´mco oblast formule, ktera´ je sˇpatna´, je podbarvena barvou cˇervenou.
Da´le bych chteˇl upozornit na zpu˚sob, jaky´m je u´prava jako celek zhodnocena.
Pokud uzˇivatel zada´ spra´vnou u´pravu (pokud nezada´ spra´vnou u´pravu, je hodnocen
zna´mkou 5) a take´ spra´vnou formuli, je hodnocen zna´mkou 1. Pokud uzˇivatel zada´
spra´vnou u´pravu a syntakticky sˇpatnou formuli, je hodnocen peˇtkou. Pokud vsˇak uzˇivatel
zada´ spra´vnou u´pravu a syntakticky spra´vnou formuli, docha´zı´ k porovna´nı´ formule,
kterou zadal uzˇivatel s formulı´, ktera´ vznikla strojovou u´pravou a zde mu˚zˇe by´t uzˇivatel
hodnocen v rozmezı´ 2 - 4. Vzorec, dle ktere´ho se spocˇı´ta´ hodnocenı´, je roven:
• hodnocenikroku = (automatickeZhorseni + (2 - (( pozicePrvniNalezeneChyby /
delkaF1 ) * 2))), kde automatickeZhorseni je rovno konstanteˇ 2, pozice prvnı´ nalezene´
chyby je rovna indexu prvnı´ho rozdı´lne´ho pı´smenka v zada´nı´ a uzˇivatelske´m vstupu
a de´lkaF1 je de´lka delsˇı´ho rˇeteˇzce (de´lka zada´nı´ nebo uzˇivatelske´ho vstupu).
3.14.4 Kontrola spra´vne´ho vytvorˇenı´ existencˇnı´ho uza´veˇru
Kontrola, zda uzˇivatel spra´vneˇ vytvorˇil existencˇnı´ uza´veˇr, nenı´ slozˇity´ proces. Prˇi kontrole
existencˇnı´ho uza´veˇru se objevuje pouze jeden proble´m a to, zˇe uzˇivatel nemusı´ zadat
kvantifika´tory existencˇnı´ho uza´veˇru v porˇadı´, v jake´m je prˇida´ program. Pomocı´ metody
na srovna´va´nı´ dvou stromu˚ tedy nemu˚zˇeme tuto kontrolu prove´zt.
Proble´m urcˇenı´, zda uzˇivatel vytvorˇil exist. uza´veˇr spra´vneˇ, je v programu rˇesˇen
na´sledovneˇ (V postupu vynecha´m podrobnosti, jak se ze zada´nı´ a uzˇivatelske´ho vstupu
dosˇlo ke stromove´ reprezentaci formulı´, protozˇe tento postup uzˇ byl neˇkolikra´t zminˇova´n.
Tento postup bude take´ vynecha´n ve zby´vajı´cı´ cˇa´sti cele´ diplomove´ pra´ce.):
• Zı´ska´me stromovou reprezentaci uzˇivatelske´ho vstupu.
• Zı´ska´me stromovou reprezentaci zada´nı´.
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• Ze stromove´ reprezentace uzˇivatelske´ho vstupu zı´ska´me pomocı´ leve´ rekurze (od
korˇene se budeme zanorˇovat pouze do leve´ho na´slednı´ka a v kazˇde´m kroku si
budeme do seznamu stringu˚ ukla´dat hodnoty uzlu˚ a to tak dlouho, dokud bude
zpracova´vany´ uzel typu existencˇnı´ho kvantifika´toru) seznam stringovy´ch hodnot
vsˇech prvku˚ existencˇnı´ho uza´veˇru.
• Stejny´m zpu˚sobem zı´ska´me prvky existencˇnı´ho uza´veˇru zada´nı´.
• Setrˇı´dı´me abecedneˇ oba seznamy.
• Od stromove´ struktury uzˇivatelske´ho vstupu oddeˇlı´me existencˇnı´ uza´veˇr. (K to-
muto kroku pouzˇijeme trˇı´du ziskaniStromBezExistencnihoUzaveru.cs, ktere´ prˇi
vytva´rˇenı´ instance prˇeda´me vrchol stromove´ struktury, ktera´ reprezentuje uzˇi-
vatelem zadanou formuli.) Princip oddeˇlenı´ existencˇnı´ho uza´veˇru je jednoduchy´:
procha´zı´me strom od korˇene k listu˚m a dokud je aktua´lneˇ zpracova´vany´ uzel typu
existencˇnı´ kvantifika´tor, tak uzel smazˇeme.
• Stejnou procedurou zı´ska´me zada´nı´ bez existencˇnı´ho uza´veˇru.
• Stromovou strukturu uzˇivatelske´ho vstupu bez existencˇnı´ho uza´veˇru prˇevedeme na
rˇeteˇzec (prˇevod stromove´ reprezentace na rˇeteˇzec viz. kapitola 3.7.2) a odstranı´me
prˇebytecˇne´ za´vorky (viz kapitola 3.7.3).
• Stejnou proceduru provedeme pro stromovou strukturu zada´nı´.
• Setrˇizeny´ seznam rˇeteˇzcu˚ (kde jsou ulozˇeny prvky existencˇnı´ho uza´veˇru uzˇivatel-
ske´ho vstupu) uzˇivatelske´ho vustupu prˇevedeme na jeden rˇeteˇzec.
• Stejnou operaci provedeme se seznamem rˇeteˇzcu˚, reprezentujı´cı´ prvky existencˇnı´ho
uza´veˇru zada´nı´.
• Sloucˇı´me vznikly´ rˇeteˇzec reprezentujı´cı´ existencˇnı´ uza´veˇr uzˇivatelske´ho vstupu se
stringovou reprezentacı´ stromove´ struktury uzˇivatelske´ho vstupu bez existencˇnı´ho
uza´veˇru.
• Stejnou operaci provedeme se seznamem rˇeteˇzcu˚ pro zada´nı´ a stringovou reprezen-
tacı´ stromove´ struktury zada´nı´ bez existencˇnı´ho uza´veˇru.
• Provedeme porovna´nı´ obou vznikly´ch sloucˇeny´ch rˇeteˇzcu˚ a vyhodnocenı´ kroku
(viz kapitola 3.14.3).
3.14.5 Kontrola spra´vne´ eliminace nadbytecˇny´ch kvantifika´toru˚
Proces kontroly, zda uzˇivatel spra´vneˇ eliminoval nadbytecˇne´ kvantifika´tory, nenı´ slozˇity´.
Pravidlo samotne´ho odstraneˇnı´ prˇebytecˇny´ch kvantifika´toru˚ je prˇesneˇ da´no. Algoritmus
te´to u´pravy znı´:
1. Program si ze stringove´ reprezentace zada´nı´ vytvorˇı´ stromovou strukturu, nad
kterou provede operaci eliminace nadbytecˇny´ch kvantifika´toru˚ (viz. kapitola 3.10.2).
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2. Vy´sledek operace se prˇevede na stringovou reprezentaci a z vy´razu se odstranı´
prˇebytecˇne´ za´vorky.
3. Uzˇivatelem zadana´ formule se standardizuje (odstraneˇnı´ mezer, standardizace za´vorek
apod.) a odstranı´ se z nı´ prˇebytecˇne´ za´vorky.
4. Program provede porovna´nı´ obou formulı´ a vyhodnocenı´ cele´ho kroku (viz. kapi-
tola 3.14.3).
3.14.6 Kontrola spra´vne´ho prˇejmenova´nı´ promeˇnny´ch
Kontrola spra´vne´ho prˇejmenova´nı´ je proces, ktery´ v sobeˇ zkry´va´ jeden za´vazˇny´ proble´m.
Jedna´ se o to, zˇe uzˇivatel mu˚zˇe prˇi kroku prˇejmenova´nı´ promeˇnny´ch pouzˇı´t jine´ na´zvy
promeˇnny´ch nezˇ program (ktery´, jak vı´me z kapitoly 3.10.3, generuje nove´ na´zvy za
pomocı´ stejne´ho pı´smenka promeˇnne´ a rozdı´lne´ho indexu).
Kontrola je tedy na tento proble´m rˇa´dneˇ prˇipravena a algritmus samotne´ kontroly
vypda´ na´sledovneˇ (hodneˇ zjednodusˇeneˇ):
1. Zı´ska´me stringovou reprezentaci zada´nı´ a odstranı´me prˇebytecˇne´ za´vorky.
2. Zı´ska´me stringovou reprezentaci formule zadane´ uzˇivatelem a odstranı´me prˇe-
bytecˇne´ za´vorky.
3. Vyextrahujeme ze zada´nı´ vsˇechny promeˇnne´ do seznamu (v dalsˇı´ch krocı´ch je tento
seznam oznacˇen jako SEZNAM A). (K tomuto procesu slouzˇı´ trˇı´da UpravaFor-
muleVyjmutiPromennych.cs, ktere´ se prˇi vytva´rˇenı´ instance prˇeda´ stringova´ reprezen-
tace formule, ze ktere´ se extrahujı´ vsˇechny promeˇnne´ do seznamu (listu) rˇeteˇzcu˚
(stringu˚) a za´rovenˇ se provede oznacˇenı´ vsˇech promeˇnny´ch v prˇedane´ formuli
prostrˇednictvı´m vlozˇenı´ znaku˚ „@“ prˇed i za promeˇnnou.)
4. Vyextrahujeme z uzˇivatelem zadane´ formule vsˇechny promeˇnne´ do seznamu (SEZ-
NAM B, proces extrakce je stejny´ jako v prˇedchozı´m kroce).
5. Provedeme srovna´nı´ formulı´ (ve ktery´ch jsou v obou prˇı´padech promeˇnne´ odd-
eˇleny znaky „@“) pomocı´ trˇı´dy SrovnaniFormuliSRuznymiPromennymi.cs. Trˇı´da
prˇi vytva´rˇenı´ instance pozˇaduje prˇeda´nı´ vsˇech extrahovany´ch promeˇnny´ch z uzˇi-
vatelem zadane´ formule (SEZNAM A), vsˇech extrahovany´ch promeˇnny´ch ze zada´nı´
(SEZNAM B), formuli zadanou uzˇivatelem s vyznacˇeny´mi promeˇnny´mi a formuli
ze zada´nı´ s vyznacˇeny´mi promeˇnny´mi (trˇı´da ma´ jesˇteˇ jeden parametr, ktery´ je v
tuto chvı´li nepodstatny´, protozˇe se vyuzˇı´va´ prˇi kontrole procesu skolemizace). Ve
trˇı´deˇ SrovnaniFormuleSRuznymiPromennymi.cs se postupneˇ procha´zı´ SEZNAM
A. V kazˇde´m i-te´m kroku pru˚chodu se zkusı´ vyhodnotit podmı´nka, zda je i-ta´
promeˇnna´ v SEZNAMU A stejna´ jako i-ta´ promeˇnna´ ze SEZNAMU B. Pokud ano,
v SEZNAMU B se zneprˇı´stupnı´ zmeˇna promeˇnny´ch na vsˇech pozicı´ch, na ktery´ch
se vyskytuje i-ta´ promeˇnna´ seznamu A. Pokud i-ta´ promeˇnna´ SEZNAMU A nenı´
stejna´ jako i-ta´ promeˇnna´ SEZNAMU B, pak se zkontroluje zda je na i-te´ pozici v
48
SEZNAMU B povolena´ zmeˇna promeˇnne´ (pokud zmeˇna na i-te´ pozici povolena
nenı´, pak uzˇivatel prˇejmenoval promeˇnne´ sˇpatneˇ a ze za´veˇrecˇne´ho kroku vyplyne,
zˇe uzˇivatel udeˇlal chybu) a pokud ano, dojde k prˇepisu i-te´ promeˇnne´ SEZNAMU B
i-tou promeˇnnou SEZNAMU A a v cele´m SEZNAMU B se mı´sto stare´ i-te´ hodnoty
objevı´ nova´ i-ta´ hodnota SEZNAMU A (samozrˇejmeˇ pouze na teˇch polozˇka´ch, kde
je povolena zmeˇna hodnoty). Pak se znemozˇnı´ za´pis na vsˇech pozicı´ch SEZNAMU
B, kde dosˇlo k nahrazenı´ promeˇnne´. Po dokoncˇenı´ pru˚chodu se vsˇechny promeˇnne´
ze zada´nı´ nahradı´ promeˇnny´mi ze SEZNAMU B (po rˇadeˇ).Na´sledny´m krokem je
jizˇ oveˇrˇenı´, zda se updatovane´ zada´nı´ rovna´ uzˇivatelske´ formuli (ze ktere´ jsou jesˇteˇ
vymaza´ny specia´lnı´ znaky oddeˇlujı´cı´ promeˇnne´). Pokud se zada´nı´ a uzˇivatelska´
formule rovnajı´, uzˇivatel uplatnil pravidlo prˇejmenova´nı´ promeˇnny´ch spra´vneˇ, v
opacˇne´m prˇı´padeˇ sˇpatneˇ.
6. Vyhodnocenı´ cele´ho kroku (viz. kapitola 3.14.3).
3.14.7 Kontrola odstraneˇnı´ implikace a ekvivalence, prˇesunu negace doprava, prˇe-
sunu kvantifika´toru˚ doprava, uplatneˇnı´ distributivnı´ch za´konu˚
Pro vsˇechny u´pravy uvedene´ v nadpisu te´to podkapitoly se pouzˇı´va´ stejny´ algoritmus
oveˇrˇujı´cı´ spra´vnost uzˇivatelem zadane´ formule vu˚cˇi vy´sledku u´pravy. Algoritmus pro
oveˇrˇenı´ spra´vnosti uzˇiv. formule vu˚cˇi zada´nı´ je na´sledujı´cı´:
1. Na aktua´lnı´ zada´nı´ se uplatnı´ (neˇktera´) u´prava z nadpisu kapitoly.
2. Vy´sledek, ktery´ po aplikova´nı´ u´pravy dostaneme, pouzˇijeme prˇi vytva´rˇenı´ instance
trˇı´dy GenerovaniVsechEkvFormuliZakladni.cs. Tato trˇı´da prˇi vytvorˇenı´ instance
vytvorˇı´ k prˇedane´ formuli vsˇechny ekvivalentnı´ formule jen tı´m, zˇe meˇnı´ vnitrˇnı´
strukturu stromu (prohazuje leve´ a prave´ na´slednı´ky v konjunkcı´ch a disjunkcı´ch).
Algoritmus te´to metody neuva´dı´m, protozˇe je velmi teˇzˇke´ jej jednoznacˇneˇ slovneˇ
vysveˇtlit (pro prˇedstavu o jeho slozˇitosti - algoritmus pouzˇı´va´ dohromady cykly a
rekurzi).
3. Zı´ska´me formuli zadanou uzˇivatelem (vymaza´nı´ mezer, standardizace, ... ) a odstranı´me
v nı´ prˇebytecˇne´ za´vorky.
4. Zkontrolujeme, zda se upravena´ formule zadana´ uzˇivatelem nacha´zı´ v seznamu
vsˇech vygenerovany´ch ekvivalentnı´ch formulı´ vu˚cˇi strojem dosazˇene´mu vy´sledku.
5. Vyhodnocenı´: pokud uzˇivatel zadal formuli, ktera´ se nale´za´ ve vsˇech vygenerovany´ch
ekvivalentnı´ch formulı´ch vu˚cˇi vy´sledku, ktery´ byl dosazˇen danou strojovou u´pravou,
vyhodnocenı´ probı´ha´ standardneˇ. Pokud vsˇak uzˇivatel zadal formuli, ktera´ se v sez-
namu vsˇech vygenerovany´ch ekvivalentnı´ch formulı´ nenacha´zı´, pak se pouzˇije v
principu stejny´ postup jako v kapitole 3.14.1, kdy uzˇivatel nezadal ani jednu negaci,
ktera´ je v seznamu vsˇech dosazˇitelny´ch negacı´.
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3.14.8 Kontrola skolemizace
V te´to kontrole se potka´va´me s podobny´m proble´mem jako v kapitole 3.14.6. Pro oveˇrˇenı´
spra´vnosti uzˇivatelem zadane´ formule vu˚cˇi vy´sledku strojove´ u´pravy (skolemizace) se
pouzˇı´va´ na´sledujı´cı´ algoritmus:
1. Zı´ska´me formuli zadanou uzˇivatelem (vymaza´nı´ mezer, standardizace, ... ) a odstranı´me
v nı´ prˇebytecˇne´ za´vorky.
2. Zı´ska´me z formule zadane´ uzˇivatelem vsˇechny pouzˇite´ konstanty, funkce a promeˇnne´
jako seznam rˇeteˇzcu˚. K zı´ska´nı´ takove´ho seznamu pouzˇijeme trˇı´du UpravaFor-
muleVyjmutiPromennychFunkciKonstant.cs (tato trˇı´da ma´ v principu stejnou funkci
jako trˇı´da UpravaFormuleVyjmutiPromennych.cs z kapitoly 3.14.6 s tı´m rozdı´lem,
zˇe je schopna extrahovat mimo promeˇnne´ take´ funkce a konstanty + v prˇedane´
formuli vyznacˇuje kromeˇ promeˇnny´ch take´ funkce a konstanty).
3. Stejny´m zpu˚sobem zı´ska´me vsˇechny pouzˇite´ konstanty, funkce a promeˇnne´ ze
zada´nı´.
4. Vytvorˇı´me instanci trˇı´dy SrovnaniFormuliSRuznymiPromennymi.cs stejneˇ jako v
kapitole 3.14.6, pomocı´ ktere´ nebudeme zjisˇt’ovat, zda se prvky pouzˇite´ v SEZNAMU
A (znacˇenı´ z kapitoly 3.14.6) dajı´ prˇeve´st na prvky SEZNAMU B jako v kapitole
3.14.6, ale prˇevedeme co nejvı´ce hodnot ze SEZNAMU A do SEZNAMU B (stejny´m
zpu˚sobem jako v kapitole 3.14.6). Tı´m, zˇe budeme prˇena´sˇet prvky SEZNAMU A
do SEZNAMU B, dostaneme nejprˇesneˇjsˇı´ mozˇny´ seznam vsˇech funkcı´, konstant a
promeˇnny´ch vyskytujı´cı´ch se ve vy´sledku operace skolemizace.
5. Vygenerova´nı´ vsˇech ekvivalentnı´ch formulı´ k formuli, ktera´ vznikla strojem prove-
denou skolemizacı´ nad zada´nı´m. (Jesˇteˇ prˇed samotnou generacı´ vsˇech ekvivalent-
nı´ch formulı´ se v prˇeda´vane´ formuli provede nahrazenı´ vsˇech funkcı´, konstant a
promeˇnny´ch za funkce, promeˇnne´ a konstanty ze zı´skane´ho seznamu v prˇedchozı´m
kroku.)
6. Zbyla´ cˇa´st algoritmu - od kontroly, zda uzˇivatel zadal jednu z mozˇny´ch spra´vny´ch
formulı´ azˇ po vyhodnocenı´ - je stejna´ jako v prˇedchozı´ kapitole 3.14.7 (od cˇtvrte´ho
bodu algoritmu).
3.14.9 Kontrola prˇesunu kvantifika´toru˚ doleva
V te´to kontrole se opeˇt poty´ka´me s podobny´m proble´mem jako v kapitole 3.14.4 - proble´m
spojeny´ s tı´m, zˇe nevı´me, v jake´m porˇadı´ uzˇivatel vsˇeobecne´ kvantifika´tory do formule
napı´sˇe. Algoritmicke´ rˇesˇenı´ proble´mu je vı´ce me´neˇ stejne´ jako v kapitole 3.14.4, s vy´jimkou,
zˇe v algortimu nepracujeme s uzly typu existencˇnı´ kvantifika´tor, ale pracujeme s uzly
typu vsˇeobecny´ kvantifika´tor (existencˇnı´ kvantifika´tory v dobeˇ kontroly ve formuli ani
neexistujı´).
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3.15 Kontrola uzˇivatelsky´ch vstupu˚ prˇi extrakci klausulı´ ze zada´nı´
Kontrola klausulı´ v procesu extrahova´nı´ klausulı´ je oproti prˇedchozı´m kontrola´m znacˇneˇ
jednodusˇsˇı´. Kontrola extrakce klausulı´ nenı´ implementova´na ani ve sve´ vlastnı´ trˇı´deˇ. Prˇi
extrakci klausulı´ program prˇedpokla´da´, zˇe uzˇivatel bude klausule ze zada´nı´ extrahovat
stejny´m syste´mem, jako kdyzˇ se cˇte veˇta - tedy zleva doprava (prvnı´ extrahuje klausuli
u´plneˇ vlevo, pak druhou zleva atd.). A dı´ky tomuto prˇedpokladu programu stacˇı´, zˇe si
drzˇı´ vsˇechny klausule v pameˇti a prˇi kazˇde´m kroku extrakce se pomocı´ jednoduche´ho
porovna´nı´ stringu˚ zjistı´, zda uzˇivatel provedl extrakci spra´vneˇ nebo sˇpatneˇ (uzˇivatelsky´
vstup je vzˇdy standardizova´n z hlediska mezer, za´vorek). Porˇadı´ jednotlivy´ch litera´lu˚
klausule je taky pevneˇ da´no (jako u porˇadı´ klausulı´).
3.16 Kontrola uzˇivatelske´ho vstupu prˇi rezoluci dvou oznacˇeny´ch rˇa´dku˚
Fina´lnı´m krokem Herbrandovy procedury je hleda´nı´ sporu pomocı´ uplatnˇova´nı´ re-
zolucˇnı´ho pravidla na vzˇdy dveˇ klausule. V tomto procesu uzˇ ma´ uzˇivatel k dispozici
sadu klausulı´ a u kazˇde´ z nich je vzˇdy zasˇkrta´vacı´ polı´cˇko. Aby dosˇlo k procesu uplatneˇnı´
rezolucˇnı´ho pravidla na urcˇite´ dveˇ klausule, musı´ uzˇivatel vzˇdy pomocı´ zasˇkrta´va´tka
vybrat pra´veˇ dveˇ klausule. Pokud nevybere pra´veˇ dveˇ, pak se rezoluce nespustı´ a dojde
pouze k znovuobnovenı´ pu˚vodnı´ch klausulı´.
Prˇedtı´m, nezˇ uzˇivatel spustı´ rezoluci nad dveˇmi klausulemi by meˇl do poslednı´ho
rˇa´dku (ktery´ je vzˇdy pra´zdny´ pra´veˇ pro zapsa´nı´ klausule) zapsat klausuli, ktera´ podle
neˇj vznikne po uplatneˇnı´ rezolucˇnı´ho pravidla na nı´m vybrane´ dveˇ klausule. (Symbol
pra´zdne´ klausule je v programu reprezentova´n znakem # .)
Algoritmus samotne´ kontroly je na´sledujı´cı´:
1. Nejprve se zkontroluje, zda byly zasˇkrtle´ pra´veˇ dva rˇa´dky (dveˇ klausule).
2. Z obou zasˇrktly´ch rˇa´dku˚ se vyextrahujı´ klausule.
3. V klausulı´ch se nahradı´ specia´lnı´ znaky vnitrˇnı´mi znaky (viz. 3.1), provede se stan-
dardizace za´vorek a mezer.
4. Klausule jsou zatı´m v podobeˇ rˇeteˇzcu˚ - prˇevedou se tedy do jednoho zrˇeteˇzene´ho
seznamu seznamu˚ (list listu˚) rˇeteˇzcu˚ (stringu˚). Cela´ jedna klausule je ulozˇena do
jednoho listu rˇeteˇzcu˚ (kde jednotlive´ rˇeteˇzce odpovı´dajı´ jednotlivy´m litera´lu˚m).
Obeˇ klausule jsou zrˇeteˇzeny proto, protozˇe s takovou strukturou pracujı´ obeˇ trˇı´dy
Rezoluce.cs i Rezoluce2.cs (ktere´ rezolucˇnı´ pravidlo implementujı´), pomocı´ ktery´ch
docha´zı´ k fyzicke´ rezoluci v programu.
5. Prˇeda´nı´ vytvorˇene´ho zrˇeteˇzene´ho seznamu seznamu˚ trˇı´deˇ Rezoluce.cs (princip fun-
gova´nı´ viz. kapitola 3.13).
6. Upravenı´ vstupu uzˇivatele - standardizace za´vorek, mezer.
7. Upravenı´ vstupu uzˇivatele ze znaku˚ vnitrˇnı´ reprezentace na znaky specia´lnı´ (viz.
3.1). Du˚vod je ten, zˇe vy´sledek rezoluce uzˇ chceme uzˇivateli vizualizovat ve forma´tu
upraveny´ch znaku˚ na znaky specia´lnı´.
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8. Porovna´nı´ vy´sledku rezoluce (kde jsou jesˇteˇ upraveny znaky vnitrˇnı´ na znaky
specia´lnı´) a uzˇivatelske´ho vstupu. Pokud jsou formule stejne´, pak program pokracˇuje
vizualizacı´. Pokud vsˇak jsou formule rozdı´lne´, jesˇteˇ docha´zı´ ke kontrole, zda uzˇiva-
tel pouze neprohodil jednotlive´ litera´ly.
9. Vizualizace vy´sledku˚.
Vizualizace vy´sledku˚ rezoluce je velice jednoduchou za´lezˇitostı´. V prˇı´padeˇ spra´vne´
rezoluce se prˇida´ do tabulky vsˇech klausulı´ novy´ rˇa´dek, ve ktere´m je porˇadove´ cˇı´slo
rˇa´dku, vy´sledek operace rezoluce a pouzˇita´ substituce. Cely´ rˇa´dek je take´ zabolokova´n
proti prˇepsa´nı´ z bezpecˇnostnı´ch du˚vodu˚ (aby se program nezhroutil apod.). V prˇı´padeˇ,
zˇe je rezoluce nespra´vna´ (bud’ je nekorektnı´, nebo nema´ vy´znam rezolvovat dane´ rˇa´dky),
se novy´ rˇa´dek do tabulky vsˇech klausulı´ neprˇida´. Mı´sto toho se uzˇivateli zobrazı´ zpra´va,
zˇe jı´m zatrzˇene´ rˇa´dky rezolvovat nelze.
3.17 Na´poveˇda
Syste´m na´poveˇdy v cele´m programu je rozdeˇlen do cˇtyrˇech cˇa´stı´:
1. Na´poveˇda v procesu prˇeva´deˇnı´ klausule do klausula´rnı´ formy.
2. Na´poveˇda prˇi procesu extrahova´nı´ klausulı´ ze zada´nı´.
3. Na´poveˇda prˇi prova´deˇnı´ rezoluce vybrany´ch rˇa´dku˚.
4. Na´poveˇda, ktera´ uzˇivateli uka´zˇe cely´ proces hleda´nı´ sporu mezi jednotlivy´mi
klausulemi.
3.17.1 Na´poveˇda v procesu prˇeva´deˇnı´ klausule do klausula´rnı´ formy
V procesu, kdy uzˇivatel prˇeva´dı´ pomocı´ programu klausuli do klausula´rnı´ formy, mu je
k dispozici na´poveˇda, jejı´zˇ princip fungova´nı´ je velice jednoduchy´ (ne´ algoritmicky, ale
mysˇlenkou).
Kdyzˇ chce uzˇivatel zobrazit na´poveˇdu, klikne na tlacˇı´tko „Na´poveˇda“ a na´poveˇda
okamzˇiteˇ zacˇne zpracova´vat aktua´lnı´ zada´nı´ a po rˇadeˇ na zada´nı´ zkousˇı´ uplatnˇovat
sadu desı´ti pravidel (negace, vytvorˇenı´ existencˇnı´ho uza´veˇru atd.) a po kazˇde´m uplat-
neˇnı´ zkontroluje rˇeteˇzcovou strukturu formule prˇed u´pravou a po u´praveˇ a pokud jsou
rˇeteˇzcove´ struktury formule jine´, pak na´poveˇda zahla´sı´ naposledy uplatneˇne´ pravidlo
uzˇivateli. Nikoliv vsˇak v prˇı´me´ formeˇ jako naprˇı´klad „proved’te pravidlo 4“, ale spı´sˇe ve
formeˇ veˇty, ktera´ veˇtsˇinou uzˇivateli rˇekne, procˇ ma´ danou u´pravou uplatnit. Na´poveˇda
mu˚zˇe naprˇı´klad napoveˇdeˇt: „Ve formuli se vyskytujı´ na ru˚zny´ch mı´stech stejne´ promeˇnne´,
zkuste je prˇejmenovat.“
3.17.2 Na´poveˇda v procesu extrakce klausulı´
Prˇi situacı´ch, kdy uzˇivatel extrahuje klausule ze zada´nı´, je na´poveˇda hodneˇ staticka´ a
napovı´da´ pouze veˇtu, zˇe jednotlive´ klausule jsou v zada´nı´ oddeˇleny symbolem konjunkce.
Staticka´ je z du˚vodu, zˇe samotny´ proces extrakce je velice jednoduchy´.
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3.17.3 Na´poveˇda prˇi rezolvovanı´ klausulı´
Tak jako na´poveˇda v procesu u´pravy formule do klausula´rnı´ formy je i na´poveˇda v
procesu rezolvova´nı´ klausulı´ jednoducha´, co se mysˇlenky ty´cˇe.
Zjednodusˇeny´ algoritmus na´poveˇdy je na´sledujı´cı´ (algoritmus je zjednodusˇeny´ proto,
zˇe vsˇechny principy, ktere´ pouzˇı´va´, byly uzˇ neˇkolikra´t popsa´ny):
Na´poveˇda si nejprve nacˇte vsˇechny klausule, ktere´ ma´ uzˇivatel soucˇasneˇ k dispozici
a tyto klausule si prˇevede do zrˇeteˇzene´ho seznamu seznamu˚ rˇeteˇzcu˚. Ve dvou cyklech
pak prˇeda´va´ vzˇdy dveˇ nejkratsˇı´ klausule trˇı´deˇ Rezoluce a kontroluje, zda byla nalezena
neˇjaka´ obecna´ substituce a v prˇı´padeˇ zˇe ano (a klausule, ktera´ rezolucı´ vznikne nenı´ v
seznamu aktua´lnı´ch klausulı´), napovı´ uzˇivateli, zˇe mu˚zˇe rezolvovat dane´ klausule. Po
napoveˇzenı´ ukoncˇı´ na´poveˇda svoji cˇinnost.
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4 Dokumentace
Pro vytvorˇenı´ dokumentace k projektu byl pouzˇit na´stroj doxygen. Jeho snadne´ pouzˇitı´
a peˇkne´ vy´stupy neˇkolikana´sobneˇ prˇevysˇujı´ kvality na´stroju˚ zabudovany´ch v programu
Visual Studio 2008 (cozˇ byla vy´vojova´ platforma programu po celou dobu vy´voje). Dalsˇı´
nesmı´rnou vy´hodou na´stroje doxygen je, zˇe je volneˇ dostupny´ ([2]).
Pro vytvorˇenı´ dokumentace ma´ na´stroj doxygen v za´sadeˇ dva pozˇadavky. Prvnı´m
je proces, kdy pomocı´ zabudovane´ho graficke´ho pru˚vodce nastavujeme parametry pro
potrˇebnou dokumentaci (parametru˚ je opravdu hodneˇ) a druhy´m, cˇasoveˇ na´rocˇneˇjsˇı´m,
pozˇadavkem je mı´t zdrojove´ texty programu rˇa´dneˇ okomentova´ny. Uka´zka, jak spra´vneˇ
komentovat, je zobrazena na obra´zku 11.
Obra´zek 11: Jak spra´vneˇ dokumentovat zdrojove´ ko´dy.
Acˇkoliv komenta´rˇe vypadajı´ deˇsiveˇ (sekvence lomı´tek apod.), lze si na neˇ pomeˇrneˇ
rychle zvyknout. Generova´nı´ struktury jednoho komenta´rˇe v programu Visual Studio
2008 a vsˇech na´slednı´ku˚ i prˇedchu˚dcu˚, se ktery´mi jsem se v praxi setkal, zabere necelou
vterˇinu. Protozˇe prˇi trojna´sobne´m stisknutı´ znaku lomı´tka („/“) se cela´ struktura jednoho
komenta´rˇe vygeneruje sama. Pak stacˇı´ vyplnit popis, na´vratove´ hodnoty apod.
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5 Pra´ce s programem
Program je vytvorˇen jako webova´ aplikace. Pro testovacı´ u´cˇely jsem vytvorˇil docˇasny´
web na adrese rezolucnimetoda.aspone.cz, kde je program umı´steˇn. Pra´ce s programem
je intuitivnı´ a pohodlna´. Graficke´ uzˇivatelske´ rozhranı´ programu je uvedeno na obra´zku
12.
Obra´zek 12: Graficke´ uzˇivatelske´ rozhranı´ programu.
5.1 Generova´nı´ zada´nı´
Po nacˇtenı´ hlavnı´ stra´nky stojı´ uzˇivatel prˇed prvnı´m krokem a tı´m je vygenerova´nı´ zada´nı´.
Pro vygenerova´nı´ zada´nı´ si uzˇivatel zvolı´ nejprve obtı´zˇnost zada´nı´ a pak zvolı´, zda
ma´ program prove´zt kontrolu na detekci za´veˇru ve formuli. Na´sledneˇ uzˇivatel klikne
na tlacˇı´tko generuj. Pokud uzˇivatel v prˇedchozı´m kroku zatrhl volbu, zˇe chce prove´st
kontrolu za´veˇru zada´nı´ a zada´nı´ neobsahuje za´veˇr, pak se za vygenerovane´ zada´nı´ zapı´sˇe
hla´sˇenı´, zˇe v zada´nı´ chybı´ za´veˇr a uzˇivateli nezby´va´ nic jine´ho, nezˇ aby si vygeneroval
jine´ zada´nı´ (v prˇı´padeˇ, zˇe zada´nı´ obsahuje za´veˇr mu˚zˇe uzˇivatel pokracˇovat naprˇı´klad
negova´nı´m formule).
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5.2 U´ prava formule do klausula´rnı´ formy
Vygenerovane´ zada´nı´ uzˇivatel musı´ prˇed rezolucı´ prˇeve´st do klausula´rnı´ formy. Proces
prˇevodu je rozdeˇlen do deseti kroku˚ (ne vzˇdy je nutno prove´zt vsˇech deset kroku˚). V
kazˇde´m kroku si uzˇivatel musı´ prohle´dnout zada´nı´ a pak vybrat akci (vybrat u´pravu),
ktera´ se ma´ nad dany´m zada´nı´m prove´zt. Na´sledneˇ uzˇivatel zapı´sˇe do prˇı´slusˇne´ kolonky
takovou formuli, ktera´ podle neˇj vznikne po aplikova´nı´ pravidla, ktere´ vybral, na aktua´lnı´
zada´nı´. Po vybra´nı´ akce, zapsa´nı´ formule, uzˇ stacˇı´ kliknout na tlacˇı´tko „proved’ akci“.
Proces u´pravy do klausula´rnı´ formy je zaznamena´va´n v tabulce „historie“.
5.3 Extrahova´nı´ klausulı´
Po prˇevodu do klausula´rnı´ formy je uzˇivateli umozˇneˇno extrahovat klausule ze zada´nı´.
Extrahova´nı´ klausulı´ se deˇje postupneˇ v krocı´ch a v kazˇde´m kroce ma´ uzˇivatel zadat do
pra´zdne´ho rˇa´dku tabulky klausuli, ktera´ se podle neˇj bude extrahovat (klausule program
extrahuje ve smeˇru zleva doprava). Pak uzˇ stacˇı´ jen kliknout na tlacˇı´tko „extrakce klausulı´
ze zada´nı´“. Proces extrakce je spusˇteˇn, vzˇdy se vyextrahuje ze zada´nı´ jedna klausule a
cely´ krok je vyhodnocen.
5.3.1 Rezolvova´nı´ zasˇkrtly´ch rˇa´dku˚
Po extrakci klausulı´ se uzˇivateli zprˇı´stupnı´ mozˇnost prova´deˇt rezoluci. Rezoluce se opeˇt
prova´dı´ po krocı´ch, v kazˇde´m kroce uzˇivatel musı´ zatrhnout pra´veˇ dva rˇa´dky tabulky s
klausulemi, zapsat do pra´zdne´ho rˇa´dku klausuli, ktera´ podle neˇj bude vy´stupem operace
rezoluce nad zasˇkrtly´mi klausulemi. Po zasˇkrtnutı´ rˇa´dku˚ a zapsa´nı´ formule mu˚zˇe uzˇivatel
kliknout na tlacˇı´tko rezoluce dvou rˇa´dku˚, cˇı´mzˇ spustı´ samotnou rezoluci.
5.3.2 Na´poveˇdy v programu
Prvnı´ na´poveˇda je uzˇivateli k dispozici beˇhem prˇevodu formule do klausula´rnı´ formy.
Na´poveˇdu je mozˇno spustit pro kazˇdy´ krok prˇevodu tı´m, zˇe se klikne na tlacˇı´tko „Na´poveˇda“
(viz. obra´zek 12). Druha´ na´poveˇda je uzˇivateli k dispozici beˇhem procesu extrakce klausulı´
ze zada´nı´. Na´poveˇdu je mozˇno zobrazit stisknutı´m tlacˇı´tka „na´poveˇda k extrakci“ (viz.
obra´zek 13).
Trˇetı´ na´poveˇdu mu˚zˇe uzˇivatel vyuzˇı´t v procesu rezolvovanı´ klausulı´. Na´poveˇda se
spustı´ prˇi stisknutı´ tlacˇı´tka „na´poveˇda k rezoluci“ (viz. obra´zek 13).
5.3.3 Automaticka´ rezoluce
Program uzˇivateli da´va´ mozˇnost vyuzˇı´t automaticky´ proces extrakce klausulı´ a rezoluci
klausulı´ azˇ do nalezenı´/nenalezenı´ sporu. Proces se spustı´ kliknutı´m na tlacˇı´tko „Strojova´
rezoluce“.
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Obra´zek 13: Graficke´ uzˇivatelske´ rozhranı´ programu 2.
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6 Za´veˇr
V te´to pra´ci je v ucelene´ formeˇ sepsa´n souhrn teorie predika´tove´ logiky prvnı´ho rˇa´du.
Da´le jsou v te´to pra´ci prezentova´ny v ucelene´ formeˇ syntakticke´ du˚kazove´ metody v
jazyce predika´tove´ logiky prvnı´ho rˇa´du (vyucˇovany´ch v prˇedmeˇtu matematicka´ logika).
Byl vytvorˇen samostatny´ programovy´ modul schopny´ ve´st uzˇivatele krok po kroku
procesem obecne´ho dokazova´nı´ platnosti formule za pomoci obecne´ rezolucˇnı´ metody.
Programovy´ modul pracuje efektivneˇ, je schopen napovı´dat, hodnotit a kontrolovat kroky
uzˇivatele. Program se jednodusˇe a intuitivneˇ ovla´da´. Pro uka´zku funkcˇnosti vytvorˇene´ho
programove´ho modulu byl vytvorˇen take´ demonstracˇnı´ web.
Zdrojove´ texty k programu byly rˇa´dneˇ okomentova´ny a byla take´ vytvorˇena pro-
gramova´ dokumentace.
Dalsˇı´ vy´voj programove´ho modulu je mozˇny´. Nejuzˇitecˇneˇjsˇı´ by bylo rozsˇı´rˇit modul o
vedenı´ statistik zna´zornˇujı´cı´ch to, jak se uzˇivatel v problematice obecne´ rezolucˇnı´ metody
zlepsˇuje v za´vislosti na pocˇtu vyrˇesˇeny´ch prˇı´kladu˚ nebo v za´vislosti na cˇase. Dalsˇı´ mozˇnou
oblastı´, kde by se mohl modul rozsˇı´rˇit je automatizovane´ generova´nı´ zada´nı´. V soucˇasne´
dobeˇ program pouze vybı´ra´ zada´nı´ z mnozˇiny vsˇech zada´nı´. S rozsˇı´rˇenı´m automaticke´ho
generova´nı´ by vymizela nutnost zada´vat mnozˇinu mozˇny´ch zada´nı´.
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