B
efore the introduction of technologies like the CCD camera and electronically tunable wavelength filters that ushered in the age of chemical imaging, optical spectroscopy was an immensely important technique that had established itself as a premier analytical tool for determining sample composition and concentration. The advantages of optical spectroscopy include minimal sample preparation, nondestructive analysis, high sensitivity, fast acquisition times, and, depending on the wavelength region and spectroscopic technique employed, excellent chemical specificity.
challenges of inhomogeneity
While the breadth of analytical problems within the scope of conventional optical spectroscopy seems endless, there are drawbacks to the technique that continue to spawn efforts to advance the field. Among them is the inherent proclivity of conventional spectrometers to record bulk spectra that can retain contributions from all regions of the sample that lie within the optical path. Spectra acquired from liquid samples that are inhomogeneous or that contain air bubbles can yield erroneous concentration values. The situation worsens when mixtures of solids need to be analyzed; packing density and sample mixing can strongly affect the recorded spectrum.
The validity of the bulk spectrum for heterogeneous samples is often verified through conventional means by repeating the analysis on another sample region (a point mapping experiment, for example). Recording specific spectral features such as band shape or peak height as a function of the sampling position can be used to construct chemical maps of the sample heterogeneity. The result is an image, however crude, exhibiting chemically based image contrast.
data analysis
Although researchers coined the term chemical imaging several decades ago, a spectral imaging revolution began to rapidly spread throughout the analytical sciences in the early 1990s. Key technologies that advanced the field were enhanced multichannel array detectors like CCD cameras and electronically tunable wavelength filters. The popularity of chemical imaging stemmed from its ability to capture large numbers of spectra at spatial resolutions of better than 200 nm across the sample surface.
Although important successes were achieved, the long-term growth of chemical imaging was unmistakably tethered to complicated data analyses that were needed to extract meaningful chemical details about the sample. The number of datum points acquired in a typical wide-field spectral imaging experiment can easily exceed 100 million and is a 30 s p i e 's oe m a g a z i n e | m a y 2 0 0 2 Sophisticated analysis techniques allow researchers to extract meaningful results from spectral imaging data.
By John Turner II, Cleveland State University strong impetus for automated data processing. While modern desktop computers are up to the task, the difficulty remains generating effective algorithms to sift through the numerical data.
Conventional chemometric techniques such as factor analysis, least squares fitting, principal components analysis, and principal components regression are powerful tools for determining the composition and concentration of samples with known constituents. Neural networks and data segmentation approaches have also been successful.
The chief disadvantage of conventional methods is that they rely on training data or learning algorithms. In fact, most chemometric analyses require a carefully constructed data model on which to base the results. In spectroscopy, the training model is typically a set of spectra from samples having known composition that span the data space. The spectra from these training samples are used to estimate the chemical composition of the unknown sample.
The difficulty arises when the sample composition increases from several components to many components, some of which are unknown. This scenario is typical in chemical imaging experiments in which an understanding of sample heterogeneity is sought. Likewise, chemical images are often the means for discovering unexpected heterogeneity.
In our work at the Advanced Chemical Imaging Facility at Cleveland State University, we use wide-field Raman, UV-visible, and fluorescence chemical imaging to investigate the nature of interactions that occur at tissue-biomaterial interfaces. An underlying theme in all of this work is data processing, and we are working on novel multivariate methods for generating chemically meaningful image contrast without the need for a priori sample information or training sets. In particular, we have developed cosine correlation analysis 1 (CCA) and cosine histogram analysis (CHA), which generate qualitative and quantitative chemical image contrast, respectively.
In its simplest form, CCA is a qualitative technique that can be easily tailored to more rigorous quantitative analyses. The objective of CCA is to rapidly reveal changes in sample composition by correlating the shape of each spectrum in the chemical image data set to a reference spectrum. The calculated correlation values are mapped as colors to the pixel locations where the spectra originated. The result is a single image that exhibits chemically relevant image contrast.
In order to calculate the correlation values, the reference spectrum and the image spectra are represented as vectors in n dimensional space, where n is the number of wavelengths (see figure 1) * . Consequently, the correlation between two spectra can be thought of as the cosine of the angle between their vector representations in n dimensional space. As θ becomes smaller, the spectra appear more similar, and cosθ approaches unity. Spectra that are orthogonal to one another have cosθ values equal to zero and exhibit no correlation.
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Repeatedly tuning the LCTF pass band of a wide-field imager to a different wavelength and recording an image builds up a chemical (spectral) image data set in which the intensity of each pixel is a function of the wavelength band corresponding to each image. The resulting dataset can be thought of as a collection of images, one for each wavelength band, or as a collection of spectra, one for each image pixel.
Since the direction of each vector corresponds to a specific spectral shape, the cosine correlation values are qualitative indicators for chemical composition. Similarly, the vector lengths, each corresponding to a specific spectral intensity, are quantitative indicators for concentration. Because cosθ remains unchanged if the lengths of the spectral vectors are altered, qualitative CCA is scale-invariant and is relatively immune to illumination nonuniformities. A practical limitation exists in cases where noise begins to dominate the overall shape of the spectrum.
One of the interesting consequences of wide-field imaging is that large chemical and morphological features within the sample can yield statistically relevant quantities of spectral data. In the visible region of the spectrum, for example, the obtainable spatial resolution (~200 nm) is higher than what is required for imaging most biological cells (~1 to 5 µm). The result is that major components within cells, such as the nucleus, are sampled many times across their spatial extent, yielding potentially hundreds of spectra. While the average spectrum fluctuates little from nucleus to nucleus, the variability in their spectral populations can differ substantially.
The purpose of CHA is to extract meaningful statistical information from CCA results. The procedure is a twostep process that begins by identifying the spatial extents of chemical domains within the CCA image. Once identified, each domain is treated as a discrete data population, and trends are sought between the pattern of variability in their CCA values and other forms of empirical data. For instance, the independently measured metabolic activity in hepatocytes might correlate with a specific pattern of variability in the shapes of their absorption spectra. After revealing the trend, CHA can estimate the metabolic activity of other hepatocytes based on the statistical criteria obtained from their CCA data populations. The CHA result is an image of semi-quantitative values for a particular data classification.
Although CHA requires training samples in order to establish the data trends, the criteria needed to establish effective training samples are conside rably relaxed. In fact, meaningful CHA image contrast can be generated on the basis of the statistical criteria calculated for each chemical domain in the absence of training data. Such analyses are often useful for surveying preliminary chemical image data.
biomedical applications
Perhaps the most dramatic influence of chemical imaging is in the areas of bioanalysis and biotechnology. Researchers are applying chemical imaging techniques to investigations of cellular function, disease processes, protein interactions, DNA, biomaterials, and pharmaceuticals. The unique advantage of chemical imaging over traditional analytical tools is that it provides morphological and compositional information simultaneously (see figure 2) . Drug distribution inside the polymer matrix, composition and structure of the devices, and drug stability during and after fabrication are important areas of investigation that accompany the development of advanced drug-delivery devices.
New strategies for non-invasive and nondestructive disease diagnosis and assessment are also benefiting from chemical imaging. For example, our laboratory is investigating the role of wide-field Raman and visible reflectance chemical imaging in the diagnosis of cervical cancer. Because identification of abnormal cells is based on conventional histological examination using an optical microscope, failure to identify dysplastic cells and misinterpretation of the degree of dysplasia are risks that can avert a proper diagnosis and course of treatment. Currently, the Papanicolaou (Pap) smear is the most common screening method for uterine cervical dysplasia and carcinoma in situ. Although the Pap smear is a simple and effective method for identifying patients at risk, it has little diagnostic value. The false negative rate for the Pap procedure is typically between 10% and 20%, and can be as high as 55%-hence the need for an alternative.
The challenge in spectroscopic diagnostics is in developing robust multivariate algorithms to sort out and classify abnormal cell types from the range of normal cells, which vary considerably in morphology and optical properties. The focus of our work has been to develop effective strategies for analyzing multispectral chemical image data sets acquired from suspect Pap preparations (see figure 3) .
Most of our recent work focuses on Pap smear samples that have been fixed and stained using automated systems. While stained samples are less ideal for chemical imaging analyses, they are more easily obtained from clinical laboratories that sometimes discard them after the normal course of histological examination is completed. Chemical images of the Pap samples are collected using an optical microscope that is coupled to a Fourier transform visible step-scan Sagnac interferometer and CCD detector. Although visible absorption and reflectance spectroscopies lack the chemical specificity of vibrational spectroscopy, they are well suited to the analysis of stained samples.
In order to establish whether the populations of spectra from abnormal and normal nuclei differ, we divide the prepared samples into two groups. The first group contains cells that present histologically normal nuclei, and the second group contains cells with abnormal nuclei. Each group is further subdivided into training and validation categories. The wide-field visible absorption spectra from each group are correlated to a predetermined reference spectrum using CCA. In n-dimensional wavelength space, the reference spectrum is chosen to be orthogonal to the average normal nuclei spectrum and pointing in the direction of the average abnormal nuclei spectrum. The advantage of using this carefully chosen reference vector is that larger CCA values will tend to correspond to greater degrees of abnormality. Conversely, normal nuclei will, on average, exhibit no correlation to the reference spectrum.
Once the CCA values for the normal and abnormal nuclei populations are calculated, the next step is to calculate the percent-likelihood values corresponding to each CCA value. Conceptually, this is accomplished by comparing the histograms of CCA results for both groups. The likelihood values are simply the percentage of the spectra corresponding to a particular CCA score that belong to the abnormal training group relative to the total number of occurrences found in both groups. Ideally, the number of training spectra in each group should be similar and constitute a statistically large data population.
Unknown Pap samples are examined using the same CCA protocol. , the CCA/CHA image can reveal the percent-likelihood cancer (middle). The 60% likelihood threshold for abnormality can be further accentuated (right). The absorbing region surrounding the nucleus (arrows) has no effect on the CCA/CHA results and demonstrates that the method is scale-invariant. Samples courtesy of the University of Pittsburgh Medical Center and Carnegie Mellon University, Pittsburgh, PA.
