



















Response-Time Evaluation Engine for Single-Server Systems 
in Telecommunication Networks: Diffusion Approximations for Single-Server Queues
Yoshitaka TAKAHASHI
Abstract
　An important Operations Research (OR) issue is the evaluation and/or estimation of server response 
time in recently-developed telecommunication networks like the Next Generation Network (NGN). 
Response time varies according to network resource congestion. This paper considers a renewal-input 
general-service-time single-server queueing system, describing the virtual waiting time process in the sys-
tem by a diffusion equation (diffusion approximation) with reflecting barrier or elementary return 
boundary to obtain explicit formulae for the mean system performance measures including the mean 
response time. The diffusion approximations have been developed in different ways, yielding different 
results. Accuracy comparisons are then presented to ascertain the best diffusion approximation. Errata in 
previous results are identified and corrected. A challenging research issue for OR researchers is presented.























列が独立で同一の一般分布に従う単一サーバ M/G/1⑴システムに対しては，系内客数過程 {N(t ): 
t ≧ 0} だけではマルコフ過程にならないため，系内客数の他に残余サービス時間を考え，任意の
非負時刻 t におけるシステム状態として２次元ベクトル (N(t ), Br (t )) を定義する。ここで，離散
型確率変数 N(t ) は系内客数，連続型確率変数 Br (t ) は残余サービス時間である。２次元確率過程







程を GI と表記），サービス時間列が独立で同一の一般分布に従う単一サーバ GI/G/1 待ち行列は




テム状態として３次元ベクトル (N(t ), Ar (t ), Br (t )) を定義する。ここで，離散型確率変数 N(t ) は
系内客数，連続型確率変数 Ar(t ) は残余到着時間，連続型確率変数 Br (t ) は残余サービス時間で












　連続時間・連続状態を持つマルコフ過程 {X(t )} に対して，X(t ) の確率密度関数（probability 
density function, pdf）f (x, t )，すなわち，
f(x, t )dx = P{x ≦ X(t ) < x + dx } (1)
は，ある数学的条件［n 次無限小積率 an (x, t ) の存在や f(x, t )，an (x, t ) の正則（微分可能）性等］
の下に，次の確率偏微分方程式を満たすことが知られている（証明は［Kleinrock（1976）］参照）。
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　そこで２次無限小積率 a2 (x, t ) までを考えよう。すなわち式 (2) 右辺で３次以上の無限小積率を
無視して an (x, t ) = 0 (n = 3, 4, …) と置いたときである。このときのマルコフ過程を拡散過程





{N(t ): t ≧ 0 } あるいは仮待ち時間⑵過程 {V(t ): t ≧ 0 } を拡散方程式で記述する定式化のことを拡




NDA と VDA とを両方取り扱っているが，VDA の解析部分に誤謬（微分方程式解法の初等的な
誤りと平均仮待ち時間（時間平均）を真の待ち時間の平均（客平均）とを同一視してしまう待ち
行列理論上の誤り）がある。彼が成書［Gelenbe-Mitrani（1980）］を著わすときは VDA の結果




　第４節で数式を提示して述べるが，拡散近似には空間上の原点 (x = 0) での境界条件が必要であ


















 l ： 客の到着率（= 1/E(A)，平均到着間隔の逆数）
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 CA ： 客の到着間隔 A の変動係数（ 2AC : = Var (A)/E[A]2）
 m ： 客のサービス率（= 1/E[B]，平均サービス時間の逆数）











的な誤り［Gelenbe（1979），p.300，Propositions 3, 4 の f (x) の第１因子は ΛP/b ではなく2ΛP/a
の誤り］がある。その上，（時間平均である）平均仮待ち時間 E(V) を（客平均である）待ち時
間平均 E0(W) と見なしてリトルの公式を適用しているため待ち行列理論的にも不完全なもので
ある（注２参照）。［高橋敬隆（1986）］では E(V) と E0 (W) の厳密な関係式を用いることにより
［Gelenbe（1979）］の着想を完全なものにしている。
　第６節で述べるが，VDA の精度が大変良い事については Gelenbe 自身（上述した誤りと理論
的不完全性ゆえ）気づいていなかった様である。事実，Mitrani と共著で成書［Gelenbe-Mitrani
（1980）］をものする際，VDA ではなく NDA を敢えて採用している。
　仮待ち時間過程 {V(t )} は一般に連続状態を持つマルコフ過程にはならない。しかしマルコフ過
程と見なし拡散方程式で記述する。すなわち，仮待ち時間過程に対する拡散近似（VDA）である。
連続状態を持つマルコフ過程と見なすことの妥当性に関連して，到着過程が正規分布に収束する













間原点 (x = 0) に拡散粒子が達したとき指数分布に従う間，拡散粒子が原点 (x = 0) に滞在し，指数
分布時間が経過した直後，（仮待ち時間過程を考えているから）到着客がシステムに齎（もたら）




（G/G/1 では原点滞在確率は 1 − r）との整合性を考えると，原点滞在時間分布は平均値のみに依
存し結果的に指数分布と同じになる。従って，オペレーションズリサーチ（OR）上は基本復帰
境界で十分である⑶。
　まず，反射壁境界のある拡散近似を取扱う。このとき，時刻 t における仮待ち時間 V(t ) の確
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( , ) 1 (5)f x t dx∞ =∫
　（無限小積率）VDA に現われる１次・２次無限小積率は，対象システムの到着間隔やサービ
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［Kleinrock （1976），p.73，Eq. (2.122)］は成立たない。再生過程入力のときには式 (6b) が正しい。
　注意すべき点は微小区間 Δt の確率挙動を Δt で除する無限小積率の定義式（例えば文献
情報ネットワークにおける単一サーバシステム応答時間評価法
─　　─9
［Kleinrock（1976）］）を直接計算しているのではなく，長い観測時間 T の確率挙動を T で除し
て極限を取っている所である。定常性によりこの両者は等しい。境界条件を敢えて考慮に入れな
い（ロングランでは拡散粒子が負の領域 x < 0 に入ってしまう）仮待ち時間過程を考え，この無
限小積率を求めている（境界条件を考慮すると逆に長い観測結果を使えない）。従って，式 (6a)，
(6b) は反射壁境界のみならず基本復帰境界のときも成立つことに注意しよう。
　いずれにせよ，GI/G/1 待ち行列システムにおけるVDAでは，無限小積率a1 (x, t ) = a, a2 (x, t ) = b
が定数故，微分作用素の外に出るため解析しやすい。
　反射壁境界のある VDA では，陽な過渡解［Newell（1982）］が知られている。定常解は容易
に得られる。実際，定常状態における f(x, t )，V(t ) を f (x)，V 等と略記すると，
( ) 2 / exp(2 / ) (7)f x x= − a b a b
で与えられる（文献［Heyman（1975），Newell（1982）］参照）。
　平均仮待ち時間 E(V) はその物理的定義と式 (6a)，(6b) より次式となる。
(0, )
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　なお，反射壁のある VDA から得られる定常仮待ち時間 V の pdf f (x) が存在するための条件
r < 1 は GI/G/1 待ち行列の解析（リトルの公式［川島幸之助ら（1995），Ross（1993）］による
解析）から得られるシステム定常条件と一致することに注意する。
　平均仮待ち時間 E(V) と平均待ち時間 E0(W) の関係式は，サンプルパス解析（Brumelle の公
式），点過程論（Miyazawa の率保存則），あるいは Ross のコスト方程式により求められる（文
献［高橋敬隆（1986），川島幸之助ら（1995），Ross（1993）］参照）。以下の関係式 (9) が GI/G/1
待ち行列システムに対して成り立つ。
（平均仮待ち時間 E(V) と平均待ち時間 E0(W) の関係式）
2
0( ) ( ) ( )/2 (9)EV E W E B= +r l
　反射壁境界のあるVDAで得られたE(V)［式 (8)］を「E(V)とE0 (W)の関係式 (9)」に代入して，
E0(W) について解けば，
2 2
0 ( ) [( 1) ( 1)] / [2(1 ) ] ( 1) (10)A BE W C C= − + + − <r r m r
式 (10) が反射壁境界のある VDA による平均待ち時間公式である。
　平均待ち行列長 E(Q) はリトルの公式［川島幸之助ら（1995），Ross（1993）］により
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0( ) ( ) (11)E Q E W= l
到着時点列・サービス間隔列が iid のため E(B) = E0 (B) が示される（文献［川島幸之助ら（1995）］
参照）から，平均応答時間 E0(T) は，
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で与えられる。
　次に，基本復帰境界のある VDA を取扱う。空間原点 (x = 0) における拡散粒子の滞在時間が指




　ここで，p0 (t ) は拡散粒子の原点 (x = 0) における滞在確率である。（基本復帰境界ではなく）反
射壁のあるVDA式(4a)右辺を空間上(dx)で積分すると，それは出生死滅過程における確率フロー
と同じ物理的意味を持つ。この物理的意味から，出生死滅過程の議論と同様に，基本復帰境界の
ある VDA が自然に解釈される。例えば式 (14b) は時刻 t と t + Δt で状態を高位の無限小 o(Δt ) を
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( ) 2 / exp(2 / ) (1 ( )) exp( 2 / ) (16)
1 ( 1) (17)
x
f x x B y y dy= − −
= − <
∫lp b a b a b
p r r
で与えられる。ここで B(x) はサービス時間分布の累積分布関数 CDF（cumulative distribution 
function）である。上式は［高橋敬隆（1986）］式 (20, 22)の特別な場合に相当する。一方，［Gelenbe
（1979）］式 (41) 等には計算ミスが見られ，f(x) の第１因子は LP/b ではなく2ΛP/aと訂正すべ
きである。
　拡散近似から得られる定常条件 r < 1 ならびに式 (17) は厳密な GI/G/1 解析結果と一致してい
ることに注意する（システム空きの確率は反射壁境界の場合は存在しなかったことにも注意す
る）。
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　反射壁境界のときの解析と同様，式 (18) を平均仮待ち時間 E(V) と平均待ち時間 E0(W) の関係
式 (9) に代入して，E0(W) について解けば次式を得る。
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　式 (19) が基本復帰境界のある VDA による平均待ち時間公式である。
　平均待ち行列長 E(Q) は，リトルの公式［川島幸之助ら（1995），Ross（1993）］により
0( ) ( ) (20)E Q E W= l
反射壁のときと同様，到着時点列・サービス間隔列が iid のため E(B) = E0 (B) が示される（文献
［川島幸之助ら（1995）］参照）から平均応答時間 E0(T) は
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　Heyman（1975）は反射壁のある NDA を提案し，平均待ち時間 E0(W) を与えた。
2 2
0 ( ) [( / 2(1 )] / [2(1 ) ] (23)A BE W C C= + − − −r r r m
　Kobayashi（1974）は反射壁のある NDA をネットワークの中で展開しているが，［Heyman
（1975）］と異なる点は空間原点 (x = 0) に反射壁を置かず，むしろ x = 1 に置き，原点滞在確率を




0 ( ) [ ( 1) ( 1)] / [2(1 ) ] (25)A BE W C C= + + − −r r m
　これらの既存平均待ち時間近似公式にリトルの公式を適用して，平均待ち行列長 E(Q) や平均
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アソン到着（指数到着間隔分布， 2AC = 1）する M/G/1 待ち行列システムに対する厳密解，所謂，
Pollaczek-Khinchine（P-K）公式［川島幸之助（1995），Kleinrock（1976）］
2
0 ( ) (1 ) / [2(1 ) ] ( 1) (26)BE W C= + − <r r m r
に一致しない。しかるに第４節で展開した VDA（RB），VDA（ER）どちらの場合も，厳密解（式
表１：E2/D/1システムにおける平均待ち時間
Table 1: Mean waiting time in the E2/D/1 system
r = 0.2 r = 0.5 r = 0.8
Exact 0.024 0.177 0.923
VDA（RB） −0.186 0.000 0.750
VDA（ER） 0.0625 0.250 1.000
Gelenbe −0.438 −0.250 0.500
Heyman −0.688 −0.500 0.250
Kobayashi 0.000 0.019 0.582
表２：M/E2/1システムにおける平均待ち時間
Table 2: Mean waiting time in the M/E2/1 system
r = 0.2 r = 0.5 r = 0.8
Exact 0.188 0.750 3.000
VDA（RB） 0.188 0.750 3.000
VDA（ER） 0.188 0.750 3.000
Gelenbe −0.063 0.500 2.750
Heyman 1.188 1.000 3.063
Kobayashi 0.113 0.582 2.779
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(26)）に一致することが分かる。一例として，表２にポアソン到着・２次アーラン分布サービス
M/E2/1 システムの平均待ち時間を示す。このときの平方変動係数は 2AC = 1， 2BC = 0.5 である。
6. 3　一定到着一定サービス時間待ち行列D/D/1システム
　到着間隔・サービス時間が共に単位分布に従うD/D/1 システム(CA = CB = 0)では，VDA（ER），
Kobayashi の平均待ち時間近似式では
E0(W) = 0　　via VDA（ER），Kobayashi（by taking the limit）
となり厳密解に一致する。ただし Kobayashi では直接，CA = CB = 0 を代入出来ず極限操作を必
要とする。一方，他の拡散近似は厳密解に一致せず，次のように負値を取る。
E0(W) = −1/ (2m) < 0 via VDA（RB）
E0 (W) = −1/m < 0 via Heyman






の変動係数は１以上の任意の実数値を取り得る（自由度がある）が，この例では 2AC = 2とおいて





Table 3: Mean waiting time in the H2/E2/1 system（CA2 = 2）
r = 0.2 r = 0.5 r = 0.8
Exact 0.387 1.445 5.281
VDA（RB） 0.813 1.750 5.500
VDA（ER） 0.313 1.250 5.000
Gelenbe 0.063 1.000 4.750
Heyman 1.813 2.000 5.563
Kobayashi 0.203 1.005 4.766
情報ネットワークにおける単一サーバシステム応答時間評価法
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Table 4: Mean waiting time in the E2/H2/1 system（CB2 = 2）
r = 0.2 r = 0.5 r = 0.8
Exact 0.203 1.095 4.825
VDA（RB） 0.063 1.000 4.750
VDA（ER） 0.313 1.250 5.000
Gelenbe 0.813 1.750 5.500
Heyman 5.563 3.500 6.500









2 2 2( ) 1{ 1} 1{ 1/2} / (27)A B AC C C= > + < +f r r
を用いて［1{S } は条件 S の指標関数（indicator function）；S が成立てば１，S が成立たなけれ
ば０と定義される］，VDA（ER）と VDA（RB）の間に次の内挿：

















Table 5: Mean waiting time in the H2/E2/1 system（CA2 = 2）
r = 0.2 r = 0.5 r = 0.8
Exact 0.387 1.445 5.281
Proposed 0.398 1.464 5.366






















⑴　ケンドール記号。D. G. Kendall は1953年，A/B/c という待ち行列システムの標記法を提案し，現在では世
界的に用いられている。ここで，到着過程が A，サービス時間分布が B，サーバ数が c，無限待ち室容量から
なる待ち行列システムを表わす。特に M/G/1 で，到着過程がマルコフ的（M），サービス時間が一般分布（G）
に従い，単一サーバからなる待ち行列システムを表わす。
⑵　仮待ち時間（virtual waiting time），V(t ) とは時刻 t に仮に客が来たときの待ち時間のことである。真の待
ち時間が客の到着時点列でのみ定義されるのに対して仮待ち時間は任意時点で定義される。平均仮待ち時間
E(V) は時間平均であり，一方，平均待ち時間 E0(W) は客平均である。ここで E0は到着点過程に関するパル
ム測度（Palm measure）による期待値を取る線形作用素である。詳しくは文献［川島幸之助ら（1995）］参照。






　　E(A2) / [2E(A)] = ( 2AC + 1) / (2l)







　　E0(W) = [E (L) − r] / l
　すなわち，平均系内客数 E(L) が非負であってもその近似値がトラフィック密度 rより小さければ平均待ち時
間 E0(W) は負になる。
⑸　„Tief ist der Brunnen der Vergangenheit. Sollte man ihn nicht unergruendlich nennen? …“ [Joseph und 
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