Abstract-The classic vehicle routing problem (VRP) is generally concerned with the optimal design of routes by a fleet of vehicles to service a set of customers by minimizing the overall cost, usually the travel distance for the whole set of routes. Although the problem has been extensively studied in the context of operations research and optimization, there is little research on solving the VRP, where distributed vehicles need to compute their respective routes in a decentralized fashion. Our first contribution is a synchronous distributed approximation algorithm that solves the VRP. Using the duality theorem of linear programming, we show that the approximation ratio of our algorithm is O(n · (ρ) 1/n · log(n + m)), where ρ is the maximum cost of travel or service in the input VRP instance, n is the size of the graph, and m is the number of vehicles. We report results of simulations and discuss implementation of our algorithm on a real fleet of unmanned aerial systems (UASs) that carry out a set of tasks.
I. INTRODUCTION
The vehicle routing problem (VRP) [1] is one of the most studied combinatorial optimization problems and is concerned with the optimal design of routes to be used by a fleet of vehicles to service a set of customers. VRP generalizes the well-known multiple traveling salesmen problem (mTSP) and has numerous applications in the industry such as in transportation. The literature of VRP mainly focuses on developing optimization algorithms for different variations of the problem. Theses attempts tackle the problem in a centralized and offline fashion, meaning that given a set of constraints, the algorithm computes a set of routes. Subsequently, the computed routes can be given to a set of vehicles that will carry out the tasks of traveling to and servicing customers.
With the growing popularity of autonomous vehicles (e.g., driverless cars and unmanned aerial systems) in the modern world, more and more classic problems in computer science are being revisited in the context of decentralized multi-agent systems. The VRP is certainly one such problem that can play a crucial role in design and implementation of a fleet of autonomous vehicles that are required to execute a set of tasks in a cost-effective fashion. To our knowledge, the body of work on distributed VRP is limited to the work in [2] , where the authors propose partitioning policies for adaptive vehicle routing in a dynamic environment, where travel and service costs can change.
With this motivation, in our paper, we introduce a distributed approximation algorithm, where a set of independent vehicles attempt to compute their respective routes to service a group of nodes in an undirected graph. Each node of the graph has a constant non-negative service cost and each edge in the graph is associated with some constant non-negative travel cost. These costs may vary with respect to different vehicles. The variation of VRP we are studying is the open multi-depot vehicle routing problem (OMDVRP), where a vehicle starts at a depot and is not required to return to any of the depots after servicing the last node in its route. We assume that there is no priority and/or precedence in servicing the nodes. There are also some side constraints that need to be satisfied:
• All nodes including the depots, are to be serviced by exactly one vehicle; • A vehicle has to reach a node before satisfying its demand unless the vehicle is already located in the node (i.e., the depot), and • A vehicle can visit a node only once in its entire route (i.e., each route is a simple path). However, multiple vehicles can travel to the same node, if it results in reducing the costs.
In our computation model, the set of distributed vehicles execute the same local algorithm and communicate using synchronous message passing. We assume that the communication network is a complete graph; i.e., each vehicle can broadcast messages to all other vehicles regardless of their location. Each vehicle has a unique id and knows the structure of the entire graph and cost functions of all other vehicles.
Our distributed approximation algorithm is inspired by the technique proposed in [3] to solve the facility location problem and in [4] to solve the minimum dominating set problem. In particular, our approach involves the following steps: LP duality theorem [5] , we show that the approximation ratio of this step is O(n · (ρ) 1/n ), where n is the size of the graph and ρ is the maximum cost of travel or service in the given instance of VRP.
• Next, we obtain integer values from the fractional solution either by (1) a simple rounding technique, which preserves the feasibility of the fractional solution as well as the approximation ratio, or (2) a randomized rounding technique, which results in approximation ratio of O(n · (ρ) 1/n · log(n + m)), where m is the size of the set of vehicles. While the former technique results in an on-the-fly algorithm, where the vehicles move along their routes while they communicate and make local decisions, the latter stipulates a semi-offline technique, where the vehicles first compute their full routes and then start traveling and servicing.
Organization: In Section II, we formally state the VRP. Section III presents transformation of VRP into ILP and its LP relaxation. In Section IV, we discuss the overall idea of our algorithm and its key components. The detailed description of the distributed solution for the LP relaxation is presented in Section V, while integral rounding techniques to obtain the ILP solution are introduced in Section VI. Related work is discussed in Section VII. Finally, we make concluding remarks and discuss future work in Section VIII.
II. FORMAL PROBLEM DESCRIPTION
We now formally describe the problem. Let A be a finite set of m vehicles and G = V, E be an undirected finite graph. Each vehicle a ∈ A is associated with a node v a 0 called the depot for that vehicle. The depot also needs to be serviced. We consider two cost functions:
• The first is the cost of servicing a demand by a vehicle at a node of G:
• The second is the cost of traveling from one node to another by a vehicle: 
Our version of the VRP intends to find a set P of paths and a plan function F : P → A, such that:
• The paths cover all vertices of G for servicing. That is, where B (a rational k ×l matrix), c (a rational l-vector), and b (a rational k-vector) are given, and x is an l-vector of integers to be determined. In other words, we try to find the minimum of a linear function over a feasible set defined by a finite number of linear constraints. A problem with linear equalities (or ≤ linear inequalities) can always be put in the above form, implying that this formulation is indeed general. Thus, every integer linear program involves a set of constants, variables, constraints, and an optimization objective.
Recall that we let A be a finite set of vehicles, G = V, E be a finite graph, and C s and C t be two cost functions as defined in Section II. We now transform VRP to ILP by identifying the constants, variables, constraints, and optimization objective.
Constants.
• For each node v ∈ V and vehicle a ∈ A, constant C s (a, v) ≥ 0 is the cost of servicing v by a.
• C t (a, (u, v)) ≥ 0 is the cost of travel from node u to node v by vehicle a.
Variables. The set of variables are the following: Constraints. The set of constrains are as follows:
• All variables are binary. That is, for all a ∈ A and (v, u) ∈ E, we include:
• Each node is serviced exactly once. That is, for each v ∈ V , we include the following:
• If a vehicle a services a node v, then it must travel to that city. Thus, for each vehicle a ∈ A and each node v ∈ V − {v a 0 }, we include the following constraint:
• A path may enter a node at most once. That is, for each vehicle a ∈ A and each node v ∈ V , we include the following constraint:
• A vehicle may not travel to a node more than once. That is, for each a ∈ A, we include the following:
• A vehicle chooses a continuous path. That is, for each a ∈ A and v ∈ V − {v a 0 }, we include the following:
• The constraints stated above ensure that all cities are visited at least once. But there could be multiple cycles (subtours) in the path that a vehicle is assigned. To avoid this multiple cycles within a path we use subtour elimination constraint. This constraint forces a vehicle to take a path without any cycles. This constraint is known as subtour elimination: for each vehicle a ∈ A and edge
where n = |V | and m = |A|.
Optimization objective. Our objective is to minimize the cost among all vehicles:
B. LP Relaxation
We now relax our ILP constraints to form a linear program (LP), which allows fractional values for variables x a (u,v) and y a v . The set of constraints that change ILP are the following:
• We change Constraint 1 to:
• To ensure that the LP solution is feasible for ILP, we modify Constraint 2 to:
where m = |A|.
• We modify Constraint 4 to:
• We modify Constraint 5 to:
• We modify Constraint 7 to:
We will later explain why s variables are not required to be relaxed.
C. The Dual Linear Program
The motivation behind using a dual LP [6] is that it provides a lower bound on the value of the optimal primal LP solution for minimization problems, and an upper bound for maximization problems. The idea of LP duality is to find the optimal multipliers for the constraints, so as to obtain the tightest bound possible. We can express this problem of finding the best multipliers as another LP; this is called the dual LP. The variables in the dual LP represent constraints of the original primal LP. Each constraint in the dual LP refers to one variable of the primal LP and states that the weighted sum of the coefficients corresponding to that variable should be no more than the coefficient of the variable in the objective function. We use the duality theorem to compute the approximation ratio of our distributed algorithm in Section IV.
Given the primal LP defined in Section III-B, the associated dual LP is the following:
Variables. The set of variables are the following: Constraints. The set of variables are the following 1 :
• For each v ∈ V and a ∈ A, we have
Optimization objective. The objective of the dual program is maximize the following:
In the next section, we present an algorithm that solves the primal LP relaxation and we provide bounds using the dual program.
IV. OVERALL IDEA AND KEY COMPONENTS OF THE DISTRIBUTED VRP ALGORITHM
In this section, we present the intuition behind our algorithm (Subsections IV-A and IV-B) and key conditions based on which a vehicle locally decides whether to service or travel to a node (Subsections IV-C and IV-D).
A. Model of Distributed Computation
We consider the following characteristics:
• The set of distributed vehicles execute the same local algorithm and can communicate using synchronous message passing; i.e., in each round the vehicles send and receive messages synchronously and subsequently engage in internal computation; • The communication network is a complete graph; i.e., each vehicle can broadcast messages to all other vehicles regardless of their location in G, and • Each vehicle has a unique id and knows the structure of the entire graph G and cost functions C s and C t of all vehicles.
B. Overall Idea of the Algorithm
Initially, each vehicle is placed in its depot to be serviced. As mentioned earlier, our distributed algorithm is synchronous. In each round, each vehicle: 1) performs some computation and decides either to service its current location or to travel to another location; 2) broadcasts a message containing the details of its decision to all other vehicles, and 3) waits to receive similar messages from all other vehicles.
Thus, in each round, a vehicle can perform two operations when it enters a node:
• A vehicle services the node, if it can service the node with less cost than any rival vehicle or in fewer communication rounds compared to all other rival vehicles from their current location.
• Otherwise, the vehicle travels to a node, where it can reach and service a node with the least cost possible. A vehicle travels to another node, if it finds a rival vehicle can service the current node cheaper than itself or in the case when the node is already serviced. We explain the conditions based on which a vehicle decides to service a node or travel to another node in Subsections IV-C and Subsection IV-D, respectively.
C. Conditions for Servicing
Step 1 -Computing the vehicle's neighborhood
Let loc(a) denote the current location of a vehicle a ∈ A. The neighborhood for a vehicle a from loc(a) (if not serviced) is the set of all simple paths, in which all the nodes are not yet serviced by any vehicle and not traveled a. If loc(a) has already been serviced, then the neighborhood is empty.
Definition 1: Given a graph G = (V, E) and vehicle a ∈ A, the neighborhood of a is the following set of simple paths:
where V p denotes the set of all nodes in path p and V ¬s p is the set of nodes of p that are not serviced.
In our algorithm, we compute a dynamic neighborhood for each vehicle a denoted by N a k . Let a ∈ A be a vehicle and Rival a = A − {a} be the set of all rival vehicles of a. A dynamic neighborhood for a is the neighborhood where the length of each path is restricted to the minimum distance from loc(a) and its closest rival vehicle, and, the value of k. Definition 2: Given a graph G = (V, E) and vehicle a ∈ A, the dynamic neighborhood of a is the following:
where k ≤ |A| is some natural number, d(u, v) is the distance of node u from v for any (u, v) ∈ E and |p| is the length of path p.
Notice that in Definition 2, if there exists a ∈ Rival a , such that a and a are in the same node, then N a k = {loc(a)}. To clarify Definition 2 consider the following examples:
• Example 1.
In Figure 1a , vehicles a 1 and a 2 are placed at nodes v 1 and v 2 , respectively. Node v 1 has been serviced (i.e, shaded). Costs of servicing and traveling are • Example 2. In Figure 1b , vehicles a 1 and a 2 are placed at nodes v 1 and v 2 , respectively. For k = 2, we have a
• Example 3. In Figure 1c , vehicles a 1 and a 2 both placed at node
In Figure 1d , vehicles a 1 and a 2 are placed at nodes v 1 and v 3 , respectively. If
Step 2 -Choosing the best path from N a k Next, a vehicle should decide which path it will choose from the set of paths in N a k . This decision is made based on the cost of traveling and servicing along the paths in N a k . To this end, we identify the path whose normalized cost of travel and service is minimum:
We denote the path that yields Figure 2 , let vehicles a 1 and a 2 have identical service and travel costs (each edges is labeled by its travel cost and service costs are shown above nodes). We take k = 3 and vehicle a 1 has its depot at v 1 and a 2 has its depot at v 3 . Then, for vehicle 
Step 3 
for
return p ; 10:
end if 11:
end for 12: end if 13: return p ;
another vehicles from its current location. This check is done using the function CheckIfPathFree (see Algorithm 1). The function CheckIfPathFree takes as input a path chosen by the current vehicle and a rival vehicle. It returns as output a path p . If CheckIfPathFree returns a non-empty path p , it ensures that no rival vehicle can enter p in at most 2|p | + 1 communication rounds (we will describe how the vehicles communicate later). Note that in the main algorithm described in the next section, CheckIfPathFree is called for every rival vehicle.
Function CheckIfPathFree is also used to avoid conflicts among the vehicles. That is, if two or more vehicles have traveled to a node where both vehicles have the same cost of servicing, then CheckIfPathFree allows only the vehicle that has the least vehicle id to service the node. There are three possible outcomes of this function:
• If the CheckIfPathFree returns an ∅, then the vehicle travels to another node from its current location. For example, consider Figure 3 where vehicles a 1 , a 2 6 . Hence, vehicle a 3 updates its path from v 6 v 7 to its current location only i.e., v 6 and calls CheckIfPathFree with the updated path. This time, since loc(a 3 ) = loc(a 1 ) and loc(a 3 ) = loc(a 2 ), the function returns v 6 . Hence, vehicle a 3 can service the v 6 . In summary, for a vehicle a to service a path the following two conditions must hold at all times:
• N a k = ∅, and • CheckIfPathFree returns a non-empty path comparing all rival vehicles.
D. Conditions for Traveling
If none of the conditions given above are satisfied, then a vehicle travels from its current node to an another node. The logic behind choosing the next node from a set of possible nodes is as follows. A vehicle evaluates all available nodes that it can reach from its current location in one communication round excluding the nodes it has traveled before in its path. For this set of nodes, a vehicle sums up the cost of traveling to each node and servicing it. All these costs are added into a set and the node which yields the least value possible is chosen as the next node to travel from the vehicle's current position. If the set of available nodes includes nodes that has already been serviced, the vehicle temporarily assign a large value as cost of servicing that node. This large value can simple be the following:
A vehicle a finds the next best node for it to travel and service as follows:
where v has not been traveled to or from by a. So vehicle a 3 chooses to go to node v 2 . If it happens that the node whose service cost has been temporarily set to ρ is returned from the nextbest(a) value, that node is chosen as the next node to travel.
V. ALGORITHM FOR DISTRIBUTED VRP WITH FRACTIONAL VALUES
Using the concepts introduced in Section IV, in this section we design an algorithm, where a set of distributed vehicles solve the relaxed LP version of VRP as formalized in Section III-B. We will use the LP relaxation and dual LP constraints identified in Section III to identify the approximation ratio of the algorithm.
All vehicles execute the same local algorithm (see Algorithm 2). The algorithm consists of two nested loops: an outer s-loop and an inner t-loop. The outer s-loop iterates as many times as the number of nodes in the graph. When the value of s becomes zero, it signals the termination of the algorithm. The inner t-loop is initialized by the value of 2|p | + 1, which gives value 1 if N a k = ∅ or p = ∅ (i.e., when function CheckIfPathFree indicates that no node can be serviced). Similar to the outer s-loop, the inner t-loop is also executed until t becomes zero. That is, until all the nodes in the chosen path is serviced by the current vehicle or the vehicle changes its location from one node to another node without servicing the current node thus computing a new neighborhood. If a node is serviced in a t-iteration, the value of t is decremented by 1 and if a vehicle travels to an another node, then the value is made 0 for the vehicle to compute its new neighborhood.
Initially, all primal and dual variables are set to zero (Line 1). Hence, the initial primal solution is infeasible, and the dual solution is feasible, yet far from optimal. During the course of the algorithm, both the primal and dual variables are gradually increased, thereby decreasing the primal infeasibility, and increasing dual optimality. Each vehicle a starts from its depot v − C s (a, v) . If a vehicle services a node from its depot (i.e., flag = false), then Constraint 3 is not true and, hence, the initial value of β a v is retained. Next, if Line 19 returns false, it means that vehicle a has already serviced its current location and executes Lines 22 -29. In these lines, the vehicle moves from its current location to the next node in its chosen path. In this process the value of ,
|p | ← ∅; 8:
Calculate C(N a k ) and π(N a k ); 10:
for each a ∈ Rival a do 12:
p ← CheckIfPathFree(p , loc(a )
isService ← true; 19:
if ( isService ← false; 25:
Δx a
end if 30:
t ← t − 1; 31: else 32:
Let v yield nextbest(a); 33:
for eachā ∈ A do 46:
Δαv ← Y ; 49:
αv ← αv + Δαv; 50:
count ← count + 1; 51:
end for 52:
for each a ∈ A do 53:
αv ← X; 56:
αv ← αv + Δαv; 57:
end for 58: 
Theorem 1: The approximation ratio of Algorithm 2 is
O(n · (ρ) 1/n ).
VI. ROUNDING TECHNIQUES TO OBTAIN AN INTEGRAL SOLUTION

A. Randomized Rounding
In order to generate integer solutions for our problem, we round the fractional solutions obtained from Algorithm 2. In the following, letx 
Let a be a vehicle st.
1 with probability p a v 0 with probability 1 − p a v 10:
if (count = |Av|) then 14:
Av ← ∅; 15:
a ← a ; 18:
Letã ∈ A yield the value cost. 22:
xã (u,v) RV ← Receive(); 34: • If v ∈ visited a (Line 30) and the node has been already added to visited a , the vehicle id which has increased its corresponding y a v is retrieved.
• Finally, a message is sent to all vehicles (Line 32) informing them about the vehicle which has increased its y 
Theorem 2: The approximation ratio of Algorithm 3 is
O(n · (ρ)
1/n · log(n + m)).
B. On-the-fly Algorithm
We can modify Algorithm 2 to solve the VRP in an onthe-fly distributed fashion. We basically need to take out the processing of dual LP variables α v , βa 
VII. RELATED WORK
The closest variation of OMDVRP is the problem of open VRP wherein all vehicles start from the same depot and are not required to return back to their depots. In [7] , the authors use a Cluster First, Route Second (CFRS) approach to solve the open VRP problem based on a minimum spanning tree with penalties procedure. The work in [8] tackles open VRP using tabu search algorithm (TSA). The approach in [9] uses the bone route algorithm (BR) to solve the open VRP. The BR algorithm is a genetic solution procedure in the sense that it produces a new solution out of components of routes of previous good solutions. One can use ant colony optimization (ACO) [10] or particle swarm optimization (PSO) techniques [11] to solve open VRP.
Different methods to solve OMDVRP have been proposed in the literature. In [12] , the authors solve the OMDVRP to tackle the distribution of fresh meat from a major Greek industry to customers located in Athens. This paper uses a stochastic search meta-heuristic algorithm called List Based Threshold Accepting (LBTA) which iteratively searches the solution space guided by a deterministic control parameter called threshold which reveals promising regions for better configurations. In [13] , the authors solve the OMDVRP problem using UASs. They design a path planning algorithm for UASs using mixed integer linear programming (MILP). The MILP solution gives the UASs points where they need to go and due to the unforeseen disturbance in the environments, the UASs may be forced to apply the path planning again to complete their graph.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we proposed a synchronous distributed approximation algorithm that solves the multi-depot vehicle routing problem (VRP). Our algorithm (1) computes a set of fractional values that solve the linear program relaxation of the input VRP instance, and (2) generates integer values using either a simple or randomized rounding scheme. We show that the approximation ratio of the solution obtained by randomized rounding is O(n·(ρ) 1/n ·log(n+m)), where ρ is the maximum cost of travel or service in the input VRP instance, n is the size of the graph, and m is the number of vehicles. We reported simulation results that compare the performance of our algorithm with a simple centralized greedy algorithm as well as the optimal solution obtained from an integer linear program solver. We also discussed the implementation of our algorithm on a group of real unmanned aerial vehicles (UASs) that intend to inspect a large outdoor area.
For future work, we are considering several directions. First, we would like to reduce the level of synchronization among vehicles to improve the performance of our algorithm. We are currently working on 3D graphs, which is crucial in the context of UAS planning. Another important aspect is to bring energy constraints as well as physical environment parameters (e.g., weather conditions) into the formulation of the VRP. 
