We present an explicit second-order finite volume generalization of the onedimensional (1D) Nessyahu-Tadmor schemes for hyperbolic equations on adaptive unstructured tetrahedral grids. The nonoscillatory central difference scheme of Nessyahu and Tadmor, in which the resolution of the Riemann problem at the cell interfaces is bypassed thanks to the use of the staggered Lax-Friedrichs scheme, is extended here to a two-steps scheme. In order to reduce artificial viscosity, we start with an adaptively refined primal grid in three dimensions (3D), where the theoretical a posteriori result of the first-order scheme is used to derive appropriate refinement indicators. We apply those methods to solve Euler's equations. Numerical experimental tests on classical problems are obtained by our method and by the computational fluid dynamics software Fluent. These tests include results for the 3D Euler system (shock tube problem) and flow around an NACA0012 airfoil. 1. Introduction. The history of schemes on staggered grids can at least be traced back to the famous paper of Courant, Friedrichs, and Lewy in 1928 [13] in which they discovered a scheme on staggered grids for the linear wave equation in one-dimensional (1D). For a special system arising in fluid dynamic problems von Neumann and Richtmyer used staggered grids as well [38] . Four years later, Lax introduced the well-known Lax-Friedrichs scheme and analyzed it [29] . In 1990 Tadmor and Nessyahu [41] picked up the idea to use staggered grids, showed the connection to Godunov's method, and proposed a second-order extension to 1D systems.
where U = (ρ, ρu, ρv, ρw, E)
T ,
− → F (U ) = (F (U ), G(U ), H(U ))
T .
Here − → F (U ) denotes the convective flux [43] , ρ is the density, − → V = (u, v, w) T is the velocity vector, E is the total energy per unit volume, and p is the pressure of the fluid. Let A, B, and C denote the Jacobian matrices ∂F (U )/∂U , ∂G(U )/∂U , and ∂H(U )/∂U , respectively. Then (1) can be written in the nonconservative form
2.2. Boundary conditions. The flow is assumed to be uniform at the farfield boundary Γ ∞ , and we impose the following three conditions:
where α is the angle of attack, β is the yaw angle, and M ∞ denotes the free-stream Mach number. On the wall boundary Γ B , we use the slip condition − → V · n = 0 where n is the outward unit vector normal to the boundary Γ ∞ ∪ Γ B . Finally, for unsteady calculations, an initial flow, U (x, 0) = U 0 (x), is prescribed on Ω.
Space and time discretization.
3.1. Definitions. We assume that Ω is a bounded polyhedral domain of R 3 and we start from an arbitrary FEM tetrahedral grid T h , where h is the maximal length of the edges in T h .
A dual finite volume partition is derived from the construction of median planes, that is, for every vertex i of T h , a cell C i is defined around i as follows.
Every tetrahedron having i as a vertex is subdivided into 24 subtetrahedra by planes containing an edge and the midpoint of the opposite edge; then the cell C i is the union of subtetrahedra having i as a vertex (see Figure 1 ). In particular, the boundary ∂C i of C i is the union of ∂C ij = ∂C i ∩ ∂C j that can be defined as the union of triangles (see As for 2D extensions [4] , the present 3D extension also uses a dual grid, with dual cells L ij associated with the edges of T h . The dual ("diamond") cell L ij is composed of four subtetrahedra iGM 1 Figures 3 and 4) . For complete details of the domain of computation for the NACA0012 airfoil in the 2D and 3D cases see Figures 5 and 6. The following notation will be needed. Notation 1. Let i, j, k, l be the four nodes defining a tetrahedron τ , τ ∈ T h . Then • T ij denotes the set of all tetrahedra which share edge [ 
i, j] as a common edge, • K(i) is the set of nodes (vertices) which are neighbors of node i,
) denote the nodal (resp. cell average) values in the first and second grids at time t = t n and t = t n+1 , respectively (n even). The union of all the barycentric cells constitutes a partition of the computational domain Ω h and the same holds for diamond cells
where nv and ne are the number of vertices and the number of edges, respectively, of the original finite element triangulation T h . Remark. The quadrangle ∂C ij ∩ τ = M g 1 Gg 2 is planar because
3.2. High-order accurate approximations. Now we can define the two steps of our high-order accurate (staggered, Lax-Friedrichs type) finite volume method. To obtain second-order accuracy, we introduce cellwise piecewise linear interpolation 3984 AZIZ MADRANE AND RÉMI VAILLANCOURT (MUSCL, [46] ), where the gradient can be estimated by least squares [20, 4] and Green-Gauss' method [11] . 
For the integration with respect to time, in order to ensure "nearly" second-order accuracy, we adopt a "quasi-midpoint formula" time discretization, where the convective flux is computed at the intermediate time t n+1/2 , thus requiring the computation of predicted values U h ( x, t n+1/2 ) given ∂L ij . Predictor's first step: On each face of the cell L ij , using Euler's equations, we define a predicted vector
where, by (4), the value of U n h is taken equal to
Corrector's first step: By (5) the corrector can be written as follows:
where
Using the midpoint rule, we can approximate the volume integrals as follows:
and C 1 is the barycenter of the subtetrahedron ig 1 M 1 G (see Figure 1 ).
For the flux integral we use the same procedure as for the volume integral,
where S 1 is the barycenter of the subtriangle ig 1 G (see Figure 2 ). Second step: To obtain the second step of the time discretization, we integrate (1) on the cell
, assuming that, from the diamond cell average values
computed in the first time step, we have obtained piecewise linear reconstructions given by
Predictor's second step: Proceeding as in the first step, we obtain the predictor's second step:
defines an approximation to the value of U on the boundary element
Corrector's second step: The second step is (13) where the volume and the boundary integrals are computed as above.
Approximation of the slopes and limitation.
In order to compute the gradient ∇U n i of the piecewise linear interpolant L( x, t n ) for the cell C i , we use least squares [20, 4] and Green-Gauss' method [11] . For the limitation we use several procedures, see [46] . Numerical experiments have led us to choose Green-Gauss' method for the gradients used in the reconstruction for the cells C i and a least squares weighted procedure for the cells L ij .
(a) Green-Gauss' method for cells C i : The gradient vector ∇U i of U at the point i is obtained by Green-Gauss' method
where Vol(C i ) is the volume of the dual cell C i around P i .
(b) Least squares method for cells L ij : This algorithm uses a Taylor expansion of a function U from a local point to each surrounding point [1] including its neighboring point The system of linear equations derived from all neighboring face points surrounding edge [i, j] (see Figure 7) can be expressed by the following system: 
The solution of the linear system A x = b can be obtained by using Householder's QR transformation (to avoid conditioning problem for highly stretched meshes), where the matrix Q ∈ R N ×3 has orthonormal columns and the matrix R ∈ R 3×3 is upper triangular.
(c) Slope limiter: To prevent oscillations in nonsmooth regions, we introduce a slope limiter φ i for both gradients. Then the reconstruction for cell C i can be written as
with the limiter φ i ∈ [0, 1]. To avoid creating a new extremum, the reconstruction U h ( x, t n )| Ci should be bounded by the local extrema (18) min
The monotonicity of U can be satisfied by enforcing (18) at quadrature points. The limiter function φ i proposed by Venkatakrishnan [47] is currently used: where
A small number, 2 , prevents division by zero when the gradient is very small. In the implementation, 2 is set to be a function of the local length scale,
where k is a user-specified constant and δh is the local mesh length scale. The present work uses k = 5 and (δh) 3 = Vol(C i ).
Treatment of the boundary conditions.
The treatment of the boundary conditions is different from barycentric cells, C i , to diamond cells, L ij . Since a vertex-based (barycentric cells) approach results in degrees of freedom being located directly on the boundary (see Figure 8 ), this would seem to facilitate the implementation of the boundary conditions. However, a more fundamental problem arises for barycentric cells C i , since individual boundary vertices may have ill-defined boundary conditions if they are located at the intersection of two faces with different boundary conditions as shown in the left of Figure 8 . This situation never occurs for diamond cells (see the right of Figure 8 ). In order to implement such boundary condition, in the case of barycentric cells, a weak formulation must be used:
We shall use the following approximation:
and A + and A − are the positive and negative parts of A, respectively [18] . Another problem arises for the treatment of a curved boundary in the case of diamond cells L ij as the midpoint of the cell L ij is not located anymore on the boundary as shown in (Figure 9) .
Remark on the treatment of a curved boundary. For a curved boundary, the midpoint M ij of the diamond cell L ij may not be located on the surface geometry of the model to be simulated because it was located at the midpoints of existing edges (see Figure 9 ). To address this issue, we have implemented a boundary curvature correction based on Hermite interpolation [35] . The projected point M s ij is defined by
and n l is the normal to the node l to be the weighted average of the normals of the surface elements sharing that node. That is, for each node l the normal n l is defined by
where |τ | is the size of the surface element τ , T l denotes the set of all the surface elements of the mesh that contains l, n τ is the outer normal of the surface element τ , and x i is the coordinate of the node i (see Figure 9 ).
Stability.
We refer to [5] for a stability study of linear multidimensional advection models that is also valid in the 3D case. For the second time-step we take
Here − → V i and c i refer to the values of the velocity vector and sound speed, respectively, in cell C i . We then choose Δt = min 1≤i≤nv {Δt i }, with a similar time-step definition for the first (odd) step (t n → t n+1 ).
Mesh adaptation algorithm.

General description.
The theory behind the mesh adaptation technique for central schemes on unstructured staggered grids has been developed in [25, 27] . We introduce the following three main steps of this technique.
• First, a strategy to determine where a modification is needed in the field of the grid, e.g., by means of an (a posteriori) error estimate.
• Secondly, a rule that selects the elements or edges in T h (marking strategy).
• Thirdly, a rule that refines the elements in T h (refinement strategy).
A posteriori error estimate.
For stationary problems, following the theory of [25, 27] , for each edge e ij ∈ T h , we have the error estimate η eij : (25) and
For transient problems, following the theory of [25, 27] , for each edge e ij ∈ T h , we have the error estimate η eij :
where a, b, and c are given in [25, 27] , and Q is
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Remark. For unsteady flows, the flow solver and unstructured dynamic mesh adaptation procedure should be coupled for the efficient capturing of the continuously varying flow physics. However, this requires very large computational resources, particularly for solving 3D flow problems. Therefore, unsteady simulation will not be presented in this paper.
Marking strategy.
In this subsection, we introduce the maximum strategy to determine the setT h in the general adaptive algorithm.
Algorithm 1 (Maximum strategy). This algorithm determines the set T h .
(a) Given: a partition T h , error estimates η eij for the edges e ij ∈ T h , and a threshold θ ∈ (0, 1).
Sought: a subset T h of marked edges that should be refined. (b) Compute
η T h ,max = max eij ∈T h η eij . (c) If η eij ≥ θη T h ,max ,
then mark the edge e ij for refinement and put it into the set
T h = e ij ∈ T h | η eij ≥ θη T h ,max , θ ∈ (0, 1) .
Refinement strategy.
The set of marked edges is examined, tetrahedron by tetrahedron, and additional edges are marked in an attempt to maintain the grid quality and to get a conforming mesh (see Figure 10) . The final set of marked edges results in tetrahedra with one edge or three edges on one face, or all six edges. A tetrahedron with all six marked edges is shown in Figure 10 . The mesh is then refined by inserting new nodes on the midpoints of the marked edges and reconnecting these nodes into new tetrahedra and boundary faces. For the last configuration, cutting off tetrahedra on all four corners leaves an octahedron which can be split into four tetrahedra by adding an inner edge connecting two diagonally opposite corners of the octahedron. To minimize distortion of the created tetrahedra, the shortest of the three possible inner diagonals should be chosen (see Figure 11 ).
Tetrahedral mesh improvement.
Here we describe the mesh transformation operation that forms the core of our mesh improvement program. [21] , in which a vertex is moved to the centroid of the vertices to which it is connected. Laplacian smoothing is effective for triangular meshes, but for tetrahedral meshes it is less reliable, and often produces poor tetrahedra. We use better smoothing algorithms which are based on numerical optimization [12, 42] . These algorithms define a smooth objective function that summarizes the quality of a group of elements, and use a numerical optimization algorithm such that as steepest descent or Newton's method to move a vertex to the optimal location.
Smoothing technique. The standard technique is Laplacian smoothing
Edge and face removal.
Edge removal is a topological transformation that removes a single edge from a mesh, along with all the tetrahedra that include it. It includes 3-4 and 4-4 flips, but also includes other transformations that remove edges shared by any number of tetrahedra. In general edge removal replaces n tetrahedra interior parallelograms
interior diagonals regular refinement of the faces with 2n − 4. Face removal is the inverse of edge removal, and includes 2-3 and 4-4 flips. An n-face removal replaces 2n tetrahedra with n + 2.
The edge and face removal techniques effectively improve shape measures in combination with a smoothing technique. The algorithm minimizes a shape function, such as the aspect ratio, AR, for tetrahedra [33] as follows.
Let τ stand for a tetrahedron with vertices P 1 , P 2 , P 3 , and P 4 ; L ij = P i − P j , 1 ≤ i < j ≤ 4, denote the length of the six edges P i P j of τ ; S 1 , S 2 , S 3 , and S 4 denote the area of the triangular faces P 2 P 3 P 4 , P 1 P 3 P 4 , P 1 P 2 P 4 , and P 1 P 2 P 3 , respectively, and V denote the volume of tetrahedron τ . Then we have
where ρ out is the tetrahedral circumsphere radius, ρ in is the tetrahedral in-sphere radius (see Figure 12 )
, and c = L 14 L 23 are the products of opposite edge lengths of τ . In a tetrahedron, two edges are opposed if they share no vertex. The value of the aspect ratio varies from 1, for an ideal element, to ∞, for badly shaped elements. Reconnections of tetrahedra with undesirable shape measures are investigated and new local configurations for tetrahedra are selected with better shape measures. Edges on boundary faces can also be swapped. Details of the way in which face swapping can be implemented in practice can be found in [23, 14, 17, 10] .
Boundary modification.
The inserted boundary nodes may not be located on the surface geometry of the model to be simulated because they were inserted at the midpoints of existing edges. To address this issue, we have implemented a boundary curvature correction based on Hermite interpolation [35, 48] .
Numerical experiments.
Shock tube problem (global refinement).
To illustrate the accuracy of our scheme, we present numerical results for a 3D extension of the shock tube problem introduced by Sod, where the domain of computation is [0, 1] 3 (see Figure 13 ). In this problem, an initial discontinuity in the thermodynamical state of the gas breaks into a shock wave followed by a contact discontinuity and a rarefaction wave. Finite element meshes with 909 and 3609 nodes (see Figure 13 ) are used and the initial conditions at t = 0 are specified by the data The profiles of density ρ, x-velocity u, and pressure p are compared with the analytical solution (solid lines) at y = z = 0.5 and t = 0.16 (see Figure 14) . The numerical solution of the 3D shock tube problem is clearly much more likely to suffer from excessive numerical dissipation than its 1D analogue (see e.g., [15] ). In our case, this dissipation might be due to the fact that the tetrahedra are fairly stretched, with high aspect ratios and this damages the accuracy of our scheme (see Table 1 and Figure 14 ). With badly shaped tetrahedra (slivers) which are nearly flat and exhibit large dihedral angles (Figure 15 ), these problematic cells create an additional difficulty for the capture of the shock and particularly of the contact discontinuity. In [4, 6, 8] we have shown that our scheme is second-order for good shaped tetrahedra (isotropic elements) and also for 2D [27] . A fully converged steady-state solution was achieved in 6,000 iterations. The CPU time required 19,189 seconds.
Transonic NACA0012 at
An inviscid flow computation on this grid reveals the presence of a weak shock wave on the upper and lower surfaces of the wing. The Mach and C p contours are also illustrated in Figure 16 . As expected, the shock wave is diffused due to the grid coarseness and excessive numerical viscosity. Using the local remeshing procedures described earlier, after four refinement levels, the mesh has 295,201 points and 1,611,337 tetrahedra. A threshold value θ = 0.5 is used. Figure 18 shows the adapted grid and the corresponding Mach and C p contours. As evidenced, the grid is efficiently refined at the shock location, which shows a sharp shock definition. Figures 16 and 18 illustrate the chordwise distributions of the surface pressure coefficient C p for the initial coarse and adapted grids. As expected, there are significant differences between the adapted and the initial grid results. From the C p distribution, it appears that the shock location of adapted grids is well captured compared to that of coarse grids. fully converged steady-state solution was achieved by means of Fluent in 37,500 iterations and the CPU time required 92,656 seconds. For this steady flow problem we compared our finite volume method with the Fluent solver using an upwind scheme which seems to be fairly competitive. We used the same meshes with both methods which gave fairly comparable results; notice that C p and Mach contours can be nearly superposed (see Figures 16 and 17) . This is an indication that both methods are indeed doing reasonable calculation. Going to the fourth adapted level, the advantage offered by our finite volume method become more obvious in Figures 18  and 19 . Our method gives a nearly perfect shock resolution with very smooth contours, while the Fluent solver shows a serious breach of monotonicity (see the C p
