Wavelet analysis is currently being investigated as an image enhancement tool for use in mammography. Although this approach to image processing appears to have great promise, there remain major uncertainties regarding an optimal form of wavelet based algorithms. It is, therefore, desirable to have a quantitative method for evaluating a wavelet based image processing algorithm. Optimizationofalgorithmspriorto evaluationusingstand&dReceiver Operating Characteristic (ROC) methods is made possible.
INTRODUCTION
Mammographyis the most reliable methodfor earlydetection ofnonpalpable breast cancer Objects of diagnostic interest include tumors which differ from normal tissue by very small amounts, or microcalcifications which are very small. The resultant low visibility of these objects in the mammograms makes accurate cancer diagnosis problematicaL Digital enhancement ofmammograms, together with the use ofworkstations using computer aided diagnosis tools, maypermit a more confident interpretation ofdifficult cases without resorting to follow-up patient examinations Furthermore, the large number of negative biopsies encountered in current practice may also be reduced if an enhanced mammogram was able to provide a more certain diagnosis Conventional image processing techniques generally do not perform well on mammographic images Large variations in feature size and shape limit the effectiveness of classical fixed neighborhood techniques such as unsharp masking'7 The use of processing algorithms based on the wavelet transform has recently been proposed for use in mammography.5'9'10' This approach to image enhancement is promising because it uses methods similar to those used in the human visual system10 '12 In this paper, we develop a mathematical model to investigate the behavior of a wavelet algorithm based on the FrazierJawerth Transform (FJT)13'14 2. METhOD 2.1. Mathematical model Two-dimensional mathematical phantom images were generated which contained a gaussian signal and random noise. Each phantom image consisted of a 5122 matrixwith each pixel coded using 1 Byte, permitting the display of 256 gray levels. A two-dimensional gaussian shape signal was generated with a maximum intensity of I and a full width tenth maximum (FWTM) of W. The location of the signal was at the center of the image.
Random background noise, N, with a gaussian distribution (a ) about the mean (iz ), was generated using the expression N = (-2alnY)"2cos(O) + I.
( 1) where Y is a random variable between 0 and 1, and e is a random variable between 0 and 2ir16 Figure la shows a profile through the central axis of a phantom image with a FWTM equal to 10 pixels and intensity I equal to 70, and Figure lb shows a profile through random noise remote from this gaussian signal.
The signal S is the mean value of the signal intensity above the mean background level, where the signal was averaged over the FWTM width W. The noise is the standard deviation, a ,ofrandom fluctuations obtained from a profile taken at a location remote from the signal region. To evaluate improvements from the image processing algorithms investigated, an EF was defined by the expression SNR EF =°( 2) SNR where SNR and NRQ are the input and output signal-to-noise ratios, respectively.
Wavelet algorithm
The algorithm evaluated in this study is based on the FJT1315 The inner product of the signal (S) with a wavelet ( ) reflects the character of S within the time-frequency region where is localized. Provided is spatially localized, twodimensional features such as shape and orientation are preserved in transform space and may thus be used to characterize features through scale space.
For an isotropic function, a multiresolution representation divides the frequency spectrum of an image x into a low-pass The FJT results in a multiresolution decomposition of the input image at each level L, where maxima of the wavelet coefficients may be determined14 Maxima above some threshold value T are multiplied by a selected gain factor, G, followed by the inverse transform to generate the processed image.
The FiT image processing algorithm has three parameters whose values are selected by the operator: (1) level(s) (L = 1 through L = 8) at which the modifications to the wavelet coefficients are to be performed, with L = 1 corresponding to the highest spatial frequencies and L = 8 to the lowest (DC cap); (2) the threshold value T above which wavelet coefficients are modified; and (3) the gain factor, G, bywhich selectedwavelet coefficients (i.e. those corresponding to local maxima and above the threshold value T) are to be multiplied. The significance ofeach ofthese three parameters was systematically investigated using the mathematical phantom model described above.
RESULT AND DISCUSSION

Optimization strategy
The wavelet based image processing algorithm has three parameters: Level(L), Threshold (T) and Gain (G). In addition, the image signal and noise parameters could also be varied. For the purposes of this study, the noise level was fixed with a mean value of 10 and with a standard deviation of 4. The peak signal intensity was fixed at a value 70 above the mean noise level, but five values of the signal width (W pixels) were investigated (4, 6, 10, 20 and 40).
The initial parameter investigated was L using constant values of T = 5 and G = 10. For each signal width, there is an optimal value ofLwhich yields the highest EF. The optimal L value for each width was employed in subsequent investigations of the T/G parameters. The next parameter to be studied was T, and the value observed to yield the highest EF was used when investigating the G parameter. Although this method does not guarantee that the fmal algorithm parameters yields the best possible EF value for this image, the significance and relative importance of each parameter can be investigated. The optimal value of L increased with increases in the W value which is to be expected. As the level L increases, this corresponds to lower spatial frequencies, and thus the larger objects are located at the levels (frequency bands) corresponding to large L values. The optimal L was 3 for W = 4, increasing to 6 for W = 40. The absolute value ofthe EF was about 4 for the narrow gaussian signals (W = 4, 6 and 10), but fell to about 2 for the wider gaussian signals (W = 20 and 40). Figure 3 shows the corresponding results obtained of the EF vs. T experiments. As expected, the value of EF approaches 1 when a high threshold is set, since this would exclude all the wavelet coefficients from being modified, and the processed image would then be identical to the original image. For smaller phantoms, the setting of a threshold is clearly important and increases the EF value. This behavior is expected since there is a significant amount of noise at the lower levels which corresponds to the higher frequencies. This also explains the absence ofany effect ofthe threshold for the wider signals where the enhancement of coefficients occurs at higher L values since noise is primarily a high frequency phenomenon. Figure 4 shows the EF variation with G for each width of the gaussian signal. In each case, images were processed using the values of L and T that yielded the highest EF values. The narrowest signal appears to reach a plateau value (-12), but all the other signals show a monotonic increase in the EF value as G increases. The maximum value of EF observed was in excess of3O, suggesting that the output signal-to-noise ratio may be significantly increased by the use ofan optimized wavelet based image processing algorithm. Figure 5 shows profiles through the gaussian signal with a W value of 10 processed with increasing values of the G parameter. As G increases, the noise is reduced throughout the image, and it is seen that there is an overshooting at the edge of the signal. The FJT algorithm enhanced edges by subtracting from the edge its second derivative, thus producing the overshooting observed in Figure 5. 4. CONCLUSIONS 1. The enhancement factor, given by the ratio of the output to input signal-to-noise ratios, can measure the performance of an image processing algorithm.
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Choices for values ofthe L, T, and G parameters ofthe FJT wavelet algorithm have a marked impact on image processing performance.
3. Optimal values of the three parameters defming the image processing algorithm are a function of the width of the input gaussian signal.
4. Optimized algorithms suppress random noise and markedly enhance the visibility of the signal.
5. Optimized algorithms can achieve an improvement as high as 30 in the processed signal-to-noise ratio. 
