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In this work, the intermixing of a Ni cocatalyst on amorphous TiO2 during vacuum
annealing was studied. A sample was prepared with a finger pattern of Ni deposited
for 10 s via lithography on 30 nm of amorphous ALD-deposited TiO2 atop an n-Si
substrate, then reduced via cumulative annealing in ultrahigh vacuum conditions.
The nickel started out oxidised, then reduced when annealed to 400C, after which
it started diffusing into the Si bulk, revealed by impedance spectroscopy. At 900C
it had disappeared from the surface. XPS of Ti revealed that the Ni reduced first,
leading to greater concentrations of Ti4+ at the fingers than between them. Ni
does not diffuse laterally, and the finger pattern remains present up to 900C in the
work function image, despite the Ni all disappearing from the surface before then.
Separate samples were prepared for photoelectrochemical measurements, revealing
that the 400C annealed sample produced significantly better photocurrent for water
oxidation than the original or the 800C annealed sample. This suggests that the Ni
diffuses into the TiO2 film and increases its charge transport capacity upon heating.
At 800C, there is insufficient Ni on the surface to act as a catalyst, and an insulating
SiO2 film has formed between the TiO2 and Si, inhibiting charge transport.
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Tässä työssä tutkittiin Ni-kokatalyytin sekoittumista amorfisen TiO2:n kanssa tyh-
jiöhehkutuksessa. Näyte valmistettiin kasvattamalla sormikuvio Ni:ä litografisesti
10 s ajan amorfiselle ALD-kasvatetulle TiO2:lle, joka oli n-Si -substraatin päällä,
jonka jälkeen Ni pelkistettiin kumulatiivisella hehkutuksella ultrasuurtyhjiöolosuh-
teissa. Nikkeli oli aluksi hapettunut, mutta pelkistyi 400C:een lämmitettäessä, jol-
loin se alkoi diffusoitua Si bulkkiin, mikä näkyi impedanssispektroskopiatuloksissa.
900C:ssa Ni oli kadonnut pinnalta. Titaanin XPS paljasti, että Ni pelkistyi ennen
Ti:a, johtaen suurempaan Ti4+–konsentraatioon sormien kohdalla, kuin välissä. Eril-
liset näytteet valmistettiin valosähkökemiallisiin mittauksiin, jotka paljastivat, että
400C:ssa lämmitetty näyte tuotti huomattavasti parempaa valovirtaa veden hajot-
tamiseen, kuin alkuperäinen tai 800C:ssa lämmitetty näyte. Täten lämmitettäessä
Ni diffusoituu TiO2-ohutkalvoon ja parantaa sen varauksensiirtokykyä. 800C:ssa
pinnalla ei ole tarpeeksi nikkeliä katalyysiin ja TiO2:n ja piin väliin on muodostunut
eristävä SiO2-kerros, joka estää varauksensiirtoa.
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11. INTRODUCTION
In a world facing the ever-increasing warning signs of global warming, the need for
non–carbon–emissive sources of energy is huge. The needs and thus solutions for
each application are different, but one promising way of storing the energy of the
Sun is by using it to split water into oxygen and hydrogen, which can be stored
and burned back into water for energy. When the reaction of water into oxygen
and hydrogen happens catalyzed by sunlight on a surface, it is called solar water
splitting.
One means of achieving this dream of solar water splitting is the humble TiO2.
It was the first material with which solar water splitting was developed, and re-
mains a common benchmark [6]. Its band gap is unfortunately wide for efficient
water splitting, and it can only convert ultraviolet light to hydrogen. Many groups
have attempted to investigate how to narrow the band gap, either with doping or
structuring, as TiO2 is cheap and prolific in the Earth’s crust, unlike competitior
materials with better solar to hydrogen conversion efficiency. Another application
for it is using it as a means of protecting other photocatalysts from dissolving under
water splitting conditions [7].
Beyond simple band gap size, the details of the energy bands and electron transfer
affect the solar to hydrogen conversion efficiency. If photogenerated electron–hole
pairs immediately recombine, they cannot be used to produce hydrogen. Altering
the band structure of the system with a metal cocatalyst helps delocalize the excited
electrons from the formed holes, as well as improves the charge transfer properties
of the TiO2. While several noble metals are successfully used, a true breakthrough
would involve an earth-abundant cocatalyst, such as nickel, so that the end product
would be economically viable.
Nickel has been deposited onto catalyst surfaces in many configurations, for example
as nickel catalyst islands which have been oxidised partially, so that the core of the
island is still metallic to enable charge transfer [8]. In later years, this has been
further pursued with thin layers of Ni [9]. Investigation of a plausible, easy means
of nickel deposition, and how it compares to this prior research, as well as how the
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nickel behaves on the TiO2, both on photocatalyst and catalyst protector surfaces,
is thus a productive avenue of research.
As water splitting is a form of catalysis and thus happens on surfaces, the means
of research should be surface-sensitive as well. Photoelectron spectroscopy has a
suitable information depth for investigation of the surface layers, and can distinguish
both between elements and between chemical states of the same element, yielding
information on the chemical composition. Spectromicroscopic techniques will tell
that as a function of spatial coordinate, revealing potential lateral intermixing of
nickel into the TiO2 matrix. Information on how the nickel affects charge transfer
is best acquired via impedance spectroscopy.
In this work, the vacuum reduction of Ni fingers on amorphous TiO2 atomic layer
deposited atop n-Si(100)(P) was studied to investigate its reduction behavior and
charge transfer mechanisms. This was done with x–ray photoelectron spectromi-
croscopy and impedance spectroscopy. X–ray photoelectron spectroscopy is ideal
for studying the surface active in water splitting due to its surface sensitivity,
and with spectromicroscopic techniques lateral diffusion of elements can be investi-
gated. Impedance spectroscopy is a frequently–used means of gleaning information
on charge transfer mechanisms. The results of this study can be used to further un-
derstand Ni-patterned amorphous TiO2 atop n-Si as a solar water splitting catalyst,
and provide a roadmap for future optimization.
32. SOLAR WATER SPLITTING
Water splitting is the splitting of water into its component parts of hydrogen and
oxygen, catalyzed by sunlight. The hydrogen is gathered for later use as an envi-
ronmentally friendly fuel. [10]
TiO2 was the first material with which water splitting was demonstrated and a
common reference to which new materials are compared [6]. As such, in addition
to studies searching for other photocatalysts for water splitting, there have been
several studies on how to improve the photocatalytic properties of titania, whether
by modification [11], doping [12], or addition of cocatalysts [9]. Amorphous TiO2
can also be used to coat Si, GaAs, and GaP photoanodes to prevent photocorrosion
in the aqueous environment [7]. Such systems can also be further improved by
addition of cocatalysts, such as Ni [7]. An intriguing means is "self–doping", where
Ti3+ defect states and interstitial Ti atoms contribute to a density of states tail that
reduces the band gap and thus increases the maximal water splitting efficiency [13].
These Ti3+ defect states also increase the charge transport properties of amorphous
TiO2 [14].
2.1 Principles
At its most basic, water splitting is done by an incoming photon exciting an electron
from the valence band (VB) to the conduction band (CB) of a semiconductor. This
is described in Figure 2.1. The conduction band electron is transferred to be used
in the hydrogen evolution reaction (HER) and the valence band hole is filled by
an excess electron liberated in the oxygen evolution reaction (OER), resetting the
system. The HER happens at 0 V vs normal hydrogen electrode (NHE) and the
OER at 1.23 V vs. NHE, so the conduction band of the material needs to be at
potential greater than or equal to 0 V and the valence band at potentials lesser than
or equal to  1.23 V [10]
The reactions that form H2 and O2 depend on the pH of the electrolyte. In an acidic
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Figure 2.1 A schematic of single-material photocatalyzed water splitting. A photon excites
an electron from the VB to the CB. The hole left behind is filled with an electron liberated
in the OER, while the excited electron is used in the HER to reduce water into H2. The
reactions that form H2 and O2 depend on the pH.
medium, H2 and O2 are produced from H+ and H2O [15]:
2H+ + 2e   ! H2 (2.1)
H2O  ! 2H+ + 1
2
O2 + 2e  (2.2)
and in an alkaline or neutral medium, H2 and O2 are produced from H2O and OH 
[15]:
2H2O + 2e   ! H2 + 2OH  (2.3)
2OH   ! H2O + 1
2
O2 + 2e  (2.4)
While the reaction mechanism for H2 formation in alkaline media is not yet known,
in acidic media it happens in two steps, with the intermediate phase being adsorbed
Hads that has received one electron. Two Hads may react to form H2, or Hads may
react with a H+ in the solution and receive another electron to form H2. [15]
2.2 Materials for water splitting
The VB and CB of the photocatalyst must straddle the OER and HER potentials, so
the band gap of the material must be at least 1.23 eV [10]. A further limitation is that
materials with suitable band gaps might not have their VB and CB at the correct
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potentials, meaning that biasing of the water splitting catalyst is required [10].
Additionally, overpotentials are required to surmount the activation barriers of the
HER and OER, i.e. the CB potential must be at a potential greater to 0 V vs. NHE
and the VB potential must be at a potential lesser than  1.23 V vs. NHE so that
electrons can always flow downhill [10]. The slowest reaction is the OER, which is
a four-electron process, so overpotentials are most needed there [16]. The valence
band hole and conduction band electron must also be spatially delocalized to prevent
instant recombination [16].
In addition to the challenges of finding a material that is capable of photocatalysis,
the material must be stable under photocatalytic conditions [10]. A number of
otherwise suitable materials corrode in aqueous environments either with or without
illumination [17]. Coatings must be deployed, or the electronic configuration of the
surface altered, to protect against corrosion [16].
In the absence of a material with VB and CB values perfect for water splitting, we
can only use combinations of materials. Common constructions are an otherwise
single–band–gap device with cocatalysts for catalyzing the HER and/or the OER,
and the "Z scheme", where one material (with optional cocatalyst) catalyzes the
OER and is connected via an electron mediator to another material (with optional
cocatalyst) that catalyzes the HER. The band structure of the Z scheme water
splitting device is illustrated in Figure 2.2. This consumes two electrons for total
water splitting instead of one, but is often the only realistic option. [18]
The construction of Z scheme water splitting devices is time–consuming, and often
it is best to be able to optimize the photocathode and photoanode separately. The
photoelectrochemical (PEC) responses of the half–cell materials must also overlap
on the current vs voltage plot, since it is at that intersection that the resultant
water splitting device will operate. If there is no voltage where photoanode and
photocathode produce the same current under photoelectrochemical measurements,
the sum device will not produce current. The photoelectrochemical properties of
the half–cell materials can be investigated in a three–electrode PEC cell. [10]
Si is a photocatalyst with a small band gap, and thus capable of using most of the
solar spectrum to split water [6]. It is used as a photocathode to catalyze the HER
in Z scheme water splitting devices [19]. Its band gap is indirect [20], so the excited
electron is immediately delocalized from the hole it leaves behind. Unfortunately, Si
is unstable in water under illumination, and requires passivation or surface alteration
[17]. One means of passivating Si is to coat it with amorphous TiO2 films, which are
suitable for protecting Si photocatalysts while enabling charge transport through
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Figure 2.2 A schematic of the principle behind the "Z scheme" water splitting device.
One photon excites an electron from the VB to the CB of the OER catalyst; the hole this
leaves behind is filled in the OER. The electron finds a hole at a lower energy level in the
VB of the HER catalyst, and moves over through the electron mediator. Another photon
excites it from the VB to the CB of the HER catalyst, where it is used to reduce water in
the HER.
them, in addition to TiO2 being a photocatalyst in its own right [7, 21]. Passiva-
tion with electronically "leaky" tunnel oxides also yields better photocurrents than
passivation with noble metals, noble metal silicides [21].
2.3 Nickel based cocatalyst in water splitting
To aid with photocatalysis, a cocatalyst can be used to alter the electronic structure
of the surface to assist spatial delocalization of the hole and electron, or add auspi-
cious surface sites that may lower the activation energy of either reaction. As the
process is a surface process, most cocatalysts are in nanoparticle form to maximize
the surface area and minimize volume. Additionally, a cocatalyst is one means of
protecting the semiconductor from photocorrosion. [16]
Ni is a cocatalyst for the HER and NiO a cocatalyst for total water splitting, i.e. both
the HER and OER [16]. Metallic Ni forms a Schottky barrier on the semiconductor
surface, aiding with charge separation [16]. While metallic Ni requires a significant
overpotential to drive the hydrogen evolution reaction, its oxides are more readily
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usable [16]. Ni–loaded TiO2 produces 135 times as much H2 as pure TiO2 [22], and
Ni–decorated TiO2 is only three times less efficient than Pt-decorated TiO2 [23].
Other non-noble–metal cocatalysts include Fe, Co, Cu, Mo, and W [15].
In the 80s, Domen et al. developed a means of Ni cocatalysis by depositing nan-
oclusters of NiOx on a TiO2 surface, then reducing the oxide into metallic Ni by
annealing in a reducing atmosphere, and oxidizing the surface of the metallic Ni
by annealing in an oxidizing atmosphere. This creates NiO shells with metallic Ni
centers. The NiO layer impedes both the back reaction of O2 and H2 back into wa-
ter and the further oxidation of Ni. The metallic Ni center enhances charge carrier
transport between the active NiO and the photocatalyst semiconductor. [8]
Ni has also been used as a cocatalyst on Si. Zhao et al. first protected n-Si from
photocorrosion with a porous SiO2 layer, with Ni present both on the surface as a
patterned catalyst and as tendrils in the SiO2 layer to improve the charge transport
properties of the SiO2 layer [24]. Compared to Pt cocatalysts on Si, Ni is not as
good a cocatalyst, but due to its Earth–abundant nature is an appealing cocatalyst,
either by itself or alloyed with other Earth–abundant elements [25].
83. ATOMIC LAYER DEPOSITION
3.1 Principles
Atomic layer deposition (ALD) is type of chemical vapor deposition that produces
conformal, pinhole–free thin films, the thickness of which can be precisely controlled
on the Ångström or monolayer scale. The typical ALD reaction has two components,
which are pulsed onto the surface one after the other. The reactions the chemicals
(precursors) have with the surface must be self-limiting to achieve exactly one mono-
layer of coverage. As ALD precursors are gas-phase chemicals, they can fill every
available surface site even on large substrates without the need for line-of-sight, and
produce a conformal film. [26]
The basic process of ALD is visualized in Figure 3.1. Precursor A is pulsed into
Figure 3.1 A schematic diagram of the ALD process. After each pulse of precursor,
excess reagents are purged from the system. After Kääriäinen et al. [1].
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the reaction chamber, wherein it reacts with the surface. After the surface has been
covered, the excess reagent and potential reaction products are pumped out of the
reaction chamber. Precursor B is then pulsed in, where it reacts with the surface
species formed by precursor A to form the desired thin film chemical. After this,
the excess reagent and potential reaction products are pumped out of the reaction
chamber, and the cycle is repeated. [1]
ALD was first invented in Finland in the 1970s by Tuomo Suntola, who developed
a means of growing ZnS. At first, ALD was referred to as atomic layer epitaxy, but
as most films grown are not epitaxial with the underlying surface, the term ALD
caught on in 2000. [26]
3.2 Execution
As ALD precursors are in the gas phase when they impact the substrate, the best
way to ensure an oversupply of precursor molecules and a homogenous surface is to
have an inert carrier gas flow past the precursor source and pick up the necessary
molecules before depositing them to the reaction chamber. Using a carrier gas also
enables the efficient purging of excess reactants, ensuring that the reaction will only
happen on the surface, rather than the precursor molecules reacting in the space
above and around it. [26]
Consideration must be taken when choosing the precursor materials as well. They
must have high vapor pressures and an "ALD window": a temperature range where
ALD growth is stable, below which the reactions are incomplete and above which
the precursors desorb rather than react. [26]
3.3 ALD of titania from TDMAT
The growth of TiO2 from tetrakis(dimethylamino)titanium (TDMAT) (Ti[N(CH3)2]4)
and water (H2O) precursors has been studied by Head et al. with photoelectron spec-
troscopy [27]. Where  denotes a surface species and — an adsorbed species, the
half cycle reactions are:
Ti(OH)2 + Ti[N(CH3)2]4  ! TiO2 + — Ti[N(CH3)2]2 + 2HN(CH3)2 (3.1)
TiO2 + — Ti[N(CH3)2]

2 + 2H2O  ! Ti(OH)2 + 2HN(CH3)2 (3.2)
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Each cycle of pulses should thus produce a monolayer of titania. Reality, however,
is rarely so simple. ALD precursors do not perfectly cover the surface, leading to
growth rates of less than a monolayer per full cycle, and the presence of Ti suboxides.
[27]
ALD of amorphous TiO2 extends to deposition temperatures of around 250C, above
which H2O desorbs, and the growth mode changes to chemical vapor deposition
[28]. Growth of amorphous TiO2 layers starts even at 50C [29]. The ALD window
proper, where the growth rate in atomic layers per cycle is linearly dependent on the
temperature, lies between these temperatures, at 100–200C [30]. The properties of
ALD TiO2 depend heavily on the deposition temperature [28].
11
4. PHOTOELECTRON SPECTROSCOPY
The basis of photoelectron spectroscopy (PES) is the photoelectric effect, which was
first discovered by Heinrich Herz in the 1880s, and explained by Albert Einstein
in 1905 as arising from a photon transferring its energy to an electron. Due to
electron collection requiring an ultrahigh vacuum (UHV), it took until 1967 for
Kai Siegbahn to pioneer an instrument based on the photoelectric effect capable of
speciation analysis, an achievement acknowledged by the Nobel Committee with the
1981 Nobel Prize in Physics. PES is typically categorized by the wavelength of the
exciting light. [3]
In X-ray photoelecton spectroscopy (XPS), a sample is subjected to a flux of low-
energy monoenergetic x-rays, which detach electrons from the sample [3]. The ki-
netic energy of the electrons is the difference in energy between the final state and
initial state of the system less the work function, which is the amount of energy
the electron must be given to escape from the electron sea at the Fermi energy EF
into the vacuum Ev [31]. The initial state of the system depends on not only the
orbital (eg. 1s) the electrons originate from, but also the element in question and
the chemical state of the element, making XPS a useful tool for chemical analysis
of surfaces [32].
Ultraviolet photoelectron spectroscopy (UPS) has the sample irradiated with mo-
noenergetic ultraviolet photons [3]. Like XPS, the kinetic energy of the electrons
depends on the difference between initial and energy of the final states [33]. A key
difference to XPS is that UPS does not access the core levels due to insufficiently
energetic inciting radiation, and is more sensitive to valence level electrons, making
it a good tool to probe the valence band and the work function of the material [31].
4.1 Principles
The photoelectric effect describes what happens in a material under illumination:
when hit by photons, which have energy E = h, an electron will detach if and only
if the energy of the photon h is greater than the energy that binds the electron to
the nucleus. To detach the valence electrons of most elements requires for one to
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venture into the ultraviolet; for core level electrons, x-ray radiation is necessary. [3]
PES requires an apparatus with a source of monoenergetic photons — usually Mg
or Al K for XPS and He gas discharge fluorescence for UPS — a UHV chamber
that holds the sample without contaminating the surface, an electrostatic lens sys-
tem to gather and focus the emitted electrons, and an energy analyzer to resolve
the spectrum [3]. In modern times, the most used energy analyzer is the concentric
hemispherical analyzer, which sends the electrons through a curved electric field to
select only the electrons of the energy of interest [3]. To acquire a full spectrum,
either the accelerating potential of the lens system or the potential of the hemispher-
ical analyzer must be changeable [3]. A more full description of the XPS apparatus
can be found in Section 4.6.
4.2 Photoelectrons
The binding energy of the photoelectron is calculated using the Einstein relation,
described in Equation 4.1, where EB is the binding energy, h is the energy of the
inciting photons, EK is the measured kinetic energy of the electrons, and  is the
work function in eV. [31]
EB = h   EK    (4.1)
The binding energy of the photoelectron depends primarily on the element and
orbital it originates from, and can be approximated to be the negative of the energy
of the initial state of the electron, so that for an electron from state k, EB(k) =  k.
This approximation is known as Koopmans’ theorem. [31]
However, the kinetic energy of the photoelectron depends also on the final state,
so changes in initial or final state can affect the measured binding energy [31].
The one-electron picture of Koopmans’ theorem also neglects relativistic effects and
electron correlation, in addition to relaxation effects stemming from changes to the
final state [31]. A more accurate expression for the measured binding energy of an
electron is equation 4.2, where k is the energy of the state, relax is the energy
change associated with relaxation effects, relat is the energy change associated
with relativistic effects, and corr is the energy change associated with electron
correlation effects [31].
EB(k) =  k   relax + relat + corr (4.2)
Effects that alter the measured binding energy can thus be broadly categorized into
initial and final state effects. Initial state effects refer to any effect arising from the
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state of the atom as it was before photoelectron emission, i.e. effects affecting k.
Initial state effects include the chemical state of the atom—the change in charge
density around the electron—and spin-orbit splitting. [3]
The chemical state of the atom affects the electron density around it, and when
interatomic effects dominate, an increase in electron density will show as a decrease
in binding energy due to Coulombic repulsion. The position of the peak can thus
be used to glean information on the chemical state of the sample. This is the basis
of the use of PES in speciation and chemical analysis. [3]
Final state effects come from the polarization or rearrangement induced by the
core hole left by photoelectron emission [3]. The intensity of their influence on
the spectrum depends on the core hole lifetime—the shorter the core hole lifetime,
the stronger the effects, as the core hole decays during the photoelectron emission
process [3]. Such relaxation effects can be divided into shake-up and shake-off effects
[3]. Photoelectrons may also lose energy by exciting surface plasmons [3]. While
relaxation effects are present in both UPS and XPS, they tend to be significantly
smaller for UPS [31].
Shake-up peaks form when the core hole relaxation induces a valence band electron
to excite to the conduction band, so the ion left behind by photoelectron emission is
not in the ground state [32]. As this consumes energy from the photoelectron, the
shake-up peaks manifest at higher binding energies (lower kinetic energies), either
as discrete peaks or main peak asymmetry, depending on the energy resolution of
the spectrometer [3]. The difference in energy of the shake-up peak and the main
photopeak is the difference in energy of the ground state and the excited state [32].
Shake-up peaks are common for transition metals [34].
The shake-off process is similar to the shake-up process, except that the electrons
depart the system of bound levels and are "shaken off" the atoms into the vacuum.
Photoelectrons in systems that undergo shake-off processes become part of the elec-
tron background at higher binding energies to the main photopeak, like inelastically
scattered photoelectrons do. Rarely are there discrete shake-off peaks. [3]
Plasmons are oscillations in the near-EF electrons that form when conduction band
electrons move to compensate for a change in charge density, then overshoot their
mark and set up an oscillation at the preferred frequency of the electrons, which
depends on the density of free electrons. Plasmon losses are seen in materials which
have a high density of electrons near EF , for example elemental Mg, Al, and Si. [3]
Auger electrons, first discovered by Lise Meitner in 1922, are a form of core hole
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relaxation [31]. An electron from a higher orbital with binding energy EB enters
the core hole at a level with binding energy EA, and donates the excess energy to
a separate electron with binding energy EC , which is then ejected if the energy is
large enough [32]. The kinetic energy EK of this Auger electron can be found in
equation 4.3 [3].
EK = EA   EB   EC (4.3)
This kinetic energy is independent of the process that caused the initial core hole. As
Auger emission is a three-electron process, H and He are undetectable. Additionally,
as atomic number Z increases, the probability of the core hole relaxing via x-ray
fluorescence increases. [31]
4.3 Surface sensitivity
Due to the short attenuation length of electrons in matter, only the electrons emitted
in the topmost atomic layers make it out of the sample and into the analyzer [32].
The signal comes from within 10 nm of the surface [3]. (The x-ray penetration depth
of the soft x-rays used in XPS is much longer, around 1–10 m [32], and can be
ignored in discussion of surface sensitivity.) This is the basis of the surface sensitivity
of the PES method, and the reason why measurements must be conducted in UHV
conditions. The attenuation of electrons can be calculated using the Beer-Lambert
law, shown as Equation 4.4, where I0 is the initial, unattenuated intensity of the
signal, z is the distance traversed,  is the wavelength of the electrons, and  is the
angle [3].
Iz = I0e
 z= sin  (4.4)
The inelastic mean free path (IMFP) describes how long a distance on average the
electrons can travel experiencing only elastic collisions. Should an electron experi-
ence an inelastic collision, its kinetic energy will change by an arbitrary amount, and
it will become part of the inelastic background rather than a photoelectron peak.
The IMFP length depends on the energy of the electron, as shown in Figure 4.1.
[3]
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Figure 4.1 The universal curve showing the inelastic mean free path of electrons in a
solid as a function of kinetic energy. The points are measured results in different elements.
After Seah and Dench [2].
4.4 Work function
The work function  is a quality of the surface. It is the amount of energy it takes
to detach an electron from the surface into the vacuum so that the electron and
surface are infinitely far away [3]. Its value is the difference between the vacuum
energy Ev and the Fermi energy EF , according to Equation 4.5 [31].
 = Ev   EF (4.5)
The vacuum energy can also be written using the surface dipole contribution D =
V (1)   V ( 1), i.e. the difference betweeen the electrostatic potential energies
of the vacuum infinitely far away and the potential infinitely deep in the bulk [31].
Choosing our scale so that the potential in the bulk, V ( 1), is 0, we get  = D EF ,
and can see that the work function has a surface and bulk contribution [31]. The
surface dipole arises from electron wave functions extending beyond the surface due
to kinetic energies, so the work function is sensitive to changes in surface topography
and chemistry [33].
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The work function is important for determining the electronic structure of contacts
[33]. When two conductors are brought next to each other, a contact potential
VAB =
1
e
(A   B) will form, resulting in a charge differential at the interface
[33]. For a metal and a semiconductor in contact, the Fermi levels EF align, and
the contact potential formed causes band bending in the semiconductor [20]. This
forms a rectifying junction that only lets charge carriers through in one direction
[20].
 =
r
e
40
p
Eacc (4.6)
It is possible to alter the potential of the electrons outside the surface with an electric
field in e.g. immersion lens microscopy. This causes a Schottky effect that alters
the surface dipole, so that the resulting change in the work function  is according
to Equation 4.6, where e is the elementary charge, 0 the vacuum permittivity,
and Eacc the accelerating electric field. For the NanoESCA instrument used in this
study, Eacc =
Vext Vspl
dobj
, where Vext and Vspl are the potentials of the extractor and
sample, respectively, and dobj the objective lens distance. [35]
4.5 Spectromicroscopy
It is on occasion useful to know the spatial distribution of an element or the spatial
differences in work function. For that, the best technique is imaging PES, also known
as spectromicroscopy, which allows for the mapping of how the signal intensity
depends on the position on the 2D plane. The two methods of spectromicroscopy
are sequential and simultaneous pixel measurement. In the former, the image is
formed by measuring the intensity of a single pixel at a time, rastering until an
image is formed. In the latter, the whole field of view is measured at once with for
instance a CCD. [3]
For both cases, analysis may be restricted to a single energy value, or multiple
images may be taken as a scan through the energy range [3]. Measuring more than
one energy allows for image processing, such as background subtraction or peak
fitting, allowing for better signal detection and chemical state mapping [36].
Advances in lateral resolution and image acquisition speed have made it possible to
analyze the binding energies in a more detailed fashion. This, in turn, has opened
several new topics for exploration. High lateral resolution spectromicroscopy has
revealed that the band bending and Schottky barriers associated with semiconductor
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junctions are inhomogenous on the microscale, which has far-reaching consequences
for electronics (it is the weakest barrier which dominates, not the average) and forces
rethought of the theory of semiconductor interfaces. The study of the periodicity of
sub-monolayer adsorbate systems and their pressure-dependence gives insight into
the potential tuning of the nanopatterned surfaces for usage. The effect of different
nanotexturings and the ability of different elements to block diffusion can also be
studied by high-resolution spectromicroscopy of the diffused element. [37]
4.6 Elemental quantification
One of the great benefits of PES is its ability to give quantitative data of elemental
and chemical concentrations. This is possible even without measuring an extensive
set of reference samples. [3]
With quantification, the thing one most needs to bear in mind is that the probability
of photoelectron emission is element- and orbital-dependent. When bombarded by
a flux of photons, the amount of photoelectrons each orbital of each species emits
will depend on the photoionization cross-section. The intensity of the measured
electron signal I depends on the incoming x-ray flux striking the analyzed area
J , the concentration of the species of interest within the sampled volume ca, the
photoelectron cross-section pc, instrument factors Kf , and the inelastic mean free
path of the electron IMFP , according to Equation 4.7. [3]
I = J  ca  pc Kf  IMFP (4.7)
As the x-ray flux remains constant, it can be ignored when comparing spectra mea-
sured with the same instrument [3]. The cross-sections pc and inelastic mean free
paths IMFP are traditionally encapsulated into relative sensitivity factors (RSF),
the ratio of the photoionization cross-section with that of the C 1s orbital [3]. Species
with a large RSF will be detectable at smaller concentrations than those with a small
RSF, due to being more likely to emit a photoelectron under illumination [38]. RSFs
are dependent on the inciting raditation [38].
RSFs are usually encompassed into the analysis software, so the only thing one
needs for concentration analysis is to find the intensities of the photoelectron signals.
Unfortunately, due to the effect of the inelastically scattered electron background,
this is not always simple. Background subtraction routines are thus necessary to
find the actual intensity of the photoelectron signal. This is one of the sections
of analysis where caution is most required, as there are several different available
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background types, of which the most suitable one must be chosen. [3]
4.7 XPS instrumentation
The XPS instrument is an ultrahigh vacuum instrument with several specialized
components. The primary ones are the x-ray source, the extraction optics and energy
filter, and the detector. The nature of electrons places additional requirements on
the construction of the vacuum chambers. [3]
4.7.1 Photon source
X-rays are mostly produced with an x-ray tube. A cathode material is heated
up resistively, whereupon it emits electrons, which are then guided to the anode
with an electric potential. As the electrons strike the anode, they produce core
holes in the anode material. These core holes relax via fluorescence, producing x-
rays characteristic to the anode material. For x-ray tubes used in XPS, the most
common anode materials are Aluminum (Al K 1486.6 eV) and Magnesium (Mg K
1253.6 eV). These x-rays then make their way out of the tube onto the sample. [3]
As the X-ray production is a probabilistic process, x-ray sources produce additional,
rarer, peaks from K3;4 and K emission and Bremsstrahlung radiation, which may
produce "ghost peaks" in the measured spectrum, or in the case of Bremsstrahlung
radiation increase the level of the background signal. These can be eliminated and
the energy spread of the K peak reduced via a monochromator. The natural energy
spread is 0.85 eV for Al K; with a monochromator, this can be reduced to 0.4 eV.
For x-ray applications the monochromator is typically a concave quartz crystal with
atomic plane spacing so that Al K radiation at angles near 78.5 satisfies the Bragg
criterion of Equation 4.8, where n is the order of diffraction,  is the wavelength of
the radiation, d is the spacing of the atomic planes, and  is the angle of diffraction.
[3]
n = 2d sin (4.8)
The typical UPS photon source is a gas discharge lamp. Gas is pumped between an
earthed cathode and an anode with a potential of c. 1 kV, which causes the electrons
of the constituent atoms to excite [3]. The excited state relaxes as fluorescence [3].
The most typical gas is Helium, with He I emission at 21.2 eV and He II emission
at 40.8 eV [3].
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It is also possible to freely choose the energy of the inciting radiation, rather than
pick the best of what nature has to offer. Synchrotrons produce radiation by forcing
near–relativistic electrons onto curved paths with magnets [33]. The energy of the
photons depends on the energy of the electrons [3], and is continuous from around
10 to 104 eV [33]. This flexibility is beneficial in analysis, and the synchrotron
produces a greater intensity of photons than an x-ray tube [33]. The chief drawback
of the synchrotron light source is that it requires a synchrotron, which is a significant
installation [3].
4.7.2 Electrostatic lens system
The electrons emitted by the sample are gathered into an electrostatic lens system
which uses electric fields to focus the stream into the analyzer. The most common
analyzer in modern days is the concentric hemispherical analyzer (CHA), which
consists of two hemispheres with an electric potential difference between them. As
shown in Figure 4.2, electrons of the selected energy travel through to the detector;
electrons with kinetic energies too high or too low hit one of the hemispheres. [3]
The selected energy range is scanned through by adjusting the acceleration/deceler-
ation the electrons undergo in the lens system so that whatever the selected energy,
electrons with that energy all arrive in the analyzer at a constant, preselected energy.
Figure 4.2 Operation principle of the concentric hemispherical analyzer. Electrons of
the selected energy travel to the detector, while electrons with too high or too low kinetic
energies impact one of the hemispheres. After van der Heide [3].
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Figure 4.3 A dual hemispherical analyzer is a means of reducing electron optical aberra-
tions. Figure from Escher et al. [4].
This is referred to as constant analyzer energy (CAE) mode. The energy resolution
on CAE mode is constant, dependent only on the chosen energy of the analyzer,
commonly referred to as pass energy. The lower the pass energy, the better the
resolution, but the worse the sensitivity. [3]
The quality of the lenses of the electrostatic lens system affects the analysis area. For
imaging applications, this is critical—as is the design of the analyzer. As shown in
Figure 4.3, the aberration in the paths of electrons that comes from their entrance
angle to the analyzer is at its highest after a half circle, i.e. at the end of the
hemispherical analyzer where the detector is. FOCUS GmbH has recently come up
with the novel idea of correcting for this aberration by letting the electrons travel
another half "orbit", after which all electrons should be at the same location they
started at. To get past the problem of how these electrons are supposed to get
into the double CHA or reach the detector, the hemispheres are separated, with a
transfer lens between them, as shown in Figure 4.3. [4]
4.7.3 Detector
The passage of one electron per second will generate a current of 1:602  10 19 A,
4 orders of magnitude beneath the current limit of detectors. As samples only
rarely emit thousands of electrons per second in the energy range of interest, gain
is necessary. This is typically achieved by directing the electrons into an electron
multiplier, typically a tube coated with an electron-emissive material, for example
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PbO. The original collected electrons hit the wall, which emits multiple electrons.
These electrons then collide with the wall elsewhere and again cause multiple electron
emission, causing an electron cascade that amplifies the singe-electron signal into
something a detector can measure. [3]
The most common electron multiplier configurations are the channeltron and the
microchannel plate (MCP). The channeltron is a horn-shaped diode with a 2 to 4 kV
potential difference between the ends accelerating the electron cascade. Channel-
trons exhibit gains of up to 108, and their chief advantage is that an array of them
can be arranged onto a line, allowing simultaneous detection over a narrow energy
range, or the summing of data from them to enhance sensitivity. The MCP, on the
other hand, is a 2D array of capillary tubes that have been angled around 7 off the
normal of the array plane. While the cascade gains are only 104, the MCP allows
for simultaneous imaging PES. [3]
The pulses generated by the electon multiplier can be collected digitally or analog-
ically. The analog method is the phosphor screen with an optical lens and camera
gathering the incoming photon flux. This has the advantage of adding a gain of 108
due to one electron causing the emission of many photons. The digital method is
the anode collector, which is a metal electrode connected to sensitive pulse counting
electronics. A variant of the anode collector is the delay line detector, where measur-
ing the time delay between the signal being measured at one end of the line detector
and the other end of the line detector lets one calculate where along the line the
signal originated from and build a 1-dimensional image. By placing a criscrossing
array of two line detectors behind a MCP system, it is possible to take 2-dimensional
images in real time. [3]
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5. IMPEDANCE SPECTROSCOPY
Impedance spectroscopy is a relatively simple method of electrochemistry in which
the impedance response of a material is measured at several frequencies of alternating
current (AC). This response gives insight into the charge transport properties of the
material. [39]
5.1 Principles
Many things contribute to the frequency response of a material. Atomic and elec-
tronic phenomena happen at frequencies of infrared and ultraviolet light, respec-
tively, and are beyond the resolution capabilities of most common laboratory instru-
ments, but dipolar and ionic phenomena are wholly observable. Impedance spectra
can yield information on the dielectric properties, rates of chemical reactions, mass
transport, corrosion, microstructure, defects, and compositional influences on the
conductance of the sample. [39]
At the heart of all this is charge transport. The movement of electrons is the root of
all current, and when electrical properties are known in the rest of the experimental
setup, the properties of a sample can be found out. For materials intended for
electronic or catalytic applications, charge transfer properties are important to know.
[39]
5.2 Charge carrier analysis
Frequency response analysis (FRA) is a way of acquiring the impedance spectrum of
the material by subjecting it to a variety of different AC frequencies and measuring
the voltage between two inputs. By adding a resistor to the circuit, the impedance
can be acquired. [39]
A means of extracting meaning from the measured data is to fit an equivalent circuit,
which is a circuit that has the same impedance as the sample. Using resistors
and capacitors to model solution resistivity, electrical double layer formation, and
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Figure 5.1 Schematic of the circuit used to fit the FRA data. After Pan et al. [5].
other physical phenomena present in the measurement, materials properties can be
extracted. As several different forms of equivalent circuit can generate the same
impedance, care must be taken when choosing the circuit, and knowledge of the
sample structure and potential phenomena present is necessary. [39]
For the fitting of the impedance spectrum of a thin film that has another partial
("leaky") film on top of it, the best model is that shown in Figure 5.1. Rs is the
resistance of the solution, Cp is the capacitance of the outer layer coating, Rp is the
resistance of the outer layer coating, Cb is the capacitance of the inner coating layer,
and Rb is the resistance of the inner coating layer. [5]
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6. MATERIALS AND METHODS
6.1 ALD apparatus
A PICOSUN R-200 Advanced ALD apparatus was used to deposit the TiO2 thin
films used in this study. It is a computer–controlled system with computerized
control of resistive heating, valves, carrier gas flows, and growth recipes. The reactor
chamber has a constant gas flow and is pumped with an EBARA ESA70W-D Roots
pump to keep it clean of impurities. Substrates are loaded via a separate loadlock
that is pressurized with nitrogen to atmospheric pressures.
6.2 NanoESCA
The samples were measured with an Omicron GmbH NanoESCA system, with three
vacuum chambers isolated from each other with gate valves. Samples were intro-
duced to the system through the load lock, then left to pump overnight and brought
into the preparation chamber, where the annealing was carried out. The XPS and
UPS spectra were measured in the analysis chamber. Figure 6.1 shows what the
analysis chamber looks like from the outside.
The analysis and preparation chambers are both pumped with their own turbomolec-
ular pump and combined titanium sublimation and ion pump, leading to baseline
pressures of around 10 10 mbar. The load lock is pumped from atmosphere to vac-
uum with a single turbomolecular pump and maintains a baseline pressure of around
10 8 mbar.
The analysis chamber has three photon sources: a Physical Electronics Model 36-100
Focused X-ray Source producing Al K x-rays, a VUV Source HIS 13 producing He
I light via gas discharge, and a Hg discharge source. The x-rays are monochromated
with a crystal monochromator for improved energy resolution.
A diagram of the lens system used in data acquisition is shown in Figure 6.2. The
electrons are gathered from the sample into an objective lens, though which they go
through a contrast aperture, octopole stigmator, an optional iris aperture, projection
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Figure 6.1 The NanoESCA system, showcasing the double hemispherical energy analyzer
and the vacuum chamber of the monochromator. Photograph by Markku Hannula.
lenses, deflectors, and a slit into the first hemispherical energy analyzer. From
there, they go through another transfer lens, and either the channeltron detector
for spectral acquisition, or a second hemispherical energy analyzer and projection
lenses before hitting a double MCP that amplifies the electron current. The second
hemispherical analyzer compensates for the aberrations of the first hemispherical
analyzer. The spatially resolved amplified electron count hits a scintillator screen
made of Cerium-doped Yttrium Aluminum Garnet that emits light when hit by an
electron, and this light is then turned into a digital image by observing it with a
CCD.
6.3 Autolab
Photoelectrochemical measurements were made with a computer-controlled Auto-
lab PGSTAT12 potentiostat equipped with a FRA2 module for impedance mea-
surements (Metrohm Autolab). The control software was Nova 1.11. The samples
were connected with a three-electrode connection, and measurements made in 1M
NaOH solution as the electrolyte. The reference electrode was an Ag/AgCl reference
electrode (Harvard Apparatus, Leak-Free reference electrode 69-0023) with 3M KCl
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Figure 6.2 A schematic diagram of the electron lens system of the NanoESCA. The lens
system allows usage of (1) unfiltered PEEM mode (not used in this study), (2) spectroscopy,
and (3) spectromicroscopy. Figure from Escher et al. [4].
as the internal electolyte. The work electrode was the measured sample, and the
counter electrode a platinum wire. Measurements were conducted in a teflon cell
that exposed a controlled area of the sample to the electrolyte and the opposite wall
of which was transparent glass.
6.4 Measured samples
30 nm of titanium dioxide was deposited at 200C onto a n-Si(100)(P) substrate
wafer from Wafer World, Inc. in a PICOSUN R-200 Advanced ALD reactor using
tetrakis(dimethylamino)titanium and deionized water precursors. Then, nickel was
lithographically deposited onto the TiO2 surface by vaporizing metallic Ni and driv-
ing it through a mask onto the TiO2 surface for 10 s. The mask had lines 6 m wide
with 15 m pitch. A 2 mm by 2 mm region near the center of the mask held TUT
logos 50 m wide with 75 m pitch. Figure 6.3, an image taken with a scanning
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Figure 6.3 Close-up of the Ni fingers (bright) on TiO2, taken with a scanning electron
microscope.
electron microscope, shows that the dimensions of these lines are accurate.
A 10 mm by 10 mm sample was cleaved from the center of the wafer and loaded
into the NanoESCA apparatus. Measurements were done of the as-received state
and after cumulative annealing to temperatures from 400C to 1000C with a step
of 100C, save 600C. Annealing was done radiatively in the preparation chamber,
with the temperature measured through a viewport with a Cyclops 160B pyrometer.
The emissivity of the pyrometer  was 0.60, the value for the Si substrate. The value
shown by the pyrometer was assumed to be the temperature of the sample. The
sample was held at each temperature for 60 minutes, then left to cool, after which
UPS spectra of the secondary electron tail and valence band were measured on the
same day for the as-received, 400C, 800C, 900C, and 1000C samples. Later, XPS
spectra were measured: a survey scan from 1350 eV to -2 eV with 200 eV pass energy
in CAE mode, and detail scans of Ti 2p, Ni 2p, O 1s, C 1s and the valence band
for all temperatures. A Si 2p detail scan was additionally measured for states from
700C through 1000C inclusive, a Fe 2p detail scan was measured for the 1000C
state, and a N 1s detail scan was measured for the as-received state. All detail scans
were measured with pass energy 100 eV in CAE mode.
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The fittings for Ti, O, C, N, and Si were done according to Hannula et al. [40].
Ni fittings were done after Herrera-Gomez et al. [41] for metallic Ni0 and after
Biesinger et al. [34] for NiO, using several Gaussian-Lorentzian peaks to construct
an accurate lineshape. Fe was fitted with a single Gaussian-Lorentzian peak. The
spectra were not corrected for the transmission function, as the transmission function
of the NanoESCA instrument is approximately constant for KE above c. 600 eV, and
the photoelectrons of all spectral lines used for quantification have kinetic energies
above that.
A FRA measurement was made for an as-received sample and samples cumulatively
annealed to 400C and 800C. Using Nova 1.11 software, an equivalent circuit of
R(C[R(CR)]) form—displayed in Figure 5.1—was used to fit the data.
6.5 Image analysis
Images were measured with both x-ray and UV radiation sources. All images had
the background subtracted with a Matlab script that averaged the values at 20 times
20 pixel squares at the corners of the image (nominally black due to the electron
image being circular), then subtracted that value from all pixels, and finally set the
intensity levels of all pixels outside of the circular image area to zero. After this,
the resulting image stack was opened in ImageJ and outlying bright pixels were
removed.
For x-ray core level images, that image sequence was converted into a Vamas file
using the Focus NanoESCA measurement software and opened with CasaXPS. In
CasaXPS, the spectra from each pixel were summed, then elemental components
fit to the sum spectra and propagated back to the spectra at pixels. These were
combined back into chemical composition maps.
To compare the Ni fingers with regions between the fingers, the background-subtrac-
ted image stack with outliers removed was opened in ImageJ, and z-profiles taken
from an area on the finger closest to the image center and an area between the
fingers. These were imported into CasaXPS as spectra and components fitted to
them. Due to the decreased energy resolution of images compared to channeltron
spectra, speciation from images is less precise, and Ti2+ could not be resolved.
For the UPS images, after the removal of outliers, the images had the parabolic en-
ergy dispersion corrected with an equivalently-measured image from a flat n-Si(111)
sample. The images from the flat n-Si(111) had their background subtracted with
the same script and bright outliers removed with ImageJ, after which the work
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function was calculated with 31px by 31px smoothing to map out the parabolic
energy dispersion. The work function was calculated with a Matlab script that fit-
ted straight lines to the secondary electron cutoff and the slope leading to it; the
secondary electron cutoff (EK  EF ) is the work function, assuming that the Fermi
energy is at 0 eV (BE). With the assumption that the apex of the parabola was at
the correct energy, the images of the Ni/TiO2 were energy corrected. After this,
the work function was calculated from the corrected images. 0:098 eV was added to
this calculated value to account for the Schottky effect caused by the accelerating
electric field [35] and acquire the final result.
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7. RESULTS AND DISCUSSION
The atomic concentrations of elements present in the sample at the selected an-
nealing temperatures are gathered into Table 7.1. 7 at-% of C was present as a
surface impurity; this may be either atmospheric contamination or remnants of in-
completely dissociated ALD precursors. The Ni fingers and the interfinger zones
had a clearly defined difference in work function, though because the amount of at-
mospheric contaminants may be different in different regions, no absolute value for
the work function of the as-received TiO2 or Ni fingers work function can be given.
As seen in Figure 7.1, in the as-received state, the Ti in the sample was mainly
Ti4+, though about a quarter of the signal came from Ti3+ due to the fact that
ALD produces a nonstoichiometric film that has oxygen vacancies. Fitting spectral
components for both NiO and metallic Ni showed the Ni to be oxide, corroborated
by the valence band spectrum (Figure 7.2) showing a lack of density of states near
the Fermi edge.
Table 7.1 Elemental concentrations in at-% for the Ni-fingers/TiO2/n-Si sample as a
function of annealing temperature.
Temperature / C Ti Ni O C Si Fe
as-received 22:3 5:3 65:4 7:0
400 27:3 3:4 65:0 4:1
500 27:0 3:2 66:3 3:6
700 28:3 1:7 69:1 0:6 0:3
800 27:0 0:1 70:8 0:2 1:9
900 29:2 0 69:5 0:3 1:0
1000 6:1 0:9 1:2 91:6 0:1
At 400C, the secondary electron images and work function image (Figure 7.3) both
show that while the Ni fingers still remain, they and the space between them have
become slightly mottled. In the core-level images no such phenomenon is noticeable,
so likely the changes in work function are related to the reduction of Ti, rather than
surface diffusion of Ni. As can be seen in Figure 7.2, the Ni 2p signal shows that
the Ni has reduced from its native oxide to metallic Ni0, which is also reflected in
the XPS valence spectrum showing significant density of states at the Fermi edge,
indicative of metallic species present on the surface. The work function of the stripes,
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Figure 7.1 Evolution of O 1s (left) and Ti 2p (right) peaks from the as-received state to
the 1000C annealed state. The sum envelope is drawn in black and the fitted components
in shades of red (O 1s) or blue (Ti 2p). For Ti 2p, both Ti 2p3=2 and Ti 2p1=2 peaks are
fitted, with four synthetic components in each spin–orbit coupled state.
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Figure 7.2 Evolution of Ni 2p3=2 (left) and valence band (right) peaks from the as-received
state to the 1000C annealed state. The feature at higher binding energies to the main peak
is the shake-up feature. The presence of metallic Ni is visible in the valence band density
of states at the Fermi edge.
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Figure 7.3 Work functions of 400C (left) and 800C (right) surfaces. The energy scale
is the same in both images, revealing that the work function of the Ni fingers remains
constant while the work function of the surrounding TiO2 changes.
5.2 eV, is also similar to the work function of metallic Ni, 5.15 eV [42]. The 500C
case has similar shapes and intensities of Ni, O, C, and valence signal as at 400C,
with the only change being an increase in Ti suboxides.
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Figure 7.4 Reduction of Ti in Ni fingers/TiO2 (large area average) and planar TiO2
reference as measured by the percentage of Ti signal that is Ti2+ or Ti3+. The remaining
fraction is of Ti4+. At 1000C, the samples are TiSi in silicide. The 400C case was not
measured for the planar TiO2.
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Table 7.2 Ti3+=2+ as a percentage of Ti 2p signal between the fingers and beneath them
at selected temperatures. Only two components were fitted, Ti3+=2+ and Ti4+.
Temperature / C Between fingers / % At fingers / %
as-received 19 15
400 40 31
800 66 63
900 72 71
At 700C the Ni signal has begun to attenuate. A shoulder has appeared on the
higher binding energy side of the O 1s peak in Figure 7.1 due to the increased
amount of undercoordinated O that is bonded to Ti suboxides, identifiable as O .
The amount of residual carbon has gone down. The Si 2p signal is observable,
though minute. The most visible change, however, is the further reduction of Ti.
At 800C, the Ni has almost completely disappeared from the surface. Its influence
still shows, however, in the work function (Figure 7.3) and in the oxidation state of
the Ti (Table 7.2). Where there once were Ni stripes, the Ti is less reduced, and the
work function at the stripes remains the same as at 400C. Between the stripes, the
work function of the TiOx increased above that of the Ni, from 5.1 eV to 5.25 eV.
The comparison between the 400C and 800C work functions is in Figure 7.3. The
Si concentration on the surface has grown, which is also reflected in the O 1s peak
acquiring an OSi component (Figure 7.1).
At 900C, the shoulder of the O 1s peak continues to grow, seen in Figure 7.1. The
Figure 7.5 Crater and mottling near 50 m diameter TUT logos after 900C annealing.
Image taken at EK =5.1 eV.
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Si 2p signal decreases temporarily, and the Ni signal is beneath the detection limit.
Most of the Ti is now Ti3+, with a significant Ti2+ contribution appearing, seen in
Figure 7.4. The work function has increased, though the remnants of the Ni stripes
are still visible as regions with lower work function (5.7 eV vs. 5.8 eV, displayed in
Table 7.3). On the Ni-TiO2 surface, cratering indicative of TiSi formation beginning
was already visible after 60 min at 900C, as seen in Figure 7.5. For unpatterned
TiO2, a similar situation is produced by annealing for 10 minutes at 930–940C [43].
When the temperature is increased to 1000C, the surface has wholly restructured
from TiOx into silicide, with the Ti now TiSi and the O 1s signal dramatically
decreased, as shown in Figure 7.1. The Si 2p peak, in Figure 7.6, is split between
TiSi and elemental Si. The work function shows no variation beyond the minor
Figure 7.6 Evolution of Si 2p from the 700C annealed state to the 1000C annealed
state. Beneath 1000C, the peak is SiOx. At 1000C, it is elemental Si and silicide. Both
Si 2p3=2 and Si 2p1=2 peaks are fitted, with three synthetic components in each spin–orbit
coupled state.
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effects of the surface morphology. The work function value, found in Table 7.3,
is 4.75 eV; for elemental Si, it is 4.85 eV [42]. Fe and Ni are also present, as they
segregate from the wafer towards the surface. No lateral contrast was observable.
With XPS, it is impossible to distinguish between Ni that was originally in the
Ni fingers before diffusing into the bulk Si and back and Ni that originated as an
impurity in the Si wafer. The Fe 2p3=2 peak is at 706.6 eV, which fits both metallic
Fe [34] and Fe0:7Ni0:3 [44].
7.1 Ti reduction
Compared to a planar TiO2/Si sample deposited with the same deposition param-
eters and cumulatively annealed for 30 min for each temperature, measured at an
earlier date by Markku Hannula, the Ti in the Ni-TiO2 sample reduces somewhat
slower, despite the longer 60 min treatment time. The percentage of Ti3+ and Ti2+
in channeltron data is illustrated in Figure 7.4. The 400C case was not measured
for the planar TiO2. At 1000C, the Ti had reduced to TiSi and formed silicide for
both samples. For the finger sample, the progression of the O and Ti signals and the
decrease in Ti4+ and growth in Ti suboxides and O  as the annealing temperature
is increased up to 900C can be seen in Figure 7.1.
When comparing the Ti signal from beneath and between the Ni fingers, it is notice-
able that the Ti reduces much more between the fingers than beneath them. As this
is accompanied by a reduction of the Ni, it is clear that the Ni reduces preferentially.
The percentages of Ti which are Ti3+=2+ in selected regions of the Ti 2p image are
gathered into Table 7.2. As the energy resolution of the spectromicroscopy results
was not enough to distinguish Ti2+ from Ti3+, only one peak was fitted for the
suboxide state.
7.2 Ni behavior
The Ni is in its native oxide form after lithography, and reduces at 400C to metallic
Ni, as evidenced by both core-level Ni 2p spectra and the valence band acquiring
density of states near the Fermi edge. The spectral data for selected temperatures
is shown in Figure 7.2. As-received, it was wholly oxidized, and at 400C was 81%
metallic, further reducing to 87% metallic at 700C. Above 700C, the Ni signal
disappeared, so that at 800C it was only barely distinguishable and at 900C it was
nonexistent. At 1000C, the Ni from the substrate diffuses back onto the surface,
though it is impossible to tell the origin of this Ni—Ni fingers or impurities in the
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Figure 7.7 Diffusion of Ni in Ni fingers/TiO2/n-Si, as measured by the ratio of Ni
concentration to the concentration of Ti, cNicTi .
Si—from chemical state or otherwise. Its peak is at 853.4 eV, which fits well with
the value Cao et al. have given for Ni2Si [45]. From 400C to 700C, the Ni peak is
at 852.3 eV.
The presence of metallic Ni is also visible in the XPS valence band spectra. In the as-
received state, the valence band has little density near the Fermi edge, as showcased
in Figure 7.2. Annealing to 400C brings a separate peak of density of states to the
Fermi edge, indicating presence of metallic species; continued annealing decreases
its intensity, but keeps the shape. At 1000C, the band changes shape again due to
the TiO2 surface reconstructing into TiNiSi.
The diffusion of Ni from the surface can be readily observed in the Ni/Ti ratio,
plotted in Figure 7.7, as well as the decrease in valence band density of states. The
reduction of the ratio indicates that the Ni diffuses into the TiO2 film and the n-Si
below, before segregating back to the surface.
7.3 Work function
Values for work function have also been gathered into Table 7.3. There and in the
work function images in Figure 7.3 it can be clearly seen that the work function of
the Ni stays the same between 400C and 800C, with only the work function of the
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surrounding TiOx changing with its changing oxidation state.
Table 7.3 Work function in eV at and between Ni fingers, as determined from work
function images, rounded to the nearest 0.05 eV.
Temperature / C Between fingers / eV At fingers / eV
as-received 5.75 5.60
400 5.10 5.20
800 5.25 5.20
900 5.80 5.65
1000 4.75
An exciting thing to observe is the 900C value. There is little to no Ni present on
the surface, but a difference in work function values is still clearly observable. It is
possible to change the work function via doping [46], so the work function of the
finger regions might represent Ni-doped TiO2.
Using the formula given by Novikov [46] for calculating the change in work function,
EF = EF;i + kBT ln 
, where EF is the measured Fermi energy, EF;i the intrinsic
Fermi energy, kB the Boltzmann constant, T the temperature in Kelvin (here room
temperature of 20C), and 
 the doping factor
q
pb
nb
= pb
pi
= ni
nb
, it is possible to
calculate the excess charge carrier concentration. Using Equation 4.5, we can see
that if the vacuum level Ev remains constant, EF   EF;i = i    = kBT ln 
.
For the 900C sample, with the assumption that the value between the fingers is
the intrinsic value, inserting the measured values would result in a doping factor

 = 380.
Comparing to literature, the 5.2 eV value for the Ni fingers at 400C and 800C
is similar to the value for metallic Ni, 5.15 eV [42]. The 1000C value, 4.75 eV, is
smaller than the values for elemental Si, 4.85 eV [42], or Ni2Si, 4.96 eV [45]. A TiSi
sample measured earlier with the same system had a work function of 4.4 eV [43].
That the work function is intermediate to those of TiSi and Ni2Si suggests that the
1000C surface is TiNiSi.
7.4 PEC results
The impedance spectra were iteratively fitted with the two time constant circuit
described in Figure 5.1 using the NOVA 1.11 program. The values acquired for the
various components are gathered to Table 7.4. The capacitance of the outer layer,
Cb, increases, which is consistent with the outer layer of Ni diminishing. While
the model circuit fits the as-received and 400C samples adequately, for the 800C
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sample a third time constant appears for medium frequencies, between 100 and
1000 Hz.
Impedance data, shown in Figure 7.9, also shows that the charge transfer grows
easier with increasing annealing temperature. This is likely due to the diffusion of
Ni through the TiO2 into the Si substrate. The substrate is n-Si doped with P, and
P forms P+ ions that are donor states [20]. When Ni is used to dope Si, it forms
Ni  ions that accept an electron from the bulk Si, creating a hole [20]. It can be
inferred that as the Ni atoms that have first reduced from their oxidised state diffuse
into the bulk, they add to the free charge carrier concentration, as evidenced by the
decrease in Rp, and change the majority charge carrier type.
Chopped light constant potential amperometry (CA) data is shown in Figure 7.8.
Table 7.4 Values of circuit components from data fitted with the circuit of Figure 5.1.
Circuit element as received 400C 800C
Rs 0 
 28.6 
 110 

Cp 8.38 nF 7.98 nF 3.56 nF
Rp 25.6 k
 4.96 k
 2.25 k

Cb 3.57 F 7.75 F 7.89 F
Rb 2.73 M
 582 k
 932 k
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Figure 7.8 Chopped light constant potential amperometry of the three electrochemically
measured samples. The 400C case (blue) exhibits a dramatic increase in photocurrent
compared to the as-received state (black). The 800C case (cyan) is less impressive.
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Figure 7.9 Comparison of raw and fitted impedance data for the three samples. Top: as-
received. Center: 400C. Bottom: 800C. Asterisks indicate the measured data and solid
lines the simulated fit. Note the new time constant that has appeared at 800C.
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The 400C sample shows a dramatic increase in photocurrent and stability when
compared to the as-received sample. This increase is likely due to the Ni reducing
from its native oxide to Ni0 and diffusing into the TiO2 to act as a more efficient
charge carrier. Under the measurement circumstances, Ni oxidizes to NiO, so the
400C sample is likely TiO2 with a NiO cocatalyst, which is an excellent catalyst
for total water splitting [16]. Diffused Ni in the TiO2 layer will act as a charge
diffusion pathway from the surface to the Si substrate, improving water splitting by
improving charge carrier transport, much like in the Ni/SiO2/n-Si system described
by Zhao et al. [24].
At 800C, the photocurrent reduces drastically, likely due to the Ni reaching the
Si substrate, increasing its conductivity but forming Ni/Si interface states that are
unwanted for photocatalysis [7] and SiOx barrier oxide formation at the TiO2/Si
interface. An intermediate SiOx layer would add another time constant to the sys-
tem, as witnessed in the impedance spectroscopy in Figure 7.9. The lack of Ni at
the surface would mean that less of it is available for catalysis, and the increased
concentration of Ti suboxides both make TiO2 a worse photocatalyst [40] and might
interfere with charge transport through the TiO2 film due to increased amount of
recombination centers [18].
7.5 Implications of results to future water splitting research
As the sample is reduced, the Ni diffuses into the TiO2 thinfilm and the n-Si bulk.
On the way, it forms a structure where there is surface Ni as a cocatalyst, as well
as Ni tendrils in an amorphous oxide film that protects the n-Si from corrosion, like
in the Ni/SiO2/n-Si system described by Zhao et al. [24]. The Ti suboxides in the
TiO2 thinfilm form a continuum of intergap states through which electrons can be
transported [7, 14], and the Ni augments this conductivity.
With further reduction, the Ni diffuses away from the surface and is not present
to cocatalyze solar water splitting. Additionally, increased defects lead to charge
carrier recombination, and the reaction of O present in the TiO2 film with the Si
substrate will lead to the formation of an insulating SiOx interface.
The comparison of these results to the investigation of amorphous TiO2 by Hu et al.
[7] gives insight into one potential avenue of further improvement. It is likely that the
deposition technique of Ni would affect the photocatalytic properties of the sample,
as techniques that might locally warm up the surface would promote diffusion of Ni
into the protective layer of amorphous TiO2. Intriguingly, other research where TiO2
films were annealed in air at moderate temperatures (400–500C) after deposition
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of TiO2 but before Ni deposition showed that the crystallinity of the films did not
affect the photocurrent, provided the films were thick enough [47]. This is likely due
to the electronic structure of crystalline and amorphous TiO2 being similar [14]. As
the Ni deposition method McDowell et al. [47] used was radiofrequency magnetron
sputtering, it is possible that the temperature of the surface was high enough to
diffuse Ni into the TiO2 film and increase charge transport.
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8. CONCLUSIONS
Solar water splitting is a potential means of saving the planet with renewable energy.
Gathering the hydrogen split from water and storing it for later use would be a
major success, as the chemical potential of a stored quantity of hydrogen does not
decay as fast as that of a battery. While economical solar water splitting is as of
yet an unreached holy grail, one promising means of reaching this goal is adding a
cocatalyst to the main photocatalyst. In this thesis, the cocatalyst–photocatalyst
pair investigated was Ni on amorphous TiO2 protecting n-Si, all of which are Earth–
abundant and environmentally nontoxic. As another means of improving the solar
hydrogen yield of n-Si is protecting it with Ni-decorated porous SiO2, where the Ni
is present both as a cocatalyst and an aid in charge transfer through the protective
oxide layer, the reduction behavior of Ni was investigated during vacuum annealing
to see whether Ni would diffuse into TiO2 and produce better photocurrent.
ALD was used to deposit 30 nm of TiO2 on n-Si(100)(P) at 200C. A finger pattern
of Ni was photolithographically deposited for 10 s on the am-TiO2/n-Si(100)(P)
substrate, after which a sample was cumulatively annealed in UHV conditions and
investigated with photoelectron spectroscopy. Separate samples were prepared for
photoelectrochemical measurements, with the selected data points being the as-
received state, the 400C anneal, and the cumulative 800C anneal.
The measured data clearly show that the Ni reduces first, protecting the TiO2 from
reduction. Only after the Ni has reduced to Ni0 does the formation of Ti suboxides
Ti3+ and Ti2+ start, and then first between the fingers. At 400C and increasingly
above 500C, the Ni slowly starts to diffuse into the bulk so that its signal is unde-
tectable at 900C and almost so at 800C. The concentration of Ti suboxides, Ti3+
and Ti2+, increases with the increased annealing temperature. This shows also in
the electrochemical data, where at 800C the photocurrent is much lesser than even
in the as-received state, due to the lack of Ni species on the surface. The as-received
sample has only marginally better photocurrent. The best photocurrent was found
in the 400C sample, due to Ni diffusing into the TiO2 film to aid in charge transfer.
At PEC conditions, Ni has oxidized to NiO, so the catalyst species present on the
surface was NiO.
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In coming times, a comparison of different materials processing parameters could
yield knowledge on how to further improve solar to hydrogen efficiency. On the
photoelectrochemical side, comparison of a planar film of Ni atop TiO2 and the
patterned situation measured here should be a productive avenue of investigation,
as would comparison of Ni to Pt or Ir cocatalysts equivalently deposited. In the
realm of PES, comparing these results to those of equivalent samples with a different
means of Ni deposition would be interesting, as would be doing a depth profile of
the diffused Ni or investigating the effect of the titanium dioxide on the reduction
behavior of the Ni and the TiO2 by doing an equivalent study with TiO2 deposited
at another temperature.
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