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O trabalho de Mestrado é um desúo que exige do aluno total entrega e dedicação,
mas é ta,nrbém um processo em constante evolução que envolve viários intervenientes.
Assim dedico algumas palavras às pessoas que de alguma forma contribúram pâxa
alca.nçar a finaliza4ão deste trabalho.
Agradeço a.o meu orientador por toda a ajuda na parte escrita e teórica deste tra-
balho. Agradeço também à professora Irene Rodrigues, por todo o incentivo dado
na findização desta etapa aradémica, e por toda a ajuda no ca.mpo de Processa-
mento de Linguagem Natural. Ao professor Vasco Pedro, pela ajuda em algumas
questões sobre autómatos. Aos restantes professores da Universidade de Évora que
contribuÍrarn para a minha formação-
À minha família que sempre me apoiou em todos os aspectos da minha vida, e que
continua a apoiar. Obrigado Mãe, Pai, Isabel, Joaaa, Avó, Tios e Primas.
E a todos os meus a.rrigos, em especial às pessoas que sempre acreditaxam no meu
trabalho e que me dera;n um grande incentivo, Júlio e Carlos.
Ao Filipe, Lús, Feitor, Mesquita, Marques, João, Cris, Ana e Marina, por me
terem aturado, especialmente este ano. Ao Pedro, não apenas pela a,mizade, mas
ta.mbêm pelas varias smsões de estudo em AnáIise Matemática I.
Ao Paulo, por ter sido um mentor em Limrx e código üvre. Ao Tiago e João
com quem tive o privilégio de partilhar um projecto em C++, e algumas horas de
biblioteca.
Ao António pelas reüsões gra,rrraticais e linguísticas deste trabalho.
E por fim, a toda a comunidade de código livre, que tornou este trabalho possÍvel-
lt
Sumárrio
As sociedades humanas são complexas. Essa complexidade tende a aumentâx,
sendo a tecnologia um dos motores desse percurÉo. Não só promotora de certo
progresso, a tecnologia requer a construção e gestão de sistemas cada vq mais so-
fisticados. Numa perspectiva histórica, só recentemente é que se dera,m avanços
significativos no enquadra.rrento teórico da tecnologia, com a Cibernética (em inglfu
cgbernetics, «Ciência que estuda os mecanismos de comunicação e de controlo nas
máquinas e ros seres vivos.» [PRII) e a Teoria dos Àutómatos [RM01].
Na vertente aplicada destes progressos teóricos, encontra,mos uma variedade de
sistemâs implementados com vista a:
o gera,ção de código;
o anáIise sintáctica e lexical;
o construção e walida4ã,o de sistemas digitais;
o demonstração automática de teorernasl
o pesqüsa de soluções-carninhos nos espa4os de estados de problernas.
Desta rrariedade resulta que cada implementação pa.rticular tende a especializar-se
numa deterrninada tarefa/objectivo. Resulta então que uma aplicação que use uma
biblioteca especializada (diga.rnos, de análise sintáctica) fica limitada à especialidade
dessa biblioteca. Ta.mbém âcontece que certâs aplicações acaba.rr por implementar
as suas próprias ferra,rnentas.
Neste trabalho foi definido urn certo tipo de autómato (AR, autómato recursivo)
que acrdita,mos ter a mesma câpacidade computarional dos autómatos de pilha (AP,
em inglês prsh-ilotm outomota, PDA) mas mais simples e intütivo. Alé.m dessa
definiçao, associa,nr-se metadados/acções a sÍmbolos terminais e palavras aceites.
Com essa base túrica implementou-se urrra biblioteca que procura facilita,r o de-
senvolümento de aplica@es onde seja necessá.rio ou útil a construção e execução de
autómatos- A título demonstrativo foi construÍda uma aplicação, um çrador de a.na-
lisadores sintácticos e lo<icais, através de especifica.ções FBNA (Fonna Backus-Naur
Aumentada, em inglês Argmentd Bachts-Naar Form) [Net08]-
ur
Recursive Automata (Abstract)
Human societies are complex. This complexity tends to increase, technology being
one of the drivers of this progress. Technology not only promotes a certain progress
but requires the construction and management of highly sophisticated systems. I-n a
historical perspective, it was only recently that significa.nt advances were made in the
thmretical fra.rrework of technology, with Cybernetics (the science of the mechanisms
of communication and control in mar:.hines and üving things.) and Automata Theory
lRÀdoll.
In the applied aspects of these theoretical progress, we find a variety of systems
implemented with the o§ective of:
o Generation of a code;
o Making syntactic and lexical analysis;
o Construction and va,lidation of digital s5rstems;
o Automatically proving theorems;
o Searcàing solutions-paths in problem's state-space.
Fhom this variety follows that earà particular implementation tends to specializs in
a particular task/objective. It follows then that a,n application that uses a specialized
library (say parsing) is limited to that libra.ry expertise. It also happens that some
applications ultimately implement their own tools.
In this work is defined a certain type of automaton (RÁ, recursive automaton)
with the computing power of pushdown automata but simpler and more intuitive-
Besides this definition, we âssociate meta-data/actions to the terminal symbols and
the accepted words.
With this theoretical basis a library was implemmted that seeks to farilitate
the development of applications where it is necessary or useful the construction and
implementation of automata. Based on the definition a library is implemented that
allows applications to develop based on the construction and implementation of auto.
mata. For demonstration purposes, an exarnple application was built, through ABNF





1.1 Enquadra.rnento e Motivação
1.2 Objectivos
2 Trabalho relacionado
2.1 Breve História da Teoria de Autómatos
2.2 Conceitos Envolvidos
2.3 Estado da arte
2.3.1 Plata.formas e Linguagens
2.3.2 Interacção entre a biblioteca e o utilizador
2.3.3 Tipos de autómatos §uportados
2-3.4 Operações suportadas e principais características intefnas
2.3.5 Aplicaçoes dos autómatos produzidos
2.3.6 Conclusão
2.4 Identificação de Problemas
3 O Sistema Proposto
3.1 Apresenta4ão . . .
3.2 O que se pretende?
3-3 Autómatos finitos recr.usivos nãadeterministas
3.3.1 Conceitos funda.rrentais
3.3.2 Equivalência entre grarnáticas e autÓmatos
3.3-3 Os autómatos recursivos
3.3.4 Definição de Autómato Recursivo
3.3.5 Exemplos
3.3.6 Autómatos Recursivos e Gra,rnáticas Livres de Contexto . . .
3.4 Autómatos recursivos deterministas
3.4.1 Tbansformações entre Àutómatos Recursivos Determinbtas e
não-deterministas
3.4-2 Linguagens regulares

















4.1 Metadados e Acções
4.L.1 Introdução
















































5.2-l Interfaces de entrada
5.3 A biblioteca
5.3.1 Utilizaçào
5.3.2 Construçã.o dos Autómatos Recursivos Deterministas
5.3.3 Metadados e Acções
6 Exemplos
6.1 TextRfa
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2.1 Hierarquia de Chomsky







São descritos brevemente os conceitos e o tema que enquadram este trabalho.
Tâmbém são delineados os principais objectivos.
l".l- Enquadramento e Motivação
As sociedades ocidentais/ocidentalizadas contemporâneas dependem vitalmente da
informática. Essa dependência manifesta-se principalmente na realiza4ão de certas
ta.refas automáticas de tal forma que, faltando a infra-estrutura computacional, seria
actua.lmente impossÍvel providenciar, apenas com recuso a mão-deobra humana, o
vasto leque de serviços por esta proporcionado.
Resulta desta situação o âumento sistemático da qua.ntidade e complexidade dos
problemas tratados por sistemas informáticos. Quando o número de itens processa-
dos atinge os milhões, já não bastam soluções ingénuâs a§sentes na, força-bruta do
(taÍnbém crescente, mas exponencialmente menos) poder computacional dos a.rte-
factos. É necessá.rio encontÍaxem-se novos meios de produzir prograrnas e de gerir
eficientemente a complexidade dos problemas-
Já não são novidade os pa.radigmas funcional, modular, orientado a objectos,
bem como gera.dores de código ou outras metodologias que procuraÍn automatiza,r,
organizar e optimizar as lá.rias tarefas delegadas no programador.
A teoria dos autómatos sustentâ muitas dessas propostas' Resumida.mente, um
àutómato é um sistema autónomo que processa informação' A ciência da compu-
tação, como sub-disciplina da matemática, estuda modelos formais' abstractos, de
tais autómatos e também dos problemas que estes podem aborda.r/resolver. Na sua
forma mais simples, um autómato de estados finitos, AEF, (em inglês finite state
automathon, F,9,4) é definido por um conjunto de estados e uma função de tra.nsição
que, dado um estâdo e um sÍmbolo lido, determina o próximo estado. A computa4ão
destes autómatos é então a iterâção desta funçã.o a partir de um estado inicial e de
uma sequência de símbolos a serem lidos.
A simplicidade conceptual, bem como um alargado conjunto de propriedades não
triviais, fazem dos autómatos e da sua teoria uma das mais importantes furramen-
tas pâxa a simplifica4ão de problemas complicados. Apesa.r da elogância teórica, o
programador pratica,nte, em geral, preocupa-se com a construção, optimização e exe-
cução de autómâtos, mas ó também necessário atender a questões de complexidade,
determinação, memória, tempo e aplicabilidade.
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'1,.2 Objectivos
Procuramos resolver alguns problemas associados âos âutómatos no ramo da in-
formática, identificando os problemas existentes, e de uma forma geral, tentaÍnos
resolvê-los desenvolvendo mecanismos que permitarn abranger o maior número pos-
sível de aplicações.
Pretendemos ir mais além, e permitir a construção de autómatos deterministas
em ambientes interactivos e adaptativos.
A nossâ estrâtégia pa.ra abordar estas questões pâssa por propor, e analisar, um
novo tipo de autómato, que designamos por «Automáto Recursivo» AR, e, com
essa ba,se teórica implementa,r uma biblioteca de uso geral e flexÍvel, com vista a




2-l Breve História da Teoria de Autómatos
Em f930 Alan Tirring âpresenta o seu trabalho sobre máquinas abctractas (conhe'
cidas, em sua homenagem, como máquinas de Ttring ern inglês; Tfuring Machines).
Estas fornecem uma ferra.rnenta teórica para lidar com o couceito de «computa4ão».
O objectivo de Ttrring era explora,r as limitações da computação, do que tesultou na
classifica4ão dos pmblemas «algorítmicos» como:
o deciüvel, onde uma máquina dá sempre respmta positiva ou negativa;
o indecidível, onde, em certos casos, a mríquina entra mrma computaçâo infinita,
sem resposta definida.
Entre 1940 e 1950, surgira.rn máquinas mais simples, conhecidas como Autô
matos Finitos. Nos finais da década de 1950, o lingústa Noa,m Chomsky inicia o
estudo de gramáticas formais, e a sua rela4ão com os autómatoe, vindo mais ta,rde
a classificâlos de acordo com a capacidade de reconhecer determinadas linguagens.
Em 1969, Stephen Cook aprofundou a classifca4ão decidível/indecidível de T\ring,
distinguindo como problemas que são decidíveis em teÍtrpo praticável daqueles que
não o são. Estes últimos são conhecidos como problernas intratáveis-
2.2 Conceitos Envolvidos
Para melhor entendimento deste trabalho introduzimos algrrns conceitm da termi-
nologia utilizada na teoria de autómatos.
SÍmbolo «Figura ou imagem que represetrta à üsta o que é purarnente âbstracto»
lpRrl;
Alfabeto conjunto finito de sÍmbolos;
PaLavra é uma sucessão finita de símbolos de um a.lfabeto. A maior ordern dssa
sucessão (u) é o comprimento da palavra, denotado como lul. A palavra de
comprimento zero é denotada por e;
3
Fecho de Kleene ê o conjunto de todas as palavras sobre um alfabeto- Em pa,r-
ticr.rlar, se ! for um alfabeto, representamos por E& o conjunto de todâs as




e U, que equivale à palavra r seguida de g. Ou seja, se c : ooar-.alal e
y : fu\...b6., entãn ty : aaay..a1,1bobr..bp1, lral: lrl + lgl);
Linguagem conjunto de palavras de algum conjunto E*, onde » é um alfa,beto em
particula.r, isto é 4 Ç E* se e só se 4 é uma ünguagem sobre E;
Estado «Modo geral; cotrdição, disposição, situação, posição, circunstâncias err que






* fr e y forem palavras entãa rg denota a concatena{ã,o com ,
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2.3 Estado da arte
Existern actualmente várias bibliotecas que produzem ou auxilia.rn na construção
de autómatos. Para obterrnos uma perspectiva geral consultá.mos a documentação
das 14 principais implementações (indicadas na bibliografia)'
Nesta anáIise fora.rn considerados os seguintes âspectos:
o Plata,formas e Linguagens;
o Interacção entre a biblioteca e o utilizador (interface);
r Autómatos suportadosl
. Opera4ões suportadas e principais caxâcterí§ticas intemas;
o Perfil dos autómatos Produzidos;
Baseá,rno-nos no estudo de Chomsky (Hierarqúa de Chomsky) [RSE94] pa'ra
oompaxar os diferentes autómatos, ordenando-os de acordo com o tipo de linguagem
reconhecida. Na hiera,rquia de Chomsky são definidas quatro classes encadeadas:
Classe Tipo de Linguagern Tipo de Computador
tipo 0 recursivamente emrmerável Máquinas de T\.ring (MT)
tipo 1 com contexto MT não-deterrninistas linearmente delimitadas
tipo 2 livre de contexto Autómato de pilha não-determinista
tipo 3 regula.r Autómato finito
Tabela 2.1: Hiera,rqüa de ChomskY
A tabela seguinte refllme a informa4ão sobre m tipos de linguagens suportadâs
pelas diferentes bibliotecas. Indica,mos tâIabém se são (ou nao) admitidm computa-
ções deterministas ou não-deterministas'
Terrninamos a a,ná,lise do estado da a.rte com uma discussão sobre as suas limitâ-
ções, rràntagem e desvantagens encontradas.
2.3.1 PLataformas e Linguagens
As bibliotecas consideradas sã.o, geralmente, independmtes do sistema operativo,
porêrn na sua maioria suportarn apenas uma lingua6em.
Maioútaria,rnente são usadas linguagens interpretadas {Oca,rnl, Haskel, Prolog'
Lisp, Elan e Scheme), mas ta.nrbém existem algumas implernenta4ões em C, C++ e
Jarra.
2.9-2 Interacção entre a biblioteca e o utilizador




Tabela 2.2: Bibliotecas estudadas e o tipo de autómâtos que suportão
o pelo uso de fictreiros e representações intermédias (tais como expressôes regu-
lares ou sintaxes próprias) [NPC, Kra08];
o pelo acesso a um conjunto de funções (,,4P1: Aplication Programming Interface)
pa.ra as operações básicâs na construçâo de um autómato de forma directa; o
programador deflne os estados e as transições;
r pelo uso misto de ambas formas anteriores [Ser02].
2.3.3 Tipos de autómatos suportados
As bibliotecas consideradas são, normalmente, direccionadas para o reconhecimento
de expressões regulares. Daqui resulta serem usados, principalmente, os autómatos
de estados finitos deterministas (AFD, em inglês DFA, Detenninistic Finite State
Automata). Para além dos AFD, algumas bibliotecas também produzem:
Autómatos Finitos Não-deterministas (AFN, em inglês lftrX , Non-deterministic
Finite State Automata) Máquinas com um número finito de estados, a funçã.o
trarsição define, a partir de um estado de partida e sÍmbolo de entrada, um
conjunto de próximos estados possíveis, de onde será escolhido um. Uma pa-
lavra ê aceite se existe um caminho (nos estados) com inÍcio no estado inicial
e com fim num estâdo final;
Autómatos de Árvore (AA, em inglês 7)".,4: Tree Automata) Lidam com estru-
turas em á.rvore em vez de palavras. Existem dois tipos; os (a) das folhas
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doun). Isto é importa.nte pois os autómatos em áÍvore deterrninistas do tipo
(b) são menos poderosos do que os do tipo (a). Todos os resta'ntes, ou seja
nãadeterministas do tipo (a) e (b) são equivalentes;
TYansdutores (ÀES, Autómatos de entrada e saída. Em irryJl€r. I/O Automota )
Para além de aceita.rem ou rejeitarem palavras sobre o alfabeto de entrada
gerarn palavras sobre um alfabeto de saída;
Autómatos de Equipa. (AE, em inglês TA: Team AúomoÍa) São usados para mo-
delar sistemas, em que cada autÓmato é visto como um componente do sistema'
Estes usam três alfabetos de símbolos:
1. etrtrada;
2. saída;
3. interno, paxa a sincroniza4ão de cada componente do sistema;
Autómatos de Pilha (AP, ern 'tÍLdtêÊ PDA, Ptshilowr. Automata) Uma extmsão
dos Autómatos Finitos. A estes adiciona-se uma pilha/palawa sobre um al-
fabeto, a que se cha,ma alfabeto da pilha. A função tra,nsição pâssa então a
decidir o próximo estado tetrdo em conta o estado pre§ente, o símbolo no topo
da pilha e o símbolo de entrada. No caso da pilha estar vazia é con§derado
como estando no topo o símbolo e. Em cada transição pode o<ecuta'r-se una
de duas operações sobre a pilha: inserir um sÍmbolo no topo ou retirar um
sÍmbolo do topo. Neste caso a palavra é aceite se existir um ca,minho desde o
estado inicial até um estado terrninal, em que a piüa se encontra vazial
Autómato de Pilha VisÍvel (APV, VPA: Visible Pushilout Autotwta) São autG
matos de pilha simplificados. As operações da pilha são apenas defiaidas pelm
símbolos de leitura. A pilha aqui tem somente a função de contâr oo símbolos,
resultando daí que este tipo de autÔmatos é menos orpressivo do que oe AP;
Máquinas de Ttrring (MT, em inglês TM: Taring Machiaes) Coustitúdas por um
número finito de estados e uma fita potencialmente infinita. O conteúdo da
fita é acedido atlavês de uma cabeça de leitura e escrita de símbolos' Em cada
tra,nsição é opcionalmente possível ler, escrever ou mover a cabeça uma posição
para a direita ou esquerda. A transição é efectuada tendo em conta o estado
actual e o símbolo lido da fita;
Cada biblioteca implementa apenâs um tipo de autómato (algumas tarúém as
va,riantes não deterministas), com a notável excepção da bibtoteca ijaguar que im-
plernenta todos oe tipos na escala de Chomsky, a que correspondem os ÀFN, AFD,
AP e MT.
2.3.4 Operações suportadas e principais características internas
Quase todas estas bibliotecas implementam as operações sobfe autÓmâtos rrais co.
muns: pa§sagem de um autómato não-determinista paxa o seu equivalerrte deter-
minista, minimização, intersecção, união, feúo de kleene, remoção de transições e,
entre outra.s.
7
Algumas das bibliotecas ainda permitem condições de transiqão, ern vez da sim_
ples leitura de símbolos. Nesses casos o sdculo de predicados ou funções sobre certos
objectos podern influencia.r as tra.nsições de estado.
Por último, os autómatos da biblioteca Autowrite [Dur05] têm a capacidade de
rescrever as regras introduzidas.
2.3.5 Aplicações dos autómatos produzidos
Como já vimos, nestas bibliotecas os autómatos são definidos pela leitura de nm
ficheiro ou por uma sequência de instruções. A forrna em que cada biblioteca pre
porciona esse autómato também varia:
o pode ser um fragmento de um prograrna ouma certa linguagem alvo- 0 cô
digo produzido destina-se a ser incluído num prograrna maior. Geralmente
a linguâgeÍn alvo coincide com a linguagem de implementa4ão da biblioteca
[Kra08, Mao];
o pode ser guardado num ficheiro especial, posteriormente interpretado por um
prcgrama dedicado [NPC];
o pode ser construÍdo e usa.do em tempo de execuçã.o de um determina.do pro-
grarna cliente da biblioteca [Mao, LAM, eDG03, eLS01];
o os tipos do alfabeto de leitura podem ser sÍmbolos do tipo carácter, fluxos
[tWC] (de qualquer tipo de dados), objectos (Jav"a pAU]) e termos ou predi-
cados (Prolog [eDG03]).
2.3.6 Conclusão
As bibliotecas avaliadas, na sua maioria, apresentarÍr algumas câxacteústicas impor-
tantes, de que destacarnos as opera@es mais comuns sobre autómatos. podernos
ainda considerar alguns aspectos interessantes:
o a simplificação automática de gramáticas, usa.ndo regras de transformação
[Dur0s];
o o uso de condições de transição, ern vez de simples símbolos (predicados prolog
e objectos Java pAU, eDG03]);
o a representação de fórmulas por autómatos, e a possibilidade de contra-prova
[KM0r, oMv9sl;
o a representa4ão de autómatos em forma gráfica, usaado o Bistema GraphViz;
o a construção do autómato em tempo de execução;
o o uso de representações intermédias dos autómatos ern XML [Ser02].
Por outro lado, não podemos deixar de obser\rax algumas limitações:
o a linguagem alvo coincide, qua,se sempre, com a ünguagem de implementação
O uso da biblioteca fica assim ümitado a uma ünguagernl
I
. a interface disponibilizada é, na maioria das vezes, pouco sofisticada' Uma
biblioteca mais avançada permitiria, por exemplo, suportal as especificações
mais comuns de grarnáticas, (e.g. FBN, Forrna Backus-Nalrr, em inglê ,/V4
Backts-Narr Fomt);
. os tipos de autómatos produzidos sâo, quase sempre, aut6Eatos de estados
finitos, demasiado simples Para imPortaÍrtes classes de ünguageus, como âs
Iinguagens dependentes do contexto, por exemplol
o os autómatos são, normalmente, reconhecedores de linguagens. Porém, pa'ra
mútas §tua,ções não basta uma respostâ booleana- É, frequenternente, con-
veniente associar ac@es ou sequências de arções ás palavras proc€§âdas pelo
autómato;
o os códigos dos autómatos produzidos não têm nenhuma forma de modulari-
dade. Numa situação tÍpica o progra,rnador altera um determinado &agmento
do código do autómato. Se, posteriormente, for necessá'rio corrigir a especifi-
ca4ã,o do autómato perdem-se as alterações introduzidas.
2.4 Identificação de Problemas
Estas bibliotecas estão limitadas pela linguagern de implemmta4ão. A plataforma
.NET vem de alguma forma resolver esse problerna, mas o facto de ser uma pLata'
forma proprietária retira.lhe viabüdade, pois o estatuto legal e funcionalidade de
ferrarnentas desenvolvidas pa.ra esta plataforma depende.rr de terceiros.
Este problema pode ser resolvido através de uma interface que permite a traasfor-
mação dos resultados obtidos. Assim, uma única biblioteca define autómatoc aptm
a serem em váxias ünguagens (de progra,mação ou de representação, e.g- pata o
GraphViz).
Por outro lado, o código gerado forma uma unidade (quase) indivisível' Esta falta
de modularidade tem gmnde impacto no desenvolvimento de aplica@es' Para que
um progra,rnador possa associar determinadas acções à aceitação de determinadas
palavras, terá de modificar fragmentos do código do autómato. Porém, se pmteri-
ormente alterar a especificação, as alterações introduzidas serão perdidas. Mas se
o código gerado for modular, uma alteração local na especifica4ao deste irá apenas
alterar uma pequena parte do código.
Uma das principais vantagens dos AFD reside na sua simplicidade. No entanto,
sendo basica,mente reconhecedores com memória fixa, estão limitados ao reconheci-
mento de lingua6ens regulaxes, o que se reflecte nos peús de gra,nde parte das bibli-
otecas analisa.das. Se o modelo básico dos AFD fosse estendido, ds "lguma forrna,
mrm compromisso entre simplicidade e enpressividade, talvez pa§§a§e a ser então
possível implementar uma biblioteca baseada num. modelo simples de autómato, sem
que essa simplicidade vetrha compmmeter a aplicabilidâde/expressividade.
Conclúndo, acha.mos que existem poucas (ou nenhumas) bibliotecas práticas
feitas a pensar no desenvolvimento de aplicações sobre autómatos, de uma forma
geral e não especializada. As interfaces que transfonna,m os dado§ antes e depois
do processa.mento interno da biblioteca, não levam em consideração os problemas
I
encontrados pelos programadores, de forma a que o desenvolvimento de aplicações




As secções que se seguem neste capÍtulo fazem de urna forma geral a apr€sêntâ{ão
do sisterra e a descrição dos objectivos.
Nos capítulos posteriores é feita uma análise mais detalhada de todm os aspectm
aqui retratados-
3.1 Apresentação
A teoúa dos autómatos é uma ferra,rnenta poderosa, fortemente ligada à informá-
ticê e aos seus problemas práticos.
Sabernos, pelo estudo de Chomsky, que nem todos os autómato§ Possuem o
mesmo poder, sendo estes classificados pelas linguagens que reconhecerrr'
Foi com base neste estudo e da anáIise a trabalhos relacionados f2.3] que fizemos
uma apreciação do tipo de implementações existentes, o que no§ permitiu não ú
classificar as bibliotecas conforme as suas limita4ões e capacidades, mas tarnbém
perceber quais os tipos de a,utómatos mais requisitados'
Daí conclúmos de que a classe associada a linguagens livres de contexto é a
mais abrangente {2.31. A§ linguagens livres de contexto deterministas são umas 
das
mais requisitadas pois, devido às implicações de consrrmo de recursos, mútas exigem
características como o determinismo e a minimização'
!6 llansposição da teoria para a prática, identificá'rnos problemm relacionados
com a associação de informa4ão adicional pretendida por cada aplicação, com o
objectivo de apresentar resultados contextualizados no cãnpo onde a aplicação se
enquadra, sejam eles em forrna de acções ou dados.
Existe portanto interesse na conciliação entre a áxea da teoria dos autómatoo
aplicada aos problemas práticos da inforrnática, de forma a encontrar um ponto de
partida comum facilitando assim a transição de uma para a outra' ConclÚmos que
o<iste a necessida.de de mecanismos mais simples mas poderosos, direccionados paxa
os problemas identificados.
Assim propomos:
o a definição de uin autómato simples do tipo 2 (AR, autómato recursivo);
o definir a sua versão determinista (ÀR"D, autÓmato reorrsivo deterrninista);
o permitir a associa4ão de informa4ã,o adicional (metadados);
l1
como este é tarnbém um trabalho prático, implementarnos uma bibrioteca com
base nas definições, que recebe como entrada AR,s e os converte internaÍnente sempre
que possÍvel, no seu equivalente determinista (ARD). por fim disponibiliza,rnos uma
interface que permite a sua tra.nsformação para vá,rios formatos de saída.
3.2 O que se pretende?
Pretendemos evitar a fragmentação que existe na transposiçâo da teoria de autG
matos paxa a sua implementa4ão na hformática. A máxima «reinventa.r a roda» bern
conhecida na inforrnática, relembra-nos a nâo começÍr algo já disponível. No ca,rrpo
dos autómatos, esta paxece estar esquecida, havendo inúmeras implementa4õe, cada
com Íls suas caxactexÍsticas.
Esta heterogeneidade provoca uma fragmentação neste caÍnpo, o que se reflecte
na maturidade da.s implementações disponíveis, obrigando os prograrnadores a esco_
therem soluções mais maduras fora desta á.rea-
Pretendemos minimizar estes problemas introduzindo uma biblioteca que ofereça
um grande nÍvel de abstracção na camada de definição e ma.nipulação dos autómatos.
Esta carrrada oferece a.o prograrnador todas as caracterÍsticas da teoria dos autómatos
e o controlo total sobre a definição dos seus elementos abstractos assim como o acesso
a todo o autómato.
Sendo esta uma biblioteca de uso geral, pode ser utilizada e reutilizada num
grande número de apücações formando uma comunidade que contribua para a sua
evolução e maturação como um único projecto.
F\rturamente gostaría,mos de ver a sua orpansão para difermtes iáreas ainda não
abordadas, tais como sistemas adaptativos e interactivos.
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3.3 Autómatos finitos recursivos não-deterministas
TbI como referimos nas secções a,nteriores um novo tipo de autÓmato é proposto neste
trabalho, assim nesta secção iremos apresentax os conceitos e as ideias que de onde
emergem os autómatos finitos recursivos. Começa,mos por â18u6 conceitos firnda-
mentais já existentes, sobre eles iremos construir a nossa proPosta e uma definição
formal. Por fim um estudo/analise sobre a nova definição é efectuado'
3.3.1 Conceitos fundamentais
Deffnição ! Um autónoto finito não detertni*ista, AFN, é um í-hrylo:
(Q,»,6'qo,r)
en que
o Q é o conjunto de estados de controlo de M,'
c E é am alfabeto, o alfabeto de entrada,'
o õ é o função de transição, com assinahtm
ó:Qx(»u{e}) -P{Q);
. qoeQ é o estado inicial,'
. FÇQ,éoconjanto deestados ffnais.
Deffnição 2 Seja M tm AFN tal qte M : (Q,'»,6,qs,F), e * : wo'tttr"'1tt,.
ma palotna, de »* . M aceita w se existir em Q lama seqÉncia de estados c :
qo,qrt-..,qL em tfie
2- q;+r € (ô(qi,u,r) v ó(q,e)) , po* i,:1,...,m
3. cr" e F
O conjunto itos palauas aceites por tm ottómato, M, npresentamos por L(M) '
lJm rcsultoilo elementor iln teoria ilos aattímatos qte enunciamos aq.Ü,i sem demonx-
tmção, iliz ql,le a classe das linguagetts tYconhecádas por AFN cainciile om a clssse
ilos linguag erc regularcs.
Definição 3 LImo lingtagem re4ular sobrc um altabeto E é descríta rcttrsittamente
pelos segtintes regms:
1- O conjrnto oazio 0 é uma linguogem rcgúar;
2. A linguagem {e} é regular;
3. Para todo a êE, a linguagem {a} é reylar;
l. Se A e B sõo linEngens regtlores então AU B (união), A'B (concatenação),
A* e B" são linguagens rcgalarcs;
1 tn) n
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5. Nenhuma outra lúryuagem sobre E é rcgular.
Como *emplos de linguagerls regulares temos as linguagens finitas. Outm simples
exemplo seria a lingtagem regular a*b* sobre o a$abeto {a,bl. E mmo exemplo ilo
qae nõo é uma lingaagem regular temos a lingngem {aib" : n > 0} sobrc o mesíno
a$abeto {a,b} .
Deffnição 4 Uma gmmótica é um anjunto de regrus sobre um alJobeto que descre-
aem ou prod,uzen ama lhtryagem.
Definição 5 Umo gmmdtico rcariar (GR) é utna lonno de ilescteter ama linguagem
regtlar. Edstem ilois tipos de gmmóticos rerylarcq à direita e à esqterdo, ilepen-
dendo do tipo de gmmótioa oaila proilação tem que ter a segainte Jortna:
o A e B é um shnbolo não terminal, e a é um símbolo terminal.
c A---+ a
c A --+ e
. Gramdtica regular à direita:
A--. aB
c Gmmdtica rcgulor à esquerda:
A-,BA
Deffnição 6 ama Énguagem lhne ile contexto equitale oo conjanto ile linguagens
reconhecid,as yi um AP.
Definiçáo 7 As linguogens lhnes ile conterto poilem ser descritas atmaés de gramd-
ticas lúres d,e conterto-
O tertno «liuc ile conterto» pmaém il,o focto dos símbolos não termhais poite-
rem ser rescritos de modo independente. Estos gramáticas ilesempenham am papel
firulamental na descriçã,o e ilesenio ile lingngens ile pmgmrnoção e comp,iladorcs
assim como na 1)oli.lação da sintare de linguagens nahçais.
Seja G : (V,T,P,S) uma GLC, orule
c V, é um confimto finito de üarüh)eis, também conhecid,.B como símbolos nã,o
tertninais.




o S, é o símbolo inicial, S eV.
e algtns ezemplos:
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Eaenplo t G -- ({S}' {a,'b, c}, R S)
P: { S --.+ obc ;


















Eaempto 1 C : ({S}, {a}, P,S)
--+






3.3.2 Equivalência entre gramáticas e autómatos
Como a classe das linguagens regulares coincide com a classe das linguagens geradas
pelas gÍâmáticâs regula.res sabemoo que a cada AFN M podemos associar uma GR,
G tal que L(M): É(G) e vice-versa' Veja'mos alguns exemplrx'
Começa.rnos por alguns exemplo§ de produções regulares P com início no símbolo
não terminal S e respectivos autómatos finitos (M):
Exemplo 6 P: {S -+ ohcS,S'--+ abc}
M : ({qo,qr, qz,q3}, {a, b,c}, ô, qo, {$})
( 6(qo,d : {sr}
.l ô(q',4) : {n}
) a(qr,") : {qs} '
I a(qr,") : {qr}
a
Figura 3.1: Autómato finito que reconhece a linguagern ahc(ahc)* '
Vamos aerifienr a compttação ile algtmas pdatms sobrc este AFN:
1. úc é aceite pelo cominho qoqtqzqz;
2. abcabc é aceáte pelo caminh,o qoqtq2lgqr@qs;
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3. a é rejeitada po,is a computaçõ,o termina na sequência d,e estad,os qoq1, como ql
não é final a palaara é rejeitada.
/1. abuib é rejeitada pela mesma razão ila anterior.
Exemplo 7 P : {S --+ abc, S ..- abd}
M -- ({n, q, sz, qs, q4,, q5}, {a, b, c}, õ, q6, {ç})( 6(qo,") : {qt,qq}
lô(q,,ô) : {qzl
1 6k,") = {qs} i





Figura 3.2: Autómato finito que reconhece a linguagem {abc, abtt}.
Este AFN apenas aceita duas palaaras, a palawa abc pelo caminho qoqlq2qz e a
palaum abd, pelo caminho qoq1qsq;.,
3.3.3 Os autómatos recursivos
O principal contributo teórico deste traba,lho passa por estender um pouco a defin!
ção de AFN, de forma a permitir que as trâÍrsições entre estados sejam efectuadas
por «autómatos extemos». Mais ta.rde daremos uma definição rigorosa desta ideia,
mas por enquarto ficamos pela exploração informal desta ideia, através da apresen-
tâção de alguns exemplos. O segundo exemplo apresentado mostra um progresso
interessante, em rela.ção aos AFN. É que a linguagem reconhecida por este autómato
não é regular. A linguagem dos pa.rênteses é um dos casos que são normalmente
usados para eúbir uma linguagem de tipo 2 que não é de tipo 1.
As linguagens de tipo 2 são geradas pelas GLC, o nosso objectivo é reconhecer
linguagens do tipo 2, daqui resulta â proposta de AR, em que adicionamos um
alfabeto (l) de sÍmbolos não terminais livres de contexto à definição de autómato
finito.
Alguns exemplos informais:
Exemplo 8 P : {S ---+ abcS, S ---+ abc}
= ({qo, q,s2, sz}, {a, b, c},t : ÍM}, 6, so, {%})
6(qo,,a) : {qr}
6(q,b) : {q:} .
õ(q2,") : {qr} '





Figura 3.3: Autómato recursivo (M) com contexto I : {M} que reconhece a lingua-
gem aàc(oôc)..
Neste exemplo o atfuiínato M aceita a lingtagem obrc{abc)*. Iremos ogora teri'{t-
dn- rraaso o passo a computação ile M sobre algramas palatras:
Começomos pela palauv mais simples abc, lasando a definiçõo de compúoçõo de
athlnato finito, poilemos ofirmar que a palam abc é oceite pelo mminho qoqrq. ,qs'
Portonto abc é um elemento ila linguagem reunhecida por M .
Contiruntilo, consideremos o, palaam abtnbc, corneçamos peh prcftto abc em qw
sobemos qte existe um caminho até ao estado final q ficarulo ossim por saber se
esiste tm caminho a partir do estailo q3 que oceita o sufao abc. No estado EB temos
a segrinte transição 6(qt, M) : {q}, em qte a tmtsição é bem sucedido se am
prcfao ita palatm dada é aceite por M. No nosso efrernplo temos abc qrc é aceite
por M, então o caminho qrc aceita abcabc é qqlq2qsqs. Eúõo poilemas afirmar qte
úcabc é oeite por M , podemos então escreter o linguagem aceite por M da segÁnte
Jorma L(M): abcL(M): ahc(obc)*.
Domos ogom alguns eaemplos de palaoms rcieitadas por M . A palatulta ab é
rcjeitada pm M . Fozerulo a computação de ab oerifrcomos rye M púm na seqtencio
ile estatlos qoqr, qr não é tm estoilo final logo a palatra não é aeite.
Consiilemmos agom a palaua ohcab, cnmo id dmos esiste tm camiíLlto poíú o
prcfao abc qae termina no estodo tB, pam que abcab seia oceite M tem que anitar
ab e como jd rimos no exemplo antetior isto não amntece logo abcab é rc'ieitttlo'
Exemplo 9 Linsnsem {.' [, t[], ttt...0..ill, .--] definida pelcs pruhqões p : {'S "'+
[s'], s -, e]
M : ({qo, qr,, e, $}, {o,b, c}, õ, qs, {qo, qs})
í ô(qo,D : {qr}
I 6k,M) : {n} ;
I a(CI'1) : {qr}
M
Figura 3.4: Autómato recursivo (M) com contexto f : {M} que recouhece a lingua-
sem {., [, [[], [[[...[...111,...].
Neste eremplo M aceita a linguagem {., [, t[1, ttl. . .111] do tipo 2-
Começamos peta palaua e que é oeite plo caminho qo, assim e e L{M) entõo
| é rceiti pdo caminho qoq{t2qt. Portanto temos L(M): {r'lC(U)l}: {ff}'
Estes exemplos ilustra,m a ideia inspiradora dos autómatos recur§ivos, que iremos,
explorar no rcsto deste capítulo.
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3.3.4 Definição de Autómato R ecursivo
Apresentarnos agora a definição formal de AR, de forma a dar rigor a.os exemplos
anteriores. Ào contrario dos autómatos finitos, a computa4ão dos AR requer um
contexto. No centro da nossa proposta está a possibilidade da computação de um
autómato evocar computações noutros autómatos. Esta capacidade está presente
através dos contextos, que simbolizam «autómatos conhecidos». Veja.mos como fica
definida a computação de um AR, contempla,ndo o seu contexto.
Deffnição 8 [/nr autómato recursivo (AR) é um 6-tuplo:
7a : (e,,»,6,t,qs,F)
em que
c Q é o conjunto de estados de controlo de M,.
o E é um alfubeto, o alfabeto de entrada;
o I é am alfabeto, o contexto de M;
c 6 é a Jtnção de transição, corn assinatara
á : Q x (»u {e}) -- P ((Q x ru {á})) ;
. qo 
.e Q 
i o estado inicial;
. F çQ, é o conjr,nto de estados finaie de M.
Deffnição 9 Seja C um anjunto de attómatos rectrsiuos. Para cada orttófl.ato
M e C arpomos definiila uma lunção Cy4 : I y\{07a} .-. C.
Sejam u €E* ama palalm e
M: (Q,»,6,t,,qs,F)
rm AR. A computação de ur por M é uma seryência finita de passos
(qs, e, u),. . ., (q,",, uy, uk)




o aceitação: se q, e. F, uk : u e uk : e então a palatra w é aceite.
o terminação: se ui -- u ou qi e F e ô(qn,oà : 0 então a computaçã,o termina;
Caso contnírio,
. passo local: se o: ú
uiol
I/i
. passo externo: se o / 0, senilo ({ ,d,d) o ultimo passo da amputaçõ,o da









Com base na definição formal apresenta,nos alguns exemplos de AR, e a sua compu-
ta,ça,o.
Exemplo lO Seja M um AR, tal çte:
t. M : ({qo, qr},, {al, 6, {M'}, q, {q1})
2. M : C(M')
3. õ(qs,o) : {(M',qr)}
(a;M')
Figura 3.5: Autómato recursivo (M) que reconhece a linguagem {o}'
Olharuto pa'z a definição de M sabemos We L(M) C a* . Pela ilefiniçõo de
mmprtação de AR wrificamos que M não aceito e pois a computaçõo termün no
estodo nõ,o final q6. Qtanto as restantes palaams oa* poilemos oerificor que também
são njeitodas por M , pois o pnftxo a é de imeiliato rcjeitado por M por tltos mzões:
o nõo eriste nenhtm caminho finito em M que oceüe aa*, pois a tmnsiçõo
ô(q0,"): {(M',n)} é cin:ular;
. o passo eúento nõ,o poile ser executado pois M nõo rccotúece nenhuma palaut
ila linguagem aa* .
Exemplo lt Sejo M um AR, tal que:
t. M : ({co, qr, q2}, {al, 6, {M'}, qo, {})
2. M : C(M')
3. 6(qo,a): {(M',qr)l
1. 6(qo,a): {(4, qz)}
(o;M')
o
Figura 3.6: Autómato recursivo (M) que reconhece a linguagern {o}'
Neste uso M nõo possni estoilos finais, reieitanilo qaalçter palauo.
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Exernplo 12 Seja M utn AR, tal que:
t. M : ({qo, q, qz},, {a}, 6, {Mt }, qo, {q, qz))
2. M : C(M,)




Figura 3.7: Autómato recursivo (M) que reconhece a linguagem {a}.
Este exemplo é bastante parecido com o anterior com o diferença que d,esta aez
ql é um estado final e assim M aceita a pelo caminho qoq.1 (passo extemo) ou por
QoQz (Passo local).
Exemplo L3 Seja M um AR, tal que:
l. M = ({qo,qr,qz,qt}, {a,b,c},,6, qo, {so, qa})






Figura 3.8: Autómato recursivo (M) que reconhece a linguagem anbn.
Neste caso M reconhece a linguagem anü.
Começamos pela palaara e que é aceite pelo caminho qo, assim e e L(M) entã,o
ab é aceite pelo caminho qoqlq2qs. Portanto temos L(M): {e,aL(M)b}: {a"b"}.
3,3.6 Autómatos Recursivos e Grâmáticas Livres de Contexto
Como os exemplos a.nteriores sugerem, os AR pa.reeem reconhecer linguagens de tipo
2, geradas pelas GLC, ou reconhecidas por autómatos de pitha não-deterministas.
Assim pretendemos nesta secçã,o definir um método que nos permita a partir de uma
GLC G obter um AR M equivalente (L(G):,C(M)). Exploramos alguns exemplos
que, esperamos, ilustram as ideias principais do método que iremos propor.
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Consideramos algurs exemplos de GLC (G) e alguns AR (M) eqú\rà.lentes:
Exemplo 14 c : ({S}, {}, {S --- S}, S)
o C(M'): U
. M : ({co,cr},{},6,{u},qo,{qr})
ô(q0,.) : {@,M)}
De am mod,o símples o método lunciona fazend,o cotwspnruler a cada sínholo
não krminal tm AR. Neste *emplo o símbolo nõo terra;inal S é rcprcsentailo pelo
AR M. O pnó,rimo passo é simular na lunção 6 caminhos em M equiualentes a mda
pmdução de S. No nosso *emplo temas S --+ S rcprcserúada pela trunsição õ(q,e) :
{(q,u)} eC(Mt): M em qre o caminln (hq aceita palawos de L(M): Cc{S).
Visto qte S nõo proún símbolos terrninais entõ,o M nõ,o contém símbolos terminais
à esquerda logo e é asado na definiçõo de 6. Como pod,emos ter o antesto de M
(l) é rm mapeamento qao,se ilhecto tlos símbolos nõo tertninois em G e o dJahto
tk enhada de M é exactamente o me-smo que o conjtnto de símbolos terminais .le
G (T).
Por fim o AR equitalente ao símbolo inicial ile G tzcothece as mesmts lingtagens
que G, assim L(M): Lc(S):f/1G).
(r;M')
Figura 3.9: AR que reconhece a linguagem 0.
Exemplo 15 Ç : ({S}, {c}, {S --+ S, S -, a}, S)
o C(M'): Y
c M : (lqo, q, q\, {a}, 6, {u }, qs, {q, qzl)
ô(qo,a) : {(q,u)}
6(qs,a) : {(cz,e)}
Neste etemplo temos a pmilaçã,o S --- a como o símbolo a é terminal então
ilefinimos a hanrsição ô(q6, o) : {(ç,0)l usanilo 0. No exemplo anteior rimos
S --+ S, em que a hwsição eqahtdente lazia aso de e porque S não pruduzia qnlqter
palauo,, agom S produz a linguagem a portanto definimos a tmnsição quitdente




Figura 3.10: AR que reconhece a linguagern {o}.
Exemplo 16 G : ({S}, {a, b}, {S "- aS, S --- Sâ,,S --+ c}' ^9)
o C(Mt): M





ô(q6,c) : {(qr, a)}
Jd timos como tmdnzir os alfabetos d,a GLC pam o AR, e úmos tambhn mmo
derentos fuzer geíar tína ha neição de tma proúqão um am símbolo não termind
e conl tm símbolo terminal. Vamos agoro intruduzir algumas rcgms na gemçã,o tk
caminhos atmtés ile pmúrções
Cada pruihqão de tm símbolo aão terminal é gemda como um camhtho únirn na
máquina corresponilente, esse urninho tem inicio no estado inicial e fim num estado
final. Consideramos o pmdação S -'+ 'u), o caminho gemilo por u : worrr...ulul
satislaz as segvintes r"4r'as paro todo i :0 . . . lu.rl - 1:
1. Se w; é terrninal então (q;a1,0) e 6(q;,u)
2. Senão (gr+r, c) € 6(qi,a), em que c e I e conesporule ao símbolo não terminal
'Ui.
Aplicanilo as regros ao nosso exemplo iremos obter o,s tmnsições ern cima, aamos
eremplificar passo a passo com o primeim proilttção S -- oS:
1. u: aS
2. pami:O,L:
3. uss : o, é terminal? Sim, então (qt.,0) e õ(qo, a);
1. wt : S é tertninal? Não, então (qz,M) e 6(qr, a);
5. Como toilos os caminhos terminam nurn estailo final q2 e F-
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Figura 3.1.1: AR que reconhece a Iinguagem a*cà*.
Exemplo t7 G : ({5, A},{0, 1}, {S " + A,S "'+ 01, Á --+ 0Sr},,9)
o C(At): 4




o C(At) = A




Mais um eremplo, desta uez ternos ma'í's que wn símbolo não terminol o que
significa que temos que criar AR's para cada uma delas. O processo continua o












Figura 3.1.3: AR que reconhece a linguagem 000*l*11.
Varnos agora formalmente definir os passos necessários pâxa construir um AR M
a partir de uma GLC G.
Definição 1O Dada uma grwndtica G : (V,T.,P,S), pam cada a ÇV ilefinimos
l. prod6 (z) : {p: (u,p) e P};
2. o confiinfo de tod,os os primeircs símbolos tenninais qtrc aparecem nttmo deri-
taçõ,o à esquerda de utn símbolo não terminal, dailo por:
firstg (o) : {a : a + au A a eT}
s. p : {pr, . . .,pt t} noro carla p eprod6 (r.r);
L A--ruV
5. pam cada r e A,
6- rm NAR Bc(u): (Q,, Eo, f,, go6, ô, , F,) em qte
(o) Q, : {t'o} u Ur6*.u"1,1F;
(b) E":7;
(c) l" : {u' t u eV nC (a') : a};
(d) F, : 
{Fp1. o.proa6 (t )} u {qos : e € prod6 (r.r)};
e o honsição 6o é definida d,a seguinte tortia:
ôu: U õ,p
,€prodc(?)
senilo, pra cada p € prod6 (u),
6"p
Seguindo os passos acima, dada uma GLC G definimos um ceÍto AR M que







tO,,,i, t@+,,")}) : (s,c) e poial^ 1 <,; < H}
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3.4 Autómatos recursivos deterministas
A definição de autómato recursivo determinista corresponde, intuitivamente, a.os
autómatos finitos não-deterministas. Nestes, cada configuração (estado, sÍmbolo)
define um conjunto de possÍveis estados futuros enquanto que, nos autómatos finitos
deterministas uma configuração define exactamente um único estado futuro. No caso
autómâtos recursivos seguimos uma abordagem idêntica.
Deffnição 11 [/rn autómato recursivo (Á8)
M : (Q,»,6,t,qo,F)
á determinista (ARD) se
o 6 é o tunçõ,o de transição, com assinatum
d:QxE--.,8xlU{d}
Dado que os ARD são um caso particular dos ARN, a noção de computação
a.ntes definida, assim como todas as noções associadas (palavra aceite, passo local,
etc) podem ser re-aplicadas, sem qualquer altera4ão.
3.4.1 entre Autómatos Recursivos Deterministas e
Continuando um percurso paralelo, dispomos agora de duas noções de autÓmato re-
cursivo. A primeira (ARN) permite transições não-deterministas e a segunda (ARD),
mais restrita, especiflca que cada confrguração (estado, símbolo) define um único
estado seguinte. Tal como âcontece no estudo dos AFD e AFN, estamos agora inte-
ressados em explorar a rela4ão entre ARN e AR"D. Nomea.damente:
l qualquer linguagem C reconhecida por um AR determinista tarnbém é reco-
nhecida por algum AR não determinista?
2. qualquer linguagem .C reconhecida por um AR não determinista também é
reconhecida por algum AR determinista?
A primeira pergunta é simples de responder, pois os ARD são, por definição
sub-casos dos ARN.
A segunda questão é um pouco mais complicada e muito mais inteÍessante.
Nas secções seguintes não vamos responder a es§a questão ma§ apenas provar que
a classe de linguagens reconhecidas por um ARD:
1. contém todas as linguagens regularesl
2. está contida na classe das linguagens lilres de contexto.
Iremos também propor um algoritmo que em certos casos transforma um ARN
num ARD de forma a que ambos reconhecem a mesma linguagem. Infelizmente esse
algoritmo não pode ser aplicado a qualquer ARN, o que deixa em aberto a questão
de saber se estes dois modelos são equivalentes (o que acontece com os autómatos
finitos) ou se as computações não-deterministas permitem reconhecer mais linguagens




Varnos então pro!'ar a seguinte afirma4ão:
Qualquer linguagern rcgalar é remnhecida por um ARD.
Ora, sabendo que a classe das linguagens regula.res coincide com a classe das ün-
guagens reconhecidas pelos AFD, basta mostrax que, pa.ra cada AFD dado, diga,rros
!: (Q,,»,6,,qo, F), existe um AR"D, M : (Q, », ó, f, qo, .F) tal que L(A) -- L(M).
Considerando as duas definições:
o AX^D M : (Q, », ô, r, qo,,P);
ô:QxE--+8xfU{dh
o AFD Á: (Q,»,6,q0,r);
6:QxE"-Q;
Se considera,rmos o sub-conjunto D de máquinas AR-D com I : {} obtemos:
o ARD M : (Q, », ô, {}, q6, r);
6 : Q xE --+ (Q x {ú});
Facilmente provàrnos que o conjunto D reconhece todâs as linguagens regulares,
provando que toda.s as máqúnas em D sã,o eqúvalentes a qualquer AFD.
Corrsiderando apenas o conjunto D, f U {0} passa a ser constante serrr qualquer
tipo de funcionalidade podendo ser ignorado, obtendo âssim:
o ARDM: (e,t,6,qs,F)e D;
õ:QxE'-+Q;
Que é a deúnição de AFD. Como todos os ARD do conjunto D não possuern
refererrcias a outras a máqúnas â sua computação é sempre feita usando o passo
local que equilale à computação feita por um AFD, assim podemos mncluir que os
ARI) reconhecem pelo menos â,s mesmas linguagens que um AFD.
Já provárnos que a classe das linguagens reconhecidas por um AFD está contida
na classe das linguagens reconhecida por AR.D. Agora varnos ver que esta inclusão é
própda, isto é, efste uma linguagem reconhecida por um ARD que não é reconhecida
por nenhum AFD. Sabernos que a linguagem anú rlráa é reconhecida por nenhurn
AFD- DemonstraÍnos que esta linguagem é reconhecida por pelo menos por um ARD,
construindo M que a reconhece:




O ARD ]}1 reconhece a linguagerr anàn. Vejamos porquê. Começarnoc pela
palavra e que ê aceite pelo carninho q0, Iogo e e L(M) então ab ê aceite pelo ca.minho
qoqrqzqs. Portanto temos 4(M) : {e} u aL(M)b} : {""W}.
Assim demonstrarnos que os AR.D reconhecem mais linguagens que os AFD,
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3.4.3 ARN para AR-D
Sabemos que o conjunto de linguagens regr.rla.res está contido nas linguagens que os
AR.D reconhecem [3.4.2], contudo, desconhecemos qual o conjunto de linguagens que
este reconhece.
Acreditanos que a classe das linguagens reconhecidas pelos AR deterministas é
um subconjunto próprio das linguagens reconhecidas pelos AR não-deterministas.
Isto é, estamos convencidos que existe pelo menos um AR não-determinista qre
reconhece uma linguagem que nenhum AR determinista reconhece. Porém, não
conseguimos produzir uma prova desta cotrjectura. No enta.nto, teÍnos a seguinte
indicação da sua validade: Se tentarmos simular um AR não'determinista por um
AR determinista, em certos casos não somos capazes.
Ainda assim temoa um método, que funciona em certos caso§, que permite con-
verter um AR não-deterministâ mrm AR determinista equivalente. De seguida apre-
sentamos esse método, precedido de alguns exernplos.

















Figrua 3.14: ARN que reconhece a linguagem {abc, oc}.
c
c
N : ({qo,qr,a,q,qs}., {a,b,c},6y, {}, qo, {qa})
ôrv(qo, a) : (qr,*o)
drv(cr,a,b) : (q2'e)




Figura 3.15: ARD que reconhece a linguagem {abc, ac}.
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Exemplo 19 M : ({qo, qt}, {"}, 6u, {M'}, qo, {qr})
õu(qo,a) : {(q,o),(q, M')}
Fig'ara 3.16: ARN que reconhece a linguagem {a}.
N : ({qo, sr}, {a},6rv, {i, qo, {qr})
6M(co,a) : {(qr, a)}
Figura 3.17: ARN que reconhece a linguagern {a}.
Os casos em que o não-determinismo pode ocorrer são descritos a seguir, junta-
mente com uma descrição de como esse não-determinismo pode ser eütado- Assim,
assumindo que temos transições com o mesmo símbolo, o mesmo estado de partida
e:
1. vários estados de úegada diferentes em que todas as referencias a máquinas
são iguais. Este é um simples caso de indeterminismo. Podernos adoptar a
mesma estratégia dos autómatos finitos; junta.ndo todos os estados de chegada
em apenas um, copia,ndo as suas transições e aplicando as regras aqui descritas,
de modo a criar um novo estado âpena{i com 11a.nsições deterministas.
Exemplo 2O N : ({qo, qr, n, qr, qn}, {a, b}, ôN,1, qp , {U,%,, qa})







Figura 3.18: ARN com transi@es iguais estados de chegada diferentes.
A máquina eqrhtalente determinista é definiila por:









Figura 3.19: ARD equivalente ao ARN.
2. transições e sem refenencias a máquinas. Neste caso copiamos todas as tra,nsi-
ções do estado de úegada para o estado de partida e eliminamos a tra.nsição e.
Como todas as transições e sem refeÍencias a máqúnas são eliminadas deixam
de existir ta,nrbêm transições e com referencias a máquinas.
Exemplo 2l N -- ({qo, qr, qz}, {o, b}, ôil, f , q0, {q2})
ólv(co,.) : {(qr,A)}
ôrv(co, b) : {(h,o)}
ô,,v(qr,a): {@,e)}
Figura 3.20: ARN com transiçóes e.
A mdqntina qriaalente determin'ista é definido por:





Figura 3.21: ARN com transições e.
3. recursividade à esquerda (transições recursivas com partida no estado ini-
cial). Os ARD não suportaÍn recursividade à esquerda, porque âo se auto-
referencia.rem no estado inicial terão sempre que definir transições indetermi-
nistas. Para simular recursividade à esquerda opta,mos por juntar o estado de
chegada da transição recursiva a todos os estados fnais da máquina.










Figura 3.22: ARN recursividade à esquerda.
A mdquina equioalente detenninista é definida por:
N' : ({qo, Sr,z}, {a, ó}, diy, f, q6, {q1,2})
C(Nt) = nt
áí(so, o) = (q2,,0)
6'N(qt,z,b) : (q,2,0)
a
Figura 3.23: ARD resolução de recursividade à esquerda.
4. referencias a máquinas diferentes. Este é um caso específico dos AR, em que a
solução será <<estender» todas as máquinas diferentes desta transição até que
o indeterminismo fique resolvido. Neste caso estender significa substituir as
transições em confl.ito por uma porção, a partir do estado inicial, da máquina
referenciada. Como esta operação copia parte da máquina referenciada é neces-
sário criar nolas máquinas que contenham as porções que não foram copiadas
de modo a que sejam referenciadas nos estados apropriados.
Exemplo 23 N : ({so, q, sz}, {a}, õ y,, {q, n2}, qo, {qt, q2]1)
C(n):17reC(n2):N2
ôr(qo, a) : {(qr,u )}






Figura 3.24: ARN, tra.nsições âpenas com sÍrnbolos iguais.
Nr : ({qo,qr,cz}, {a, b}, dry1, {}, qo.,{w})
áivr(qo,a) : {(qr,A)}
ôivr(qr,b) : {(w,e)}
Figura 3.25: AR^D que reconhece a linguagem {aà}.
Nz -- ({qo,qt.,qz}, {o, c}, ô7yr' {}, q6, {qr})
6Nz(qo,a) : {(qr,0)}
õNz(sr,c) : {(qz,e)}
Figura 3.26: ÀRD que reconhece a linguagern {ac}.
A mdqúna eqtitalente iletermini*to é d,efinida pr:
N' : ({qo, qt, qz, q}, {a, b, c}, 6'*, {rlr,, "L}, qo, {qr, q2})




Nr -- ({so,qr,s2}, {4, b}, ôiv1, {}, q,{qz})







Figura 3.27: AR"D N', que remnhece a ünguagern {ob,, o"}.
Figura 3.28: ARD, jVí que reconhece a linguagem {ô}.
Figura 3.29: AR^D, 1V4 que reconhece a linguagem {c}.
5. estados de chegada (retorno) em conflito com estados finais da miáquina refe-
renciada.
Um AR determinista âpenas pode percorrer um carninho, caso o ca.rri ro
escolhido falhe, toda a computação falha e a palavra é rejeitada. Por outro lado
a computação de um AR não.determinista apenas falha se todos os ca.rninhos
falharn, apenas nesse caso uma palawa é rejeita. §6 sa,so das cha.madas a outras
máquinas, nos estados finais da m@uina referenciada o ARN pode retorna,r ou
continuar nessa mesma máquina- Ora como o AR-D apenas tem a possibilidade
de continuar na máquina chamada o comportam.ento do ARN nestes casos terá
que ser simulado. Terrtarernos explicar melhor estes conceitos com um exemplo.
Seja M um AR determinista e N nrn AR não-determinista. Supondo que M
reconhece a linguagem L1a : {u,uu} e que N reconhece a linguagerr definida
poÍ LM1D, ou seja ,Cy : {ous,auna}. Como a computação do AR.D apenas
pode tomar um ca,minho então assim a única linguagem aceite por N seria
{uuu}, isto porque após reconhecermos ü estaÍnos na máqúna M e qualquer
ro é reconhecido na máquina M. Isto significa que iremos retornax para N,
onde se segue de novo outro u. No caso do ARN em que este pode retornar da
máquina M no primeiro símbolo o a máquina JV aceita.rá tarnbém a palavra
uu. Assim fica claro que temos que ter algurna maneira de contornar este
problema- Uma das soluções seria «esteÍrder» a máquina M em N atê aos










Figura 3.31: ARN/AR"D N.
Figura 3.32: ARD M
Depois de termos explorado os principais casos de não-determinismo, e de terrnos
visto como podem ser simulados numa computa{ão determinista, apre§€ntamos um
algoritmo para converter algrrns ARN para o seu equivalente deterrninista (ARD)-
Dado um ARN N definimos o san equivalente determinista M, onde iremos usa.r
a notação Det(N) : M para o<primir que M foi gerado com base em N pelm
seguintes passos:
f . N : (Qr, Eru, ôiy, fy, q1y6, -F1r);
2. M: (Q u,»u,6tt.,T u, quo, Fu);
3. Ep C Ey,;
4- quo : qxoi
6. Qw ÇQu;







7. Definimos r : Qy --+ P\QM) q'ae varno6 usar para identificar cada estado no
algoritmo;
8, Vq(q e Qiv nr(q) : {q});
9. Definimos tarnbém C4a:17,1U Ip U {d} --+ fy
^ ,,( t se fr€fuYr=0"6Lt*)\ D se r€fry^c(D):Det(c(x)) ;
10. Os restantes estados e transições de M são definidos pelo método ú. Para cada
transição ({,C) e õ1r(q,s) invoca,mos t(N, M,q, s,,Cdd(C),q').
O método t(N.,M,p,s,C,c) é definido pelos seguintes passos:
t. M : (Q u,»u,6^a,1, qMs, F^r)
2. s €Ey
3. Ses: e AC =0 entãm
Vs'((ô1a (c, s') : (C, C')) -- t(N, M., p, st, Ct, C));
terrnina-
4. Sep: euoAM:C(C) entãa
Yq((q e Fy)---+ t(M,q,e,0,c));
termina.
5. Se ô11a(p, s) não existe então ôy,(p, s) : (c, C),, invocarnos rd(M,p), ret(M,c)
e termina.
6. Senão redefinir 67a@, s) : (q, á) como 6MU,, s) : (1, á') em que:
(a) Se Á:C AcÉ r(q) então
.4 :C: A;
r(() : r(q) ur(c);
d eQu;
Se Qe FyY c € Fiy então d e Fu;
Và(i e r (d) 
^i 












6c(qco, s) : (soC');
definimos a máquina Qn : (Q,,Z"l 
' 
õs, q.' F);
Ca.1(Cn) e I y









O mótodo que iremos descrever, ret(N,M,c) onde N é um ARN, M é um ARD
e c um estado de M, verifica e resolve o câso em que existem estados de clregada
(retorno) em conflito com estados finais da máquina referencia.da.
O método ret(N, M, c) é definido pelos seguintes passos:
1. Para cada transição 6y(p,,s) : (c, C) em qrue C I 0:
Seja C(C) : Ct : (Qc,,,»c, ,6s, ,1, qs,s, Fç,) e para cada / e Fc' se existe
6c,$,a): (q,A) e 6y(c,a): (/,.B) então:
(a) definimos a máquina Cn: (Qc,,Ec,,,f:s,,6s',,f ,Fs');
(b) Ca.t(Cn) eI'u
(c) t(N, M,, c, r, C6.1(Cn), c), em que rc é algum símbolo das transições iniciais
de Cn;
(d) Para cada qi, qi onde existe um caminho de qi., qi até /, definimos dois
novos estados Ç1, qj identificados por:
r({): r(q)u {{};
'@):'(qt)v{di};
e aplicamos os seguintes passos â cada tra.nsição 6c'(q;'x): {q1,X):
i. t(N,M,{;,n,x,{);
ii. Se qi: gsrs então t(M,c,e,0,'ql);
iii. Se q; : / então t(M,c,e,,O,{r);
3.4.4 Conclusões
Neste capítulo apresentáÍnos uma definição formal de autómâto Íecursivo não.determinista
e determinista. Exploramos também a rela4ão dos ARN com gramática§ livres de
contexto, pÍopusemos um algoritmo paxa convert$ uma GLC para o ARN equiva-
lente. Deixámos pa.ra trabalho futuro a identificação das linguagens reconhecidas por
um ARN e a validação do algoritmo da construção de um ARN através de uma de
uma GLC. Propusemos também um método para converter um AR indeterminista
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paxa o seu equivalente determinista. Àcredita.mos que nem todos os AR indetermi-
nistas tem um equivalente determinista, mas o contrario é verdade, o que revela que
o primeiro reconhece poterrcialmente mais linguagens- Vimos ta.mbém que os AR
deterministas reconhecem pelo menos todas as linguagens regula.res, o que por acrês-




Como referido anteriormente, a teoria dos autómato§ tem, na inforrrática e nou-
tras á'reas, imensas aplicações. Na linha de trabalho que nos motivou a considerar
a possibilidade teórica dos AR, va,mos agora explorar um meio de associar, a cada
computação de um AR, informação mais rica de que uma simples «palavra aceite»
ou «palavra rejeitada». O mecanismo que va,mos ernpregar é conhecido como «meta-
dados», de que fala.remos de seguida. Depois va.rnos ta,rnbém estudar «acções» como
um caso particula.r dos metadados.
4.1 Metadados e Acções
4.1.1 Introdução
No inicio deste trabalho reÍerimos vá,rias caracterÍsticas dos autómato§, e como est€s
são usados na pratica. Através da analise de implementa{ões iá existent€§ neste rarno
e das necessidades dos progra.rras actuais, acredita.rros que a capacidade de associar
e ortrair dados independentes ou dependentes de contexto num autómato aumenta
a sua versatilidade e utilidâde. Assim, nesta secção, é sugerido um método pa'ra
alcançar esse objectivo paxa os autómatos recursivos indeterministas e deterministas,
sendo estes últimos os mais abordados, pois é aqú que se encontra o maior grau de
difculdade, mas ta,rnbém porque são eles a base do trabalho e da implementação'
4.1.2 Metadados
Em teoria da informação, o termo metadados é descrito como «dados sobre outros
dados», com vista a facilitar o entendimento das relações e a sua utilidade. No
contexto deste trabalho designa,m qualquer tipo de inforrnação ortra associada às
rela4ões ou estados do autómato, e que fornecem um melhor entendimento do mesmo,
ta.nto seja por um indiüduo como por um pÍocesso automatiza.do. São por esta raaão
de natureza abstracta. Assim, o seu conteúdo não é importante, mas apenas a forma
de como estes sã.o associados e ma.ntidos. Podemos pensax nestes como notas no
nosso autómato.
O nosso objectivo na implementaçã,o de metadados ê que possa.rnos através de
uma palavra aceite extrair uma lista de metadados que está directa,mente relacionado
com a palawa. À interpretação da lista de metadados extraÍda e a relação com a
palavra aceite é deixada ao caxgo de quem define os metadatlos-
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Os metadados não fazem parte da definição de AR, portanto a associa4ã,o de
metadados a um AR é definida por uma função, pa"ra facilitar a definição desta função
optarnos por âpenas permitir associar um metadado por estado ou transição. Como
os AR são independentes da funçã,o de metadados então todas as opera4ões sobre
um AR continuam validas sem qualquer tipo de alteraçã.o. Porem ao associa.rmos
metadados a um AR M e ao aplicarmos uma operaçã.o a M, obtemos um novo AR
N que não possui metadados, neste ca6o podemos definir novos metadados para N
através de um processo de migra4ão dos metadados de M.
Onde propomos o seguinte método de migração de metadados:
l. Se um estado s de N resulta de y'a.rios estados e1,...en de M onde em que
pa.ra cada ei está associado um metadado mi eÍt;tão o metadado rnl representa
a união de todos os rni e est6, associad.o a s.
2. Se uma transição t de N resulta de lanias transições e; . . . en de M onde em que
pa,ra cada ei está associado um metadado mi entãa o metadado rnr representa
a união de todos os rni e está associado a t.
Como associar os metadados? Para cla.rificar esta ideia, imaginemos a lingua-
gem que contém algumas palavras do português. Esta linguagem é reconhecida por
um âutómato mas este nâo nos diz muito sobre cada palavra, como por exemplo se
estão no «singular» ou no «plural». Para tal podemos usa,r os metadados para rotu-
lar cada palavra. De imediato, temos de saber responder à seguinte questão; lramos
consideral duas possibilidades que ocorrem num primeiro pensamento, os metada-
dos estão associados aos estados do autómâto ou em a,lternativa, estão associados às
transições? Para o nosso exemplo de análise associamos três metadados «singula.r>>,
«plural», e «nenhum», primeiro aos estados de um autómato e depois às transições.
Análise do caso «associar metadados âpenas a estados» Como primeira
abordagem escolhemos associa,r «singular» e «plural» a estados finais, e «nenhum»
a qualquer outro estado, e a todas as relações. Todas as palavras em plural acabam






Figura 4.1: Palavras gato e gatos, com associação de metadados s: «singulax» e




O problema com estâ abordagem, resulta de termos de garantir que as palavras
acaba,rr mrm estado «plural» ou «singular», e como os autómato§ não tem qualquer
conhecimento sobre os metadados, isto torna-se um problema, pois existem autG
matos equivalentes onde nã.o nos é possivel usar o estâdo final para c.lassifica,r cada
palavra como «singular» ou «plural», um dos exemplos seria todas as pdawas aca-
ba.rem num único estado final. Outra solução seria associar os metadados a estadm
únicos de cada palawa, mas nem todos os autómatos possuem estados exclusivos
para cada palavra que aceita,rn, logo esta não é uma solução viável para este tipo de
problema. Por fim, se usaxmos 6 algoritmo de determinisrno de um AR com o algo'
ritmo de migra4áo de metadados é possível que este a,fecte o significado de metadados
neste tipo de problemas, tornando-se assim inútil.
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Figura 4.2: Palavras gato e gatos com associa4ão de metadados s:«singular» e
p:«plural» a estados.
Figura 4.3: Palavras gato e Satos com associação de metadados s:«siugula,r» e
p:«plural» a estados.
Análise do caso «associan metadados apenas âs transições» Como segunda
hipótese podemos associar os metadados «plural» e «singular» ape.nas as rela@es de












Figura 4.4: Palavras gato e gatos com associa4ão de metadados s-«singulax» e
p: «plural» a rela4ões.
Isto tambêm nâo é solução. Mais uma vez nada nos garante que cada transição
está associada a palavras apenas no plural ou singular- Por exemplo, todas as pala-
vras terminadas em «s» que podem estar no plural ou no singula,r (mmo exemplo:





Figura 4.5: Palavras filhós e filhoses com associação de metadados s:«singular». e
p: «plural» a relaçôes,
Antes de partirmos para as conclusões vejarnos um dos exemplos de uma das
utiliza4ões de metadados.
Exemplo 24 Quercmas definir algtns conjwúos de númems inteiros, sendo a :
{1,2,3}, b: {1,2,3} e c: {1,,4}.
A linguagem que aceito totlos os subconjuntos de a, b e c pode ser ilefiniila pela
hI1,Í
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Figura 4.6: Conjuntos a: b: {1,2'3} e c: {1,<1}
Definimos o ?unirnto Ç' : {a,b, c}, e os metadados U : {r I r C e}, e S é o
autómato qte neconhece a linguogern {1,2,3}- u {f,4}.. A todos os estoílos ile S com
rclações de entraila @rn símholo s, associanlos o metadado o e. M i e €. r A s e e
Pata qnlqter subco@unto aceite por S, aedenilo aos metailados associados ao
estado final We o ac.eita pdemos ertrair quais os aniuntos originois a que este Pcr'
tence- Como este pmblema esta moilelado na Íoflna de um aatómato, am cotiunto
{ao,,"r,...,ai} eqaiaale à palawa 4ar...a;, por *emplo o coniunto {1,2,3'31 eaú-
aale à palaua L233. A palalra 1233 é aceite pelo autónato no esta.lo a -- b o que




ircmos ter a resposta que o conjunto {71 é subconjunto de a, b e c. Por ultimo pala-
üro,s que nã,o Jormam subconjantos de a, b e c são rcjeitadas, por etemplo {1,2,3,4}
não é am subconjunto de a, b ou c e a ptloatn L234 é rcjeitada-
Neste exemplo qualquer manipulação ao autómato não afecta o significado dos
metadados, pois estados equivalentes e relações equivalentes apenas implicarn ele-
mentos e subconjuntos iguais.
Concluindo, estados e rela4ões eqúvalentes devem conter metadados equivalentes.
Todos os aspectos de como os metadados são definidos, interpretados, e associadm
ou não a estados e rela4ões, assim como propriedades de equivalência, são deixados
âo cargo do progra.rrador.
No caso do nosso primeiro exemplo, foram dadas duas abordagens em que arnbas
não são solução, isto porque tal proble.ma requer um contodo. Uma das soluções
que nos parece mais adequada, e que ê usada na secção seguinte para definir um
tipo especifico de metadados, cha.rnado ac@es, baseia.se em definir metadadoe no
conto<to das palavras aceites.
Portanto, paÍa que se possa determinar o contexto dos metadados em AR, fica
claro que tem que odstir informa4ão adicional. O problema está onde deverá ficar
essa informação, se associa.r-mos dados específicos aos autómatos sobre o seu con-
texto e metadados estaría,rnos a ir contra a sua definição teórica, logo está não é a
solução. Se adicionarmos informarjo especifica do contexto, fora ou dentro dos me-
tadados, deixamos de ter a componente abstracta, que nos dá uma maior capacidade
de adapta.ção as necessidades de cada implementa,ção, pois nern todos os problemas
necessita,rr de metadados, ou de metadados dependentes de cotrtorto.
Na secção seguinte pnopomos uma soluçã,o para este problema. Podern existir
outras soluções e tal como já dissemos cada caso é um câso, e v.árias optimizações
podern ser exploradas.
4.1.3 Acções
São um caso especifico de metadados. Definem-se com um objectivo pura,mente
pratico, pois ê natural esperar de um sistema informático que este, através de valores
de entrada, nã,o apenas os valide (no caso do autómato os aceite), mas os processe e
devolrra resultados úteis (Ex. a.na.lisadores sintácticos e lexicais).
De um ponto de üsta prático, um autómato é implementado ou gerado como um
programa. Fnte é realizado de maneira a controlar e interpretar valores de entrada,
a processa-los e a apresetrtax os vaJores de saÍda. É portanto, neste cotrtexto, que
inserimos as acções. Estas são meras instruções contidas no prograrna e que apenas
são executadas se determinadas condições forem satisfeitas, ou seja, quando uma
palavra ê aceite.
Contextualização
Um autómato aceita ou rejeita sequências de sÍmbolos (palavras), as palavras aceites
dependendo do contexto podem ser divididas em blocos lôgicos. Se considera.r-mos a
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linguagem natural, uma palavra aceite pode ser dividida em frases, palawas, pontua-
ção, expressôes e etc. Se as acções apenas guarda.rn informação relativa a um estado
ou transição então estes não possuem contexto, e sã.o sempre executadas. Mas se
adicionar-mos informação suficiente paxa que se possa determinar em quais os ca-
minhos ou palavras em que as acções podem ser executadas então a âcção é apenas
executada nesse contexto.
É por isso que faz sentido fala.rmos em associar acções a sÍmbolos (associação
de acções a transições sem chamadas a outras máquinas) palavras (associação de
acções a caminhos) ou linguagens (associa4ão de acções a transições com cha.madas
a máquinas).
Exemplo 25 . expÍessão :
«segunda» dia-semana-segunda «-feirài
/ «segunda» segunda-classe «classe»
/ «quarta» dia_semana-quarta «-feira»
/ «qua.rta» quarta-classe «classe>>
Pelo exemplo, qualquer pessoa de imediato espera certos comportamentos ern re-
sultado das acções associadas a coda palaara, isto é, que ao aceitar «segunda-Íeira» a
acçõo a ser escolhid,a seja unicomente ilia-semana-segundo, e não segunda-classe,
Assim, o objectivo, ao definir as acções é mâÍIter a integridade das intenções
iniciais, tanto em AR indeterministas, como no determinista.
Na secção de metadados concluímos que, em cada problema, estes podem ser mais
úteis associâdos a rela4ões ou a estados. Vimos também que os estados não nos
permitem associar metadados apenas a uma palawa, e que as rela4ões nos permitem
fazer isso ao nível dos sÍmbolos e das suas posições na palavra/linguagem, o que a§
torna de imediato a opção lógica.
É necessário de alguma forma preservâx a informação da versão original, e gua.rdá-
la nas acções, de modo a determinar em que coltexto se inserem, dada uma palavra.
4.1.4 Algoritmo
Existem dois tipos de máquinas resta abordagem, a que cha,ma,remos as máquina§ de
símbolos e a máquina de acções. A cada máquina de sÍmbolos corresponde uma de
acções. As máquinas de acções, reconhecem linguagens sobre um alfabeto de acções.
Às máquinas de sÍmbolos associamos a cada tmnsição metadados definidos como
conjuntos de referencias a transições na máquina de acções correspondente.
Sempre que uma palawa é aceite na máquina de símbolos gera uma lista de
metadados. Esses metadados contêm informação sobre o AR de resultados, em que
um ca,rrinho é âpenas válido se terminar num estado fina.l.
Na prática, o a.igoritmo funciona da seguinte formâ: §eja Á um conjunto de acções
e M : (Q,», õ.,1, qs, .F ) um AR, " 74r 
: (Qt, A, 6t, f , qo, Í') o AR de acções associado
a M . Pa,ra cada transição:
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7. m: (Q,»,Q'f,) 'P((Q,A,Q'l)), é a função que faz correspondência entre
as transições da máquina de símbolos pa.ra a máquina de acçôes.
2. O e A, em que Õ corresponde à acção nula.
3. ((q',0) e ô(qrl,s)) -. (((q',0) e 6t(qtt,a)) n(m({t,s,q',0): {{q",a,q',0)})),
ou seja associamos a acçã.o a ao sÍmbolo s, desta transição.
4. (N + d)^((q/,N) e ô(q,s)) - ((q",N') e ô/(q,r))n((qr,0) e6'(q't,a))n(qttÇ
Q) rr (m(q, s,, {,, N) : { (q, Õ, q/, N' ),, (q", o, q', 0)})
A cada transiçã.o do autórnato de sÍmbolos associamos os metadados que contêm
a informação que faz correspondência a varias transições no autómâto de acções.
Ambos os autómatos podem ser manipulados normalmente e convertidos para
deterministas, o que implica actualizaçã.o da informação contida nos metadados.
Sempre que uma ou mais transições sejam unificadas, também os metadados terão
que ser uniflcados. Neste algoritmo optá.rnos por definir os metadados como conjuntos
de referencias a transições do AR de acções e usar a união de conjuntos pa,ra a
opera4ão de unifica4ão de metadados.
Concluindo, da.da uma palavra aceite obtemos uma sequência de metadados que
nos permite determinar um AR de âcções, a linguagem do AR obtido define a sequên-
cia de todas as acções a serem executadas.
Exemplo 26 Supotnos que temos a linguagem {ab, abc) e querernos associar a acçõ,o
AB à palaara ab e ABC a abc. Começamos por construir o ARN que reconhece
{ab,, abc}.











= {(qr,o)}: {(qz,e)}: {(qs,o)}: {(sa,o)}: {(qz,o)}
Defini-mos a Junção rnM Wra associor as acções a cado transiçã,o de M:
(qo,a,qr,0) : {(q6, O, q1, d)}
(h,b,qz,0) : {(q1, AB,q2,0))
(qo, a, qt, 0) = {(qe, O, q3, 0)}
(ss,, b, q+, 0) : {($, @, qa, 0)}
(cq, 
", 
qz, 0) : {(qa, AB C, q2, e)}
O contradomínio de m14 corwsponde a transições do autómato d,e acções associ-













Ilarrslormarulo o ARN M pam o seu eqúaalente ARD Mt obtemos:




Figura 4.7: ARD M', associação de acções
e actualizamos a Junçõo de acçites:
m1a,(qa,a,q1,s,0) : {(q6, O, q1, A) ,(n,O,qs,e)}
rn y, (q1,s., b, q2,a, 0) : {(qt, A B, q2' 0)' \w, §, qa, 0)}
m y, (q24, c, q2, 0) : {(qa, ABC, $, e)}
O prórimo psso senÍ awerl,er o ARN N de acções pam o set eqthtalette deter-
minista N' :












Por fim actualizamos mais rmd üez a lunção de acções para mM :
mya, (qç, a, q1p,0) : {(qo, Õ, Sr,s, d)}
mM" (q$,b, q2,4, e) : {(qry., AB, q2, 0), (q,t, O, qa, 0)}
mya, (q2,a., c, q2, 0) : {(qa, ABC, q2, 0)}
Pam finalizar este etemplo iremos testar as duas Wlauús da nossa linguagem:
1. Pa,lauru ab, ac.eite por M'i pelo uyninho qoqt.3<h,4;
O cominho de ocções associados ao caminho anterior é
{(co, Õ, cr,s, d)}{ (qry, AB,, q2, 0), (qta ib, qt, 0)}
Da sequência de acções escalhernos apenas os carnitútos qte terminam em
estados finais no ultimo elemetto da sequência de acções. Neste caso qa não é
estado final entã,o rctimmos o cominho qoqriq4 do espoço de nx tados, ond,e,
ficomos com qoqt,3q2.
Portanto a sequ&rcia de acções a ser ere*utod,a paro a palaom ab é §AB.
Por ortnt lodo podemos obter a soltção, prelerítel se a linguagem ile re-
sultados conter um ntme?o erponencial d,e palaaras, em Jorma ile AR






Figura 4.9: AR^D 
^9' de ac@es associadas a M quando a palavra atr ê aceite-
2. Palaara abc, auite por Mt pelo caminho qoqt$q2,4q2
O caminho de ocções qte rcsulta desta seqtàtcia é o seguinte
{(qo, o, qr,a, d)}{(q4, AB, q2, 0), (st,s, o, ca,, 0){(ca, ABC, qz, 0)}
Retirando os caminhos qae não tenninam no ultimo elemento da seqtência
de acções obtemos qsq1iq4q2 então a sequência de acções a ser executada para
a palaam abc é QAABC.
Por outro lado podemos obter o nosso resultado na forma de urn AR, em
que a solução neste caso seria o AR
iD
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Exemplo 27 Neste eaemplo iremos ilustror o Jancionatnento de metadados associ-
ailos a anna transição com relerencia a uma mdqina. Stpomos que temos o seginte











: {(qr,a)}: {(qa,x")}: {@2,e)}: i(qa,a))
a
Figura 4.10: AR M, associação de acções a máquinas
Qrercmos associar o L(X) a acção A, entõo ilefinimos o AR ile aqfus N cones-
pondente a M:
N : ({qo,cr,qr, w,qa},,{a},6, {x"}, qo, {qr})
X" é tma rcfetencia à maqrito de acções qte conesponile à mdptina de símbolos
x
A o
Figura 4.ll: AR N de acções associado a,o AR M
Por fim a Íunção de acções é definida por:
mla(qs, a,q1,0) - {(qo, O, qr, r)}
rny(q1,b, q, X') : {(qr, x, qa, X't), (qr, A' U, 0)}
mva (q, a, q, 0) : {@, A' n, 0}
Coratrtúlo o ottómato determinista,. ruaínos testa-lo cum a linguagem oL(X)a.
1. Seja ut rma palarrz ila linguagem aL(X)a' entõo w é aceite por M pelo cami'
nho qo,qr, ç12, çt3;
2. O caminho no móquina de acções N associoilo a u é Eo,q,q,,qzrEt,;
3. ut : ora, em que Í é amo palattm aceite por X então eúste tmo Jrutção tk
metadados que associo t a uma linguogem ile acções S;
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l. Logo temos que a linguagem de acções associad,a à palaara ut é @SA@.
4.1.5 Vantagens
Uma das maiores vantagens em definir todas as relações das acçôes como um au-
tómato determinista é que herdamos todas as suas cararterísticas, sendo a mais
importarte o facto de termos definida toda a linguagem de resultados de uma ma-
neira estática e finita. Podemos também optimizü esse mesmo autómato usando
minimização, ou outrâs têcnicas.
Outra das lzntagens ê que todas as acções executadas produzem resultados úteis,
porque a sua validação já foi feita. Assim todas elas são intencionalmente executadâs
ao contrário de outros sistemas, que executam todas as acções potencialmente úteis
e que posteriormente as anulam quando estas se tornam inálidas.
Como todas as acções estão expostas como um AR determinista, é mais fácil
controlar a sua execução, sendo possível criar optimizações como manter em memoria
resultados de cálculos duplicados ou mesmo cortaÍ caminhos ou fracções de caminhos
que já foram executados e que produzem resultados duplicados.
Do ponto de vista da implementa4ão estâÍnos a reutilizar código, o que é sempre
uma grarde vantagem.
Por último, os resultados, que em alguns casos são de uma ma6nitude exponencial,
podem ser apresentados na forma de um AR determinista, ao contrario de serem
apresentadas todas as soluções uma a uma. Isto também possibilita operações nos
resultados antes destes serem executados, caso seja essa a intenção.
4.L.6 Desvantagens
Uma das maiores desvanta6ens é que estamos restringidos a uma linguagem de re-
sultados reconhecida pelos AR deterministas.
A construção e sincronização do autómato de sÍmbolos com o autómato de acções
é mais complexa do que em outros sistemas.
É necessário manter uma lista de referências para os metadados fornecidos pelo
autómato de sÍmbolos até que â palavra seja aceite ou rejeitada pelo mesmo e, no
caso de aceitação, extrair quais as acções láIidas a serem executa.das. Isto pode ter
um grande impacto na memória.
4.1.7 Conclusões
Apesa.r de nã.o ser um sistema perfeito, com lárias restrições tentá.rnos bala,ncear os
vá,rios prós e contras. Uma vez que estâ secçã,o se relaciona funda.rnentalmente com
a implementa.ção prática do algoritmo, levámos em conta factores como a complexi-
dade, a velocidade e a memória.
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A a memória aumetrta proporcionalmerrte em relação ao autómato de sÍmbolos a
que as acções estão a,sociadas, assim como a lista de metadados usados pa,ra validar
acções é proporcional ao ta,rna.nho da palavra dada. Todas as operações na aceitação
de uma palavra de comprimento n, e na extracção de acções são aproximada.rnente
O(n) para cada uma delas, Em temos de memória, apenas a üsta de metadados
cresce dina,mica;nente. O número de problemas que podem ser Íe§olvido§ com €ste
tipo de estrategia está limitado pelas linguagens que o autómato determinista re
conhece. No entanto, obtemos outra,s vâ.trtâgens, como, conhecimento do espaço de
resultados de uma forma determinista, capacidade de usar todas as caracterfuticas e





Os capÍtulos a,nteriores descrevem um modelo teóúco de autómato. Aqui começa,mos
a descrição da implementação desse modelo. Esta é mn§titúda por duas componen-
tes principais: uma biblioteca de uso geral, que dá forma ao modelo teórico doo
autómatos recursivos e, com base nessa biblioteca, a títúo de ilustraçao/apücação'
um gerador de código de analisador sintáctico e lexical através de especificações
FBNA (Forma Barkus-Naur Aumentada, em inglês Atgmented Bac*lrrs-Nutr Form)
[Net08l. Com esta última aplica4ão emergira.rn máquinas tipo, novas implementa4ões
de interfaces de entrada e saÍda, sendo os mais relevantes; mfuuinas com associação
de acções, geradores de gráficos em GraphViz, geradores de cÓdigo C++ e Run.
Nas secções que se seguem discutimos os vários aapectos da implementação, as
escolhas tomadas, a arqütectura e finalmente uma a.nálise global dos resultadm em
compa,ra,ção com a rea.lidade actual.
A biblioteca, desenvolvida com licença de código liwe GPL {GPL' GNU ptthlic
Iicense [FYe07] ) é implenentada na linguagem C++ e tem como principais caracte'
rÍsticas:
o portabilidade: pode ser compilada e usada nas platalorrras que suportesr C**
e STL (standaril Template Libmrn);
. uso em tempo de execução: a biblioteca pode ser ligada a um Prograrna que
defina e use autómatos em tempo de execução-
o metadados: os estados e transições de um autÓmato podem ser asociados a
metadados, o processa,mento, por um autÓmato, de uma palavra produz uma
sequência de metadados, que podem ser processados numa fase posterior'
r símbolos e metadados abstractos: os símbolos assim como os metadados sâo
definidos pelo progra,mador, podendo este escolher o tipo de dados que mais
lhe convém-
o interface para introduzir produções no formato de AR não-determinista (in-
terface de entrada): permite ao programador abstrair-se do sistema que gere e
constrói os autómatos, preocupa,ndo-se apenas com o AR que quer definir.
o iuterface para manipula.r os resultados e acesso à rcpresenta4ão interna do
AR determinista (interface de saída): esta camada permite abstrair o §iatema
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mapeândo-o para os conceitos de AR tais como transições, símbolos, máquinas,
computação, metadados, alfabetos, estados, estados finais... O programador
pode facilmente aceder a todos estes elementos de uma forma transparente e
aleatória.
As caracterÍsticas aqui enunciadas, tàis como a definição de símbolos e metada-
dos, permitem aos programadores estenderem a biblioteca de acordo com as suas
necessidades. A contribuição de novos sÍmbolos e metadados faz com que seja poss!
vel obter m.rias máquinas tipo e criar nolrs combinações que podem ser reutilizadas
por outros. O mesmo âcontece com as contribuições efectuadas pa,ra as interfaces de
entrada e saída.
É importante considerar que no estudo teórico, não nos foi possÍvel prova,r, nem
refut4r, que qualquer ARN pode ser simulado por um ARD. Ainda assim, paxa certos
ARN conseguimos definir um ARD equivalente. Ora, o funcionamento desta bibli-
oteca assenta no procêssamento de uma palavra por um ARD, embora o autómato
possa ser definido como um ARN. Portanto, nesta fase, o suporte que a bibiioteca
fornece a computa4ões não-deterministas é, ainda, restrito aos casos que podem ser
automâticamente convertidos em AR^D equivalentes. O escia,recimento dos restantes
ARN tem que fica.r adiado para trabalho futuro.
5.1 Plataforma
Tendo em vista a maior portabilidade desta biblioteca, estâ está implementada em
C++, com uso da STL. Além disso, a escolha desta linguagem assenta nas seguintes
razões:
1. facilidade de integração em outras linguagens, pois muitas delas possuem su-
porte pâÍa a ligação de bibliotecas em C/C++;
2. eficiência no código gerado;
3. estabilidade; em que o código gerado é executado de maneira previsÍvel para
a,rquitecturas equilalentes. O mesmo não acontece para linguagens interpreta-
das ou emuladas (máquinas virtuais) em que os comportarnentos dependem da
implementa4ão, tornando difÍcil ou impossível a correcção de erros;
4. fiabilidade; os erros mais comuns são reportados no processo de compila4ão e
ligâ4ão, âo contrario de linguagens interpretadas que só reconhecem muitos dos
erros quando estes ocorrem;
5. tem à sua disposiçã,o uma graade escolha de bibliotecas de grande qualida.de;
6. documentação de qualidade;
7. possui umâ enorme comunidade de utilizadores e suporte, o que nos leva a
acredita,r que a biblioteca terá mais utilidade e sucesso.
52
5.2 Arquitectura actual
A arquitectura é constituÍda por um componente parcialmente definido, este é o
núcleo da biblioteca (librfa, recurs'iue fi,n'ite automata li,brary). A librfa gere interna-
mente toda a construção dos AR deterministas, deixando por definir a representaçáo
de símbolos e metadados. Quando completada a sua deflnição, a librfa pode ser
acedida por uma interface de entrada e de saída.
Apesar da definição de sÍmbolos e metadados ser livre, a librfa impõe algumas
condições necessárias: no caso dos símbolos apenas se impõe que estes sejam orde-
náveis/enumeráveis; os metadados para além de serem enumeráveis têm que ter defi-
nida a operação união, em que a uniáo de metadados resulta em um único metadado.
Estes disponibilizam também uma interface de notificações especificas transmitidas
pela librfa, que reflecte as propriedades das transições ou estados em que estes estão
associados.
Definidos os metadados e os símbolos, obtemos um tipo de máquina AR, podendo
assim criar-se máquinas desse mesmo tipo. Cada máquina disponibiliza uma inter-
face de entrada e saída, onde podemos declarar transições, estados finais e associar
metadados a estes últimos de uma maneira indeterminista e através da interface de
saÍda aceder à sua representação determinista.
As duas interfaces de entrada e saída possibilitam a transformação dos dados
antes e depois destes serem processados pela librfa. Isto permitiu-nos adicionar
outros componentes, considerados externos) mas de grande importância, como por
exemplo, as máquinas com associação de acções.
Por fim existe um componente externo que gere um grupo de máquinas. O gestor
de máquinas tem apenâ,s a finalidade de auxiliar o programador a gerir e identificar




Figura 5.1: Arquitectura da impiementação actual
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5.2.L Interfaces de entrada
A interface de entrada é o conjunto de métodos que cie alguma maneira modificam
a representação interna de um AR determinista. E considerado uma interface de
entrada qualquer código que define a máquina, que a constrói e que é norrnalmente
um tradutor entre os valores de entrada para interface base de entrada da librfa.
Ex. TextRfa , é uma interface de entrada que trarrsforma uma especificação de
uma máquina em texto para instruções de entrada da librfa.
Interfaces de saída
A interface de saída é o conjunto de métodos que acedem à representação interna
de um AR determinista. E a camada que apresenta ou transforma os resultados de
uma maneira contextual.
Ex. GraphViz , traduz uma ou mais máquinas para a linguagern dot do Graph-
Viz, gerando um ou mais ficheiros .dot. Os ficheiros podem ser convertidos com a
ferramenta dot para a sua representação gráfica nos formatos mais comuns, tal como
svg, png, b*p ...
Ex. CPP , gera em código CIC+* o equivalente ao conjunto de máquinas ou
máquina fornecida. Este pode ser depois compilado e executado. As máquinas com-
piladas são estáticas, retendo apenas as seguintes funcionalidades mais importantes:
e obtenção de sÍmbolos através de qualquer fonte;
. análise de varias palavras ao mesmo tempo;
o aceitação, rejeição, falha e recuperação;
o acesso de forma indiscriminada a qualquer máquina.
Ex. R,un , esta interface de saída equivale ao anterior (CPP), com a diferença de
que o código náo é gerado. A analise das palavras é feita sobre o AR na sua versão




A biblioteca permite construir máquinas de autómatos recursivos deterministas, atra-
vés de definições indeterministas. Existem dois tipos de objectos principais e é por
eles que passam todas as operações. Estes são a máquina rfa (RFA) * o gestor de
máquinas (RFAs). Ambos podem ser acedidos pelas interfaces de saída e entrada.
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5.3.2 dos Autómatos Recursivos Deterministas
Tal como já foi üto, a librfa constrói interna,mente um autómâto recursivo deter-
minista a partir de especifica4ões indeterministas- Para converter as erspecifrcações
indeterministas em deterministas usarnos o algoritmo apre§entâdo na paxte teórica,
mas introduzimos algumas optimiza4ões.
Como na implernentação, as transições são inseridas uma a uma. Isto dá'nos a
oportunidade de manter interna,mente sempre um autómato deterrninista' Assim,
qualquer nova transição pode ou nâ,o quebrar o determinismo' No caso de quebra'r o
determinismo, sabemos que apenas existe uma transição já oristente nessa máquina
que tem conflitos com a nova tra,nsição. Deste modo, ern comparação com o que
e:<iste na pa,rte teórica, nã,o nece§§itaÍnos de nos preocupa,r com u transições em
conflito mas apenas com duas, reduzindo a sua complexidade.
A resolução de indeterminisrno implica transfiorrnações que cria.m novos r§tado§
e inutilizrr" outros, portanto, estes necesitarn de ser geridos de forma eficiente.
Tbda a gestão de estados é feita interna,mente, e e§te§ diüdem-se em duas cate-
gorias:
o oo estados de utilizador, que são sempre ma.ntidos, pois €§tes poden vir a ser
utilizados posteriorrrente;
o e os estados de sisterna, que são libertados ou reutilizados §empÍe que sejâm
considerados inúteis (sem relações de entrada).
Um estado de sistema é único e ê definido/identificado por um conjunto de estados
de utilizador- Esta gestão üsa minimiza.r a §ua duplicâ{ão, e por consequência obter
urn melhor desernpenho.
Sempre que é efectuada ou modificada uma rela4ão seja interna ou através da
API de entrada, é feita a actualização em todos o§ estados que unificarn o estado de
partida.
Deste modo martemos autómatos recursivos deterministâs pmnto a ser utilizado
sem comprometer a performance.
5.3.3 Metadados e Acções
Como dissemos na sec$o sobre a arqútectura, os metadados podem ser definidm
pelo progra.rnador- Pa.ra um melhor desemperüo os metadados estão §ociados a
cada transição ou estado não como uma funqão, mas definidos como um modelo (em
tngl€s template) na própria classe do objecto transição/estado. Sempre que possível,
tentâ.mos optimiza.r o uso de memoria eütando duplicações, fazmdo u§o de objectos
estáticos, referencias e reciclagem/reutiltz4ãa.
Nesta secção referimos ta,mbém um tipo de metadados mais especifico a que
úarna,rnos acções. As ac@es são metadados que permitem a orecuçâo de codigo
externo associado ao contexto da palavra aceite.
Considerarnos que associar acções é una questão importalrte e, poÉanto, o algo'
ritmo apresentado em outros capÍtulos foi também implementado.
Neste trabalho usârnos as ac@es paxa con§truir as no§sas aplica@es de dernonç





Para demonstra,r algumas das utilidades da biblioteca, fora.m realizadas dois progra-
mas com base na megma-
Apesar de nos focarmob nos prograrnas seguintes como demonstração da aplica-
çã.o mais directa da biblioteca, esta revelou-se bastarte útil na resolução de vários
problemas intemos, tanto da própria biblioteca como das aplica4ões seguintes.
Podemos então afirmar que a própria biblioteca já é sÓ por si uma das demons-
tr@es da sua utilidade.




A aplicação Tortrfa lê um AR em forma de texto e constrói-o usando a biblioteca'
que de seguida gerâ paÍa o formato C++ e GraphViz.
A sua arqútectura baseia-se numa máquina com símbolos definidos como carac-
teres de texto e acções como metadados.
6.2 Gerador FBNA
FBNÀ (em hryL€r., Aagmented Backus Notr Form), surgiu ao Ioogo dos anos como
uma necessidúe de especificar as que§tões têcnicas da Internet. É pratica comum
os seus autores usa.rem a notaçã,o que mais lhes convém, dando origern a várias
extensões e modificações às grarnáticas FBN, que se popularizararn com o nome de
ABNF (Árgrnent eil Backas Na:dr Forrn). Presentemente existem algumas tentativâs
de a tornar num modelo a seguir (ern inglês, sÍandcrd), e podemos considera'r dois
documentos como os mais importantes, estando a.nrbos em discussão, e tendo eles
especificações e objectivos diferentes:
. o grupo W3C(WorId Wide Web Consortium), que a usa na construção de
linguage.ns de forma a serern usados em reconhecedores de fala;
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. o R.FC 5234 (em nglêr, request Jor anrnments) [Net08] que é a base desta apli-
cação. Surge da própria comunida.de da Internet, e contém várias contribuições
desta. FBNA pode seÍ encontrada em larias especificações como o endereço
de correio electrónico, protocolos e endereços de Internet, ...
Por questões tecnicas (alguns erros de implementação que ainda não fora.rn solu-
cionados) e de utilidade, modificá.mos a gra,mática original, acrescenta^ndo-lhe acções.
A aplicaçao permite através de especifica4ões FBNA modificadas constrür automa-
tica^rnente ana,lisadores lexicais e sintácticos.
Antes de passaxmos aos exemplos faremos uma pequena introdução informal aos
elementos de urna gra^mática FBNA.
o FBNA é uma lista de uma ou mais regras;
o cada regra é identificada por um nome;
o o sinal : é usado na declara,ção de uma nova regra;
eK. regra : elementos;
o o sinal / representa as va.rias alternativas;
o o sinal :/ é usado pa.ra adicionar alternatirzs a uma regra já existmte;
. os espa,ços entre elementos representam a sua concatenação;
o urn elemento pode ser uma palavra, grupo, opção, um rralor numérico ou um
interrralo de valores numéricos;
palavra : sequência de caracteres üsíveis delimitada por «aspas» (en.
,t...tt);
grupo : '(' elementos ')';
opção : '[elementos']', equivalente ao grupo ((elernento ) / e);
r as repetições tem a forma de min*ma>r elernento, em que o min e o max são
valores naturais e representârn o número min e max de vezes que o elemento
deve apa.recer. O min e max sã,o opcionais, e os seus valores por defeito são,
rnin:fi s max:infinito;
ex. tttatt, 0 ou mais |tait's;
e:<. 2*l'att, 2 ou mais l'arDs;
or. O*lrrarr, equivalente a |tatt];
o os elementos são constituÍdos, por alternativas, concatena4ões e repeti@es de
elementos.
o Introduzimos as arções, em que cada acção é identificada por $
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This file is part of Abnf2c.
Abtrf2c is frêe softllare: you can redistribute it and/or nodify
it undêr the terns of the GlíU General Public License as publishêd by
the Free Softirare FouDdation, eitber version 3 of the Li.cetrse, or
(at your optiotr) any later version.
Abuf2c is distributed in the hope that it sill be useful,
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MERCITANTABILITY or FITI{ESS FoB A PARTICITLÀB PIrRFffiE. See thê
GllU Gênêra1 Public Lic€nse for more details-
You should havê receivêd a coPy of the GlÍU General Public License
atong vith Abnf2c. If rot, sêe <httP: //I.mr. gnu. org/liceuses/>.
têxtrfa = [spacesJ rule r.(spaceg [rule]);
aane = ( 7x41-SÀ$saveChar / 7.:c61-74$saveChâr)
*( %x41-5Â$saveChar
/ 7x61-74$eaveChar




'/.:r20$space /'lxog$tab / iíx0a$nesline
/ u*"$coment * (7.:r20-7e$spac e / '/l.0g ) lk0a$neslire
)
*(
rule = name$declareRfa [spacesl "," [sPaces]
(
nugbêr$statefr6a [spacesl
"," [epaces] condition [sPacesl
",rr [spaces] trunber$stateTo [spacesl
'r, " [spaces] namê$actiotr
7.x2O$space / %xO9$tab / ZxOa$nesliae
/ u*"gcomeat + (./.:<20-Te$space / '1x09$tab ) l[roúnerrline
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"rf arr spaces nane$call
/ synbol$ninSynbol [ .n$rânge ".I synbolgnaxsynbol]
sJrnbol = nunber$beginSynboi.
/ "'"$beginSynbol Zx2O-Tegcbarsynbol ",,
/ "n"$nesliueSynbol'rewline"
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Ambos os prograrna^s Abnf2c e Textrfa são definidos em FBNÀ modificada. O
programa Abnf2c gera os AR correspondentes em formato de texto, que por fim serão
processados pelo Textrfa.
Os metadados/acções são definidos por um identificador, que cabe às interfaces
de saída resolver-
No caso do GraphViz, o idmtificador ê utilizado na sua forma original, pa,ra se
autoreferencia.r.
No backend C++ o identificador refere-se a um método compatível com a lin-
guagem C**,
Para clarificar todos este conceitos iremos exernplifica.r todo este processo con$.
truindo uma calculadora infix- Efectua,rernos todos os passos necessários para cons-
truir e correr a nossa calculadora,
Começa.rros por definir em FBNA modificada a gra.mática de uma simples cal-
culadora infix que respeita a prioridade dos operadores.
l
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Programa 3 Gra,rnática de calculadora (formato Abn{2c)
exp = exp-2$a [("+' êxp$add-b / "-" exp$sub-b )J;
exp-2 = exp-l$a ["/" exp-2$dÍv-b];




'("$begin erp$exp ') "$end
)
lspacesl
spaces = (%x2O$space / 7.:r09$tab / %rOa$nesline )
* (%x20$space / 7.:rO9$tab / ZrOa$nesline )
nunber = ,lx30-39$startDêcDigit + (/.x30-39$decDigit) ;
Procmsando a graÍnática da calculadora com o programa ÀbnÍ2c obtemos o ÀR
em modo de texto, pronto para ser construÍdo pelo progra,rna Têxtrfa. Este irá gerar
os ficheiros C++ correspondentm ao AR dado.
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Programa 4 AR de calculadora em formato de texto (Gerado com Abnf2c)
exp, 0, rfa exp-2, 1, a
exP, 1, '+r, 2, DoP
ezp, 2, rfa exp, 3, add-b
exp, 1, '-', 4, nop
exp, 4, rfa exp, 3, sub-b
exp, final 1.
exp, final 3.
exp-2, 0, rfa exp-l, 1, a
exp-2, 1, ,/,,2, nop
ere-z, 2, rfa erp-2, 3, div-b
exp-2, final 1,
erp-2, final 3.
exp-l, 0, rfa exp-value, 1, a
erP-l, 1, '*r, 2, roP
exp-l, 2, rfa erp-l, 3, nul-b
êxp-l, fitraL 1.
êxp-1, fitra1 3.
exp-vaIue, 0, rfa spaces, 1
erp-valuê, 0, rfa nunber, 2




exp-value, 0, ,(,, 3, begin
exp-value, 1, ,(r, 3, begia
êxp-value, 3, rfa êxp, 4, exp
exp-value, 4, ,),, 5, ênd
erP-value, 2, rfa spaces, 6, nopCall




spaces, 0, , ,, 1, space
spaces, 0, tab, 1, tab
spacês, 0, newline, 1, newline
spacês, 1, , ,, 1, space
space§, 1, tab, 1, tab
spacês, 1, nerline, 1, nevline
spaces, firal 1,
number, 0, '0,..,9,, 1, startDêcDigit
number, 1, '0'..'9t, 1, dêcDigit
number, final 1.
O passo seguinte será escrever o resto do prograrna, ou seja, as acções e o pro.
grarra principal («main»).
Começa,mos entã,o pelas acções. Cada acção é executada pela ordem da sequência
de caracteres a que corresponde. Apenas acções viáüdas são executadâs, isto é, apenas
as acções correspondentes a carninhos aceites são o(ecutadas.
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Programa 5 Acções da calculadora (c++)
#include
Calc: :Calc O {
value=O;
)
bool Calc: : a(unsigned iut){
)
void CaIc: :pusho{
values . push-frort (value ) ;
l
f loat Calc: :popo{




bool Calc: : add-b(unsigned int){
fl,oat b = popo ;





bool Calc : : sub-b (uus igu.ea int){
float b = popo ;





bool Calc::div-b(unsigned iat) {
float b = popO ;





bool CaIc::nuI-b(uasiguea int) {
float b = popO ;






















bool Calc: : decDigit (unsignsd itrt synboL){
value = synbol -'0' + vaLue*1O;
retun truê ;
)
bool Calc: : startDecDigit (uneigned iat synbol){
value = sJmbol - r0r;
return true;
)
bool CaIc: : nop (uaeigued int){
return trüê;
)
bool Calc: : nopCall (unsigned int){
retun true;
)
bool CaLc: : begin (uasigned int){
rêturn true;
)




bool Calc: ' etrd(ursigned int){
return true;
)






E por fim, o ficheiro principal ( «main» ) que irá usar todos os outros paxa construir
o progra,rra final. Não entrando em pormenores dernasiado tecnicos, o rfa gerado cor-
responde na realidade a todos os estâdos de cada rfa transforrnados numa função. A
fimção recebe um objecto a que chamaremos «pâÍser»- Este contém toda a infornra-
ção do estado artual do analisador- O nome de cada estado é criado de uma forrna
automática, sendo o estado inicial de cada máquina o pÍóprio nome, como prefixo,
e «_staxt» como termina4ão- Dado o estado inicial e uma palavra, o prograrna irá
rejeitâr ou aceitar a palavra- No câso de aceitação, as acções associadas à palawa
são executadas.
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Programa 6 Calculadora progra,rna principat (main, C++)
#include "charrfa.hpy''
#include "ca1c. hpp"
typedef CharRf a<Calc> CharBf aT;
êxtern void (*exp-start) (CharRfaT: : BacktrackParser *parser);
int naiu(iat argc, char *argv[J ){
if( (argc!=2) ll (argc > 6)){
cout << argv [0) << "êrpression\n";
cout << "er: " << argv [0J << "'L + 2 * (3+4),\n";
return 0;
)
string erpression = argv[l] ;
strirgstreaD ss;
ss. str(expression) ;
CharRf aT charRf a(erp-staÍt ) ;
CaIc calc;
CharnfaT: : Error error;
eriror = charRfa. run(&ss, &caLc );
if (error. isError O ){
sritch(error. getReason( ) ){
casê CharRfaT: : Error: : ERROR-SINTAX:






cout << " at lile " << error.getlineo
<< " colu[,x " << eror.getçq1.hn O << ".\n";
]else{





No final apenas temos que compilar todos os ficheiros C** num único progtama






Neste capitulo fare.mos o balanço do trabalho realizado. Identificarenos os objectivos
alca.nçados, as diferenças significatirras a trabalhos relacionados e por fim que aspectos
que se podem melhorar.
7.1 Pontos Negativos
Dos objectivos a que nos propusemos nem todos fora,rn completa,rnente alcar4adot.
Considera.rnm que existem váxios pontos incompletos, negativos mas ta,mbérn posi-
tivos-
Dos pontos incompletos considera,mos que não fora,rr provados:
o as transforma4ões de um AR não-determinista paxa determinista [3.4.3];
o os algoritmos relacionados com as acções [4-1.3]-
Para além destes também não foi determinada a ünguagem reconhecida por um
AR. Apenas acredita,mos que se localiza,rn entre as linguagens rcgúar€B e as lingua-
gens livres de conto<to [3.4.2].
Identifca.mos dois pontos negativos no trabalho. O primeiro, o sistema de acções
é ainda pouco soÊsticado e limitado. O segundo, a implernentação, que:
o encontra-se presentemente num estado instável;
o aceita todos os AR não.deterministas, mesmo aqueles que não po*suern equi-
rralente determinista (consequência da sua base teórica);
Apesar disso consideramos o balanço positivo, pois vários objectivos fora,rr aI-
cançados com sucesso.
7.2 Objectivos Alcançados
Dos objectivos alcançados, a que nos propusernos, consideremos como sendo os mais
importantes:
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. a definição de AR, como um modelo de autómato simplificado, inserido na
classe das lingua6ens liwes de contexto;
o a construçã,o de AR deterministas ern tempo real;
o associação de acções/metadados independentes da base tórica dos AR.
o uma biblioteca facilmente extmsÍvel, com interfaces intuitivas e múto flexíveis;
A partir dos pontos acima referidos foi-nos possível criar diversificadas ferra,men-
tas de demonstração, tais como abnnc [6.21, uma calculadora [6.21, gerador de código
em C++ e um gerador de autómatos na sua forma grafica [6.1].
7-3 e comparaçoes com
Em comparação com outras implementacjes, pensarnos que a biblioteca implemen-
tada é múto mais flexível e fácil de ser integra.da ern lrarias aplicações podendo ser
estendida de acordo com as necessida.des de cada uma. Pelo contrario, as analisadas
apenas se centram em problemas específicos, restring'ndo o número de aplicações ern
que podem ser utilizadas.
Uma das câxacteústicas únicas da biblioteca é que o autómato determinista ê
construÍdo em tempo real e utilizado em tempo real o que abre a possibilidade de
ser utilizada por aplica,ções que requerem estas características.
Nas aplicações a,nalisadas, a gra,nde maioria é especifica apenas paxa uma lingua-
gem, seja a própria biblioteca ou o código gerado, e para muitas delas é impossÍvel
ou difícil fazerem-se ligações para outras. No caso da biblioteca é mais fácil fazer
ligações pa,ra C/C++ e interfares que gerãn código para outras linguagens.
Dividindo as aplica4ões em dois grupos em comparaçã.o com a biblioteca, existem
as que implementaÍn autómatos (in)deterministas mais poderosoo e as que não o
fazem. No primeiro caso, a biblioteca está limitada apenâs a um subconjunto dos
problemas que essas aplicações podem resolver, sendo por isso mais limitada. Para
as restantes, todos os problemas resolvidos por esta,s são possÍveis de ser resolvidos
pela biblioteca, o que â torna mais poderosa.
Concluindo, cada biblioteca tem os seus pós e contras; algumas resolvem mais
problemas, outras resolvern um só tipo de problemas de uma ma.neira mais eficaz ou
são mais simples/disponíveis pa.ra deterrninada linguagem.
Acredita.mqs que, pâxa os problemas que a biblioteca resolve, se constitú como
uma boa escolha, uma vez que proporciona mais possibilidades que as restartes.
7.4 Limitações
Os AR's deterministas, reconhecem um conjunto de linguagens. Estas estão asso-
ciadas aos problemas a que podem ser aplicados, logo os AR's deterrninistas estão
limitados a esse conjunto de problanas.
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Tal como já foi referido neste trabalho, o algoritmo proposto paxa conYerter um
AR não-determinista para determinista é incapaz de reconhecer quais os AR uão-
deterministas que possuem equivalente determinista.
Por fim ainda é desconhecida a veracidade do algoritmo pmposto.
7.5 Tfabalho Fbturo
Como principal prioridade consideramos terminar o estudo sobre as limitações refe-
ridas. Melhorar o sistema de ac@es, de modo a torna-lo mais eficiente e sofisticado.
Os autómatos tem inúmeras aplica4ões. Acreditamos que a biblioteca de AR's
deterministas será uma delas, portanto no futuro, mais componentes da mesma serão
implementados sobre esta, tmdo como principal objectivo torna-la mais fiável. Do
ponto de ústa do utilizador é necessá.rio melhorar e simplificar cada vez mais as
interfaces e alarga.r o número de operações possíveis sobre os Autómatos, tais como
minimização e produto, criar novos interfaces de entrada, saída, novos sÍmbolos e
metadados. p61ffm, a biblioteca deverá ser ava.liada e testada por vários utilizadores
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