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We propose some protocols to implement various classes of bipartite unitary operations on two
remote parties with the help of repeater nodes in-between. We also present a protocol to implement
a single-qubit unitary with parameters determined by a remote party with the help of up to three
repeater nodes. It is assumed that the neighboring nodes are connected by noisy photonic chan-
nels, and the local gates can be performed quite accurately, while the decoherence of memories is
significant. A unitary is often a part of a larger computation or communication task in a quantum
network, and to reduce the amount of decoherence in other systems of the network, we focus on
the goal of saving the total time for implementing a unitary including the time for entanglement
preparation. We review some previously studied protocols that implement bipartite unitaries using
local operations and classical communication and prior shared entanglement, and apply them to the
situation with repeater nodes without prior entanglement. We find that the protocols using piece-
wise entanglement between neighboring nodes often require less total time compared to preparing
entanglement between the two end nodes first and then performing the previously known protocols.
For a generic bipartite unitary, as the number of repeater nodes increases, the total time could ap-
proach the time cost for direct signal transfer from one end node to the other. We also prove some
lower bounds of the total time when there are a small number of repeater nodes. The application
to position-based cryptography is discussed.
PACS numbers: 03.67.Hk, 03.67.Dd, 03.67.Ac, 03.67.Bg
I. INTRODUCTION
For quantum computation to outperform classical
computers, it is necessary for the quantum computer
to have a large scale. But, local quantum computers
may be limited in size, thus distributed quantum
computation may be needed. The input data and
the output states may be needed at different loca-
tions, dependent on the actual needs. Various non-
local communication or cryptographic tasks, such as
state merging, quantum fingerprinting, quantum se-
cret sharing, quantum voting, etc., may also involve
quantum computation on each party with sending of
quantum information among the parties, or manip-
ulating a shared quantum state. Hence, the ability
to perform a nonlocal gate on two remote parties is
beneficial for both quantum computation and quan-
tum cryptology.
Long-distance transmission of quantum state,
such as that using photons, is often subject to severe
errors such as photon loss. Since quantum repeaters
may help overcome such difficulty, they have been
the subject of theoretical and experimental studies
[1–4] (also see reviews [5–7]), usually with the in-
tended application of establishing entanglement or
shared classical keys between remote parties. But
the use of repeaters in the more general task of do-
ing an arbitrary quantum operation has not been
studied thoroughly. The nonlocal unitaries are a
simplest class of nonlocal quantum operations, since
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the nonlocal quantum operations, modeled as com-
pletely positive trace-preserving maps on the two
or more parties, can be implemented using nonlo-
cal unitaries followed by local measurements. (See
Sec. III E for details.) In this paper, we study the use
of quantum repeaters to perform nonlocal unitary
gates, and a class of local single-qubit unitary gates
with its parameter determined by a remote party.
We call these two classes of gates as bipartite uni-
taries and remote unitaries, respectively. Our proto-
cols are based on some previously studied protocols
that implement bipartite unitaries using local op-
erations and classical communication (LOCC) and
prior shared entanglement between two parties, as
well as a protocol mentioned in [8] for implementing
remote single-qubit unitary gates with parameters
controlled by another party. Some general thoughts
about how the repeaters are used in the bipartite
unitary protocols is in Sec. IV.
The total time cost for implementing a unitary is
important because shorter time means less decoher-
ence for the systems in the network which may or
may not be directly acted on by the unitary. The
time for entanglement preparation is included for
two reasons: First, memories have decoherence so
they might not store entangled states very well, thus
fresh entanglement may need to be generated be-
fore doing the unitary. Second, the entangled states
needed by our protocols are among many different
systems at different locations, and the amount of en-
tanglement needed might not be known beforehand,
and thus it may be costly to maintain entanglement
between all pairs of nodes in a network at all times.
2As discussed at the beginning of Sec. III B, the time
cost of a protocol for implementing a unitary in this
paper refers to the time in the idealized scenario of
infinite copies of local ancillary systems for estab-
lishing entanglement between nodes (abbreviated as
local setups). But, since in practice we have finite
copies of the local setups, the overall operation im-
plemented after one run of the protocol is in gen-
eral a quantum operation (i.e., a completely-positive
trace-preserving map) that approximates the ideal
quantum operation corresponding to the target uni-
tary. The error in the approximate implementation
would be smaller and smaller if we increase the num-
ber of local setups. In the limit of an infinite number
of local setups for generating entanglement, the uni-
tary would (ideally) be implemented exactly.
We show that the total time cost for implementing
a bipartite unitary on two end nodes (denoted as A
and B throughout the paper) of a repeater array
is strictly greater than Lc under some assumptions
detailed in Sec. II, where L is the distance between
the two end nodes, and c is the speed of light in
the relevant medium. The total time cost of our
protocols approaches Lc from above as the number
of repeater nodes increases.
The fact that the total time cost is strictly greater
than Lc has some implications for position-based
quantum cryptography [9–15], which is the quantum
version of classical position-based cryptography [16],
and is related to the topic of instantaneous nonlocal
measurement [17, 18]. In position-based cryptogra-
phy, we are usually interested in the task of position
verification (or tagging), which is for a prover to
prove to some remote verifiers that he or she is at a
particular spatial location. Quantum position veri-
fication with two verifiers may become secure when
the assumptions listed in Sec. III D and the condi-
tions in Postulate 5 both hold.
The structure of the paper is as follows. In Sec. II
we mention a few previously studied protocols for
implementing bipartite nonlocal unitaries, and some
general considerations about the types of protocols
to be studied in this paper. In Sec. III we present the
main results, including the application to position-
based quantum cryptography. In Section IV, we re-
view the general way the repeater nodes are used
in the bipartite unitary protocols, and compare it
to how repeaters are used in generating long-range
entanglement in the literature. The conclusions and
some open problems are given in Sec. V.
II. PRELIMINARIES
Notations. Suppose we hope to implement a uni-
tary U : HAB → HAB on the systems A and B. The
nodes of the network where A and B are located are
called the end nodes. There are n other nodes in
the network which are called repeater nodes. The
distance between the two end nodes is denoted as
L. Let IA (IB) denote the identity operator on the
Hilbert space HA (HB). Let dA and dB be the di-
mensions of HA and HB , respectively.
We define some terms about relations between
time periods of the steps in the protocols. Since
our protocols allow doing multiple things at differ-
ent locations simultaneously, a step of the protocol
may involve several logical steps acting on different
systems at the same time. Each such logical step can
be called a process, for the purpose of the definitions
below. “Process 1 coincides with process 2” means
that the two processes start simultaneously and last
for the same length of time. If the time interval for
process 1 is within that for process 2, we may say
that (the time interval for) process 1 is contained in
the time interval for process 2. And “process 1 par-
tially overlaps with process 2” means no one time
interval need to be completely within the other.
We use ebits and c-bits to measure the entangle-
ment cost and classical communication cost of a pro-
tocol, respectively. The entanglement contained in
a maximally entangled pure state of Schmidt rank
N is regarded as log2N ebits. If the classical mes-
sage is a signal amongN equally possible signals, the
amount of classical communication in this message
is regarded as log2N c-bits.
In this section we will introduce a few known pro-
tocols that implement bipartite unitaries or a re-
motely determined local unitary using entanglement
and LOCC. Since some of the protocols work only
for special types of unitaries, we shall first introduce
the types of unitaries before giving the description of
the protocols. The variants to these protocols under
the presence of the repeater nodes will be introduced
in Sec. III below.
Assumptions. In this paper we are mainly inter-
ested in the total time cost of implementing a bipar-
tite unitary or a remotely determined local unitary.
To make a fair comparison between the total time
cost of different protocols, some general assumptions
are as follows:
(a) The quantum channels between nodes are noisy,
but the local operations (including local quantum
gates and local measurements) are regarded as hav-
ing no errors and taking no time to implement, and
classical communication is error-free.
(b) The speed of light is uniform in the relevant
medium and is denoted as c.
(c) All nodes do not have prior knowledge about the
time of the actual run of the protocol, and are noti-
fied of the start of the protocol at the same time.
(d) The quantum memories of all nodes have finite
decoherence time.
(e) The number of local gates and measurements
should not be much larger than in the original pro-
3tocols without using repeaters.
The assumption (a) implies the following: Since
the information about the input of the unitary
should better not be lost, the systems containing
information about the input should not be directly
transmitted in the channels, but should rather be
transmitted by teleportation or similar schemes with
the help of entanglement prepared in previous steps
of the protocol. (The method of teleportation has
the advantage that the entanglement can be re-
prepared in case preparation fails, without affecting
the input quantum state.)
The assumptions (c) and (d) together imply that
the nodes cannot have shared entanglement before
the protocol. Hence, the time cost of the protocol
needs to include the time for entanglement prepara-
tion (between the relevant pairs of nodes).
All the protocols in this paper satisfy assumption
(e), but we still list this assumption to exclude pos-
sible schemes with unacceptably large entanglement
consumption, such as a few fast unitary protocols
(or called “instantaneous nonlocal quantum compu-
tation”) in the literature [12, 13] applied to generic
bipartite unitaries. In general, such fast protocols
implement the target unitary approximately using a
very large amount of entanglement. We exclude the
use of such fast protocols for generic unitaries, but
still use some of the known fast protocols for specific
classes of unitaries (see Protocols 5 and 6 below).
Type of (expansions of) unitaries.
Some of the protocols discussed in this paper are
for implementing any bipartite unitary U , but some
others are for implementing special types. The types
are as follows (see [19]), but note that the types (b)
and (c) are merely types of expansions of unitaries;
these two “types” actually both contain all bipartite
unitaries.
(a) Controlled unitaries.
U =
N∑
j=1
Pj ⊗ Vj , (1)
where {Pj} is a set of mutually orthogonal projec-
tors of integer rank, and
∑
j Pj = IA, and Vj are
arbitrary unitary operators on HB. The integer N
is called the number of terms in the controlled uni-
tary U .
(b) Double-group unitaries.
U =
∑
f∈G
c(f)VA(f)⊗ TB(f), (2)
where VA(f) ⊗ TB(f) form a projective represen-
tation of a finite group G, and c(f) are complex
numbers. Hence each of the two sets {VA(f)} and
{TB(f)} is a projective representation of the group
G. The double-group form can be viewed as a
generic form of bipartite unitaries, because any bi-
partite unitary on dA× dB system can be expanded
using the form (2) with a group of size d2Ad
2
B, with
the group elements represented by XjAZ
k
A ⊗X
l
BZ
m
B ,
where the generalized Pauli operators X and Z are
defined by
X =
N−1∑
k=0
|(k − 1) mod N〉〈k|,
Z =
N−1∑
k=0
e2piik/N |k〉〈k| (3)
for anN -dimensional Hilbert space, and the j, k, l,m
are integer labels.
(c) Single-group unitaries. The expansion of U
involves a group representation only on one side, i.e.
U =
∑
f∈G
VA(f)⊗WB(f), (4)
where VA(f) form a projective representation of a fi-
nite group G, and WB(f) are arbitrary operators on
HB satisfying that the U given above is unitary. Any
bipartite unitary on dA×dB system can be expanded
in the form (4), with a group of size d2A, where the
group elements are represented byXjAZ
k
A, and theX
and Z are defined in (3). For generic unitaries, this
expansion is more efficient than the form (2) in that
the number of terms is smaller, which means the en-
tanglement cost in a protocol for implementing the
unitary would be smaller, but for our protocols in
this paper with at least one repeater node, the time
cost would be higher because the form (4) is less
structured than the form (2) in that there are no
strong requirements on WB(f).
Now we introduce some types of protocols that do
not use repeater nodes, and their variants which use
repeater nodes will be discussed in the next section.
Protocol 1. The two-way teleportation proto-
col. Suppose the system A has smaller size among
the two input systems. The protocol involves tele-
porting the system A to the location of the other
party, performing the unitary there, and teleporting
the system A back to the original location. The pro-
tocol uses entangled ancillae a and b which are at the
locations of the input systems A and B, respectively
(this holds for the Protocols 1 through 7). The en-
tangled resource needed is two copies of dA×dA max-
imally entangled states of the form 1√
dA
∑dA
j=1 |jj〉.
The classical communication cost of this protocol,
measured in c-bits, is twice the number of ebits re-
quired by the same protocol. The same is true for
the Protocols 2 through 7.
Protocol 2. The protocol for implementing con-
trolled unitaries in Sec. III of [19]. The form of U is
given above in Eq. (1). This will be called “the ba-
sic controlled-unitary protocol” throughout this pa-
per. The protocol uses a maximally entangled state
41√
N
∑N
j=1 |jj〉. So the entanglement cost is indepen-
dent of dA and dB when N is fixed. The figure for
this protocol will appear as Fig. 2 in Sec. III B, which
also discusses the preparation of the entangled state
on ab.
Protocol 3. The double-group type protocol in
Sec. IV of [19]. The form of U is given above in
Eq. (2). The protocol uses a maximally entangled
state 1√
d
∑d
j=1 |jj〉, where d = |G|. So the entan-
glement cost is independent of dA and dB when G
is fixed. The figure for this protocol will appear as
Fig. 3 in Sec. III B. As mentioned previously, the
type of unitary U in (2) could include any bipartite
unitary.
Protocol 4. The general group-type protocol
in [19, Sec. IV]. The form of U is given above in
Eq. (4). The protocol uses a maximally entangled
state 1√
d
∑d
j=1 |jj〉, where d = |G|. The figure for
this protocol is given in [19, Fig. 8], and also appears
as Fig. 4 in Sec. III B. As mentioned previously, the
type of unitary U in (4) could include any bipartite
unitary.
Protocol 5. The fast double-group type proto-
col in [20, Sec. III] with the circuit shown in Fig. 5
in Sec. III B. The protocol uses only one round of
parallel classical communication in two opposite di-
rections. Any protocol that implements bipartite
unitaries and has such property is called a fast uni-
tary protocol. Generally, any fast unitary protocol
is also called “instantaneous quantum computation”
in the literature [12, 13, 15, 21, 22]. For the current
Protocol 5, we consider a special type of fast uni-
tary protocol. The form of the unitary is formally
the same as in Eq. (2) but with some additional con-
straints on the coefficients c(f):
U =
∑
f∈G
c(f)VA(f)⊗ TB(f), (5)
where VA(f) ⊗ TB(f) form a projective represen-
tation of a finite group G, and c(f) are complex
numbers subject to special conditions. The proto-
col uses a maximally entangled state 1√
d
∑d
j=1 |jj〉,
where d = |G|, but note that the G may be a larger
group than in Protocol 3 for the same unitary U .
We do not discuss the fast version of Protocol 4,
because in the generic case it is covered by Protocol
5, see Proposition 1 below. But there are special
cases in which a fast version is possible. Such cases
that we know of all satisfy that the WB(f) are not
all invertible. An example is illustrated by Protocol
6 below (with the role of the two parties exchanged).
Another type of example is the tensor product of a
unitary in Protocol 6 with a unitary implementable
by Protocol 5.
Protocol 6. The fast controlled-Abelian-group
protocol in [20, Sec. II] or more generally, the fast
controlled-group protocol in [23] with the circuit
shown in Fig. 6 in Sec. III B. The U is of the form
(1) but with the Vj forming a subset of a projective
representation of a finite group G. The protocol uses
an entangled resource state of the same form as in
Protocol 5. In the case of fast controlled-Abelian-
group protocol in [20, Sec. II], the U is equivalent
to the form of (5) under local unitaries, thus can be
implemented using Protocol 5.
Protocol 7. This is not a single protocol, but
refers to the family of all possible fast protocols that
implement U exactly or approximately. The two
parties A and B perform local operations includ-
ing measurement, and send the measurement out-
comes to each other simultaneously, and then per-
form some local operations in order to implement
the bipartite unitary U . This class of protocols
include the “instantaneous quantum computation”
protocols discussed in the position-based cryptogra-
phy literature, e.g. the protocols in [12, 13, 15, 21].
It also includes the fast protocol for implement-
ing two-qudit Clifford unitaries, which is general-
ized from the protocol shown in [24, Fig. 2] by the
following changes: change the target gate from a
controlled-NOT (CNOT) gate to any two-qudit Clif-
ford gate denoted U , and replace the initial state
|χ〉 by 1d
∑d
j=1
∑d
k=1 |j〉aU(|j〉A|k〉B)|k〉b (the sys-
tems a,A,B,b correspond to the four middle lines of
[24, Fig. 2], in the up-to-down order), and replace
the local Bell measurements by generalized Bell mea-
surements, and replace the Pauli gates by general-
ized Pauli gates. [The generalized Pauli group P1
on one qudit is generated by the two operators in
(3), and the generalized Pauli group on n qudits,
Pn, is defined as the n-fold tensor product of P1;
the generalized Clifford group on n qudits is defined
as the set of operators C that satisfy CPnC
† = Pn.]
The reason such protocol works is that the gener-
alized Clifford operators map the generalized Pauli
operators to the generalized Pauli operators. This
protocol can be extended to the case that the U is
a bipartite Clifford operator on m+n qudits, where
the first m qudits are in A and the remaining n qu-
dits are in B. We shall later discuss the variant of
Protocol 7 in the case of two repeater nodes (Pro-
tocol 7.2). Although the bipartite Clifford unitaries
are a special class of bipartite unitaries, this set of
gates has many useful properties, and when aided
by all one-qubit unitaries (or even stronger, by a
single generic one-qubit unitary [25]) they become
universal for quantum computation.
Protocol 8. The protocol for implementing a
local single-qubit unitary U = diag(eiθ, e−iθ) with
parameter θ determined by a remote party. In par-
ticular, we consider the protocol for Bob to perform
U on system B with the rotation angle θ determined
by Alice at location A, as shown in [8, Fig. 3]. As
5θ is a continuous parameter, we assume that Alice
cannot directly send the information about θ to Bob
via a classical channel. This can also be because Al-
ice hopes to keep θ secret, which makes sense in our
later analysis of Protocol 8.1 where we are only con-
cerned with some particular values of θ. As shown
in [8], there is a protocol that uses one ebit and two
c-bits, where the two c-bits are sent in opposite di-
rections. The protocol uses entangled ancillae a and
b which are at the locations A and B, respectively.
For the following approximate protocol, we do not
discuss its variants, since adding nodes does not re-
duce the total time cost under this protocol.
Protocol 9. Assume that the error rates in the
channels are such that the quantum capacity of the
channel from one node to a neighboring node is al-
ways nonzero. There is a repeater node C at the
middle point between A and B, locally encode the
input states on systems A and B (which may be
entangled) such that quantum information can be
transferred at positive rates under the channels, and
then send the encoded states through the channel
from A and B to the middle node C, and do the
decoding and the unitary U on node C, and finally
encode the transformed systems A and B and send
them through the channels to their original loca-
tions, where they are decoded so as to obtain the
output of U . The encoding and decoding are allowed
to be approximate, hence the protocol implements
the U approximately.
Proposition 1. Let C be the class of unitaries of
the type (4) but with all WB(f) being invertible. The
fast protocol which is the natural analog of Protocol
5 for unitaries in C satisfies that the implemented
unitary must be of the double-group form (5) up to
local unitaries.
Proof. If such a generic protocol exists, the final lo-
cal corrections on B should be unitaries that form
a projective representation of a group, similar to
Protocols 3 and 5. This fact and the assump-
tion together imply that there is an invertible lin-
ear operator Q such that WB(f) = c(f)TB(f)Q
for any f ∈ G, where TB(f) are unitaries such
that {VA(f) ⊗ TB(f)}f∈G is a projective represen-
tation of the group G, and c(f) are complex num-
bers that fit the conditions in Protocol 5. Thus
U =
∑
f∈G VA(f) ⊗ WB(f) is equivalent under a
local linear operator IA ⊗ Q to another unitary
U ′ =
∑
f∈G c(f)VA(f) ⊗ TB(f) acting on the same
space. From [26, Theorem 7], Q must be a unitary.
Hence U is equivalent to the form (5) under local
unitaries.
III. MAIN RESULTS
A. Definitions of the protocols with repeater
nodes
The general scenario we consider is the following:
there are n + 2 nodes on a straight line, with the
two end nodes denoted A and B, and others called
repeater nodes. We are allowed to perform local
operations and send classical or quantum messages
among the nodes. Under the assumptions in Sec. II,
we aim to perform a unitary on AB with the help of
the repeater nodes, or to perform a remote unitary
on one end node with parameters determined by the
party at the other end node. Apart from those pro-
tocols in Sec. II, we shall also consider the following
variant protocols that involve placing the ancillae
in the original protocols at different repeater nodes,
and possibly using repeater nodes in more compli-
cated ways. Some of them, such as Protocol 3.3,
need more detailed definitions because at least one
repeater node is used in “more complicated ways.”
For those protocols, the refined definitions will ap-
pear in Sec. III B.
Our naming convention for the proto-
cols is as follows: the name could be
Protocol m.n(x1, x2, . . . , xn) or Protocol
m.n.a(x1, x2, . . . , xn). The “m” is the main
protocol number, “n” is the number of repeater
nodes (sometimes called intermediate nodes). The
“a” (or “b” or “c”) is the minor protocol number
if there is more than one protocol with the same
numbers m and n. And x1, x2, . . . , xn are the
distances of the repeater nodes (which are on the
line connecting A and B) from A divided by L,
where L is the distance between A and B. We
denote the repeater nodes as C1, C2, C3, etc, but
when there is only one repeater node, we call it C.
The general spatial setting of the protocols is il-
lustrated in Fig. 1, which also shows the information
flow in some of the protocols.
Protocol 1.1. A node C is at L2 distance to both
A and B. First perform the usual quantum telepor-
tation from A to C and from B to C. The effect
is to send the input state of the joint system AB
(note the input state could be entangled between A
and B) to C. Then perform the unitary U at C, and
send the two systems back to their original locations.
The spatial setting is illustrated in Fig. 1(b).
Protocol 1.2(x1, x2). The protocol is similar to
Protocol 1.1 but has one more repeater node, and
thus it contains an extra step of teleporting some
quantum state. (The same is generally true for pro-
tocols with the same main protocol number but dif-
ferent number of repeaters.) The steps are as fol-
lows: Teleport the input state of A to the first re-
peater node C1 at distance x1 from A, and then
6(a) A B
0 L
(b) A BC
0 1 (×L)x
(c) A BC1 C2
0 1 (×L)x1 x2
(d) A BC1 C2 C3
0 1 (×L)x1 x2 x3
(e)
A BC1
C2
C3
A B time
(f)
A BC1 C2
0 1 (×L)x1 x2
(g)
A B
C1 C2
A B time
FIG. 1. The spatial setting of the protocols. The locations of the repeater nodes illustrate the best protocols listed
in Table I in Sec. IIIC. (a) With no repeater node. The distance between A and B is L. (b) With one repeater node
at position xL (“position” means distance to A). Here x = 1
2
illustrates Protocol 1.1. (c) With two repeater nodes
at positions x1L, x2L. Here x1 =
1
5
and x2 =
3
5
, illustrating Protocol 1.2( 1
5
, 3
5
). (d) With three repeater nodes at
positions x1L, x2L, x3L. Here x1 =
1
6
, x2 =
1
2
, and x3 =
5
6
, illustrating Protocol 1.3( 1
6
, 1
2
, 5
6
). The figure (e) shows
the information flow in Protocol 1.3( 1
6
, 1
2
, 5
6
). The first step in the protocol which is not shown here is generating
entanglement on AC1 (short for “between A and C1”), and on BC2. Then the input states at A and B are teleported
in two steps to C2, with the C1 and C3 acting as relays; the entanglement on C1C2 and on C3C2 are prepared while
the states were being teleported to C1 or C3. Then the target unitary is done locally at C2, and the output systems
belonging to A and B are teleported back, with the help of entanglement on AC3 and BC3 prepared in the previous
stages. The information flows for the protocols illustrated in (b) and (c) are similar, with the “middle” node on which
to carry out the target unitary being C in case of (b) and C2 in case of (c). The information flows in variants of
Protocol 3 are similar to those of the variants of Protocol 1 mentioned above (but the information being sent is not
the whole input state). The figures (f) and (g) are both for Protocol 5.2( 1
3
, 2
3
), illustrating the locations of nodes and
the flow of information, respectively. In (f), x1 =
1
3
, and x2 =
2
3
. In (g), the information about the computational
basis of the ancillary systems a and b are sent to C1 and C2 with the help of entanglement on AC1 and C2B, and
some measurements are done on C1 and C2, and then classical communications are sent to both directions from both
C1 and C2, and finally some local unitaries are done on A and B to complete the protocol.
teleport this state to the second repeater node C2
at x2 from A. Meanwhile, teleport the input state
of B to C2. Then do the unitary U at the node C2,
and send the two systems back to the original loca-
tions. The spatial setting with a particular choice of
(x1, x2) is illustrated in Fig. 1(c).
Protocol 1.3(x1, x2, x3). Teleport the input
state of A to the first repeater node C1 at distance
x1 from A, and then teleport this state to the second
repeater node C2 at x2 from A. Meanwhile, teleport
the input state of B to the last repeater node C3 at
distance x3 from A, and then teleport it to the C2.
Then do the unitary U at the node C2, and send
the two systems back to the original locations. The
spatial setting with a particular choice of (x1, x2, x3)
is illustrated in Fig. 1(d).
Protocol 2.1(x). The unitary U is the same as
in Protocol 2, but there is an intermediate node C
on the line connecting A and B and is at distance
xL from A. The ancillae a and b are both on the
intermediate node C. The detailed steps of the pro-
tocol are in Sec. III B. It turns out that it suffices
to consider x = 12 in the current setting, since other
values of x are inferior compared to x = 12 .
Protocol 2.1.a(x). Same as the Protocol 2.1(x)
except that the ancilla a for system A is on the in-
termediate node C, while the ancilla b for system B
is at the end node B.
Protocol 2.1.b(x). Same as the Protocol 2.1(x)
except that the ancilla b for system B is on the in-
termediate node C, while the ancilla a for system A
is at the end node A.
In this paper we leave out the detailed description
and analysis of the above two protocols, since the
best total time we could obtain is not better than
that of Protocol 2.1(12 ). Similarly, for the Protocols
73 through 6, there are similar variants with one re-
peater node, and we shall also leave out the detailed
description and analysis of those protocols, since the
best time we could obtain is not better than the case
that the ancillary systems a and b are both in the
node C.
Protocol 2.2(x1, x2). The unitary U is the same
as in the Protocol 2, but there are two intermediate
nodes C1 and C2, which are on the line AB and
are at distances x1L and x2L from A, respectively,
where 0 < x1 < x2 < 1. The ancillae a and b are
located at C1 and C2, respectively. We shall consider
all possible choices of (x1, x2) and find the choice
with the smallest total time cost.
In the modified protocols above, we often pre-
pare entangled states shared between neighboring
nodes, and the preparation time for such entangle-
ment is counted in the total time. For the Protocols
3 through 6, some variants analogous to the defini-
tions above can be defined and will be discussed in
this paper, and we abbreviate the definitions here.
In addition, we may consider the following variant
for Protocols 3 through 6. We take Protocol 3 as an
example, and the corresponding variants of Protocol
4 through 6 are similarly defined.
Protocol 3.3(16 ,
1
2 ,
5
6). We choose to discuss
this special case instead of the general Protocol
3.3(x1, x2, x3). This protocol is similar to the Pro-
tocol 3.1(12 ) but there are three intermediate nodes
C1, C2, C3. The ancillae a and b are located at the
middle node C2. The C1 and C3 act as relays for
sending information from A or B to C2, and are lo-
cated at L6 distance from the nearest end node.
Protocols 7.2(x1, x2). Two repeater nodes C1
and C2 are on the line AB and at distances x1L and
x2L from A, respectively.
Protocol 8.1(x). An intermediate node between
A and B is added to the settings in Protocol 8. Ac-
tually we have not found an exact protocol under
this setting that works for the generic choice of the
target unitary with less time cost than Protocol 8,
but if the angle of rotation in the target unitary is in
some special set, or if approximate implementation
is allowed, then a protocol is possible, and it will
be presented in Sec. III B. It suffices to consider the
case x = 12 as other choices of x are worse.
Protocols 8.2(x1, x2) and 8.3(x1, x2, x3). Sim-
ilarly, we consider these protocols only under the
restriction that the angle of rotation in the target
unitary is in some special set. We shall consider
special choices of the repeater locations and remark
on their optimality.
In actuality there may be more than three inter-
mediate nodes, but we do not consider that for now,
and this is partly justified by the following consid-
erations: Theoretically, adding more repeater nodes
would shorten the time needed to send photons to
the nearest repeater node, thus reducing the time
for entanglement generation, but the reduction in
time as a fraction of the total time consumption of
the protocol is not very large, while more local gates
and measurements associated with the presence of
more nodes can introduce more errors.
B. Analysis of the protocols
Model for entanglement generation. We use
the process in [27] for generating entanglement be-
tween two matter qubits at neighboring nodes a and
b (we use small letters to mean generic nodes and
to distinguish from the end nodes A and B), but
we idealize the scheme to temporarily ignore the de-
coherence in the local systems, while the error in
channel transmission is still considered. The pro-
cess is as follows: The node a generates a photon,
and sends it through the circuit shown in Fig. 2(b)
of [27], so that it may interact with either one of two
matter qubits depending on the path it takes. The
which-path information is erased because of the way
the detector is set up. If there is a detector click,
then we know that there is entanglement generated
between the matter qubits at a and b. It can be
regarded as maximally entangled due to the follow-
ing reasoning. In the current case of photonic chan-
nels, the error can be modeled as of two types: the
loss error and phase error. The loss error is unim-
portant because we postselect on the cases when a
photon hits the detector shown in Fig. 2(b) of [27].
The phase error refers to the relative phase between
the polarization states in each path that the photon
may travel through. But, note that the main (non-
local) part of the two paths can be actually put in
the same optical fiber, which implies that the phase
error in the two paths would be almost identical.
And it is the difference between the phase errors in
the two paths that would affect the final entangled
state of the matter qubits, hence the phase error is
also not important here. Thus, the scheme in [27]
is resilient to both the photon loss and phase errors.
(As stated above, we temporarily ignore the errors
from local decoherence effects of the matter qubits;
this can be justified by that such error is related to
the time of entanglement generation, thus, it is of
the same order as other decoherence errors in the
whole quantum network in which our target unitary
is to be applied to two of the nodes. Such errors will
not be ignored if we do a complete error analysis of
the whole quantum network after performing one or
more unitaries, but for the current purpose of calcu-
lating the total time without blowing up the error
rate, it can be temporarily ignored.)
Given the considerations about the physical model
above, what we will actually use in this paper is
the following abstract model: some photons are sent
8from a to b with possible interactions with matter
qubits on the two nodes; some maximally entangled
pairs of matter qubits are generated but the entan-
glement fails to be generated in some other pairs, at
the photons’ planned arrival time at node b; at that
particular time, only the party at b knows which
matter qubits on b are successfully entangled with
some system in a, and both parties at a and b know
the correspondence relation of the matter qubits on
the two nodes, i.e., which qubits are planned to be
entangled; then, the party at b sends classical signals
to node a so that the party at a knows which matter
qubits are entangled with matter qubits on b. Since
in practice we can only use finitely many identical
copies of the above setup to generate entanglement
(effectively using many ancillary systems for one in-
put system), the entanglement generation may fail
at times. Let us denote by p the probability that all
required entangled states are successfully generated
in a given nonlocal unitary protocol. By choosing
enough copies of local setups, the p can be made
to be near 1 for any fixed finite set of nonlocal uni-
tary protocols on input systems of fixed sizes. The
overall operation implemented after one run of the
protocol is in general a quantum operation (i.e., a
completely-positive trace-preserving map) that ap-
proximates the ideal quantum operation correspond-
ing to the target unitary. The error in the approxi-
mate implementation would be smaller and smaller
if we increase the number of local setups. In the
limit of an infinite number of local setups for gener-
ating entanglement, the unitary would (ideally) be
implemented exactly. In the rest of the paper, the
time of protocols or procedures always refers to the
time under such idealized scenario.
The process of generating entanglement as men-
tioned above requires time
l
c
+
l
c
=
2l
c
, (6)
where l is the distance between a and b, and the c
is the speed of light. The first lc in (6) is for photon
transmission, and the second lc is for the node a to
be notified of the success by means of a classical
message from b to a. In the protocols below, the
second time period of length lc is often arranged to
coincide with other processes in the protocol in order
to save time.
Protocol 1: The entanglement generation pro-
cess needs time 2Lc . It has two parts: first, some
photons are sent from B to A and interacts with the
matter qubits to generate entanglement, then some
classical signals are sent from A to B to indicate
which pairs of matter qubits are entangled success-
fully (this would be called to confirm entanglement
later). Teleportation of system A to the B side
requires time Lc , but that could coincide with the
above process of confirming entanglement. Then,
the target unitary U is performed locally on B, and
local gates are assumed to take no time. Finally, the
teleportation of one system back from B to A with
the help of previously established entanglement also
requires time Lc . The total time is
3L
c .
Protocol 1.1: The first part of the entanglement
generation process is sending photons from the mid-
dle node C to the end nodes A or B, which takes
time L2c . The messages for confirming entanglement
would be sent along with other messages in the tele-
portation from A or B to C. This teleportation step
takes time L2c . The unitary U is done on the C. Fi-
nally, teleporting back the systems to A and B using
prior established entanglement also requires time L2c .
The total time is 3L2c .
Before we look at the Protocols 1.2(x1, x2) and
1.3(x1, x2, x3) in general, we first look at their spe-
cial cases.
Protocol 1.2(15 ,
3
5): We first generate the entan-
glement between C1 and an ancilla on node A, and
also between C2 and an ancilla on node B. The first
part of the entanglement generation process is send-
ing of photons from C1 to node A, and from C2 to
node B (the latter takes longer time). The second
part of the entanglement generation is confirming
entanglement, which coincides with the sending of
classical messages in the teleportation of input states
of A to C1, or from B to C2. The AC1 part of the
above process takes time 2L5c , while on the part on
BC2 would take time
4L
5c which would partially over-
lap with the later steps below. The entanglement
between C1C2 is also generated but not confirmed
yet during the first time period of 2L5c . Then, we
carry out the teleportation of the state at C1 (which
is now the same as the original input state of A) to
C2, together with classical communication from C1
to C2 for confirming entanglement. This takes time
2L
5c . After that, the state teleported from B would
have just arrived at C2. Then the unitary U is car-
ried out locally at C2, and the systems belonging
to A and B are teleported back, using entanglement
created during previous time periods. This last time
period is of length 3L5c . The total time needed is
7L
5c .
Protocol 1.3(16 ,
1
2 ,
5
6): We first generate the en-
tanglement between C1 and an ancilla on node A,
and also between C3 and an ancilla on node B. The
first part of the entanglement generation process is
sending of photons from C1 to node A, and simul-
taneously from C3 to node B. The second part of
the entanglement generation is confirming entangle-
ment, which coincides with the teleportation (of the
input states) from A to C1 and simultaneously from
B to C3. The above steps take time
L
3c . The en-
tanglement between C1C2 and between C2C3 is also
generated but not confirmed during the above time
period. Then we carry out the teleportation of the
states at C1 and C3 to C2, which coincides with
9confirming entanglement on C1C2 and C2C3. This
takes time L3c . Then the unitary U is carried out
locally at C2, and the systems belonging to A and
B are teleported back, using entanglement created
during previous time periods. This last time period
is of length L2c . The total time needed is
7L
6c . The
location of nodes and the flow of information of this
protocol are illustrated in Figs. 1(d) and 1(e).
As mentioned in Sec. I, the information flow in this
protocol is typical of the types of protocols that we
consider, and thus we review it here. The informa-
tion about the input system at each one of the two
end nodes is teleported in several steps to a “middle”
node (it is exactly at equal distances to the two ends
in this example, but generally does not have to be
the middle one either in terms of spatial locations
or in terms of number of nodes) through an array
of repeaters with the help of pairwise entanglement
between neighboring nodes (which is prepared in an
early stage of the protocol or sometimes in parallel
with some other steps in the protocol), then the tar-
get unitary is performed at the “middle” node, and
then the states belonging to each of the two output
systems are teleported to the respective end node.
Thus, we see that only the one repeater located at
the “middle” needs to perform more complex opera-
tions than what the usual repeaters do in preparing
long-range entanglement.
Protocols 1.2(x1, x2) and 1.3(x1, x2, x3) with
generic choices of x1, x2, x3: If the steps of the
protocols are similar to the special cases above, the
time cost of the generic cases is the same as the corre-
sponding variants of Protocol 3. When the operators
VA(f) and TB(f) defined in Protocol 3 are chosen as
generalized Pauli operators and the group G chosen
to be of size d2Ad
2
B , not only is the total time cost
the same, but the total entanglement cost (required
number of photons) differ by at most a factor of four
(with the cost in variants of Protocol 3 larger than
that in the variants of Protocol 1). The Protocol
3 is more general in the sense that the group G is
not limited to the generalized Pauli group, and for
special classes of unitaries U with sufficiently small
G, the entanglement cost of the variants of Proto-
col 3 could be smaller than the corresponding vari-
ants of Protocol 1 by an arbitrarily large factor. We
leave out the analysis of time cost with the generic
choices of repeater positions here, since that is com-
pletely isomorphic with the corresponding cases for
variants of Protocol 3. Protocol 1.2(15 ,
3
5 ) is opti-
mal for two repeater nodes, for reasons similar to
the analysis later for Protocol 3.2(x1, x2). In the
case of three repeater nodes, Protocol 1.3(16 ,
1
2 ,
5
6 )
is optimal among the protocols with similar steps
but different repeater locations, but there might be
a protocol satisfying the same constraints but with
entirely different internal mechanism and less total
time cost.
Protocol 2: We show the circuit in Fig. 2 which
is from [19]. This is partly for the current analy-
sis, but also partly for helping the analysis in the
variants of Protocol 2 and even those of Protocols 3
through 6 below. Assume the ancillae a and b are
(nearly) at the locations of the input systems A and
B, respectively. The first part of the entanglement
generation process (sending photons from party B to
party A) takes time Lc , and the second part which is
confirming entanglement is in parallel with the send-
ing of classical messages from party A to party B in
the controlled unitary protocol, which takes time Lc .
The last part of the protocol, which involves send-
ing a classical message from party B to party A, also
takes time Lc . The total time is
3L
c .
Protocol 2.1(12): The protocol is based on Pro-
tocol 2. Entanglement is to be generated for doing
the controlled-Xj gate on Aa. The first part of the
entanglement generation process (sending photons
from the middle node C to A) takes time L2c . The
generated entangled state is on two extra ancillary
systems different from A and a. The second part of
the entanglement generation process coincides with
the sending of classical messages from A to C in the
protocol for performing the controlled-Xj gate (with
A being the control), which takes time L2c . The last
part of the protocol for performing the controlled-
Xj gate on Aa also takes time L2c . This last step
could coincide with the first half of the time period
to perform the controlled-Vj gate on bB. The en-
tanglement generation between bB could be done in
parallel with the previous steps. The controlled-Vj
gate on bB using prior established entanglement con-
sumes time 2 L2c =
L
c . Then, the b is measured, and
the classical outcome is sent to A, which takes time
L
2c . The total time is
5L
2c .
Protocol 2.2(x1, x2): The analysis is in Ap-
pendix B. It is shown there that the choice of (x1, x2)
with the shortest total time is (17 ,
3
7 ). In the follow-
ing we describe the protocol in this special case.
Protocol 2.2(17 ,
3
7): Entanglement needs to
be generated on AC1 in order to carry out the
controlled-Xj gate on AC1. The first part of the
entanglement generation process (sending photons
from C1 to A) takes time
L
7c . The second part (to
confirm entanglement by sending classical messages
from A to C1) coincides with the sending of classical
message from A to C1 in the controlled unitary pro-
tocol on AC1, which takes time
L
7c . The first part of
entanglement generation between C1 and C2 takes
time 2L7c , thus it could coincide with the time periods
of the two previous steps. After measurement on C1,
the sending of the measurement outcome from C1 to
C2, together with the second part of the entangle-
ment generation on C1C2, takes time
2L
7c . The first
part of the entanglement generation on C2B takes
time 3L7c , which could be contained in the time in-
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FIG. 2. The circuit diagram from [19] for implementing a bipartite controlled unitary on AB of the form (1). In the
variants of Protocol 2 and also some other protocols in this paper, this circuit serves as a primitive, with the A and
B in the figure representing the two systems where a controlled unitary (not necessarily the target unitary, but could
be some auxiliary gate in a protocol) is performed on.
terval for above steps. The second part (to confirm
entanglement) could be contained in the time inter-
val for the protocol of implementing the controlled-
Vj gate on C2B using entanglement on C2B. Such
protocol on C2B consumes time 2
4L
7c =
8L
7c . Then,
the C2 is measured, and the classical outcome is
sent to A, which takes time 3L7c . The total time is
2L
7c +
2L
7c +
8L
7c +
3L
7c =
15L
7c .
Thus, among the variants of Protocol 2 with
two repeater nodes, the Protocol 2.2(17 ,
3
7 ) has the
smallest time cost 15L7c . On the other hand, if there
is only one repeater node, the Protocol 2.1(12 ) has a
time cost of 5L2c , larger than the
3L
2c for Protocol 1.1,
but the entanglement cost (the required number
of photons) here could be much less than that of
Protocol 1.1 for the same controlled unitary U ,
when the projectors Pj in (1) are of high rank, or
when dB is large.
Protocol 3: Since this protocol is to be reused
many times in this paper, and the paper [19] only
shows a reduced version of the circuit, we show the
complete circuit in Fig. 3, which also appears in [20].
We consider the generic case, that is, not using
the fast protocols in [20] which works for some of the
unitaries of the current form. The first part of the
entanglement generation process (sending photons
from B to A) takes time Lc , and the second part
coincides with the sending of classical messages from
A to B, which takes time Lc . The last part of the
protocol, which involves sending a classical message
from B to A, also takes time Lc . The total time
needed by the protocol is 3Lc .
Protocol 3.1(12): The local systems a and b at
the middle node C are initially in a maximally en-
tangled state as required by Protocol 3. The entan-
glement between the middle node C and the two
end nodes A, B are created in order to perform
the controlled-VA(f) gate on aA and the controlled-
TB(f) gate on bB using the usual protocol for Proto-
col 4, where a and b are the controls. Denote the en-
tangled systems as ef and gh, where e is on A, f and
g are on C, and h is on B. The reason why Proto-
col 4 is good for implementing the controlled-VA(f)
[and controlled-TB(f)] gate is because the {VA(f)}
[and the {TB(f)}] is a projective representation of
a group. The first part of the process of creating
such entanglement is by sending photons from the
middle node to the end nodes, and it takes time L2c .
The second part is confirming entanglement, which
coincides with the sending of classical messages from
the end nodes to the middle node in the usual pro-
tocol for Protocol 4, and takes time L2c . The second
part of the usual protocol for Protocol 4 involves
sending classical messages from the middle node to
the end nodes, and this could coincide with the last
step of the main protocol which also sends classical
messages from the middle node to the end nodes,
after suitable local operations on a and b are done.
The local operations involve measuring the a in the
Fourier basis and performing corresponding phase
corrections on b, and performing a Cˆ gate (refers
to the group circulant matrix C in the protocol for
the double-group type of protocol in [19], same be-
low) on b, and measuring b in the standard basis.
The time cost for the local operations is ignored,
and the last step of communication takes time L2c .
Finally, some local gates are performed on A and B
according to the received classical messages from the
middle node. The total time needed is 3L2c .
In Protocol 3.1(12 ), the parameters c(f) in the ex-
pression of U only enter through the operations at
the middle node, but the operations on A and B still
depend on the group G and the forms of VA(f) and
TB(f). In this sense, the unitary U is to some degree
remotely determined by the middle party. This has
some resemblance to the remote single-qubit unitary
of Protocol 8. One might even say that the Protocol
3.1(12 ) implements a more complicated version of a
remote unitary: the unitary is on two parties and
determined by a third party on the middle node,
while the unitary in Protocol 8 is a local unitary
determined by another party.
Protocol 3.2(x1, x2): Since there are a few dif-
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FIG. 3. The circuit diagram for implementing a bipartite unitary on AB of the form (2). It is used for Protocol 3
(and thus illustrates the main structure of the variants of Protocol 3). The gate C is denoted as Cˆ in the text to
distinguish from the node C, such as in the analysis of Protocol 3.1( 1
2
).
ferent cases, we illustrate the cases by some partic-
ular choices of (x1, x2) first, and then consider the
generic case.
Protocol 3.2(13 ,
2
3): We first generate the entan-
glement between an ancilla called a′ on node C1 and
an ancilla on node A, and also between an ancilla
called b′ on node C2 and an ancilla on node B. The
first part of the entanglement generation process is
sending of photons from node C1 to node A, and
from node C2 to node B. The second part of the
entanglement generation process coincides with the
sending of classical messages (from A to C1, and
from B to C2) in the first communication step in
the protocol for the controlled-VA(f) [or controlled-
TB(f)] gate, which uses the usual protocol for Proto-
col 4. The above steps take time 2L3c . Let a and b be
some other ancillae on C1 and C2, respectively. The
entanglement between a and b is also generated dur-
ing the above time period. Then, we continue to
implement the controlled-VA(f) [controlled-TB(f)]
gate on a and A (b and B), by doing suitable local
operations on node C1 (C2). Then some local mea-
surement is performed on a, with the outcome sent
classically to node b, taking time L3c . In this time
period the last communication step of the protocol
for the controlled-VA(f) [or controlled-TB(f)] gate,
i.e. sending messages to A (B) is finished. Then
a local correction is done on b according to the re-
ceived message from a, and the gate Cˆ is done on b,
followed by a computational basis measurement of
b, and the outcome is sent to both A and B, taking
time 2L3c . The protocol is completed by doing lo-
cal unitary corrections at A and B. The total time
needed is 5L3c .
Protocol 3.2(15 ,
3
5): The steps are similar to
those in Protocol 3.2(13 ,
2
3 ). The first and second
time periods are both of length 2L5c . And during this
combined time period of 4L5c , the entangled state be-
tween b′ at C2 and an ancilla at B is established,
and the first half of the procedure for performing
the controlled-TB(f) gate using the usual protocol
for Protocol 4 is completed. Some local measure-
ment is performed on b and b′ which are both at
node C2. Then the outcome of the measurement on
b′ is sent to B in parallel with the sending of the
measurement outcome of b to the two end nodes.
The final time period is of length 3L5c , since the b
is 3L5 from A and only
2L
5 from B. The total time
needed is 7L5c .
Generic choices of (x1, x2) for Protocol
3.2(x1, x2). The analysis is in Appendix B, since
this part is long and only serves to show why Proto-
col 3.2(15 ,
3
5 ) has the smallest total time cost among
all choices of (x1, x2) under our type of protocols.
Protocol 3.3(16 ,
1
2 ,
5
6): This protocol is very
much like Protocol 3.1(12 ). The first and last in-
termediate nodes C1 and C3 act as relays to reduce
the total time consumption. Initially, the systems
a and b on C2 are locally maximally entangled ac-
cording to the requirement in the Protocol 3. To
establish entanglement between neighboring nodes,
some photons are sent from C1 to A and from C2
to C1, and also from C2 to C3 and from C3 to B.
Then some classical messages are sent from A to
C1, and from B to C3, to indicate which atoms had
been entangled, as well as to send the classical mes-
sages required in the protocol for implementing the
controlled-VA(f) [controlled-TB(f)] gate where the
control is by system a at C2 (system b at C2). The
above steps take time L3c . At the end of this time
period, some photons from C2 would have arrived
at both C1 and C3. Then the state of e (f) is tele-
ported to C2 using the entanglement between C1C2
(C2C3), together with classical messages indicating
which atoms had been entangled. This takes time
L
3c . Denote the teleported system for e and f as e
′
and f ′, respectively. At the middle node C2, some
local operations for the controlled-VA(f) [controlled-
TB(f)] gate are done, with measurement outcomes
to be sent to the relevant end node (A or B) together
with the measurement outcome of b described be-
low. Then local operations on C2 according to some
12
steps in the original Protocol 3 are performed: the
a is measured in the Fourier basis, with a phase cor-
rection on b, and a Cˆ gate is performed on b, and
then b is measured in the computational basis, and
the results are sent to A and B. The sending of mea-
surement outcomes on b, e′, and f ′ to the end nodes
takes time L2c . Finally local unitary corrections are
performed on A and B. The total time needed is
L
3c +
L
3c +
L
2c =
7L
6c . The location of nodes and the
flow of information of this protocol are illustrated in
Figs. 1(d) and 1(e). The same figures also illustrate
Protocol 1.3(16 ,
1
2 ,
5
6 ). The only differences are in the
local operations (including the use of local ancillas),
and the type of information being sent: in Protocol
1.3(16 ,
1
2 ,
5
6 ), the whole quantum state was being sent
through teleportation, but here the information be-
ing sent is some particular type of information about
the input quantum state.
Therefore, among the above variants of Protocol
3 with up to three repeater nodes, the Protocol
3.3(16 ,
1
2 ,
5
6 ) has the smallest time cost, which is
7L
6c .
Among the variants of Protocol 3 with at most
two repeater nodes, the Protocol 3.2(15 ,
3
5 ) has the
smallest time cost which is 7L5c . When there is
only one repeater node, the Protocol 3.1(12 ) has a
time cost of 3L2c . This can be compared to
5L
2c for
the variants of Protocol 2 with one repeater node.
The difference arises because in (1), the Vj do not
generally form a (projective) representation of a
group. The latter is also the reason we do not have
a variant of Protocol 2 that is similar to Protocol
3.3(16 ,
1
2 ,
5
6 ).
Protocol 4: We consider the generic case, that
is, not using Protocol 5 which works for some of the
unitaries of the current form. The protocol is illus-
trated in Fig. 4. The systems a and A are both
located at the end node A, and the systems b and
B at the end node B, hence the time needed by
the protocol is 3Lc , by using the same operating se-
quence as Protocols 2, just with the local gates and
measurements changed.
The variants of Protocol 4 can also be carried out
using similar procedures as those for the variants
of Protocol 2, but there are a few differences: The
first controlled gate is controlled from a rather than
A, and this does not affect the time for completing
such gate. The entanglement generation process on
aA is such that photons are sent from A to a first,
before the classical signals for confirming entangle-
ment; and then the basic controlled unitary proto-
col (Protocol 2) is used to implement the controlled
gate on aA with a as control, so the directions of the
two stages of classical communication are opposite
to those in the corresponding variant of Protocol 2.
The M gate is to be carried out using Protocol 1,
using the same amount of time as the correspond-
ing controlled gate on bB in Fig. 2. The total time
needed is the same as the corresponding variant for
Protocol 2.
Thus, among the variants of Protocol 4 with up
to two repeater nodes, the Protocol 4.2(17 ,
3
7 ) has the
smallest time cost, which is 15L7c .
Protocol 5: If the Protocol 3 is used to imple-
ment U , it takes time 3Lc . Alternatively, we can
prepare the entangled state without any repeaters,
and it takes time 2Lc (including the time to transmit
photons in one direction and sending classical sig-
nals in the other direction), and then the fast proto-
col shown in Fig. 5 needs time Lc . So the total time
is 3Lc for both methods.
Protocol 5.1(12): By using Protocol 3.1(
1
2 ), the
time is 3L2c . It appears that the fact that U fits the
fast unitary form is not useful here.
Protocol 5.2(13 ,
2
3): The first steps are the same
as in Protocol 3.2(13 ,
2
3 ), up to the time
2L
3c . The en-
tanglement between a and b [as defined in Protocol
3.2(13 ,
2
3 )] is prepared by then. Some local operations
are done on C1 and C2, including the gate Cˆ on b.
Then the a and b are measured in some suitable lo-
cal bases simultaneously, and the outcomes are sent
classically to both end nodes A and B. During this
last time period of 2L3c , the first half of it coincides
with the last part of the message sending from a
to A and from b to B in the procedure for imple-
menting the controlled-VA(f) [or controlled-TB(f)]
gate. Some local unitary corrections on A and B
are performed at the end. The total time needed is
4L
3c . This means that for the same unitary, the cur-
rent protocol is better than Protocols 1.2(15 ,
3
5 ) and
3.2(15 ,
3
5 ) in terms of time cost, but not necessarily
in terms of entanglement cost, as the latter depends
on how large the group G is compared to the size
of the input systems. The location of nodes and the
flow of information of this protocol are illustrated in
Fig. 1 (f)(g).
Protocol 5.2(15 ,
3
5): The steps in Protocol
3.2(15 ,
3
5 ) gives total time
7L
5c . It appears that the
fact that U fits the fast unitary form is not useful
here.
Protocol 5.3(16 ,
1
2 ,
5
6): The procedure is the same
as that in Protocol 3.3(16 ,
1
2 ,
5
6 ), and the total time
is 7L6c .
Thus, among the above variants of Protocol 5, the
Protocol 5.3(16 ,
1
2 ,
5
6 ) has the smallest total time cost,
which is 7L6c . But among the protocols which use at
most two repeater nodes, Protocol 5.2(13 ,
2
3 ) is the
best which takes time 4L3c .
Protocol 6: As mentioned previously, in the
case of fast controlled-Abelian group protocol in [20,
Sec. II], the U is equivalent under local unitaries
to the form of (5), thus can be implemented using
the Protocol 5. The best variant with the smallest
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FIG. 4. The circuit diagram from [19] for implementing a bipartite unitary on AB of the single-group form (4). It is
used for Protocol 4.
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FIG. 5. The circuit diagram from [20] for implementing a bipartite unitary on AB of the double-group form (2) using
the fast double-group protocol (Protocol 5).
total time and only two repeater nodes is Protocol
5.2(13 ,
2
3 ) which has total time cost
4L
3c . For the more
general case of controlled-group unitary, we may use
a protocol called Protocol 6.2(13 ,
2
3 ) which is similar
to Protocol 5.2(13 ,
2
3 ), and is revised from the lat-
ter following the controlled-group protocol in [23].
[Among other changes, the controlled-VA(f) gate on
aA is replaced by the controlled-cyclic-shift gate on
Aa, where A is the control.] This protocol also takes
total time 4L3c . The controlled-group protocol in [23]
is shown in Fig. 6.
Thus, in general the controlled-group unitaries
can be implemented in total time 4L3c with two re-
peater nodes. The Protocol 6.2(13 ,
2
3 ) should fit the
same figures as Protocol 5.2(13 ,
2
3 ) does in Figs. 1(f)
and 1(g), but the interpretation of the flow of infor-
mation is somewhat different. With three repeater
nodes, a modified version of Protocol 5.3(16 ,
1
2 ,
5
6 )
could be used, with total time cost 7L6c . The modifi-
cation follows from the controlled-group protocol in
[23].
Protocol 7: Firstly prepare a maximally entan-
gled state without any repeaters, and it takes time
2L
c (including the time to transmit photons in one
direction and sending classical signals in the other
direction for confirming entanglement), and then the
main steps of the fast protocol needs time Lc . So the
total time cost is 3Lc .
Protocol 7.2(13 ,
2
3): Firstly, the entanglement
between A and C1, and between B and C2 are pre-
pared. The time for transmitting photons from C1 to
A (from C2 to B) takes time
L
3c . The step for con-
firming entanglement is then done in parallel with
teleporting the input state on A (respectively, B) to
C1 (respectively, C2). This also takes time
L
3c . By
then, the total time from the start is 2L3c , so the en-
tanglement between C1 and C2 could be established
and confirmed. Then the original type of fast pro-
tocol in Protocol 7 is used to implement the unitary
in the fast manner on C1C2, which takes time
L
3c .
Then the output systems are teleported back to A
and B in time L3c . The total time cost is
4L
3c . If
the original protocol without repeaters implements
U approximately, then the current variant is also an
approximate protocol. It can be determined that the
choice of the locations for the two repeaters here is
optimal. We abbreviate the detailed reasoning since
it is similar to the analysis for other protocols with
two repeater nodes discussed previously.
Protocol 8: The original protocol in [8, Fig. 3]
requires 1 ebit of entanglement and also the sending
of classical information in two directions which are
not at the same time, using total time 3Lc if the time
for preparing entanglement is counted in (which par-
tially overlaps with the later part of the protocol).
Protocol 8.1(12): It is unknown if using one re-
peater node at the middle would improve the time
cost compared to Protocol 8, when the angle of ro-
tation in the target unitary is unrestricted. But
when the rotation angle θ in the target unitary
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FIG. 6. The circuit diagram from [23] for implementing a controlled-group unitary U on AB. The unitary U is of
the form (1) but with the Vj forming a subset of a projective representation of a finite group. It is used for Protocol
6.
U = diag(eiθ, e−iθ) is pi/2N for some positive integer
N , we may use the following method to exactly im-
plement U , which acts on Bob’s input data qubit. It
works similarly with θ = qpi/2N , where q is an odd
integer. The protocol satisfies that the information
about the θ is only in the initial states prepared by
Alice and not in the local gates performed after the
protocol begins. The steps are as follows:
1. Alice locally prepares N two-qubit maxi-
mally entangled states of the form 1√
2
(ei2
k−1θ|00〉+
e−i2
k−1θ|11〉), where k = 1, 2, . . . , N . In the par-
ticular case q = 1, it is 1√
2
(eipi/2
N−k+1
|00〉 +
e−ipi/2
N−k+1
|11〉). We ignore the amount of time for
preparing such state.
2. Some photons are sent from the middle node C
to A and B for the purpose of establishing entan-
glement between AC and between BC. This takes
time L2c .
3. Alice teleports the N two-qubit states to C us-
ing established entanglement between AC, together
with some classical signals to C indicating which of
C’s qubits had been entangled to Alice’s (now con-
sumed) qubits successfully. At the same time, Bob
does some local operations including a measurement
and sends the measurement outcome to C, as in the
circuit in [8, Fig. 3]. Along with this message are
some classical signals to C indicating which of C’s
qubits had been entangled with Bob’s qubits suc-
cessfully (some of the entanglement is consumed by
now but some is to be used for step 5). This takes
time L2c . Now some type of (but not all) information
about Bob’s input data qubit is on the node C.
4. The gate Ucom in [8, Fig. 3], which is U =
diag(eiθ, e−iθ) in our setting, is carried out using
the following means: it may have up to N steps,
but may terminate early depending on the interme-
diate measurement results. This procedure can be
viewed as the single-party version of that in [28].
At the k-th step (1 ≤ k ≤ N), we apply a circuit
similar to the usual teleportation circuit, but with
the entangled state being the k-th two qubit state
prepared in step (1). This circuit in the k-th step
can also be viewed as a modified version of the gate
teleportation circuit in [24, Fig. 4], with the entan-
gled state of the specific form as described above,
but with the final corrections changed to the usual
corrections in teleportation (XjZj
′
up to a global
phase, where j, j′ ∈ {0, 1}). Depending on the out-
come of the measurements, one of the two single-
qubit gates is carried out with probability 12 each:
Vk = diag(e
i2k−1θ, e−i2
k−1θ) or V ′k = V
†
k . If V1 were
carried out, the process terminates. Otherwise, V ′1
were carried out on the local qubit on C, and we
need to apply V2 to correct for that, but if the V
′
2
is actually implemented in the second step, we then
need to continue to do step 3, and again it succeeds
with probability 12 , and in case of failure we pro-
ceed to the fourth step, and so on. At the N -th
step, VN = diag(e
iqpi/2, e−iqpi/2) and it differs from
V ′N only by a global phase (−1), and such phase
can be corrected if needed. Thus the desired gate
corresponding to Ucom in [8, Fig. 3] is always imple-
mented successfully. We ignore the time for doing
these local operations on the middle node C.
5. The remaining part of the circuit in [8, Fig. 3]
(the part in the G2 box) is carried out on the par-
ties C and B, using entanglement between C and
B prepared previously, and the output single qubit
state is on B. This takes time L2c .
The overall time needed is 3L2c , which is half of
that needed by Protocol 8. For other values of θ, we
may approximate it by qpi/2N for some integers N
and q, but then the implementation of the unitary
would be approximate.
Protocol 8.2(15 ,
3
5): Again, the following proce-
dure implements U exactly when θ = qpi/2N where
N is a positive integer, and q is an odd integer, and
it implements U approximately for other values of
θ. The states containing the information about θ
are sent to the second repeater node C2 with the
help of the first repeater node C1 acting as a relay.
Some information about the state on the input B is
15
sent to C2 in a similar way as in Protocol 8.1(
1
2 ),
after entanglement is prepared between C2 and B.
And after some local operations on C2, the infor-
mation is sent back to B again using entanglement
between C2 and B. The timings are similar to those
in Protocols 1.2(15 ,
3
5 ) and 3.2(
1
5 ,
3
5 ). The total time
needed is 7L5c . This time cost is optimal among dif-
ferent choices of repeater positions (x1, x2) when the
protocol uses the above steps.
Protocol 8.3(16 ,
1
2 ,
5
6): Similarly, the following
procedure implements U exactly when θ = qpi/2N
where N is a positive integer, and q is an odd in-
teger, and it implements U approximately for other
values of θ. The states containing the information
about θ are sent to the node C2 with the help of
the node C1 acting as a relay. Some information
about the state on the input B is sent to C2 with
the help of C3 as a relay. And after some local op-
erations on C2, the information is sent back to B
again using entanglement between C2 and B. The
timings are similar to those in Protocols 1.3(16 ,
1
2 ,
5
6 )
and 3.3(16 ,
1
2 ,
5
6 ). The total time needed is
7L
6c . This
time cost is optimal among different choices of re-
peater positions (x1, x2, x3) when the protocol uses
the above steps. But we do not rule out the possi-
bility that the task could be carried out through a
different procedure with less total time cost.
C. The minimum total time with given
number of repeater nodes
The results of the previous subsection, together
with some extra discussion of the simple case of no
repeater nodes, and the cases of approximate im-
plementation, are summarized in the following four
points.
(i). For implementing a general unitary U on AB,
without using any intermediate nodes, the total time
needed is 3Lc under Protocol 1. There appears to
be no other exact implementation scheme with a
shorter total time. On the other hand, if approxi-
mate implementation is allowed, we may first locally
encode the input state of one system (say A) such
that the code is resilient to loss errors, and then send
the encoded state through the channel, and do the
decoding and the unitary U on the receiving party,
and finally encode the transformed system A and
send it back through the channel. This takes time
2L
c but requires some large amount of local gates,
and has some probability of failure, which means
that the implemented quantum operation in the av-
erage case is approximately the quantum operation
EU : ρ→ UρU
†.
(ii). If one repeater node can be used, the Proto-
col 1.1 uses total time 3L2c . And this appears to be
optimal for exact implementation. If approximate
implementation is allowed, we may use Protocol 9,
which takes time only Lc but requires some large
amount of local gates, and has some probability of
failure, which means that the implemented quantum
operation in the average case is approximately the
quantum operation EU : ρ→ UρU
†. And Protocol 9
works under the assumption that the error rates in
the channels are such that there is positive quantum
capacity, unlike the case of other protocols where the
allowed error rates can be higher since we use posts-
election to generate entanglement and then use that
to teleport the quantum states.
(iii). If two repeater nodes can be used, the total
time cost could be 7L5c under Protocol 1.2(
1
5 ,
3
5 ) or
Protocol 3.2(15 ,
3
5 ) (the latter with a suitable choice
of the group and representation, as mentioned in
Sec. II). The required numbers of photons and mat-
ter qubits in the protocol are linear in the number
of input qubits. If the U can be written in the
fast double-group form or the controlled-group form,
with the group being finite, then the total time cost
is at most 4L3c , under Protocol 5.2(
1
3 ,
2
3 ) in the case of
fast double-group form, or Protocol 6.2(13 ,
2
3 ) in the
case of controlled-group unitaries. If U can be imple-
mented by any other exact fast protocol, then Pro-
tocol 7.2(13 ,
2
3 ) gives a total time cost of
4L
3c , which is
the same as Protocol 5.2(13 ,
2
3 ) or Protocol 6.2(
1
3 ,
2
3 )
above. Note that the entanglement cost is generi-
cally linear in the logarithm of the dimension of the
Hilbert space that the unitary acts on, which may
be different from (and often larger than) the cost for
a different unitary acting on the same space which
can be written in the fast double-group form or the
controlled-group form. This is because the entan-
glement cost in the double-group or the controlled-
group case is linear in the logarithm of the size of
the group, which may be much smaller than the di-
mension of the Hilbert space. For approximate im-
plementation, the Protocol 9 is already optimal in
time cost, since Lc is the minimum time to send a
message through distance L. So any more number
of repeater nodes cannot improve the time cost of
approximate implementation.
(iv). If three repeater nodes can be used, again
since any bipartite unitary can be expanded using
the double-group form with a group of size d2Ad
2
B ,
the total time cost could be 7L6c under Protocol
1.3(16 ,
1
2 ,
5
6 ) or 3.3(
1
6 ,
1
2 ,
5
6 ).
With more repeater nodes, a smaller time cost
could theoretically be achieved, but in practice, the
possible errors in the extra local gates and measure-
ments may reduce the benefit of the further small
savings in total time cost.
In the following we prove some lower bounds for
the total time needed for transmitting information
and implementing bipartite unitaries with the help
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of up to three repeater nodes. The upper bounds
stated above will also be combined into the results
below. We still use the same assumptions in Sec. II
which were for implementing unitaries. By “sending
information unambiguously,” we mean that the in-
formation is sent with probability p where 0 < p ≤ 1,
and in the case the information is not sent (which
happens with probability 1 − p < 1), the original
information is recovered on the original input loca-
tion, and there is a clear “flag” as a measurement
outcome in the protocol indicating which of the two
cases had happened. The term “sending classical in-
formation” means implementing a specified classical
information channel exactly with capacity strictly
greater than zero. This means sending a full bit is
not necessary. Similarly, “sending quantum informa-
tion” does not necessarily mean sending a full qubit
perfectly, but rather means implementing a specified
quantum channel exactly.
Lemma 2. Suppose Ts(K) is the minimum amount
of total time needed to send classical or quantum
information unambiguously through a lossy quantum
channel from A to B (which are of distance L apart)
with the help of K intermediate nodes. Then,
(i) Ts(0) =
2L
c .
(ii) Ts(1) =
4L
3c .
(iii) Ts(2) =
8L
7c .
(iv) Ts(3) =
16L
15c .
The proof is in Appendix C. Lemma 2 is about
the lower bounds for the total time, and the results
can be written as the formula
Ts(n) =
2n+1
2n+1 − 1
·
L
c
, n = 0, 1, 2, 3, (7)
but the proof also contains schemes that achieve
such lower bounds. By generalizing the type of
schemes in the proof, it is not hard to see that when
there are n intermediate nodes, an upper bound for
the total time for sending information unambigu-
ously through distance L is given by Eq. (7). This
quantity is equal to Lc plus the time for light to
travel from A to the nearest repeater node located
at 12n+1−1L from A for establishing entanglement
between these two nodes. We conjecture that this
is the minimum total time for any given integer n.
Combining Lemma 2 and the protocols analyzed
in this paper, we get Theorem 3. In this theorem,
the term unambiguous implementation of a bipar-
tite unitary means that the unitary is implemented
exactly with probability p where 0 < p ≤ 1, and in
the case the unitary is not implemented (which hap-
pens with probability 1− p < 1), the original input
state is recovered on the original input parties, and
the measurement outcome(s) in the protocol suffice
to determine which of the two cases had happened.
The background for introducing such definition is
as follows: there are approximate protocols of the
type of Protocol 9, which may take less total time
than the other protocols in this paper which gener-
ate entanglement first and then send the data states
by teleportation (called prepare-then-teleport proto-
cols below). Given Protocol 9, one may wonder why
we need to consider “unambiguous implementation”
at all, since practical applications probably only re-
quire approximate implementation. The answer is
that Protocol 9 is not suitable for the case that the
channels have very high error rates such that the
quantum capacity is zero. (Furthermore, sometimes
the quantum capacity of channels may even vary in
time due to attacks by other parties.) Thus, even
if practical applications only require approximate
implementation, the prepare-then-teleport protocols
would still be needed, and this falls under the cat-
egory of “unambiguous implementation.” In prac-
tice, there may be small errors in the prepare-then-
teleport protocols, in addition to detectable failure
events in entanglement generation which is already
allowed. We refer to such protocols as approxi-
mate prepare-then-teleport protocols. Such a pro-
tocol has the same time cost as the corresponding
exact version of the protocol. Thus, although The-
orem 3 is stated for the exact prepare-then-teleport
protocols, its practical usage is not mainly for this
case, but rather for the approximate prepare-then-
teleport protocols.
Theorem 3. Let T (K) be the minimum time that
is sufficient for unambiguous implementation of an
arbitrarily given bipartite unitary on systems A and
B of distance L, with the help of K repeater nodes.
Then
(i) 2Lc ≤ T (0) ≤
3L
c .
(ii) T (1) = 3L2c .
(iii) 5L4c ≤ T (2) ≤
7L
5c .
(iv) T (3) = 7L6c .
The proof is in Appendix D.
The results above about the total time for un-
ambiguous implementation of bipartite unitaries are
summarized in Table I, where n is the number of
intermediate nodes, and Ttotal is the shortest pos-
sible total time. The “Protocol” column lists the
protocol that achieves the upper bound in the pre-
vious column. The row labeled 2′ is for the unitaries
that fit the fast double-group form or the controlled-
group form with the help of two repeater nodes,
see the point (iii) near the beginning of this sub-
section. Not shown in the table are the bounds of
the time cost for a remote single-qubit unitary with
the help of up to three repeater nodes with certain
restricted parameter choices in the unitary, and the
upper bounds coincide with those in the correspond-
ing rows n = 0, 1, 2, 3. For such tasks with n > 0, the
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n Range of Ttotal Protocols attaining the upper bound
0 [2L
c
, 3L
c
] Protocol 1
1 3
2
L
c
Protocol 1.1
2 [ 5
4
L
c
, 7
5
L
c
] Protocols 1.2( 1
5
, 3
5
) and 3.2( 1
5
, 3
5
)
2′ [ 5
4
L
c
, 4
3
L
c
] Protocol m.2( 1
3
, 2
3
) with m = 5, 6, 7
3 7
6
L
c
Protocols 1.3( 1
6
, 1
2
, 5
6
) and 3.3( 1
6
, 1
2
, 5
6
)
TABLE I. A table showing the possible range of total
time cost for unambiguous implementation of bipartite
unitaries as a function of the number of repeater nodes n.
The lower bounds are the best values known but may be
improved. The protocols that attain the upper bounds
are listed. The row labeled 2′ is for the fast protocols
with two repeater nodes, see text for details.
upper bounds are attained by the variants of Proto-
col 8 in Sec. III B. The upper bound with n = 0
is attained by Protocol 8 itself. The lower bounds
coincide with the Ts(n) in Lemma 2, since informa-
tion needs to be sent in at least one direction in any
protocol for this task.
The following result shows that the total time cost
could approach Lc from above as the number of re-
peater nodes increases.
Proposition 4. Let k be a nonnegative integer.
(i) There is a protocol for implementing an arbitrary
bipartite unitary with the help of 2k + 1 repeater
nodes in total time
[
1 + 1
2(2k+1−1)
]
L
c .
(ii) There is a protocol for implementing an arbi-
trary bipartite unitary with the help of 2k repeater
nodes in total time
[
1 + 2
2k+2−3
]
L
c .
Proof. (i) The results for the cases k = 0 and
k = 1 are given by Protocol 1.1 and Protocol
1.3(16 ,
1
2 ,
5
6 ), respectively. We may extrapolate Pro-
tocol 1.3(16 ,
1
2 ,
5
6 ) by adding an even number of re-
peater nodes in a symmetric configuration. For ex-
ample, when there are 5 repeater nodes, they could
be at distances L14 ,
3L
14 ,
L
2 ,
11L
14 ,
13L
14 from A, respec-
tively. The total time cost is Lc plus the time for
light to travel from one end node to the nearest re-
peater node, which is L14c in this example. For gen-
eral k ≥ 2, and number of repeater nodes n = 2k+1,
we let the (k + 1)-th node be at exactly the middle
between the end nodes A and B, and choose the
distances between neighboring nodes from A to the
middle node to be xL, 2xL, 4xL, . . . , 2kxL, respec-
tively. The remaining nodes are placed at symmet-
ric locations (against the middle node). The total
time is the sum of the time for information from
A to the middle node which is (12 + x)
L
c , plus the
time for information to be sent back to A which is
L
2c . Thus, the total time cost is (1 + x)
L
c . From
2(1 + 2 + · · ·+ 2k)x = 1, we get x = 1
2(2k+1−1) , and
the total time is
[
1 + 1
2(2k+1−1)
]
L
c . [Note that ex-
trapolating Protocol 3.3(16 ,
1
2 ,
5
6 ) gives the same total
time cost, while the entanglement cost is generally
higher but could be smaller for special classes of U .]
(ii) The results for the cases k = 0 and k = 1
are given by Protocol 1 and Protocol 1.2(15 ,
3
5 ), re-
spectively. For general k ≥ 2, and number of re-
peater nodes n = 2k, we choose the distances be-
tween neighboring nodes from A to the (k + 1)-th
node (counted in the direction from A to B) to
be xL, 2xL, 4xL, . . . , 2kxL, respectively, and the dis-
tances between neighboring from B to the (k+1)-th
node to be yL, 2yL, . . . , 2k−1yL, respectively. The
time for the information about the input state at A
to reach the (k + 1)-th node is [1 + (1 + 2 + · · · +
2k)]xLc = 2
k+1xLc . The time for information about
the input state at B to reach the (k + 1)-th node is
[1 + (1 + 2 + · · · + 2k−1)yLc = 2
kyLc . We demand
that these two quantities should be equal. This im-
plies y = 2x. Then the spatial configuration of the
repeaters implies (2k+1 − 1)x+ (2k − 1)y = 1. Thus
x = 1
2k+2−3 . After the unitary U is done on the
(k+1)-th node, the parts of the output that belongs
to A or B are sent back to the respective end node.
This takes time (1+2+ · · ·+2k)xLc = (2
k+1−1)xLc .
The total time is [2k+1 + (2k+1 − 1)]xLc = (2
k+2 −
1)xLc =
2k+2−1
2k+2−3
L
c . This completes the proof.
D. Application to position-based quantum
cryptography
In the following, we discuss the cases of two and
three verifiers (“reference stations” in the language
of [9]) respectively. In the former case we shall dis-
cuss any number of repeater nodes owned by the
attacker, but in the latter case we only discuss a
special type of settings.
(A). Two verifiers.
The main observation in the previous literature
about the security of quantum position verification
is the following: With the fast but approximate uni-
tary protocols for generic bipartite unitaries [12, 13],
quantum position verification could be viewed as in-
secure (theoretically), when the attacker has only
two end nodes and no other nodes. The attacker
only has to perform such fast approximate proto-
col for implementing the bipartite unitary when the
states are intercepted by his two end nodes, and af-
ter doing a unitary, send the output states to their
destination locations. But this does not count in
the time for entanglement preparation by the at-
tacker, and another caveat is that the attacker would
need to use a large amount of entanglement, gener-
ically exponential in the sizes of the input quantum
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systems for fixed accuracy, which could be unreal-
istic. So, if such exponential entanglement cost is
indeed optimal, quantum position verification could
be regarded as secure for practical purposes, as com-
mented in [15].
The lower bounds for the time needed for im-
plementing bipartite unitaries in this paper have
immediate implications to position-based quantum
cryptography. We consider the one-dimensional
case of quantum position verification, which means
there are two reference sites (verifiers), and the
prover is on the line segment between them (see
the corresponding setting in [9]). We denote the
two reference sites as V1 and V2 and the prover as
P , where the letter V is for “verifiers”. The two
end nodes of the attacker are still denoted as A and
B. The implication to be stated below is under
the following assumptions (which are to be satisfied
simultaneously):
(1) The quantum channels between nodes are noisy,
but the local operations (including local quantum
gates and local measurements) are regarded as
having no errors and taking no time to implement,
and classical communication is error-free.
(2) The speed of light is uniform in the relevant
medium and is denoted as c.
(3) The attacker does not have prior knowledge
about the time of the actual run of the position
verification scheme, and all nodes of the attacker
are notified of the start of the position verification
scheme at the same time when the scheme starts,
i.e., when quantum states are sent out from one of
the verifiers.
(4) The quantum memories of all nodes of the
attacker have finite decoherence time.
(5) The authentic verifiers and prover can establish
entanglement regardless of a high loss rate in the
channel, by the postselection method in [27], and
they establish entanglement frequently at all times
to guard against decoherence, and so that the time
for establishing entanglement need not be counted
towards the operating time for (authentic) position
verification. The nodes of the attacker cannot do
the same, since frequent communication at all times
would mean that the activities are easily detected.
(6) There is a restricted region of radius δ centered
at the position of the prover in which no nodes of
the attacker can reside. (This is also assumed in
[9].)
(7) The nodes of the attacker, including the end
nodes A and B, are all located on the line segment
V1V2, and the prover P is located at the middle
point of the line segment V1V2.
The usual quantum protocols for position verifi-
cation on a line can be characterized by a unitary
U to be carried out on the two systems sent by the
two verifiers. (See the formalism in [15], but we ig-
nore the error parameter here.) Note that the as-
sumptions (3) through (5) together imply that the
attacker cannot have entanglement prepared at ex-
actly the time needed for the protocol (of course, the
attacker could be actively trying to establish entan-
glement at all times, but then the frequent commu-
nication activities would be easy to detect). Under
the above assumptions, the usual position verifica-
tion schemes on a line can be regarded as secure,
and the reason is as follows: the total time of the
protocol is the sum of the time for sending a quan-
tum state from one verifier V1 to the node A of the
attacker, plus the “total time” for performing the
bipartite unitary on AB, plus the time for sending a
quantum state from B to V2. The only difference in
time compared to the original position verification
scheme is caused by the middle time period, i.e. the
difference of the time needed for doing the unitary
with the time for direct transmission over the dis-
tance L := |AB|. The protocols for generic bipartite
unitaries in this paper are the variants of Protocol
1 and Protocol 3. Suppose all used nodes of the at-
tacker are of distance δ away from the prover P . It
appears that, under the variants of Protocols 1 or
3, the difference in total time is at least 2δ/c. For
example, if the Protocol 1.2(15 ,
3
5 ) were used, as the
second repeater node is at 3L5 from A, the δ is at
most L10 , so 2δ/c ≤
L
5 . But the difference in total
time is 7L5c −
L
c =
2L
5c >
L
5c . The above examples
hint that we should consider the following problem:
When the nearest repeater nodes to the prover are at
some nonzero distance away from the prover, what is
the minimum guaranteed ∆t (the total time needed
to implement a bipartite unitary on AB minus L/c)?
For this purpose, it suffices to consider the case
that the prover is at exactly the middle of the two
verifiers, since, if not, a position verification scheme
would need one of the verifiers to send his/her part
of the input quantum state to the unitary before the
other verifier does so, and effectively the two veri-
fiers are at the same distance to the prover, for the
purpose of comparing the time cost of the attacker’s
scheme of attack and the ideal scheme. If there are
no more than three repeater nodes used by the at-
tacker, there is a lower bound: ∆t ≥ L6c , which is
from Theorem 3. If there are more than three re-
peater nodes, the lower bound of ∆t should still be
nonzero but it would approach zero, as Proposition 4
suggests. But in practice the many repeaters would
make the attacker’s activities easy to detect. The
discussion above is summarized by the following pos-
tulate.
Postulate 5. Under the assumptions (1) through
(7), quantum position verification with two verifiers
and one prover on a line is secure if exact imple-
mentation of the unitary is required and there are at
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The requirement of “exact implementation” seems
to reduce the significance of the claim, as there are
approximate protocols for performing the unitary
that use less time when there is a node between
A and B, such as Protocol 9. We describe Proto-
col 9 again here for the sake of discussion below:
First, use quantum error-correcting codes to encode
the input states, and send them through the noisy
quantum channels to a middle node, and locally de-
code and do the unitary there, and encode again
and send the states back to the end nodes. In Pro-
tocol 9, the middle node is exactly at the middle
point of AB, but we modify the protocol by relax-
ing such requirement by moving the middle node a
little away from the middle point, for the applica-
tion to position verification schemes. Such modified
Protocol 9 still gives a total time smaller than other
protocols. The modified Protocol 9 is only feasible
when the error rate of the channels is not too high.
In the current case of photonic channels, the error
can be modeled as of two types: the loss error and
phase error. If the loss-error rate is over some con-
stant, the quantum capacity of the photonic channel
would become zero, thus unable to transmit the en-
coded input state. The photon loss error would not
affect the method of entanglement generation in [27],
since we postselect on the events of photon being de-
tected, thus, the photon is not lost in the transmis-
sion. The phase error would not affect the quality
of the generated entangled state (see the discussion
at the beginning of Sec. III B). So the entanglement
generation in our main protocols such as the vari-
ants of Protocols 1 and 3 are not affected by high
error rates in the channel. On the other hand, if
we directly send quantum information through such
channel, then when the error rate is sufficiently high,
the quantum capacity of the channel (over the dis-
tance of transmission) becomes zero and thus the
modified Protocol 9 becomes inferior to the variants
of Protocols 1 and 3. This gives rise to Conjecture 6
below. The reason why we have a conjecture rather
than a definite claim is that there might be some
other approximate protocols for performing the uni-
tary, which might work better than both types of
protocols above under the same high error rate in
the channels.
The term “approximate quantum position veri-
fication” in Conjecture 6 below could include two
types of approximations, which can appear sepa-
rately or jointly: one is the approximate implemen-
tation of the unitary, and the other is that the po-
sition of the prover is not exactly determinable, but
could be in some small range. We do allow both
types of approximations in the following conjecture.
When we say a scheme of approximate quantum po-
sition verification is “secure,” we mean that the ver-
ifiers can statistically distinguish whether the party
responding is the attacker(s) or the authentic prover.
Conjecture 6. Under the assumptions (1) through
(7), approximate quantum position verification with
two verifiers and one prover on a line is secure, if
there are a finite number of repeaters used by the
attacker, and the quantum channels between the at-
tacker’s repeaters have a sufficiently high error rate
over the distance of 2δ so that they have zero quan-
tum capacity.
The following result complements the above dis-
cussion with a statement about the time difference
∆t. The setup is illustrated in Fig. 7.
Proposition 7. Suppose the assumptions (1)
through (7) all hold, and furthermore assume the fol-
lowing: the number of repeater nodes of the attacker
is arbitrary; the two repeater nodes that are nearest
to P are exactly at distance δ to P ; the distance L
between A and B is larger than 6δ. Let tmin be the
minimum total time needed to implement a bipartite
unitary on AB, which depends on L, δ, the class of
allowed protocols, the target set of unitaries, and the
required precision. Let ∆t = tmin −
L
c . Then
(i) ∆t ≥ 2δ/c if exact implementation is required
and the target unitary is a generic one, and the pro-
tocols are limited to variants of Protocol 1 or Proto-
col 3;
(ii) ∆t could approach zero as the number of repeater
nodes increases, if approximate implementation is
acceptable, or if the target unitary is exactly of the
fast double-group form or the fast controlled-group-
unitary form discussed in Protocols 5 and 6.
Proof. (i) The proof is by considering the informa-
tion flow. To implement a generic bipartite unitary
U , information has to be sent from A to B and from
B to A. Denote the two nearest neighbors among
the repeater nodes as E and F (denoted as Ck and
Ck+1 in Fig. 7), where E is nearer to A than F is.
By assumption |EF | = 2δ. If the attacker chooses
not to use (one of) E and F in the protocol but uses
other repeater node(s) instead, the argument would
be similar to what follows but with the new E and
F satisfying |EF | > 2δ, giving rise to the same con-
clusion. Thus we assume the attacker indeed uses
E and F in the protocol. For information from A
to be transmitted to E (by teleportation or other
means) or backwards, the minimum time needed is
|AE|/c, and similarly, for information from B to be
transmitted to F or backwards, the minimum time
needed is |BF |/c. If U is to be implemented using
variants of Protocol 1, some entanglement is to be
established between E and F , and such time inter-
val could be in the best case contained in the earlier
stages of the protocol when states were sent (or tele-
ported) to E and F , and after that, some period of
time is needed to teleport the state on E to F , or
from F to E, to perform the target unitary on a local
party, and teleport the state belonging to the other
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FIG. 7. An example of spatial configuration for the two-verifier position verification scheme with attacker’s nodes
A,B,C1, . . . , Cn. Note that P being at the middle point of AB is not required in Proposition 7, but is desirable for
the attacker to minimize the total time of acting as the prover. The repeater nodes Ck and Ck+1 which are neighbors
of P are denoted as E and F in the proof of Proposition 7.
party back. So in this case the time spent between
EF is at least 2|EF |/c = 4δ/c. Thus the total time
difference ∆t is at least 2δ/c. The case of Protocol
3 is similar, so we abbreviate the argument here.
(ii) By the approximate fast unitary protocols for
generic bipartite unitaries [12, 13], ∆t could ap-
proach zero by the following protocol: First, send or
teleport the computational-basis information about
the ancilla to E and F , and then the implemen-
tation of the unitary on EF is by an approximate
fast unitary protocol such as in [12] or [13] (although
this requires a large amount of entanglement for rea-
sonable accuracy in the implementation for generic
U), which takes time only |EF |/c, and the time in-
terval for preparing entanglement needed for such
steps on EF could in the best case be contained in
the earlier stages of the protocol when states were
sent (or teleported) to E and F . When |AE| and
|BF | are both larger than 2δ, and the number of re-
peater nodes can be increased arbitrarily, the time
needed for sending quantum states from A to E and
from B to F could approach |AE|/c and |BF |/c
from above, respectively (see the proof of Proposi-
tion 4), and the time for preparing entanglement on
EF could be contained in such time period. Thus,
when |AB| > 6δ, and the number of repeater nodes
is allowed to vary, the ∆t could approach zero.
In the case that the target unitary U is exactly
of the fast double-group form or the fast controlled-
group-unitary form, then the protocol is similar to
the above: First, send or teleport the computational-
basis information about the ancilla to E and F , and
perform the core steps of the Protocols 5 and 6 on
E and F , and send the information about the out-
put systems back through the repeater nodes to A
and B, and finally perform the local operations in
the last steps of the Protocols 5 and 6 to complete
the protocol. The ∆t could approach zero, for the
same reason as in the previous paragraph, under the
condition that |AB| > 6δ, and the number of re-
peater nodes is allowed to vary. This completes the
proof.
We leave open the problem of possible range of
∆t in the cases not covered in Proposition 7, e.g.
the case (i) without restrictions on the protocols.
(B). Three verifiers.
It was shown in [9] that if there are three verifiers
V1, V2, V3 and one prover P which are all located in
the same plane, and the prover is inside the trian-
gle V1V2V3, then the pairwise use of the usual two-
verifier position verification scheme for each of the
three pairs of verifiers would be enough to uniquely
locate the prover. In the following we assume the
nodes of the attacker are all located in the same
plane as the verifiers and the prover, in addition to
the assumptions (1) through (6) listed in the two-
verifier case. The Figure 8 below shows an example
of spatial configuration of the tripartite position ver-
ification scheme, including the attacker’s nodes. The
P is the location of the prover, and it is at the center
of the triangle in this particular example. The loca-
tions of the nodes of the attacker depend on which
two of the three verifiers are active. In Fig. 8 the V1
and V2 are active, and thus the end nodes of the at-
tacker, A and B, are respectively on the line segment
V1P and V2P . The attacker has only one interme-
diate node in this example, and it is at the point
C on the line segment AB. We may always assume
the two end nodes of the attacker are located on the
lines connecting one of the verifiers to the prover,
and this is justified by that the quantum state is
to be sent from the verifier(s) to the prover in the
position verification scheme.
We claim that quantum position verification can
be secure under the following conditions: there are
three verifiers located at the three vertices of an equi-
lateral triangle, respectively, and the prover is at the
center of the equilateral triangle, while the attacker
has only three nodes (two end nodes and one inter-
mediate node, and their locations could change for
different unitaries with input sent by different veri-
fiers); the assumptions (1) through (6) hold; the ex-
act implementation of the unitaries on input states
sent by every pair of verifiers is required. The reason
the claim holds is as follows (without loss of gener-
ality, assume that the two active verifiers are V1 and
V2): The total time for the verifiers V1 and V2 to send
signals to the prover and back is (|V1P |+ |PV2|)/c.
On the other hand, the total time for the attacker
with two end nodes and one intermediate node is at
least 3|AB|/2c+ |V1A|/c + |BV2|/c, where the first
term is from the lower bound in Theorem 3(ii). The
total time with the attacker present is always larger
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FIG. 8. An example of spatial configuration for the
three-verifier position verification scheme with attacker’s
nodes A,B,C.
than the original scheme without an attacker, since
3
2 >
2√
3
≥ x, where x := (|AP | + |BP |)/|AB|. The
x attains the maximum value of 2√
3
when |AP | =
|BP |, but in general could take any value in [1, 2√
3
].
If the conditions in the previous paragraph are
changed so that the triangle is no longer equilateral,
or the prover is not at the center of the triangle,
we still have the following claim: when the prover
is inside the triangle V1V2V3, and the attacker has
at most three nodes including the end nodes, and
the three angles ∠V1PV2, ∠V1PV3, ∠V2PV3 are all
larger than 2 arcsin 23 , then the original position ver-
ification scheme is secure against such attacker when
exact implementation of the unitaries is required.
E. Non-unitary operations
So far we have only considered the implementation
of nonlocal unitaries, but in practice non-unitary
nonlocal operations may be of interest for position
verification protocols and beyond. We mentioned
in Sec. I that any nonlocal quantum operation can
be implemented using nonlocal unitaries followed by
local measurements. To see this, note that any non-
local operation can be modelled by a nonlocal uni-
tary U followed by a nonlocal measurement M , and
the M could always be modelled by a nonlocal uni-
tary V followed by local measurements of some local
subsystems, thus the whole operation is V U followed
by local measurements. As a consequence, an upper
bound for the time cost of implementing generic bi-
partite unitaries is also an upper bound for the time
cost of implementing bipartite quantum operations.
In general, a bipartite quantum operation on
(dA × dB)-dimensional space could be modelled as
a quantum channel with at most d2Ad
2
B Kraus oper-
ators, so it may be implemented by performing the
whole unitary which models the quantum channel
and then ignoring the environment systems. There
may be other ways of directly performing nonlo-
cal operations without performing the whole unitary
which models the quantum channel. So an interest-
ing direction for further study is to look for protocols
that implement some classes of non-unitary nonlo-
cal quantum operations with small costs in time and
entanglement, which do not have a directly corre-
sponding protocol for nonlocal unitaries. The fol-
lowing is an example which shows that implement-
ing a bipartite unitary first and then measuring some
systems is not always the best way to implement a
bipartite non-unitary operation.
In the case of one repeater node, let us consider
the problem of implementing a permutation opera-
tion with a bipartite quantum input state (in the
computational basis) but with classical output. The
two parties A and B could measure their input quan-
tum state in the computational basis, and send to
the middle party. Some classical operation is done
on the middle party, and the outcomes are sent to A
and B. The total time needed is Lc . If a permutation
unitary is performed first before measurement, then
since some time is spent on entanglement prepara-
tion, the total time needed is at least 3L2c , accord-
ing to Theorem 3(ii). The corresponding “unitary”
task is to implement bipartite quantum permutation
unitaries (discussed in [29, 30]), and the total time
needed including entanglement preparation is also
at least 3L2c .
IV. DISCUSSIONS
For implementing a bipartite nonlocal unitary,
there are at least two possible ways of using re-
peaters. The first is to generate entanglement be-
tween the end nodes using the repeaters, and then
forget about the repeaters and only use LOCC to
implement the unitary; the second is to generate en-
tanglement between the neighboring repeater nodes,
and such steps may be interspersed or followed by
LOCC operations which involve the repeater nodes.
Actually, the protocols for implementing bipartite
unitaries with at least one repeater node in this pa-
per all use repeaters according to the second way
above. The reason that the first way is not discussed
explicitly in this paper is that the total time cost is
higher than that for the second way.
Now we discuss the local operations done on
the repeater nodes, by drawing analogies to those
in establishing long-range entanglement. We first
briefly review two methods of using repeaters to es-
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tablish long-range entanglement (for long-distance
quantum key distribution or for long-distance quan-
tum communication). The first way, which we call
“entanglement-swapping method,” is to build entan-
glement across longer and longer distances based
on entanglement swapping, and usually involves
many steps of Bell state measurements on the re-
peater nodes, and classical communication between
repeater pairs at different distances (see for example
[1]). The second way, which we call “relay method,”
is to send an encoded qubit in an entangled pair
through the linear array of repeater nodes, with er-
ror correction at each node (see for example [2]).
The second way uses less time than the first way,
but the local operations at the repeater nodes are
more complex as some error correction operation is
performed.
In this paper, the repeater nodes (except one
node) are used similarly to the second way (“re-
lay method”) in the previous paragraph. For ex-
ample, this is the way repeaters are used in Proto-
col 1.3(16 ,
1
2 ,
5
6 ). All repeaters except a middle one
send quantum information node-by-node to the mid-
dle repeater node, and at that middle node some
complex operation corresponding to the target uni-
tary is performed, and the output is sent node-by-
node through the array of repeater nodes to the end
nodes.
As the example above has shown, our protocols
often use complicated operations at one of the re-
peater nodes, but only limited sets of operations at
the other nodes. Such limited operations include
Pauli gates and Bell-state measurements. In prac-
tice there may be only limited sets of operations or
resources available at all repeater nodes, and this
may be the case for a network in which the repeaters
were originally designed for quantum key distribu-
tion. It may be interesting to study which sets of
bipartite unitaries can be done under such restric-
tions about the repeaters, with the same time cost
as in the case without such restrictions, but with
possibly larger entanglement cost. But the results
under such restrictions would be less applicable to
position-based quantum cryptography, since it is not
very natural to assume that the operations done by
the attacker’s nodes are limited.
V. CONCLUSIONS
In this paper, we have discussed the total time (in-
cluding the time for entanglement preparation) for
implementing a bipartite unitary with the help of
some repeater nodes between the two parties, as well
as that for implementing a remote single-qubit uni-
tary with the help of up to three repeater nodes. As
mentioned in the Introduction and in Sec. III B, such
total time is calculated under the idealized scenario
that there are enough local ancillary systems for
generating entanglement between neighboring nodes
successfully. We found lower and upper bounds for
the total time as functions of the number of repeater
nodes. The upper bound approaches the time for di-
rect one-way signal transmission when the number
of repeaters increases. This is because of the way we
use the repeaters: most of the time is spent in one-
way transmission of information (through piecewise
entanglement between neighboring nodes), while a
small amount of time is used for preparing entangle-
ment across some segment between two neighboring
nodes.
We have ignored the time for doing local gates,
since that is about the same for all protocols when
local gates are fast compared to the long communi-
cation time between the parties. But, all the above
is based on the assumption that all nodes are no-
tified of the start of the protocol instantaneously
(see the assumptions in Sec. II). In general, if the
nodes are not notified of the start of the protocol
simultaneously, the total time would be the same or
even longer, thus, the lower bounds in Theorem 3
still hold. In the case that the total time is indeed
longer, this would be better for the application to
position-based quantum cryptography.
We have applied the result on the lower bounds
of the total time cost of implementing unitaries to
position-based quantum cryptography. Since our
lower bounds are greater than Lc when there are at
most three nodes owned by the attacker, we claim
that the position verification scheme with two veri-
fiers is secure when there are at most three repeater
nodes used by the attacker, under some assumptions
listed in Sec. III D. For some classes of spatial con-
figurations in the three-verifier case, we showed that
the pairwise position verification scheme still works
under similar assumptions. The other spatial con-
figurations in the three-verifier case need to be stud-
ied in more detail. The cases of more than three
verifiers also remain to be studied. The problem of
implementing non-unitary operations also needs fur-
ther study, both for the application to position-based
quantum cryptography and for other possible appli-
cations such as distributed computing where the out-
put is possibly classical. Another open problem is to
close the gap between the lower and upper bounds
in Theorem 3.
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Appendix A: Analysis of Protocol 2.2(x1, x2)
Here we consider generic choices of (x1, x2) for
Protocol 2.2(x1, x2) in order to find the choice with
the smallest total time cost.
As the ancillae a and b are located at C1 and C2,
respectively, in the following we use C1 and C2 as
both names for the location and for the system at
such location.
We first consider the case when the two condi-
tions x2 ≤ 3x1 and x1 + 2x2 ≥ 1 are both sat-
isfied, for reasons to be mentioned below. The
controlled-Xj gate on AC1 is to be implemented
with the help of entanglement. The first part of
the entanglement generation process (sending pho-
tons from C1 to A) takes time x1
L
c . The second
part (to confirm entanglement by sending classical
messages from A to C1) coincides with the send-
ing of classical message from A to C1 in the con-
trolled unitary protocol on AC1, which takes time
x1
L
c . The first part of entanglement generation be-
tween C1 and C2 takes time (x2 − x1)
L
c , thus it
could be contained within the time periods of the
previous steps when x2 ≤ 3x1. After measurement
on C1, the sending of the measurement outcome
from C1 to C2, together with the second part of
the entanglement generation on C1C2, takes time
(x2 − x1)
L
c . The first part of the entanglement gen-
eration on C2B takes time (1−x2)
L
c , which could be
contained in the time interval for above steps when
x1 + 2x2 ≥ 1. The second part (to confirm entan-
glement) could be contained in the time interval for
the protocol of implementing the controlled-Vj gate
on C2B using entanglement on C2B. Such proto-
col on C2B consumes time 2(1 − x2)
L
c . Then the
C2 is measured, and the classical outcome is sent
to A, which takes time x2
L
c . The total time is
[2x1 + (x2 − x1) + 2(1 − x2) + x2]
L
c = (2 + x1)
L
c .
The two conditions x2 ≤ 3x1 and x1 + 2x2 ≥ 1 to-
gether imply that x1 ≥
1
7 . Hence the total time is at
least 15L7c , and the minimum is reached when x1 =
1
7 ,
x2 =
3
7 .
Next, we consider the case that x2 ≤ 3x1 holds,
but x1 + 2x2 < 1. The steps up until the mes-
sage from C1 arrives at C2 take time (x1 + x2)
L
c ,
which is smaller than (1 − x2)
L
c , thus the steps up
until the message from C1 arrives at C2 could be
contained in the time interval of the first part of
the entanglement generation on C2B. The latter
takes time (1 − x2)
L
c . The remaining steps take
time [2(1 − x2) + x2]
L
c according to the analysis
in the previous case. The total time consumption
is (3 − 2x2)
L
c , which is greater than
15L
7c because
x2 <
3
7 , the latter is because if x2 ≥
3
7 , the x1 would
be less than 17 since x1 +2x2 < 1, then the assump-
tion x2 ≤ 3x1 does not hold.
Finally, we consider the case that x2 > 3x1. This
means x2 − x1 > 2x1, thus the steps up until the
message from C1 arrives at C2 take time 2(x2−x1)
L
c .
If 2(x2 − x1) < 1 − x2, then x2 <
3
7 , and the total
time would be [1 − x2 + 2(1 − x2) + x2]
L
c = (3 −
2x2)
L
c , which is greater than
15L
7c . On the other
hand, if 2(x2 − x1) ≥ 1 − x2, the total time would
be [2(x2−x1)+ 2(1−x2)+x2]
L
c = (2+x2− 2x1)
L
c ,
which is also always not less than 15L7c under the
conditions about x1, x2, since 4×x2 > 4×3x1 added
to 2(x2 − x1) ≥ 1− x2 gives 7x2 − 14x1 ≥ 1, hence,
x2 − 2x1 ≥
1
7 .
Combining the considerations above, the total
time is at least 15L7c , and the minimum is reached
when x1 =
1
7 , x2 =
3
7 .
Appendix B: Analysis of Protocol 3.2(x1, x2).
Here we consider generic choices of (x1, x2) for
Protocol 3.2(x1, x2) in order to find the choice with
the smallest total time cost.
We first generate the entanglement between an
ancilla a′ on C1 and an ancilla on node A, and also
between an ancilla b′ on C2 and an ancilla on nodeB.
The first part of the entanglement generation pro-
cess is sending of photons from node C1 to node A,
and from node C2 to node B. The second part of the
entanglement generation process is confirming en-
tanglement, which coincides with the sending of clas-
sical messages (from A to C1, and from B to C2) in
the first communication step in the protocol for the
controlled-VA(f) [or controlled-TB(f)] gate, which
uses the usual protocol for Protocol 4. The above
steps on nodesAC1 take time 2x1
L
c . If x2−x1 ≤ 2x1,
the first part of entanglement generation between a
on C1 and b on C2 (which is by sending photons from
C2 to C1) is also finished during the above time pe-
riod, otherwise it partially overlaps with the above
operations on AC1 but takes time (x2−x1)
L
c . Then
some local measurement is performed on a, with the
outcome sent classically to node C2 (which is in par-
allel with sending messages along the same route for
confirming entanglement between a and b), taking
time (x2 − x1)
L
c . If the first part of the protocol for
the controlled-TB(f) gate were finished then, which
means 2(1 − x2) ≤ max{2x1, x2 − x1} + (x2 − x1),
then it is safe to continue, otherwise they wait until
the first part of the protocol for the controlled-TB(f)
gate to finish, which is at time 2(1− x2)
L
c from the
very beginning. The last part of the protocols for the
controlled-VA(f) [and controlled-TB(f)] gate start
to be performed as soon as the corresponding first
part finishes, but whether they finish before the end
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of message transmission from a to b is not important.
Then a local correction is done on b according to the
received message from a, and the gate Cˆ is done on
b, followed by a computational basis measurement of
b, and the outcome is sent to both end nodes, taking
time max{x2, 1 − x2}
L
c . The protocol is completed
by doing local unitary corrections at the end nodes.
The total time needed is
T = [max
{
2(1− x2),max{2x1, x2 − x1}+ (x2 − x1)
}
+max{x2, 1− x2}]
L
c
. (B1)
When we take x1 =
1
5 , x2 =
3
5 , we get T =
7L
5c .
If x2 ≤
1
2 , we have T ≥ 3(1 − x2)
L
c ≥
3L
2c >
7L
5c ,
hence the minimum of T is not achieved when x2 ≤
1
2 . So to find the minimum of T , we may assume
x2 >
1
2 . If 2x1 ≥ x2 − x1 (i.e. x1 ≥
x2
3 ), we have
T = [max{2(1 − x2), x1 + x2} + x2]
L
c . Making use
of x1 ≥
x2
3 , we get T ≥ max{2−x2,
7x2
3 }
L
c , thus the
minimum T is 7L5c achieved at x2 =
3
5 (with x1 =
1
5 )
in this case. On the other hand, if 2x1 < x2−x1 (i.e.
x1 <
x2
3 ), we get T = [max{2(1− x2), 2(x2 − x1)}+
x2]
L
c ≥ max{2 − x2,
7x2
3 }
L
c , thus the infimum of T
is 7L5c but not actually achievable since x2 =
3
5 and
x1 =
1
5 imply that x1 =
x2
3 . Combining all cases,
we find that the minimum T is 7L5c , achieved when
(x1, x2) = (
1
5 ,
3
5 ).
Appendix C: Proof of Lemma 2
Proof. The requirement of unambiguous transmis-
sion implies that there should not be direct trans-
mission of the input state or the encoded input state.
Thus when K = 0, the transmission is to be carried
out through teleportation in the case that the infor-
mation to be transmitted is quantum; in the case
that the information to be transmitted is classical,
we can use the one-bit teleportation circuit in [31] for
each classical bit to be sent. For K ≥ 1, the trans-
mission is by stepwise teleportation detailed below.
(i) Consider the case K = 0. The preparation of
entanglement onAB takes two steps: first, send pho-
tons from B to A to try to generate entanglement
between matter qubits; then, the party A sends a
classical signal to party B, indicating success and
also the information about which atoms were suc-
cessfully entangled. This second step above could
coincide with the teleportation of the input quan-
tum state from A to B (or one-bit teleportation [31]
in the case that the task is to transmit classical in-
formation), as the latter also involves the sending of
classical signals (after some local gates and measure-
ments which are assumed to be fast and accurate).
The two time periods of communication above can-
not be shortened further, since they are already at
light speed. Thus the total time needed is 2Lc when
K = 0, and this time is achievable by the protocol
above.
(ii) K = 1. Suppose the intermediate node E is
located at distance x from A. The steps of a generic
scheme are as follows (some steps may start later
than stated in the following, but those cases would
give worse total time consumption): first, prepare
entanglement between AE by sending photons from
E to A, and then send classical signals from A to
E, where the latter may coincide with teleportation
(or one-bit teleportation in the case that the task is
to transmit classical information) of the input state
from A to E. The above steps take time 2x/c in
the best case. In the meantime (starting from time
zero), entanglement between EB could be prepared
by sending photons from B to E, and if x ≥ L3 , this
could be finished before the input data state reaches
E, and the teleportation (or one-bit teleportation
in case of classical information) from E to B and
also the classical signal for confirming entanglement
between EB could start immediately, and the total
time needed by the protocol is (2x + L − x)/c =
(L + x)/c. On the other hand, if x < L3 , some wait
until time (L − x)/c is needed, and after that the
step of sending signals from E to B also takes time
(L− x)/c, thus the total time of the protocol would
be 2(L − x)/c. Therefore, the minimum is reached
when x = L3 , and the corresponding total time is
4L
3c .
The above argument assumes that the information
about the input data is at only one spatial location
at the end of each step in the protocol. But, this
might not hold, since it is conceivable that the in-
formation is split into two or more branches at some
stage in the protocol, and somehow combined to-
gether (by some quantum or classical means) later.
If such splitting indeed happens, we may notice that
each branch of the information about the input data
still needs time at least 4L3c in the current case of
one intermediate node, since any branch does con-
tain some non-hidden information, when the value
or state in all remaining branches are fixed. There-
fore, the whole protocol needs time at least 4L3c .
(iii) K = 2. Suppose the intermediate nodes E
and F are located at distance x and y from A, re-
spectively, where 0 < x < y < L. The steps of
a generic scheme are as follows: first, prepare en-
tanglement between AE, by sending photons from
E to A, and then send classical signals from A to
E, where the latter coincides with teleportation (or
one-bit teleportation in case of classical information)
of the input state from A to E. These steps take
time 2x/c. In the meantime (starting from time
zero), entanglement between EF and between FB
could be prepared by sending photons from F to E
and from B to F , respectively, and if x ≥ y3 , this
could be finished before the input data state reaches
E, and the teleportation (or one-bit teleportation
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in case of classical information) from E to F and
also the classical signal for confirming entanglement
between EF could start immediately, and the time
from the start until the input information reaches F
is (2x+ y− x)/c = (x+ y)/c. On the other hand, if
x < y3 , some wait until time (y−x)/c is needed, and
after that the step of sending signals from E to F
also takes time (y−x)/c, thus the time that the input
information reaches F would be 2(y− x)/c which is
larger than (x+y)/c when x < y3 . The above means
that when y is fixed, the total time until the input
information reaches F is a piecewise linear function,
with minimum taken at x = y3 , and the minimum
time is 4y3c . By the similar argument, the total time
of the entire protocol is a piecewise linear function
of y when x is fixed to be y3 , and the minimum is
reached when 4y3 = L − y, which means the time
until the input information reaches F is the same as
the time needed for sending photons from B to F
for establishing entanglement on FB. Thus, y = 3L7
is optimal, and the total time needed by the entire
protocol is (4y3 + L − y)/c, where the L − y is for
sending classical signal for confirming entanglement
on FB as well as for sending the classical signal in
the (one-bit) teleportation from F to B. Therefore,
the minimum is reached when x = L7 , y =
3L
7 , and
the corresponding total time is 8L7c .
Similar to (ii), we do not need to consider the
case that the information is split into two or more
branches at some stage in the protocol, and somehow
combined together later.
(iv) K = 3. Suppose the intermediate nodes E,
F and J are located at distance x, y, z from A, re-
spectively, where 0 < x < y < z < L. The steps of
a generic scheme are as follows: First, prepare en-
tanglement between AE, by sending photons from
E to A, and then send classical signals from A to E,
where the latter coincides with teleportation (or one-
bit teleportation in case of classical information) of
the input state from A to E. These steps take time
2x/c. In the meantime (starting from time zero),
entanglement on the links EF , FJ , and JB could
be prepared by sending photons from F to E, from
J to F , and from B to J , respectively, and if x ≥ y3 ,
the sending of photons from F to E could be finished
before the input data state reaches E, and the tele-
portation (or one-bit teleportation in case of classical
information) and also the classical signal for confirm-
ing entanglement between EF could start immedi-
ately, and the time from the start until the input in-
formation reaches F is (2x+y−x)/c = (x+y)/c. On
the other hand, if x < y3 , by the same argument as in
the proof of (iii), the time that the input information
reaches F would be 2(y − x)/c which is larger than
(x + y)/c. The above means that when y is fixed,
the total time until the input information reaches F
is a piecewise linear function of x, with minimum
taken at x = y3 , and the minimum time is
4y
3c . By
the similar argument, when z is fixed, the total time
until the input information reaches J is a piecewise
linear function of y where x is fixed to be y3 , and the
minimum is reached when 4y3 = z − y, which means
the time until the input information reaches F is the
same as the time needed for sending photons from
J to F for establishing entanglement on FJ . Thus
y = 37z is optimal, and the minimum time until the
input information reaches J is (4y3 + z − y)/c =
8z
7c ,
where the z − y is for sending classical signal for
confirming entanglement on FJ as well as for send-
ing the classical signal in the (one-bit) teleportation
from F to J . By the similar argument, given that
L is fixed, the total time until the input information
reaches B is a piecewise linear function of z where
y is fixed to be 37z and x is fixed to be
y
3 =
z
7 , and
the minimum is reached when x+ z = L− z, which
means the time until the input information reaches
J is the same as the time needed for sending pho-
tons from B to J for establishing entanglement on
JB. Thus, z = 715L is optimal, and the minimum
time of the entire protocol is (87z + L− z)/c, where
the L− z is for sending classical signal for confirm-
ing entanglement on JB as well as for sending the
classical signal in the (one-bit) teleportation from
J to B. Therefore, the minimum is reached when
x = L15 , y =
L
5 , z =
7L
15 , and the corresponding total
time is 16L15c .
Similar to (ii) and (iii), we do not need to consider
the case that the information is split into two or
more branches at some stage in the protocol, and
somehow combined together later.
In all cases above, the stated lower bounds of the
time costs for sending information are all achievable
by the explicit protocols in the proof. This com-
pletes the proof.
Appendix D: Proof of Theorem 3.
Proof. We may suppose that the target unitary U
is not a product unitary for the purposes of prov-
ing bounds for arbitrary U , as it takes no time to
implement a product unitary, according to our as-
sumptions. Since the size of the input system for
U is equal to that of the output system on each
party, the non-product unitary U necessarily trans-
mits some (quantum or classical) information about
the input state from A to B, and some information
from B to A. To avoid discussing partial qubits, we
consider the special case that U is the SWAP gate
acting on two qubits in the proof of lower bounds of
total time below. The SWAP gate sends one qubit
of quantum information in each direction. Since per-
fect implementation of U is required and there are
errors in channels, we cannot transmit information
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from A to B directly, but have to resort to the use
of entanglement, as the possible failure in prepara-
tion of entangled states can be remedied by retrying
without affecting the data state. Then the data state
is sent via teleportation or similar protocols with the
help of entanglement, which does not introduce er-
rors since we assume local gates and measurements
are error-free. This is the unambiguous way of send-
ing information discussed in Lemma 2.
(i) Consider the case K = 0. As mentioned above,
some information is to be transferred from A to B for
implementing the SWAP gate. Thus a lower bound
of time needed for the SWAP gate is given by the
quantity 2Lc in Lemma 2(i). We may use Protocol
1 to implement any bipartite unitary U using total
time 3Lc . Thus
2L
c ≤ T (0) ≤
3L
c .
(ii) K = 1. For proving the lower bound, note
that the SWAP gate sends one qubit of quantum
information in each direction. Suppose the inter-
mediate node C is placed at distance xL from A
on the line interval AB. The time for unambigu-
ous sending of quantum information from A to B is
(1 + x)Lc , according to the argument in the proof of
Lemma 2(ii) (the part xLc is for establishing entan-
glement between A and C). Similarly, the time for
unambiguous sending of quantum information from
B to A is [1 + (1− x)]Lc . The maximum of the two
quantities above is (1 + max{x, 1 − x})Lc , and the
minimum of this expression is reached when x = 12 ,
hence, T (1) ≥ 3L2c .
Putting the intermediate node C at the middle
on the line interval AB, we may use Protocol 1.1
to implement U using total time 3L2c . In the above
we have not considered the possibility that the en-
tanglement between some neighboring nodes fails to
be created. We call the protocol without such con-
sideration as the naive protocol. To fulfill the re-
quirement of unambiguous implementation of U , we
consider the following enhanced protocol: the entan-
glement preparation over each link (between neigh-
boring pairs of nodes) is such that either entangle-
ment is prepared with some redundancy (compared
to what is required in the naive protocol), or it is
regarded as failed. The redundancy is large enough
to guarantee that if the entanglement link fails to be
established between two nodes, there is enough en-
tanglement in the confirmed links (whose locations
are different from the failed link) for the state of the
relevant systems (sometimes ancillary systems) to
be sent back to their original starting locations via
teleportation in order to recover, after some further
local gates, the original input state for U . In general,
the minimum required redundancy is a function of
K and the protocol. For the cases of K ≤ 3 and
the protocols mentioned in this paper, such redun-
dancy is 1, meaning that we only need to create one
extra ebit for each ebit in the naive protocol. Thus
T (1) ≤ 3L2c . Combining with the lower bound above,
we have T (1) = 3L2c .
(iii) K = 2. We discuss the upper bound first.
The total time cost for implementing an arbitrary
bipartite unitary with the help of two repeater nodes
is 7L5c under Protocol 1.2(
1
5 ,
3
5 ) or 3.2(
1
5 ,
3
5 ). Similar
to (ii), in case some entanglement link fails to be
established, there is enough redundant entanglement
in the confirmed links for the state of the relevant
systems to be sent back via teleportation in order to
recover the original input state for U . Thus, T (2) ≤
7L
5c .
Now, consider the lower bound of the total time
for implementing the SWAP gate unambiguously.
Let C1, C2 be the two intermediate nodes, located
at distance x1L and x2L from A on the line interval
AB, respectively, where 0 < x1 < x2 < 1. Since
any lower bound must be not greater than the up-
per bound 7L5c , it must be that the optimal choices
of (x1, x2) are such that x2 ≥
3
5 , since otherwise the
time for unambiguous sending of quantum informa-
tion from B to A is at least [1 + (1 − x2)]
L
c ≥
7L
5c .
Thus, in the following we assume x2 ≥
3
5 . By a
similar argument, we also assume x1 ≤
2
5 .
According to the argument in the proof of
Lemma 2(iii), the time for unambiguous sending of
quantum information from A to C2 is (x1 + x2)
L
c
when x2 ≤ 3x1, but is 2(x2 − x1)
L
c otherwise. The
combined expression is max{x1 + x2, 2(x2 − x1)}
L
c .
Then, since x2 ≥
3
5 , we have x1 + x2 ≥ 1 − x2,
thus the entanglement generation on C2B could be
contained in the time interval of the information
transfer from A to C2, so the total time for send-
ing information unambiguously from A to B would
be max{1 + x1, 1 + x2 − 2x1}
L
c .
Similarly, the time for unambiguous sending of
quantum information from B to A is max{2 −
x2, x1 + 2(x2 − x1)}
L
c . Since the SWAP gate sends
quantum information in both directions, the T (2) is
not less than the maximum of the above two quan-
tities. Thus, T (2) ≥ max{1 + x1, 1 + x2 − 2x1, 2 −
x2, 2x2 − x1}
L
c , and the minimum of the right-hand
side is reached when x1 =
1
4 and x2 =
3
4 , hence,
T (2) ≥ 5L4c . Combining with the upper bound above,
we have 5L4c ≤ T (2) ≤
7L
5c .
(iv) K = 3. For the upper bound, the total time
cost with the help of three repeater nodes could be
7L
6c under Protocol 1.3(
1
6 ,
1
2 ,
5
6 ) or 3.3(
1
6 ,
1
2 ,
5
6 ). For
similar reasons as in (ii) and (iii), in case some entan-
glement link fails to be established, there is enough
redundant entanglement in the confirmed links for
the state of the relevant systems to be sent back via
teleportation in order to recover the original input
state for U . Thus, T (3) ≤ 7L6c .
Now, consider the lower bound of the total time
for implementing the SWAP gate unambiguously.
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Let C1, C2, C3 be the three intermediate nodes, lo-
cated at distance x1L, x2L, and x3L from A on the
line interval AB, respectively, where 0 < x1 < x2 <
x3 < 1. Since T (3) ≤
7L
6c , by using an argument
similar to that in (iii), we may assume x1 ≤
1
6 , and
x3 ≥
5
6 .
If x2 <
1
2 , we have x3 − x2 > 2(1 − x3), thus the
time for sending information unambiguously from B
to A is at least [2(x3−x2)+x2]
L
c >
7L
6c , i.e., greater
than the known upper bound 7L6c for T (3), thus this
case cannot give rise to the optimal lower bound of
T (3). Hence, x2 ≥
1
2 . By symmetry, x2 ≤
1
2 . Hence,
x2 =
1
2 .
Similar to (iii), the time for unambiguous sending
of quantum information from A to C2 is max{x1 +
x2, 2(x2 − x1)}
L
c = max{x1 +
1
2 , 1 − 2x1)}
L
c . Since
x3 ≤ 3x2 =
3
2 , we have that the time for gener-
ating entanglement on C2C3 could be contained in
the time interval for sending information unambigu-
ously from A to C2. Since x3 ≥
5
6 , the time for
generating entanglement on C3B could be contained
in the time interval for sending information unam-
biguously from A to C3. Hence, the total time for
sending information unambiguously from A to B is
max{x1 + 1,
3
2 − 2x1}
L
c . This expression reaches its
minimum 7L6c when x1 =
1
6 .
Similarly, the total time for sending information
unambiguously from B to A reaches its minimum
7L
6c when x3 =
5
6 . Hence T (3) ≥
7L
6c . Combined with
T (3) ≤ 7L6c , we obtain T (3) =
7L
6c .
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