I. INTRODUCTION AND MOTIVATION
As reconfigurable computing and Field Programmable Gate Array (FGPA) technology advance, high-performance applications are choosing FPGA-based reconfigurable computers to accelerate their computations. Reconfigurable hardware has demonstrated remarkable speedups on computation-intensive applications [1] . However, the performance of reconfigurable hardware is very sensitive to the quality of the application implementation. Significant challenges remain in development of systematic scheduling and mapping techniques for computing architectures [2] .
In [2] , a computing model and mapping algorithms are developed to exploit features of reconfigurable hardware for computer vision applications. This model may not be applicable to general applications. In some implementations, for example in [3] , carefully hand-optimized architecture design for the target computation is developed to achieve high system performance. But it is difficult to apply such technique generally to all applications. In [4] , Herbordt et al. present design techniques to achieve significant speedups on reconfigurable architecture without expending exorbitant developement effort. However, as pointed out by the authors, neither low-level methods related to logic design and synthesis in electronic design automation nor high-level methods such as scheduling are covered in their research.
In this research work, we are going to develop an automatic method of system architecture synthesis on FPGAbased reconfigurable computers for general high performance applications. This architecture synthesis problem is a hardware/software codesign problem, which makes balancing decisions carefully in implementation of high-performance applications on FPGA-based reconfigurable computers, both in tools and in architecture.
Currently we have addressed the application operation scheduling problem on a target reconfigurable architecture using a time-indexed integer linear programming (ILP) formulation based on the well-studied resource-constrained project scheduling problem. Although the time-indexed ILP formulation captures all aspects of our scheduling problem, solving such ILP is, in general, computationally intractable for even moderately sized problems. As a result, we have developed a variation of the Graham's list scheduling algorithm that gives approximation to the optimal solution. Using this scheduling model and list scheduling algorithm, we are progressing to implement system architecture in physical computational medium.
II. PREVIOUS ACHIEVEMENTS
In order to limit our scope, we make certain assumptions about the target reconfigurable system. In our scheduling model, only one FPGA and two off-chip memory devices are considered. One off-chip memory is used for input data while the other one used for output. At any one point in time, the maximum number of words that the FPGA can read from memory and/or write to memory is the bandwidth B. All data in the input matrices have the size of a word. We assume P processing elements (PEs) are implemented. The PEs may be reconfigured to perform add, multiply or multiply-accumulate in each step. There are M words of on-chip memory that act as local buffers. A PE may access any memory location and all PEs may access the memory at the same time. Furthermore, we assume that I/O operations and the PEs may operate in parallel.
The operation scheduling problem can be formulated as minimizing system latency and and I/O operations, subject to the a) input data, b) operation, c) input-operation data dependency, d) operation-operation data dependency, and e) on-chip memory constrains.
In order to obtain a feasible and near-optimal approximation to our scheduling problem, a list scheduling algorithm is used. The main procedure is fairly straightforward. For each control step, p ≤ P operations and b ≤ B data input with highest priorities in the ready queues are scheduled to take place. Once the operations are scheduled, priorities of nodes with the same successor of this node are updated. The effectiveness of our algorithm therefore lies with the way data and compute operations are selected in each step. This selection process depends on three factors: (i) the state of an operation; (ii) the priority of an operation; and (iii) the available system resource.
In theory, multiplying two n-by-n matrices requires n 3 multiply accumulate operations. In [3] , the hand-optimized systolic array architecture achieved a near-optimal latency of n 3 + n when the available on-chip memory capacity M ≥ n 2 + 2n. Multiplications are scheduled automatically using our list scheduling and the results are shown in Table I .
For large n, our list scheduling algorithm can successfully schedule operations with latency and memory requirements close to the hand-optimized systolic array implementation. Although it doesn't work well for small n, the result is encouraging as no manual intervention was needed to obtain such near-optimal result. Detail explanation and more results of the scheduling model and list scheduling algorithm can be found in [5] .
III. CURRENT WORK
Although the list scheduling algorithm worked well in theory, second-order effects, such as the extra latency associted with the on-chip communication network, will inevitably offset the performance of the implemented design. As a result, we are currecntly working on an extended scheduling algorithms that takes into accout low-level implementation constraints, such as the exact organization of PEs with respect to the on-chip memory. Begining with a study of the use of a systolic on-chip architecture, we are progressively extending the work towards a flexible and fully automated architectural compilation framework.
As shown in Fig. 1 , we proposed a systolic alike on-chip architecture. PEs are lined in a column and only connected to their neighbor(s) by two data-paths, one from up to down and the other from bottom to top. Only the PE on the top can access off-chip memory for I/O operation. In the implementation of each PE, a dedicated DSP block is used, and it can Fig. 1 . Proposed Architecture perform add, multiply or multiply-accumulate in each step. Also, private memory is implemented in each PE. Finally, a crossbar block is used to select data from data-paths to DSP block and private memory, and to determin data to pass to its neighbor from DSP block, memory or data-path.
IV. CONCLUSION
The goal of this PhD project is to develop an automatic method of system architecture synthesis for general highperformance applications on FPGA-based reconfigurable computers. Through our previous research, we have built a theoretical model targeting the scheduling problem with firstorder hardware constraints. And a list scheduling algorithm is developed to achieve near-optimal performances. Currently, we are working on the low-level implementation. A systolic architecture is used, and the list scheduling algorithm will be extended to take into account constraints deriving from exact hardware architecture.
