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Define two binary matroids on the same element set to be mutually semi-dual if 
every cocycle of one of them is a cycle of the other. We observe that the cycle 
double cover (CDC) conjecture is equivalent to the following statement: Every 
bridgeless regular matroid has a loopless graphic semi-dual. This observation is 
used to construct CDCs for some families of graphs. The main result: Every 
bridgeless multigraph which contains a Hamiltonian path has a CDC consisting of 
at most 6 Eulerian subgraphs. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
We assume familiarity with the main concepts of graph theory and 
matroid theory. Our terminology is mainly taken from [l] and from [9]. 
Any additional notation is explicitly defined along this paper. 
We use the term circuit referring to a minimal dependent set of a 
matroid, while a cycle is any element of the cycle space of a binary matroid, 
that is, a disjoint union of circuits. Similarly we use “cocircuit” and 
“cocylcle.” A loop is a one element cycle (or circuit). A coloop is also 
referred to as a bridge. 
If G is a graph we shall also denote by “G” its cycle matroid, when no 
confusion should arise. Graphs are undirected and may contain parallel 
edges and loops. 
A cycle double cover (CDC) of a binary matroid M on the element set E 
is a family of (not necessarily distinct) cycles of M, with the property that 
every element of E belongs to exactly two of them. A k-CDC is a CDC 
consisting of at most k cycles. (Thus any k-CDC is a t-CDC for t > k.) For 
a given binary matroid M, it is our interest to determine whether it has a 
CDC and if it does, to find a k-CDC with k as small as possible. 
It is conjectured ([6,2,4], and others) that every bridgeless graph has a 
CDC. Recently by means of Seymour’s decomposition theorem [7], Jamshi 
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and Tarsi [S] proved that this conjecture is equivalent to the apparently 
stronger statement: 
Every bridgeless regular matroid has a CDC. 
We will refer to this as the CDC conjecture. A stronger version is the 
5-CDC conjecture: 
Every bridgeless graph has a S-CDC. 
2. KNOWN RESULTS 
A binary matroid M on an element set E has a 2-CDC if and only if E is 
a cycle, that is, M is Eulerian. The existence of a 3-CDC is equivalent to 
the existence of a 4-CDC and, for regular matroids, to the existence of a 
4-nowhere zero flow (see [2, 5,8]). 
A 3-CDC is known to exist for any of the following: bridgeless planar 
graphs (a dual form of the 4-color theorem), bridgeless graphs which do 
not have a K, minor [S], 4-edge-connected graphs [3], graphs which con- 
tain a Hamiltonian circuit and 3-edge-colorable 3-regular graphs (proofs 
are given as examples in Sect. 4). 
The simplest bridgeless graph which does not have a 3-CDC (or a 
4-CDC) is the Petersen graph. However it does have a 5-CDC (as any 
bridgeless graph is conjectured to have). 
Regarding non-regular matroids, the Fano matroid does not have any 
CDC and hence the CDC conjecture cannot be extended to binary 
matroids (see [S, Sect. 61 for details and examples). 
The following result ([S], for matroids; [2], for graphs) is also related 
to the CDC conjecture: 
Every bridgeless regular matroid has a family of cycles 
covering every element exactly 4 times. 
However there is no bound to the number of cycles in that cover. If the 
matroid is graphic then there exists such a cover consisting of at most 7 
cycles. (This result by Bermond, Jaeger, and Jackson [2] is based on 
Jaeger’s 8-nowhere zero flow theorem [3].) A thorough survey on the 
CDC conjecture can be found in [4]. 
3. “SEMI DUALITY" 
A binary matroid A, is defined to be semi-dual to another 
binary matroid Jlt2, on the same element set, if every 
cocycle of .MI is a cycle of J&. 
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The expressions “& is a semi-dual of J&” and “.& and J& are semi- 
duals” will be used as well. Although it might not be immediately seen from 
the definition, the semi-duality relation is symmetric. If every cocycle of 4, 
is a cycle of AZ then every cocycle of J&, being orthogonal to every cycle 
of &$, is a cycle of &. 
EXAMPLES. (e.1) A matroid 6p, consisting of n loops is semi-dual to any 
binary matroid M on the same set of elements. 
(e.2) A binary matroid M and its dual matroid A* are also semi- 
duals. 
(e.3) Take every pair of non-incident edges of X4 to be parallel edges 
on a triangle (on which every edge is replaced by two parallel edges). The 
obtained double triangle and X4 are semi-duals. 
Example (e.1) shows that a semi-dual to a given binary matroid M can 
trivialiy be constructed, regardless of the structure of M. To avoid this 
possibility we introduce the following definition: 
A binary matroid J2 is a proper semi-dual of a binary 
matroid JY~ if 4, and J& are semi-duals and every toop of 
M2 is a coloop (a bridge) of .Ml. In particular, if ~2~ is 
bridgeless then A2 is loopless. 
Notice that this relation is not symmetric. If J& is a proper semi dual of 
J& then J’& is a semi-dual of J11(2, but not necessarily proper. In (e.2) and 
(e.3) we find proper semi-duals, while in (e.1) Ye is not a proper semi dual 
of M unless M is the free matroid on n elements (consisting of n coloops). 
4. SEMI DUALS AND CDCs 
The following simple observation is the main tool used in the rest of this 
paper: 
LEMMA 1. A bridgeless binary matroid has a k-CDC if and only if it has 
a graphic proper semi-dual with at most k vertices. 
Proof. Assume G = (V, E) is a proper semi-dual of M, and I/= 
b i, v~,..., v/}. Denote by S(i) the set of non-loop edges incident with v,. 
Clearly S(i) is a cocycle of G and thus a cycle of M. Being a proper semi- 
dual of A4, G is loopless. Hence every element of E belongs to exactly 2 of 
the S(i)s. Thus { S( 1 ), S(2),..., S(k)} is a k-CDC of M. 
On the other hand, if C= {cl, c*,..., L&} is a k-CDC of M, define 
G=(V,E), where Y=( v,, 2.~~ ,..., 2~~). Every element x of M belongs to 
exactly two cycles of C, say C; and cB. Make V; and vi the end vertices of 
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the edge x in G. Now for every i, 1 d L’ 6 k, the set S(i) of edges of G 
incident to vi is equal to the cycle C~ of M and S(l), S(2),..., S(k) span the 
cocycle space of G. Thus every cocycle of G is a linear combination 
(over YF*) of c,. - a, hence, a cycle of M. 
By definition M and G are semi-duals. The way G is constructed makes it 
loopless and hence it is a proper semi-dual of M. 
Lemma 1 obviously makes the CDC conjecture equivalent to the 
statement: 
Every graphic (or equivalently regular) matroid has a 
graphic proper semi-dual. 
(It suffices to consider bridgeless matroids, but by adding loops to a proper 
semi-dual of A4 we can add bridges to M.) 
The 5-CDC conjecture can be restated as: 
Every graph has a proper semi-dual graph with at most 5 
vertices. 
Here are some lines along which graphic semi-duals can be constructed 
for some given matroids and graphs. 
PROPOSITION 1. If A1 and .A2 are two binary matroids on the same 
element set, 93 spans the cocycle space of A1 andfor every c E ~43, c is a cycle 
of A$, then A$ is a semi-dual of Al. 
Proof: Every cocycle of Jill is a linear combination of elements of B and 
thus a cycle of Jz?*. 
This proposition can be applied where A1 is a graph on n vertices and B 
is any set of n - 1 stars (a star = the set of non-loop edges incident with one 
vertex). For example, let G be a 3-edge-colorable 3-regular graph with a 
given good 3-coloring of the edges, say red, blue, and white. Construct a 
graph H on 3 vertices x, y, z and the same edge set as G. Let the end ver- 
tices of an edge in H be X, y if it is red, y, z if it is blue, and x, z if it is 
white. Every star of G contains one edge of each color and hence it is a 
cycle in H. It follows that H is a semi-dual of G. 
One binary matroid might have many different proper semi-duals. A 
method to obtain a semi-dual out of another one is based on the following 
definition: 
If Jltl and A& are binary matroids on the same element set 
and every cycle of A1 is also a cycle of Jltz then A2 is 
defined to be an image of dl. IL in addition to that, every 
loop of Jlz; is a loop of J& then A$ is a proper image of A,. 
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For example, if G is a graph and G’ is obtained from G by contracting a 
set of mutually non-adjacent vertices into one vertex, then G’ is a proper 
image of G. Hence a k-colorable graph has a proper image which is a graph 
with at most k vertices, 
From an algebraic point of view, if a binary matroid M is considered as 
a family of vectors from a linear space over Sq (the cycles of M are the 
subfamilies with sum equal to zero), one can show that an image of M is 
the algebraic image of M under some linear transformation T. The image is 
proper if and only if the kernel of T does not contain any non-zero element 
of M. The following is an immediate consequence of the definitions: 
PROPOSITION 2. Zf A2 is a proper semi-dual of A?, and A$ is a proper 
image of A,, then A$ is a proper semi-dual of A?, . 
More examples: Take a bridgeless planar graph G. Its dual graph G* is a 
proper semi-dual of G. Furthermore, according to the 4-color theorem, G* 
has a proper graphic image with at most 4 vertices. Applying Proposition 2 
and Lemma 1, G has a 4-CDC. 
X4 is self dual, thus the double triangle of example (e.3) (Sect. 3) on 3 
vertices is also a proper image of X,, providing a 3-CDC to every graph 
which admits a 4-CDC. 
We conclude this section by proving that any Hamiltonian graph G (a 
graph in which there exists a Hamiltonian circuit), has a 3-CDC. This 
statement is very easy to prove without using the semi duality concept, but 
it is used here as an introduction to the more complicated case, discussed 
in the next section. 
We should mention here the following matroid theoretical concept: Let 
M be a matroid on an element set E and 3 E E a basis of M. For every 
x E (E - B) define c(x), the elementary circuit of x with respect to B, as the 
unique circuit c such that cn (E-W)= {x>. For every YEW, c*(g), the 
unique cocircuit C* for which C* nB = (y}, turns out to be equal to 
{YJ u {~I~EE(z)}. Furthermore, if M is a binary matroid then 
{c(xH~w-w) is a basis for the cycle space of M, while 
{c*(y)/ y E g} is a basis for its cocycle space (see [9] for proofs and 
details). 
Let now C be a Hamiltonian circuit in a graph G = (V, E). Delete an 
edge e from C to obtain T= C- {e}, a Hamiltonian path, which is also a 
spanning tree of G. Notice that, with respect to the basis T, c(e) = C, which 
implies P E c*(t) for every t E T. 
Construct now a graph S = ((0, 1,2}, E). The end vertices of every edge 
x E (E - C) in S are 1 and 2. The end vertices of the edge e in S are 0 and 1. 
The end vertices of t E T in S are 0 and 1 if I’ll is even, or 0 and 2 if 
I’ll is odd. 
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Take now any t E T. If /c*(t)1 is even, then as a subgraph of S it consists 
of an even number of parallel edges between the vertices 1, 2 and 2-edges (t 
and e) between 0 and 1. If [c*(t)1 is odd, then it consists of an odd number 
of parallel edges with end vertices 1, 2, the edge e with end vertices 0, 1, 
and the edge t between the vertices 0, 2. In either case the degree of every 
vertex of this subgraph is even, that is, c*(t) is a cycle of S. According to 
Proposition 1, S is a loopless, and hence proper, semi-dual of G, which by 
Lemma 1 supplies a 3-CDC for G. 
5. 6-CDC FOR GRAPHS WITH A HAMILTONIAN PATH 
THEOREM 1. Every bridgeless graph G = (V, E) which contains a 
Hamiltonian path T has a proper semi-dual graph with 6 vertices and hence a 
6-CDC. 
Proof For the course of this proof, T will refer both to the 
Hamiltonian path and to its edge-set. We may assume without loss of 
generality that G has no loops, it is 2-connected (otherwise each block can 
be treated separately), and all the vertices are of degree 3, except the two 
end vertices of T which are of degree 2. This last requirement can be 
achieved by properly (without creating bridges) splitting vertices, it means 
that there is exactly one edge of E - T adjacent with every vertex. 
Choose ,~i, one end vertex of T and define the relation “ < ” among the 
vertices, according to their order along T, with ai as the first (that is 
smallest) vertex. An edge whose end vertices are u and v is denoted 
by (u, v). We shall say that (u, v) starts at u and ends at v. Define 
s= (dl, “12,..., ciR}, a subset of E - T, as follows: 
41 =(u,, vu11 where %’ 1 =max{uE VI( u,,u)E(E-T)), 
n<+,= (u L +I, *,-+I ) where q,, + I =max{z~EVJ(tl,~~)E(E-T) 
andM;<tl<u;}. 
Visually, d,- + i is the edge which ends last, among those starting before the 
end of 6;. 
The last edge of the sequence S is d4= (Us, u,), for which v4 is the last 
vertex on T. Note that if k = 1, Tu { ( U, , vi ) > is a Hamiltonian circuit of G 
and hence G has a 3-CDC. 
According to the definition of S and our assumptions on G, tdi < tli + i < 
u;<ui+2 for every i, 1~ i 6 6 - 2. An edge e = (a, v) E E is said to be under 
d,- E S if U; d ti < ‘L, < vi. It follows from the above remark that an edge of T 
is either under exactly one edge of S or under two consecutive edges of S. 
For every i, 1 d i < A, define T, to be the set of all edges of T which are 
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under dL but not under either dip i or ci;+ 1. Denote by Ti,i + 1 the set of 
edges of T which are under both di and tii + , . T,, T,,,, T, ,..., TA ~ 1,1, TL is 
a partition of T into 2k - 1 edge-disjoint subpaths. Accordingly, E - T is 
partitioned into disjoint subsets Eazd, where each a and 8 is either an 
integer i, l<i<k, or a pair i, t’+l, 1 <i CR. V, is the set of vertices 
adjacent with the edges of T, and E,:, = {e = (u, U) E E- TI u E V,, and 
21 E &>. 
Due to the definition of S there is no edge (u, u) of E - T with u < ‘u< and 
V, + , CU. Hence the non-empty E,:, are of the following 7 types which we 
rename here as: 
E(i, 1) = Ed:< 
Et6 2) = Ec:,4,d + II 
E(i, 3)=E;:C;+l, 
E(i, 4) = E‘:,< + l.r + 2) 
E(C 5) = EC;,; + 1 ):(i.i + I ) 
E(k 6) = Et‘.< + 1 ):, + l 
Et6 7) = %., + 1):(,-+ I.r +2)- 
We construct now for G a proper semi-dual graph H = (U, E). The ver- 
tex set U equals Xx Y where X= (0, 1, 2) and Y= (0, l}. An element of U 
is referred to by its coordinates it, E X and M E Y. 
In our construction of H every ti; E S is a horizontal edge, that is, both 
end vertices of d; in H have the same Y coordinate Ye. y; is defined recur- 
sively by: yi = 0 and y6 + r z yC + p(i) (addition mod 2), where p(i) is 
defined as follows: 
If JE(i, 4)( is even or E(i, 7) is not empty, then p(i) = JE(i, 3)l. 
If IE(i, 4)l is odd and E(i, 7) is empty, then p(i)= IE(i, 3)( + lE(i, 4)1. 
The X coordinates of the end vertices of o, , denoted by x(i, 1) and x(i, 2) 
are defined as follows: x( 1, 1) = 0 and x( 1,2) = 1: 
If IE(i, 4)l is even or E( 1,7) is not empty then x(i + 1, 1) = x(i, 3) and 
x(i + 1, 2) = x(i, 2), where x(i, 3) is the “Ok free” X coordinate defined by 
(x(i, 3) # x(i, 1) and x(i, 3) # x(i, 2)). 
If IE(i, 4)l is odd and E(i, 7) is empty then x(i+ 1, l)=x(i, 2) and 
x(i + 1, 2) = x(i, 3). 
(It follows that 4; and 4; + 1 have exactly one common X coordinate: x(i, 2). 
Also note that x(i + 1, 3) = x(i, 1)). 
Every 8 E E - (TV S) is a vertical edge in H, that is, its two end vertices 
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have different Y coordinates and the same X coordinate; x(e), defined by 
the following rules: 
R.l For eEE(i, l)uE(i, 2)uE(i, 5) x(e)=x(i, 1). 
R.2. For eE E(i, 3), x(e) = x(i, 2). 
R.3. For eE E(i, 6), x(e) = x(i, 3). 
R.4. If IE(i, 4)u E(i, 7)1 is even then for every eEE(i, 4) u E(L’, 7), 
x(e) = x(i, 1). 
R.5. If IE(i, 4) u E(i, 7)1 is odd and E(i, 7) is not empty, then select 
an edge 8~ E(L’, 7), define x(e) = x(i, 3) and x(e) = x(i, 1) for every eE 
E(r’, 4) u E(i, 7) - {f}. 
Notice that in the case where R.4 or R.5 hold I&i, 4)1 is even or E(i, 7) is 
not empty, hence, x(i, 1) = x( 1,3) and x(i, 3) = x(i + 1, 1). Thus for every 
eEE(i,4)uE(i,7), x(e)#x(i+1,2). 
R.6. If IE(i, 4)l is odd and E(i, 7) is empty then for every e E E(i, 4) 
x(e) = x(i, 2), which equals x(i + 1, 1) in this case. 
In order to complete the description of H we should assign end vertices 
to the edges of T. For this purpose, we now check for every r E T the 
degrees of the vertices in the subgraph of H, defined by I* - {f}, which 
we denote by %d. 
Let t = (u, u). Clearly an edge (r, W) belongs to c*(t) if and only if 
r < u < u d MI. Thus, for t E T,, E,:, c c*(t) if P < a < C. (The order among 
/c, &, c is defined by 1 < (1, 2) < 2 < (2, 3) < ,..., < (li - 1, k) < k.) E,:, might 
also have a non-empty intersection with c*(t) if n = 19 or a = C. 
Take t 6 T;. Then ix; is the union of E(i- 1, 4), E(i- 1, 7), subsets of 
E(i- 1, 3) E(i- 1, 6), E(i, l), E(i, 2) E(i, 3), E(i, 4), and the horizontal 
edge 0,. 
Referring to R.l-R.6 we find that, among those, the only vertical edges 
with X coordinate x= x(i, 3) = x(i- 1, 1) are an even subset of 
E(i- 1,4)u E(i- 1, 7) (rules R.4, R.5). Since the X coordinates of (I‘ are 
x(i, I) and x(& 2), no matter how many vertical edges there are with these 
X coordinates, there is exactly one vertex of odd degree in each one of 
them. 
Take now t E T,.,, + , . In this case X( consists of E(i, 3), E(i, 4), subsets of 
E(i- 1, 4) E(i- 1, 7), E(i, 2), E(i, 5) E(i, 6) E(i, 7), and 2 horizontal 
edges ci; and 6, + , . Consider first the two vertices of H with X coordinate 
x(i 2). By rules R.4, R.5 (see the corresponding remark) and R.6, the X 
coordinates of edges in E( i - 1,4) u E(i - 1, 7) are different from x(i, 2). By 
rules R.l, R.3, the same holds for edges in E(i, 2) u E(i, 5) u E(i, 6). All 
edges of E(i, 3) are vertical with X coordinate x(i, 2) by rule R.2. The X 
coordinates of edges of E(i, 4) u E(i, 7) are different from x(i, 2) if R.4 or 
R.5 holds, and are equal to x(i, 2) if R.6 holds. In either case the number of 
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vertical edges on x = x(i, 2) is p(i). x(i, 2) is the common X coordinate of si 
and si+,. These 2 edges have the same Y coordinate if p(i) is even, or dif- 
ferent Y coordinates if p(i) is odd. In either case the degrees in #d of both 
(x(i, 2), 0) and (x(i, 2), 1) are even. 
The other end vertices of si and si+, have X coordinate x = x(i, 1) and 
x = x(i, 3), respectively. Hence, regardless of the number of vertical edges 
on these values of x, there is exactly one vertex of odd degree in @J with 
x = x(i, 1) and another one with x = x(i, 3). 
To conclude: For every t E T, Xt has exactly 2 vertices of odd degree in 
H. Let these two be the end vertices of t in H. Hence every c*(t) is a cycle 
of H. By Proposition 1, H is a semi-dual of G. Since H is loopless, it is a 
proper semi-dual of G with 6 vertices, hence it supplies, according to 
Lemma 1, a 6-CDC of G. 
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