We describe in detail the partial pixel architecture that permits the realization of three-dimensional (3-D) displays that are functionally equivalent to a real-time holographic stereogram. This architecture permits the simultaneous presentation of multiple stereoscopic images so that motion parallax is discernible in the resultant 3-D scene. The key innovation of the architecture is that each pixel is subdivided into partial pixels, which in turn can be implemented as individual diffraction gratings. We describe a static display that exhibits a 3-D image with one-dimensional motion parallax, thereby demonstrating key features of the architecture. A variety of partial pixel implementations are discussed that can operate at video frame rates. These include voltage-controlled liquid crystal gratings and binary optic gratings integrated with conventional liquid crystal amplitude modulators. In addition, we describe how the partial pixel architecture can be generalized for the implementation of full-color displays and displays having two-dimensional motion parallax.
INTRODUCTION
There has been significant interest in recent years in real-time holographic display systems. 1 -5 Such display systems should permit truly three-dimensional (3-D) objects or scenes to be viewed by one or more observers with either one-dimensional (1-D) or two-dimensional (2-D) motion parallax. Potential applications of such systems include mechanical design, training and simulation systems, medical imaging, virtual-reality systems, and architectural design.
There are several significant obstacles to the realization of a truly real-time (i.e., video frame rate) holographic display system. The first is the need for a display device with a huge space -bandwidth product. The second is the requirement for significant computational resources to calculate the requisite grating patterns. 4, 5 In this paper we describe a novel architecture (hereinafter referred to as the partial pixel architecture) that is functionally equivalent to a real-time holographic stereogram. It uses space -bandwidth products that are easily achievable with VLSI technology. It also leads to a significant reduction in the computational load required to drive the display while permitting dedicated processors to be embedded within the display itself to handle those computations that are required. Both 1-D and 2-D motion parallax are obtainable with this architecture, as well as full-color viewing. In contrast to alternative approaches, 5 the partial pixel concept is well suited to the use of incoherent readout illumination. In addition, displays based on the partial pixel architecture are autostereoscopic because special headgear is not required.
In this paper we discuss the basic concepts of the partial pixel architecture and several methods of physically realizing the architecture. We begin in Section 2 with a brief examination of the major types of holographic display that are currently in use. The partial pixel architecture, which is based on a pixelated display, is then discussed in Section 3. An experimental implementation of a static version of the architecture is examined in Section 4. Methods of physically implementing real-time controllable partial pixels are discussed in Section 5, and generalizations of the basic partial pixel architecture to achieve full-color images and 2-D motion parallax are reviewed in Section 6. 7 As the name implies, real-object holograms are used to record real, physical, 3-D objects. In the recording process a coherent beam is split into a reference beam and a beam that illuminates the object. At a holographic plate the interference pattern between the reference beam and light scattered or reflected by the object is recorded as a space-variant transmittance or refractive-index modulation. During reconstruction one uses the reference beam to read out the resultant hologram. Light diffracted by the hologram reconstructs a virtual image of the object that is essentially the same size and in the same position as the original object. An observer located in an appropriate viewing region with respect to the holographic plate thus perceives a 3-D object with full motion parallax.
This recording and readout scheme is useful for the reconstruction of monochromatic images from static transmission holograms. Image-plane 6 and rainbow holograms 8 involve an additional recording step such that white-light viewable (full-color) holograms are constructed. Both monochromatic 6 and full-color 9 reflection holograms can also be produced.
Despite this wide variety of recording and reconstruction techniques, real-object holograms are unsuitable for objects (such as mountains and bacteria) that differ significantly in size compared with that of a typical holographic plate or for objects [such as a computeraided design (CAD) and a tomographic-derived image] (a) (b) Fig. 1 . Schematic diagram of a holographic stereogram that is viewed from a region that consists of virtual viewing slits. A single 2-D image is visible in the plane of the display when an observer's eye looks through any particular virtual viewing slit. In general, a different 2-D image can be seen through each virtual viewing slit. When each eye sees the appropriate image of a given pair of stereoscopic images, the observer perceives a 3-D scene. The 2-D images shown in (a) and (b) are intended to illustrate such a pair of stereoscopic images. If an appropriate set of stereopair images is displayed through the virtual viewing slits, 1-D motion parallax is perceived as an observer moves horizontally in the viewing region.
that exist only as a description or a set of data points. For these types of object, holographic stereograms may be constructed. 7 This form of holographic display involves several recording steps in which a series of stereopair images are recorded. The final hologram reconstructs each recorded image such that it is observable near the plane of the hologram from within only a narrow portion of the viewing region (hereinafter referred to as a virtual viewing slit). As we show in Fig. 1 , a given image is visible only through a single virtual viewing slit, which is typically 3 mm wide (approximately 1 pupil diameter). A different image is visible through each virtual viewing slit. By recording appropriate stereopair images, an observer perceives a 3-D image with 1-D (horizontal) parallax. Thus a holographic stereogram does not reconstruct a true holographic image but, rather, reconstructs a series of 2-D stereopair images. It is this property that permits objects of arbitrary size to be displayed with a holographic stereogram.
Holographic stereograms use at least two of the cues that are normally present in everyday human stereo perception. These are disparity, which is the difference between the left and right eye images as formed on the retinas, and motion parallax. In addition, if the 3-D scene straddles the plane of the holographic plate, several other cues are provided. These include vergence, which is the adjustment of the eye muscles such that both eyes point at the same position in space, and accommodation, in which the eyes are focused in the same general region in which the 3-D scene is perceived. Although the psychophysics of stereo perception are not fully understood, holographic stereograms can be configured to provide a striking sense of visual depth with the use of consistent visual cues. A thorough discussion of such issues can be found in Ref. 10 .
An important aspect of nearly all static display holograms (both real-object holograms and holographic stereograms) is that an incoherent illumination source is typically used during reconstruction. The wavelength selectivity and angular diffraction properties of such holograms (which have a thickness of at most several tens of micrometers) diffract the incident light into the appropriate viewing region. Use of an inexpensive incoherent source significantly enhances the convenience of display holograms.
A particularly promising effort to produce a real-time holographic display is described in Refs. 4 and 5. It uses an acousto-optic modulator and thus requires a coherent illumination source. The system employs a unique hololine method of realizing the visual equivalent of a monochromatic real-object hologram. 4, 5, 11, 12 In the following sections we describe an alternative approach (the partial pixel architecture) that is analogous to a holographic stereogram rather than a real-object hologram. It permits the use of an incoherent illumination source and a flat-panel display format.
PARTIAL PIXEL ARCHITECTURE
In this section we discuss the basic features of the partial pixel architecture. For simplicity we consider a monochromatic display that exhibits 1-D parallax. (Generalization to full-color displays having 2-D parallax is discussed in Subsection 6.A). We assume that the display is illuminated by a collimated monochromatic beam incident at a fixed orientation relative to the display. In the following subsections, first we discuss pixelation of the display and the functional requirements for individual pixels, then we examine conceptual approaches to fulfilling these requirements, and finally we analyze a pixel implementation that uses area-multiplexed diffraction gratings.
A. Pixel Requirements
Similar to a holographic stereogram, a display based on the partial pixel architecture is observed from a viewing region composed of distinct virtual viewing slits, with a different image being visible on the display when it is viewed from each virtual viewing slit. By displaying an appropriate series of stereoscopic image pairs, one can observe 3-D scenes with 1-D parallax.
However, in contrast to most holographic stereograms, the partial pixel display is composed of discrete pixels. Each pixel must therefore have the capability of exhibiting a different appearance when it is viewed from distinct virtual viewing slits (for example, a given pixel might need to appear dark from virtual viewing slit m while appearing bright from virtual viewing slit m 1 1). This translates into the following two requirements: (1) each pixel must be capable of directing light into all virtual viewing slits, and (2) each pixel must permit independent control of the intensity of the light that is directed to any given virtual viewing slit. In Fig. 2 we schematically illustrate two pixels (indexed by i, j and i 0 , j 0 ) directing portions of a readout beam into every virtual viewing slit.
B. Conceptual Approaches

Composite Pixel Approach
One approach to fulfilling pixel requirements (1) and (2) is to multiplex separate holograms within each pixel as schematically illustrated in Fig. 3 (which we refer to as the composite-pixel approach). Each hologram has a fixed grating pattern designed to diffract light from the incident beam to a specific virtual viewing slit. Control of a particular hologram's amplitude would regulate the amount of light that it diffracted to its virtual viewing slit.
Although conceptually straightforward, the compositepixel approach is difficult to realize in practice for at least two reasons. First, a significant space -bandwidth product is required in each pixel to permit multiplexing of numerous holograms, and second, a large dynamic range for the induced multiplexed hologram is needed to permit accurate control over the summed individual hologram amplitudes. We have therefore chosen to develop an alternative approach that is described below.
Partial Pixel Approach
In the partial pixel architecture each pixel is subdivided into spatially distinct partial pixels, each of which directs light into a single virtual viewing slit. This is schematically illustrated in Fig. 4 for a pixel composed of nine partial pixels that are arranged in a 3 3 3 array. Fulfillment of pixel requirements (1) and (2) discussed above can be achieved by the requirement that each partial pixel not only direct light into a single virtual viewing slit but also control the amount of light that is sent to its virtual viewing slit. When this area-multiplexing approach is used, the partial pixel architecture dramatically simplifies the physical realization of a given pixel by reducing the problem to the implementation of spatially distinct partial pixels.
It is important to note that the size of each pixel is designed to be barely resolvable by a human eye located in the viewing region. Consequently, individual partial pixels are not resolvable. Thus, even though the light that is directed to a given virtual viewing slit from a particular pixel comes from only a small region of the pixel (i.e., the appropriate partial pixel of that pixel), it is visually no different than if the light came from the whole pixel.
For the case of a monochromatic display the number of partial pixels is equal to the number of virtual viewing slits. For example, if there are 100 virtual viewing slits, then each pixel must be composed of 100 partial pixels. If each pixel is 1 mm 3 1 mm in size, one possible configuration is to arrange the partial pixels as a 10 3 10 array within each pixel, in which case each partial pixel would be 100 mm 3 100 mm.
The partial pixel architecture has a number of compelling advantages. First, the computational problem is reduced to simply calculating an appropriate set of 2-D stereographic images instead of trying to calculate holographic fringe patterns. Second, the display problem is physically segregated such that any given partial pixel must direct light in only a single direction. Third, many partial pixel implementations permit the use of incoherent readout illumination. Finally, the spatial segregation of the partial pixels permits significant flexibility in achieving 2-D parallax and full-color images (as discussed in Section 6 below).
One potential disadvantage of the partial pixel architecture is the requirement for large numbers of partial pixels. For example, a 640 3 480-pixel display (3 3 10 5 total pixels) with 40 virtual viewing slits requires 1.2 3 10 7 partial pixels. Subsection 5.A below describes a potential technique for achieving such large numbers of partial pixels in a real-time display.
C. Diffraction-Grating-Based Partial Pixels
One method of implementing the partial pixel architecture is to use a diffraction grating in each partial pixel to diffract light toward its corresponding virtual viewing slit. In this subsection we derive the grating parameters for each partial pixel that we require to achieve this objective (i.e., the grating's period and its angular orientation). In addition, we examine how diffraction from the aperture of a partial pixel can be used to fill its corresponding virtual viewing slit with light from that partial pixel. Methods of modulating the diffracted light are discussed in Section 5 below.
Calculation of Grating Parameters
Consider the geometry shown in Fig. 5 , in which a unitamplitude monochromatic plane wave is incident upon a transmission grating that is constrained to be in the x -y plane (i.e., the plane of the display). We initially assume a sinusoidal phase transmission grating. The incident beam has a wave vector
in which k ϵ jkj 2p͞l, l is the wavelength of the readout illumination, and a, b, and g are the vector's direction cosines. The grating is described by its k vector K G as
where K G ϵ jK G j 2p͞L, L is the period of the grating, and u G is the angle between the grating wave vector and the x axis. Scalar diffraction theory 13 can be used in the calculation of the diffracted electric field U ͑r͒ in the region z . 0 ͑r xx 1 yŷ 1 zẑ͒. The result is
in which J q is the qth Bessel function of the first kind, v is the grating strength (given by v 2pDnd͞l, in which Dn is the amplitude of the grating's refractive-index modulation and d is the grating thickness), and
with direction cosines
Each term of the sum in Eq. (3) represents a distinct diffraction order that has an amplitude J q ͑v͒ and a wave vector k q . Diffraction orders with real g q represent propagating plane waves, and orders having imaginary g q are evanescent. Using Eqs. (5), we can find the propagation direction of the qth diffracted order that is generated by an arbitrarily oriented grating in the x -y plane (as described by its period L and its angular orientation u G ) for any arbitrarily oriented incident beam ͕as described by the wavelength of the illumination, l, and the collimated beam's direction cosines a and
Although this result has been derived for a sinusoidal phase grating, the direction of the diffraction orders as specified in Eqs. (5) is independent of the grating profile.
Given a particular display geometry, we can use Eqs. (5) to derive the period and the orientation of the grating required in each partial pixel of the display. This is accomplished through specification of the direction cosines of both the readout beam and the 11 diffraction order that must be diffracted from each partial pixel to its corresponding virtual viewing slit. In the following discussion i and j specify the x and y indices of the ijth pixel, and the index m refers to the mth partial pixel within a given pixel. Each mth partial pixel is responsible for directing light to the center of the mth virtual viewing slit.
As shown in Fig. 6(a) , the center of a given partial pixel is described by the vector s ijm , which can be written as
in which p ij is the center of the ijth pixel and q m is a vector describing the center of the mth partial pixel of pixel i, j relative to the pixel center. The vector from the center of the ijmth partial pixel to the center of the corresponding mth virtual viewing slit, v ijm , is given by
in which u m is a vector describing the center of the mth virtual viewing slit [as illustrated in Fig. 6(b) ]. The 11 diffraction order from partial pixel ijm must be parallel to vector v ijm , which can be written in terms of its direction cosines as
Thus, for a given readout beam (characterized by a, b, and l), Eqs. (5) can be solved for the period and the orientation of the grating in the ijmth partial pixel as
For any display geometry specified by (1) the location of the partial pixels, ͕s ijm ͖, (2) the location of the virtual viewing slits, ͕u m ͖, and (3) the readout beam wave vector k, Eqs. (9) and (10) can be used to calculate the grating parameters for each partial pixel.
Partial Pixel Aperture Effects
The above analysis is sufficient for the design of gratings that diffract light from each partial pixel to its corresponding virtual viewing slit. Our next concern is that light from any given partial pixel should adequately fill its corresponding virtual viewing slit while not overlapping horizontally into adjacent slits. For the purposes of this subsection we do not consider the visual desirability of some small amount of overlap. Instead, our objective is to discuss a first-order mechanism for controlling the width of the beam diffracted from a given partial pixel as measured at its corresponding virtual viewing slit. If we plot the intensity of light from a given partial pixel at its virtual viewing slit as a function of the slit's transverse (x) dimension, the ideal beam profile would uniformly fill the slit as shown in Fig. 7 . However, diffraction from the aperture of the partial pixel will lead to a nonuniform beam profile. For example, if the partial pixel aperture is rectangular with width l x and height l y such that it can be described by the transmission function 13 T aperture ͑x, y͒ rect͑x͞l x ͒rect͑y͞l y ͒ ,
in which rect͑j͒
then the intensity in the virtual viewing slit is given by a product of sinc-squared functions:
in which I 0 is the intensity at the center of the slit, v ijm ϵ jv ijm j is the distance from the center of the partial pixel to the center of the slit, the direction cosines a ijm and b ijm are x and y obliquity factors, respectively, and sinc x ϵ ͑sin x͒͞x .
The beam profile of Eq. (13) is illustrated in Fig. 7 for y 0. [Note that Eq. (13) is valid only when the virtual viewing slit is far enough away for the assumptions of Fraunhofer diffraction to be valid. These approximations are fully satisfied for distances of the order of 100 mm or greater between the partial pixel and the virtual viewing slit, partial pixel apertures of the order of 100 mm wide or less, and visible readout illumination.] The width of a beam diffracted from a partial pixel to a virtual viewing slit can easily be estimated with Eq. (13) . The distance between the first nulls on either side of the peak intensity, Dx, is approximately (assuming unity obliquity factors)
The full width at half-maximum (FWHM) of the beam can be estimated as Dx͞2. For example, the FWHM is 3 mm for a partial pixel aperture of 100 mm, a readout wavelength of 0.5 mm, and a viewing distance of 600 mm. To first order, careful design of the partial pixel apertures can be used to fill each virtual viewing slit with illumination from appropriate partial pixels. This permits the avoidance of the so-called picket fence effect that occurs when the virtual viewing slits are underfilled. However, the presence of sidelobes in the partial pixel aperture diffraction pattern causes some leakage of light into neighboring virtual viewing slits. Whether this significantly affects the visual appeal of the display is a subject for further study. If the sidelobes are found to be undesirable, sidelobe reduction techniques can be examined. Likewise, it is not clear whether the nonuniformity of the main lobe of the diffraction pattern will negatively affect the visual properties of the device. This too will be a subject of future research.
A further point that should be mentioned is that one can similarly use the height l y of the partial pixel apertures to control the height of the virtual viewing slits. Alternatively, other techniques can be used, such as the placement of a cylindrical lens array over the face of the device (for devices with 1-D parallax only).
EXPERIMENTAL DEMONSTRATION
As described in a previous paper, 14 we have implemented a static partial pixel architecture based display as a set of amplitude gratings in a chrome mask in order to verify the basic visual properties of the partial pixel approach. We originally reported the observation of a distinct 3-D scene with a flashlight used as an illumination source. In this section we describe results for experiments in which a well-collimated incoherent illumination source was used. This permitted the clear observation of 1-D motion parallax.
The mask device was designed to display the 3-D scene illustrated in Fig. 8 . The letter A is in the plane of the mask, and the letters U and H are 6 mm in front of and behind the mask, respectively. The display region consisted of a 35 3 35 array of square pixels covering an area of approximately 1 cm 2 . As shown in Fig. 9 , each pixel contained a 4 3 8 array of partial pixels. The number in each partial pixel is the index of the virtual viewing slit to which that partial pixel diffracts light. For a viewing distance of 200 mm the partial pixel widths were designed to result in minimal overlap of the main diffraction lobes for adjacent virtual viewing slits (i.e., adjacent diffraction lobes overlapped at 18% of the peak intensity of each lobe).
A side view of the readout geometry of the display is shown in Fig. 10(a) . When an observer's eyes are located in the viewing region, the zero-order beam is incident below the observer's nose and thus well out of the viewing region. Likewise, the higher diffraction orders of the partial pixel gratings all propagate above the viewing region and therefore are not visible. The negative diffraction orders are all below the zero order.
Since the gratings in the display were designed for readout illumination at 633 nm, the incident beam was passed through a filter centered at 633 nm with a spectral bandwidth of 10 nm. In addition, the readout beam was collimated to within 0.1
Although 32 partial pixels were available in each pixel, only the top five rows of partial pixels were actually used. As shown in Fig. 10(b) , these partial pixels illuminated ten virtual viewing slits for the left eye and ten virtual viewing slits for the right eye. Ten stereoscopic image pairs were therefore visible for individuals with a nominal eye separation of 66 mm. The partial pixel gratings for a single pixel are shown in Fig. 11 . This particular pixel encoded one point in the letter A, which was designed to appear in the plane of the display. Hence there is a grating in each of the 20 partial pixels that were used because this pixel must appear bright from each of the 20 virtual viewing slits.
Note that the display was binary in that a given pixel could appear only on or off (corresponding to the presence or the absence of a diffraction grating in a given partial pixel) when it was viewed from a particular virtual viewing slit. For each virtual viewing slit there were 26 partial pixels on the display that contained gratings, since the 3-D scene was composed of 26 points. Thus only 520 partial pixels of a total of 39,200 possible partial pixels had diffraction gratings. The measured diffraction efficiency of the gratings that diffracted light into a given virtual viewing slit was 4.4%. This does not include losses that were due to the nonunity fill factor of each pixel.
When an observer is positioned at the rightmost part of the viewing region (such that the left eye is in virtual viewing slit 27 and the right eye is in virtual viewing slit 15), the observer sees the 2-D images shown in Fig. 12 . These readily fuse into the 3-D image of Fig. 8 . As an observer moved horizontally to the left, 1-D motion parallax was apparent as different stereoscopic images were viewed.
Since this device was intended as a simple demonstration of the partial pixel architecture, it was not optimized in terms of optical efficiency, display area, angular viewing range, or degree of observable parallax. For example, the display area on the mask was limited to 1 cm 2 so that a single 103 reticle and exposure step could be used during fabrication of the mask. Larger display areas are easily realizable. Likewise, the angular viewing range can be increased by the use of smaller feature sizes on the mask (the device described above had a minimum feature size of 1 mm). A larger angular viewing range permits greater motion parallax, which could alternatively be obtained by the selection of stereoscopic image pairs that exaggerate the rotation of the 3-D scene. A longer viewing distance is also readily achieved by adjustment of the pixel and partial pixel dimensions. 
REAL-TIME PARTIAL PIXEL IMPLEMENTATION CONCEPTS
In this section we describe various methods of achieving a dynamic display based on the partial pixel architecture. Such a display requires real-time controllable partial pixels. We first discuss the use of variable-amplitude liquid crystal gratings and their incorporation in a display composed of tessellated integrated-circuit dies. We then describe alternative implementations based on binary optic gratings, fixed mirrors or prisms, steerable micromirrors, and deformable gratings. In each of the approaches described below, we use diffraction from the partial pixel apertures to define the spatial extent of the virtual viewing slits in the viewing region.
A. Electronically Controlled Liquid Crystal Gratings
The chrome mask partial pixels described above fulfill the first partial pixel requirement of directing light into a single virtual viewing slit (discussed in Subsection 3.B.2), but the amount of deflected light is controlled only by the presence or the absence of a fixed diffraction grating. A real-time gray-scale display could be achieved if each partial pixel consisted of a diffraction grating with a controllable amplitude. We recently demonstrated such gratings in thin liquid crystal layers. 15 The basic idea is illustrated in Fig. 13 . A homeotropically aligned nematic liquid crystal film is placed over a set of interdigitated electrodes. When there is no applied voltage between the electrodes, there is no significant diffraction of the readout beam [ Fig. 13(a) ]. However, application of a voltage results in a fringing electric field between adjacent electrodes, which in turn causes a rotation of the local director axis in the liquid crystal layer [ Fig. 13(b) ]. The net result is a voltage-controlled diffraction grating having the same period as that of the electrode pitch. A sample pair of interdigitated electrodes for a single partial pixel is shown in Fig. 14 .
As illustrated in Fig. 15 , a large-area display can be created with tessellated silicon dies, 16, 17 each of the order of 1 cm
2 . An array of pixels would be located on each die, with each pixel consisting of multiple partial pixels. Individual partial pixels would be implemented as shown in Figs. 13 and 14 . A major motivation for this approach is that it permits the construction of a large-area display with the use of conventional VLSI fabrication techniques. It also provides the opportunity to locate the display electronics and a graphics computational engine underneath the electrode and liquid crystal layers on each die (as shown in Fig. 13 ). Contact to the transparent ITO electrodes would be made with vias through the SiO 2 and aluminum mirror layers.
To date, we have realized ITO interdigitated electrodes on silicon with feature sizes as small as 0.4 mm. We are currently evaluating our first prototype device in which a series of ITO electrodes (with a minimum feature size of 1.0 mm) has been fabricated over an aluminum mirror layer that is on a silicon substrate. This device has been designed to display the same 3-D scene as described above for the chrome mask when a voltage is applied across the electrodes. Preliminary observations indicate that this objective has been achieved. Future efforts will focus on fabricating a full set of interdigitated electrodes over buried drive electronics.
B. Binary Optic Gratings with Modulators
The liquid crystal grating partial pixel configuration is only one of many possible partial pixel arrangements. For example, the functions of beam deflection and modulation by each partial pixel can be split between two integrated components, rather than both being implemented by a single element such as a liquid crystal grating. Such an alternative design is schematically represented in Fig. 16 , in which a reflective binary optic grating is used to deflect the readout beam and a conventional liquid crystal amplitude modulator is used to modulate the beam. The binary optic grating in each partial pixel can be designed with the concepts discussed in Subsection 3.C and would be fabricated in a dielectric layer deposited directly upon the silicon die. A metallic overcoating can be used to make it reflective.
One feature of the binary optic approach is that the modulator element in Fig. 16 is a straightforward application of conventional liquid crystal display technology. In fact, a simple realization of a partial pixel display would be to laminate a conventional liquid crystal display with a binary optic component to form either a transmissive or a reflective device. Each pixel on the liquid crystal display would correspond to a single partial pixel and would be spatially registered with a single grating on the binary optic component.
A further feature of the binary optic approach is flexibility in the design of partial pixel gratings. For example, chirped and nonplanar gratings can be easily realized. In addition, one may use multilevel gratings to achieve increased diffraction efficiency, although at the cost of additional fabrication complexity.
C. Fixed Mirrors or Prisms with Amplitude Modulators
An alternative partial pixel configuration is to replace the binary diffraction grating of Fig. 16 with a mirror at a fixed angle and orientation (each of which is different for each partial pixel). The amplitude modulation can be implemented with a liquid crystal modulator as described above. This approach is conceptually equivalent to laminating an array of miniature mirrors to a conventional liquid crystal display such that the mirrors align with the liquid crystal display pixels.
A natural technology for the implementation of the miniature mirror array is diffractive optics, in which optical elements are formed with the use of multilevel phase steps. 18 Each mirror would be fabricated as a multilevel surface-relief pattern coated with a reflective metallic film. This type of diffractive optic is a reflective kinoform and could be fabricated in a thin-film layer that is deposited directly onto each silicon die.
Alternatively, one could use a prism in series with a flat planar mirror to achieve the same beam deflection function. The prism in each partial pixel would have a different wedge angle and orientation. Such a prism and mirror combination can be fabricated as a diffractive optic kinoform prism over a metallic mirror layer. Both of these layers would reside on top of the silicon die. partial pixel, such a mirror could be oriented to deflect light to the appropriate virtual viewing slit when the pixel is supposed to appear in the on position from that slit. When the pixel should appear in the off state, the mirror would be in its opposite position, such that beam deflection to the viewing region does not occur. A major disadvantage of the micromirror approach is that each of the micromirrors would need to have a slightly different deflection angle, which introduces significant fabrication difficulties. An alternative partial pixel implementation uses deformable gratings, which are described in Ref. 20 . These gratings can be in either an on or an off state and exhibit high-speed (30-ns) bistable switching. Such gratings would be designed according to Eqs. (9) and (10) . Gray-scale images can be obtained with temporal multiplexing.
D. Other Approaches
GENERALIZATIONS OF THE BASIC PARTIAL PIXEL ARCHITECTURE
A. Color So far our discussion of the partial pixel architecture has been limited to monochrome illumination. The extension to full-color displays is conceptually straightforward. Since both the grating-and kinoform-based partial pixel configurations are dispersive, the basic idea is to use three partial pixels instead of just one partial pixel in every pixel to direct light to a given virtual viewing slit. Each of the three new partial pixels (hereinafter referred to as primary-color partial pixels) is designed to direct a different primary color to the center of the desired viewing slit. This means that each primary-color partial pixel will have, in general, a different grating period for grating-based partial pixels or a different step depth for kinoform-based partial pixels.
If the same number of virtual viewing slits is to be illuminated, there must be three times as many partial pixels as in a monochrome display. Each type of primary-color partial pixel may also have a different aperture size, because the diffraction-induced spreading of the light from any partial pixel is also dispersive.
For overhead white-light illumination the primary-color partial pixel approach should result in the observation of full-color images from the viewing region. This method of achieving a full-color display is analogous to that used in full-color holographic stereogram displays. 
B. Two-Dimensional Parallax
Extension of the partial pixel architecture to a display that has 2-D parallax is also conceptually straightforward. For 2-D parallax the display must show different images for vertical as well as horizontal movement within the viewing region. Instead of a 1-D arrangement of virtual viewing slits, the viewing region must therefore consist of a 2-D set of virtual viewing apertures as shown in Fig. 17 . For monochrome displays each pixel in the display must have a partial pixel that directs light to a single virtual viewing aperture. Control of the partial pixel apertures in the vertical as well as the horizontal direction becomes important to prevent light from spreading into vertically adjacent apertures.
Since vertical parallax is visually not as important as horizontal parallax, relatively few rows of virtual viewing apertures are required. For example, a satisfactory display may consist of five rows with each having 50 apertures. This means that 250 partial pixels are required per pixel, which is still a reasonable quantity for many display geometries. The upper bound on the number of realizable partial pixels is set (for a given display geometry and size) by the width of the diffracted beams and the desired size of the virtual viewing apertures. If the partial pixels are too small, the diffracted beams become larger than the virtual viewing apertures.
Generalizing to a full-color display having 2-D parallax is challenging for at least two reasons. First, a factor-of-3 more partial pixels are required than for a monochrome display if the number of virtual viewing apertures is kept constant. Second, the dispersion from each partial pixel must be limited for vertical overlapping of dispersed light in different apertures to be avoided. One potential solution is to place an appropriate color filter over each primary-color partial pixel. The search for adequate solutions to both of these issues is a topic for future research.
SUMMARY
We have described a new method of realizing a 3-D autostereoscopic display that is functionally equivalent to a holographic stereogram and thus naturally provides for 1-D motion parallax. The key to the partial pixel architecture is the concept of pixels composed of an array of spatially distinct partial pixels. Each partial pixel is responsible for how its corresponding pixel appears from a single virtual viewing slit. We have discussed the design of partial pixels based on individual diffraction gratings and have demonstrated a static realization of the partial pixel architecture, using amplitude gratings in a chrome mask. We have also discussed methods of implementing dynamic partial pixels for use in real-time displays. In addition, we have shown how the partial pixel architecture can be extended to the realization of full-color displays and how 2-D motion parallax can be achieved.
We are currently pursuing a range of development activities for several partial pixel implementation concepts, including voltage-controlled liquid crystal gratings on silicon and binary optic gratings integrated with liquid crystal amplitude modulators. Further research directions include packaging of tessellated dies, implementation of buried electronics, planarization of a dielectric layer above the electronic circuits (to provide for a planar mirror layer), methods of communicating graphics data to the buried display processors, and algorithm and software development for driving the display.
