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a b s t r a c t
In general, explicit numerical schemes are only conditionally stable. A particularity
of lattice Boltzmann multiple-relaxation-time (MRT) schemes is the presence of free
(‘‘kinetic’’) relaxation parameters. They do not appear in the transport coefficients of the
modelled second-order (macroscopic) equations but they have an impact on the effective
accuracy and stability of the algorithm. The simplest uniform choice (the well known
BGK/SRT model) is often inadequate, and therefore a compromise in the complexity of
the model is sought. For this purpose, the von Neumann stability analysis is performed
for the d1Q3 two-relaxation-time (TRT) advection–diffusion model. The extended optimal
(EOTRT) model, which relates the two collision times such that the most stable scheme
is set by a suitable choice of the equilibrium parameters, equal for any Peclet number, is
then developed. This extends the very recently derived optimal subclass (OTRT) to larger
combinations of ‘‘physical’’ and ‘‘kinetic’’ collision rates. Next, we provide the necessary
and/or sufficient stability limits on the EOTRT subclass for a wide range of velocity
sets, with and without numerical diffusion, and delineate the interesting choices of free
equilibrium weights for the d2Q9 and d3Q15 models. The BGK/SRT model is without
advanced advection properties; we prove (for minimal stencil schemes d1Q3, d2Q5 and
d3Q7) that the non-negativity of the equilibrium distribution is necessary for its stability
in the advection-dominated limit. Beyond the EOTRT and BGK/SRT subclasses of the TRT
model, blind choices of the ‘‘ghost’’ collision number may result in quite unstable schemes,
even for positive equilibrium. However, we find that the d1Q3 stability curves govern
the advection properties of the multi-dimensional models and a fuller picture of the TRT
stability properties begins to emerge.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
There is a well established hierarchy of linear lattice Boltzmann relaxation operators for both hydrodynamic and
anisotropic advection–diffusion equations (AADE); from the minimal single-relaxation-time BGK operator [1] to the richest
ancestor: multiple-relaxation-time MRT operators [2–5], via the two-relaxation-time (TRT) operator [6,7]. A MRT operator
offers d independent relaxation rates ford anisotropic diagonal components of the diffusion tensor, against only one available
for the BGK and TRT operators. The alternative linkwise operators, the BGK-type operator [8,9] and the L-operator [6,10]
with, respectively, one and two relaxation rates per velocity axis (called links), offer a number of independent times
equal to the number of links for describing the full anisotropic tensors with the cross-diagonal diffusion elements. Since
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BGK ∈ TRT ∈ MRT and BGK ∈ TRT ∈ L, the TRT operator is the largest common subclass of the MRT and L operators.
The BGK and TRT models can also solve the AADE, but only with the help of anisotropic equilibrium distributions [6,11,12].
Of course, any practitioner will give a preference to a more conceptually complicated operator only if this ‘‘complexity’’ is
justified, even when the two operators have the same computational cost as the BGK and TRT. To date there has been some
evidence, e.g., in the works [5,13,14], of the possible gain in stability coming from ‘‘ghost’’ or ‘‘kinetic’’ relaxation times,
but the whole scenario is not well understood, even for the simplest linear isotropic one-dimensional advection–diffusion
equation. This is the main subject of this paper.
Before focusing on the technical details of the von Neumann stability analysis of the TRT model, let us summarize the
results on the known role of its free collision number. Let τ± = 12 +Λ± be relaxation rates of the symmetric (‘‘+’’) and anti-
symmetric (‘‘−’’) non-equilibrium components. Two analytical approaches, the infinite Chapman–Enskog expansion [15]
and the recurrence equations [16], show that any non-dimensional steady state solution of the TRT model is consistent in the
sense that it is exactly controlled by non-dimensional physical numbers (such as the Reynolds or Peclet numbers) only if a
specific combination of the two relaxation times, the so calledmagic (free) parameterΛ = Λ+Λ−, is set for a given problem.
As the simplest example, the inconsistency of the BGK model (τ = τ±), formally beyond second order, results in quite
unexpected non-linear behaviour of the steady solutions to the Stokes equation or linear ADE obtained when, respectively,
Λ+ varies with the viscosity orΛ− varies with the diffusion coefficients.
The control of steady solutions byΛ results in several particular choices which eliminate, e.g., the third-order (Λ = 112 )
or the fourth-order (Λ = 16 ) spatial errors [15,17]. Then the Λ interposes for the effective second-order accurate location
of boundaries and interfaces. Only some boundary schemes retain the consistency of bulk solutions [18], like the bounce-
back and anti-bounce-back reflexions: they locate the Dirichlet boundary values of anti-symmetric/symmetric equilibrium
components, respectively, midway between the lattice nodes when, typically,Λ = 316 . The control over bulk and boundary
accuracy is difficult for the BGK operator, especially when τ varies in space and time (two-phase problems, non-linear
diffusion equations, etc), because of the unavoidable variation ofΛ = (τ − 12 )2. The purpose of this study is to establish the
role ofΛ in the stability of the TRT operator.
The von Neumann stability analysis may provide precise, necessary and sufficient (in periodic subdomains), stability
conditions for linear LBE models, i.e., when the equilibrium is a linear function of the populations. The sufficient stability
conditions need to estimate (in functions of the equilibriumparameters like velocity U⃗)whether the amplitudes of allQ roots
of the Q th-order characteristic (polynomial) equation belong to interval [0, 1] for any possible orientation of wavevectors
and velocity vectors. So far, very few exact solutions have been reported: Rheinländer [19] proves that the d1Q2 BGK ADE
model remains stable for |U| = 1, and Suga [20] delineates the suitable velocity range, e.g., for one possible equilibriumof the
d2Q9 BGKmodel but only when τ = 1. The second-order numerical diffusion of the scheme is not taken into consideration
in either publication. Recent results of a numerical von Neumann analysis by Servan-Camas and Tsai [21] indicate that the
stability of the d1Q3 and multi-dimensional BGK ADE models (with and without numerical diffusion) decays when τ → 12 ,
i.e., in the advection-dominant limit, towards the non-negativity domain where the equilibrium functions (divided by the
conserved quantity) are all non-negative. At the same time, their numerical study [22] of the TRT operator illustrates the
impact, both ‘‘positive’’ and ‘‘negative’’, of the free ‘‘kinetic’’ relaxation rate on the stable velocity amplitude. However, any
discrete (numerical) study would meet difficulties in finding the most stable or unreliable solutions for a ‘‘kinetic’’ collision
rate.
One interesting solution for the TRT mass conserving models has been recently described [23]: whenΛ = 14 . This choice
delineates for all velocity sets the so-called (optimal) OTRT subclass. The OTRT subclass is ‘‘unconditionally’’ stable in the
sense that it may provide stable solutions for any grid Peclet number with the same values for all equilibrium parameters. In
fact, the TRT characteristic equation admits the same equilibrium stability bounds for all Λ+ and Λ− when their product
Λ is equal to 14 . Moreover, since the BGK model with τ = 1 (Λ± = 12 ) belongs to the OTRT subclass, and, in turn, this
BGK configuration is equivalent to the forward-time finite-difference schemes [24] (FTCS/MFTCS), the OTRT schemes may
become more efficient (in terms of the number of the time steps) than the FTCS/MFTCS, either whenΛ− > 12 for diffusion-
dominant problems, or when Λ− < 12 for advection-dominant problems. The developments [23] make available: (i) the
principal necessary stability conditions for the TRT AADE schemes; (ii) the proof of their sufficiency for the OTRT minimal
models, such as the d1Q3, d2Q5 and d3Q7, with or without numerical diffusion; (iii) the generic OTRT sufficient conditions
suitable for any AADE equilibrium; and (iv), the list of the most stable equilibrium weights for ‘‘full’’ OTRT schemes based
on the d2Q9 and d3Q15 velocity sets.
The d1Q3 OTRT subclass is stable inside the whole triangle U2(ce) in Fig. 1 for anyΛ−; the modeled diffusion coefficient
is equal toΛ−ce, with free equilibrium parameter ce ∈ [0, 1]. In contrast, the complex interplay of the exact d1Q3 stability
curves U2(ce,Λ−,Λ) (they are built in this paper) takes place when Λ varies below Λ = 14 . The stable areas (below the
curves) may become not only smaller than the optimal triangles but also smaller than the BGK stable subdomain. Also, the
stability curves are not monotonic with respect to Λ and they may intersect the non-negativity line (n-line) even when Λ
is very close to the optimal value Λ = 14 (see the dotted line). The n-line guarantees the non-negativity of all equilibrium
components. This condition is proved to be sufficient, for any eigenvalue, for stability of (i) the TRT pure diffusion operator and
(ii) both the BGK and OTRT advection–diffusion models [23]. However, the non-negativity of all the individual equilibrium
functions is not necessary for the stability of the OTRT subclass, but the evidence suggests that this condition is necessary
in the BGK limit Λ− → 0. Hence, we want to prevent a blind use of Λ whose role may become equivocal: rewarding for
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Fig. 1. When Λ < 14 , the stable domain lies under the stability curves U
2(ce,Λbgk,Λ) plotted here for Λ− = 10−2 (τ = 0.51). The negative numerical
diffusion −Λ−U2 has been corrected in the right picture. The BGK solution with Λ = (Λ−)2 very closely approaches the thick solid curve which is
the non-negativity boundary. From the leftmost to the rightmost curve: Λ = {Λ(n,+) ≈ 0.23 (dotted), 316 (solid),Λ(s,+) ≈ 0.12 (dotted–dashed),
1
12 (solid),Λ
(s,max) ≈ 8 × 10−3 (dashed), 10−6 (solid)}. Here, only Λ = 10−6 (the last curve) is smaller than the BGK value (Λ−)2 . Further details are
given in Table 4.
accuracy (with no extra efforts, e.g., decreasingΛ for highΛ−) but penalizing the stability whenΛ ≠ 14 . We first examine
how to select a pair {Λ−,Λ} where either the optimal curves (extended optimal subclass, EOTRT), the BGK curves, or else
the non-negativity curves guarantee the stability for the d1Q3 model. Next we show that the d1Q3 stability curves on the
one hand, and the necessary and sufficient conditions for its own OTRT subclass on the other hand, are necessary for any
multi-dimensional model, and derive several conclusions.
The paper is organized as follows. Section 2 summarizes the principal results [23] for necessary (any TRT model) and
sufficient (a priori, only theOTRT subclass) stability conditions. They are given inmost detail for the isotropicminimalmodels
and several selected d2Q9 and d3Q15 schemes, including their popular (‘‘hydrodynamic’’) equilibrium form. Section 3
is focused on the construction and analysis of the d1Q3 stability curves U2(ce,Λ−,Λ). The BGK model is included for
(Λ−)2 = Λ. Section 3.4 adapts the d1Q3 curves, along with the necessary conditions and non-negativity lines, as valuable
guidelines for multi-dimensional models. Section 5 concludes this work. Tables 3 and 4 list the principal notation. Further
technical details on the d1Q3 stability curves are provided in Appendix A. In Appendix B, we prove that the non-negativity
conditions are necessary for theminimal BGKmodels in the advection limit, and then provide the non-negativity conditions
for principal schemes. Appendix C contains the details of the numerical stability analysis.
2. The TRT AADE model
2.1. The evolution equation and necessary advection-dominant conditions
The TRT operator [6] possesses two relaxation parameters λ± ∈] − 2, 0]:
fq(r⃗ + c⃗q, t + 1) = fq + λ+(f +q − e+q )+ λ−(f −q − e−q ), (1)
where f ±q = fq±fq¯2 , c⃗q = −c⃗q¯, q = 0, . . . ,Qm.
In what follows, we operate with two positive eigenvalue functionsΛ− andΛ+, and adapt two auxiliary symbols: (i)Λ for
their product and (ii)Λbgk forΛ−
2:
Λ = Λ−Λ+, Λbgk = Λ−2, Λ± = −

1
2
+ 1
λ±

, −2 < λ± < 0. (2)
Historically,Λ is called the ‘‘magic’’ parameter. The BGKmodel fixesΛ by τ : λ+ = λ− = − 1
τ
and thenΛ = Λbgk = (2τ−1)24 ;
hereafter we mean τ = 12 +

Λbgk. The equilibrium values {e±q = eq±eq¯2 } are prescribed for each pair of opposite lattice
velocities (q, q¯) assuming the mass constraint,
∑Qm
q=0 e+q =
∑Qm
q=0 f +q =
∑Qm
q=0 fq = s:
eq = e+q + e−q = sEq, Eq = E+q + E−q , q = 0, . . . ,Qm,
e+q = sE+q , E+q = E(m)q + g(u)E(u)q (U⃗), E(m)q = t(m)q ce + E(anis)q ,
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e+0 = e0 = sE0, E0 = 1−
Qm−
q=1
E+q , e
−
0 = 0,
e−q = sE−q , E−q = t(a)q (U⃗ · c⃗q), q = 1, . . . ,Qm. (3)
Here, the freely tunable parameter ce is restricted to the interval [0, c(max)e ] and prescribed by the necessary stability
conditions of the pure diffusion equation (relations (17)–(20) when U⃗ ≡ 0). The trace value of the modeled diffusion tensor
Λ−D is equal toΛ−ce multiplied by the dimension d of the velocity set. A fully anisotropic tensorD can be obtained using
the d2Q9 and d3Q15 models (where
∑
α≠β c2qαc
2
qβ ≠ 0):
E(anis)q =
1
2
d−
α=1
(Dαα − ce)c2qα +
∑
α≠β
Dαβcqαcqβ∑
α≠β
c2qαc
2
qβ
. (4)
The (anisotropic) term E(anis)q vanishes for isotropic tensors, Dαβ = ceδαβ . The first term in relation (4) vanishes for the
diagonal links where
∑
α c
2
qα = d. The minimal models d2Q5 and d3Q7 are depleted of diagonal links and thus cannot
describe the off-diagonal elements Dαβ with the local equilibrium corrections. More precisely, assuming that the mass
(t(m)q ) and advection (t
(a)
q ) weights obey
Qm−
q=1
tqcqαcqβ = δαβ , ∀ {α, β} = 1, . . . , d, (5)
the TRT model results in the linear advection–diffusion equation
∂ts+ U⃗ · ∇s = Λ−
−
α,β
D
(eff )
αβ ∂
2
αβs (6)
with the effective diffusion tensor Λ−D (eff ):
D
(eff )
αβ = D+αβ − UαUβ , D+αβ = Dαβ + g(u)
Qm−
q=1
E(u)q cqαcqβ , g
(u) ∈ {0, 1},
Dαβ = ceδαβ +
Qm−
q=1
E(anis)q cqαcqβ , ce =
d∑
α=1
Dαα
d
. (7)
When g(u) = 0, the numerical diffusion is not eliminated and D (eff )αβ = Dαβ − UαUβ . When g(u) = 1, the role of E(u)q (U⃗)
is to remove the anisotropic tensor of the numerical diffusion {−UαUβ} (see [6,22] for the derivation of this term). Using
relation (4) and assuming that the weight family {t(u)q } also obeys relation (5), the d2Q9 and d3Q15 models set
E(u)q (U⃗) = t(u)q U¯2 +
1
2
d−
α=1
(U2α − U¯2)c2qα +
g(u)αβ
∑
α≠β
UαUβcqαcqβ∑
α≠β
c2qαc
2
qβ
,
U2 =
−
α
U2α, U¯2 =
U2
d
. (8)
When g(u) = 1 but g(u)αβ = 0, only the diagonal elements −U2α are eliminated: D (eff )αα = Dαα , D (eff )αβ = Dαβ − UαUβ ,
α ≠ β . The positive semi-definiteness of the effective diffusion tensor gives necessary stability conditions. Hereafter, this is
guaranteed by the advection line, or a-line. WhenDαβ is isotropic, the a-line reads [23]
g(u) = 0 : U2 ≤ ce, d = {1, 2, 3}. (9)
g(u) = 1, g(u)αβ = 0 : U2 ≤
d
d− 1 ce, d = {2, 3}. (10)
When g(u)g(u)αβ = 1 in relation (8), the d2Q9 and d3Q15 models eliminate the full second-order tensor of their numerical
diffusion, and thenD (eff ) = D andD (eff ) is positive semi-definite along with the prescribed diffusion tensorD .
We restrict three (independent) families of weights: {t(m)q }, {t(a)q }, and {t(u)q } to be non-negative and isotropic, i.e., they
take the same value per class: say, t(·)c for all ‘‘coordinate’’ links and t(·)d for all ‘‘diagonal’’ links. All obey relation (5); hence
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selecting t(·)c in the interval [0, 12 ], one obtains the non-negativeweight t(·)d = 1−2t
(·)
c
Qm−2d . The d2Q5 and d3Q7 can be then viewed
as the respective (coordinate) subclasses of the d2Q9 and d3Q15 schemes taking t(m)c = t(a)c = t(u)c = 12 , and then t(·)d = 0:
dDQ(2D+ 1) : E(m)q =
Dαα
2
, E(u)q =
U2α
2
if cqα ≠ 0, q = 1, . . . ,Qm. (11)
This equilibrium is also suitable for the d1Q3modelwhereDαα = ce. Theminimalmodels are restricted to diagonal diffusion
tensorsDαα in the presence of the off-diagonal numerical diffusion−UαUβ , α ≠ β . The immobile weight is independent of
the anisotropy for all the models:
E0(ce,U2) = 1− ce
Qm−
q=1
t(m)q − g(u)U¯2
Qm−
q=1
t(u)q , then (12)
dDQ(2D+ 1) : E0(ce,U2) = 1− dce − g(u)U2, d = 1, 2, 3. (13)
We refer to the function U2(ce) such that E0(ce,U2) = 0 and U2(ce = c(0)e ) = 0 as the E0-non-negativity line or the E0-n-line.
Then E0 is non-negative if the local value U2 is not higher than U2(ce) when ce ∈ [0, c(0)e ]. When g(u) = 0, the E0-n-line
reduces to (vertical) line ce = c(0)e . We do not restrict {Eq}, {E+q } or E0 to be non-negative a priori. These constraints are
discussed in two next sections.
2.2. The characteristic equation and necessary diffusion-dominant conditions
Prescribing Fourier modes: f ±q (r⃗ + c⃗q, t+ 1) = Ωf ±q (r⃗, t)eikq , as the solution of evolution equation in a periodic domain,
the set {F±q (r⃗, t) = f ±q /s(r⃗, t)}, q = 0, . . . ,Qm, solves the following equations:
Ω(F+q + F−q )eikq = (1+ λ+)F+q + (1+ λ−)F−q − λ+E+q − λ−E−q . (14)
Their solution as a function ofΩ is
F+0 =
E0λ+
1+ λ+ −Ω ,
F+q = [(1−Ω cos[kq] + λ−)λ+E+q + iΩ sin[kq]λ−E−q ]zq,
F−q = [(1−Ω cos[kq] + λ+)λ−E−q + iΩ sin[kq]λ+E+q ]zq,
zq = [Ω2 −Ω cos[kq](2+ λ+ + λ−)+ (1+ λ−)(1+ λ+)]−1.
(15)
The Q th-order TRT characteristic equation forΩ = {Ωq, q = 1, . . . ,Qm} is the mass conservation relation,∑Qmq=0 F+q = 1,
or, equivalently,
F+0 + 2
Qm/2−
q=1
F+q = 1. (16)
The linear stability is guaranteed in the von Neumann sense (necessary and sufficient condition) when all |Ωq| ≤ 1 for any
k⃗. We look for the non-trivial necessary and sufficient stability conditions on the equilibrium weights {E+q } and {E−q } such
that |Ωq| ≤ 1 for any k⃗. Then we organize these conditions in the form of a stability curve U2(ce). They give the minimum
over all possible orientations of U⃗ and bound the stable subdomain in the plane (ce,U2), for every pair of two eigenvalues
and given equilibrium configuration. When k⃗ → 0, the necessary stability conditions reduce to a-lines (9) and (10). Hereafter,
the diffusion line, or d-line, is the segment of the stability curve which guarantees necessary stability conditions when k⃗ is
either parallel to any one lattice axis: k⃗ = π 1⃗α , or parallel to their diagonal direction: k⃗ = π 1⃗d. Then {E−q } vanishes in the
characteristic equation (along with sin[kq]) and the necessary diffusion-dominant conditions take the form [23]
k⃗ = π 1⃗α, d2Q9, d3Q15 : 0 ≤ D+αα ≤ 1, D+αα = Dαα + g(u)U2α, (17)
k⃗ = π 1⃗d, d2Q9 : 0 ≤ E0 +
−
q:cqxcqy≠0
E+q ≤ 1, (18)
k⃗ = π 1⃗d, d3Q15 : 0 ≤ E0 ≤ 1, (19)
k⃗ = π 1⃗(γ )d , d3Q15 : 0 ≤
−
q:cqγ=0
E+q ≤ 1, ∀ γ = 1, . . . , d. (20)
These conditions are necessary for any relaxation parameter λ±. The minimal models are included as the particular
subclasses (see relations (11)–(13)). The first condition (17), necessary for any velocity set, restricts E0 to [0, 1] for the d1Q3
model and allD+αα to [0, 1] for multi-dimensional models. Then U2α ≤ 1−maxα Dαα ≤ 1− ce if g(u) = 1. Together, these
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conditions necessarily prescribe
all models: U2 ≤ 1− ce if g(u) = 1, and ce ∈ [0, 1] if g(u) = {0, 1}. (21)
The second and third conditions (18) and (19) are independent of the anisotropy: they restrict E0 to [0, 1] for the minimal
models and the d3Q15model, but not for the d2Q9model, in general. The inequality (20) restricts, for the d3Q15model, the
sum of E+q to the interval [0, 1], for any two coordinate links in the 2D plane perpendicular to the γ -axis when k⃗ is parallel
to the diagonal axis in this plane.
In general, the stability curve may depend on the equilibrium parameters, such as U⃗ , ce and weight values, and both
eigenvalues λ+ and λ−. The eigenvalue dependency has several general exceptions [23]. The first exception is the pure
diffusion equation (U⃗ ≡ 0, E−q ≡ 0) where the non-negativity of all the symmetric equilibrium weights {E+q } is the
sufficient stability condition for any eigenvalue λ± ∈] − 2, 0[. Hence, ce ∈ [0, c(0)e ] is sufficient for the stability of the
isotropic diffusion equation when all the weights {t(m)q } are non-negative. The second exception is the BGK AADE model
where the non-negativity of all the Q components Eq is the sufficient stability condition, ∀τ > 12 . Note that Eq ≥ 0 implies
E+q ≥ 0. The (optimal) OTRT subclass presents the third interesting exception.
2.3. The OTRT subclass: necessary and sufficient stability conditions
In contrast with the BGK model case, the eigenvalue function Λ+, and hence Λ, is free for the TRT models, in the sense
that Λ+ may take any positive value without altering the second-order equation (6). The OTRT subclass is defined for one
specific value:
OTRT : Λ = 1
4
, or
λ+ + λ−
2
= −1. (22)
Indeed, the choice Λ = 14 is the only one which reduces the characteristic TRT equation (16) to a quadratic equation, for
any velocity set. This enables the analytical study of the OTRT stability limits [23]. Remarkably, they do not depend on the
separate values Λ± and are equivalent to the BGK scheme with τ = 1: this is the only BGK scheme with Λbgk = Λ = 14 .
Several of the important results are:
(1) The OTRT necessary and sufficient stability bounds are set by the condition
A2 +B2 ≤ 1, ∀ k⃗,where
A = E0 +
Qm−
q=1
cos[kq]E+q , B =
Qm−
q=1
sin[kq]E−q , and kq = k⃗ · c⃗q. (23)
(2) The OTRT subclass is stable (a sufficient condition) if the following set of inequalities are satisfied:
Qm−
q=1
(E−q )2
E+q
≤ 1, E0 ≥ 0 and {E+q > 0,∀q = 1, . . . ,Qm}. (24)
This criterion is independent of k⃗.
(3) The non-negativity of all the weights: E0 ≥ 0 and {Eq > 0} is also sufficient for the stability of the OTRT subclass but
this condition is stronger than the set of inequalities (24).
(4) The inequalities (24) guarantee, for the minimal models, the sufficiency of the a-lines (9) and (10) when E0 ≥ 0.
The resulting conditions are illustrated in Fig. 2. When the numerical diffusion is corrected, the stable velocity of the
d1Q3 OTRT scheme reaches U2(ce = 0) = 1, or the CFL number is equal to 1, as in the well known Lax–Wendroff
one-dimensional ADE scheme (right diagram in Fig. 2).
(5) The inequalities (24) also guarantee the sufficiency of the a-lines for the d2Q9 and d3Q15modelswith the sameweights,
t(m)q = t(a)q = t(u)q , at least provided that {E+q > 0} and E0 ≥ 0.
Several specific d2Q9 and d3Q15 OTRT schemes are selected from [23] and gathered in Table 1. Their sufficient stability
conditions are formulated in Table 2. They have been directly validated for solution (23). In all of these configurations,
the (minimal) constraints (17)–(20) are sufficient for the decreasing diffusion-dominant boundary segment. The OTRT
subclasses of the d2Q9(opt) schemes with t(m)c ∈ [0, 14 ] and d3Q15(opt)(t(m)c = 0) (these two ‘‘optimal’’ families set t(a)c = 14 )
possess the best possible stability of the d1Q3 OTRT scheme, given by two large triangles in Fig. 2.
We emphasize that conditions (9) and (10) are necessary for any eigenvalues, and they are sufficient, along with
the necessary diffusion-dominant conditions, for the minimal OTRT models and selected ‘‘full’’ OTRT schemes (see the
first two columns in Table 2): no other choice of the eigenvalues may have better stability conditions for the same
equilibrium configuration. The sufficient advection-dominant condition of the BGK model, the non-negativity of all
‘‘moving’’ equilibrium weights Eq, is much stronger than the a-line of the OTRT schemes, e.g., the condition U2 ≤ ce is
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Fig. 2. The stable triangles are plotted for the minimal OTRT models: d1Q3 (large, solid boundary), d2Q5 (middle, dashed boundary) and d3Q7 (small,
dotted boundary), for g(u) = 0 (left, Eq. (9)) and g(u) = 1 (right, Table 2). The increasing (left) edge is the a-line and decreasing (right) edge is the E0-n-line.
The diagram is recalled from [23].
Table 1
Equilibrium weights are specified for ‘‘standard’’, ‘‘uniform’’ and ‘‘optimal’’ models. The ‘‘standard’’ weights correspond to the ‘‘hydrodynamic’’ form:
E(u)q = t
(m)
q
2 (3(U⃗ · c⃗q)2 − U2), with t(m)c = 13 . The immobile weight E0(ce, U⃗ = 0) is non-negative when ce ∈ [0, c(0)e ]. The available stability interval for the
OTRT subclass is ce ∈ [0, c(max)e ].
t(m)c t
(a)
c t
(u)
c c
(0)
e c
(max)
e
d2Q9(stan) 13
1
3
1
6
3
5
3
4
d2Q9(unif ) 14
1
4
1
4
2
3 1
d2Q9(opt) [0, 14 ] 14 12 − t(m)c 11+2t(m)c 1
d3Q15(stan) 13
1
3 0
3
7 c
(0)
e
d3Q15(unif ) 15
1
5
1
5
5
9 c
(0)
e
d3Q15(opt) [0, 12 ] 14 12 11+4t(m)c c
(0)
e
Table 2
The stability boundary U2(ce) is given for the minimal and several ‘‘full’’ OTRT models when the modeled diffusion tensor D is isotropic. The highest
velocity is reached when ce = copte , which is the intersection of the increasing and decreasing segments of the stability curve.
g(u) = 1, g(u)αβ = 0 g(u) = 1, {g(u)αβ = 1}
U2(ce) c
opt
e U2(ce) c
opt
e
d1Q3 1− ce 0
d2Q5 min{2ce, 1− 2ce} 14
d3Q7 min{ 32 ce, 1− 3ce} 29
d2Q9(stan) min{2ce, 1− ce, 3− 4ce} 13 min{ 34 , 1− ce, 3− 4ce} [0, 14 ]
d2Q9(unif ) min{2ce, 1− ce} 13 1− ce 0
d2Q9(opt) min{2ce, 1− ce} 13 1− ce 0
d3Q15(stan) min{ 32 ce, 3− 7ce} 617 min{2ce, 3− 7ce} 13
d3Q15(unif ) min{ 32 ce, 53 − 3ce} 1027 min{2ce, 53 − 3ce} 13
d3Q15(opt) min{ 32 ce, 1− cec(0)e }
2c(0)e
3c(0)e +2
1− ce
c(0)e
0
to be contrasted with the non-negativity condition U2 ≤ c2e for the minimal models, and is yet stronger: U2 ≤ c
2
e
d for
‘‘full’’ models. The difference between the BGK and OTRT sufficient advection stability limits is crucial when the numerical
diffusion is removed, especiallywhen ce is small (cf. conditions in Table 2 and the n-lines in Appendix B.2 for g(u) = 1, plotted
in Figs. 12–16). Hence, the OTRT subclass possesses much more advantageous sufficient advection stability criteria than the
BGK model, especially in the limitΛbgk → 0 where the non-negativity conditions become necessary for the BGK model.
The derivation of the stability conditions when E(anis)q ≠ 0 (anisotropic tensors) is in progress. In this work, we restrict
ourselves to the isotropic tensor Dαβ = ceδαβ ({E(anis)q = 0}) but extend the stability analysis beyond the OTRT subclass,
starting from the d1Q3 model.
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Table 3
List of principal notation.
Symbols Meaning Eqs./Figs.
Functions of two relaxation parameters λ± ∈] − 2, 0[
Λ± = −( 12 + 1λ± ) > 0 Diffusion (Λ−) and free (Λ+) functions (1), (2)
Λ = Λ+Λ− Free ‘‘magic’’ parameter of the TRT model (2)
Λbgk = Λ−2 = (τ − 12 )2 FixedΛ-value of the BGK model (2)
Λ = 14 Optimal TRT subclass (OTRT) (22)
Λ(ext.)(Λbgk) ≤ Λ ≤ 14 Extended optimal TRT subclass (EOTRT) (33)
Equilibrium parameters
Eq = E+q + E−q , q = 1, . . . ,Qm The total weight of linear equilibrium eq = sEq (3)
E0 = 1−∑Qmq=1 E+q The immobile weight (3), (12)
U2 =∑dα=1 U2α , U¯2 = U2d Velocity amplitude (in square) and its mean value (8)
t(·)c = {t(m)c , t(a)c , t(u)c } ∈ [0, 12 ] Weights of the coordinate links
t(·)d = {t(m)d , t(a)d , t(u)d } ∈ [0, 12 ] Weights of the diagonal links (5)
E−q = t(a)q (U⃗ · c⃗q) Provides advection term (3), (6)
E+q = E(m)q + g(u)E(u)q (U⃗) Provides the d-rank tensorD+ (7)
E(m)q = t(m)q ce + E(anis)q , ce ∈ [0, c(max)e ] Provides diffusion tensorD with the trace dce (3), (7)
E(anis)q Provides its anisotropic part:D − ceI (4)
Λ−D (eff ) = Λ−{D+αβ − UαUβ } Effective modelled diffusion tensor (7)
E(u)q Improves for the numerical diffusion {−UαUβ } (8)
g(u) = 0:D+αβ = Dαβ Numerical diffusion is presented inD (eff ) (8)
g(u)g(u)αβ = 1:D+αβ = Dαβ + UαUβ Numerical diffusion is completely removed (8)
g(u) = 1, g(u)αβ = 0:D+αβ = Dαβ + UαUβδαβ Diagonal numerical diffusion {−U2α} is removed (8)
Necessary stability conditions and non-negativity conditions for U2(ce)
a-line Guarantees det[D (eff )] ≥ 0 (9)–(10)
d-line is obtained when {kα} ∈ {0, π} Guarantees diffusion-dominant conditions (17)–(20)
E0-n-line Guarantees E0(ce,U2) ≥ 0 when ce ∈ [0, c(0)e ] (12), (13)
n-line Guarantees Eq(U⃗) ≥ 0 for all q = 1, . . . ,Qm (B.5)–(B.10)
c(max)e Highest ce-value allowed by the d-line Table 1
c(0)e = 1
1+2(d−1)t(m)c
Highest ce-value allowed by the E0-n-line Table 1
c(p)e (peak) Bisection of the n-line and the E0-n-line Fig. 13
c(c)e Close to maximal curvature point Figs. 13–16
3. The d1Q3 model
The equilibrium function of the d1Q3model is given by relation (3) where E+q is given by relation (11) withDαα = ce and
d = 1, the immobile weight is made precise by relation (13). The necessary and sufficient ‘‘optimal’’ stability conditions of
the OTRT subclass are set by a-line condition (9) in combination with the E0-n-line (they bound two large triangles in Fig. 2):
g(u) = 0 : 0 ≤ U2 ≤ ce, 0 ≤ ce ≤ 1,
g(u) = 1 : 0 ≤ U2 ≤ 1− ce, 0 ≤ ce ≤ 1. (25)
These conditions are necessary for all velocity sets and any eigenvalues (cf. relations (17) and (21)). Then, for no one choice
of the eigenvalues may the d1Q3 or any other model have better stability conditions than the d1Q3 OTRT subclass where
these conditions are sufficient. In this section, we perform the analytical von Neumann stability analysis of the d1Q3 TRT
model. We will show that the d1Q3 stability curves are necessary for any other velocity set.
3.1. Construction of stability curves
When k⃗ is parallel to one of the coordinate axis, k⃗ = k1⃗α: (i) the components F+q in relation (15) are equal to E
+
q λ
+
1+λ+−Ω
provided that the α-component of their velocity is zero (cqα = 0); (ii) all the others replace {cos[kq], sin[kq]} with
{cos[k],± sin[k]} and obtain the same denominator zq. Then the Q th-order characteristic equation (16) reduces to the third-
order equation for all considered velocity sets:
P (3)(Ω) = 0, where
P (3)(Ω) = Ω3 −Ω2(1+ (1− cos[k])λ+s+ + cos[k](2+ λ− + λ+)+ iλ−s− sin[k])
+Ω((1+ λ−)(1+ λ+ − (1− cos[k])λ+s+)+ cos[k](2+ λ− + λ+))
+ iΩ(1+ λ+)λ−s− sin[k] − (1+ λ+)(1+ λ−), with s+ = D+αα, s− = Uα, if k⃗ = k1⃗α. (26)
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Table 4
Summary for the d1Q3 stability curves.
Symbols Meaning Eqs./Figs.
von Neumann analysis
k⃗, {kq = k⃗ · c⃗q} Wavevector and its projection on the velocity set Eq. (14)
|Ω(ce,U2,Λbgk,Λ,m)|2 = Pn(U2)Pd(U2) , where
m = tan2( k2 )when k⃗ = k
Root (in square) responsible for the stability of the d1Q3 model
when g(u) = 0
Eq. (A.1)
Stability curves: TRT and BGK d1Q3
Λ = Λ(ext.)(Λbgk) Boundary of the extended optimal subclass Eq. (22)
Λ ≥ Λ(ext.)(Λbgk), ∀Λbgk The TRT has the optimal stability Eqs. (30), (31)
Λbgk ≥ 16 The BGK has the optimal stability Eq. (30)
U
′
0(Λbgk,Λ), U
′
1(Λbgk,Λ) The slopes of stability curve at U
2 = {0, 1} (A.13)–(A.14)
Λ
(crit.)
bgk ≈ 10−2 (τ (crit.) ≈ 0.6) U ′1(Λbgk,Λ) = U ′1(Λbgk,Λbgk) forΛ > Λbgk , exists when
Λbgk ≤ 9.8× 10−3 < Λ(crit.)bgk
Λ > Λbgk whenΛbgk < Λ
(crit.)
bgk The TRT may perform less well than the BGK for some ce-interval
‘‘reliable’’ and ‘‘unreliable’’ families Λbgk ≥ Λ(crit.)bgk andΛbgk < Λ(crit.)bgk , respectively
Λ > Λbgk > Λ
(crit.)
bgk ,Λbgk <
1
6 The TRT is more stable than the BGK
Λ < Λbgk <
1
6 The BGK is more stable than the TRT
Stability curves and non-negativity line (n-line)
Λ = Λ(s,max)(Λbgk) > Λbgk
large unstable area
U
′
1(Λbgk,Λ) has a local maximum onΛ, solution exists when
Λbgk ≤ 8.4× 10−3
Figs. 1 and 7
ce = c(n)e Tangency point of the stability curve and n-line Eq. (37), Fig. 8
Λ(n,±)(Λbgk) > Λbgk Stability curve touches the n-line, exists when
Λbgk ≤ Λ(n)bgk ≈ 7.36× 10−3
Eq. (38), Fig. 9(left)
Λ ∈]Λ(n,−),Λ(n,+)[,Λbgk ≤ Λ(n)bgk The stability is not guaranteed by the n-line Fig. 8(right)
Λ(s,±)(Λbgk) > Λbgk U
′
1(Λbgk,Λ
(s,±)) is equal to n-line’s slope
solution exists whenΛbgk ≤ 6.37× 10−3
Eq. (39), Fig. 9(left)
Λ(s)(Λbgk) < Λbgk , exists ∀ Λbgk U ′1(Λbgk,Λ(s)) is equal to n-line’s slope
Λ > Λ(s)(Λbgk)whenΛbgk ≥ Λ(n)bgk The stability is guaranteed by the n-line Figs. 5 and 6
Λ < Λ(s)(Λbgk), ∀ Λbgk The stability is not guaranteed by the n-line Fig. 9(right)
The equilibrium components appear only in two combinations: s+ = ∑q:cqα≠0 E+q = ∑Qmq=1 E+q c2qα = D+αα and s− =∑Qm/2
q=1:cqα≠0(E
−
q −E−q¯ ) = Uα . As one particular case, Eq. (26) presents the d1Q3 characteristic equation forD+αα = ce+g(u)U2
and Uα = U . It follows that the d1Q3 stability relations will become necessary for all the models. They may become sufficient
for the isotropic models provided that the worst situation happens when both k⃗ and U⃗ are parallel to the coordinate axis.
We look to establish stability curves U2(ce) such that the three (complex) roots Ω have their amplitude |Ω| inside the
interval [0, 1] when |U⃗|2 ≤ U2(ce), for any direction of velocity vector U⃗ and any wavevector k⃗. The direct analysis of |Ω|
seems to present a real challenge. Instead, we propose to apply twice Miller’s Theorem 6.1 (see [25], p.403) which allows
the sequential reduction of the nth-order polynomial equation P (n)(Ω) = 0 to the linear equation P (1)(Ω) = 0 with the
equivalent von Neumann stability properties:
P (n−1)(Ω) = P˜
(n)(0)P (n)(Ω)− P˜ (n)(Ω)P (n)(0)
Ω
, if
P (n)(Ω) =
n−
j=0
ajΩ j, P˜ (n)(Ω) =
n−
j=0
a∗n−jΩ
j, (27)
where a∗j is the complex conjugate of aj. Miller’s Theorem 6.1 states that if |P˜ (n)(0)| > |P (n)(0)| then P (n)(Ω) is a von
Neumann polynomial (i.e. the amplitude of all its roots is less than 1) when P (n−1)(Ω) is a von Neumann polynomial. In
fact, the pre-condition of Miller’s Theorem, |P˜ (n)(0)| > |P (n)(0)|, is satisfied owing to the eigenvalue stability conditions,
λ± ∈] − 2, 0[, provided that ce ∈ [0, 1].
LetΩ be the root of the von Neumann equivalent (27), the linear equation P (1)(Ω) = 0. It is suitable to present |Ω|2 as
a ratio of two second-order polynomials, Pn(U2) and Pd(U2):
|Ω|2 = Pn(U
2)
Pd(U2)
, where
Pn(U2) = an + bnU2 + cnU4, Pd(U2) = ad + bdU2 + cdU4. (28)
The coefficients (28) are specified by relations (A.1) assuming the d1Q3 model with g(u) = 0. They depend on Λbgk, Λ, ce
and k: hereafter we often use the auxiliary variable m = tan2( k2 ), applying the transformation cos k → 1−m1+m , sin k → 2
√
m
1+m
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to Eq. (26). The solution (28) with (A.1) is suitable for other velocity sets with k⃗ = k1⃗α replacing ce byD+αα and U by Uα . The
necessary stability curves U2(ce,Λbgk,Λ,m) solve equation |Ω|2 = 1, or, equivalently, Pn(U2) = Pd(U2). When g(u) = 0,
this equation is quadratic with respect to the (non-negative) variable U2. The sufficient stability curve U2(ce,Λbgk,Λ) is the
minimum of all the necessary curves overm:
g(u) = 0 : U2(ce) = U20 (ce,Λbgk,Λ), where
U20 (ce,Λbgk,Λ) = minm>0{U
2(ce,Λbgk,Λ,m) > 0 : Pn(U2) = Pd(U2)}. (29)
Hereafter, for the sake of simplicity, we often drop the dependency onΛbgk andΛ for stability curves U2(ce). The interesting
point is ce = 1; then the solution (29) gives U2 = 1 for any eigenvalues provided that g(u) = 0. This agrees with the results
of [19] for the d1Q2 BGK model (d1Q2 can be regarded as the limit of the d1Q3 for ce ≡ 1). However, when the numerical
diffusion is cancelled, the necessary condition E0 ≥ 0 prescribes U2(ce = 1) = 0.
3.2. The extended optimal subclass
The stability conditions (25) can be obtained by substituting Λ = 14 into the original characteristic equation (16): this
choice reduces its order to 2 and stability bounds are set by relations (23). Their necessity is predicted by relations (9) and
(21) while the sufficiency can also be obtained with the OTRT criteria (24). With relations (A.4)–(A.5) one derives them
directly from solution (28). Then the fourth-order expansion (A.6) of relation (28) in the limit k → 0 shows thatΛbgk andΛ
should necessarily satisfy one of the two following conditions in order to prolong the ‘‘optimal’’ relations (25) forΛ ≠ 14 :
Λbgk ≥ Λ1− 4Λ8Λ− 1 , if
1
8
< Λ ≤ 1
4
, or Λ ≥ 1
4
, ∀ Λbgk. (30)
Both conditions are satisfied provided that
Λ ≥ Λ(ext.)(Λbgk), Λ(ext.) = 18 (1− 8Λbgk)+
1
8

64Λ2bgk + 1, then (31)
Λ(ext.)(Λbgk)→ 18 , if Λbgk →∞,
Λ(ext.)(Λbgk)→ 14 , if Λbgk → 0. (32)
The EOTRT subclass is limited toΛ = 14 :
EOTRT : Λ(ext.)(Λbgk) ≤ Λ ≤ 14 . (33)
The EOTRT boundary (31) is illustrated in Fig. 3. The BGKmodel satisfies both conditions of (30) ifΛbgk = Λ ≥ 16 . When the
two eigenvalues are related by condition (33), or whenΛ ≥ 14 , then max |Ω|2 ≤ 1 on the stability boundary (25). We also
verified this result with the help of a numerical stability analysis. It follows that the d1Q3 TRT model retains the necessary
and sufficient stability conditions (25) when Λ ≥ Λ(ext.)(Λbgk) for any Λbgk. The decreasing of Λ towards Λ = 18 for high
diffusion eigenvalue functions Λbgk is expected to improve their accuracy. However, Λ(ext.)(Λbgk) very rapidly approaches
Λ = 14 for small diffusion functions,Λbgk <≈ 10−2, where the EOTRT approaches the OTRT.
3.3. Beyond the extended optimal subclass, whenΛ ≤ Λ(ext.)
WhenΛ ≤ Λ(ext.), the solution U20 (ce,Λbgk,Λ) is given by a suitable non-negative root of the third-order equation:
a0 + a1x+ a2x2 + a3x3 = 0, ai(ce,Λbgk,Λ) =
5−
j=0
ai,j(Λbgk,Λ)c je. (34)
The coefficients {ai,j(Λbgk,Λ)} of (fifth-order) polynomials are given by relations (A.8) for the BGK model and by
relations (A.11)–(A.12) for the TRT model. The stability curve U2(ce,Λbgk,Λ) for g(u) = 1 can be constructed replacing
ce with ce + U2 in the solution obtained, U20 (ce), then solving the (fifth-order) equation with respect to U2:
g(u) = 1 : U2 = U20 (ce + U2). (35)
Two suitable (non-negative) roots which intersect the vertical axis in two limit points U2(0) = 0 and U2(0) = 1
are, respectively, the lower and upper segments of stability curve, up to their intersection. The d1Q3 stability curves are
constructed with the help of routines [26] for the (analytical) solving of the minimization problem (29) and the (numerical)
solving of the polynomial equations (35). We study them in the next two sections starting from the BGK subclass.
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Fig. 3. The boundaryΛ = Λ(ext.) of the extended optimal subclass EOTRT is plotted versusΛbgk (left) and versus τ , τ = 12 +

Λbgk (right).
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Fig. 4. The exact results for the d1Q3 BGKmodel show: (left picture) U2 − c2e when g(u) = 0; (right picture) the stability curve U2(ce)when g(u) = 1—the
stable area is limited by the U2(ce) and the E0-n-line U2 ≤ 1− ce when ce ∈ [0, 1]. The BGK has the optimal stability conditions (25) whenΛbgk ≥ 16 . From
themost stable to the least stable curve:Λbgk = Λ = { 16 (solid), 18 (dotted), 112 (dashed), 124 (dotted–dashed), 150 (thick dotted), 1100 (thick dashed), 1400
(thick dotted–dashed), 10−4 (thick solid)}. The BGK curves are enveloped by the n-line, themaximumvalueU2−c2e is less than 3×10−4 whenΛbgk = 10−4
(the ‘‘horizontal’’ solid line in the left picture).
3.3.1. The BGK subclass
The BGK subclass retains the optimal stability conditions (25) for any Λbgk ≥ 16 . The necessity of the non-negativity
condition in the limitΛ = Λbgk → 0 is demonstrated in Appendix B.1 for the minimal models, as the limit of the exact BGK
stability curve when k⃗ ‖ U⃗ . The sufficiency of this condition is proved for the BGK model with generic equilibrium (3) and
any τ [23]. The following relations describe the domains where all equilibrium weights {Eq} are non-negative, along with
E0, for the d1Q3 model:
g(u) = 0 : 0 ≤ U2 ≤ c2e , 0 ≤ ce ≤ 1,
g(u) = 1 : ce − U + U2 ≥ 0, U > 0 and U2 ≤ 1− ce, 0 ≤ ce ≤ 1. (36)
The stability curves U2(ce) = U20 (ce,Λbgk) are plotted in Fig. 4 for severalΛbgk values,Λbgk ≤ 16 . Here, we plot the difference
between the stability curve and the non-negativity line, U2(ce) − c2e , for g(u) = 0 (left diagram) and U2(ce) for g(u) = 1
(right diagram). The solution U2(ce) for g(u) = 0 is described by a suitable root of the third-order equation (34) with the
coefficients (A.8). The procedure (35) is applied to this solution when g(u) = 1. The stability behaviour of the d1Q3 BGK
model is relatively simple: the stable subdomain monotonically decreases when Λbgk → 0, from the optimal domain (25)
forΛbgk ≥ 16 towards the non-negativity domain (36).
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Fig. 5. Exact stability curves for the d1Q3 model with g(u) = 0 (left) and g(u) = 1 (right) are plotted for Λbgk = 1 (τ = 32 ) when Λ =
{ 112 ,Λ(s)(dotted), 125 , 150 , 10−2, 10−3, 10−4}, from the most stable to least stable curve; the n-line is the thick solid line. The EOTRT subclass is stable
for the whole triangle when Λ ≥ Λ(ext.) ≈ 0.133. The stability curves first intersect the n-line when Λ < Λ(s) ≈ 6.51 × 10−2 < Λbgk . WhenΛ = 10−4 ,
the stable area (almost) reduces to the segment ce = 1 when g(u) = 0 and it disappears for g(u) = 1.
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Fig. 6. Exact stability curves for the d1Q3 model with g(u) = 0 (left) and g(u) = 1 (right) are plotted forΛbgk = 10−2 ≥ Λ(crit.)bgk (τ = 0.6) when, from the
most stable to the least stable curve: Λ = { 316 , 18 , 112 ,Λbgk(dashed),Λ(s)(dotted), 10−3, 10−4, 10−5}; three first and three last lines are solid; the n-line
is thick solid. The EOTRT subclass is stable for the whole triangle when Λ ≥ Λ(ext.) ≈ 0.24 and the TRT is more stable than the BGK for Λ > Λbgk . The
stability curves first cuts the n-linewhenΛ < Λ(s) ≈ 5.47× 10−3 < Λbgk .
3.4. The TRT model: ‘‘reliable’’ and ‘‘unreliable’’ families
We refer to the set of stability curves obtained for one (fixed)Λbgk valuewhenΛ varies as the ‘‘family’’. Then every family
includes its own BGK curve forΛ = Λbgk. Fig. 1 and Figs. 5–7 show the variety of stability curves for different families when
Λ varies below Λ = 14 . Here, the two largest triangles are the OTRT conditions (25). The non-negativity line n-line (the
thick solid line given by relation (36)) bounds the non-negativity domain. Four families are illustrated: ‘‘reliable’’ families
with Λbgk = 1 in Fig. 5 and Λbgk = 10−2 in Fig. 6, and ‘‘unreliable’’ families with Λbgk = 1400 in Fig. 7 and Λbgk = 10−4 in
Fig. 1. We keep in mind several particular values such asΛ = { 316 , 18 , 112 }, the BGK component of each family and the limit
Λ → 0. The figures show that all stable areas remain bounded by the E0-n-line but the a-line drops such that the stable
areas do not always monotonically decrease withΛ. Next, neither the BGK curve nor the n-line guarantees the stability for
all eigenvalues and the stability curves are not controlled by Λ when Λ < 14 , in the sense that the same Λ may result in
very different stable areas for differentΛbgk.
What is the difference between ‘‘reliable’’ and ‘‘unreliable’’ families? One could expect that the TRTmodelwill have better
stability than its BGK subclass when Λ > Λbgk, and vice versa when Λ < Λbgk. The ‘‘reliable’’ families obey this rule but
they cover only one part of Λbgk, namely Λbgk ≥ Λ(crit.)bgk . In fact, the stability curves first intersect their BGK counterpart
whenΛbgk ≈ 9.8× 10−3; we then setΛ(crit.)bgk ≈ 10−2 (or τ crit. ≈ 0.6). Hence, the TRT stability curves are enveloped by the
BGK curves whenΛbgk ∈ [Λ(crit.)bgk , 16 ] andΛ ≥ Λbgk.
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Fig. 7. Exact stability curves for the d1Q3model with g(u) = 0 (left) and g(u) = 1 (right) are plotted in the ‘‘unreliable’’ zoneΛbgk < Λ(crit.)bgk , whereΛbgk =
1
400 (τ = 0.55) when, from the leftmost to the rightmost curve:Λ = { 316 (solid),Λ(n,+)(dotted), 18 (solid),Λbgk(thick solid),Λ(s,max)(dashed), 10−4, 10−5,
10−6}. Data: Λ(ext.) ≈ 0.246, Λ = Λ(s,max) ≈ 2.78 × 10−2 , Λ(s) ≈ 1.78 × 10−3 , [Λ(n,−),Λ(n,+)] ≈ [4.21 × 10−3, 0.148] and [Λ(s,−),Λ(s,+)] =
[4.24 × 10−3, 0.083]. The largest unstable area for Λ > Λbgk roughly corresponds to Λ(s,max) . Towards the BGK, the stable area increases but then drops
again whenΛ→ 0 (see the last three solid curves).
Next, the stability curve touches the non-negativity line at the (tangency) point ce = c(n)e whenΛbgk andΛ are related as
c(n)e = 1− 2
√
Λ if Λbgk(Λ) = (1− 2
√
Λ)2
(1+ 2√Λ)2Λ, 0 < Λ <
1
4
. (37)
The inverse solution has two roots:
Λ(n,±)(Λbgk) = 1− 8Λ
− + 4Λbgk ± (1− 2Λ−)

1− 12Λ− + 4Λbgk
8
,
if 0 < Λbgk ≤ Λ(n)bgk =
1
4(17+ 12√2) ≈ 7.36× 10
−3, Λ− = Λbgk. (38)
When Λbgk < Λ
(n)
bgk, the stability curve intersects the non-negativity line when Λ belongs to the interval ]Λ(n,−),Λ(n,+)[
and touches it for Λ = Λ(n,±)(Λbgk), with Λ(n,+) = Λ(n,−) = 34 −
√
2
2 when Λbgk = Λ(n)bgk. Hence, the behaviour of the
stability curves is not monotonic with Λ in this interval and the non-negativity line does not guarantee the stability for
the TRT curves on some part of the interval ce ∈ [0, 1]. The variation of the c(n)e with Λbgk is shown in the left picture in
Fig. 8. The stability curves are shown in the right picture in Fig. 8 for three limit solutions: Λ = Λ(n,±) and Λ = Λ(s) (see
below), along with the BGK solution Λ = Λbgk. The interval [Λ(n,−),Λ(n,+)] versus Λbgk is found between the lower and
upper branches of the solid line in the left picture in Fig. 9: it lies above Λ = Λbgk. The exact boundary values of slopes
of stability curves are given by relations (A.13) and (A.14). Inside the ‘‘unreliable’’ interval Λ ∈ [Λ(n,−),Λ(n,+)], the slope
function U
′
1(Λbgk,Λ) = ∂U
2
∂ce
(U2 = 1) has the local maximum, say for Λ = Λ(s,max)(Λbgk). The largest unstable area when
Λ > Λbgk roughly corresponds to this value (see the dashed lines in Figs. 1 and 7).
Next, in a very narrow interval Λbgk < Λ < Λ(n,−), the stable area increases towards the BGK curve which lies above
the non-negativity line, then decreases again. When Λ = Λ(s)(Λbgk) < Λbgk, the slope of the stability curve and the slope
of the non-negativity line become equal for U2 = 1. The functionΛ = Λ(s)(Λbgk) solves Eq. (39) (with ‘‘+’’) and it is plotted
in the right picture in Fig. 9:
Λbgk(Λ) = Λ1+ 16Λ− 64Λ
2 ± 8√(1− 4Λ)Λ
(1− 8Λ)2 , 0 < Λ <
1
8
. (39)
Yet the stability curves for any Λbgk > Λ
(n)
bgk lie above the non-negativity line (36) provided that Λ ≥ Λ(s)(Λbgk). This can
be observed in Figs. 5 and 6 where the stability curves for Λ = Λ(s)(Λbgk) are given by dotted lines. The values Λ(s)(Λbgk)
are smaller than Λbgk for any Λbgk and this function monotonically approaches the asymptotic line Λ = 18 from below
when Λbgk → ∞, whereas the extended optimal boundary, Λ = Λ(ext.)(Λbgk), asymptotically approaches the same line
from above, in the same limitΛbgk →∞. Hence, the higherΛbgk, the smaller the interval [Λ(s),Λ(ext.)]. Indeed, U ′1 ∼ Λbgk4Λ
in the limit Λ → 0 (the last relation of (A.14)); then U ′1 is larger, and hence the stable domain is smaller, for high values
Λbgk when Λ is very small (cf. the stability curves for Λbgk = 1 in Fig. 5 and the results for three other Λbgk values when
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Fig. 9. Left picture: the functions Λ = Λ(n,±)(Λbgk) (solid, Eq. (38)) and Λ = Λ(s,±)(Λbgk) (dashed, Eq. (39) with ‘‘−’’). All of them lie above Λ = Λbgk
(dotted–dashed) and they exist only ifΛbgk ≤ Λ(n)bgk andΛbgk ≤≈ 6.37× 10−3 , respectively. Right picture: the functionΛ = Λ(s)(Λbgk) < Λbgk (solid, Eq.
(39) with ‘‘+’’) exists for anyΛbgk; the dotted–dashed line isΛbgk = Λ; the dashed line isΛ = Λ(ext.)(Λbgk).
Λ ≤ 10−3). It follows that one should avoid a combination of very highΛbgk values with very smallΛ, takingΛ > 18 in the
limitΛbgk →∞.
Finally, Fig. 10 verifies one ‘‘unreliable’’ situation, when Λbgk = 10−4 (very small) and Λ = 112 (relatively high and
expected to be accurate). Typically, the stability curve is then decomposed into two segments: the first part is almost
‘‘horizontal’’, roughly up to the point of maximal curvature, ce ≈ c(c)e (Λbgk,Λ); the second part is approximately linear,
towards U2 = 1. In fact, there is only a very small difference in stable velocity amplitude for g(u) = 0 and g(u) = 1 when
ce ≤ c(c)e ≈ U
′
1−1
U
′
1
. The c(c)e is the same in both cases. WhenΛbgk → 0 then U ′1(Λbgk,Λ)→ 14Λ ; hence c(c)e is (asymptotically)
equal to 1 − 4Λ. We suggest avoiding the interval ce ∈ [0,≈ c(c)e (Λbgk,Λ)], especially when Λ ∈ [Λ(n,−),Λ(n,+)] and the
stability is not controlled by the non-negativity line.
In summary, the d1Q3 model keeps the optimal stability (25) for any Λbgk when Λ ≥ Λ(ext.)(Λbgk). The BGK model
shares this property when Λbgk ≥ 16 . When Λ ∈]0,Λ(ext.)(Λbgk)[, the exact stability curves are given by a suitable root
of Eq. (34), along with relation (A.8) for the BGK model and relations (A.11)–(A.12) for the TRT model with any Λbgk > 0.
The non-negativity conditions are given by relation (36); they guarantee stability of the BGK model. The TRT model has
better stability than the BGK one for all ce ∈ [0, 1] when Λ > Λbgk ≥ Λ(crit.)bgk , Λ(crit.)bgk ≈ 10−2. The TRT stability curve
intersects the non-negativity line only for Λ < Λ(s)(Λbgk) < Λbgk provided that Λbgk > Λ
(n)
bgk = 7.36 × 10−3. Hence, the
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curves constructed in this paper. For comparison, the optimal (dashed) and the non-negativity (dotted) lines are plotted. The very unstable interval ce lies
before the point of maximal curvature.
non-negativity lines do not guarantee stability (in some subinterval ce) whenΛ < Λ(s)(Λbgk) < Λbgk, for allΛbgk. Also, they
do not guarantee stability in the ‘‘unreliable zone’’, whenΛ ∈ [Λ(n,−),Λ(n,+)] > Λbgk, but only ifΛbgk < Λ(n)bgk. These results
are summarized in Table 4.
4. Multi-dimensional models
In this section, we examine the applicability of the d1Q3 stability curves in multi-dimensions where even Miller’s
approach is tedious and we mainly apply numerical stability analysis (see the details in Appendix C). We keep in mind
that the stable velocity cannot be higher than the corresponding d1Q3 curve or the OTRT (necessary and sufficient) stability
condition for the given equilibrium. However, the d1Q3 curves may become sufficient (until the bisection with the d-line
boundary occurs, which is model dependent) only provided that the minimum of the stable velocity amplitude occurs for
k⃗ ‖ U⃗ when the two vectors are parallel to some coordinate axis.
The effective fourth-order corrections of the multi-dimensional advection–diffusion equations are under study (to be
reported). Their preliminary analysis suggests that the models with the same weight families, t(m)q = t(a)q = t(u)q , may more
easily fulfill the necessary k4 requirements for prolonging the optimal stability on the EOTRT boundary Λ = Λ(ext.)(Λbgk).
The numerical stability analysis from τ = 0.51 (Λ(ext.) → 14 ) to τ = 100 (Λ(ext.) → 18 ), i.e., fromΛbgk = 10−4 toΛbgk ≈ 104,
confirms that both d2Q5 and d3Q7 retain their optimal stability bounds for the whole interval ce ∈ [0, 1d ] whenΛ = Λ(ext.).
Similar results are obtained for the d3Q15(stan) and d3Q15(unif ) schemes.
The results for the d2Q9 model maintain the k4 predictions with respect to sufficiency of the advection line: the
a-line U2 = 2ce slightly deteriorates for the d2Q9(stan) model (bottom row in Fig. 11). We recall that d2Q9(stan) has two
different weight families: t(u)c = 16 and t(m)c = t(a)c = 13 . At the same time, the a-line is kept when t(u)c = 13 or for the
d2Q9(unif ) model. The selected d2Q9 OTRT schemes do not need to imply E0 ≥ 0 or E+q ≥ 0. However, the d-line (18) is no
longer sufficient beyond the OTRT subclass, especially for high diffusion coefficients (see the decreasing stability boundary
in Fig. 11). The numerical analysis suggests that, modelling the isotropic tensors, the condition E0 ≥ 0 is sufficient for the
d2Q9 model whenΛ < 14 but it is usually too restrictive (see Figs. 11 and 16).
In the presence of the off-diagonal equilibrium components
∑
α,β UαUβcqαcqβ , one cannot expect the ‘‘full’’ models
without second-order numerical diffusion to keep the OTRT stability in the advection limit when Λ varies. However,
the d3Q15 schemes may retain their OTRT stability when Λ = Λ(ext.), at least provided that the necessary diffusion
condition (20) (which is U2 ≤ 2ce for the d3Q15(stan) and d3Q15(unif ) models) dominates over the advection boundary.
Indeed, this condition is satisfied provided that all the coordinate weights {E+q } are non-negative: U2 ≤ 3t
(m)
c
4t(u)d
ce when
ce ∈ [0, c(0)e ]. This constraint vanishes when t(u)c = 12 , t(u)d = 0, and d3Q15(opt) generally loses its optimal stability when
Λ ≠ 14 . Finally, the numerical observations show that the stability may drastically drop in multi-dimensions when Λ > 14 ,
for very small Λbgk at least, e.g., when Λbgk = 10−4 and Λ ≥ 25 . This result is quite unexpected from the one-dimensional
solutions where Λ ≥ 14 keeps optimal stability. Since the high Λ values may also degrade the precision, we restrict the
EOTRT subclass (Eq. (33)) and study of multi-dimensional models toΛ < Λ(ext.).
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
1
6 ≈ 0.91 (best solid
curve) and τ = {0.7, 0.6, 0.51}, when g(u) = 0 (top row) and g(u)αβ g(u) = 1 (bottom row). For comparison, the unstable area of the optimal BGK model
(τ = 1) is ‘‘filled’’ with dots and its stable (sufficient) area is bounded by a dashed line. The non-negativity area is dark grey.
4.1. The BGK model
We first confirm that the d2Q5, d3Q7, d2Q9(stan), d2Q9(unif ) and d3Q15(stan), d3Q15(unif ) BGK models converge when
Λbgk → 0 towards their respective non-negativity domains. This is demonstrated for d2Q9(stan) and d2Q9(unif ) in Fig. 12:
A. Kuzmin et al. / Computers and Mathematics with Applications 61 (2011) 3417–3442 3433
0
0ce ce
U 2 U 2
  
1 1
4   
1
2   
3
4   
1 1
4   
1
2   
3
4
  
3
4
  
1
1
2
  
1
4
0
  
3
4
  
1
1
2
  
1
4
0 0
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straight boundary segment is the E0-n-line: ce = 12 or U2 = 1−2ce for g(u) = {0, 1}, respectively. For comparison, the a-line (dashed) of the OTRT subclass
and the n-line (dotted) are plotted. The exact stable area of the d1Q3model is ‘‘dashed’’. The d2Q5model follows the d1Q3 stability curve until the E0-n-line
is reached when g(u) = 0, and it leaves it for ce ≈ c(c)e (maximal curvature point) when g(u) = 1, then joins the E0-n-line at the peak c(p)e = 14 .
the n-line and E0-n-line are given by relations (B.5), (B.8) and (B.9) when ce ∈ [0, c(0)e ], c(0)e = 35 for d2Q9(stan) and c(0)e = 23
for d2Q9(unif ). Here, the BGK model with Λbgk = 16 (the boundary of the extended optimal subclass Λbgk = Λ(ext.)) keeps
the optimal stability when g(u) = 0 but loses it when g(u)g(u)αβ = 1 and ce → 0, in agreement with the predictions (left
bottom picture: again, this result improves when t(u)c = 13 ). d2Q9(unif ) shows larger stable areas than d2Q9(stan) except when
g(u)xy g(u) = 1 and in the limit Λbgk → 0 where its non-negativity domain is slightly smaller. On the whole, we find that
the BGK models with the same weight families (excluding t(·)c = 0) keep the OTRT stability conditions (9) and (10) when
Λ ≥ Λ(ext.).
Next, we do not observe any noticeable difference between the d1Q3, d2Q5 and d3Q7 BGK solutions when g(u) = 0 and
Λ < Λ(ext.) (see, e.g., Fig. 13). The non-negativity condition of the minimal models U2 ≤ c2e reduces to U2 ≤ c2e /d for the
‘‘full’’ models (with equal advection andmass weights) because of the diagonal links. Hence, one cannot expect the identical
advection behaviour of stability curves for the d1Q3 and ‘‘full’’ BGK models, even for g(u) = 0. However, we find that the
d1Q3 BGK curves provide very good approximations except for very small Λbgk. When g(u) = 1, the multi-dimensional
solutions may follow the d1Q3 curve only to the point of maximal curvature, or as long as they intersect their respective
d-line boundaries.
4.2. TRT beyond the extended optimal subclass,Λ < Λ(ext.)(Λbgk)
The analysis of the d1Q3 TRT stability curves suggests that it is not reasonable to reduce Λ below Λ(ext.) ≈ 18 for large
Λbgk (Λbgk ≫ 1).We then observe similar qualitative behaviour for all the velocity sets in the ‘‘reliable’’ zone,Λ(crit.)bgk ≤ Λbgk,
Λ
(crit.)
bgk ≈ 10−2 when, at least,Λ(s) < Λ < Λ(ext.) and the d1Q3 stability is guaranteed by the non-negativity line. Figs. 13–15
compare the stability curves for the d2Q5 model to the d1Q3 model whenΛbgk = {10−2, 1400 , 10−4} andΛ < Λ(ext.)(Λbgk).
Similar results are obtained for the d3Q7 and d3Q15(stan)/d3Q15(unif ) models. Fig. 16 compares the d2Q9(stan) and d2Q9(unif )
stability results to exact d1Q3 curves. Here, when Λbgk = 10−2 and Λ = 18 (Fig. 16, top row), the stable domain is much
larger than the non-negativity domain. The inverse holdswhenΛbgk = 10−4 andΛ = 112 (Fig. 16, bottom row). The effective
decreasing diffusion boundary is not provided for the d2Q9 schemes beyond the OTRT but the E0-n-line remains sufficient
when the diffusion tensor is isotropic for all the multi-dimensional models considered.
In what follows, we use the notation ce ≈ c(c)e close to the maximal curvature point of the d1Q3 stability curve and
ce = c(p)e for the peak point where the n-line and the E0-n-line meet each other for a given velocity set. When the d1Q3
stability curves are smooth enough and single-valued, whereΛbgk ≥ 1400 and g(u) = 0, then the multi-dimensional stability
boundaries follow them inside the available intervals ce ∈ [0, c(max)e ] (see the left diagrams in Figs. 13, 14 and 16). Moreover,
the minimal models respect the d1Q3 curve even when Λ decreases below Λbgk (bottom diagrams in Fig. 14). The ‘‘full’’
models also follow the smooth curves (see the top left diagram in Fig. 16). When the d1Q3 curves lose their smoothness
(typically,Λbgk → 0,Λ is high), then themulti-dimensional models generally follow only the lower segment of the stability
curves (left bottom diagram in Fig. 16). Recall that we suggest avoiding the interval ce ∈ [0,≈ c(c)e ] for the sharp curves
of the d1Q3 model. However, it may occur that c(max)e < c
(c)
e in multi-dimensions, as in Fig. 15 for Λ = 112 (left bottom
diagram).
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Fig. 14. Like the previous picture for the d2Q5 model but Λbgk = 1400 (τ = 0.55): g(u) = 0 (left) and g(u) = 1 (right), for Λ = 112 (top) and Λ = 10−4
(bottom). Here, the stability boundary follows the d1Q3 stability curve until it intersects the E0-n-line, except for Λ = 112 (top right picture) where the
E0-n-line does not intersect the lower segment of the d1Q3 curve; the segment connecting to the E0-n-line is (approximately) tangent to it.
Fig. 15. Like the two previous pictures for the d2Q5 model butΛbgk = 10−4 (τ = 0.51) andΛ = 112 , within the range U2 ∈ [0, 14 ]. Here, c(c)e > c(0)e = 12
and the stability boundary follows the d1Q3 curve only up to the E0-n-line.
Using the one-dimensional solution can be tricky when the numerical diffusion is removed (g(u) = 1) and the diffusion-
dominant (right) stability boundaries have different forms. A particularity of the d1Q3 curves it that they join the boundary
point U2(ce = 0) = 1 such that all functions U2(ce) are double-valued. We may first distinguish the three situations for
the minimal models and the d3Q15 schemes. First, when c(c)e < c
(p)
e (right diagram in Fig. 13) then the stability boundary
follows the d1Q3 curve as long as ce ≈ c(c)e ; then it joins the E0-n-line at ce = c(p)e . Second, inversely, when c(p)e < c(c)e and
the E0-n-line intersects the lower segment of the d1Q3 curve (bottom right diagrams in Figs. 14 and 15), then the stability
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Fig. 16. The stability boundary is shown for d2Q9(stan) (solid line) and d2Q9(unif ) (dashed line) when g(u) = 0 (left) and g(u)xy g(u) = 1 (right), forΛbgk = 10−2
(τ = 0.6), Λ = 18 (top row) and Λbgk = 10−4 (τ = 0.51), Λ = 112 (bottom row). The stable domain of the d1Q3 model is ‘‘filled’’. The non-negativity
domain of each model is bounded by a dotted line, with c(0)e = 35 for d2Q9(stan) and c(0)e = 23 for d2Q9(unif ) . When g(u)xy g(u) = 1, the stability curves leave
the d1Q3 solution when ce <≈ c(c)e .
boundary follows the one-dimensional curve up to its intersection with the E0-n-line. This is similar to the g(u) = 0 case,
with a possible departure from the ‘‘sharp’’ curve. Finally, the intermediate case is the most difficult: when c(p)e < c
(c)
e but
the E0-n-line does not intersect the lower segment of the d1Q3 curve (the top right diagram in Fig. 14). In such a case, it is
difficult to prescribe the slope of the connecting segment towards the E0-n-line.
In summary, the d1Q3 stability curves turn out to be useful in multi-dimensions: they provide the necessary advection
conditions. The d1Q3, d2Q5 and d3Q7 BGK models have very similar (or the same) low segments of advection boundaries
U2(ce,Λbgk,Λ). As a first approximation, one can follow the d1Q3 stability curve up to intersection with the E0-n-line. This
is also valid for the selected ‘‘full’’ models, like d2Q9(stan)/d2Q9(unif ) or d3Q15(stan)/d3Q15(unif ). If the d1Q3 curve has a very
large curvature, one should expect the one-dimensional predictions to be reliable only before its point of maximum. The
stability scenario can be predicted for g(u) = 1 when the E0-n-line intersects the lower segment of the d1Q3 curve before
it bends. Otherwise, one obtains some ideas connecting the maximum curvature point with the non-negativity peak or the
E0-n-line such that U2(ce) remains single-valued.
5. Concluding remarks
This work further investigates the role of free collision rate in the stability of the TRT operator for the ADE. We extend
the methodology of [23], first to delineate the principal necessary advection-dominant and diffusion-dominant conditions,
then to perform the exact von Neumann stability analysis of the linear TRT operator with the help of Miller’s theory [25].
The necessary advection conditions (9)–(10) guarantee the positive semi-definiteness of the effective diffusion tensor for
isotropic problems. The necessary diffusion-dominant conditions restrict the symmetric equilibrium weights to a general
form given by relations (17)–(20). All of these conditions have to be respected by any LBE ADE model.
3436 A. Kuzmin et al. / Computers and Mathematics with Applications 61 (2011) 3417–3442
In this paper, we build the exact stability bounds of the d1Q3 TRT ADE model. Above all, this shows that the stability
is generally not controlled by the ‘‘magic’’ parameter Λ = Λ−Λ+ but depends on a pair of eigenvalue functions, say
Λbgk = (Λ−)2 andΛ, in agreementwith the predictions of the time-dependent recurrence equations of the TRT operator [16].
Only two exceptions have been found so far. The first one is the so-called OTRT subclassΛ = 14 where the stability bounds
no longer depend on eigenvalues for any velocity set and any equilibrium [23]. The second one, extended optimal EOTRT
subclass, is derived in this work. The EOTRT subclass expands the OTRT subclass to the larger intervalΛ ≥ Λ(ext.)(Λbgk) > 18
where the d1Q3 model retains optimal stability. The BGK model benefits from this extension when Λbgk ≥ 16 , penalizing
the high Peclet numbers. The minimal models and the ‘‘full’’ models with the same weights, t(m)q = t(a)q = t(u)q , are good
candidates for keeping the optimal stability in the advection limit, at least on the boundary Λ = Λ(ext.). Hence, the OTRT
subclass and, partially, the EOTRT subclass, possess the most favourable equilibrium stability conditions—the same for all
Peclet numbers when the equilibrium is set. The optimal stability conditions are easier and less restrictive than the non-
negativity condition of equilibrium distributions.
Beyond the EOTRT subclass, when Λ < Λ(ext.)(Λbgk), one should be very careful with the choice of Λ. We first identify
‘‘reliable’’ and ‘‘unreliable’’ choices forΛbgk. The reliable choiceΛbgk ≥≈ 10−2 is more stable than its BGK counterpart when
Λ > Λbgk, and less stable only whenΛ < Λbgk. We then derive the necessary and sufficient intervals forΛ(Λbgk)where the
stability is still guaranteed by the non-negativity conditions. DecreasingΛ ∼ αΛbgk whenΛbgk → 0 one either gets the BGK
(α = 1) or loses against it in stability. Yet, one could advocate the BGKmodel in the ‘‘unreliable’’ zone for its simple stability
control by the non-negativity curves, with no danger of losing their sufficiency for ‘‘improper’’ choices of free eigenvalue.
We suggest that a reasonable strategy for the TRT model is to select a suitableΛ value for the (predicted) variation ofΛbgk
and to set it. This will reduce the inconsistency of the variation of the spatial truncated errors with the diffusion coefficients
and improve their accuracy, especially for large Λbgk. However, the most suitable stability interval Λ(ext.) ≤ Λ ≤ 14 then
rapidly approachesΛ = 14 whenΛbgk → 0.
On the whole, this study encourages us to continue the work with and related to the TRT model. The principal one-
dimensional guidelines on the choice of the suitable pair (Λbgk,Λ) are valid in multi-dimensions when Λ < 14 . The
combinations of high values Λbgk ≫ 1 with small Λ ≤ 18 should be avoided. We also observe that the combinations of
smallΛbgk values withΛ > 14 may drastically reduce the stable areas inmulti-dimensions. The work in progress is intended
to confirm these observations, to extend the necessary and sufficient stability conditions to anisotropic diffusion tensors
and to find a compromise between accuracy and stability. The next interesting research aim is to understand the reasons
for the observed stability drop in practical computations (boundaries, non-linearities), first examining them for the OTRT
subclass. Finally, the MRT operators reduce to the TRT on the d1Q3 velocity set but they possess more ‘‘ghost’’ eigenvalues
in multi-dimensions.
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Appendix A. Stability curves of the d1Q3 model: details
A.1. The characteristic equation of the d1Q3 model
The characteristic third-order equation with respect toΩ has the form (26) whereD+αα = ce+g(u)U2 and s− = U . When
g(u) = 0, the solution of the linear equation with the equivalent (in the von Neumann sense) stability properties is
g(u) = 0 : |Ω(ce,U2,Λbgk,Λ,m)|2 = Pn(U
2)
Pd(U2)
,
where
Pn(U2) = an + bnU2 + cnU4,
an = (2ΛmΛ¯+ cmΛbΛ)2(2Λ¯(c¯m + 4Λ)− cmΛlΛbgk)2,
bn = 2m(4Λ¯2 −Λ2l Λ2)(2Λ¯(c¯m + 4Λ)− cmΛlΛbgk)
× (Λ(1+ cm + 4mΛ)+Λbgk(1+ 4c¯mΛ))+ 4m(4Λ¯2(c¯m + 4Λ)+ cmΛ2l ΛΛbgk)2,
cn = m2(4Λ¯2 −Λ2l Λ2)2,
and
Pd(U2) = ad + bdU2 + cdU4,
ad = (2ΛmΛ¯+ cmΛbΛ)2(2Λ¯(m+ 4Λ)− cmΛbΛ)2,
bd = −2m(4Λ2 −Λbgk)2(2ΛmΛ¯+ cmΛbΛ)(8Λ¯Λ+ c¯mΛ+mΛcΛbgk),
cd = m2(4Λ2 −Λbgk)4,
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with
m = tan2

k
2

, Λ¯ = (Λ+Λbgk)
2
, cm = mce, c¯e = 1− ce, c¯m = mc¯e,
Λl = 1+ 4Λ, Λm = 1+ 4mΛ, Λc = 1+ 4ceΛ, Λb = 1− 4Λbgk. (A.1)
When U = 0, the sufficient stability condition |Ω|2 ≤ 1 ∀m > 0 becomes
8ceΛbgkΛ¯(1+ 4Λ)m((ce − 1)m− 4Λ) ≤ 0, ∀ m > 0. (A.2)
This condition is satisfied when ce ∈ [0,minm>0 (4Λ+m)m ], hence
ce ∈ [0, 1], ∀ {Λ,Λbgk}. (A.3)
The minimum corresponds to m = ∞ (k = π ). Hence, the condition (A.3), or U2 ≤ 1 − ce when g(u) = 1, is necessary
(∀ U) and sufficient (when U ≡ 0) for the d1Q3 TRTmodel with any eigenvalues, in agreement with the diffusion-dominant
condition E0 ≥ 0. Using solution (28) for |Ω|2 whenΛ = 14 and g(u) = 0, |Ω|2 ≤ 1 if
(c2em− ce(1+m)+ U2) ≤ 0, 0 ≤ ce ≤ 1, (A.4)
then, necessarily,
0 ≤ U2 ≤ ce min
m>0
{1+m(1− ce)} = ce, 0 ≤ ce ≤ 1. (A.5)
This condition corresponds to the ‘‘advection’’ limit m → 0. Again, replacing ce with ce + U2 for g(u) = 1, one obtains the
optimal conditions (25) for this case. Fourth-order expansion of relation (28) with the coefficients (A.1) in the advection
limit k → 0 yields
|Ω|2 = 1− CeΛbgkΛlk
2
8ΛΛ¯
+ Λlk
4
512Λ2Λ¯3
(asCe + (bsCe − ks)U2 + ksU4)+ O(k6),
where
Ce = ce − U2, Λ¯ = (Λ+Λbgk)2 , Λl = 1+ 4Λ,
as = 23ΛbgkΛ¯(2Λ¯(3− 8Λ)+ 3Ce(Λbgk − (1− 8Λbgk)Λ)),
bs = ΛbgkΛ2(32Λ2 − 4Λ− 1)− 4Λ4 +Λ2bgkΛ(80Λ2 + 12Λ− 1)+Λ3bgk(32Λ2 + 4Λ− 1),
ks = 16ΛΛ¯2(Λ(4Λ− 1)+Λbgk(8Λ− 1)). (A.6)
Then, clearly, Ce ≥ 0 is the necessary k2 condition (a-line) for supporting |Ω|2 ≤ 1. Plugging Ce = 0 into the coefficient of
k4 we obtain
|Ω|2 = 1+ (4Λ+ 1)k
4
32Λ2Λ¯3
ksU2(U2 − 1)+ O(k6). (A.7)
Again taking into account the necessary conditions (25), the coefficient of k4 is negative only if ks ≥ 0, i.e., only ifΛbgk and
Λ satisfy conditions (30).
A.2. The BGK stability curves
The solution U20 of the minimization problem (29) for the BGK case with Λbgk ≤ 16 is given by a suitable (non-
negative, with U2(ce = 1) = 1 and U2(Λbgk → 0) = c2e ) root of the third-order equation (34) where the coefficients{ai,j(Λbgk) = ai,j(Λbgk,Λbgk)} of the fifth-order polynomials {ai(ce)} are given by the following sets, from j = 0 to j = 5:
a0 = {0,−128Λ3bΛbgk, 16Λ2b(32ΛdΛbgk − 1),−48ΛbΛd(16ΛdΛbgk − 1), 16Λ2d(32ΛdΛbgk − 3), 16ΛbΛ3d};
a1 = {16Λ2bΛ2d, 16Λb(16Λbgk(1+Λbgk(6Λbgk − 5))− 3),
8(5+ 2Λbgk(2Λbgk(79+ 16Λbgk(11Λbgk − 18))− 21)),
8ΛbΛbgk(7+ 16Λbgk(3Λbgk − 8)), 4Λ2b((Λbgk − 10)Λbgk − 2), 0};
a2 = {8Λ2d(1+ 8ΛdΛbgk),−8Λb(2+Λbgk(11+ 8Λbgk(4Λbgk − 5))),
+Λ2b(7+ 4Λbgk(15− 2Λbgk)),Λ3b, 0, 0};
a3 = {Λ2bΛ2d,−Λ3b, 0, 0, 0, 0}, where Λb = 1− 4Λbgk,Λd = 1− 2Λbgk. (A.8)
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Fig. 4 plots several solutions to Eq. (34) with coefficients (A.8). The slopes of the stability curves when g(u) = 0 andΛbgk ≤ 16
are
U
′
0(Λbgk) =
∂U2
∂ce
(ce = 0) = 8(1− 4Λbgk)Λbgk
(1− 2Λbgk)2 , (A.9)
U
′
1(Λbgk) =
∂U2
∂ce
(ce = 1) = 1+ 4Λbgk(1− 4Λbgk)−

1+ 8Λbgk(1− 6Λbgk)
8Λ2bgk
. (A.10)
The functionU
′
0(Λbgk)monotonically increases from 0 (the n-line’s slope) to 1 (the a-line’s slope) whenΛbgk increases from 0
to 16 . Accordingly, U
′
1(Λbgk)monotonically decreases from 2 to 1. The slope functions can be used for spline approximations
of exact stability curves; e.g., a simple linear interpolation with the weight factorw = U ′0(Λbgk) for ce and 1−w for c2e gives
sufficient conditions when g(u) = 0.
A.3. The TRT stability curves
When Λ ≥ Λ(ext.), the optimal conditions (25) are necessary and sufficient for any Λbgk. The solution U20 of the
minimization problem (29) for the TRT model with Λ ∈]0,Λ(ext.)(Λbgk)] and ∀ Λbgk > 0 is given by a suitable (non-
negative, withU2(ce = 1) = 1) root of the third-order equation (34), where the coefficients {ai,j(Λbgk,Λ)} of the fifth-order
polynomials {ai(ce)} are given by the following sets, from j = 0 to j = 5:
a0 = Λ¯Λ
Λ5bgk
{0,−128Λ¯4Λ3a, 16Λ¯3Λ2a(16Λk − 1), 24ΛkΛ¯2Λa(1− 8Λk), 16Λ2gΛ¯(16Λk − 3), 16ΛbΛ3g};
a1 = 1
Λ6bgk
{16Λ¯4Λ2a(Λ¯− 2Λ2)2,−8Λ¯3Λa(Λ3bgkΛa +Λ(Λ(2Λbgk(1− 8Λ(1+Λ(12Λ− 5)))+ΛΛ2a)
+ 2Λ2bgk(1− 2Λ+ 32Λ2))), 2Λ¯2(3Λ4bgkΛ2a +Λ(6Λ3bgk(1+ 32(1− 6Λ)Λ2)
+Λ(6ΛbgkΛ+Λ2bgk(2+ 4Λ(16Λ(7+ 4Λ(11Λ− 9))− 9))+ 3Λ2(Λ2a − 4Λbgk(7− 44Λ+ 96Λ2))))),
− 2Λ¯(Λ5bgkΛ2a +Λ(2Λ4bgk(1+ 2Λ(3+ 4(3− 32Λ)Λ))
+Λ(Λ3bgk(4Λ(5+ 4Λ(7+ 16Λ(3Λ− 4)))− 3)− 3Λ2bgkΛ
+Λ2(Λ+Λbgk(2− 36ΛΛa)− 4(Λ2bgk(3+ 4Λ(−19+ 44Λ))+Λ2))))),
1
4
(Λ6bgk + 2ΛbΛ5bgkΛ+Λ2bgkΛ4(8Λbgk(9+ 4Λbgk(1− 20Λbgk))− 9)
+ 2ΛbgkΛ5(1− 8Λbgk(1+ 2Λbgk(40Λbgk − 11)))+Λ4bgkΛ2(8Λbgk(3+ 2Λbgk)− 9)
+Λ2bΛ6(1+ 8Λbgk(2Λbgk − 5))+ 4Λ3bgkΛ3(2Λbgk(9+ 4Λbgk)− 5)), 0}, (A.11)
and
a2 = Λ
Λ6bgk
{8Λ¯2(Λ¯− 2Λ2)2(Λbgk(1+ 4Λ)+ 4ΛaΛ2),−Λ¯(3ΛlΛ4bgk +Λ(Λ3bgk(5+ 4Λ(3− 40Λ))
+Λ2bgkΛ(5+ 16Λ(4Λ(11Λ− 4)− 1))+ 12Λ2aΛ4 +ΛbgkΛ2(3+ 4Λ(1− 8Λ(5+ 4Λ(8Λ− 5)))))),
6ΛaΛ6 + 12 (3ΛlΛ
5
bgk + 4Λ4bgkΛ(1+Λ(3− 44Λ))+ΛbgkΛ4(3+ 4Λ(4Λ(32Λ− 9)− 1))
+ 12Λ3bgkΛ3(4Λ(12Λ− 5)− 1)− 4Λ2bgkΛ3(Λ(3+ 4Λ(9+ 4Λ(4Λ− 15)))− 1)),
1
2
(ΛbgkΛ
2(8Λ3(Λb − 8Λ2bgk)+ 4Λ2bgk −Λ2(1+ 16Λbgk))
− 4Λ3(Λ3(1+ 16Λbgk(Λbgk − 1))− 2Λ3bgk(8Λbgk − 1))−ΛlΛ5bgk), 0, 0}
a3 = (Λbgk − 4Λ
2)2Λ2
4Λ6bgk
{4(Λ¯− 2Λ2)2,−2(Λ2bgk +Λ2(1− 8Λ¯)), (Λbgk −Λ)2, 0, 0, 0};
where
Λ¯ = (Λ+Λbgk)
2
, Λl = 1+ 4Λ, Λa = 1− 4Λ, Λb = 1− 4Λbgk,
Λk = ΛbgkΛa +Λ, Λg = Λ¯− 2ΛbgkΛ. (A.12)
WhenΛ = Λbgk, this set reduces to relations (A.8), with ai,j(Λbgk) = ai,j(Λbgk,Λbgk). When g(u) = 0 andΛ ≤ Λ(ext.)(Λbgk)
the boundary slopes of the stability curves are
U
′
0(Λbgk,Λ) =
8ΛbgkΛΛ¯(1− 4Λ)
(Λ¯− 2Λ2)2 , Λ¯ =
(Λ+Λbgk)
2
, Λ ≤ Λ(ext.)(Λbgk),
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and then
U
′
0 → 1, when Λ→ Λ(ext.)(Λbgk),∀ Λbgk > 0,
U
′
0 → 0, when Λ = Λbgk → 0,
U
′
0 → 0, when Λbgk → 0,
U
′
0 → 0, when Λ→ 0, ∀ Λbgk > 0. (A.13)
U
′
1(Λbgk,Λ) =
1
8Λ3
(2Λ2(1− 8Λbgk)+ (1+ 2Λ)Λbgk)
− 1
8Λ3

(1− 4Λ)Λbgk(Λbgk + 4Λ(Λ+ 2Λbgk)), Λ ≤ Λ(ext.)(Λbgk),
and then
U
′
1 → 1, when Λ→ Λ(ext.)(Λbgk), ∀ Λbgk > 0,
U
′
1(α)→
1+ 6α + α2
4α
, when Λ = αΛbgk,Λbgk → 0,
U
′
1 → 2 = min
α
U
′
1(α), when Λ = Λbgk → 0,
U
′
1 →
1
4Λ
, when Λ ≠ Λbgk,Λbgk → 0,
U
′
1 ∼
Λbgk
4Λ
, when Λ ≠ Λbgk,Λ→ 0. (A.14)
These slope functions reduce to relations (A.9) and (A.10) whenΛ = Λbgk, with U ′0(Λbgk) = U ′0(Λbgk,Λbgk) and U ′1(Λbgk) =
U
′
1(Λbgk,Λbgk). They can be obtained with the help of a series expansion over ce for root U
2(ce,m) of the quadratic equation
Pd(U2) = Pn(U2), and then taking, respectively, their minimum and maximum overm for ce = 0 and ce = 1, with no use of
an exact solution. It appears that U
′
0(Λbgk,Λ) is monotonic withΛ, i.e., U
′
0(Λbgk,Λ) < U
′
0(Λbgk,Λbgk) only whenΛ < Λbgk.
The slope function U
′
1(Λbgk,Λ) is not monotonic with Λ and is related to the complex behaviour of the stability curves in
Section 3.4.
Appendix B. Non-negativity conditions
B.1. The necessary condition for minimal BGK models when τ → 12
In this section, we discuss the particular solution for k⃗ and the equilibrium parameters {E+q , E−q }which give |Ω|2 = 1 as
the solution to the characteristic equation (26) in the particular limitΛbgk → 0 of the BGK model. This solution necessarily
prescribes the non-negativity condition {Eq ≥ 0} for the minimal models. The solution to characteristic equation (26) is
given by relations (28) and (A.1). It is valid for all the velocity sets when k⃗ = k1⃗α , and also for the minimal models when
k⃗ = k1⃗d (diagonal direction), replacing U2 with (s−)2 and ce with s+:
k⃗ = k1⃗α, all models : s+ =
−
q:cqα≠0
E+q =
Qm−
q=1
E+q c
2
qα = D+αα,
s− =
Qm/2−
q=1:cqα≠0
(E−q − E−q¯ ) = ±
Qm−
q=1
t(a)q
−
β
Uβcqβcqα = ±Uα,
k⃗ = k1⃗d, minimal models : s+ =
Qm−
q=1
E+q = 1− E0,
s− =
Qm/2−
q=1
(E−q − E−q¯ ) = ±
Qm−
q=1
−
α
t(a)q Uαc
2
qα = ±
−
α
Uα. (B.1)
Diffusion-dominant conditions [23] for k⃗ = π 1⃗α and k⃗ = π 1⃗d constrain s+ to [0, 1]. Then, plugging the BGK relation
Λ = Λbgk into solution (A.1) (or directly into Eqs. (26), and then performing Miller’s construction (27) twice for the BGK
operator), and finally taking the limitΛbgk → 0, we obtain the following solution:
BGK,Λbgk → 0 : |Ω|2 = Pn(s
+, (s−)2)
Pd(s+, (s−)2)
, where
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Pn(s+, (s−)2) = −4(−1+ cos2[k])(s−)2(4− 3s+)2 +

(1+ cos[k])(4+ 3(s−)2)
+ 3(−1+ cos[k])(s+)2 − 4s+(1+ 2 cos[k])2, and
Pd(s+, (s−)2) = (−4+ (s−)2 + cos[k]((s−)2 − (−2+ s+)2)+ (s+)2)2. (B.2)
This yields
|Ω|2 = 1 if (s−)2 = (s+)2 and cos[k] = −1+ s+, 0 ≤ s+ ≤ 1. (B.3)
The BGK model may remain stable in the limitΛbgk → 0 only if
(s−)2 ≤ (s+)2, ∀ α = 1, . . . , d. (B.4)
This condition necessarily requires |Uα| ≤ D+αα , ∀α and for all models. Then this necessary prescribes the non-negativity of
all the ‘‘moving’’ equilibrium weights for the minimal models (cf. relation (11)). The necessary diffusion condition E0 ≥ 0
completes the set of the non-negativity conditions for the minimal models.
The non-negativity conditions depend on the choice of the equilibrium weights for ‘‘full’’ models [23]. For instance,
relations (B.4) prescribe {Eq ≥ 0} for all the coordinate linkswhen {t(a)q = t(m)q } and {D+αα = ce}. However, the strongest non-
negativity condition, U2 ≤ c2e /d, is then prescribed by the diagonal links. We suggest that the BGK model yields |Ω|2 → 1
in the limitΛbgk → 0 when E−q 2 → E+q 2 for at least one q ∈ {1, . . . ,Qm} and in the limit E0 → 0. However, we are not yet
aware of a generic proof.
B.2. Non-negativity lines
In this paper we often use the non-negativity conditions, or the n-line and the E0-n-line. These are given below for an
isotropic diffusion tensor (E(anis)q = 0). In all the cases, ce ∈ [0, c(0)e ] and E0(c(0)e ,U = 0) = 0. When g(u) = 0,
dDQ(2D+ 1) : U2 ≤ c2e , 0 ≤ ce ≤ c(0)e =
1
d
.
d2Q9(stan), d2Q9(unif ) : U2 ≤ c
2
e
2
, 0 ≤ ce ≤ c(0)e =
1
1+ 2t(m)c
.
d3Q15(stan), d3Q15(unif ) : U2 ≤ c
2
e
3
, 0 ≤ ce ≤ c(0)e =
1
1+ 4t(m)c
. (B.5)
The last two conditions are valid for all the d2Q9 and d3Q15 schemes, respectively, with the same mass and advection
weights. The models with t(m)c = 0 and t(a)c ≠ 0, as for d2Q9(opt)(t(m)c = 0) and d3Q15(opt)(t(m)c = 0), reduce the velocity to
zero as the non-negativity condition of their coordinate links.
When g(u) = 1 (the minimal schemes) and g(u)αβ g(u) = 1 (the d2Q9 and d3Q15),
dDQ(2D+ 1) :

d = 1 : (U2 ≤ U2(−)n ) ‖ (U2 ≥ U2(+)n ), 0 ≤ ce ≤
1
4
,
and U2 ≤ 1− ce, 0 ≤ ce ≤ 1,
d = {2, 3} : U2 ≤ U2(−)n , U2(±)n =

1±√1− 4ce
2
4
, 0 ≤ ce ≤ 14 ,
U2 ≤ 1− dce, 14 ≤ ce ≤
1
d
.
(B.6)
d2Q9(stan) : U2 ≤ 2
25

1−1− 5ce2 , 0 ≤ ce ≤ 736 ,
U2 ≤ 2ce − 13 ,
7
36
≤ ce ≤ 1127 , U
2 ≤ 3− 5ce
2
,
11
27
< ce ≤ 35 .
(B.7)
d2Q9(unif ) : U2 ≤ 2
9

1−1− 3ce2 , 0 ≤ ce ≤ 516 ,
U2 ≤ 2ce − 12 ,
5
16
≤ ce ≤ 1124 , U
2 ≤ 2(2− 3ce)
3
,
11
24
< ce ≤ 23 .
(B.8)
d3Q15(stan) : U2 ≤
√
3−√3− 16ce
2
64
, 0 ≤ ce ≤ 527 ,
U2 ≤ 2ce − 13 ,
5
27
≤ ce ≤ 1027 , U
2 ≤ 3− 7ce, 1027 ≤ ce ≤
3
7
.
(B.9)
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d3Q15(unif ) : U2 ≤
√
3−√3− 8ce
2
16
, 0 ≤ ce ≤ 925 ,
U2 ≤ 2ce − 35 ,
9
25
≤ ce ≤ 3475 , U
2 ≤ 5
3
− 3ce, 3475 ≤ ce ≤
5
9
.
(B.10)
These solutions are particular cases [23], Appendix B, where they are built for general weights {t(m)q , t(a)q , t(u)q } and also in
the case g(u) = 1, g(u)αβ g(u) = 0. The non-negativity domain generally increases when the cross-diagonal numerical diffusion
is cancelled, g(u)αβ g
(u) = 1.
Appendix C. Numerical stability analysis
We look for {Ωq}, the set of Q roots of the characteristic equation of the TRT scheme with the equilibrium distribution in
the form (3):
det|L−ΩI| = 0, where
L = K (−1)[I + C], K (−1)ij = exp(−iki)δij, ki = k⃗ · c⃗i,
Cij = λ+

δij + δi¯j
2
− E+i

+ λ−

δij − δi¯j
2
− E−i

, {i, j} = 0, . . . ,Qm. (C.1)
The (equilibrium) components of the matrix C are obtained using s = ∑Qmq=0 fq in relation (3). The linear stability is
guaranteed in the von Neumann sense when all |Ωq| ≤ 1. The following 3D form is adapted to represent the velocity
vector U⃗ and the wavevector k⃗ (with U = |U⃗| and k = |k⃗|):
U⃗ = {Ux,Uy,Uz} = U{cosψ sinα, sinψ sinα, cosα},
k⃗ = {kx, ky, kz}, with
kx = k{cosψ cos θ sinα − cosφ cosψ cosα sin θ + sinφ sinψ sin θ},
ky = k{cos θ sinψ sinα − sinφ cosψ sin θ − cosφ cosα sinψ sin θ},
kz = k{cosα cos θ + cosφ sinα sin θ}.
(C.2)
We vary k⃗with respect to U⃗ . The two vectors are parallel when both θ and φ are equal to zero. In two and three dimensions,
we typically use θ ∈ [0, π, π/8] and φ ∈ [0, π, π/8], with k ∈ {0,√dπ,√dπ/72}. In particular, U⃗ = U{1, 0, 0}
when α = π/2 and ψ = 0, then U⃗ = U√
2
{1, 1, 0} when α = π/2 and ψ = π/4, and finally, U⃗ = U√
3
{1, 1, 1} when
α = arccos(√3/3) and ψ = π/4. In two dimensions we set α = π2 and typically use ψ ∈ [0, π, π/8], with about 50–200
points for |U|. In three dimensions, we typically use ψ ∈ [0, π/4, π/32], α ∈ [arccos(√3/3), π/2], with eight points per
interval and about 20–40 points for |U|. We output as unstable those pairs (ce,U2)where there is a rootΩ of characteristic
equation (C.1) such that |Ω| ≥ 1+ ϵ with ϵ = 10−14; {Ωq} is computed with the help of the CLAPACK library.
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