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MEASURE RIGIDITY AND DISINTEGRATION:
TIME-ONE MAP OF FLOWS.
GABRIEL PONCE AND RE´GIS VARA˜O
Abstract. An invariant measure for a flow is, of course, an invariant measure
for any of its time-t maps. But the converse is far from being true. Hence, one
may naturally ask: What is the obstruction for an invariant measure for the
time-one map to be invariant for the flow itself? We give an answer in terms of
measure disintegration. Surprisingly all it takes is the measure not to be “too
much pathological in the orbits”. We prove the following rigidity result. If µ
is an ergodic probability for the time-one map of a flow, then it is either highly
pathological in the orbits, or it is highly regular (i.e invariant for the flow). In
particular this measure rigidity result is also true for measurable flows by the
classical Ambrose-Kakutani’s representation theorem for measurable flows.
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1. Introduction
A basic question answered on an introductory ergodic theory course is that
we may always find invariant probability measures for many dynamical systems.
Two particularly large classes of such dynamical systems are homeomorphisms and
continuous flows on a compact manifold. We say that a measurable map h : X → X
preserves a probability µ if for every measurable set A ⊂ X , then µ(h−1(A)) =
µ(A). If φ : R×X → X is a flow, we say that the flow φ preserves the measure µ if
it is preserved for every time t-map φt := φ(t, .). We say that a measure µ is ergodic
for a certain dynamical system if any invariant set has either full measure or zero
measure. It is not at all expected that an ergodic probability for the time-t map
to be ergodic (in particular invariant) for the flow itself. Hence a natural question
arises:
Question: What is the obstruction for an ergodic measure for the time-one map
to be ergodic (in particular invariant) for the flow itself?
To the best of our knowledge, even though this seems to be a natural question it
has not been treated in the literature. We are able to give a precise answer to this
question in terms of measure disintegration. Surprisingly all it takes is the measure
not to be “too much pathological in the orbits”. That is, we prove a measure
rigidity result. If µ is an ergodic probability for the time-one map of a flow, then
it is either highly pathological in the orbits, or it is highly regular (i.e invariant for
the flow). This is our main result:
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Theorem A. Let X be a separable metric space and φ : R×X → X be a continuous
flow. Denote by F = {F(x)}x∈X the foliation of X by orbits of the flow φ. Given
any ergodic Borel measure µ for the time−1 map φ1 := φ(1, ·) : X → X, then
(1) either there is a set A ⊂ X of full µ-measure such that F(x)∩A is a discrete
set of F(x). Moreover, there is a natural number k ≥ 1 such that F(x)∩A
is the φ1−orbit of exactly k points; or
(2) for µ-almost every x ∈ X there is a measure µF(x) on F(x) such that
µF(x)(φ([0, t]× {x})) = 2
−1t,
as long as τ 7→ φ(τ, x) is injective on [0, t] and where µF(x) is a φ1-invariant
measure which normalized and restricted on a foliated chart of the orbit is
a disintegration of µ. In particular µ is invariant for the flow.
In [2, 3] W. Ambrose and S. Kakutani proved a remarkable representation the-
orem for measurable flows which can be summarized as follows: every measurable
measure preserving flow on a Lebesgue space is isomorphic to a flow built under a
function (see [3] for definition). This result was latter strengthened and extended
to larger classes of measurable flows (e.g. non-singular flows) by D. Rudolph [16], S.
Dani [6], U. Krengel [9, 10] and I. Kubo [11]. In [18] V. Wagh gave a descriptive ver-
sion of Ambrose-Kakutani’s theorem and more recently D. McClendon [13] proved
a version of Ambrose-Kakutani’s theorem for Borel countable-to-one semi-flows.
Corollary 1.1. Let φ be a measurable flow defined on a Lebesgue space X and
F(x) be the φ−orbit of the point x. Then, given any φ1−ergodic invariant measure
either
(1) there is a set A ⊂ X of full µ-measure such that F(x)∩A is a discrete subset
of F(x). Moreover, there is a natural number k ≥ 1 such that F(x) ∩ A is
the φ1−orbit of exactly k points; or
(2) for µ-almost every x ∈ X there is a measure µF(x) on F(x) such that
µF(x)(φ([0, t]× {x})) = 2
−1t,
as long as τ 7→ φ(τ, x) is injective on [0, t], t ≥ 0, and where µF(x) is a
φ1−invariant measure which normalized and restricted on a foliated chart
of the orbit is a disintegration of µ.
This corollay follows as a direct consequence of the classical Ambrose-Kakutani’s
Theorem (see Theorem 2.7 from Subsection 2.3).
2. Preliminaries on measure theory
2.1. Measurable partitions and Rohklin’s Theorem. Let (X,µ,B) be a prob-
ability space, where X is a compact metric space, µ a probability measure and B
the Borelian σ-algebra of X . Given a partition P of X by measurable sets, we
associate the probability space (P , µ˜, B˜) by the following way. Let π : X → P be
the canonical projection, that is, π maps a point x of X to the partition element of
P that contains it. Then we define µ˜ := π∗µ and B˜ ∈ B˜ if and only if π−1(B˜) ∈ B.
Definition 2.1. Given a partition P. A family {µP }P∈P is a system of conditional
measures for µ (with respect to P) if
i) given φ ∈ C0(X), then P 7→
∫
φµP is measurable;
ii) µP (P ) = 1 µ˜-a.e.;
iii) if φ ∈ C0(X), then
∫
X
φdµ =
∫
P
(∫
P
φdµP
)
dµ˜.
When it is clear which partition we are referring to, we say that the family {µP }
disintegrates the measure µ or that it is the disintegration of µ along P .
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Proposition 2.2. [8, 15] Given a partition P, if {µP } and {νP } are conditional
measures that disintegrate µ on P, then µP = νP µ˜-a.e.
Definition 2.3. We say that a partition P is measurable (or countably generated)
with respect to µ if there exist a measurable family {Ai}i∈N and a measurable set
F of full measure such that if B ∈ P, then there exists a sequence {Bi}, depending
on B, where Bi ∈ {Ai, Aci} such that B ∩ F =
⋂
iBi ∩ F .
Theorem 2.4 (Rokhlin’s disintegration [15]). Let P be a measurable partition of a
compact metric space X and µ a Borel probability. Then there exists a disintegration
of µ along P.
2.2. Souslin Theory. We list some basic properties of Souslin sets. All the results
cited here can be found in [5, Chapter 6].
Definition 2.5. Given a Hausdorff space X, a subset A ⊂ X is called Souslin if
it is the image of a complete separable metric space under a continuous mapping.
We say that the Hausdorff space X is a Souslin space if it is a Souslin set. By
convention, we define the empty set to be a Souslin set.
Observe that by definition, ifX and Y are Hausdorff spaces andA ⊂ X is Souslin,
then given any continuous function f : X → Y , the image f(A) ⊂ Y is Souslin.
Given Souslin spaces X and Y , the product X×Y is a Souslin space and the images
of a Souslin set A ⊂ X × Y by the projections π1 : X × Y → X, π2 : X × Y → Y
are Souslin sets. Notice that the image of a Borel sets even by a well behaved
continuous function such as the projection may not be a Borel set. In fact this was
result of a classical mistake committed by Lebesgue [12] and corrected by Souslin
[17].
Every Borel subset of a Souslin space is itself a Souslin space. Also, Souslin sets
of Souslin spaces are preserved under Borel maps, that is, given X and Y Souslin
spaces, f : X → Y a Borel map and A ⊂ X , B ⊂ Y Souslin sets, then f(A) and
f−1(B) are Souslin sets. Although the complement of a Souslin set may not be
a Souslin set, if the base space is Hausdorff and the complement of a Souslin set
is a Souslin set it turns out that the original set is in fact a Borel set. Another
interesting property of Souslin sets is that they are universally measurable sets.
2.3. Measurable flows. Let (X,B, µ) be a Lebesgue space. In this section we
briefly recall some basic notions on the structure of measurable flows and we refer
the reader to [2, 3] for more on the subject.
Definition 2.6. A flow φ in X is a one-parameter group {φt} , −∞ < t < +∞,
of measure preserving transformations φt : X → X. If x ∈ X and φ is a flow on
X we say that the set {φt(x) : t ∈ R} is the trajectory of x or the orbit of x by the
flow. A flow φ : R×X → X is said to be measurable if φ is a measurable function,
that is, for any measurable set Y ⊂ X the set {(x, t) : φt(x) ∈ Y } is a measurable
set in the product space R × X where the measure is the product of the Lebesgue
measure on R and µ.
Two flows φ = (φt)t∈R on the Lebesgue space (X,B, µ) and ψ = (ψt)t∈R on
the Lebesgue space (Y, C, ν) are said to be isomorphic if there exist invariant full
measure sets X0 ⊂ X , Y0 ⊂ Y and an invertible measure preserving transformation
ρ : X0 → Y0 such that
ρ ◦ φt = ψt ◦ ρ
for all t ∈ R.
The following classical result of Ambrose-Kakutani shows that measure preserv-
ing flows on Lebesgue spaces can be represented as continuous flows on metric
spaces.
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Theorem 2.7 (Ambrose-Kakutani [3]). Let {φt} be a measure preserving mea-
surable flow defined on a Lebesgue space (X,B, µ). Then {φt} is isomorphic to a
continuous flow on a separable metric space M endowed with a measure λ such that
1) every open set has positive λ-measure;
2) λ is a regular measure.
2.4. Measurable choice. We finish this preliminary section with a result by R. J.
Aumann [4], which although comes from the Decision Theory in Economics, lies in
the realm of measure theory. This result will be used in the study of some atomic
case.
Theorem 2.8 (Measurable Choice Theorem [4]). Let (T, µ) be a σ-finite measure
space, let S be a Lebesgue space, and let G be a measurable subset of T × S whose
projection on T is all of T . Then there is a measurable function g : T → S, such
that (t, g(t)) ∈ G for almost all t ∈ T .
3. Fibered spaces and disintegration
Given a continuous foliation F of a non-atomic Lebesgue probability space X , it
is useful to look at F as fibers over a certain base space. It is not true that we can
always choose a measurable set intersecting each plaque F(x) in exactly one point
(the simplest example being the irrational linear foliation on the 2-torus), so the
quotient space X/F is not always a good candidate for a base of a fibered space.
In the light of this observation, instead of taking the quotient by the plaques we
construct a fibered-type space over X by literally attaching over each x ∈ X the
plaque F(x).
Definition 3.1. Given a space X and a family P of subsets of X. We can construct
a natural fibered-type space over X where the fibers are given by the elements of the
family P. More precisely, we define the space
XP =
⋃
x∈X
{x} × P(x) ⊂ X ×X,
endowed with the σ-algebra induced by the product σ-algebra on X ×X.
We call XP the (X,P)-fibered space or simply the P-fibered space. Each subset
{x} × P(x) ⊂ XP is called the fiber of x on XP .
Given a continuous foliation F of a non-atomic Lebesgue probability space
(X,µ), consider a local chart
ϕx : (0, 1)× (0, 1)
k → U
of F . The partition V = {{x}× (0, 1)k} is a measurable partition of (0, 1)× (0, 1)k
with respect to any Borel measure µ due to the separability of (0, 1)k. Hence on a
local chart the partition given by the segments of leaves ϕx({x} × (0, 1)k) forms a
measurable partition on U for any Borel measure on U . That means we can always
disintegrate a measure on a local chart. Although the partition by the leaves of a
foliation is not necessarily a measurable partition the next result allow us to say
that the disintegration of a measure is atomic on the leaves, or it is absolutely
continuous to Lebesgue on the leaves, since these properties persists independent
of the foliated box one uses to disintegrate.
Proposition 3.2. If U1 and U2 are described by the local charts ϕx1 and ϕx2 of
F respectively, then the conditional measures µU1x and µ
U2
x , of µ on U1 and U2
respectively, coincide up to a constant on U1 ∩ U2.
Proof. It follows from [7, Proposition 5.17]. 
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Definition 3.3. We say that a probability µ has atomic disintegration with re-
spect to a foliation if its conditional measures on any foliated box are sum of Dirac
measures.
Remark 3.4. Consider the classical volume preserving Kronecker irrational flow on
the the torus T2. Let F be the continuous foliation given by the orbits of this
flow, it follows that this is not a measurable partition in the sense of Definition
2.3. Hence, we cannot apply the Rohklin’s disintegration Theorem 2.4 even on
the apparently well-behaved continuous foliations. But we may always disintegrate
locally and compare two local disintegrations by the above result. The proposition
above implies that we can talk about disintegration of a measure over a foliation
even if it does not form a measurable partition, as long as we have in mind that
for a disintegration we understand that on a plaque there is a class of conditional
measures which differ up to a multiplication of a constant, we denote this system of
conditional measures as {[µx]}. More precisely for a given foliation F on each plaque
F(x) there is a family of measures [µx] defined on F(x) such that if η ∈ [µx] then
µx = αη for some positive constant α ∈ R. And on a foliated box if one normalizes
these measures they form a disintegration of the measure µ in this foliated box.
3.1. Disintegration on the unitary fibered space. In this section the foliation
F comes from the orbits of a continuous flow φ on a separable metric spaceX . Hence
F(x) is the orbit of x through the flow φ. Denote BF (x, r) := φ((−r, r)×{x}) and
consider the family of sets
F1 = {F1(x) := {x} ×BF(x, 1)}x.
For convenience, denote by XF1 the (X,F
1)−fibered space, that is,
XF1 =
⋃
x∈X
F1(x).
Lemma 3.5. The partition of XF1 by the verticals F
1(x) is a measurable partition
with respect to any measure on XF1 .
Proof. Let {Ui} ⊂ X be a countable basis of open sets of X . By the definition of
F , the F saturation of Ui is given by φ((−∞,+∞)×Ui), which is a measurable set
since the flow is continuous. Let Vi := (Ui×F(Ui))∩XF1 . Each Vi is a measurable
set in XF1 . Now, it is easy to see that each fiber can be written as intersection of
sets of the countable family of sets {Vi} or its complement.

Proposition 3.6. For each x ∈ X denote by µ1x the measure on the equivalence
class [µx] (as defined on Remark 3.4) such that µ
1
x is a probability measure when
restricted to BF (x, 1). Then
x 7→ µ1x
is a measurable map, that is, given any measurable set W ⊂ X the function
x 7→ µ1x(W )
is a measurable function.
Proof. On the fibered space XF1 consider the measure µ˜ defined by
µ˜(A˜) =
∫
X
µ1x(A˜x)dµ(x),
for any measurable set A˜ ⊂ XF1 , where A˜x = {y ∈ BF(x, 1) : (x, y) ∈ A˜}. Since the
vertical partition on XF1 is a measurable partition by Lemma 3.5 the probability
measure µ˜ has a Rohklin disintegration along the leaves for which the conditional
measures varies measurably on the base point. By uniqueness and by the definition
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of µ˜ we have that the conditional measure on the plaque {x}×BF(x, 1) is exactly µ1x.
By the properties of the Rohklin disintegration it follows that given any measurable
set W˜ ⊂ XF1 we have that x 7→ µ
1
x(W˜x) is a measurable function. Given any
measurable set W ⊂ X let
W˜ :=
⋃
x∈W
{x} × [W ∩BF (x, 1)].
Thus W˜x =W ∩BF (x, 1) and then we have that
x 7→ µ1x(W ∩BF(x, 1)) = µ
1
x(W )
is a measurable function on x as we wanted to show. 
Proposition 3.7. For each r ∈ (0,∞) the function
x 7→ µ1x(BF(x, r))
is a measurable function.
Proof. For each fixed 0 ≤ r ≤ 1, define the following r-top function
fr : X → X
F
1 , fr(z) = (z, φr(z)).
Let
W :=
⋃
z∈X
[f−r(z), fr(z)]z,
where [x, y]z denotes the closed vertical segment connecting x and y on F(z). Ob-
serve thatW is Borel since it is a compact set. By the measurability of x 7→ µ1x(W )
we have that z 7→ µ1z(BF (z, r)) is a measurable function. Consequently
z 7→ µ1z(BF (z, r))
is a measurable function. Since x 7→ µ1x(BF (x, r0)), for every 0 ≤ r0 ≤ 1 fixed,
is φ1−invariant we have conclude that for any r ∈ (0,∞) the function x 7→
µ1x(BF (x, r)) is measurable. 
Corollary 3.8. If {[µx]} is a non-atomic system of conditional measures then, for
each typical x ∈ X the function
r 7→ µ1x(BF (x, r))
is continuous. Furthermore the function
(x, r) 7→ µ1x(BF (x, r))
is jointly measurable.
Proof. Let x ∈ X be a µ-typical point, hence µ1x is a non-atomic measure on F(x).
First, let us prove that r 7→ µ1x(BF(x, r)) is a continuous function. Let yn ∈
F(x) and εn ց ε ∈ (0,∞), hence µ
1
x(BF (x, εn)) = µ
1
x(BF (x, ε)) + µ
1
x(BF(x, εn) \
BF(x, ε)). Because µ
1
x is nonatomic
lim
n→∞
µ1x(BF (x, εn) \BF (x, ε)) = 0.
Then,
µ1x(BF (x, εn))→ µ
1
x(BF (x, ε)).
By Proposition 3.7 we know that x 7→ µ1x(BF (x, r)) is a measurable function, there-
fore the function (x, r) 7→ µ1x(BF (x, r)) is a Carathe´odory function (i.e. measurable
in one variable and continuous in the other, see [1, Definition 4.50]), in particular
it is a jointly measurable function [1, Lemma 4.51]. 
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3.2. The leafwise measure distortion. The last concept we will introduce in
this section is the concept of leafwise measure distortion.
Definition 3.9. Let (X,µ) be a non-atomic Lebesgue space and F be a continuous
foliation of X induced by the orbits of a continuous flow φt. Let {[µx]} denote the
system of equivalence classes of conditional measures along F . We define the upper
and lower µ-distortion at x respectively by
∆(µ)(x) := lim sup
ε→0
µ1x(BF (x, ε))
ε
, ∆(µ)(x) := lim inf
ε→0
µ1x(BF (x, ε))
ε
,
where µ1x is taken to be the measure on the class of [µx] which gives weight one to
BF(x, 1). If the upper and lower distortions at x are equal then we just call it the
µ-distortion at x and denote by
∆(µ)(x) := lim
ε→0
µ1x(BF (x, ε))
ε
.
4. Proof of the main result
We proceed to the proof of our main result, Theorem A, but first we provide a
sketch of its proof.
4.1. Sketch of the proof of Theorem A. The proof will be made in two steps.
The first, and easy case, is the atomic case. The second case, the non-atomic case
is the one where the main ideas appear.
The first observation is that ergodicity implies that the upper (resp. lower)
µ−distortion at x is constant almost everywhere. Then, using the ϕ1−invariance
of the family {BF (x, r)} and the ergodicity of the measure, we obtain some uni-
formity on the upper (resp. lower) µ−distortion in the sense that along a certain
sequence (εk)k, εk → 0, the ratios appearing in Definition 3.9 converge to the up-
per (resp. lower) µ−distortion with the same rate for almost every point x ∈ X .
This is proven in Lemmas 4.1 and 4.3. Once proven this uniformity of the upper
(resp. lower) distortion, we turn our attention to the set of all points Π (resp. Π)
where such uniformity occurs and its topological characteristics when restricted to
a plaque. To be more precise, we prove in Lemma 4.2 that the set of points for
which the uniforme distortions occurs is closed in each plaque intersecting it. The
last step consists of analyzing the set D of points x for which Π is dense in F(x),
that is, Π ∩ F(x) = F(x). D is ϕ1-invariant thus it has full or zero measure. If it
has full measure then the denseness of Π on the plaques F(x), x ∈ D, allows us to
extend the uniform upper distortion to every point on the respective plaque (i.e.
orbit). Using the uniformity at every point we prove that the upper distortion is a
constant times the µx measure of the set BF(x, 1) on the plaque F(x). Applying
the same argument for the set Π where the lower distortion is uniform we get to
the same equality and conclude that the upper and lower distortion are equal, thus
the limit converges and we actually have a well defined distortion. Using this fact
we prove in Lemma 4.9 that µ1x is a constant times the natural measure induced by
the flow on the orbits. If D has zero measure then almost every plaque has pieces
of open intervals in it which are in the complement of the set Π. We use this holes
to show that atoms should appear, which yields an absurd.
4.2. Proof of Theorem A. To simplify notation we denote f := φ1.
First let us deal with the case where µ itself has atoms, that is, there is a
countable subset Z ⊂ X such that µ({z}) > 0 for any z ∈ Z. Since f is ergodic
and Z is f -invariant we have µ(Z) = 1. Hence the second item of the theorem is
satisfied. We may now assume the measure µ itself is atomless.
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Let Per(φ) to be the set of periodic orbits of the flow φ. First let us assume
that µ(Per(φ)) = 0 and break the proof in two cases (the atomic case and the
non-atomic case). We deal with µ(Per(φ)) > 0 by the end of the proof. Also recall
that F is the foliation whose plaques are the orbits of the flow and BF (x, r) :=
φ((−r, r) × {x}).
The atomic case: Assume that µ has atomic disintegration over F .
Consider the measurable function gr : x 7→ µ1x(BF (x, r)). Now define the weight
map
w : x 7→ µ1x({x}).
This is a measurable map because w(x) = limr→0 gr(x) and pointwise limit of
measurable functions is a measurable function.
Now consider the invariant set w−1((0, δ)) of atoms whose weight is less then δ.
Ergodicity implies that this set has zero or one measure. Thus, there exists a real
number δ0 > 0 such that each atom has weight δ0 and, consequently, each plaque
has the same number of atoms k0 = 1/δ0.
Hence we have proved statement (2) of Theorem A.
Non-atomic case: We now assume that the disintegration is not atomic.
Let {[µx]}, as in Remark 3.4, be the equivalence classes of the conditional mea-
sures coming from the Rokhlin disintegration of µ along the leaves of F . Observe
that µ1x(BF(x, ε)) > 0 for every x ∈ SuppF (µ
1
x) (where the support here is inside
F(x)). Thus, it makes sense to evaluate the upper and lower unitary distortions.
Also observe that, a priori, ∆(x) and ∆(x) could be infinity. In any case these
functions are well-known to be measurable functions. Also note that both ∆(x)
and ∆(x) are f -invariant maps because
f∗µ
1
x = µ
1
f(x) and f(BF(x, ε)) = BF(f(x), ε).
By ergodicity of f it follows that both are constant almost everywhere, let us call
these constants by ∆ and ∆. That is, for almost every x:
(1) ∆(x) = ∆, and ∆(x) = ∆.
Let D be a (full measure) set of points x for which (1) occurs.
Lemma 4.1. If ∆ is finite, there exists a sequence εk → 0, as k → +∞, and a full
measure subset R ⊂ D such that
i) R is f -invariant;
ii) for every x ∈ R, then
(2)
∣∣∣∣µ1x(BF (x, εk))εk −∆
∣∣∣∣ ≤ 1k ;
An analogous result holds if instead of ∆ we consider ∆.
Proof. Since ∆(x) = ∆ for every x ∈ D and k ∈ N∗ define
εk(x) := sup
{
ε :
∣∣∣∣µ1x(BF (x, ε))ε −∆
∣∣∣∣+ ε ≤ 1k
}
.
Observe that εk(x) exists because since the lim sup is ∆ we can take a sequence
εl(x)→ 0 such that the ratio given approaches ∆.
Claim: The function εk(x) is a measurable for all k ∈ N.
Proof. Observe that since µx is not atomic we have
εk(x) = lim
n→∞
εnk (x)
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where
εnk (x) = sup
{
ε :
∣∣∣∣µ1x(BF (x, ε))ε −∆
∣∣∣∣+ ε < 1k + 1n
}
.
So, it is enough to prove that εnk (x) is measurable on x.
Define
g(x, ε) =
∣∣∣∣µ1x(BF (x, ε))ε −∆
∣∣∣∣+ ε.
By Corollary 3.8, for any typical x ∈ M the function g(x, ·) : (0,∞) → (0,∞)
is continuous. Let ε > 0 be fixed and let us prove that g(·, ε) : M → (0,∞) is
a measurable function. By Proposition 3.7 we know that x 7→ µ1x(BF(x, ε)) is a
measurable function, therefore g(·, ε) is measurable function.
Given any k ∈ N, k > 0, the continuity of g(x, ·) implies that
ε−1k ((0, β)) = {x : εk(x) ∈ (0, β)} =
⋂
r≥b,r∈Q
g(·, r)−1([1/k,+∞)).
Therefore ε−1k ((0, β)) is measurable and consequently εk is a measurable function
for every k. 
Note that εk(x) is f -invariant. Thus, by ergodicity, let Rk be a full measure set
such that εk(x) is constant equal to εk. It is easy to see that the sequence εk goes
to 0 as k goes to infinity. Take R˜ :=
⋂+∞
k=1Rk. Since each Rk has full measure, R˜
has full measure and clearly satisfies what we want for the sequence {εk}k. Finally,
take R =
⋂+∞
−∞ f
i(R˜). R is f -invariant, has full measure and satisfies (i) and (ii).

Now consider the following set
Π :=
⋃
x∈R
Πx.
where
Πx :=
{
y ∈ F(x) :
∣∣∣∣µ1x(BF (y, εk))εk −∆
∣∣∣∣ ≤ 1k , ∀k ≥ 1
}
,
similarly we define Πx and Π with ∆ in the role of ∆.
Lemma 4.2. For every x ∈ R the set Πx is closed in the plaque F(x).
Proof. Let yn → y, yn ∈ Πx, y ∈ F(x). To prove that y ∈ Πx it is enough to show
that
lim
n→∞
µ1x(BF (yn, εk)) = µ
1
x(BF (y, εk)).
Given any k ∈ N, since µx is not atomic we have that
µ1x(∂BF(y, εk)) = µ
1
x(φ(−εk, y) ∪ φ(εk, y)) = 0
and
µ1x(∂BF(yn, εk)) = µ
1
x(φ(−εk, yn) ∪ φ(εk, yn)) = 0, ∀n ∈ N,
where ∂BF denotes the boundary of the set inside the leaf.
Now, let Bn := BF (yn, εk)∆BF (y, εk) where Y∆Z denotes the symmetric difer-
ence of the sets Y and Z. Observe that, by passing to a subsequence of yn if
necessary, we have Bn ⊃ Bn+1, for every n ≥ 1. Thus
lim
n→∞
µ1x(Bn) = lim
n→∞
µ1x
(⋂
n
Bn
)
= lim
n→∞
µ1x({φ(−εk, y), φ(εk, y)})
= 0.
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Therefore limn→∞ µ
1
x(BF(y, εk)\BF(yn, εk)) = limn→∞ µ
1
x(BF(yn, εk)\BF(y, εk)) =
0 and consequently
lim
n→∞
µ1x(BF (yn, εk)) = µ
1
x(BF (y, εk)),
as we wanted to show.

An analogous result is true for ∆.
Lemma 4.3. If ∆ is infinity, there exists a sequence εk → 0, as k → +∞, and a
full measure subset R∞ ⊂ D such that
i) R∞ is f -invariant;
ii) for every x ∈ R∞ we have
(3)
µ1x(BF(x, εk))
εk
≥ k.
An analogous result holds if instead of ∆ we consider ∆.
Analogously to what we have done for the finite case, define
Π
∞
x :=
{
y ∈ F(x) :
µ1x(BF(x, εk))
εk
≥ k, ∀k ≥ 1
}
,
and
Π
∞
:=
⋃
Π
∞
x .
Similarly we define Π∞x and Π
∞.
Lemma 4.4. If ∆ (resp. ∆) is infinity then for every x ∈ R the set Π
∞
x (resp.
Π∞x ) is closed on the plaque F(x).
Proof. Analogous to the proof of Lemma 4.2. 
Lemma 4.5. If ∆ is finite, then there are Borel sets Q and G such that
i) f(Q) = Q and f(G) = G;
ii) Q ∩G = ∅;
iii) µ(Q ∪G) = 1;
iv) if x ∈ Q, then for εk as in Lemma 4.1 then∣∣∣∣µ1x(BF (x, εk))εk −∆
∣∣∣∣ ≤ 1k ;
v) if x ∈ G, then there exists k0 ∈ N such that∣∣∣∣µ1x(BF(x, εk0 ))εk0 −∆
∣∣∣∣ > 1k0 .
Proof. Consider Π as defined above. Take any x ∈ Π
c
, that is, there exists k ≥ 1
such that ∣∣∣∣µ1x(BF (x, εk))εk −∆
∣∣∣∣ > 1k .
By the measurability of x 7→ µ1x(BF(x, εk)) proved in Proposition 3.7 and Lusin’s
Theorem we can take a compact set G1 where this function varies continuously.
Thus, there exists an open set G2 such that for every y ∈ G2 ∩G1 we have∣∣∣∣µ1x(BF (x, εk))εk −∆
∣∣∣∣ > 1k .
Define G =
⋃
n∈Z f
n(G2 ∩G1).
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Let x ∈ Π. For each n ∈ N we have∣∣∣∣µ1x(BF (x, εk))εk −∆
∣∣∣∣ < 1k + 1n.
Using again Proposition 3.7, Lusin’s Theorem and the invariance of µx by f , we
find a sequence of nested Borel sets . . . Qn+1 ⊂ Qn ⊂ Qn−1 ⊂ ... ⊂ Q1 such that
f(Qn) = Qn, n ≥ 1 and for all y ∈ Qn we have∣∣∣∣∣µ1y(BF(y, εk))εk −∆
∣∣∣∣∣ < 1k + 1n.
By Lemma 4.1 we have µ(Qn) = 1 for every n. Take Q :=
⋂∞
n=1Qn. Then Q is an
f -invariant Borel set and µ(Q) = 1. Therefore µ(Q ∪G) = 1. Also, it is clear that
Q ∩G = ∅ and we conclude the proof of the lemma. 
Consider the following measurable set
D := F(Q) \ F(G).
Equivalently
D = {x ∈ F(G ∪Q) : Πx ∩ F(x) = F(x)},
that is, D is the set of all points whose plaque is fully inside Πx.
In the sequel of the proof we will need the following counting lemma.
Lemma 4.6. Let r > 0 be a fixed real number and x ∈ D an arbitrary point. Let
ai := ϕ2ir(ϕ−1(x)) and bi := ϕ2ir(x) for i = 1, 2, ..., l where l =
⌊
1
2
(
1
r
− 1
)⌋
. Then
(4)
l∑
i=1
µ1x(BF [ai, 1]) +
l∑
i=1
µ1x(BF [bi, 1]) = 2l.
Proof. To simplify the notation, for s > 0 we will write [x, ϕs(x)] to denote the set
{ϕt(x) : 0 ≤ t ≤ s}. With this notation we can write
[ϕ−1(x), x] = [ϕ−1(x), a1]∪[a1, a2]∪. . .∪[al−1, al]∪[al, ϕ2(l+1)r−1(x)]∪[ϕ2(l+1)r−1(x), x]
Denote J0 := [ϕ−1(x), a1], Ji := [ai, ai+1] for 1 ≤ i ≤ l− 1, Jl := [al, ϕ2(l+1)r−1(x)]
and Jl+1 = [ϕ2(l+1)r−1(x), x]. Thus we can rewrite
(5) [ϕ−1(x), x] = J0 ∪ . . . Jl+1.
Now, by applying ϕ1 to (5) we can write
[x, ϕ1(x)] =[x, b1] ∪ [b1, b2] ∪ . . . ∪ [bl−1, bl] ∪ [bl, ϕ2(l+1)r(x)] ∪ [ϕ2(l+1)r(x), ϕ1(x)]
(6)
=ϕ1(J0) ∪ . . . ϕ1(Jl+1).(7)
Also as a consequence of (5) we can write
(8)
[ϕ−2(x), ϕ2(x)] = ϕ−1(J0)∪. . .∪ϕ−1(Jl+1)∪[ϕ−1(x), x]∪[x, ϕ1(x)]∪ϕ2(J0)∪. . .∪ϕ2(Jl+1).
Now, observe that each term involved in the sums on the left side of (9) can be
written as the sum of the µ1x−measure of sets of the forms involved on the equations
(5), (6) and (8). Lets count how many times each of this sets appears on the left
side of (9).
• Observe that the set ϕ−1(J0) is not contained in any of the sets BF [ai, 1],
BF [bi, 1], thus it does not appears on (9). However, the set ϕ1(J0) =
[x, ϕ1(a1)] is contained in all of the sets BF [ai, 1], BF [bi, 1], thus is appears
on 2l times on the equation (9). Thus, µ1x(ϕ1(J0)) appears exactly 2l times
on (9).
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• For any 1 ≤ i ≤ l+1 the set ϕ−1(Ji) appears on each of the terms BF [aj , 1],
j = 1, ..., i, that is, it appears i times on (9). On the other hand the set
ϕ1(Ji) appears 2l− i times as it does not belong only to the sets BF [aj , 1],
j = 1, ..., i. By the fact that ϕ1 preserves µ
1
x we know that µ
1
x(ϕ−1(Ji)) =
µ1x(ϕ1(Ji)) and then we can say that µ
1
x(ϕ1(Ji)) appears exactly 2l times
on (9)
• By symmetry we can see that the terms µ1x(Ji) also appears exactly 2l times
each.
Thus we have
l∑
i=1
µ1x(BF [ai, 1]) +
l∑
i=1
µ1x(BF [bi, 1]) =
=l ·
(
2l ·
l+1∑
i=0
µ1x(Ji) + 2l ·
l+1∑
i=0
µ1x(ϕ1(Ji))
)
=2l · µ1x(BF [x, 1]) = 2l.
as we wanted to show. 
Lemma 4.7. Let r > 0 be a fixed real number and x ∈ D an arbitrary point. Let
ai := ϕ2ir(ϕ−1(x)) and bi := ϕ2ir(x) for i = 1, 2, ..., l + 1 where l =
⌊
1
2
(
1
r
− 1
)⌋
.
Then
(9)
l+1∑
i=1
µ1x(BF [ai, 1]) +
l∑
i=1
µ1x(BF [bi, 1]) = 2l+ 2.
Proof. The proof is identical to the proof of Lemma 4.6. 
Case 1: D has full measure. First of all, we will prove that in this case we
must have ∆ ≤ ∆ <∞. Assume that ∆ = ∞. Consider a typical fiber F(x) with
x ∈ D and take any k ≥ 1 fixed. On Lemma 4.6 take r := εk and let l, ai, bi,
1 ≤ i ≤ l be as in the statement of the respective lemma. For each 1 ≤ i ≤ l we
have
(10)
µ1ai(BF [ai, εk]))
εk
≥ k ⇒ µ1ai(BF [ai, εk]) ≥ kεk,
and similarly we obtain
(11) µ1bi(BF [bi, εk]) ≥ kεk.
Now observe that
µ1x(BF [ai, εk])) =µ
1
x(BF [ai, 1])) · µ
1
ai
(BF [ai, εk])(12)
µ1x(BF [bi, εk])) =µ
1
x(BF [bi, 1])) · µ
1
bi
(BF [bi, εk])(13)
Taking the sum over i we have
µ1x(BF [x, 1]) ≥
l∑
i=1
µ1x(BF [ai, εk])+
l∑
i=1
µ1x(BF [bi, εk])
=
l∑
i=1
µ1x(BF [ai, 1])) · µ
1
ai
(BF [ai, εk])+
l∑
i=1
µ1x(BF [bi, 1])) · µ
1
bi
(BF [bi, εk]),
using (15) and (16) we get,
µ1x(BF [x, 1]) ≥
(
l∑
i=1
µ1x(BF [ai, 1])) +
l∑
i=1
µ1x(BF [bi, 1]))
)
· kεk.
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Thus, from the conclusion of Lemma 4.6 we have that
µ1x(BF [x, 1]) ≥ 2
⌊
1
2
(
1
εk
− 1
)⌋
· εk · k.
As the left side is finite and the right side goes to infinity as k goes to infinity we
obtain a contradiction. Thus indeed ∆ is finite.
Lemma 4.8.
∆ = ∆ = 1.
Proof. For a given k ∈ N∗, we know that for any x ∈ Π
(14)
∣∣∣∣µ1x(BF (x, εk))εk −∆
∣∣∣∣ ≤ 1k .
Consider the closed ball B = BF [x, 1] ⊂ F(x). Given ǫ > 0 take k0 ∈ N
such that k−10 < ǫ. Let r = εk and let ai, bi be as in Lemma 4.6. Thus, we
have a family of disjoint balls inside BF [x, 1] centered at the points ai and bi,
1 ≤ i ≤ l :=
⌊
1
2
(
1
εk
− 1
)⌋
. For each 1 ≤ i ≤ l we have
(15) µ1ai(BF [ai, εk]))−∆εk > −ǫ · εk ⇒ µ
1
ai
(BF [ai, εk]) > εk(∆− ǫ),
and similarly we obtain
(16) µ1bi(BF [bi, εk]) > εk(∆− ǫ).
Therefore, by (12) and (13),
1 = µ1x(BF [x, 1]) >
(
l∑
i=1
µ1x(BF [ai, 1]) +
l∑
i=1
µ1x(BF [bi, 1])
)
· εk · (∆− ǫ).
By Lemma 4.6 we have
1 = µ1x(BF [x, 1]) > 2 ·
⌊
1
2
(
1
εk
− 1
)⌋
· εk · (∆− ǫ),
for every k ≥ 1. Taking k →∞ we have that
∆ ≤ 1.
Similarly, by taking r := εk and ai, bi, 1 ≤ i ≤ l :=
⌊
1
2
(
1
εk
− 1
)⌋
, as in Lemma 4.7
we cover BF [x, 1] with 2l + 2 balls of radius εk. Now, we know that
µ1ai(BF [ai, εk]) <ǫ · εk +∆εk
µ1bi(BF [bi, εk]) <ǫ · εk +∆εk,
for 1 ≤ i ≤
⌊
1
2
(
1
εk
− 1
)⌋
. Consequently, again using (12) and (13), we have
1 = µ1x(BF [x, 1]) <
(
l+1∑
i=1
µ1x(BF [ai, 1]) +
l+1∑
i=1
µ1x(BF [bi, 1])
)
· εk(ǫ +∆).
By Lemma 4.7
1 = µ1x(BF [x, 1]) < (2l + 2) · εk(ǫ +∆)⇒ ∆ ≤ 1.
Consequently we have that ∆ = 1. Repeating the same argument with ∆ we
conclude that
∆ = ∆ = 1.

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Next we are able to conclude that µ1x is equivalent to the measure induced by
the flow φ on the orbits
Lemma 4.9. For almost every x ∈ X
µ1x(B) = 2
−1 · λF(x)(B)
where λF(x) is the measure on F(x) induced by the flow φ (i.e. λF(x)([x, y]) = |t|
if y = φt(x))
Proof. Take any typical plaque F(x) and any point a ∈ F(x). For each r > 0 we
can write the set [a, φr(a)] as a disjoint union as below
[a, φr(a)] =
 n⋃
j=0
[φ2jεk (a), φ2(j+1)εk (a)]
 ∪ Jk, n := ⌊r/2εk⌋
where Jk = [φ2(n+1)εk(a), φr(a)]. Each of the terms appearing on the right side of
the previous equality, except for Jk, is a closed F -ball of radius εk. By Lemma 4.8,
∆ = ∆ = 1 so
εk(1− 1/k) < µ
1
cj
([φ2jεk (a), φ2(j+1)εk (a)]) < εk(1 + 1/k),
where cj := φ2jεk (a) + εk, j = 0, 1, . . . , n. Also, we know that
µ1x(BF [cj , εk]) = µ
1
x(BF [cj , 1]) · µ
1
cj
(BF [cj , εk]).
Therefore we have n∑
j=0
µ1x(BF [cj , 1])
 · εk(1 − 1/k) ≤ µ1x[a, φr(a)] ≤
≤
 n∑
j=0
µ1x(BF [cj , 1])
 · εk(1 + 1/k) + µ1x(Jk).
Repeating the argument of the proof of Lemma 4.6, we see that
∑n
j=0 µ
1
x(BF [cj , 1]) =
n+ 1. Thus
⌊r/2εk⌋ · εk(1 − 1/k) ≤ µ
1
x([a, φr(a)]) ≤ ⌊r/2εk⌋ · εk(1 + 1/k) + µ
1
x(Jk).
Taking k → +∞ we have
µ1x([a, φr(a)]) = r/2
as we wanted to show. 
Case 2: D has null measure. Since Πx is closed in the plaque F(x) for all
x ∈ D and µ(Π) = 1, it is true that for a full measurable set D, if x ∈ D then x /∈ Π
if, and only if, there is r > 0 with µ1x(BF(x, r)) = 0. Now consider {q1, q2, ...} to
be an enumeration of the rationals.
For each i ≥ 1 let us define the function Si as
Si(x) = max{qj : 1 ≤ j ≤ i and µ
1
y(BF (y, qj)) = 0 for some y ∈ F(x)}.
Lemma 4.10. Si is an invariant measurable function for all i ∈ N.
Proof. For each i ∈ N define the function Qi : D→ [0,∞) by
Qi(x) = µ
1
x(BF (x, qi)).
By proposition 3.7 Qi(x) is a measurable function for every i and, by an standard
measure theory argument, we may take a compact set K ⊂ D of positive measure
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such that Qi|K is continuous for every i. Now, given j ∈ N, let σ be a permutation
of {1, ..., j} such that qσ(1) < qσ(2) < ... < qσ(j). Observe that for
K =
⋃
n∈Z
fn(K)
we have
S−1j ({qσ(j)}) ∩ K =
⋃
n∈Z
fn(F(Q−1
σ(j)({0}) ∩K)),
which is a measurable set since Q−1
σ(n)({0}) ∩K is a Borel set. Now,
S−1j ({qσ(j−1)}) ∩ K =
⋃
n∈Z
fn(F(Q−1
σ(j−1)({0}) ∩K)) \ (S
−1
j ({qσ(j)}) ∩ K),
which is also a measurable set. Inductively we prove that S−1j ({qσ(i)}) ∩ K is
measurable for all 1 ≤ i ≤ j. Since, by ergodicity, the set K ⊂ D has full measure
we conclude that Sj(x) is measurable for every j ≥ 1. 
Let S(x) := limi→∞ Si(x). S is measurable and f -invariant thus it is constant
almost everywhere, call this constant r0. This means that for a full measure set
Y ⊂ D, for every x ∈ Y the plaque F(x) has a finite number of intervals of radius
r0 outside Πx. Let us call these intervals as “bad” intervals.
Now consider the set M formed by the median points of these “bad” intervals of
radius r0. Notice that M is a measurable set, since it is inside a set of zero measure
and also that f(M) = M.
Let ϕ : (0, 1) × (0, 1)k → U be a local chart for F such that the F(M ∩ U),
the F saturation of these “bad” intervals inside U , has positive measure. Set
Σ := π1(ϕ
−1(M ∩ U)), where π1 : (0, 1) × (0, 1)k → (0, 1) is the projection onto
the first coordinate. Now we may apply The Measurable Choice Theorem 2.8 to
obtain a measurable function F : Σ → (0, 1) such that (x,F(x)) ∈ ϕ−1(M ∩ U) for
all x ∈ Σ. Again by standard arguments, using Lusin’s theorem, we may assume Σ
to be compact and such that F is a continuous function.
Now consider the set M0 := ϕ(graph F), which is a Borel set since the graph of
F is a compact set. Notice that our construction implies that F(M0) has positive
measure. Now define the following f invariant set
M1 :=
⋃
n∈Z
fn(M0).
By ergodicity the set F(M1) has full measure.
The setM1 intersects almost each plaque in a finite (constant) number of points.
Notice that, for each r ∈ R+ the invariant set
Mr1 :=
⋃
x∈M1
BF(x, r)
has zero or full measure. Let α0 such that µ(M
r
1) = 0 if r < α0 and µ(M
r
1) = 1 if
r ≥ α0. This implies that the extreme points of BF (x, α0) for x ∈ M1 forms a set
of atoms.
Which is an absurd, because we are assuming we are in the non-atomic case.
The case ∆ =∞ is similar.
The measure µF(x) of the statement of the result is given, due to Lemma 4.9, as
2−1λF(x).
Let us now work with the case µ(Per(φ)) > 0. By ergodicity of f and the
f invariance of Per(φ) we have µ(Per(φ)) = 1. Hence the partition of X given
by each periodic orbit of φ and the set X \ Per(φ) forms a measurable partition
(e.g. [14, Proposition 2.5]). We can then disintegrate µ on this partition. Denote
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the family of conditional measures by {µF(x)}. If the set of singularities for the
flow φ have positive measure then it is clear that one should have full measure, in
particular the measure is atomic and we fall on the first item. If not then we repeat
the prove but instead of working with µ1x we can simply work with the disintegrated
measures µF(x) and the theorem follows.

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