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ABSTRACT 
In a previous paper we constructed a finite regular (abstract) 4-polytope of 
type {3,3,p} for each odd prime p. Here we extend this construction, allowing 
p to be any positive integer. Distinct polytopes of the same type can then arise, 
some of which may be chiral; but in each instance, facets and vertex figures 
are regular. 
1. INTRODUCTION 
In [9] we constructed a regular abstract polytope of type {3,3,p} for 
each odd prime p. Here we employ certain quotients of the Picard group 
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to extend the previous construction and thereby obtain regular or chiral 
polytopes of type {3,3, r} for any integer r > 1. (See Theorems 4.1 and 
4.2 below.) We also address some structural questions, much as was done 
for the maps investigated in [5] and [6]. 
A regular abstract polytope is a combinatorial structure which gener- 
alizes the classical regular polytopes and honeycombs. In this section, we 
briefly outline some basic notions, referring to [8] and [12] for details. 
An (abstract) n-polytope P is a partially ordered set with a strictly 
monotone rank function having range { -l,O, . . . , n}. An element F E P 
with rank F = j is called a j-face; typically Fj indicates a j-face. We also 
require that P have two improper faces: a unique least face F-1 and a 
unique greatest face F,. Furthermore, each maximal chain or flag in P 
must contain n + 2 faces, and P should be strongly flag-connected. Finally 
P must have a homogeneity property: whenever F < G with rank F = j - 1 
and rankG = j + 1, there are exactly two j-faces H with F < H < G. 
The faces of rank 0 and n - 1 are called vertices and facets, respectively. 
If F is a vertex, the corresponding section Fn/F = {G 1 F 5 H 5 Fn} is 
an (n - 1)-polytope called the vertex figure of P at F. 
The symmetry of P is of course exhibited by its automorphism group 
I’(P). In particular, P is regular if I’ (P) is transitive on flags. In this case, 
F (P) is generated by involutions ps, pi,. . . , pn _ 1, and F (P) is a string 
C-group (a certain quotient of a Coxeter group with linear diagram). We 
need only note here that the “rotations” Uj := pj _ ipj (1 5 j 2 n - 1) 
generate a subgroup I?(P) h aving index 1 or 2 in F(P). In the latter case, 
P is said to be directly regular. By pursuing various natural properties 
of these aj, Schulte and Weiss have described in [12] a parallel theory for 
chiral polytopes. 
Suppose then that P is a polytope of rankn L 3. Then P is chiral 
if it is not regular, but for some base flag 8 := (F-1, Fo, . . . , F,,} of P 
there exist automorphisms (~1, . . . , u,, _ 1 of P such that Uj fixes all faces in 
Q\{Fj _ 1, Fj} and cyclically permutes consecutive j-faces of P in the rank- 
2 section Fj + l/Fj _ 2 of P. For a chiral polytope the aj’s can be chosen 
in such a way that, if Fi denotes the j-face of P with Fj _ 1 < Fj < Fj + 1 
and Fj # Fj, then oj (Fj) = Fj for j = 1, . . . , n - 1. The corresponding 
automorphisms ~1, . . . , on _ 1 generate I (P) and satisfy the relations 
uPj = 
3 
1 (1 I j I n - I), 
(OjOj+1"'O/c)2 = 1 (1 I j < lc L n - l), (1) 
with pi,... ,p, _ i given by the type {PI,. . . ,p, _ 1) of P. The automor- 
phisms ~1, . . . , g,, _ 1 are called the distinguished generators of I? (P). Each 
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(isomorphism type of) chiral polytope gives rise to two enantiomorphic 
chiral polytopes: if one of them is associated with the base flag \k, the 
other is associated with an adjacent flag, say 3’ := (@\{& _ 1)) U {FA _ 1}. 
The change from @ to 9’ results in a change from 01, . . . , cn _ 1 to the 
generators 01,. . . , on _ s,(T, _ 20: _ 1, 0;’ 1 (cf. [13, Section 31). 
It is conversely possible to construct such polytopes from appropriate 
groups. Here, we merely summarize the more general theory, in the case 
of most interest to us, namely n = 4. 
THEOREM 1.1. [12]. Tulcing n = 4, let r be a group with specified gen- 
erators ~1, (~2, ~73. 
(a) If, in fact, I? = JT (P) (r+(P)) f or a chiral (u directly regular) poly- 
tope ‘P, then the Oj satisfy the relations (1) for 2 < pl, p2,p3 < 00, as well 
as the following intersection condition: 
(01) I- (c2) = (02) n (fl3) = 1, 
hr ~2) n (02~03) = (02). (2) 
(b) If the group I? satisfies (1) and (2), then there is a 4-polytope P(r) 
such that P(r) is chiml (is directly regular) of type {p1,p2,p3}. Moreover, 
the polytope and group are recaptured, in that r cv I’(P(F)) (N r+(P(r))), 
and P ? P(r(P)) (N P@‘+(P))). 
(c) In part (b), the directly regular case occurs if and only if there exists 
an involutory automorphism p : r --f I? such that p(al) = cl, ~(0~) = ~~~732, 
and p(a3) = aT1. 
REMARKS. P (I’) is explicitly described as follows. Let r-1 := r, 
r. := (fJ2,U3), rl := (g1(T2,g3),r2 := (01,0203),r3 := (01,(T2)rr4 := r. 
Then the j-faces of P(r) are all cosets cpl?j, cp E r, -1 5 j I 4. Moreover, 
9r.j 5 7rk if and only if -1 5 j L k 5 4 and ‘prj n Trk # 8. 
Note that r may also satisfy relations independent of those in (1). How- 
ever, if (1) does provide a presentation, then l? is the rotation subgroup of 
a Coxeter group (with linear diagram). Indeed, each such Coxeter group 
is the full automorphism group of a directly regular abstract polytope. 
2. THE PICARD GROUP 
Before actually using the Picard group, it will be useful to record some 
properties of D := Z[i], the ring of Gaussian integers, as well as the asso- 
ciated special linear group SLz(D). 
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Recall that D is a Euclidean domain. If m E D, then (m) := mD 
will denote the principal ideal generated by m, and D, := D/(m) the 
corresponding residue class ring. Usually we can safely identify m with 
its associates: m N fm, fim. There are three types of primes 7r (or 
irreducibles) in D [2, p. 1201: 
1. 7r = a + bi, where (in2) the prime q = 7r?i = a2 + b2 f 1 (mod 4). 
Here r $ ?i. 
2. K = 1 + i, the ramified prime with K N 7i. 
3. K = p, where (in 2) the prime p = 3 (mod 4). Again r N ?i. 
Recall that D, is a field of order 7r7i if r. is prime. Finally, any m, d E D 
have a greatest common divisor gcd(m,d). Note that if m,d E Z, then 
gcd(m, d) is (associated to) the greatest common Z-divisor. 
Now consider the matrices 
se=[; ;I, sl=[; ;I, s2=[9 ;I, Sa=[:, ;] (3) 
in the group GLz(D) of 2 x 2 matrices with determinant fl, fi. Over 
any Euclidean domain R, SLz(R) is generated by transvections (ss in [3, 
Lemma 3.1)). Since S&:‘S;’ = S’j (j = 0,3), we see that SLs(Z) is 
generated by 5’2, Sa and that SLz(D) is generated by Ss, S2, Sa. 
Since D is invariant under conjugation, SLz(D) has a natural extension 
within the general semilinear group I’GLs(D). Following [15], we consider 
SL,#(D) := SLz(D) U {#N : N E GLz(D), det N = -1). (4) 
[Recall that M E SLz(D) p re resents an orientation-preserving Mobius 
transformation, whereas the map # : z + Z is a reflection. We may there- 
fore use the combined symbol #N to describe any orientation-reversing 
Mobius transformation.] For the purpose of calculation, # means “conju- 
gate any matrix on the left.” Thus on SL$(D) we define a new multipli- 
cation by: 
MN := M . N, (#M)N := #(M. N), 
M(#N) := #(M. N), (#M)(#N) := (hf. N), (5) 
where . is ordinary matrix multiplication. With this operation, SL? (D) 
becomes the extended special linear group, containing SLs( D) as a subgroup 
of index 2. Note that SLf(D) is generated by 
R_I=# [ ; 9, 1 j&a [’ ; -1. ,2 1 RI=#_~ [ 0 -1 1 o, 
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(6) 
sinceSj=Rj_iRj(j=0,...,3). 
Both SL$(D) and SLz(D) have centre {&I}. Thus, PSLf(D) := 
SLf(D)/{f1} contains the Picard group PSLz(D) := SLz(D)/{fl} with 
index 2. Furthermore, PSL,#(D) is generated by the pj := Rj{*l}, and 
PSLz(D) by the aj := pj _ ipj = Sj(4~1). 
Recall that PSLf (D) acts as a discrete goup of isometries on hyperbolic 
space W3 [3, Theorem 2.11. In fact, PSL! (D) is a Coxeter group, where 
the distinguished generators pj act as reflections and satisfy the relations 
implicit in the diagram 
-1 0 1 2 3 
.-m-o -.-0. 
co co 
The fundamental region for this group is a pyramid with apex at infinity: 
the opposite quadrangular base has four ordinary vertices in the plane fixed 
by pi. Hence, this polyhedron has finite volume. On the other hand, the 
subgroup G # := (PO,Pl,PZ,P3) has a simplicial fundamental region with 
one ultrainfinite vertex and thus infinite volume. These remarks provide 
the gist of 
PROPOSITION 2.1. The group G# 
and with infinite index in PSL$(D). 
infinite index in PSLz(D) and is the 
lar polytope. 
is a Coxeter group of type (3,3, oo}, 
The subgroup G := (~I,cQ, 4 has 
rotation subgroup of a directly regu- 
REMARKS. Proposition 2.1 follows immediately from the fact that we 
have a Coxeter group acting on IIlI 3. However, we can independently verify 
that G is the rotation group of a regular abstract polytope P(G) using 
Theorem 1 .l. The relations (1) are easily checked, as is the condition (2), 
since of the twelve matrices representing (gi, uz), only powers of ~2 have 
no imaginary entry. Finally, conjugation by pa provides the required invo- 
lutory automorphism of G. In fact, P(G) . 1s realized as a tessellation of W3 
by regular tetrahedra of infinite volume. In the remainder of this paper, we 
shall be mainly concerned with understanding the above structures taken 
“modulo m.” 
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3. MODULAR QUOTIENTS OF SL2(D) 
For each m E D, the natural ring epimorphism D + D, induces a 
group homomorphism 
am : SL2(D) + SLs(D,). 
In fact, am is surjective (cf. [3, Lemma 3.21). If also Ic 1 m (i.e., k divides 
m in D), then there is a natural epimorphism 
%,m : SL2(D,) -+ SLz(D/J. 
Note that ale,,@,,, = @k. 
However, it is not always possible to extend SLz(D) by imitating (4) 
and (5). Indeed, in order that ordinary conjugation be well defined, we 
require (m) = (a), so that m 1 fit. With this observation we easily verify 
PROPOSITION 3.1. Suppose m 1 fix, so that m has the form k, ki, or 
k f ki(k E 2). Then SLz(D,) 2s a subgroup of index 2 in an extended 
special linear group SL$ (Dm) (cf. (4) and (5)). Moreover, +‘m extends to 
an epimorphism 
(ag : SL$(D) + SL$(D,). 
If also k 1 m, k 1 k then @.k, m extends to an epimorphism 
@tm : SL$(Dm) -+ SL$(Dk). 
REMARKS. Because of Theorem 4.2 below, we need not attempt to 
extend SLs ( Dm) if m ,/ A. Note that SL2 ( Dm) is generated by the matrices 
am(Sj), or simply Sj, with a convenient abuse of notation. Similarly, when 
m I A, SL$(D,) is generated by the Rj’s. 
In our geometrical applications we shall require the subgroup 
H, := (&, s2, s3) c SL2(&J. 
When m I fia, H, is a subgroup of index 2 in 
Hg := (Ro,Rl,Rz, R3) G @b’,). 
Most of this section is devoted to calculating the index r, := 
[SLz(D,) : Knl. F or example, by Proposition 2.1, TO = 00; and in the 
trivial case, r-1 = 1, since SLz(Di) = {I}. We proceed now with some 
general calculations. 
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Any nonzero m E D can be written as m = k(b + ic), with k, b, c E Z 
such that k 2 1 and gcd(b, c) = 1. For each nonzero m E D we define 
a positive integer % := mfii/k = k(b2 + c2). Indeed, the Z-ideal (6) = 
(m) II 2, so that m is the smallest positive integer satisfying iiz E 0 (mod m) 
in D. It is useful to take 6 := co. 
LEMMA 3.1. Suppose m E D. 
(a) The matrix Ss has period 6 in H,, and H,,, > SL2(2;), where 
Z& := Z/(f%). 
(b) 8 m # 0, then 
ISL2(D,)I = (mfi)3 n (1 - (~ii)-~), 
rTTJm 
where the product is over all (non-associated) prime divisors of m in D. 
Furthermore, 
ISL2(-59 = @I3 n (1 - F2), 
where the product is over all prime divisors of T% in 2. 
Proof For (a) we need only observe that SLz(Z) = (Sz,Ss). The 
proof of (b) follows [l, p. 91: use Lemmas 3.3 and 3.4(b) below, with an 
induction on e when m = I?. H 
The next two results are used in calculating rm from the prime decom- 
position of m. 
LEMMA 3.2. Suppose m,d E D. 
(a) If a E 2 and gcd(a,md) = 1, then Si”-’ E H,,,d. 
(b) If gcd(m, Sdd) = 1, then there exists r E 2 with S,T E Hmd, where 
r = 1 (modm) and r = 0 (modd). 
(c) If m = (1 + i)” and d = 3j, then 27: E Hmd, where r = 253rJ, x 2 
[(e + 4)/41, and Y L [f/21. 
Proof Since a = Zi, we have gcd(a, mmdz) = 1 and there exists b E 2 
with ab G 1 (mod md). Thus 
u=o --a 
2 
[ 1 b 0 (7) 
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belong to SLs(Zz) C Hmd (cf. Lemma 3.1). Hence 
S,UlS,U2 = so aZ-1 E Hmd. (8) 
For part (b) we note-that there are k, 1 E 2 such that /c_(mti) + 1(6dd) = 
1. Now let a = 1 + 61dd. Then SA E Hmd, where T = 21dd(a2 - 1) satisfies 
the given congruences. [The factor 6 is a problem, since the calculations 
require that o(a2 - 1) be a unit mod m]. 
Part (c) follows from (a), taking a = 1 + 2” - ‘3Y. W 
LEMMA 3.3. Suppose m,d E D with gcd(m, d) = 1. Then there is an 
isomorphism 
A:SL2(D,d)+ SL2(Qn)x SL2(Dd), 
and r,d = rmrd[(Hm x Hd) : A(fLd)]. 
Proof. By the Chinese remainder theorem, the map 
A : A -+ (%,mdA)r%,mc@)) 
is an isomorphism. Now count indices in the chain of subgroups 
SL2(Dm) x SLs(Dd) 2 H, x SL2(Dd) > H, x Hd > A(%& 21 J-.&d. 
PROPOSITION 3.2. (a) 1. m,d E D and gcd(m, 6dd) = 1, then T,& = 
r&-d. 
(b) Ifgcd(m,6) = 1, then rm = 1 and H, = SLs(D,). 
(c) Ifrn = sf and d = 1 + i, then r,& = r,rd = T,. 
Proof. It follows from Lemma 3.3 that in part (a) we need only show 
H,,, x {I} S h(H,d). 
Referring to Lemma 3.2(b), we have S& E H,,&, where T = 1 (modm) and 
T E O(modd); hence A(Si) = (&,I). Also, for t = ldd we have Si E Hnd 
and A(Si) = (S’s, I). But conjugation by SsSs E &,& provides enough 
transvections to generate H,,, x {I}; hence [(H,,, x Hd) : h(H,d)] = 1. 
Part (c) follows similarly, after noting that i E 1 (mod d) so that we can 
disregard SO. Finally, part (b) follows from (a), taking d = 1. W 
In fact, we shall see that rm is multiplicative, although so far we have 
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established just that rm depends only on the exponents e, f in the prime fac- 
torization 
m = (1 + i)e3fd, gcd(6,d) = 1. (9) 
To handle these prime powers we need the kernels 
Kk,m := kernel(@k,,, a SLz(D,). 
For convenience, we let r(e,f) := r, when m = (1 t i)“3f; we compute 
this index in the following series of lemmas. 
LEMMA 3.4. Suppose m, n, k, d E D. 
(a) If k I m, then r, = rk [Kk, m : (h n Kk, 41 
(b) If m = nd2 and k = nd, then 
Kk,m -0; := {(x,y,z) : x,y,z E Dd} 
is an abelian group (and D,pmodule). For j = 1,2,3 the automorphisms 
A + SJTIASi act linearly on 0: according to the matrices 
[ 1 2 0 &= 0 10. 1 (10) 
-1 -1 1 
Proof Part (a) follows on restricting @k, m to H,. Part (b) is a routine 
calculation, after noting that a typical element of Kk, m must look like 
l+rcnd ynd 
znd I l-snd ’ 
2, Y, z E Dd. (11) 
LEMMA 3.5. (a) Ifff 2 2 and either e = 2t (t > 0) ore = 2t + 1 (t 2 3), 
then r(e, f) = r(e, f - l), 
(b) I. f 2 0 and either e = 2t + 1 (t > 0) or e = 2t (t 2 4), then 
r(e, f) = r(e - 1, f). 
Proof For the first part we apply Lemma 3.4(b) with m = (1 + i)“3f, 
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/~=(l+i)~3+‘. Thus&m= 033, for example, (0, it, 0) corresponds to 
B= 1 9(1+i)e3f-l 
[ 0 1 1 
[cf. (ll)]. But if e = 2t, this matrix belongs to SLz(Z;;l) C H,. Applying 
the 3.j in (10) and working mod 3 in 033, we soon generate Kk, m using 
elements of H,. Thus Kk , m 2 H,, and by Lemma 3.4(a) we have rm = T-k. 
If e = 2t + 1 the situation is a bit trickier, since 
B = 1 (1+ i)(-2)t3f-’ 
0 1 I. 
We need only exhibit in H, the matrix 
1 i(-2)t3f - ’ 
0 1 1 ; 
but this follows from Lemma 3.2(c), since we assume t 2 3, f 2 2. 
In part (b) we take m = (1 + i)“3f, k = (1 + @-l3f and so have 
&,m = D:+i, of order 8. But ~(0, f) = ~(1, f) by Proposition 3.2(c). The 
remaining cases split according to the parity of e and are treated much as 
in part (a). ??
Because of Lemma 3.5, we need only determine r(e, f) for a few initial 
values, for which an explicit calculation seems unavoidable. For this pur- 
pose, and for intrinsic geometric interest, we examine the Petrie matrices 
1 1+i 
T,. := S,S, = i 
[ 1 i ’ z:=s,?%= [_“, ,-J. (12) 
Since T,. satisfies its characteristic equation, it easily follows that for k E 2, 
T,” = UkT,. -al, _ 11, [a0 = O,al = 1, ak+2 = (l++Zk+l-akl. (13) 
The following calculations are now routinely verified. 
LEMMA 3.6. (a) For t 2 2, cohere T$ = al (mod2”), zuhere a = fl + 
(1 + i)2t - ’ satisfies a2 E 1 (mod 2t). 
(b) Fort > l,T,. (mod2t) has period 2t+1, whereas T,. (mod3 x 2t) has 
period 5 x 2t + l. Also T, (mod 3) has period 5. 
(c) Let m = (1 + i)2t3f (0 < t 5 3, 0 I f < 1). Then in H,, 
the subgroup (T,.) is a transversal for (5’2, Ss) N SLz(Z;;;). Furthermore, 
r(O,O) = 1, r(0, 1) = 6, and r(2t, f) = 6f x 22t - ’ for 1 I t I 3, 0 I f 5 1. 
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Proof. Use induction on t in part (a). Since T, (mod 3) has period 5 
and since gcd(3, 2t) = 1, part (b) follows at once. 
Now in part (c) the modulus m E 2, so that T,” E (&,&) only 
if aj G 0, aj-1 z z(modm) for some z E 2. A quick check of 
eo,..., a15 (mod 8) then shows that distinct powers Tj lie in distinct 
cosets of (Sz, Sa) (mod 2t),0 5 t < 3. A similar check holds for 
ao,*.., a4 (mod 3). Since gcd(3, 2t) = 1, we reach the same conclusion 
for m = (1 + i)2t 3f. 
Finally, (TT) is a transversal, since the left cosets Ti(S2, S’s) exhaust 
H,. To prove this we need only observe that for A = Sz or 5’s and j E 2, 
there exist matrices B E (SZ, 5’3) and FE Z with AT: = TJB. Also, we need 
only consider separately the cases m = 8 and m = 3, since gcd(8,3) = 1 and 
fortuitously gcd(l6,5) = 1. For example, when m = 8, T,” is central, so we 
canassumej = l,... ,7. Indeed, for A = S3 we take y= 1,3,6,12,13,7,10. 
The calculations for A = 5’2 and then for m = 3 are similar. 
Thus IH,I = IGI ISL2@‘;,I, an d we readily calculate the index r(2t, f). 
For example, IHal = 5 x 24, so that ~(0, 1) = 720/120 = 6. ??
We summarize this series of calculations in 
PROPOSITION 3.3. (a) The index r, = [SLz(D,) : H,] is multiplicu- 
tive. That is, if m, d E D and gcd(m, d) = 1, then rmd = r,rd. Moreover, 
Hm,j N H, X l&j. 
(b) Ifm = (1 + i)e3fd, where gcd(6,d) = 1, then r, = r(e,f) has the 
value displayed in the following chart: 
4% f) 
f e = 0,l e=2,3 e=4,5 e>6 
=o 1 2 8 32 
21 6 12 48 192 
Proof Part (b) follows from Proposition 3.2 and Lemmas 3.5 and 3.6. 
The multiplicative character of rm now follows from Proposition 3.2(b) 
and inspection of the table. (We have no proof that avoids these special 
considerations.) Lemma 3.3 now implies that A restricts to an isomorphism, 
so Hmd 2 H, X Hd. w 
As a final prerequisite for the construction of polytopes in the next 
section, we calculate the centre C(H,) of H,,, and, when m ) h the centre 
C( H$) of the extended group H,# . 
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PROPOSITION 3.4. Consider the prime factorization for 
ek m=7rF7rT’...77k, 
where ~0 = 1 + i. Then: 
(a) The centre C(H,) is the direct product of the centres for the factors 
in the direct product 
Ir 
(b) If m = +, x # 1 + i, then C(H,) = {*I}. 
(c) If m = (1 + i)“, then C(H,) = {al: a E A,}, where A, is the 
multiplicative group of scalars described below: 
Total solutions to 
e N (lYi)e ‘4, l‘kl a2 = 1 (mod m) 
0 1 1 1 1 
1 1+i 1 1 1 
2 2 1 1 2 
3 2 + 2i fl 2 2 
4 4 fl, *1 + 2i 4 4 
25 m 2 + y( 1+ i)” - 2 8 8 
(z = fl; y = 0, 1, i, 1 + i) 
(d) We have IC(Hm)I = 2”+k, where 1 = 0,1,2,3 for eo 5 2, eo = 
3, eo = 4, eo > 5, respectively. 
Proof Part (a) follows from Proposition 3.3(a). Now a central element 
in H,,, must equal al, where a2 E 1 (mod m). If m + 1 +i, this congruence 
has two solutions fl; since (&QS’~)~ = -1, we have part (b). 
Finally, we sketch some details for part (c). If e = 2, then a = 1 or i; 
but iI E Hz would imply 5’0 E Hz and thus r2 = 1. Since r-2 = 2, we have 
C(H2) = (1). 
If e = 2t,t > 2, then by Lemma 3.6(a), T,?” = bI E H,, where b = 
fl + (1 + i)” - ’ # 2. But m N 2e so that a2 G 1 (mod m) must have half 
its solutions in 2, in which case al E (Sz, S’s). This settles the cases with 
e even. The details for e = 2t - 1, t > 3, are similar; here an induction 
similar to that used in the proof of Lemma 3.6(a) begins with t = 3 and 
U = T,4SsSq4SF1 = (1 + 291 (mod 4 + 49. 
Successive squaring of U will provide the crucial central elements in H, 
for t 2 4. = 
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The situation for C(H$) is a bit more intricate. 
PROPOSITION 3.5. Szlppose m 1 6. 
(a) If m /2 then 
C(Hz) = {al E C(H,) : a E si (mod m)} C C(H,). 
(b) If m 1 2, then C(Hm) = {I, #I}. 
Proof Part (a) is routine; in part (b) we note that always a z 8 
(mod m) and that R3 = #I is central. ??
We can now readily calculate C(H,#). Suppose m 1 r%, so that 
where the type-l primes rj appear in conjugate pairs, and the primes 
q E 2. Now we may construct a central element aI E C(H,$), much as in 
Proposition 3.4, demanding only that 
(1) a have the same residue (+l or -1) both mod.Irj”’ and mod%? for 
each type-l prime ~j, and 
(2) a 3 fl + ~(1 + i)“- ’ (mod (1 + i)“), where y = 0,l when e is odd. 
For example, when m = 20 + 20i = (1 + i)5(1 + 2i)(l - 2i), we have 
IC(HJj = 32, but IC(H$)l = 8. 
4. CONSTRUCTION OF POLYTOPES 
For any m E D we have {fl} & C(H,), although I G -I if m 1 2. We 
may even have m = 0, in which case Ho := (Sl, &, S’s) 2 SLz(D). 
Now each subgroup A satisfying {*II} C A C_ C(Hm) corresponds 
to a subgroup A of the unit group D7fz, with {fl} C A s {u E D, : u2 3 
1 (mod m)}. [See Proposition 3.4; the only further restriction on the scalar 
a occurs when (1 + i”)ll m, i.e., when m = (1 + i)2k with gcd(2, k) = 11. 
For each such adniissible group A we let G$ := H,/d, and in the extreme 
case we write G, := Hm/C(H,). Note that Gi is generated by the 
a.j := Sjd (j = 1,293). 
Suppose also that m ( fit and a = 6 (mod m) for all a E A. Then A is 
central in HE, and G$ is a subgroup of index 2 in 
IGkl := Hz/d = (pO,Pl,P2,p3), 
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where pj Z= RjA and oj Z= pj-1p.j. 
In particular, by Proposition 2.1 we have Girt11 N G. On the other 
hand, if m # 0, then by Lemma 3.1 
IG;l = $$ n (1- (TM)-~), 
m rim 
where rm is determined by Proposition 3.3. 
For instance, if m = 15 = (1 + 2i)(l - 2i)3 and A = {fl,f(3i + 5)}, 
then ]G”,] = 432,000. We next determine which of the groups G$ are in 
fact rotation groups for 4-polytopes. 
LEMMA 4.1. Suppose A is admissible for m E D. 
(a) If m is not a unit (m $ l), then the relations (1) hold in Gh with 
{plrp2,p3} = {3,3,&} allowing 6 = 00. 
(b) The intersection condition (2) holds if and only if m has a proper 
integral divisor k > 1. 
Proof. Only the condition ((~1, as) fl (02, (~3) = (us) in (b) requires 
much thought. Suppose m has no divisor k > 1; then using the Chinese 
remainder theorem and the prime factorization of m, we can show that 
2 = i (mod m) has a solution 2 E 2. Thus ~1 E (c~,Q), so that the 
intersection condition fails. 
Conversely, if k > 1 and k]m but the intersection condition fails, then 
for some a E A and 2, y E 2 we have ai z 5 and a E y (mod m). But then 
kja, which is impossible, since a2 E 1 (mod m). H 
Following [6], we define for any integer r 2 0, the groups Lz(&.) := 
SLs(Z,.) and Lh-I)(&.) of 2 x 2 matrices over 2, with determinants 1 and 
fl respectively. Now choose a central subgroup 
2 = (32: 5 E 2) c J$‘)(Z,), 
where {fl} & A^ c {z E 2,.:x2 E fl (mod T)}. Ln [6] we have con- 
structed, for T > 2, a regular bpolytope (or map) II: of type (3,r) and 
with automorphism group L$-‘) (2,.)/d. Moreover, I$? is directly regular 
just when z2 E 1 (mod T) for all z E 2; in this case the rotation group 
SLs(Z,)/A^ has index 2. 
In fact, this is still true for T = 2 : IIF) is the directly regular dehedral 
map {3,2}. (In [6], L2(&) = Lh-‘)(.Z 2 ) was simply inadequate to represent 
the full automorphism group.) 
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LEMMA 4.2. Suppose A is admissible form, which has a proper integral 
divisor. Then: 
(a) The subgroup (ol,oz) of G$ is the rotation group for the regular 
tetrahedron {3,3}. 
(b) The subgroup (~2,~s) is the rotation group for the directly regular 
map lJ$ (of type (3, m}), where 
A^={zEZ;;I:r=a(modm) forsomeaEA}. 
Proof Part (a) is easily verified by enumerating the 12 elements of 
(ai, CT~). To prove (b), consider the natural homomorphism 
‘p: SL&Z&) + GA 
with cp(Sj) = aj (j = 2,3). Then ker ‘p = (x1:x E A}. In particular, 
{~l}~A^~{a:~Z;;~:~~~l(mod~)}. 
??
The above lemmas and Theorem 1.1 immediately provide a large family 
of symmetric I-polytopes. 
THEOREM 4.1. Suppose m E D has a proper integml divisor and that 
A is admissible for m. Then there is a chiral or directly regular 4-polytope 
Pg of type {3,3,m}, whose rotation group is Gi. Its facets are regular 
tetrahedm {3,3} and its vertex figures are isomorphic to the directly regular 
map IIA m of type {3,&i) described in Lemma 4.2. 
We can also characterize the chiral cases. For A C D, we let 
A:={a:aEA}. 
THEOREM 4.2. Suppose m E D has a proper integral divisor and that 
A is admissible for m. Then PG is directly regular if and only if m ( riz 
and A = A, in which case the fall automorphism group is Hz/A = 
(PO,Pl>P2,P3)~ 
Here, the subgroup A is normal, though perhaps not central, in H,#. 
However, 
B={aEA:a=a(modm)} 
does provide a central subgroup, so that Hz” is defined as above. Let 
Al z A/B be the natural image in Hg#” of 
A={aI:aEA}cH,CH,#. 
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Then dr is central in HgB and HzB/A1 N HE/A. 
Proof. Suppose mJr% and A = A, and define B as above. Then Hz is 
defined, AaH:, and the p required in Theorem 1.1 (c) is induced on H$/d 
through conjugation by Rs. The remaining details concerning H,$B/di 
follow at once. 
For the converse we may replace a general m E D with md, where 
gcd(m, 6) = 1 and d = (1 + i)” 3f. So suppose Ptd is directly regular, and 
A let p : Gkd --) G,, be the automorphism required in Theorem 1.1. For the 
moment we may calculate with matrices in Hmd introducing the scalars 
a E A later. 
Now ~(0s) = 03~ and p((~s) = a~&?; but conjugation by R3 has the 
same effect on the generators Ss, Ss of SLz(Z;;l). In particular, for the 
“integral” matrices Uj in (7), we observe that p(Uj) = -Uj (mod d) (j = 
1,2). Moreover, p(&) = Sr (mod A). Referring then to (8) in the proof of 
Lemma 3.2, we conclude that there exists r E 2 such that r = 1 (mod m), 
r = 0 (modd), Sg E Hmd, and p(SL) = Sh (mod A). Now suppose m = 
z + iy for 2, y E 2. Since gcd(mfi, dd) = 1, there exists t E 2 such that 
t z z (mod m) and t z 0 (mod d). Since t + ryi 3 0 (mod md), we have 
StSrY=I~H 3 0 md. Thus, 
p(S$5gY) = s,-“S,‘” = [i -t:,~i] =I(modd). 
It follows that md 1 (-t + ryi), where -t + ryi E T% (mod m). Hence, 
m ) TTL Since d 1 a in any case, we have (md) j(a). 
Finally let a E A, so that al E Hmd = (Sr , SZ, 5s). Again p and 
conjugation by Ra have the same effect on the Sj (mod da>, and each al 
represents the identity in Ghd. Thus, 
p(l) = p(aI) = TLI = I (mod d), 
so each li E A. Hence, A c A so A = ii. ??
We now consider several examples, some of which are well known. 
EXAMPLES. (a) For m = 3,4,5 the classical regular convex polytope 
{3,3, m} is (combinatorially) isomorphic to Pi*‘}. The less well known 
spherical polytope {3,3,2} is isomorphic to Pill. 
(b) pi% i2i) is isomorphic to the tessellation {3,3,5}/ f 1 of elliptic 
3-space. Note that ‘I’,!5 = (291. Similarly, P,(*‘1*‘+2il N {3,3,4}/ f 1 [cf. 
Lemma 3.6(a)]. 
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(c) If p E 2 is any odd prime, then P,(*‘l is isomorphic to the polytope 
of type {3,3,p} described in [9]. 
(d) Pi*‘1 is the dual of the universal polytope ‘Ez,~ = {{6,3}s, 2, {3,3}} 
[ll, 141. 
(e) Of considerable interest in any regular or chiral polytope are its 
Petrie polygons. In the 4-dimensional case, a Petrie polygon can be simply 
described as a polygon for which every three consecutive edges, but no 
four, belong to a facet. In the regular case, of course, all Petrie polygons 
are alike (cf. the definition in [lo, pp. 315-3161). In the chiral case, where 
there are two orbits of flags, there are two enantiomorphic classes of Petrie 
polygons. The right-handed version is shifted one step along itself by TT, 
the left-handed version by TL [see (12)]. Certainly, if T,., Tl have different 
periods in Gfi, then Pg is chiral. [We may compute the periods with the 
aid of (13)]. However, occasionally a chiral polytope has enantiomorphic 
Petrie polygons of the same length. For example, in P:zibi the common 
period is 84. 
For r 2 2 it is of interest to determine all those m E D which actually 
do provide at least one polytope P,$ of type {3,3, r}. Thus, we must write 
T = ?% = k(b2 + c2), where Ic, b,c E 2, k > 1, and gcd(b, c) = 1; in this 
case, m N k(b + ic). 
Now suppose T = 2epy’ . . - p?Q, where each prime pj = rriij E 
1 (mod 4) and Q is a product of primes q 5 -1 (mod 4). Since b + ic 
divides r yet must be a product of nonconjugate primes in D, we see that 
m = (1 + i) eb --ek-Sk 2= - try $1 -s1 . . . Tk “k Q, 
where t = 0, 1, 0 5 sj 5 ej, and we may flip in any way the exponents for 
nj and ?ij. Now let N = (2ei + 1) ... (2ek + l), so that N = 1 if k = 0. 
Then for each r 2 2, the number of nonassociated m E D with 6 = r and 
with a divisor Ic > 1 is 
N - 2” if e = 0, Q = 1, 
2N-2” if e=l, &=I, 
2N otherwise. 
Suppose, for example, that T = 20 = 22( 1 + 2i)( 1 - 2i). Then there are 
2N = 6 choices for m : 20,lO + lOi, 4 f 8i, 2 * 6i. 
202 B. MONSON AND ASIA IVIC WEISS 
5. BLENDING, COVERING, AND ENANTIOMORPHIC FORMS 
In this final section we discuss various geometric constructions which 
follow readily from the group-theoretic construction of P(I) described after 
Theorem 1.1. 
For d 1 m consider the polytopes P$ and Pf , and let 77 : D& --) DC; be 
the natural homomorphism (of unit groups in these rings). If v(A) C_ B, 
then @d,m(d)C &so that@ d, m induces an order-preserving surjection 
r:P; +Pf (14) 
of the corresponding polytopes (which are either chiral or regular). In 
fact, y is a covering of 4-polytopes, meaning that y is a rank-preserving 
homomorphism which takes adjacent flags to adjacent flags; see [8 fj2D]. 
Usually the faces of Pf are multiply covered by those of Pi; for ex- 
ample P$*‘l doubly covers each proper face of Pj*1’*2il. Occasion- 
ally, however, y is an isomorphism. Thus, Pq(*1’*1+2i1 z P.$‘,l& and 
pw *5+w N p{W 
a 4+4i. 
Notice that every rotation (T for Pf (i.e. c E Gf) is induced by a 
rotation for PA. This does not happen for reflections when a chiral polytope 
covers a regular polytope. For example, P.$$\ + Pi*‘}; but the reflection 
p3 for PJ*ll cannot be induced by a rotation for P$‘,is\, as can be seen 
using the direct-product decomposition in Proposition 3.4. 
Next we extend the definition of the blend of two regular poly-topes 
[4,7] to the chiral case. Let (cri,o~,. . . ,as- 1) and (/3i,@~, . . . ,&_ 1) be 
the rotation groups of chiral or regular polytopes P and Q, respectively. 
We define 0.j := (oj,@j) E I’(P) x l?(Q), where oj = 1 if j 2 S, /3j = 1 
if j 2 Ic. Let l? := (gj : 1 5 j < max(s, k) - 1). Whenever I’ satisfies 
the intersection property (as in equations (2) for the rank 4 case), it is the 
rotation group of a chiral or a regular polytope, denoted P#Q and called 
the blend of P and Q. Moreover, if P and Q are regular, so too is P#Q, if 
it exists. 
THEOREM 5.1. Suppose for j = 1,2 that dj E D has a proper integral 
factor and that Aj is admissible for dj. Let m = lcm(dl, dz), and qj : D& --+ 
D& be the corresponding natural homomorphisms of unit groups. Then 
A := a;’ n 17q1(A2) is admissible for m, and 
(so this blend exists). 
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Proof. Note that a2 E 1 (mod m) for a E A and that A is a subgroup 
of D7fz. By Proposition 3.4, there is no restriction on a, unless (1 + i)2))m. 
In this case, any a E 0; with a z i (mod 2) is not admissible. But no 
such a E A, since without loss of generality we have (1 + i)211cZl with Al 
admissible. 
Thus A is admissible for m. As in Lemma 3.3, there is a natural ho- 
momorphism A: G$ ----f Cd”: x Gd”,‘, whose image is the blend group r (a 
subdirect product of G;f: x Gfz’). We need only observe that A is injective. 
a 
It follows, for example, that if the admissible group A is as large as 
possible, then P,,, A is blend of certain prime-power constituents. For in- 
stance, P$1’*8’ N P~*l’#P$*lJ, whereas PJlf’} cannot be so simply 
decomposed. 
As another example, consider any integral prime p = 1 (mod 4), so 
that p = M, where 71 = 2 + iy. In fact, p = lcm(n,ii), and a = yz-‘i is 
admissible for p. Thus we can consider 
pt&lM N p;w#p~*l) 
P 
to be the blend of two chiral, but degenerate polytopes. (The prime n has no 
proper integral divisor; see [9, Theorem 3ff.l for an interesting geometrical 
interpretation of this situation.) 
We conclude by examining the way in which a chiral polytope appears 
in left- and right-handed versions, or enantiomorphic forms. This involves 
the notion of orientability, here best displayed by exhibiting the two forms 
as particular quotients of a directly regular cover [13]. 
Consider any polytope PE, and suppose (1 + i)e)lm; then 
2 := lcm(m,h) = 
e even, 
e odd. 
In either case, 111. Now let 771 : D,* --t DL, and r]2 : Dz -+ D& be the 
natural epimorphisms, and let A := q;‘(B) n ~gl(B). Thus A = A, and 
by Theorem 4.2 and 5.1 the directly regular polytope 
Suppose now that f : Gt + GE and g : Gt -+ Gi are the respective natu- 
ral epimorphisms. Then Gt has an outer automorphism p3 which induces 
an isomorphism x making the following diagram commute: 
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If GE and Gg have specified generators Qj and pj respectively, then 
x(p1) = ,&, x(az) = ,&P,“, and x(03) = /3i1. Thus, following [13], PE and 
‘Pg are always isomorphic. Moreover, in the chiral case, these polytopes 
are enantiomorphic forms; and in the directly regular case, x is the outer 
automorphism required in Theorem 1.1 (c). 
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