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R543others remain fairly constant. One
possibility is that sequence variation is
linked to the type of enhancer grammar
required for function.
Enhancers do many different things:
they respond to different transacting
factor concentrations, integrate
different numbers of signals and are
active at different times in the
development of an animal. Some are
amazingly simple, containing
tightly-linked sites for as few as two
transcription factors, as exemplified by
the elements that specify neuronal
subtypes in C. elegans [9]. In this case,
one critical grammar element is
sufficient for enhancer activity, and
conservation of the basic regulatory
mechanism is easy to see.
Other enhancers, specifically those
that respond to multiple inputs or
different levels of inputs, must require
multiple grammar elements, each of
which has a precise sub-function. In this
type of enhancer, individual elements
may be required, but are not sufficient
for enhancer function. For example, the
well-characterized even-skipped stripe
2 enhancer contains at least five
grammar elements [10], each of which is
critical for its function. However,
changes in spacing between elements
during evolution have not interfered
dramatically with its function [11].
Finally, if specificgrammarelementscan
substitute for each other, then even very
different sequences can mediate similar
regulatory functions. Since the spa
enhancer can apparently substitute3 sites for binding sites for the
transcriptional regulators Su(H) and Lz
[3], it is anexcellent exampleof thismost
flexible type.
What we know now is that we need to
examine enhancer sequences even
more closely to identify the as yet
elusive motifs de novo that can tell us
more about regulatory evolution and
function. An integrated approachmight
consist of comparing regulatory
elements of coexpressed genes in
order to get a glimpse of convergent
mechanisms, while studying elements
with similar functions across species to
see the limits of plasticity in sequence
divergence.
The ease of transgenesis and genetic
manipulation in Drosophila [12] has
facilitated efforts toward
understanding transcriptional
regulation. Detailed analyses like the
one of Swanson et al. [3] will further
enable us to understand the complex
language that translates transcriptional
inputs into patterns. By combining the
vast amount of sequence information
available with elegant molecular
manipulations, we will be able to take
a closer look at the molecular
mechanisms that create the
astonishing morphological and
developmental diversity in multicellular
organisms.References
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Trained Chimpanzee Weighs InA language-trained chimpanzee is able to interpret synthetic ‘auditory
caricatures’ as speech. Important components of human speech perception
thus rely upon general auditory mechanisms that predated the evolution of
spoken language.W. Tecumseh Fitch
It is a commonplace that most dogs
recognize their name and a few special
words, like ‘walk’ or ‘dinner’. In
extraordinary cases, dogs can learn
to recognize hundreds of words [1]. It
thus comes as no great surprise that
a chimpanzee raised in close contact
with humans can also recognizehundreds of spoken words, as
documented in this issue of Current
Biology by Heimbauer, Beran and
Owren [2] in a study with a common
chimpanzee called ‘Panzee’.
What has remained unclear, for many
years, is whether the same perceptual
mechanisms are used in speech
recognition by humans and animals. It
may be, for example, that a dogrecognizes its name simply by
intonation pattern, rather than using the
detailed phonetic cues we humans rely
upon. In other words, if you changed
the phonemes of ‘Fido’ to ‘Ginger’, but
used the same pitch contour, your dog
might not even notice the difference.
The new study [2] shows that, at least
for chimpanzees, the similarities with
human speech perception are far
deeper and more pervasive than that.
This discovery has important
implications for a long-running debate
in speech science about the
evolutionary relationship between
production and perception.
Human speech perception and
production are like mirrors: our
capabilities in the two domains are
remarkably well-matched. If I clearly
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English phonological constraints, for
example ‘snabrosity’, another English
speaker, even a five-year old, can easily
process the acoustic signal and repeat
the word (despite having no clue what it
means — in this case, nothing). This
capacity for vocal imitation allows us,
effortlessly, to analyse a speech signal
and recreate it, using our own muscles.
Understanding the neural mechanisms
underlying these well-matched abilities
is a central goal of speech science, and
cognitive neurosciencemore generally,
where the notion that speech
perception is somehow ‘special’ is
widely held [3,4].
Interest in this question is intensified
by the fact that many animals’
perceptual ability to recognize speech
vastly outstrips their capacity to
produce speech sounds. For example,
dogs obviously cannot themselves
speak thewords they can recognize (an
assortment of unconvincing YouTube
videos notwithstanding, no dog can
say ‘walk’, ‘Fido’ or ‘dinner’). In fact,
with the exception of parrots or mynah
birds, virtually no household animal can
convincingly produce even a single
utterance, in any language, despite
being brought up completely immersed
in a speech-filled environment.
It was thus of considerable interest to
early primatologists to determine what
our nearest living relatives, the great
apes, would do when raised in human
homes. By the 1920s the verdict was
already clear: despite the considerable
receptive vocabularies developed by
human-raised apes, their productive
abilities went little beyond that of a pet
dog or cat. A chimpanzee’s speech
abilities lag far behind those of a parrot,
or indeed of several marine mammals
like whales or seals [5,6]. As Cathy
Hayes, who raised the chimpanzee Viki
in a suburban American home like
a human child, concluded ‘‘you can
dress an ape in the finest of finery, buy
it a tricycle, and kiss it to death — but it
will not learn to talk’’ [7]. Even with
intensive ‘speech therapy’ and reward,
Viki learned only three inarticulate
barks, interpreted as ‘mama’, ‘papa’
and ‘cup’.
Thus, despite intensive early
exposure to spoken language, apes
do not learn to speak. This is not due to
lack of intelligence or imitative ability,
as nicely demonstrated by apes
provided with lexical keyboards or
trained with gestures: if allowed to
use their hands to communicate, apescan master a productive vocabulary
comparable to their receptive
vocabulary [8,9]. It is speech, and
control of the larynx and vocal tract
in particular, that seems to be missing.
By inference, the capacity for vocal
imitation, and the attendant ‘mirror’
relationship between perception and
production, was not present in the
ancestor we shared with chimpanzees
[10]. How then did this novel capacity
evolve in our species?
One possibility is that perception and
production represent ‘matched
adaptations’, and that the human
auditory system evolved novel
perceptual mechanisms to suit the
idiosyncrasies of the speech signal
(in particular, the rapid modulation of
formant frequencies that we create by
wiggling our tongues about while
phonating). According to this model,
our auditory and motor capabilities
both evolved, in a synergistic fashion,
to suit each other [3]. The result is that
today, a human baby is born with a set
of specialized speech perception
mechanisms, customized by evolution
to extract from vocal signals formants
and similar cues to phonetic content.
A prominent alternative hypothesis is
that speech perception represents an
‘auditory exaptation’. Exaptations are
organs or cognitive mechanisms that
originated as adaptations for some
particular purpose, but that today are
used for a different purpose [11]. This
hypothesis suggests that vocal output
abilities, newly-evolved in our hominid
ancestors, exploited pre-existing
auditory mechanisms which required
little or no change to fulfill their new
function [12]. By this model, human
speech production is a novel, evolved
characteristic of our species — a
human derived trait, a motor
apomorphy—while speech perception
involves essentially identical auditory
mechanisms as those used by apes or
other mammals to perceive sound — a
shared ancestral trait, or auditory
symplesiomorphy.
The fact that animals can recognize
hundreds of words, spoken by humans,
may seem a major obstacle for the
‘matched adaptations’ hypothesis. An
explanation is close at hand, however,
as it is quite possible that different
mechanisms are used by different
species to achieve the same end result
[4]. For example, an echolocating bat
and a visually-guided swallow may
both quickly recognize a flying insect,
but we know that the perceptualmechanisms they use to do this are
totally different. Similarly, it is quite
possible that a child, a dog or
a chimpanzee use quite different
auditory mechanisms to achieve the
end goal of successful word
recognition. If so, the similarity in
performance is superficial, and the
matched adaptations hypothesis
stands. The key prediction is that, when
more specific acoustic aspects of the
speech stimulus are dissected out and
examined in isolation, the animals’
speech perception would completely
break down.
Heimbauer et al. [2] set out to test this
possibility, using synthetic stimuli that
resemble ‘caricatures’ of normal
speech. Just as a visual caricature
exaggerates certain characteristic
aspects of a person’s face,
downplaying or eliminating many
others, auditory caricatures focus on
specific acoustic features. There are
two well-known types of stimulus that
achieve this trick with speech,
emphasizing certain aspects of the
signal while eliminating or reducing
others (Figure 1). In sinewave speech
the complex spectrum, involving
scores of frequency components, is
reduced to three pure tones or
‘sinewaves’ [13]. This is somewhat like
reducing a complex color photograph
to a simple, black and white drawing:
most of the information in the signal is
thrown away, but enough is still left to
allow recognition.
In its classic form, sinewave speech
disposes of most of the information in
the vocal signal, including both pitch
information and voice timbre cues,
leaving only three tones to represent
the frequencies of the three formants
most important for conveying phonetic
information and distinguishing the
different vowels and consonants.
Sinewave speech sounds bizarre, like
a strange alien spaceship, and nothing
like human speech. However, when
asked to interpret it as speech most
human listeners can do so, and identify
the phonemes involved. Thus,
sinewave speech is a reduced,
abstracted representation of speech,
focused exclusively on formant
frequencies and eliminating everything
else. The ability of humans to interpret
these bizarre acoustic stimuli
phonetically has been argued to refute
a ‘general auditory’ account of speech
perception [14]. But this argument is
based on the assumption that an
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Figure 1. Acoustic ‘caricatures’ of speech.
The central spectrographic representation of the word ‘snabrosity’ is flanked by two synthetic
variants. In sinewave speech, on the left, the time-varying formant frequencies are represented
by pure tones, and all other information is discarded. In noise-vocoded speech, on the right,
only the time-varying amplitudes in four spectral bands are preserved, and all more detailed
frequency information is discarded.
Dispatch
R545as speech, and thus be unable (without
extensive training) to recognize them
as representations of already known
words.
Enter Panzee, a common
chimpanzee (Pan troglodytes) raised
since the age of eight days with
humans [8]. Panzee has been exposed
to spoken English all her life, and has
received intensive training both in
speech perception, and in productive
communication using a keyboard. Her
receptive abilities were already well
documented, and verified via annual
testing, but had previously always
involved ‘normal’ speech, with the full
panoply of acoustic cues intact. In the
experiments reported by Heimbauer
et al. [2], Panzee was exposed to both
normal and ‘caricature’ versions of
familiar words. She made her decision
using a computer joystick to choose
from one of four images,
corresponding to the acoustic word,
and she was rewarded randomly so
that there was no possibility for her to
adapt to the new stimuli by ‘learning on
the job’ (Panzee apparently found this
random reward schedule somewhat
frustrating, because she is usually
rewarded for each correct answer).
The results are striking: with no
previous exposure, and no training,
Panzee was able to interpret the
sinewave stimuli as familiar words at
a level far above chance (here, 25%).
The human experimenter who
administered the rewards was unable
to hear the stimuli, or see Panzee’s
choices, eliminating the possibility that
unconscious ‘Clever Hans’ effects
accounted for her success. Although
Panzee was far from perfect with
these stimuli, her roughly 40%
performance was nearly identical to
that of humans asked to transcribe the
stimuli. When Panzee was returned,
six months later, to her ‘normal’
routine, where for normal speech she
was given rewards every time she
answered correctly (there were still no
rewards for the sinewave speech) her
performance increased to 50%.
Clearly, Panzee was able to make
sense of these stimuli, despite their
severely degraded nature, indicating
that like humans she relies heavily
on formant frequency patterns in
recognizing spoken words.
The second type of ‘speech
caricature’ used in this study is called
noise-vocoded speech [15]. This
focuses on the time-varying amplitude
information in a speech signal, withfrequency information reduced to a few
broad bands. Each band, alone,
sounds like rustling or wind noise, but
combine the bands and it sounds like
very distorted, raspy or breathy
speech. Visually, noise-vocoding is
analogous to a very near-sighted
person watching an old silent movie
with no glasses: the image is very
blurry, but the temporal information is
normal, and it is still clear whether
a person, a horse, or a car is moving
across the screen. Just as sinewave
speech emphasizes frequency,
noise-vocoded speech emphasizes
time. Humans are able to recognize
noise-vocoded stimuli reduced to as
few as three spectral bands, indicating
that timing information, combined with
very crude frequency information, is
adequate to parse words. This ability
has long been seen as a challenge to
traditional models of speech
perception based on very detailed
spectral analysis, and has again been
argued to show that humans rely on
specialized speech modules to
interpret spoken language.
When Panzee was exposed to noise-
vocoded speech, under the same
circumstances described above, she
again chose the ‘correct’ image 55%
of the time, far above chance (human
listeners did slightly better, getting
three out of four correct). When
combined with the sinewave results,
this shows that Panzee not only can
utilize formant cues like humans, but
when deprived of such cues can exploit
different features of the acoustic
stimulus, just like humans. This
combination of specificity andflexibility is akin to our ability to
recognize a person by their voice, their
handwriting, and from a distance by the
way that they walk. We cannot be sure,
of course, that Panzee is using exactly
the same mechanisms as a human
listening to these novel and bizarre
stimuli, but these new findings put the
onus upon those who argue for special,
evolved differences to specify those
differences, and to demonstrate them
empirically with research on
chimpanzees or other animals.
Without a demonstrated breakdown in
speech perception by animals, the
robustness of human speech
perception to degraded input can no
longer be taken as evidence that
‘speech is special’.
There are at least two plausible
interpretations of Panzee’s success in
these experiments. One is that, as
‘auditory exaptationists’ would argue,
human auditory capabilities have
changed very little since our
divergence from chimpanzees. This
would suggest that speech motor
control, which we know has evolved
recently in our species, has adapted to
fit our pre-existing primate auditory
system, which itself changed little if at
all. Addressing this possibility will
require a broader comparative
approach, testing other chimpanzees,
other primates, and indeed other
mammals and vertebrates. In a more
limited setting, both rodents [16] and
some birds [17] successfully decipher
degraded speech, suggesting that the
capabilities Panzee exhibits may be far
more widespread than just other
primates, and rather represent
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mammals, or a wider set of vertebrates.
The other possibility is that Panzee’s
abilities reflect the importance of early
experience in cognitive capabilities. It
has long been known that early
experience plays a crucial role in neural
development and wiring, and the
existence of brain regions specialized
for reading and writing suggests that
neural ‘modules’ in the adult brain may
result from individual experience rather
than specific evolved adaptations
[18,19]. Thus, it remains possible that
other adult chimpanzees or mammals,
without a rich and consistent exposure
to human speech, might fail where
Panzee succeeded. This suggests the
intriguing possibility that widely
different animal species might share
the same ‘neural developmental
toolkit’, allowing them to develop
neural mechanisms specialized for
common tasks epigenetically, rather
than relying on the much slower
process of evolution by natural
selection. Of course, similar
experiments on a much wider variety of
species will be required before
reaching any such sweeping
conclusions, but the new data from
Heimbauer et al. [2] provide a clear wayforward in this endeavour (sinewave
speech for dogs, anyone?).References
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OrgansA single nucleotide change in a conserved promoter element is responsible
for both human-selected retention of rice grains on pedicels and for naturally
selected differences in dehiscence-associated fruit structures in mustards.Charles S. Gasser*
and Marissa K. Simon
Humans have selected rice plants with
superior grain retention due to reduced
breakage of the flower stem (pedicel).
This change was found to result from
a single base change in a regulatory
element of a gene encoding a
transcription factor [1], an ortholog
of a gene also associated with seed
dispersal in the mustard Arabidopsis
[2]. However, this gene affects this
process in the two species through
alterations in completely different plant
structures — pedicels in rice, and fruits
in Arabidopsis [1,2]. In this issue of
Current Biology, researchers now showthat the single nucleotide alteration
selected by human breeders in a
regulatory element of this gene in rice
is also responsible for differences in
seed dispersal structures produced
by natural selection on mustard
species [3].
A key ability of higher plants is their
capacity to selectively shed organs or
parts of organs during development
and reproduction. People in temperate
climates are universally aware of the fall
of leaves from deciduous trees during
autumn. Of less common knowledge,
but of equal importance to the plant, is
the selective shedding of reproductive
structures. Both sets of events are
mediated by the process of abscission,wherein programmed cell death
produces a weakened ‘abscission
zone’ that enables the separation.
Seed dispersal sometimes occurs
by the simple process of abscission
between a reproductive structure and
the remainder of the plant. This is seen,
for example, in rice [1] and tomato [4],
where whole fruits separate from the
plant at abscission zones in the
pedicel, dropping a fruit with a single
seed (rice) or many seeds (tomato),
to the receptive ground below
(Figure 1A,B). While beneficial to
the wild plant, this process does not
suit some human uses. Seeds shed
by rice, referred to as ‘seed shatter’,
cannot be harvested. Several millennia
ago, rice growers selected for plants
with reduced seed shatter allowing for
superior harvest [1]. Reduced shatter
has been shown to result from
the change of a single base in
a conserved regulatory element in the
promoter region of the qSH1 gene [1].
In wild-type tomato, abscission leaves
the sepals and pedicel attached to the
