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HIGHER JET PROLONGATION LIE ALGEBRAS AND BA¨CKLUND
TRANSFORMATIONS FOR (1 + 1)-DIMENSIONAL PDES
SERGEY IGONIN
Abstract. For any (1 + 1)-dimensional (multicomponent) evolution PDE, we define a sequence
of Lie algebras Fp, p = 0, 1, 2, 3, . . . , which are responsible for all Lax pairs and zero-curvature
representations (ZCRs) of this PDE.
In our construction, jets of arbitrary order are allowed. In the case of lower order jets, the
algebras Fp generalize Wahlquist-Estabrook prolongation algebras.
To achieve this, we find a normal form for (nonlinear) ZCRs with respect to the action of the
group of gauge transformations. One shows that any ZCR is locally gauge equivalent to the ZCR
arising from a vector field representation of the algebra Fp, where p is the order of jets involved in
the x-part of the ZCR.
More precisely, we define a Lie algebra Fp for each nonnegative integer p and each point a of the
infinite prolongation E of the evolution PDE. So the full notation for the algebra is Fp(E , a).
Using these algebras, one obtains a necessary condition for two given evolution PDEs to be
connected by a Ba¨cklund transformation.
In this paper, the algebras Fp(E , a) are computed for some PDEs of KdV type. In a different paper
with G. Manno, we compute Fp(E , a) for multicomponent Landau-Lifshitz systems of Golubchik and
Sokolov. Among the obtained Lie algebras, one encounters infinite-dimensional algebras of certain
matrix-valued functions on some algebraic curves. Besides, some solvable ideals and semisimple Lie
algebras appear in the description of Fp(E , a).
Applications to classification of KdV and Krichever-Novikov type equations with respect to
Ba¨cklund transformations are also briefly discussed.
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1. Introduction
1.1. The main results. A large part of the theory of integrable systems is devoted to (1 + 1)-
dimensional evolution PDEs
∂ui
∂t
= F i(x, t, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
d, . . . , u
m
d ),(1)
ui = ui(x, t), uik =
∂kui
∂xk
, i = 1, . . . , m, k ∈ Z>0.
Here the number d is such that the functions F i may depend only on the variables x, t, uj, ujk for
k ≤ d.
This class of PDEs includes many celebrated equations of mathematical physics (e.g., the KdV,
Landau-Lifshitz, nonlinear Schro¨dinger equations).
Many more PDEs can be written in the evolution form (1) after a suitable change of variables1.
For example, the sine-Gordon equation utt − uxx = sin u is equivalent to the evolution system
u1t = u
2, u2t = u
1
xx + sin u
1,
where u1 = u, u2 = ut, and subscripts denote derivatives.
In this paper, integrability of PDEs is understood in the sense of soliton theory and the inverse
scattering method. This is sometimes called S-integrability.
It is well known that, in order to understand integrability properties of (1), one needs to study
overdetermined systems of the form
wjx = α
j(w1, . . . , wq, x, t, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
p, . . . , u
m
p ),
wjt = β
j(w1, . . . , wq, x, t, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
p+d−1, . . . , u
m
p+d−1),
(2)
wj = wj(x, t), j = 1, . . . , q,
such that system (2) is compatible modulo (1). The precise meaning of this compatibility condition
is explained in Remark 5 below.
It is well known that Lax pairs, Ba¨cklund transformations, and zero-curvature representations
for (1) can be described in terms of systems (2) compatible modulo (1). Thus compatible systems (2)
are of fundamental importance for the theory of nonlinear PDEs in two independent variables x, t.
Set ui0 = u
i. The number p in (2) is such that the functions αj may depend only on the variables
wl, x, t, uik for 0 ≤ k ≤ p. Then, as is explained in Remark 5, the compatibility condition implies
that the functions βj may depend only on wl, x, t, ui
′
k′ for 0 ≤ k
′ ≤ p+ d− 1.
If the functions αj, βj are linear with respect to w1, . . . , wq, then (2) corresponds to a zero-
curvature representation for system (1). In the case of nonlinear functions αj , βj , a compatible
system (2) can be regarded as a nonlinear zero-curvature representation for (1).
In this paper, we study the following problem. Given a system (1), how to describe all systems (2)
that are compatible modulo (1)?
In the case when p = 0 and the functions F i, αj, βj do not depend on x, t, a partial answer to
this question is provided by the Wahlquist-Estabrook prolongation method (WE method for short).
Namely, for a given system (1), the WE method constructs a Lie algebra in terms of generators
and relations such that compatible systems of the form
wjx = α
j(w1, . . . , wq, u1, . . . , um),
wjt = β
j(w1, . . . , wq, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
d−1, . . . , u
m
d−1),
(3)
wj = wj(x, t), j = 1, . . . , q,
1It is known that almost any determined system of PDEs with two independent variables can be written in the
evolution form (1) by means of a change of variables.
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correspond to representations of this algebra by vector fields on the manifold W with coordinates
w1, . . . , wq (see, e.g., [2, 14, 28]) and references therein). This algebra is called the Wahlquist-
Estabrook prolongation algebra.
In order to study the general case of systems (2) with arbitrary p, we need to consider gauge
transformations. A gauge transformation is given by an invertible change of variables
(4) x 7→ x, t 7→ t, ui 7→ ui, uik 7→ u
i
k, w
j 7→ gj(w˜1, . . . , w˜q, x, t, ui, uil, . . . ), j = 1, . . . , q.
Substituting (4) to (2), we obtain equations of the form
w˜jx = α˜
j(w˜1, . . . , w˜q, x, t, ui, uik, . . . ),
w˜jt = β˜
j(w˜1, . . . , w˜q, x, t, ui, uik, . . . ),
(5)
w˜j = w˜j(x, t), j = 1, . . . , q.
System (5) is said to be gauge equivalent to system (2) if (5) and (2) are connected by an invertible
change of variables of the form (4).
If (2) is compatible then for any gauge transformation (4) the corresponding system (5) is com-
patible as well.
The WE method does not consider gauge transformations. In the classification of compatible
systems (3) this is acceptable, because the class of systems (3) is relatively small.
The class of systems (2) is much larger than that of (3). As we show below, gauge transformations
play a very important role in the classification of compatible systems (2). Because of this, the
classical WE method does not produce satisfactory results for (2).
To overcome this problem, we combine the technique of gauge transformations with ideas similar
to the WE method. Loosely speaking, the main results can be stated as follows.
We find a normal form for systems (2) with respect to the action of the group of gauge trans-
formations. This allows us to define a Lie algebra Fp for each p ∈ Z≥0 such that the following
properties hold. Any compatible system (2) is locally gauge equivalent to the system arising from
a vector field representation of the algebra Fp. Two compatible systems of the form (2) are locally
gauge equivalent iff the corresponding vector field representations of Fp are locally isomorphic.
More precisely, as is discussed below, we define a Lie algebra Fp for each p ∈ Z≥0 and each
point a of the infinite prolongation E of system (1). So the full notation for the algebra is Fp(E , a).
Recall that the infinite prolongation E of (1) is the infinite-dimensional manifold with the coor-
dinates
x, t, uik, i = 1, . . . , m, k ∈ Z≥0.
In this paper all manifolds, functions, vector fields, and maps of manifolds are supposed to be
complex-analytic. The precise definition of Fp(E , a) for any system (1) is presented in Section 2.
In this definition, the algebra Fp(E , a) is given in terms of generators and relations.
We consider representations of the Lie algebra Fp(E , a) by vector fields on the manifold W with
coordinates w1, . . . , wq. Such vector field representations of Fp(E , a) classify (up to local gauge
equivalence) all compatible systems (2), where functions αj, βj are defined on a neighborhood of
the point a ∈ E . See Section 2 for details.
Some applications of the algebras Fp(E , a) to the theory of Ba¨cklund transformations are discussed
in Subsection 1.2.
According to Section 2, the algebras Fp(E , a) for p ∈ Z≥0 are arranged in a sequence of surjective
homomorphisms
(6) · · · → Fp(E , a)→ Fp−1(E , a)→ · · · → F1(E , a)→ F0(E , a).
Let us describe the structure of Fp(E , a) and the homomorphisms (6) more explicitly for some
PDEs. Theorem 1 is proved in Section 3.
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Theorem 1 (Section 3). Let E be the infinite prolongation of an equation of the form
(7) ut = uxxx + f(u, ux), u = u(x, t),
where f is an arbitrary function. Let a ∈ E .
For each p ∈ Z>0, consider the homomorphism ϕp : F
p(E , a) → Fp−1(E , a) from (6). Then we
have
[v1, v2] = 0 ∀ v1 ∈ kerϕp, ∀ v2 ∈ F
p(E , a).
That is, the kernel of ϕp is contained in the center of the Lie algebra F
p(E , a).
For each k ∈ Z>0, let ψk : F
k(E , a)→ F0(E , a) be the composition of the homomorphisms
F
k(E , a)→ Fk−1(E , a)→ · · · → F1(E , a)→ F0(E , a)
from (6). Then
[h1, [h2, . . . , [hk−1, [hk, hk+1]] . . . ]] = 0 ∀h1, . . . , hk+1 ∈ kerψk.
In particular, the kernel of ψk is nilpotent.
Let E be the infinite prolongation of the KdV equation
(8) ut = uxxx + uxu.
Consider the infinite-dimensional Lie algebra sl2(C[λ]) ∼= sl2(C)⊗C C[λ], where C[λ] is the algebra
of polynomials in λ.
It is shown in [10] that, for the KdV equation, the algebra F0(E , a) is isomorphic to the direct
sum of sl2(C[λ]) and a 3-dimensional abelian Lie algebra. Combining this with Theorem 1, we
obtain the following.
Theorem 2. Let E be the infinite prolongation of the KdV equation (8). Let a ∈ E . Then
• the algebra F0(E , a) is isomorphic to the direct sum of sl2(C[λ]) and a 3-dimensional abelian
Lie algebra,
• for each p ∈ Z>0, the kernel of the surjective homomorphism F
p(E , a) → F0(E , a) from (6)
is nilpotent.
To describe F0(E , a) for the KdV equation, the paper [10] uses the following fact. For the KdV
equation (and some other PDEs), the algebra F0(E , a) is isomorphic to a certain subalgebra of
the Wahlquist-Estabrook prolongation algebra. The explicit structure of the Wahlquist-Estabrook
prolongation algebra for the KdV equation is given in [3, 4], and this allows us to describe F0(E , a)
(see [10] for details).
Remark 1. Using some extra computations, one can prove the following.
Proposition 1. Let E be the infinite prolongation of the KdV equation (8). For any a ∈ E and any
p ∈ Z≥0, the algebra F
p(E , a) is isomorphic to the direct sum of sl2(C[λ]) and a finite-dimensional
nilpotent Lie algebra.
We do not present the proof of Proposition 1 in this paper, because the explicit structure of
nilpotent ideals of Fp(E , a) is not needed for the main applications to Ba¨cklund transformations.
See Remark 4 below for a discussion of this.
For any constants e1, e2, e3 ∈ C, consider the Krichever-Novikov equation [15, 27]
(9) KN(e1, e2, e3) =
{
ut = uxxx −
3
2
u2xx
ux
+
(u− e1)(u− e2)(u− e3)
ux
, u = u(x, t)
}
.
To study the algebras Fp(E , a) for this equation, we need some auxiliary constructions.
Let C[v1, v2, v3] be the algebra of polynomials in the variables v1, v2, v3. Let e1, e2, e3 ∈ C be such
that e1 6= e2 6= e3 6= e1. Consider the ideal Ie1,e2,e3 ⊂ C[v1, v2, v3] generated by the polynomials
(10) v2i − v
2
j + ei − ej, i, j = 1, 2, 3.
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Set
Ee1,e2,e3 = C[v1, v2, v3]/Ie1,e2,e3.
In other words, Ee1,e2,e3 is the commutative associative algebra of regular functions on the algebraic
curve in C3 defined by the polynomials (10). It is easy to check that this curve is nonsingular and
is of genus 1.
We have the natural homomorphism C[v1, v2, v3] → Ee1,e2,e3. The image of vi ∈ C[v1, v2, v3]
in Ee1,e2,e3 is denoted by v¯i ∈ Ee1,e2,e3 for i = 1, 2, 3.
Consider also a basis x1, x2, x3 of the Lie algebra so3(C) such that
[x1, x2] = x3, [x2, x3] = x1, [x3, x1] = x2.
We endow the space so3(C)⊗C Ee1,e2,e3 with the following Lie algebra structure
[y1 ⊗ h1, y2 ⊗ h2] = [y1, y2]⊗ h1h2, y1, y2 ∈ so3(C), h1, h2 ∈ Ee1,e2,e3.
Denote by Re1,e2,e3 the Lie subalgebra of so3(C)⊗C Ee1,e2,e3 generated by the elements
xi ⊗ v¯i ∈ so3(C)⊗C Ee1,e2,e3, i = 1, 2, 3.
It is easily seen that the Lie algebra Re1,e2,e3 is infinite-dimensional. According to [20], the
Wahlquist-Estabrook prolongation algebra of the anisotropic Landau-Lifshitz equation is isomor-
phic to the direct sum of Re1,e2,e3 and a 2-dimensional abelian Lie algebra.
According to Proposition 2 below, the algebra Re1,e2,e3 appears also in the structure of the
algebras Fp(E , a) for the Krichever-Novikov equation (9). A proof of Proposition 2 is sketched
in [11].
Proposition 2 ([11]). For any constants e1, e2, e3 ∈ C, consider the Krichever-Novikov equation
KN(e1, e2, e3) given by (9). Let E be the infinite prolongation of this equation. Let a ∈ E . Then
• the algebra F0(E , a) is zero,
• for any p ≥ 2, the kernel of the surjective homomorphism Fp(E , a) → F1(E , a) from (6) is
nilpotent,
• if e1 6= e2 6= e3 6= e1, then F
1(E , a) is isomorphic to Re1,e2,e3.
Remark 2. The proof of Proposition 2 uses the well-known fact that the Krichever-Novikov equa-
tion (9) possesses an so3-valued zero-curvature representation parametrized by the above-mentioned
curve.
Remark 3. As has been said above, for some evolution PDEs the algebra F0(E , a) is isomorphic
to a subalgebra of the Wahlquist-Estabrook prolongation algebra.
The algebras Fp(E , a) for p ≥ 1 cannot be obtained by the classical Wahlquist-Estabrook pro-
longation method, because the main idea behind the definition of Fp(E , a) is based on the use
of gauge transformations, while the Wahlquist-Estabrook prolongation method does not consider
gauge transformations.
According to Proposition 2, for the Krichever-Novikov equation (9) we have F0(E , a) = 0 and
dimFp(E , a) = ∞ for p ≥ 1 (in the case e1 6= e2 6= e3 6= e1). It is easy to show that the classical
Wahlquist-Estabrook prolongation algebra is trivial for the Krichever-Novikov equation. Thus
in this example the algebras Fp(E , a) are much more interesting than the Wahlquist-Estabrook
prolongation algebra.
As another example, we consider a multicomponent generalization of the Landau-Lifshitz equa-
tion from [6, 26]. To present this PDE, we need some notation. Fix an integer n ≥ 3. For any
n-dimensional vectors V = (v1, . . . , vn) and Y = (y1, . . . , yn), set 〈V, Y 〉 =
∑n
i=1 v
iyi.
Let r1, . . . , rn ∈ C be such that ri 6= rj for all i 6= j. Denote by R = diag (r1, . . . , rn) the diagonal
(n× n)-matrix with entries ri. Consider the PDE
(11) St =
(
Sxx +
3
2
〈Sx, Sx〉S
)
x
+
3
2
〈S,RS〉Sx, 〈S, S〉 = 1, R = diag (r1, . . . , rn),
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where S =
(
s1(x, t), . . . , sn(x, t)
)
is a column-vector of dimension n, and si(x, t) take values in C.
System (11) was introduced in [6]. According to [6], for n = 3 it coincides with the higher
symmetry (the commuting flow) of third order for the Landau-Lifshitz equation. Thus (11) can be
regarded as an n-component generalization of the Landau-Lifshitz equation.
The paper [6] considers also the following algebraic curve
(12) λ2i − λ
2
j = rj − ri, i, j = 1, . . . , n,
in the space Cn with coordinates λ1, . . . , λn. According to [6], this curve is of genus 1 + (n− 3)2
n−2,
and system (11) possesses a zero-curvature representation (Lax pair) parametrized by points of this
curve.
System (11) has an infinite number of symmetries, conservation laws [6], and an auto-Ba¨cklund
transformation [1]. Soliton-like solutions of (11) are presented in [1]. In [26] system (11) and its
symmetries are constructed by means of the Kostant–Adler scheme.
Denote by gln+1(C) the space of matrices of size (n + 1) × (n + 1) with entries from C. Let
Ei,j ∈ gln+1(C) be the matrix with (i, j)-th entry equal to 1 and all other entries equal to zero.
Let son,1 ⊂ gln+1(C) be the Lie algebra of the matrix Lie group O(n, 1), which consists of linear
transformations that preserve the standard bilinear form of signature (n, 1). The algebra son,1 has
the following basis
Ei,j −Ej,i, i < j ≤ n, El,n+1 + En+1,l, l = 1, . . . , n.
We regard λ1, . . . , λn as abstract variables and consider the algebra C[λ1, . . . , λn] of polynomials in
λ1, . . . , λn. Let I ⊂ C[λ1, . . . , λn] be the ideal generated by λ
2
i − λ
2
j + ri − rj for i, j = 1, . . . , n.
Consider the quotient algebra Q = C[λ1, . . . , λn]/I, which is isomorphic to the algebra of poly-
nomial functions on the algebraic curve (12).
The space son,1 ⊗C Q is an infinite-dimensional Lie algebra over C with the Lie bracket
[M1 ⊗ h1, M2 ⊗ h2] = [M1,M2]⊗ h1h2, M1,M2 ∈ son,1, h1, h2 ∈ Q.
We have the natural homomorphism ξ : C[λ1, . . . , λn]→ C[λ1, . . . , λn]/I = Q. Set λˆi = ξ(λi) ∈ Q.
Consider the following elements of son,1 ⊗Q
Qi = (Ei,n+1 + En+1,i)⊗ λˆi, i = 1, . . . , n.
Denote by L(n) ⊂ son,1 ⊗Q the Lie subalgebra generated by Q1, . . . , Qn.
Since λˆ2i − λˆ
2
j + ri − rj = 0 in Q, the element λˆ = λˆ
2
i + ri ∈ Q does not depend on i.
For i, j ∈ {1, . . . , n} and k ∈ Z>0, consider the following elements of son,1 ⊗C Q
Q2k−1i = (Ei,n+1 + En+1,i)⊗ λˆ
k−1λˆi, Q
2k
ij = (Ei,j −Ej,i)⊗ λˆ
k−1λˆiλˆj .
According to [12], the elements
Q2k−1l , Q
2k
ij , i, j, l ∈ {1, . . . , n}, i < j, k ∈ Z>0,
form a basis of L(n). Note that the algebra L(n) is very similar to Lie algebras that were studied
in [6, 25, 26].
The following result is presented in [13].
Proposition 3 ([13]). Let E be the infinite prolongation of system (11) for n ≥ 3. Let a ∈ E .
The Lie algebras Fp(E , a) have the following structure.
The algebra F0(E , a) is isomorphic to L(n).
There is a solvable ideal I of F1(E , a) such that F1(E , a)/I ∼= L(n) ⊕ son−1, where son−1 is the
Lie algebra of skew-symmetric (n− 1)× (n− 1) matrices. The homomorphism F1(E , a)→ F0(E , a)
from (6) coincides with the composition
(13) F1(E , a)→ F1(E , a)/I ∼= L(n)⊕ son−1 → L(n) ∼= F
0(E , a).
For any k ≥ 2, the kernel of the homomorphism Fk(E , a)→ Fk−1(E , a) from (6) is solvable.
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For each k ≥ 1 there is a surjective homomorphism
(14) µk : F
k(E , a) → L(n)⊕ son−1
such that the kernel of µk is solvable.
The algebra L(n) in (13), (14) essentially comes from the zero-curvature representation (Lax
pair) for system (11) constructed in [6, 26]. The algebra son−1 in (13), (14) does not come from
this zero-curvature representation.
Several more results on the structure of the algebras Fp(E , a) for scalar evolution equations are
described in [10].
Remark 4. As has been said above, for equations (7), (8), (9), (11) the algebras Fp(E , a) contain
some nilpotent or solvable ideals. The explicit structure of these ideals is not completely clear.
For the main applications to Ba¨cklund transformations, it is sufficient to know that these ideals
are solvable. For example, in Subsection 1.2 we discuss Proposition 5 about Ba¨cklund transforma-
tions, which is proved in [9]. The proof of this result in [9] uses the quotient algebras Fp(E , a)/S,
where S is the sum of all solvable ideals of Fp(E , a). So the explicit structure of solvable ideals of
Fp(E , a) is not needed for such results.
Remark 5. Combining (2) with (1), we get
(15)
∂2wj
∂x∂t
=
q∑
l=1
∂αj
∂wl
wlt +Dt(α
j),
∂2wj
∂t∂x
=
q∑
l=1
∂βj
∂wl
wlx +Dx(β
j),
where
(16) Dx =
∂
∂x
+
∑
i=1,...,m,
k≥0
uik+1
∂
∂uik
, Dt =
∂
∂t
+
∑
i=1,...,m,
k≥0
Dkx(F
i)
∂
∂uik
are the total derivative operators corresponding to (1). Using (2) and (15), one obtains that the
identity
∂2wj
∂x∂t
=
∂2wj
∂t∂x
is equivalent to
(17)
q∑
l=1
∂αj
∂wl
βl +Dt(α
j) =
q∑
l=1
∂βj
∂wl
αl +Dx(β
j), j = 1, . . . , q.
System (2) is called compatible modulo (1) if equations (17) hold for all values of the variables x, t,
uik, w
l.
Let p ∈ Z≥0 be such that
∂αj
∂uis
= 0 ∀ s > p, ∀ i = 1, . . . , m, ∀ j = 1, . . . , q.
Then equations (17) imply
∂βj
∂uir
= 0 ∀ r > p+ d− 1, ∀ i = 1, . . . , m, ∀ j = 1, . . . , q.
Remark 6. In the case when m = 1 and the functions F i, αj, βj do not depend on x, t, the
problem to describe compatible systems of the form
wjx = α
j(w1, . . . , wq, u, ux, uxx, . . . ),
wjt = β
j(w1, . . . , wq, u, ux, uxx, . . . ),
(18)
wj = wj(x, t), j = 1, . . . , q, u = u1.
was studied in [8].
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In the case when (1) is either the Burgers or the KdV equation, the problem to describe com-
patible systems of the form (18) was also studied in [5]. However, gauge transformations were not
considered in [5]. Because of this, the paper [5] had to impose some additional constraints on the
functions αj , βj in (18).
Remark 7. As has been said above, any compatible system (2) is locally gauge equivalent to the
system arising from a vector field representation of the algebra Fp(E , a). (See Section 2 for details.)
If the functions αj, βj in (2) are linear with respect to w1, . . . , wq, then (2) corresponds to a zero-
curvature representation (ZCR) for system (1). So linear representations of the algebras Fp(E , a)
classify ZCRs up to local gauge transformations. In the case of scalar evolution equations, relations
between Fp(E , a) and ZCRs are studied in [10].
Some other approaches to the action of gauge transformations on ZCRs are described in [16,
17, 18, 22, 23, 24] and references therein. Let g be a finite-dimensional matrix Lie algebra. For
a given g-valued ZCR, the papers [16, 17, 22] define certain g-valued functions that transform by
conjugation when the ZCR transforms by gauge. Applications of these functions to construction
and classification of some types of ZCRs are presented in [16, 17, 18, 22, 23, 24] and references
therein.
To our knowledge, the theory of [16, 17, 18, 22, 23, 24] does not produce any infinite-dimensional
Lie algebras responsible for ZCRs. So this theory does not contain the algebras Fp(E , a).
1.2. Necessary conditions for existence of Ba¨cklund transformations. It is well known that
Ba¨cklund transformations are one of the main tools of soliton theory (see, e.g., [21] and references
therein). In this subsection we briefly discuss some applications of the algebras Fp(E , a) to Ba¨cklund
transformations.
Let F(E , a) be the inverse (projective) limit of the sequence (6). Since Fp(E , a) in (6) are Lie
algebras, the space F(E , a) is a Lie algebra as well.
Remark 8. Recall that E is the infinite prolongation of system (1). In the preprint [11] the
algebra F(E , a) is called the fundamental Lie algebra of E at the point a ∈ E .
Let M be a connected finite-dimensional manifold and b ∈M . Consider the fundamental group
π1(M, b). The Lie algebra F(E , a) is called fundamental, because it is analogous to such fundamental
groups in the following sense.
According to [11, 14], there is a notion of coverings of PDEs such that compatible systems (2)
are coverings of (1). It is shown in [11, 14] that this notion is somewhat similar to the classical
concept of coverings from topology. Recall that the fundamental group π1(M, b) is responsible for
topological coverings of M . According to [11], the fundamental Lie algebra F(E , a) plays a similar
role for coverings (2) of (1).
It is shown in [11] that the algebra F(E , a) has some coordinate-independent geometric meaning.
Since F(E , a) is the inverse limit of (6), for each k ∈ Z≥0 we have the natural surjective homo-
morphism ρk : F(E , a) → F
k(E , a). We define a topology on F(E , a) as follows. For each k ∈ Z≥0
and each v ∈ Fk(E , a), the preimage ρ−1k (v) ⊂ F(E , a) is, by definition, an open subset of F(E , a).
Such subsets form a base of the topology on F(E , a).
A Lie subalgebraH ⊂ F(E , a) is said to be tame if there are k ∈ Z≥0 and a subalgebra h ⊂ F
k(E , a)
such that H = ρ−1k (h). Note that the codimension of H in F(E , a) is equal to the codimension of h
in Fk(E , a).
Remark 9. It is easily seen that a subalgebra H ⊂ F(E , a) is tame iff H is open and closed in
F(E , a) with respect to the topology on F(E , a).
A proof of the following proposition is sketched in [11].
Proposition 4 ([11]). Let E1 and E2 be evolution PDEs. Suppose that E1 and E2 are connected by
a Ba¨cklund transformation. Then for each i = 1, 2 there are a point ai ∈ Ei and a tame subalgebra
Hi ⊂ F(Ei, ai) such that
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• the subalgebra Hi is of finite codimension in F(Ei, ai),
• H1 is isomorphic to H2, and this isomorphism is a homeomorphism with respect to the
topology induced by the embedding Hi ⊂ F(Ei, ai).
The preprint [11] contains also a more general result about PDEs that are not necessarily evolu-
tion.
Proposition 4 provides a necessary condition for two given evolution PDEs to be connected by a
Ba¨cklund transformation (BT). Using Proposition 4, one can prove non-existence of BTs for some
PDEs.
For example, the following result is obtained in [9] by means of this theory.
For any e1, e2, e3 ∈ C, consider the Krichever-Novikov equation KN(e1, e2, e3) given by (9) and
the algebraic curve
(19) C(e1, e2, e3) =
{
(z, y) ∈ C2
∣∣∣ y2 = (z − e1)(z − e2)(z − e3)}.
Proposition 5 ([9]). Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C be such that ei 6= ej and e
′
i 6= e
′
j for all i 6= j.
If the curve C(e1, e2, e3) is not birationally equivalent to the curve C(e
′
1, e
′
2, e
′
3), then the equation
KN(e1, e2, e3) is not connected with the equation KN(e
′
1, e
′
2, e
′
3) by any BT.
Also, if e1 6= e2 6= e3 6= e1, then KN(e1, e2, e3) is not connected with the KdV equation by any
BT.
Similar results are obtained in [9] for the Landau-Lifshitz and nonlinear Schro¨dinger equations
as well.
BTs of Miura type (differential substitutions) for the Krichever-Novikov equation KN(e1, e2, e3)
are studied in [19, 27]. According to [19, 27], the equation KN(e1, e2, e3) is connected with the KdV
equation by a BT of Miura type iff ei = ej for some i 6= j.
The preprints [9, 11] and Propositions 4, 5 consider the most general class of BTs, which is much
larger than the class of BTs of Miura type studied in [19, 27].
Let E1, E2 be PDEs. We say that E1 and E2 are BT-equivalent if E1 and E2 are connected by a
BT. It is known that this is a natural equivalence relation on the set of PDEs.
It is also known that, if E1 and E2 are connected by a BT, then these PDEs have similar properties.
Therefore, it makes sense to try to classify PDEs up to BT-equivalence. Let us consider some
examples.
The paper [19] presents a list of all (up to point transformations) scalar evolution equations of
the form
(20) ut = uxxx + f(x, u, ux, uxx)
satisfying certain integrability conditions related to generalized symmetries and conservation laws.
This result was announced in earlier papers of S. I. Svinolupov and V. V. Sokolov (see [19] for
references), but the proof is published in [19].
This list of integrable PDEs (20) in [19] consists of so-called S-integrable and C-integrable equa-
tions. (See [19] for the definitions of S-integrable and C-integrable PDEs in the context of the
above-mentioned integrability conditions. For example, the KdV and Krichever-Novikov equations
are S-integrable.)
The list of S-integrable equations of the form (20) is relatively long, but it can be simplified if
one considers classification up to BT-equivalence as follows.
Let E1, E2 be PDEs of the form (20). We say that E1 and E2 are isomorphic if these PDEs
are connected by an invertible point transformation. More precisely, we consider analytic point
transformations that are invertible on a nonempty open subset of the space of the variables x, t, u.
Recall that an invertible point transformation can be regarded as a BT. (Although the class of
BTs is much larger than the class of point transformations.) Therefore, if E1 and E2 are isomorphic,
then these PDEs are BT-equivalent.
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Let E be an equation of the form (20). We say that E is of nonsingular Krichever-Novikov type if
there are e1, e2, e3 ∈ C, e1 6= e2 6= e3 6= e1, such that E is isomorphic to the equation KN(e1, e2, e3).
The following result is presented in [19] (see also [27] for similar results).
Proposition 6 ([19]). Let E be an S-integrable equation of the form (20).
If E is of nonsingular Krichever-Novikov type, then there is v ∈ C, v /∈ {0, 1}, such that E is
isomorphic to the equation KN(0, 1, v).
If E is not of nonsingular Krichever-Novikov type, then E is connected with the KdV equation by
a BT of Miura type (a differential substitution).
For v /∈ {0, 1}, the equation KN(0, 1, v) is not connected with the KdV equation by any BT of
Miura type.
Remark 10. Let E be an S-integrable PDE of the form (20). Proposition 6 implies that E is BT-
equivalent to either the KdV equation or the equation KN(0, 1, v) for some v /∈ {0, 1}. However,
Proposition 6 is not sufficient to conclude that some of these PDEs are not BT-equivalent, because
Proposition 6 studies only a very particular class of BTs (BTs of Miura type).
To determine which equations are not BT-equivalent, we need to use Proposition 5, which con-
siders the most general class of BTs.
Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C be such that e1 6= e2 6= e3 6= e1 and e
′
1 6= e
′
2 6= e
′
3 6= e
′
1.
The set {e1, e2, e3} is affine-equivalent to the set {e
′
1, e
′
2, e
′
3} if there are b1, b2 ∈ C, b1 6= 0, so that
b1ei+ b2 ∈ {e
′
1, e
′
2, e
′
3} for all i = 1, 2, 3. In other words, the map g : C→ C given by g(z) = b1z+ b2
satisfies {g(e1), g(e2), g(e3)} = {e
′
1, e
′
2, e
′
3}. Here {g(e1), g(e2), g(e3)} and {e
′
1, e
′
2, e
′
3} are unordered
sets.
The next lemma is easy to check. It follows also from the results of [19].
Lemma 1. Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C be such that ei 6= ej and e
′
i 6= e
′
j for all i 6= j.
If {e1, e2, e3} is affine-equivalent to {e
′
1, e
′
2, e
′
3}, then the equation KN(e1, e2, e3) is isomorphic to
KN(e′1, e
′
2, e
′
3), and this isomorphism is given by a point transformation of the form
x 7→ c1x, t 7→ c2t, u 7→ c3u+ c4, c1, c2, c3, c4 ∈ C, c1c2c3 6= 0.
The next proposition follows from the well-known classification of elliptic curves (see, e.g., [7]).
Proposition 7 ([7]). Recall that, for any e1, e2, e3 ∈ C, the algebraic curve C(e1, e2, e3) is given
by (19). Let v1, v2 ∈ C be such that vi /∈ {0, 1} for i = 1, 2.
The curves C(0, 1, v1) and C(0, 1, v2) are birationally equivalent iff one has
(21)
(
(v1)
2 − v1 + 1
)3
(v1)2(v1 − 1)2
=
(
(v2)
2 − v2 + 1
)3
(v2)2(v2 − 1)2
.
The numbers v1, v2 satisfy (21) iff the set {0, 1, v1} is affine-equivalent to the set {0, 1, v2}.
Combining Propositions 5, 6, 7, Remark 10, and Lemma 1, one obtains the following classification
of S-integrable PDEs of the form (20) up to BT-equivalence.
Theorem 3. Let E be an S-integrable equation of the form (20). Then E is BT-equivalent to either
the KdV equation or the Krichever-Novikov equation KN(0, 1, v) for some v /∈ {0, 1}.
For any v /∈ {0, 1}, the equation KN(0, 1, v) is not BT-equivalent to the KdV equation.
Let v1, v2 ∈ C be such that vi /∈ {0, 1} for i = 1, 2. The equations KN(0, 1, v1) and KN(0, 1, v2) are
BT-equivalent iff v1, v2 satisfy (21). Moreover, if v1, v2 satisfy (21) then KN(0, 1, v1) is isomorphic
to KN(0, 1, v2).
1.3. Conventions and notation. The following conventions and notation are used in the paper.
All manifolds, functions, vector fields, and maps of manifolds are supposed to be complex-analytic.
The symbols Z>0 and Z≥0 denote the sets of positive and nonnegative integers respectively.
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2. Coverings of (1 + 1)-dimensional evolution PDEs
2.1. Coverings and gauge transformations. Consider an evolution PDE
∂ui
∂t
= F i(x, t, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
d, . . . , u
m
d ),(22)
ui = ui(x, t), uik =
∂kui
∂xk
, i = 1, . . . , m.
Recall that the infinite prolongation E of (22) is the infinite-dimensional manifold with the coordi-
nates x, t, uik for i = 1, . . . , m and k ∈ Z≥0. Here u
i
0 = u
i.
In what follows, when we consider a function of the variables uik, we always assume that the
function may depend only on a finite number of these variables. The total derivative operators Dx,
Dt given by formulas (16) are viewed as vector fields on the manifold E .
Suppose that a system
wjx = α
j(w1, . . . , wq, x, t, uik, . . . ),
wjt = β
j(w1, . . . , wq, x, t, uik, . . . ),
(23)
wj = wj(x, t), j = 1, . . . , q,
is compatible modulo (22).
Let W be the manifold with coordinates w1, . . . , wq. Then the expressions
A =
q∑
j=1
αj(w1, . . . , wq, x, t, uik, . . . )
∂
∂wj
,(24)
B =
q∑
j=1
βj(w1, . . . , wq, x, t, uik, . . . )
∂
∂wj
(25)
can be regarded as vector fields on the manifold E ×W .
The compatibility condition (17) of system (23) is equivalent to the equation
(26) Dx(B)−Dt(A) + [A,B] = 0,
where Dx(B) =
∑q
j=1Dx(β
j)
∂
∂wj
and Dt(A) =
∑q
j=1Dt(α
j)
∂
∂wj
.
If system (23) is compatible modulo (22), then (23) is called a covering of (22). Covering (23)
is uniquely determined by the vector fields A, B given by formulas (24), (25).
Remark 11. This definition of coverings is a particular case of a more general concept of coverings
of PDEs from [14].
A covering (23) is said to be of order not greater than p ∈ Z≥0 if the functions α
j may depend
only on the variables wl, x, t, uik for k ≤ p. In other words, covering (23) is of order ≤ p iff the
vector field (24) satisfies
(27)
∂A
∂uis
= 0 ∀ s > p, ∀ i = 1, . . . , m.
If (27) holds, then equation (26) implies
(28)
∂B
∂uir
= 0 ∀ r > p+ d− 1, ∀ i = 1, . . . , m.
As has already been said in Section 1.1, a gauge transformation is given by an invertible change
of variables
(29) x 7→ x, t 7→ t, uik 7→ u
i
k, w
j 7→ gj(w˜1, . . . , w˜q, x, t, uil, . . . ), j = 1, . . . , q.
HIGHER JET PROLONGATION LIE ALGEBRAS AND BA¨CKLUND TRANSFORMATIONS 12
Substituting (29) to (23), we obtain a system of the form
w˜jx = α˜
j(w˜1, . . . , w˜q, x, t, uik, . . . ),
w˜jt = β˜
j(w˜1, . . . , w˜q, x, t, uik, . . . ),
(30)
w˜j = w˜j(x, t), j = 1, . . . , q.
Covering (30) is said to be gauge equivalent to covering (23) if (30) and (23) are connected by a
gauge transformation (29).
Example 1. Consider a scalar evolution equation
(31) ut = F (x, t, u, u1, . . . , ud), u = u(x, t), uk =
∂ku
∂xk
.
Then Dx is given by the formula Dx =
∂
∂x
+
∑
k≥0 uk+1
∂
∂uk
, where u0 = u.
Let q = 1 and w = w1. Consider a covering
(32) wx = α(w, x, t, u0, u1, . . . ), wt = β(w, x, t, u0, u1, . . . ).
We want to determine how covering (32) changes after a gauge transformation of the form
(33) x 7→ x, t 7→ t, uk 7→ uk, w 7→ g(w˜, x, t, u0, u1),
∂g
∂w˜
6= 0.
We need to substitute g(w˜, x, t, u0, u1) in place of w in equations (32). The result is
∂g
∂w˜
· w˜x +
∂g
∂x
+
∂g
∂u0
· u1 +
∂g
∂u1
· u2 = α(g, x, t, u0, u1, . . . ),
∂g
∂w˜
· w˜t +
∂g
∂t
+
∂g
∂u0
· ut +
∂g
∂u1
· uxt = β(g, x, t, u0, u1, . . . ),
(34)
g = g(w˜, x, t, u0, u1).
Since ut = F and uxt = Dx(F ) due to equation (31), system (34) can be written as
w˜x =
1
gw˜
(
α(g, x, t, u0, u1, . . . )−
∂g
∂x
− u1
∂g
∂u0
− u2
∂g
∂u1
)
,
w˜t =
1
gw˜
(
β(g, x, t, u0, u1, . . . )−
∂g
∂t
− F
∂g
∂u0
−Dx(F )
∂g
∂u1
)
,
(35)
g = g(w˜, x, t, u0, u1), gw˜ =
∂g
∂w˜
.
Thus, applying the gauge transformation (33) to covering (32), one obtains covering (35).
Return to the general case of system (22) and covering (23). Suppose that (30) is obtained
from (23) by means of a gauge transformation (29). Let us present explicit formulas for the
functions α˜j , β˜j from (30).
In order to apply the gauge transformation (29) to covering (23), we need to substitute
gj(w˜1, . . . , w˜q, x, t, uil, . . . ) in place of w
j in equations (23). The result is
q∑
r=1
∂gj
∂w˜r
· w˜rx +Dx(g
j) = αj(g1, . . . , gq, x, t, uik, . . . ),
q∑
r=1
∂gj
∂w˜r
· w˜rt +Dt(g
j) = βj(g1, . . . , gq, x, t, uik, . . . ),
gj = gj(w˜1, . . . , w˜q, x, t, uil, . . . ), j = 1, . . . , q.
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Note that the matrix


∂g1
∂w˜1
. . . ∂g
1
∂w˜q
...
. . .
...
∂gq
∂w˜1
. . . ∂g
q
∂w˜q

 is invertible, because the transformation (29) is supposed
to be invertible. Therefore, applying the gauge transformation (29) to system (23), we obtain the
system 
w˜
1
x
...
w˜qx

 =


∂g1
∂w˜1
. . . ∂g
1
∂w˜q
...
. . .
...
∂gq
∂w˜1
. . . ∂g
q
∂w˜q


−1
·

α
1(g1, . . . , gq, x, t, uik, . . . )−Dx(g
1)
...
αq(g1, . . . , gq, x, t, uik, . . . )−Dx(g
q)

 ,

w˜
1
t
...
w˜qt

 =


∂g1
∂w˜1
. . . ∂g
1
∂w˜q
...
. . .
...
∂gq
∂w˜1
. . . ∂g
q
∂w˜q


−1
·

β
1(g1, . . . , gq, x, t, uik, . . . )−Dt(g
1)
...
βq(g1, . . . , gq, x, t, uik, . . . )−Dt(g
q)

 .
Hence the functions α˜j , β˜j from (30) are given by the formulas
α˜
1
...
α˜q

 =


∂g1
∂w˜1
. . . ∂g
1
∂w˜q
...
. . .
...
∂gq
∂w˜1
. . . ∂g
q
∂w˜q


−1
·

α
1(g1, . . . , gq, x, t, uik, . . . )−Dx(g
1)
...
αq(g1, . . . , gq, x, t, uik, . . . )−Dx(g
q)

 ,(36)

β˜
1
...
β˜q

 =


∂g1
∂w˜1
. . . ∂g
1
∂w˜q
...
. . .
...
∂gq
∂w˜1
. . . ∂g
q
∂w˜q


−1
·

β
1(g1, . . . , gq, x, t, uik, . . . )−Dt(g
1)
...
βq(g1, . . . , gq, x, t, uik, . . . )−Dt(g
q)

 ,(37)
gj = gj(w˜1, . . . , w˜q, x, t, uil, . . . ), j = 1, . . . , q.
Let W˜ be the manifold with coordinates w˜1, . . . , w˜q. Formulas (29) determine the diffeomorphism
G : E × W˜ → E ×W, G∗(x) = x, G∗(t) = t, G∗(uik) = u
i
k,(38)
G∗(wj) = gj(w˜1, . . . , w˜q, x, t, uil, . . . ),(39)
where G∗ is the pull-back map corresponding to the diffeomorphism G.
According to (36), (37), (38), (39), for the vector fields A˜ =
∑q
j=1 α˜
j
∂
∂w˜j
and B˜ =
∑q
j=1 β˜
j
∂
∂w˜j
we have
G∗
(
Dx + A˜
)
= Dx + A, G∗
(
Dt + B˜
)
= Dt +B,
where G∗ is the differential of the diffeomorphism G, and the vector fields A, B are given by (24),
(25).
To simplify notation, we identify w˜j with wj. A gauge transformation given by (29) will be
written simply as
wj 7→ gj(w1, . . . , wq, x, t, uil, . . . ), j = 1, . . . , q.
2.2. Normal forms of coverings with respect to the action of gauge transformations.
Recall that W is the manifold with coordinates w1, . . . , wq.
It is convenient to say that a covering is given by vector fields Dx + A, Dt + B on the manifold
E ×W , where A, B are of the form (24), (25) for some functions αj, βj and satisfy (26). Note that
equation (26) is equivalent to [Dx + A, Dt +B] = 0.
Recall that a covering is of order ≤ p iff A, B satisfy (27), (28).
We want to find a normal form for coverings with respect to the action of the group of gauge
transformations. Consider first the case m = 1, and set u = u1. Then the coordinates on E are x,
t, uk, k ∈ Z≥0.
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A point a ∈ E is determined by the values of the coordinates x, t, uk at a. Let
a = (x = x0, t = t0, uk = ak) ∈ E , x0, t0, ak ∈ C, k ∈ Z≥0,
be a point of E .
Remark 12. Let F be a function of the variables x, t, uk. Let s ∈ Z≥0. Then the notation
F
∣∣∣
uk=ak, k≥s
means that we substitute uk = ak for all k ≥ s in the function F .
Also, sometimes we need to substitute x = x0 or t = t0. For example, if F = F (x, t, u0, u1, u2, u3),
then
F
∣∣∣
x=x0, uk=ak, k≥2
= F (x0, t, u0, u1, a2, a3).
Theorem 4. Fix a covering of order ≤ p. For any b ∈ W , on a neighborhood of (a, b) ∈ E ×W
there is a unique gauge transformation
(40) wj 7→ gj(w1, . . . , wq, x, t, u0, u1, . . . ), j = 1, . . . , q,
such that
• the transformed vector fields Dx + A, Dt +B satisfy for all s ≥ 1
∂A
∂us
∣∣∣∣
uk=ak, k≥s
= 0,(41)
A
∣∣∣
uk=ak, k≥0
= 0,(42)
B
∣∣∣
x=x0, uk=ak, k≥0
= 0,(43)
• one has
(44) gj
∣∣∣
x=x0, t=t0, uk=ak, k≥0
= wj, j = 1, . . . , q.
Moreover, this gauge transformation obeys
(45)
∂gj
∂uk
= 0 ∀ k ≥ p, j = 1, . . . , q,
and the transformed covering is also of order ≤ p.
Proof. Suppose that the initial covering is given by vector fields Dx + A, Dt + B, where A, B do
not necessarily satisfy (41), (42), (43).
We are going to construct a gauge transformation of the form (40), (44), (45) such that the
transformed vector fields Dx + A, Dt +B will satisfy (42), (43), and (41) for all s ≥ 1.
We are going to construct the required gauge transformation in several steps. First, we will
construct a transformation to achieve property (41), then another transformation to get proper-
ties (41), (42), and finally another transformation to obtain all properties (41), (42), (43).
Let us first prove that after a suitable gauge transformation one gets (41) for all s ≥ 1.
Since the covering is of order ≤ p, equation (41) is valid for all s > p. Let n ∈ {1, . . . , p} be
such that (41) holds for all s ≥ n+1. It is easily seen that this property is preserved by any gauge
transformation of the form
(46) wj 7→ g˜j(w1, . . . , wq, x, t, u0, . . . , un−1), j = 1, . . . , q.
Therefore, if we find a gauge transformation (46) such that after this transformation we get (41)
for s = n, then we will get (41) for all s ≥ n.
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One has
∂A
∂un
∣∣∣∣
uk=ak , k≥n
=
q∑
j=1
cj(w1, . . . , wq, x, t, u0, . . . , un−1)
∂
∂wj
for some functions cj(w1, . . . , wq, x, t, u0, . . . , un−1). Consider the system of ordinary differential
equations (ODE) with respect to the variable un−1
∂
∂un−1
g˜j(w1, . . . , wq, x, t, u0, . . . , un−1) = c
j(g˜1, . . . , g˜q, x, t, u0, . . . , un−1),
j = 1, . . . , q,
for unknown functions g˜j. Here w1, . . . , wq, x, t, u0, . . . , un−2 are regarded as parameters. A local
solution of this ODE with the initial condition
g˜j(w1, . . . , wq, x, t, u0, . . . , un−2, an−1) = w
j, j = 1, . . . , q,
determines transformation (46) such that after this transformation we get (41) for all s ≥ n. Using
induction, we obtain that, after a suitable gauge transformation, property (41) is valid for all s ≥ 1.
Clearly, property (41) is preserved by any gauge transformation of the form
(47) wj 7→ gˆj(w1, . . . , wq, x, t), j = 1, . . . , q.
Let us find a gauge transformation of the form (47) such that after this transformation we get (42).
We have
A
∣∣∣
uk=ak , k≥0
=
q∑
j=1
hj(w1, . . . , wq, x, t)
∂
∂wj
for some functions hj(w1, . . . , wq, x, t). Consider the ODE with respect to the variable x
∂
∂x
gˆj(w1, . . . , wq, x, t) = hj(gˆ1, . . . , gˆq, x, t), j = 1, . . . , q,
where w1, . . . , wq, t are treated as parameters. Its local solution with the initial condition
gˆj(w1, . . . , wq, x0, t) = w
j, j = 1, . . . , q,
determines the required transformation (47).
Properties (41), (42) are preserved by any gauge transformation of the form
(48) wj 7→ gˇj(w1, . . . , wq, t), j = 1, . . . , q.
One has
B
∣∣∣
x=x0, uk=ak , k≥0
=
q∑
j=1
f j(w1, . . . , wq, t)
∂
∂wj
for some functions f j(w1, . . . , wq, t). Consider the ODE with respect to t
∂
∂t
gˇj(w1, . . . , wq, t) = f j(gˇ1, . . . , gˇq, t), j = 1, . . . , q,
where w1, . . . , wq are viewed as parameters. Its local solution with the initial condition
gˇj(w1, . . . , wq, t0) = w
j, j = 1, . . . , q,
determines a gauge transformation of the form (48) such that the transformed vector field Dx +B
satisfies (43).
Thus we have found a gauge transformation of the form (40), (44), (45) such that the transformed
vector fields Dx + A, Dt + B obey (42), (43), and (41) for all s ≥ 1. Since we have applied this
transformation to a covering of order ≤ p, equation (45) implies that the transformed covering is
also of order ≤ p.
It remains to prove uniqueness of such a gauge transformation.
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Consider a covering given by Dx + A, Dt +B such that A, B satisfy (42), (43), and (41) for all
s ≥ 1. Consider a gauge transformation of the form
wj 7→ g¯j(w1, . . . , wq, x, t, u0, u1, . . . ),
g¯j
∣∣∣
x=x0, t=t0, uk=ak, k≥0
= wj, j = 1, . . . , q,
such that, applying this transformation to Dx +A, Dt +B, we get vector fields Dx + A
′, Dt +B
′,
where A′, B′ obey properties (41), (42), (43) as well.
We need to show that
∀ j
∂g¯j
∂uk
= 0 ∀ k ∈ Z≥0,(49)
∀ j
∂g¯j
∂x
= 0,(50)
∀ j
∂g¯j
∂t
= 0.(51)
Suppose that (49) does not hold. Let l be the maximal integer such that
∂g¯j
∂ul
6= 0 for some j. Then
it is easily seen that A′ does not satisfy (41) for s = l + 1.
If (49) is valid and (50) is not, then A′ does not obey (42). Finally, if (49), (50) hold and (51)
does not, then B′ does not satisfy (43). 
Return to the case of arbitrary m and the coordinate system x, t, uik for E . Let
(52) a = (x = x0, t = t0, u
i
k = a
i
k) ∈ E , x0, t0, a
i
k ∈ C, i = 1, . . . , m, k ∈ Z≥0,
be a point of E . We want to obtain an analog of Theorem 4 for arbitrary m.
Consider the following ordering  of the set {1, . . . , m} × Z≥0
i, i′ ∈ {1, . . . , m}, k, k′ ∈ Z≥0, k 6= k
′,
(i, k) ≺ (i′, k′) iff k < k′, (i, k) ≺ (i′, k) iff i < i′.(53)
That is, (1, 0) ≺ (2, 0) ≺ · · · ≺ (m, 0) ≺ (1, 1) ≺ (2, 1) ≺ . . . .
As usual, the notation (i1, k1)  (i2, k2) means that either (i1, k1) ≻ (i2, k2) or (i1, k1) = (i2, k2).
Remark 13. Let F be a function of the variables x, t, uik. Let i
′ ∈ {1, . . . , m} and k′ ∈ Z≥0. Then
the notation
F
∣∣∣
ui
k
=ai
k
∀ (i,k)≻(i′,k′)
says that we substitute uik = a
i
k for all (i, k) ≻ (i
′, k′) in the function F .
Similarly, the notation
F
∣∣∣
x=x0, uik=a
i
k
∀ (i,k)(i′,k′)
means that we substitute x = x0 and u
i
k = a
i
k for all (i, k)  (i
′, k′) in F .
Theorem 5. Fix a covering of order ≤ p. For any b ∈ W , on a neighborhood of (a, b) ∈ E ×W
there is a unique gauge transformation
(54) wj 7→ gj(w1, . . . , wq, x, t, uik, . . . ), j = 1, . . . , q,
such that
• the transformed vector fields Dx + A, Dt +B satisfy for all i0 = 1, . . . , m and k0 ∈ Z>0
∂A
∂ui0k0
∣∣∣∣
ui
k
=ai
k
∀ (i,k)≻(i0,k0−1)
= 0,(55)
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A
∣∣∣
ui
k
=ai
k
∀ (i,k)(1,0)
= 0,(56)
B
∣∣∣
x=x0, uik=a
i
k
∀ (i,k)(1,0)
= 0,(57)
• one has
(58) gj
∣∣∣
x=x0, t=t0, uik=a
i
k
∀ (i,k)(1,0)
= wj, j = 1, . . . , q.
Moreover, this gauge transformation obeys
(59)
∂gj
∂uik
= 0 ∀ k ≥ p, i = 1, . . . , m, j = 1, . . . , q,
and the transformed covering is also of order ≤ p.
Proof. Note that for m = 1 this theorem is equivalent to Theorem 4.
Suppose that the initial covering is given by vector fields Dx + A, Dt + B, where A, B do not
necessarily satisfy (55), (56), (57). Since the covering is of order ≤ p, we have (27).
Similarly to the proof of Theorem 4, we are going to construct a gauge transformation of the
form (54), (58), (59) such that the transformed vector fields Dx+A, Dt+B will satisfy (56), (57),
and (55) for all i0 = 1, . . . , m and k0 ∈ Z>0.
Let us first prove that after a suitable gauge transformation one gets property (55) for all
i0 = 1, . . . , m and k0 ∈ Z>0.
Let (i′, k′) be the minimal element with respect to the ordering (53) such that property (55)
holds for all (i0, k0) ≻ (i
′, k′). The minimal element exists, because A obeys (27).
If k′ = 0, then (55) is valid for all i0 = 1, . . . , m and k0 ∈ Z>0.
Consider the case k′ > 0. We have
(60)
∂A
∂ui
′
k′
∣∣∣∣
ui
k
=ai
k
∀ (i,k)≻(i′,k′−1)
=
q∑
j=1
cj(w1, . . . , wq, x, t, ui1k1, . . . )
∂
∂wj
for some functions cj, which may depend on the following variables
(61) w1, . . . , wq, x, t, ui1k1, (i1, k1)  (i
′, k′ − 1).
Let us find a gauge transformation of the form
(62) wj 7→ g˜j(w1, . . . , wq, x, t, ui1k1, . . . ), j = 1, . . . , q,
such that after this transformation we get property (55) for all (i0, k0)  (i
′, k′). We assume that
functions g˜j in (62) may depend only on the variables (61).
It is easy to check that such a transformation must satisfy the equations
(63)
∂
∂ui
′
k′−1
g˜j(w1, . . . , wq, x, t, ui1k1, . . . ) = c
j(g˜1, . . . , g˜q, x, t, ui1k1, . . . ), j = 1, . . . , q.
We regard (63) as a parameter-dependent system of ordinary differential equations (ODE)
with respect to the variable ui
′
k′−1 and unknown functions g˜
j, where w1, . . . , wq, x, t, ui2k2 for
(i2, k2) ≺ (i
′, k′ − 1) are viewed as parameters.
Since we are interested in gauge transformations satisfying (58), we choose the following initial
condition for this ODE
(64) g˜j
∣∣∣
ui
′
k′−1
=ai
′
k′−1
= wj, j = 1, . . . , q.
Then g˜1, . . . , g˜q are defined as a solution of the ODE (63) with the initial condition (64).
By induction with respect to the ordering (53), we obtain that, after a suitable gauge transfor-
mation, property (55) is valid for all i0 = 1, . . . , m and k0 ∈ Z>0.
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The other properties are proved similarly to the proof of Theorem 4. 
For each n ∈ Z≥0, let Mn be the set of matrices of size m × (n + 1) with nonnegative integer
entries. For a matrix γ ∈ Mn, its entries are denoted by γik ∈ Z≥0, where i = 1, . . . , m and
k = 0, . . . , n. Let Uγ be the following product
(65) Uγ =
∏
i=1,...,m,
k=0,...,n
(
uik − a
i
k
)γik .
For each n ∈ Z>0, i0 ∈ {1, . . . , m}, and k0 ∈ {1, . . . , n}, denote by M
n
i0,k0
⊂ Mn the subset of
matrices α satisfying the following conditions
αi0k0 = 1, ∀ k > k0 ∀ i αik = 0, ∀ i1 6= i0 αi1k0 = 0, ∀ i2 > i0 αi2,k0−1 = 0.(66)
In other words, for each k > k0 the k-th column of any matrix α ∈M
n
i0,k0
is zero, the k0-th column
contains only one nonzero entry αi0k0 = 1, and in the (k0 − 1)-th column one has αi2,k0−1 = 0 for
all i2 > i0.
Set also M0i0,k0 = ∅ for all i0, k0.
Consider a covering of order ≤ p given by vector fields Dx + A, Dt + B. Let b ∈ W . We are
going to study the structure of this covering on a neighborhood of the point (a, b) ∈ E ×W .
Recall that the vector fields A, B satisfy (27), (28) and are analytic, according to the convention
from Section 1.3. Therefore, taking a sufficiently small neighborhood of (a, b), we can assume that
A and B are represented as absolutely convergent series
A =
∑
α∈Mp, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uα · Al1,l2α ,(67)
B =
∑
β∈Mp+d−1, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uβ ·Bl1,l2β ,(68)
where Al1,l2α , B
l1,l2
β are vector fields on an open subset of W .
Remark 14. According to Theorem 5, after a suitable gauge transformation we get proper-
ties (56), (57), and (55) for all i0 = 1, . . . , m and k0 ∈ Z>0. Using formulas (67), (68), one
obtains that these properties are equivalent to
(69) Al1,l20 = B
0,l2
0 = 0, A
l1,l2
α˜ = 0, α˜ ∈M
p
i0,k0
, i0 = 1, . . . , m, k0 = 1, . . . , p, l1, l2 ∈ Z≥0.
2.3. The algebras Fp(E , a). Let p ∈ Z≥0. Consider a point a ∈ E given by (52).
Remark 15. The main idea of the definition of the Lie algebra Fp(E , a) can be informally outlined
as follows. According to Theorem 5 and Remark 14, any covering of order ≤ p is locally gauge
equivalent to a covering given by vector fields A, B that are of the form (67), (68) and satisfy (26),
(69).
To define Fp(E , a), we regard Al1,l2α , B
l1,l2
β from (67), (68) as abstract symbols. By definition, the
algebra Fp(E , a) is generated by the symbols Al1,l2α , B
l1,l2
β for α ∈Mp, β ∈Mp+d−1, l1, l2 ∈ Z≥0.
Relations for these generators are provided by equations (26), (69). The details of this construction
are presented below.
Let F be the free Lie algebra generated by the symbols Al1,l2α , B
l1,l2
β for α ∈Mp, β ∈Mp+d−1,
l1, l2 ∈ Z≥0. In particular, we have
Al1,l2α ∈ F, B
l1,l2
β ∈ F,
[
Al1,l2α ,B
l1,l2
β
]
∈ F ∀α ∈Mp, ∀ β ∈Mp+d−1, ∀ l1, l2 ∈ Z≥0.
Consider the following formal power series with coefficients in F
A =
∑
α∈Mp, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uα ·Al1,l2α ,
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B =
∑
β∈Mp+d−1, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uβ ·Bl1,l2β .
Set
Dx(B) =
∑
β∈Mp+d−1, l1,l2∈Z≥0
Dx
(
(x− x0)
l1(t− t0)
l2Uβ
)
·Bl1,l2β ,(70)
Dt(A) =
∑
α∈Mp, l1,l2∈Z≥0
Dt
(
(x− x0)
l1(t− t0)
l2Uα
)
·Al1,l2α ,(71)
[A,B] =
∑
α∈Mp, β∈Mp+d−1,
l1,l2,l
′
1
,l′
2
∈Z≥0
(x− x0)
l1+l′1(t− t0)
l2+l′2 · Uα · Uβ ·
[
Al1,l2α ,B
l′
1
,l′
2
β
]
.(72)
For any α ∈ Mp, β ∈ Mp+d−1, l1, l2 ∈ Z≥0, the expressions Dx
(
(x − x0)
l1(t − t0)
l2Uβ
)
and
Dt
(
(x− x0)
l1(t− t0)
l2Uα
)
are functions of the variables x, t, uik. Taking the corresponding Taylor
series at the point (52), we regard these expressions as power series.
Then (70), (71), (72) are formal power series with coefficients in F, and we have
Dx(B)−Dt(A) + [A,B] =
∑
γ∈Mp+d, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uγ · Zl1,l2γ
for some elements Zl1,l2γ ∈ F.
Let I ⊂ F be the ideal generated by the elements
Zl1,l2γ , A
l1,l2
0 , B
0,l2
0 , γ ∈ Mp+d, l1, l2 ∈ Z≥0,
A
l1,l2
α˜ , α˜ ∈M
p
i0,k0
, i0 = 1, . . . , m, k0 = 1, . . . , p, l1, l2 ∈ Z≥0.
Set Fp(E , a) = F/I. Consider the natural homomorphism ρ : F→ F/I = Fp(E , a) and set
A
l1,l2
α = ρ
(
Al1,l2α
)
, Bl1,l2β = ρ
(
B
l1,l2
β
)
.
The definition of I implies that the power series
A =
∑
α∈Mp, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uα · Al1,l2α ,(73)
B =
∑
β∈Mp+d−1, l1,l2∈Z≥0
(x− x0)
l1(t− t0)
l2 · Uβ · Bl1,l2β .(74)
satisfy
(75) Dx(B)−Dt(A) + [A,B] = 0.
Remark 16. The Lie algebra Fp(E , a) can be described in terms of generators and relations as
follows.
Equation (75) is equivalent to some Lie algebraic relations for Al1,l2α , B
l1,l2
β .
The algebra Fp(E , a) is given by the generators Al1,l2α , B
l1,l2
β , the relations arising from (75), and
the following relations
(76) Al1,l20 = B
0,l2
0 = 0, A
l1,l2
α˜ = 0, α˜ ∈M
p
i0,k0
, i0 = 1, . . . , m, k0 = 1, . . . , p, l1, l2 ∈ Z≥0.
Recall that an action of a Lie algebra L on a manifold W is a homomorphism from L to the Lie
algebra D(W ) of vector fields on W .
Let W1, W2 be manifolds, and ρi : L→ D(Wi) be an action of L on Wi for i = 1, 2. A morphism
connecting the actions ρi : L → D(Wi), i = 1, 2, is a map ϕ : W1 → W2 such that for any Y ∈ L
one has ϕ∗(ρ1(Y )) = ρ2(Y ), where ϕ∗ is the differential of ϕ.
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Suppose that we have an action of Fp(E , a) on a manifold W given by
A
l1,l2
α 7→ A
l1,l2
α ∈ D(W ), B
l1,l2
β 7→ B
l1,l2
β ∈ D(W )
such that the corresponding power series (67), (68) are absolutely convergent on a neighborhood
of a. Then from (75) it follows that (67), (68) satisfy (26) and, therefore, determine a covering.
Combining this construction with Theorem 5 and Remark 14, we obtain the following result.
Theorem 6. Any covering of order ≤ p on a neighborhood of a ∈ E is locally gauge equivalent to
the covering arising from an action of the Lie algebra Fp(E , a).
For a fixed covering of order ≤ p, the corresponding action of Fp(E , a) is defined uniquely up to
a local isomorphism.
Suppose that p ≥ 1. Since any covering of order ≤ p − 1 is at the same time of order ≤ p, we
have the surjective homomorphism Fp(E , a)→ Fp−1(E , a) that maps the generators
A
l1,l2
α , ∃ i αi,p 6= 0,
B
l1,l2
β , ∃ i
′ βi′,p+d−1 6= 0,
to zero and maps the other generators of Fp(E , a) to the corresponding generators of Fp−1(E , a).
Thus we obtain the following sequence of surjective homomorphisms of Lie algebras
(77) · · · → Fp(E , a)→ Fp−1(E , a)→ · · · → F1(E , a)→ F0(E , a).
3. The homomorphisms Fp(E , a)→ Fp−1(E , a) and Fp(E , a)→ F0(E , a) for KdV type
equations
In this section we study the algebras (77) for equations of the form
(78) ut = uxxx + f(u, ux),
where f is an arbitrary function.
Set u0 = u and uk =
∂ku
∂xk
for k ∈ Z>0. Let E be the infinite prolongation of equation (78). Then
E is the infinite-dimensional manifold with the coordinates x, t, uk, k ∈ Z≥0.
For equation (78), the total derivative operators (16) are
(79) Dx =
∂
∂x
+
∑
k≥0
uk+1
∂
∂uk
, Dt =
∂
∂t
+
∑
k≥0
Dkx
(
u3 + f(u0, u1)
) ∂
∂uk
.
Consider an arbitrary point a ∈ E given by
(80) a = (x = x0, t = t0, uk = ak) ∈ E , x0, t0, ak ∈ C, k ∈ Z≥0.
Since equation (78) is invariant with respect to the change of variables x 7→ x− x0, t 7→ t− t0, we
can assume x0 = t0 = 0.
Let p ∈ Z>0. According to Section 2.3, the algebra F
p(E , a) is described as follows. Consider
formal power series
A =
∑
l1,l2,i0,...,ip≥0
xl1tl2(u0 − a0)
i0 . . . (up − ap)
ip · Al1,l2i0...ip,(81)
B =
∑
l1,l2,j0,...,jp+2≥0
xl1tl2(u0 − a0)
j0 . . . (up+2 − ap+2)
jp+2 · Bl1,l2j0...jp+2(82)
satisfying
A
l1,l2
i0...ip
= 0 if ∃ r ∈ {1, . . . , p} such that ir = 1, in = 0 ∀n > r,(83)
A
l1,l2
0...0 = 0 ∀ l1, l2 ∈ Z≥0,(84)
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B
0,l2
0...0 = 0 ∀ l2 ∈ Z≥0.(85)
Then Al1,l2i0...ip, B
l1,l2
j0...jp+2
are generators of the algebra Fp(E , a), and the equation
(86) Dx(B)−Dt(A) + [A,B] = 0
provides relations for these generators (in addition to relations (83), (84), (85)).
Note that condition (83) is equivalent to
(87)
∂
∂us
(A)
∣∣∣∣
uk=ak , k≥s
= 0 ∀ s ∈ Z>0.
Using (79), we can rewrite equation (86) as
(88)
∂
∂x
(B) +
p+2∑
k=0
uk+1
∂
∂uk
(B)−
∂
∂t
(A)−
p∑
k=0
(
uk+3 +D
k
x
(
f(u0, u1)
)) ∂
∂uk
(A) + [A,B] = 0.
Proposition 8. The elements
(89) Al1,0i0...ip, l1, i0, . . . , ip ∈ Z≥0,
generate the algebra Fp(E , a).
Proof. For each l ∈ Z≥0, denote by gl ⊂ F
p(E , a) the subalgebra generated by the elements Al1,l2i0...ip
with l2 ≤ l. To prove Proposition 8, we need some lemmas.
Lemma 2. Let l1, l2, j0, . . . , jp+2 ∈ Z≥0 be such that j0 + · · ·+ jp+2 > 0. Then B
l1,l2
j0...jp+2
∈ gl2.
Proof. For any j0, . . . , jp+2 ∈ Z≥0 satisfying j0+· · ·+jp+2 > 0, denote by ρ(j0, . . . , jp+2) the maximal
integer r ∈ {0, 1, . . . , p+ 2} such that jr 6= 0.
Differentiating (88) with respect to up+3, we obtain
(90)
∂
∂up+2
(B) =
∂
∂up
(A),
which implies Bl1,l2j0...jp+2 ∈ gl2 for all l1, l2, j0, . . . , jp+2 ∈ Z≥0 obeying ρ(j0, . . . , jp+2) = p+ 2.
Let n ∈ {0, 1, . . . , p+ 1} be such that
(91) Bl1,l2
j′
0
...j′p+2
∈ gl2 for all l1, l2, j
′
0, . . . , j
′
p+2 ∈ Z≥0 satisfying ρ(j
′
0, . . . , j
′
p+2) > n.
We are going to show that Bl1,l2˜0...˜p+2 ∈ gl2 for all l1, l2, ˜0, . . . , ˜p+2 ∈ Z≥0 satisfying ρ(˜0, . . . , ˜p+2) = n.
For any power series C of the form
C =
∑
l1,l2,d0,...,dk≥0
xl1tl2(u0 − a0)
d0 . . . (uk − ak)
dk · C l1,l2d0...dk , C
l1,l2
d0...dk
∈ Fp(E , a),
set
S(C) =
( ∂
∂un+1
(C)
) ∣∣∣∣∣
uk=ak, k≥n+1
.
That is, in order to obtain S(C), we differentiate C with respect to un+1 and then substitute uk = ak
for all k ≥ n + 1.
Equation (87) implies
(92) S
( ∂
∂t
(A)
)
= 0.
Combining (88) with (92), we get
(93) S
(
Dx(B)
)
= S
( p∑
k=0
(
uk+3 +D
k
x
(
f(u0, u1)
)) ∂
∂uk
(A)
)
− S
(
[A,B]
)
.
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In equation (93), we regard f(u0, u1) as a power series, using the Taylor series of the function
f(u0, u1) at the point (80).
Using (82), one obtains
(94) S
(
Dx(B)
)
=
∑
l1,l2,j0,...,jp+2≥0,
ρ(j0,...,jp+2)=n
jnx
l1tl2(u0 − a0)
j0 . . . (un−1 − an−1)
jn−1(un − an)
jn−1B
l1,l2
j0...jp+2
+
+ S
( ∑
l1,l2,j0,...,jp+2≥0,
ρ(j0,...,jp+2)>n
tl2Dx
(
xl1(u0 − a0)
j0 . . . (up+2 − ap+2)
jp+2
)
· Bl1,l2j0...jp+2
)
.
From (87) it follows that S(A) = 0, which yields
(95) S
(
[A,B]
)
=
[
S(A), B
∣∣∣
uk=ak , k≥n+1
]
+
[
A
∣∣∣
uk=ak , k≥n+1
, S(B)
]
=
=
[
A
∣∣∣
uk=ak , k≥n+1
, S
( ∑
l1,l2,j0,...,jp+2≥0,
ρ(j0,...,jp+2)>n
xl1tl2(u0 − a0)
j0 . . . (up+2 − ap+2)
jp+2 · Bl1,l2j0...jp+2
)]
.
In view of (94), (95), for any l1, l2, ˜0, . . . , ˜p+2 ∈ Z≥0 satisfying ρ(˜0, . . . , ˜p+2) = n the element
B
l1,l2
˜0...˜p+2
appears only once on the left-hand side of (93) and does not appear on the right-hand side
of (93).
Combining (93), (94), (95), we obtain that the element Bl1,l2˜0...˜p+2 is equal to a linear combination
of elements of the form
(96) A
l′
1
,l′
2
i0...ip
, Blˆ1,lˆ2ˆ0...ˆp+2,
[
A
l′
1
,l′
2
i0...ip
,Blˆ1,lˆ2ˆ0...ˆp+2
]
, l′2 ≤ l2, lˆ2 ≤ l2, ρ(ˆ0, . . . , ˆp+2) > n.
Obviously, for any lˆ2 ≤ l2 one has glˆ2 ⊂ gl2 . Taking into account assumption (91), we obtain that
the elements (96) belong to gl2 . Hence B
l1,l2
˜0...˜p+2
∈ gl2 .
The proof is completed by induction. 
Lemma 3. For all l1, l2 ∈ Z≥0, one has B
l1,l2
0...0 ∈ gl2.
Proof. According to (85), we have B0,l20...0 = 0. Therefore, it is sufficient to prove B
l1,l2
0...0 ∈ gl2 for
l1 > 0.
Note that condition (84) implies
(97) A
∣∣∣
uk=ak , k≥0
= 0,
∂
∂t
(A)
∣∣∣∣
uk=ak , k≥0
= 0.
In view of (82), one has
(98)
∂
∂x
(B)
∣∣∣∣
uk=ak, k≥0
=
∑
l1>0, l2≥0
l1x
l1−1tl2 · Bl1,l20...0.
Substituting uk = ak for all k ∈ Z≥0 in (88) and using (97), (98), we get
(99)
∑
l1>0, l2≥0
l1x
l1−1tl2 · Bl1,l20...0 =
= −
( p+2∑
k=0
uk+1
∂
∂uk
(B)
) ∣∣∣∣
uk=ak , k≥0
+
( p∑
k=0
(
uk+3 +D
k
x
(
f(u0, u1)
)) ∂
∂uk
(A)
) ∣∣∣∣
uk=ak , k≥0
.
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Combining (81), (82), (99), we see that for any l1 > 0 and l2 ≥ 0 the element B
l1,l2
0...0 is equal to a
linear combination of elements of the form
(100) A
l′
1
,l2
i0...ip
, B
l′
1
,l2
j0...jp+2
, j0 + · · ·+ jp+2 = 1.
According to Lemma 2 and the definition of gl2 , the elements (100) belong to gl2 . Thus B
l1,l2
0...0 ∈ gl2 .

Lemma 4. For all l1, l, i0, . . . , ip ∈ Z≥0, we have A
l1,l+1
i0...ip
∈ gl.
Proof. Using (81), we can rewrite equation (88) as∑
l1,l,i0,...,ip≥0
(l + 1)xl1tl(u0 − a0)
i0 . . . (up − ap)
ip ·Al1,l+1i0...ip =
=
∂
∂x
(B) +
p+2∑
k=0
uk+1
∂
∂uk
(B)−
p∑
k=0
(
uk+3 +D
k
x
(
f(u0, u1)
)) ∂
∂uk
(A) + [A,B].
This implies that Al1,l+1i0...ip is equal to a linear combination of elements of the form
(101) Alˆ1,lˆ2ıˆ0...ˆıp , B
l˜1,l˜2
˜0...˜p+2
,
[
A
lˆ1,lˆ2
ıˆ0...ˆıp
,Bl˜1,l˜2˜0...˜p+2
]
, lˆ2 ≤ l, l˜2 ≤ l.
Using Lemmas 2, 3 and the condition l˜2 ≤ l, we get B
l˜1,l˜2
˜0...˜p+2
∈ gl˜2 ⊂ gl. Therefore, the ele-
ments (101) belong to gl. Hence A
l1,l+1
i0...ip
∈ gl. 
Return to the proof of Proposition 8. According to Lemmas 2, 3 and the definition of gl, we have
A
l1,l2
i0...ip
,Bl1,l2j0...jp+2 ∈ gl2 for all l1, l2, i0, . . . ip, j0, . . . , jp+2 ∈ Z≥0. Lemma 4 implies that
gl2 ⊂ gl2−1 ⊂ gl2−2 ⊂ · · · ⊂ g0.
Therefore, Fp(E , a) is equal to g0, which is generated by the elements (89). 
From (90) it follows that B is of the form
(102) B = up+2
∂
∂up
(A) + B0(x, t, u0, . . . , up+1),
where B0(x, t, u0, . . . , up+1) is a power series in the variables x, t, u0 − a0, . . . , up+1 − ap+1.
Differentiating (88) with respect to up+2, up+1 and using (102), one gets
∂2
∂up∂up
(A) +
∂2
∂up+1∂up+1
(B0) = 0.
Therefore, B0 = B0(x, t, u0, . . . , up+1) is of the form
(103) B0 = −
1
2
(up+1)
2 ∂
2
∂up∂up
(A) + up+1B01(x, t, u0, . . . , up) + B00(x, t, u0, . . . , up),
where B0i(x, t, u0, . . . , up) is a power series in the variables x, t, u0 − a0, . . . , up − ap for i = 0, 1.
Applying the operator
∂3
∂up+1∂up+1∂up+1
to equation (88) and using (102), (103), we get
∂3
∂up∂up∂up
(A) = 0.
Hence A is of the form
(104) A = (up − ap)
2
A2(x, t, u0, . . . , up−1) + (up − ap)A1(x, t, u0, . . . , up−1) +A0(x, t, u0, . . . , up−1),
where Aj(x, t, u0, . . . , up−1) is a power series in the variables x, t, u0 − a0, . . . , up−1 − ap−1 for
j = 0, 1, 2.
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Recall that we assume p ≥ 1. Equation (87) for s = p yields
(105) A1(x, t, u0, . . . , up−1) = 0.
Combining (102), (103), (104), (105), we get
(106) B = 2up+2(up − ap)A2(x, t, u0, . . . , up−1)− (up+1)
2
A2(x, t, u0, . . . , up−1)+
+ up+1B01(x, t, u0, . . . , up) + B00(x, t, u0, . . . , up).
Applying the operator
∂2
∂up+1∂up+1
to equation (88), one gets
(107) − 2Dx(A2) + 2
∂
∂up
(B01)− 2[A0,A2] = 0.
Differentiating (107) with respect to up, we obtain
(108) − 2
∂
∂up−1
(A2) + 2
∂2
∂up∂up
(B01) = 0.
Applying the operator
∂3
∂up∂up∂up+2
to equation (88), one gets
(109) 4
∂
∂up−1
(A2) +
∂2
∂up∂up
(B01)− 2
∂
∂up−1
(A2) = 0
Equations (108), (109) imply
(110)
∂
∂up−1
(
A2(x, t, u0, . . . , up−1)
)
= 0.
Applying the operator
∂2
∂up∂up+2
to equation (88) and using (110), we get
(111) 2Dx(A2) +
∂
∂up
(B01) + 2[A0,A2] = 0.
Combining (111) with (107), we obtain
(112) Dx(A2) + [A0,A2] = 0.
Lemma 5. One has
(113)
∂
∂uk
(A2) = 0 ∀ k ∈ Z≥0.
Proof. Suppose that (113) does not hold. Let k0 be the maximal integer such that
∂
∂uk0
(A2) 6= 0.
From (110) it follows that k0 < p− 1. Equation (87) for s = k0 + 1 implies
(114)
∂
∂uk0+1
(A0)
∣∣∣∣
uk=ak , k≥k0+1
= 0.
Differentiating (112) with respect to uk0+1, we obtain
(115)
∂
∂uk0
(A2) +
[ ∂
∂uk0+1
(A0), A2
]
= 0.
Substituting uk = ak in (115) for all k ≥ k0 + 1 and using (114), one gets
∂
∂uk0
(A2) = 0, which
contradicts to our assumption. 
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From (113) it follows that equation (112) reads
(116)
∂
∂x
(A2) + [A0,A2] = 0.
Note that condition (84) implies
(117) A0
∣∣∣
uk=ak, k≥0
= 0.
Substituting uk = ak in (116) for all k ≥ 0 and using (113), (117), we get
(118)
∂
∂x
(A2) = 0.
Combining (118) with (116), one obtains
(119) [A2,A0] = 0.
In view of (81), (104), we have
(120) A0 =
∑
l1,l2,i0,...,ip−1≥0
xl1tl2(u0 − a0)
i0 . . . (up−1 − ap−1)
ip−1 · Al1,l2i0...ip−10
According to (81), (104), (113), (118), one has
(121) A2 =
∑
l≥0
tl · A˜l, A˜l = A0,l0...02 ∈ F
p(E , a).
Combining (104), (105), (120), (121) with Proposition 8, we obtain that the elements
(122) A˜0, Al1,0i0...ip−10, l1, i0, . . . , ip−1 ∈ Z≥0,
generate the algebra Fp(E , a).
Substituting t = 0 in (119) and using (120), (121), one gets
(123)
[
A˜
0,Al1,0i0...ip−10
]
= 0 ∀ l1, i0, . . . , ip−1 ∈ Z≥0.
Since the elements (122) generate the algebra Fp(E , a), equation (123) yields
(124)
[
A˜
0, Fp(E , a)
]
= 0.
Lemma 6. One has
(125)
[
A˜
l, Fp(E , a)
]
= 0 ∀ l ∈ Z≥0.
Proof. We prove (125) by induction on l. The property
[
A˜0, Fp(E , a)
]
= 0 was obtained in (124).
Let n ∈ Z≥0 be such that
[
A˜l, Fp(E , a)
]
= 0 for all l ≤ n. Since
∂l
∂tl
(A2)
∣∣∣∣
t=0
= l! · A˜l, we get
(126)
[
∂l
∂tl
(A2)
∣∣∣∣
t=0
,
∂m
∂tm
(A0)
∣∣∣∣
t=0
]
= 0 ∀ l ≤ n, ∀m ∈ Z≥0.
Applying the operator
∂n+1
∂tn+1
to equation (119), substituting t = 0, and using (126), one obtains
0 =
∂n+1
∂tn+1
(
[A2,A0]
) ∣∣∣∣
t=0
=
n+1∑
k=0
(
n+ 1
k
)
·
[
∂k
∂tk
(A2)
∣∣∣∣
t=0
,
∂n+1−k
∂tn+1−k
(A0)
∣∣∣∣
t=0
]
=
=
[
∂n+1
∂tn+1
(A2)
∣∣∣∣
t=0
, A0
∣∣∣∣
t=0
]
=
=
[
(n+ 1)! · A˜n+1,
∑
l1,i0,...,ip−1
xl1(u0 − a0)
i0 . . . (up−1 − ap−1)
ip−1 · Al1,0i0...ip−10
]
,
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which implies
(127)
[
A˜
n+1, Al1,0i0...ip−10
]
= 0 ∀ l1, i0, . . . , ip−1 ∈ Z≥0.
Equation (124) yields
(128)
[
A˜
0, A˜n+1
]
= 0.
Since the elements (122) generate the algebra Fp(E , a), from (127), (128) it follows that[
A˜n+1, Fp(E , a)
]
= 0. 
Theorem 7. Let E be the infinite prolongation of equation (78). Let a ∈ E . For each p ∈ Z>0,
consider the homomorphism ϕp : F
p(E , a)→ Fp−1(E , a) constructed in (77). We have
(129) [v1, v2] = 0 ∀ v1 ∈ kerϕp, ∀ v2 ∈ F
p(E , a).
That is, the kernel of ϕp is contained in the center of the Lie algebra F
p(E , a).
For each k ∈ Z>0, let ψk : F
k(E , a)→ F0(E , a) be the composition of the homomorphisms
F
k(E , a)→ Fk−1(E , a)→ · · · → F1(E , a)→ F0(E , a)
from (77). Then
(130) [h1, [h2, . . . , [hk−1, [hk, hk+1]] . . . ]] = 0 ∀h1, . . . , hk+1 ∈ kerψk.
In particular, the kernel of ψk is nilpotent.
Proof. Combining formulas (104), (105), (106), (121) with the definition of the homomorphism
ϕp : F
p(E , a)→ Fp−1(E , a), we see that kerϕp is generated by the elements A˜
l, l ∈ Z≥0. Then (129)
follows from (125).
So we have proved that the kernel of the homomorphism ϕp : F
p(E , a)→ Fp−1(E , a) is contained
in the center of the Lie algebra Fp(E , a) for any p ∈ Z>0.
Let us prove (130) by induction on k. Since ψ1 = ϕ1, for k = 1 property (130) follows from (129).
Let n ∈ Z>0 be such that (130) is valid for k = n. Then for any h
′
1, h
′
2, . . . , h
′
n+2 ∈ kerψn+1 we have
(131)
[
ϕn+1(h
′
2),
[
ϕn+1(h
′
3), . . . ,
[
ϕn+1(h
′
n),
[
ϕn+1(h
′
n+1), ϕn+1(h
′
n+2)
]]
. . .
]]
= 0,
because ϕn+1(h
′
i) ∈ kerψn for i = 2, 3, . . . , n+ 2. Equation (131) says that
(132)
[
h′2,
[
h′3, . . . ,
[
h′n,
[
h′n+1, h
′
n+2
]]
. . .
]]
∈ kerϕn+1.
Since kerϕn+1 is contained in the center of F
n+1(E , a), property (132) yields[
h′1,
[
h′2,
[
h′3, . . . ,
[
h′n,
[
h′n+1, h
′
n+2
]]
. . .
]]]
= 0.
So we have proved (130) for k = n+1. Clearly, property (130) implies that kerψk is nilpotent. 
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