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Abstract
Motivation:Computational methods that predict differential gene expression from histone modification
signals are highly desirable for understanding how histone modifications control the functional
heterogeneity of cells through influencing differential gene regulation. Recent studies either failed to
capture combinatorial effects on differential prediction or primarily only focused on cell type-specific
analysis. In this paper we develop a novel attention-based deep learning architecture, DeepDiff, that
provides a unified and end-to-end solution to model and to interpret how dependencies among histone
modifications control the differential patterns of gene regulation. DeepDiff uses a hierarchy of multiple Long
short-term memory (LSTM) modules to encode the spatial structure of input signals and to model how
various histone modifications cooperate automatically. We introduce and train two levels of attention jointly
with the target prediction, enabling DeepDiff to attend differentially to relevant modifications and to locate
important genome positions for each modification. Additionally, DeepDiff introduces a novel deep-learning
based multi-task formulation to use the cell-type-specific gene expression predictions as auxiliary tasks,
encouraging richer feature embeddings in our primary task of differential expression prediction.
Results: Using data from Roadmap Epigenomics Project (REMC) for ten different pairs of cell types, we
show that DeepDiff significantly outperforms the state-of-the-art baselines for differential gene expression
prediction. The learned attention weights are validated by observations from previous studies about how
epigenetic mechanisms connect to differential gene expression.
Availability: Codes and results are available at deepchrome.org
Contact: yanjun@virginia.edu
1 Introduction
Gene regulation is the process of controlling gene expression. The human
body contains hundreds of different cell types. Although these cells
include the same set of DNA information, their functions are different.
Cells resort to a host of mechanisms to regulate genes differently. Many
factors, especially those in the epigenome, can affect how cells express
genes differently. As reviewed in [11, 25], epigenomics studies how gene
expression is altered by a set of chemical reactions over the chromatin that
do not alter the DNA sequence.
Histone modification(HM) is one set of critical chemical reactions
over the chromatin that plays a crucial role in regulating gene transcription.
DNA strings are wrapped around ‘bead’-like structures called nucleosomes
that are composed of histone proteins. These histone proteins are prone to
a variety of modifications (e.g., methylation, acetylation, phosphorylation,
etc.) that can modify the spatial orientation of the DNA structure. Such
modifications impact the binding behavior of transcription factor proteins
(to DNA) and thus generate different forms of gene regulation. The
significant role of histone modifications in influencing gene regulation
was evidenced in studies like connecting anomalous histone modification
profiles to cancer occurrences [3]. Contrary to DNA mutations, such
epigenetic changes are potentially reversible ([3]). This vital feature has
brought histone modifications to the center stage of epigenetic therapy.
Recent advances in next-generation sequencing have allowed
researchers to measure gene expression and genome-wide histone
modification patterns as read counts across many cell types. These datasets
have been made available through large-scale repositories, one latest
being the Roadmap Epigenome Project (REMC, publicly available) ([22]).
REMC has released thousands of genome-wide datasets including gene
expression reads (RNA-Seq datasets), and HM reads across 100 different
human cells/tissues [22]. Multiple recent papers tried to understand gene
regulation by predicting gene expression from large-scale HM signals.
Related studies (summarized in Appendix Table 2) have mostly focused on
the formulation under a single cell condition, even though gene regulation
undergoes differential changes by environmental triggers, from one tissue
type to another, or under different cell development stages.
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Differential gene expression, or difference in expression levels of
the same gene in two cell conditions, controls functional and structural
heterogeneity of cells and has also been implicated in a number of
diseases, providing valuable tools for the discovery of therapeutic targets
and diagnostic markers. Differential gene expression has been linked to
aberrant HM profiles in the literature. For example, [13] showed the
correlation between differential gene expression in different stages of
Alzheimer’s disease-like neurodegeneration in mice. Further, the authors
observed that the changes in HM patterns associate with the differentially
regulated genes. [20] reported coordinated changes between HM profiles
and differential gene expression across the lymphoblastoid cell line
GM06990, K562, and HeLa-S3 cell lines. As another example, [32]
showed links between differential expression of naive T cells vs. memory
T cells, ascribed mainly to changes in histone modifications.
This paper proposes an attention-based deep learning architecture to
learn from datasets like REMC, how different histone modifications work
together to influence genes’ differential expression pattern between two
different cell-types. We argue that such differential analysis and differential
understanding of gene regulation from HMs can enable new insights into
principles of life and diseases, will allow for the interrogation of previously
unexplored regulation spaces, and will become an important mode of
epigenomics analysis in the future. Four fundamental data challenges exist
when modeling such tasks through machine-learning:
1. Genome-wide HM signals are spatially structured and may have long-
range dependency. For instance, to quantify the influence of a histone
modification mark, learning methods typically need to use as input
features all of the signals covering a DNA region of length 10, 000
base pair (bp) centered at the transcription start site (TSS) of each gene.
These signals are sequentially ordered along the genome direction. To
develop “epigenetic” drugs, it is important to recognize how an HM
mark’s influence varies over different genomic locations.
2. The core aim is to understand what the relevant HM factors are and
how they work together to control differential expression. Various
types of HM marks exist in human chromatin that can influence
gene regulation. For example, each of the five standard histone
proteins can be simultaneously modified with various kinds of
chemical modifications, resulting in a large number of varying histone
modification marks. As shown in Figure 1, we build a feature vector
representing signals of each HM mark surrounding a gene’s TSS
position. When modeling genome-wide signal reads from multiple
marks, learning algorithms should take into account the modular
nature of such feature inputs, where each mark functions as a module.
We want to understand how the interactions among these modules
influence the prediction (differential gene expression).
3. Since the fundamental goal of such analysis is to understand how HMs
affect gene regulation, it requires the modeling techniques to provide
a degree of interpretability and allowing for automatically discovering
what features are essential for predictions.
4. There exist a small number of genes exhibiting a significant change
of gene expression (differential patterns) across two human cell types
like A and B. This makes the prediction task using differential gene
expression as outputs much harder than predicting gene expression
directly in a single condition like A alone or B alone.
In this paper, we propose an attention-based deep learning model,
DeepDiff, that learns to predict the log-fold change of a gene’s expression
across two different cell conditions (assuming cell type A and cell type B
in the rest of the paper). Here, XA ∈ RM×T and XB ∈ RM×T ,
where M represents the number of HM signals and T represents the
number of bins. For each gene, its input signals consist ofXA (the histone
modification signals from A),XB (the histone modification signals from
B) and (XA −XB) (the difference matrix between HM signals of these
two conditions). All three cover the gene’s neighboring 10, 000 base pair
regions centered at the transcription start site (TSS). (1) To tackle the
first challenge of modeling spatially structured input signals, we use the
Long Short-term Memory (LSTM) (Section 3.4) deep-learning module
that can represent interactions among signals at the different positions
of a chromatin mark. Because we model multiple HM marks, resulting
in multiple LSTMs learning to embed various HM marks. (2) To handle
the second challenge of modeling how HM marks work together, we use
a second-level LSTM to learn complex dependencies among different
marks. (3) For the third challenge of interpretability, we borrow ideas
from the AttentiveChrome[29] that focuses on cell-specific predictions. We
train two levels of “soft” attention weights, to attend to the most relevant
regions of a chromatin mark, and to recognize and attend to the critical
marks for each differential expression prediction. Through predicting and
attending in one unified architecture, DeepDiff allows users to understand
how chromatin marks control differential gene regulation between two cell
types. (4) For the last challenge of difficult label situation for differential
expression prediction, we design a novel multi-task framework to use the
cell-type-specific prediction network as auxiliary tasks to regularize our
primary task of differential expression prediction. The cell-type specific
system (one for cell A and another one for cell B) also uses attention plus
the hierarchical LSTMs formulation. Further, we introduce an additional
auxiliary loss term that encourages the learned embeddings of HM inputs
XA and XB to be far apart for differentially expressed genes.
In summary, DeepDiff provides the following technical contributions:
• DeepDiff uses a hierarchy of two levels of gene-specific attention
mechanisms to identify salient features at both the bin level and the
HM levels. It can model highly modular inputs where each module is
highly structured. Attention weights enable our model to explain its
decisions naturally by providing “what” and “where” in HM signal
inputs is important for the differential gene expression output. This
flexibility and interpretability make this model an ideal technique for
handling large-scale epigenomic data analysis.
• We introduce an auxiliary task and auxiliary loss formulation to
aid the main task of differential gene expression prediction. The
proposed multitasking framework couples the two related tasks of cell-
type-specific predictions and the main task of differential expression
prediction. This auxiliary formulation provides the model with
additional information from the auxiliary evidence, encouraging richer
feature embeddings compared to only difference HM features. It helps
DeepDiff to build on top of the state-of-the-art AttentiveChrome[29]
and can borrow auxiliary features from AttentiveChrome tasks.
Further, we introduce a novel auxiliary loss term inspired by the
contrastive loss[15] of the Siamese architecture formulation. This loss
term encourages the model to learn embeddings whose neighborhood
structures in the model’s representation space are more consistent with
the differential gene expression pattern.
• To the authors’ best knowledge, DeepDiff is the first deep learning
based architecture for relating histone modification and differential
gene expression patterns. DeepDiff provides more accurate predictions
than state-of-the-art baselines. Using datasets from REMC, we
evaluate DeepDiff on ten different pairs of cell types. We validate the
learned attention weights using previous observations obtained from
HM enrichment analysis across differentially regulated genes.
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Fig. 1. (a) Feature input generation for a gene in a cell-type and (b) Raw input feature variations to DeepDiff model for differential expression: difference and concatenated HM signals of
both cell-types.
2 Previous Works
Multiple computational methods have been proposed to employ HMs
for predicting gene expression using large-scale histone modification
datasets. Recent methods in the literature can be roughly grouped into
three categories with respect to the formulation of outputs: regression,
classification or ranking. (1) The regression-based models include linear
regression[18, 9] and Support Vector Regression (SVR)[6]. [6] divided the
DNA regions around TSS (transcription start site) and TTS (transcription
terminal site) into small bins of 100 base pairs and used a multiple
bin-specific Support Vector Regression (SVR) to model HM signals
for gene expression prediction. They extended this SVR model to
predict differential gene expression between mouse embryonic stem cell
and neural progenitor cell using the difference of the HM signals as
features/inputs. This study also uses a two-layer SVR model to integrate
information from multiple bins. The first layer is a bin-specific SVR
model for histone modification features. A second layer takes as input
the predictions from the first layer across all bin positions and predicts a
single regression output for differential gene expression. (2) [12] proposed
a ranking based cell type-specific model that formulates gene expression
prediction as a ranking task such that high ranks correspond to high
levels of gene expression and low rank corresponds to low expression.
(3) Multiple studies used classification-based formulation to model the
gene expression prediction from HM inputs. This includes support vector
machines[6], random forests[10, 23], rule-based learning[16] and deep
learning frameworks like DeepChrome[28] and AttentiveChrome[29].
[10] used a random forest classifier to predict genes as silent or transcribed,
while the authors also used linear and multivariate regression to predict
gene expression values. [23] presented a two-step process- feature
selection, then followed by prediction for differential gene expression.
It used the so-called ReliefF[21] based feature selection and Random
Forest Classification. DeepChrome[28] and Attentive Chrome[29] are
deep learning based frameworks for cell-type specific gene expression
prediction. DeepChrome[28] used Convolution Neural Nets (CNN).
Differently, AttentiveChrome[29] used a hierarchical attention-based
deep learning architecture to predict gene expression from HM reads.
Appendix Table 2 compares all the aforementioned related studies for
gene expression prediction.
3 Method
3.1 Background: Recurrent Neural Networks and Long
Short-Term Memory (LSTM)
Recurrent neural networks (RNNs) have achieved remarkable success in
sequential modeling applications like translation, image captioning, video
segmentation, etc. A sequential input of RNN is normally represented by
an input matrix X of size nin × T , where T represents the time steps
and nin represents the dimension of the features describing each time-
step of the input. For an input X , an RNN produces a matrix H of size
D× T as output, whereD is the RNN embedding size. More concretely,
at each timestep t ∈ {1, · · · , T}, an RNN takes an input column vector
xt ∈ Rnin and the previous hidden state vector ht−1 ∈ Rd to produce
the next hidden state ht by applying the following recursive operation:
ht = σ(Wxt +Uht−1 + b) =
−−−−→
LSTM(xt), (1)
where W,U,b are the trainable parameters of the model, and σ is an
element-wise nonlinearity function. Due to the recursive nature, in theory,
RNNs can capture the complete set of dependencies among all time steps
without having to learn different parameters for each time step, like all
spatial positions in a sequential sample.
A variant of the RNN, LSTM[17], further improves upon the basic
RNN(Eq. (1)) to model long-term dependencies. In addition to the hidden
state-to-state recurrent component in an RNN, an LSTM layer has a
recurrent cell state updating function and gating functions. The gating
functions control what information needs to be added or removed from
the cell state. This combination of cell state and gating functions allows
the LSTM to learn long-term dependencies while avoiding vanishing and
exploding gradients. Similar to a basic RNN, when given input vector xt
and the state ht−1 from previous time step t− 1, an LSTM module also
produces a new state vector ht. For our task, we call each bin position on
the genome coordinate a “time step”.
3.2 Attention-based deep-learning models
Deep neural networks augmented with attention mechanisms have
obtained great success on multiple artificial intelligence topics such as
machine translation ([2]), object recognition ([1, 26]), image caption
generation ([34]), question answering ([30]), text document classification
([35]), video description generation[36], visual question answering[33],
or solving discrete optimization [31]. The idea of attention in deep
learning is inspired by the properties of the human visual system. When
perceiving a scene, the human vision fixates more on some areas over
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Fig. 2. Two level attention mechanism used in DeepDiff variations for meaningful feature representation: αjt represents the bin level attention for HM j and bin t obtained from the Level
I Embedding module attention mechanism, indicating the relative importance for bin t in HM j. βj represents the HM-level attention for HM j obtained from the Level II Embedding
module’s attention mechanism, representing the relative importance of HM j.
others, depending on the task at hand ([8]). Augmenting deep learning
models with attention allows them to focus selectively on only relevant
features for a prediction. Different attention mechanisms have been
proposed in the literature, including ‘soft’ attention [2], ‘hard attention’
[34, 24], or ‘location-aware attention’ [7]. Soft attention [2] calculates
a ‘soft’ weighting scheme over all the components of an input. These
weights indicate the relative importance of each feature component for
a given prediction. The weights are then used to compute a summary
representation of the input as a weighted combination of the components.
The magnitude of an attention weight correlates highly with the degree
of significance of the corresponding component to the prediction. This
property is particularly ideal for adapting deep learning to biology tasks, as
it gives users interpretable information regarding how features contribute
to a prediction. Recently, AttentiveChrome[29] introduced two levels of
attention at the bin and the histone-modification level, enabling the user to
get information about which features were responsible for each prediction
at the sample level.
3.3 Input Generation
We focus on the predictive modeling of differential gene expression
given the histone modification profiles of a gene in two cell-types. We
formulate the output as the log fold change in expression given the histone
modification profiles for the two cell-types under consideration. Similar
to DeepChrome[28] and AttentiveChrome[29], we divided the 20, 000
basepair (bp) DNA region (+/− 10000 bp) around the transcription start
site (TSS) of each gene into bins of length 100 bp. Each bin includes
100 bp long adjacent positions flanking the TSS of a gene.We consider
five core histone modification marks that have been uniformly profiled
across multiple cell types in the REMC database ([22]). Appendix Table 4
summarizes the 5 HMs we use and their associated functional regions
on the genome. Figure 1(a) summarizes our input matrix generation
strategy. More concretely, our input for each gene includes two 5 × 200
matrices, each matrix corresponding to each of the two cell types under
consideration(depicted in Figure 1(b)). Columns and rows in each matrix
represent bins and histone modifications, respectively. Thanks to the
capability of neural networks for learning meaningful representations,
we do not perform any feature selection before feeding the matrices in
Figure 1(b) to the proposed DeepDiff model variations, a hierarchical
attention-based DNN. Compared to previous studies (Appendix Table 2),
DeepDiff does not need to explore the best-bin, averaged or other
feature selection strategies. As an end-to-end strategy(raw features to
predictions), DeepDiff eliminates the need to evaluate different feature
selection strategies.
3.4 DeepDiff : Learning meaningful representations
through two levels of embedding and attention modules
Notations: Our training set consists of Nsamp gene samples in the form
of (X(n), y(n)) pairs, where n ∈ {1
. . .Nsamp}. Given two cell-types
A and B, and a gene g under consideration, the HM profile of gene g in
A and B is denoted as XA and XB , respectively. We consider M = 5
HM marks for each gene. Each HM signal across the T = 200 bins in
cell-typeA is represented by a row vector inXA. Similarly, for cell-type
B, each HM signal is represented by a row vector in XB .
We do not perform any feature selection on the raw histone
modification features. Instead, we use deep learning modules to learn
sensible features. Our raw features have two important properties (as
depicted in Figure 1):(1) In addition to the raw HM signals from the two
cell types under consideration, we use difference and concatenation of
the raw HM signals. This results in modular raw input features with four
possible input matrices, rows corresponding to HM vectors (as shown
in Figure 1(b)). (2) These HM vectors are spatially structured along the
genome coordinate. Considering the spatially structured raw features and
their modular property, we use two levels of basic embedding modules:
Level I and Level II embedding units coupled with two levels of attention
modules. These basic modules used in DeepDiff variations are illustrated
in Figure 2. Now, we explain how we use deep learning to learn the
representation of each matrix in Figure 1(b).
Level I Embedding (f1): The Level I Embedding module consists of a
bin-level LSTM for learning the embedding of every HM, followed by a
bin level attention mechanism. The bin level LSTM sequentially models
the signal at each bin position. We name LSTMs, for all input HMs,
put together, as the Level I Embedding module. The Level I Embedding
module f1 consists of multiple bidirectional LSTMs, one for each input
HM. The LSTMj corresponding to HM j, takes as input the jth
HM,i.e, jth row vector in matrix X , Xj = [xj1, . . . ,xjt, . . . ,xjT ].
A bidirectional LSTM has one LSTM in each direction. The forward
LSTM models dependencies in xj in the direction 1 to T, i.e.,
−→
h jt =−−−−→
LSTMj(xjt) where
−→
h jt is of hidden state sizeD. The backward LSTM
models the dependencies from T to 1: that is [xjT , . . . ,xjt, . . . ,xj1].
Hence,
←−
h jt =
←−−−−
LSTMj(xjt). The output of the bidirectional LSTM is
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a concatenation of the hidden state output of the forward and backward
LSTMs at each t position:hjt = [
−→
h jt,
←−
h jt], wherehjt is of size 2×D.
Bin level Attention : Attention in Deep Learning is a powerful tool used
to highlight features that are important for a given prediction. The hidden
state at each step of the LSTM produces an embedding for that bin position
hjt. To get a cumulative embedding to represent all the bin positions,
one strategy could be to sum the embeddings across all bin positions.
However, not all the bin positions are equally relevant. For example, in
certain HM patterns, bin positions near the transcription start site are more
important than the ones away from it. To learn and encode such important
information into the embeddings, we use a soft attention mechanism that
automatically discovers which are the important bin positions as part of
the training process. The attention-augmented LSTMs result in learning a
weighting representation for the bin embeddings, such that more important
bin positions get a higher weight. In detail, this is done using a context
weight vector, denoted by Wbj of dimension 2×D for each HM j. An
attention weight αjt, corresponding to bin position t for the jth HM is
obtained by
αjt =
exp(hjt ·Wbj)
ΣTk=1(exp(hjk ·Wbk))
(2)
whereWbj is learned through training and · indicates dot product. These
attention weights are then used to weigh the embedding vectors of all
bins to get a summary embedding: hj = ΣTt=1(αjt × hjt). Essentially,
this "summary" representation for each HM represents a bin importance
weighted sum of all bins in the HM under consideration. The attention
tells us where in this HM is important for prediction.
Level II Embedding (f2): To efficiently represent the combinatorial
dependencies between the various HMs, we use another LSTM as a second
level embedding module. This LSTM takes as input the Level I Embedding
outputhj where j ∈ {1, . . . ,M}. In detail, the jthHM embedding from
Level I Embedding module hj is used as input to the jth time step in a
bidirectional LSTM. The LSTM will generate an embedding vector for
jth time step: sj = LSTM(hj).
HM level Attention : To combine the outputs from all M HMs in an
informative way, we use a second level attention mechanism to learn
attention weights βj , representing the importance of the jth HM. To get
these HM level attention scores βj where {j ∈ 1, . . . ,M}, we learn an
HM-level context vector W h to calculate an attention score as
βj =
exp(sj ·W h)
ΣMl=1(exp(sl ·Wh))
(3)
This attention weight βj intuitively represents the relative contribution of
the HM xj to the summary representation of the whole matrix X . To
get a summarized embedding of the HMs, we use the outputs at all time
steps of the HM level LSTM weighted by its attention score as the final
embedding of describing X i.e. v = ΣMj=1(βj × sj). Including the bin
level as well as HM-level attention weights representing X allows us to
interpret which bins in which HMs were relatively more important for the
current prediction.
3.5 DeepDiff Main Task: an End-to-End Deep-Learning
Architecture for Regression
We formulate differential gene expression prediction (our main task) as a
regression task. The target label for a gene is the log fold change of its
expression between the two cell-types under consideration. The learned
representation vector v from Level II Embedding is fed into a multi-
layer perceptron (MLP) module to learn a regression function, a mapping
from HM profiles to the target real value representing differential gene
expression. In detail, this prediction module fmlp(.) comprises a standard,
fully connected multi-layer perceptron network with multiple alternating
linear and non-linear layers. Each layer learns to map its input to a hidden
feature space, and the last output layer learns the mapping from the hidden
space to the output label space. The whole network output can be written
as:
f(X) = fmlp(f2(f1(X))) (4)
The parameters learned during training of function f(.) will be denoted
as Θ. Θ consists of all learnable parameters of the LSTMs as well as the
context vectors in both Level I(f1) and Level II(f2) Embedding modules,
and the parameters of the aforementioned fmlp. When training this deep
model, parameters are randomly initialized first and input samples are fed
through the network. The output of this network is a prediction associated
with each sample. The difference between each prediction output f(X)
and true label y is fed back into the network through a ‘back-propagation’
step. The parameters (Θ) are updated in order to minimize a loss function
which captures the difference between true labels and predicted values.
The loss function `Diff , on the entire training set of size Nsamp, is
defined as:
`Diff =
1
Nsamp
Nsamp∑
n=1
loss(f(X(n)), y(n)) (5)
To train our regression function for the main differential task, we select
the squared error loss as the loss function which is defined per-sample as:
loss(f(X(n)), y(n)) = (y(n) − f(X(n),Θ))2 (6)
Thus, we use mean squared error(MSE) `Diff for training. The back-
propagation step essentially uses stochastic gradient descent (SGD)
method to train parameters ([4]). For a set of training samples, instead
of calculating true gradient of the objective on all training samples, SGD
calculates gradient and updates accordingly on each training sample. Loss
`Diff , calculated previously in Eq. (5) from the training set, is fed into
the network and then a gradient descent step is applied to update network
parameters Θ as follows:
Θ← Θ− η ∂L
∂Θ
(7)
where η is the learning rate parameter and ∂L
∂Θ
is the gradient. We use the
optimizer Adaptive Moment Estimation (ADAM)[19] to train our models.
In comparison to SGD in Eq.(7), ADAM computes adaptive learning rates
η, instead of fixed η during training, for all parameters from estimates of
first and second moments of the gradients. Details of ADAM optimizer
are in Appendix Section 1.1.
3.6 DeepDiff with Multitasking: Learning Better
Representations with Auxiliary Tasks
We then extend the basic DeepDiff mentioned above into a multi-task
learning formulation, in order to learn better joint representations informed
by auxiliary tasks (details below). Multi-task learning (Multitasking) was
initially proposed by Caruana [5] to find common feature representations
across multiple relevant tasks. Most of the multitasking studies have
focused on neural networks [5], where some hidden layers are
shared between various tasks. If different tasks are sufficiently related,
multitasking can lead to better generalization. In this paper, we consider
two such related tasks as auxiliary tasks for multi-task learning with our
DeepDiff main task:
Cell-Specific Auxiliary – (Auxiliary-Task-A + Auxiliary-Task-B): We posit
the cell-type specific gene expression prediction in each of the two cell-
types A and B as the Cell-Specific Auxiliary tasks to the main DeepDiff
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1 Main Task: Differential gene expression prediction
2 Cell-Specific Auxiliary: Auxiliary-Task-A and Auxiliary-Task-B  
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Fig. 3. We implement multiple variations of DeepDiff through deep learning based multitasking. Our system includes a set of auxiliary tasks shown as units in this Figure. In details, we
use two types of auxiliary tasks coupled with the main DeepDiff task of differential gene expression. The Cell-specific Auxiliary tasks, denoted by Auxiliary-Task-A and Auxiliary-Task-B
cell-type specific gene expression prediction. The second Siamese-Auxiliary task uses the siamese contrastive loss at the Level I Embedding outputs. The DeepDiff variations are indicated
as combinations of the main task, auxiliary tasks and variations of the input.
in the training phase. We call these two tasks in cell-types A and B
as Auxiliary-Task-A and Auxiliary-Task-B, respectively. Since our main
DeepDiff task uses the log-fold change of the counts of gene expression
as the target y, we use the log of counts of gene expression in cell-type
A and cell-type B as the target value in Auxiliary-Task-A and Auxiliary-
Task-B, respectively. To handle zero values of expression, we add 1 to
all counts. Besides, we also evaluate using binarized cell-type specific
gene expression as the label for the auxiliary tasks (i.e. as classification
as opposed to regression. See details in Appendix). For Auxiliary-Task-
A, XA is passed through two levels of embedding and attention module
specific for cell-type A. The output embedding of the Level II Embedding
unit vA is passed through an MLP layer fA3 (vA). f
A
3 is used to map
XA to the target value for the gene in Cell-type A. Similarly, for the
Auxiliary-Task-B, vB , obtained by passing XB through two levels of
embedding modules, is passed through an MLP layer fB3 (vB) for Cell-
type B specific gene expression prediction. By jointly training cell-type
specific gene expression with differential gene expression, we can improve
the main DeepDiff task performance. We train both of these auxiliary
tasks using the sum of the MSE loss averaged over the training set(Eq.
(6)) between the gene expression target and predicted values for both cell-
types. We denote this cumulative Cell-Specific Auxiliary loss for both
cell-types as `CellAux.
Siamese Auxiliary – with Contrastive Siamese loss: We use a
second auxiliary task to enforce the neighborhood structure of learned
representations. This auxiliary task encourages the model to learn
embeddings whose neighborhood structures in the model representation
space are more consistent with the differential gene expression pattern.
This is achieved through a contrastive loss term inspired by the Siamese
architecture formulation[15]. In detail, a Siamese architecture consists
of two identical networks with shared parameters which accept distinct
inputs but are joined by a similarity metric at the output. This similarity
metric, used in the output loss of the network, coupled with shared
weights encourages ‘similar’ inputs to map to nearby points in the output
representation space and ‘dissimilar’ inputs to map to distant points
in the representation space. We extend this notion of similarity and
dissimilarity to the differential gene expression case. We consider the
histone modification profilesXA andXB of two differentially expressed
genes(upregulated or downregulated) to be ‘different’ and ‘similar’ for
genes not differentially expressed. We denote ‘dissimilar’ with label
S = 1 and ‘similar’ with label S = 0. If log change in differential gene
expression<= −2(downregulated) or >= 2(upregulated), we label it as
differentially regulated(S = 1). Otherwise, we label the training sample
with S = 0. For this auxiliary task, we use Level I Embedding modules
as Siamese twin networks in DeepDiff variations. For example, XA is
passed through two levels of embedding and attention modules specific
to cell-type A. Similarly, XB is passed through two levels of embedding
and attention modules. For the Siamese contrastive loss, we use the Level
I embeddings for Cell-type A and B: fA1 and f
B
1 . We use the following
siamese contrastive loss[15], denoted as `Siamese, at the output of the
Level I Embedding units fA1 and f
B
1 to train this auxiliary task:
`Siamese = (1− S)× 1
2
×R+ S × 1
2
max(0,m−R)2 (8)
Here, R represents :
R =
√
(fA1 (X
A)− fB1 (XB))2 (9)
Many possible variations of DeepDiff exist through the various
combinations of the auxiliary tasks in the multi-tasking framework as well
as the raw HM features. For example, we can use all three auxiliary tasks
to multi-task with the main task. This means the sum of the main and
auxiliary task losses is used as part of the training objective: (1) Differential
expression prediction loss for the main task (`Diff ), (2) Auxiliary task loss
(`CellAux) from the Cell-specific prediction tasks, and (3) Contrastive
Siamese Loss (`Siamese) from the Siamese-Auxiliary Task. The network
is trained using similar steps outlined in the main DeepDiff task with the
sum of these losses as training objective.
In our experiments, we have evaluated the following DeepDiff
variations:
• (Raw:d) Raw Difference Features ;
• (Raw:c) Concatenation of Raw HM features ;
• (Raw) Concatenation and difference of raw HM features;
• (Aux) Auxiliary Embeddings as Features;
• (Raw+Aux) Concatenation and Difference of HMs + Embeddings
from Auxiliary tasks;
• (Aux+Siamese) Auxiliary Features with Siamese Contrastive Loss;
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• (Raw+Aux+Siamese) Raw and Auxiliary Features with Siamese
Contrastive Loss
Figure 3 and Appendix Table 1 show the different auxiliary tasks and
resulting different DeepDiff variations through various combinations with
the raw HM features. Due to space limitation, we have the detailed
description of each variation in Appendix Section 1.3. In the rest of the
paper, we use the short names enclosed in parantheses above to refer to
each variation.
4 Experimental Setup and Results
4.1 Dataset
We downloaded gene expression and HM signal data of five core
histone modification signals for ten different cell types from the REMC
database([22]). Appendix Table 5 summarizes the IDs and information
of the ten cell-types we use that have been extensively profiled by the
Roadmap Epigenomics Project. Appendix Table 4 describes the five core
histone modifications marks we use along with their known important roles
in gene regulation. For the regression labels, we use the log fold change
of raw counts in the two cell-types under consideration as the target label
for the main task and the log of the raw counts in each cell type for the
two cell-specific auxiliary tasks. In total, we apply DeepDiff variations
and baselines(see Section 4.2) on ten pairs of cell-types from REMC.
Appendix Table 6 provides a list of the ten cell-type pairs. For each cell
type pair, we have a sample set of total 18460 genes. This set was divided
into 3 separate folds: training (10000 genes), validation (2360 genes) and
test (6100 genes) folds.
4.2 Baselines
We compare DeepDiff to two variations of the Support Vector Regression
(SVR)[6], the ReliefF based feature selection followed by Random Forest
Regression[23] and the AttentiveChrome([29]). In details:
• Single Layer SVR ([6]): The authors selected 160 bins from regions
flanking each gene TSS and TTS. Each bin uses a separate SVR,
resulting in 160 different bin-specific SVR models. The radial basis
kernel is used for the SVR. [6] proposed to use the best-bin strategy.
Therefore, by using cross-validation, we pick the best bin based on
Pearson Correlation Coefficient(PCC) used by [6]. The best bin model
is then used for prediction on the test set.
• Two Layer SVR ([6]): The two-layer model in [6] seeked to combine
the signals of all HMs across all the 160 bins. In the first layer, it
predicts expression levels in each of the bins using a bin-specific SVR
model in each individual bin. Then the expression levels predicted by
each bin are combined in the second layer using another SVR model to
make a final prediction. The radial basis kernel is used for both layers
of the SVR.
• ReliefF Feature Selection + Random Forest[23]: We implement
the best performing combination in [23]: ReliefF algorithm for
feature selection followed by random forest. While [23] treat the
problem as a binary classification with two classes of upregulated
vs downregulated genes, we used this baseline for our regression
formulation. The number of features for ReliefF is selected from the set
of {50, 70, 100}. The number of trees for Random Forest is selected
from the set of {10, 50, 100, 150, 200}.
• AttentiveChrome([29]): We also compare our models to the
differential patterns derived from predictions made by AttentiveChrome.
We train AttentiveChrome for cell type specific gene expression as a
regression task. Then we calculate the differential gene expression
prediction as the log fold change between the predicted expression
from the two trained models that are specific to the two cell-types
under consideration. In detail, for each pair of cell-types, we train
two cell-specific AttentiveChrome models independently from each
other. We then use the cell type specific predictions of each model to
calculate differential gene expression. Clearly, this baseline is not an
end-to-end solution for differential gene expression prediction.
We implemented SVR and Random Forest baselines using the scikit-learn
([27]) package. We implemented AttentiveChrome and DeepDiff models
in Pytorch. We use Pearson Correlation Coefficient to evaluate our models.
We train all the variations of DeepDiff (summarized in Appendix Table 1)
were trained using our training set and tune the hyperparameter on the
validation set. The best performing models were then evaluated on the test
set. The details about evaluation metric and hyperparameters for DeepDiff
and baselines are in the Appendix Section 1.5.
4.3 Performance Evaluation
Figure 4 shows the Pearson Correlation Coefficient (y-axis) for all
DeepDiff variations versus the baselines. The x-axis shows the ten cases
(cell-type pairs) in our experiments. The deep learning based models
outperform both the SVR as well as Random Forest baselines. The two-
layer SVR model performs better than one layer SVR. When comparing
DeepDiff variations to the AttentiveChrome baseline, DeepDiff also
outperforms, indicating the need for modeling differential gene expression
prediction. Among the DeepDiff variations, the Raw:d model performs
the worst in 9 out of the 10 cases. This indicates that simply taking the
difference of the HM signals is not enough to model the combinatorial
interactions of HMs for differential regulation. Instead, using all HM
features, instead of only the difference, is clearly helpful, as indicated by
the higher PCC of Raw:c in comparison to Raw:d across all 10 cases. The
results of Raw+Aux show that adding cell-type specific gene expression
prediction in the two cell-types as auxiliary tasks clearly helps in improving
the prediction performance. Combining Aux and Raw features gives better
performance than only Aux and Raw in 7 and 6 out of the 10 cell type
pairs, respectively. Aux+Siamese is the best performing model in 5 out of
the 10 cases. This shows that adding the Siamese-based contrastive loss
improves the prediction performance. Table 1 shows the mean and median
of the relative performance(%) with respect to PCC when being compared
to the best performing baselines: two-layer SVR and AttentiveChrome.
For example, as shown in Table 1, when averaged across the 10 cases,
combining the raw and auxiliary features (Raw+Aux variation)results in a
relative PCC with respect to the two-layer SVR baseline of 162.23%.
4.4 Interpreting differential regulation using attention
Finally, we analyze the attention weights of Level II Embedding for one
of the best performing case: cell type pair E116 and E123. Here, E116
represents ‘normal’ blood cell (GM12878) whereas E123 represents the
leukemia cell (K562). We aim to validate that the learned attention weights
can provide some insights into the differential gene regulation across these
two selected cell types: a normal and a diseased (cancer) cell state. We only
use the attention weights obtained on the test set for this analysis. First,
we get a list of down-regulated genes (with log fold change < −8.0) and
a list of up-regulated genes (with log fold change > 8.0) from the test
set. Figure 5 plots the average attention weights of each of the 5 HMs
when considering all of our selected up-regulated(black bars) and down-
regulated genes (gray bars). We observe that for the top upregulated genes,
H3K4me1 (enhancer associated) and H3K4me3 (promoter associated) get
the highest weights (i.e. contributing more importance). This is consistent
with observations by [14] that upregulated genes are more enriched for
H3K4me1 and H3K4me3 when under cancer condition.
For top down-regulated genes (Figure 5), H3K27me3 (Polycomb
Repression associated) gets a comparatively higher weight (the second
highest attention weight). [14] also reported this trend showing that down-
regulated genes are more enriched with the repressive H3K27me3 under
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Fig. 4. Pearson Correlation Coefficient (PCC) for all DeepDiff variations along with the baselines for each cell-type pair(x-axis). The best performing DeepDiff model variation is indicated
by the text label for each case (cell-type pair).
the cancer condition whereas up-regulated genes do not show variation
of this HM between normal and cancer conditions. Figure 5 shows that
H3K9me3 (heterochromatin linked) gets low attention weights for both
up-regulated and down-regulated genes. [14] also reported this trend that
the divergence of expression is less likely due to this HM. We want to
emphasize again that our model learns the importance of HMs for the
differentially expressed genes in an end-to-end manner.
Method
two-layer SVR AttentiveChrome
Mean Median Mean Median
Raw:d 153.72 156.81 108.90 102.14
Raw:c 163.59 166.64 115.75 107.64
Raw 162.94 166.55 115.26 107.71
Aux 157.64 166.58 111.20 106.13
Raw+Aux 162.23 164.73 114.61 106.62
Aux+Siamese 161.85 168.90 114.19 107.87
Raw+Aux+Siamese 161.95 166.07 114.44 107.56
Table 1. Mean and Median of the relative performance (%) with respect to
Pearson Correlation Coefficient(PCC) when comparing DeepDiff models to
the best-performing baselines: two-layer SVR and AttentiveChrome across all
ten cell-type pairs.
5 Conclusion
We have presented DeepDiff, a deep learning framework for differential
gene expression prediction using histone modifications (HMs). DeepDiff
is an attention-based deep learning architecture designed to understand
how different HMs work together to influence changes in expression
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Fig. 5. HM attention weights at Level II Embedding for one of the best performing cell type
pair - E116 and E123. Here, E116 represents ‘normal’ blood cell (GM12878) whereas E123
represents ‘cancer’ or leukemia cell (K562). We plot the average attention weights for all
5 HMs across down-regulated (log fold change< −8.0) and up-regulated genes (log fold
change> 8.0). H3K4me1 and H3K4me3 get the highest weights in upregulated genes and
comparatively lower weights in downregulated genes, indicating the importance of these
histone modifications for upregulation. Similarly, H3K27me3 gets a comparatively higher
weight (second highest weight) in downregulated genes than the same histone modification
in upregulated genes. Both these observations have been confirmed previously by [14]
through HM enrichment analysis across the two cell types.
patterns of a gene between two different cell types. DeepDiff uses a
modular architecture to represent the spatially structured and long-range
HM signals. It incorporates a two-level attention mechanism that gives it
the ability to find salient features at the bin level as well as the HM level.
Additionally, to deal with fewer differentially expressed genes between two
“00main” — 2018/7/5 — page 9 — #9
DeepDiff 9
cell types, we design a novel multi-task framework to use the cell-type-
specific prediction network as auxiliary tasks to regularize our primary
task of differential expression prediction. We also incorporate a Siamese
contrastive loss term to further improve the learned representations. For
the future work, we will evaluate the performance and the attention scores
of DeepDiff on more cell type pairs. We will incorporate additional
epigenomic signals that may relate to differential gene expression. We
would also like to explore different ways to interpret and validate the
attention weights. In summary, leveraging deep learning’s ability to extract
rich representations from data can enhance our understanding of gene
regulation by HMs, thus enabling insights into principles of gene regulation
through epigenetic factors.
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1 Appendix
1.1 Background: ADAM optimizer
ADAM[7] computes adaptive learning rates η for all parameters from
estimates of first and second moments of the gradients. The first
moment(mˆt) involves the exponentially decaying average of the previous
gradients and the second moment(vˆt) involves exponentially decaying
average of the previous squared gradients. The update rule for epoch t
during training is:
Θt ← Θt−1 − η√
vˆt + 
mˆt (1)
Here,  is a very small number to prevent division by zero.
1.2 Background: Siamese Network in Deep Learning
The Siamese architecture has been used in many real applications, like face
recognition [8] and dimension reduction [4]. A Siamese network contains
two copies of a deep neural network(DNN) sharing the same weights(W ).
Figure 1 shows a general schema of a siamese architecture. Inputs are pairs
of samples XA and XB . The two twin networks are tied by a distance
measure(DW (XA, XB)) computed at the output representations of the
two twin networks. A meaningful mapping maps similar input vectors
to nearby points on the output manifold and dissimilar vectors to distant
points. Inputs are pairs of samples. By forwarding a pair of similar samples
into the Siamese network and penalizing the outputs (distance) of the pair,
we can intuitively limit the distance between two similar samples in the
learned embedding space to be small.
DNN(W)
DNN(W)
Sh
ar
ed
 W
Fig. 1.Schematic of a general Siamese Network. Inputs are pairs of samples. By forwarding
a pair into the Siamese network and penalizing the outputs of the pair, this training intuitively
limits theDW distance between two similar samples to be small. Backpropagation is used
to train the network.
1.3 DeepDiff Variations Tried in our Experiments
We focus on the predictive modeling of differential gene expression
given the histone modification profiles of a gene in two cell-types. To
improve the prediction of differential gene expression, we use two types of
auxiliary information. We use the cell-type specific expression prediction
as an auxiliary task to the main task of differential gene expression
prediction. Additionally, we also introduce a contrastive loss term as an
auxiliary regularization term to further aid differential gene expression
prediction. Combining these different auxiliary terms helps the model
build powerful representations to improve differential gene expression
prediction performance. Figure 3 in Section 3.6 presents an overview of
our strategy. We use a number of variations of the DeepDiff model:
Raw Difference Features (Raw:d) First, we predict differential gene
expression using the difference of the corresponding HM signals X =
XA−XB . We useX directly as input to the previously described Level
I Embedding module f1. The outputs from the Level I Embedding module
are used as input to the Level II Embedding module f2. This embedding
v is passed through a linear layer for prediction. Intuitively, this is exactly
like the AttentiveChrome model with input X = XA − XB(shown
in Figure 2 in Section 3.4).
Concatenation of Raw HM features (Raw:c) In this model, we treat the
HM level signals a gene from the two cell-types as different HM features.
We concatenate the HM profiles from the two cell-types into a single matrix
X = [XA,XB ] of size (2×M)×T . This is used as input to the Level
I Embedding module f1 followed by the Level II Embedding module f2.
We use a Level I Embedding module that has one LSTM for each HM
(from both cell-types), bin level attention weights αjt, j ∈ [1 . . . 2×M ]
and t ∈ [1 . . . T ] followed by a Level II Embedding module with HM
level attention weights βj j ∈ [1 . . . 2 ×M ]. Similar to Raw:d model,
we only predict differential expression.
Concatenation and difference of rawHM features(Raw): In addition to the
concatenated HM features, this variation uses an additional set of features
corresponding to the difference of the HM profiles: XA −XB . Thus,
the input matrix is now X = [XA,XB ,XA −XB ],a (3×M)× T
matrix. We use this matrix as the input to the Level I Embedding module f1
followed by the Level II Embedding module f2. This Level II Embedding
v is passed through a linear layer for prediction.
Adding Features from Auxiliary Tasks and Auxiliary Contrastive Loss: We
propose using individual gene expression prediction as an auxiliary task
to help the harder task of differential gene expression prediction. For this
purpose, we propose the following variations:
Concatenation and Difference of HMs + Auxiliary features(Raw+Aux):
This model aims at better feature representations for the Raw model.
For this purpose, we use X = [XA,XB ,XA − XB ] as the input
to a Level I Embedding module fd1 , followed by a Level II Embedding
module fd2 for the DeepDiff main task. We add cell-type specific
gene expression prediction for cell-type A and B as the Cell-Specific
Auxiliary task(Auxiliary-Task-A and Auxiliary-Task-B, respectively). For
this purpose, another Level I Embedding module fA1 takes as input matrix
XA corresponding to the HM profile for cell-typeA. This is followed by a
Level II Embedding module fA2 for cell-type A. Similarly, we use another
Level I Embedding module fB1 followed by the Level II Embedding
module fB2 for cell-type B. To leverage the information from the cell-
type specific expression prediction tasks, additional auxiliary features are
provided to the Level II Embedding module fd2 . Concretely, in addition to
the outputs of fd1 , the Level II Embedding module f
d
2 also takes as features
outputs from the Level I Embedding modules fA1 and f
B
1 . Thus, f
d
2
receives as input the output representations from both the fA1 and f
B
1 Level
I Embedding units concatenated after the fd1 Level I Embedding module
outputs. Both the Cell-Specific Auxiliary task and the main difference
tasks are trained end to end together.
Only Auxiliary Embedding as Features(Aux): For this variation, at the first
level we use two Level I Embedding modules fA1 and f
B
1 corresponding
to each cell-type. This is followed by two Level II Embedding modules
fA2 and f
B
2 that take as input f
A
1 (X
A) and fB1 (X
B) respectively.
The output of the Level II Embedding modules gives two final auxiliary
embeddings vA, and vB (Auxiliary-Task-A Embedding and Auxiliary-
Task-B Embedding, respectively). These auxiliary embeddings are
concatenated, v = [vA,vB ], and used as input to an MLP for the final
prediction. For the auxiliary task predictions, the output vA is passed
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Model Input Features Auxiliary Task Target Labels Level I Embedding Level II
Embedding
Loss
Raw:d XA −XB - differential expression f1 f2 `Diff
Raw:c [XA,XB ] - differential expression f1 f2 `Diff
Raw [XA,XB,XA −XB ] - differential expression f1 f2 `Diff
Raw+Aux [XA,XB,XA − XB ] and
XA ,XB
Cell-Specific Auxiliary differential expression, gene expression A, gene
expression B
fd1 , f
A
1 , f
B
1 f
d
2 , f
A
2 , f
B
2 `Diff + `CellAux
Aux XA ,XB Cell-Specific Auxiliary differential expression, gene expression A, gene
expression B
fA1 , f
B
1 f
A
2 , f
B
2 `Diff + `CellAux
Aux+Siamese XA ,XB Cell-Specific Auxiliary +
Siamese Auxiliary
differential expression, gene expression A, gene
expression B
fA1 , f
B
1 (shared
weights)
fA2 , f
B
2 `Diff +`CellAux+`Siamese
Raw+Aux+Siamese [XA,XB,XA −XB ],XA ,
XB
Cell-Specific Auxiliary +
Siamese Auxiliary
differential expression, gene expression A, gene
expression B
fd1 , f
A
1 , f
B
1 (shared
weights for A and B)
fA2 , f
B
2 `Diff +`CellAux+`Siamese
Table 1. DeepDiff Variations in detail: The columns represent (a) different combinations of input features, (b) the auxiliary tasks used in the multitasking framework
(Cell-Specific Auxiliary includes both the Auxiliary-Task-A and Auxiliary-Task-B), (c) the corresponding target labels for the tasks, and (d),(e) the model architecture
of the variations: f1 represents Level I Embedding module, and f2 represents Level II Embedding module, and (f) the corresponding loss used to train the models.
through a linear layer for the prediction for cell-type A. Similarly, vB is
used as input to a linear layer for the prediction for cell-type B.
Siamese Auxiliary with Siamese Contrastive Loss(Aux+Siamese): Using
the siamese contrastive loss formulation[4], we introduce a notion
of similarity and dissimilarity based on a gene’s differential gene
expression. We consider the histone modification profiles XA and XB
of two differentially expressed genes(upregulated or downregulated) to
be ‘different’(S = 1) and ‘similar’(S = 0) for genes not differentially
expressed. We introduce a contrastive loss term `Siamese as a regularizer,
based on whether a gene is differentially regulated or not at the output
embedding of the Level I Embedding unit f1. We use the following
formulation `Siamese:
`Siamese = (1− S)× 1
2
×R+ S × 1
2
max(0,m−R)2 (2)
where:
R =
√
(fA1 (X
A)− fB1 (XB))2 (3)
In Eq. 2, m > 0 is the margin in the contrastive loss and S indicates
similarity or dissimilarity of the inputs i.e.,S = 1 if the gene is
differentially expressed, and S = 0 if not differentially regulated.
Contrastive Loss encourages ‘similar’ inputs to map to nearby points in
the output representation space and ‘dissimilar’ inputs to map to distant
points in the representation space. We use this `Siamese as a regularizer.
We classify genes based on log change in differential gene expression<=
−2(downregulated) or differential gene expression>= 2(upregulated) as
differentially regulated(S = 1) and log change in−2 <=differential gene
expression<= 2 as S = 0. For this model, we use the Level I embedding
unit as Siamese twin networks, i.e. fA1 and f
B
1 share their weights, while
fA2 and f
B
2 (similar to the aux model) do not share weights.
RawandAuxiliaryFeatureswith SiameseContrastiveLoss(Raw+Aux+Siamese):
We further add the above contrastive loss formulation to the Raw+Aux
model. We use the Level I Embeddings fA1 and f
B
1 as Siamese twin
networks that share weights, and use the concatenation of the output Level
I embeddings for the contrastive loss `Siamese in Eq. 2. In addition to
fA1 and f
B
1 , we use f
d
1 for the Raw features, similar to Raw+Aux model.
For the models with auxiliary tasks, Raw+Aux and Aux, we use
the total loss ` = `Diff + `CellAux. For Aux+Siamese, we use
` = `Diff + `CellAux +`Siamese. For the Raw, Raw:c and Raw:d
models, we only use `Diff for optimizing the network. Table 1 shows the
DeepDiff variations with corresponding architecture, target labels and loss
variations. Figure 3 in Section 3.6 presents the variations as a combination
of the DeepDiff main and Cell-Specific Auxiliary tasks.
1.4 Related Work
Table 2 compares DeepDiff with all the related studies discussed
in Section 2 for the task of quantifying gene expression using HMs.
1.5 More about experimental setup
DeepDiff and baseline hyperparameters: For Level I Embedding, we use
bidirectional LSTMs with hidden state size D = 32. Similarly, for
bidirectional LSTMs in Level II Embedding modules, we use the hidden
state size of 16. Since we implement a bi-directional LSTM, this results
in each hidden state at Level I Embedding hidden state hjt of size 64
and Level II Embedding hidden state sj of size 32. Accordingly, we set
the context vectors, Wbj and W h, to size 64 and 32, respectively. We
also use dropout, a regularization technique based on randomly dropping
units from DNNs during training to prevent overfitting. We use a dropout
probability of 0.5 for our experiments. We use hyperparameter m = 2.0
in our experiments for the Aux+Siamese and Raw+Aux+Siamese models
with Siamese Auxiliary task (Equation (2)). For both the single and two-
layer SVR models, we used cross-validation on varying hyperparameter
values of C ∈ {0.1, 1, 10, 100}. We used radial basis kernel for SVR
models. For the rest of the parameters, we used default settings in sklearn.
Evaluation Metric: We use Pearson Correlation Coefficient (PCC) to
evaluate all our variations and baselines. PCC is a measure of the linear
correlation between two continuous variables (predicted and target values
in our experiments). It ranges between 1 and−1, where 1 is total positive
linear correlation, 0 is no linear correlation, and−1 is total negative linear
correlation.
1.6 More possible experiments: Classification as
Cell-Specific Auxiliary Task
We also evaluate using classification labels for the Cell-Specific Auxiliary
Task as opposed to regression. To formulate the labels in cell-type specific
gene expression prediction in each cell-type as binary classification, we
follow AttentiveChrome. In detail, for each cell type, we choose the cell
type specific median of the rpkm gene expression as the threshold to
classify the expression as 1 or−1. We use the log fold change in rpkm gene
expression values as the regression label for the differential expression task.
If the auxiliary task is classification, v
′
A, defined in Appendix Section 1.3
for Cell-Specific Auxiliary task, will be fed to a softmax output layer.
To train this classification auxiliary task, we minimize the negative log
likelihood loss. Figure 2 shows the PCC for all model variations for
classification of cell-type specific gene expression as auxiliary tasks
and Table 3 shows the relative performance (%) with respect to Pearson
Correlation Coefficient(PCC) when comparing Aux and Raw+Aux models
to two-layer SVR. Because rpkm is a cell type specific normalization, we
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Computational Study Differential Unified Non-
linear
Bin-Info Representation Learning Feature
Inter.
Interpretable Output
Neighbor
Bins
Whole
Region
Linear Regression ([6]) × × × × × X × X Regression
SVR (single layer) ([1]) X × X Bin-specific × X X × Regression
SVR (two layer) ([1]) X × X × × X X × Regression
SVM ([2]) X × X Bin-specific × X X × Classification
Random Forest ([3]) × × X Best-bin × X × × Classification/Regression
ReliefF+Random Forest ([10]) X × X × × X × × Classification
Rule Learning ([5]) × × X × × X X X No prediction
DeepChrome-CNN [11] × X X Automatic X X X × Classification
AttentiveChrome[12] × X X Automatic X X X X Classification
DeepDiff (this study) X X X Automatic X X X X Regression
Table 2. Comparison of previous studies for the task of quantifying gene expression using histone modification marks (adapted from [11]). The columns indicate (a)
whether the it is a differential gene expression or cell type specific gene expression prediction study, (b) whether the study has a unified end-to-end architecture or
not (c) if it captures non-linearity among features (d) how has the bin information been incorporated (e) if representation of features is modeled on local and global
scales, (f) if combinatorial interactions among histone modifications are modeled, (h) if the model is interpretable, and (g) the output formulation of the study.
use rpkm as the target label in this case for consistency with the labels for
Cell-Specific Auxiliary tasks.
Fig. 2. Cell-Specific Auxiliary as classification: Pearson correlation (PCC) for
DeepDiff main task and multi-tasking with Cell-Specific Auxiliary as classification for
six cell-type pairs. The text label for each cell-type pair is the best performing DeepDiff
variation.
Method Mean Median
Aux 173.20 172.58
Raw+Aux 179.17 192.33
Table 3. Relative performance with Cell-Specific Auxiliary asclassification:
Mean and Median of the relative performance (%) with respect to Pearson
Correlation Coefficient(PCC) when comparing DeepDiff multitasking with
classification based Cell-Specific Auxiliary models to one of the best-
performing baselines: two-layer SVR across six cell-type pairs.
Histone Mark Associated with Regions
H3K4me3 Promoter
H3K4me1 Enhancer
H3K36me3 Transcribed
H3K9me3 Heterochromatin
H3K27me3 Polycomb Repression
Table 4. Five core histone modifications as defined by [9] with associated
regions on the genome.
REMC Id Cell type
E123 K562
E116 GM12878
E003 H1 Cell Line
E004 H1 BMP4 Derived Mesendoderm Cultured Cells
E005 H1 BMP4 Derived Trophoblast Cultured Cells
E006 H1 Derived Mesenchymal Stem Cells
E037 CD4 Memory Primary Cells
E038 CD4 Naive Primary Cells
E007 H1 Derived Neuronal Progenitor Cultured Cells
Table 5. The cell-types (and corresponding REMC ID) used in the experiments.
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