Massively unsteady separated flow past a four-wheel rudimentary landing gear is computed based on three different numerical approaches. The methods include Delayed Detached Eddy Simulation (DDES) and the Unsteady Reynolds-Averaged Navier-Stokes (URANS) method based on the two-equation Shear Stress Transport (SST) model as well as Large Eddy Simulation (LES) based on the dynamic model. Using computational fluid dynamics software ANSYS R CFX R , surface features of both the mean and unsteady flows are studied and compared with experimental data, such as time-averaged pressure, surface flow patterns, sound pressure level and so on, while flow field characteristics like instantaneous vorticity and turbulent kinetic energy are obtained to assess the quality of different numerical methods. The accuracy of DDES in predicting the landing gear flow is assessed both aerodynamically and acoustically from an engineering point of view. As expected, URANS can predict the attached flow near the wall well, but fails to obtain reasonable fluctuations in detached regions. Owing to poor near-wall grid resolution, LES predicts some non-physical separation in the area where the flow was originally attached, which adds superfluous turbulence fluctuations. The results of DDES have the advantages of both, and are in good agreement with the experimental results, which characterize the unsteady properties of the flow better. The feasibility of the CFX-DDES method is demonstrated in predicting the unsteady flow for landing gears with moderate grid scales. What's more, because of its numerical robustness and low dissipation, DDES also obtains better nearfield noise distribution which shows the potential in noise prediction for engineering applications. Additionally, a detailed analysis aiming at exploring the troublesome mechanisms of noise source generation is also exhibited using DDES. It shows the possibility that strongly unsteady interactions between vortices and landing gear structures may contribute to noise generation.
Introduction
Landing gears are one of the most important contributors to modern airframe noise. During the landing process, the noise generated by landing gears can reach 25% of the total aircraft noise when the flaps are closed (Monclar, 2003) , whereas for some widebody jets such as the Boeing 777 and Airbus 340, the landing gear-induced noise can play a dominant role (Chow, Mau, & Remy, 2002) . To some extent, the landing gear noise consists of broadband noise generated by unsteady vortex shedding, interactions of turbulent wakes between components, shear-layer breakdown and cavity noise from gear wheels. Each component interacts intensively with the surrounding air and forms a complex unsteady flow. Research has been attempted to measure the contributions of each component so that these measurements can then be used as a basis for the design of noise reduction for landing gears (Yokokawa CONTACT He-Yong Xu xuheyong@nwpu.edu.cn et al., 2010) . Recently, several new methods for noise reduction of landing gears have been investigated, such as fairings (Boorsma, Zhang, & Molin, 2010) , porous meshes (Takaishi et al., 2017) , optimized components, air curtains (Oerlemans & de Bruin, 2009) , plasma actuators, vortex generators (Hao & Jia, 2016) and so on. Kennedy, Neri, and Bennett (2016) generally group these techniques into four categories based on how they function, including component enhancement, component smoothing, flow enhancement and flow deflection. Nevertheless, some of these techniques are still at a low technology readiness level due to highly unsteady flow around landing gears, making it difficult to study the noise by experimental means (Dobrzynski, 2010) . Over the past several decades, significant progress has been made in computational resources. During this period Computational Fluid Dynamics (CFD) has matured into a rich and diverse subject, expanding its tentacles to many other fields of engineering ranging from trains (Niu, Zhou, & Liang, 2018) to ships (Shi, Xu, Zong, & Xu, 2018) to wind engineering (Mou, He, Zhao, & Chau, 2018) and so on. Meanwhile, the handin-hand development of new algorithms as well as Computational Intelligence (CI) Faizollahzadeh et al., 2018) and new numerical models are also responsible for the great impact of CFD on both applied scientific and engineering problems. Just as Spalart mentioned, 'The future of noise prediction and some day noise-oriented design belongs to unsteady numerical simulation' (Spalart, Shur, Strelets, & Travin, 2011) . With current advances in computational power, noise sources can be provided by these unsteady flow simulations through numerically resolving turbulent coherent structures with significant accuracy. Furthermore, coupled to Computational Aero-Acoustics (CAA), the distribution of far-field noise can then be obtained using the aforementioned noise sources acquired by CFD. However, with the number of landing gear wheels continuing to rise, even more complexities have been added to the already sophisticated flow around landing gears. Therefore, the accuracy of solving turbulent fluctuations in the near field will directly affect the prediction of landing gear noise. Appropriate employment of numerical approaches on massively separated flows around landing gears is still a great challenge for both CFD and CAA.
Originally, the Reynolds-Averaged Navier-Stokes (RANS) method, famous for its lowest cost and good performance in engineering applications, could not predict the strongly unsteady behaviors around the landing gears very well, for it only resolves mean flow-fields but models all the turbulent scales. To overcome these disadvantages, Large Eddy Simulation (LES) resolves a large part of the turbulent scales and uses a simple SubGridScale (SGS) model to model the smaller scales instead of further grid refinement. However, it is still too demanding in terms of high computational cost in near-wall region at the practical Reynolds numbers of landing gear flows. In contrast, a trade-off can be found in the hybrid RANS/LES methods such as the formulation of Detached Eddy Simulation (DES) denoted DES97 and first developed by Spalart, Jou, Strelets, and Allmaras (1997) . In the category of DES modelling approaches, RANS modelling is used in the wall boundary layer to alleviate the nearwall grid resolution, while LES-like treatment is applied in other regions where it is more appropriate to simulate massively separated flows, for example, landing gear flows. However, problems arise when fine wall-parallel grid refinement is produced near wall, known as Grid Induced Separation (GIS) , where DES97 may falsely indicate premature separation. To fix this problem, Spalart et al. (2006) proposed a modified version of DES, termed Delayed Detached Eddy Simulation (DDES), in which a shielding function was proposed to enforce the RANS mode to be active within the boundary layer. What's more, to eliminate the Log Layer Mismatch (LLM) effect and exploit DDES as a potential Wall-Modeled LES (WMLES), Travin, Shur, Spalart, and Strelets (2006) proposed an Improved Delayed Detached Eddy Simulation (IDDES) model, which showed better performance in weakly separated regions.
In the last decade, a number of investigations of high-fidelity numerical simulations (Hedges, Travin, & Spalart, 2002; Lockard et al., 2004) in conjunction with high-quality experimental data (Guo, Yamamoto, and Stoker, 2006) on massively separated flows past landing gears have been performed, aiming at exploring the mechanisms of noise generation. Lazos (2002a Lazos ( , 2002b Lazos ( , 2004 carried out a series of experiments about the mean flow field around the four-wheel Simplified Landing Gear model (SLG), which demonstrated that vortex shedding between the wheels might constitute potent noise-generation. However, due to its strong dependence on Reynolds number resulting from the untripped circular axles, SLG measurements increased the complexity in understanding the already complex flow. SLG measurements also lacked sufficient unsteady data for noise prediction. In consequence, a new array of experiments on a modified model called Rudimentary Landing Gear (RLG) were carried out by Venkatakrishnan et al. (2011) . The main difference compared with SLG was that the axles and post of the RLG were larger and square in shape, making the flow past the RLG less dependent on Reynolds number. Above all, limited unsteady pressure measurements were also presented. Following these experimental efforts, Spalart, Shur, Strelets, and Travin (2010) firstly used DES (in its delayed form) to simulate flow around the RLG, and concluded that DDES would have good potential for massively separated flow prediction. Krajnović et al. (2008) presented a comparative analysis of simulations for the RLG model between the Partially-Averaged Navier-Stokes (PANS) and LES-Smagorinsky method, and the results showed that PANS had a clear advantage over LES with moderate grid resolution. Xiao, Liu, Luo, Huang, and Fu (2013) studied the flow and the near-field noise using DDES and IDDES. They suggested that both DDES and IDDES showed good agreement with the experimental measurements, while IDDES was able to be more effective in capturing the secondary separation and horseshoe vortex structures. With most of the simulations above describing the aerodynamic quantities, Wang, Mockett, Knacke, and Thiele (2013) coupled DES with a Ffowcs Williams/Hawkings calculation and predicted the far-field noise distribution of the RLG model.
Albeit there are numerous studies about the flow field and noise prediction of the landing gear, few efforts have focused on the mechanisms of the noise generation on the landing gear. Consequently, in this article, the characteristics of noise sources of Rudimentary Landing Gear (RLG) are studied numerically, and the near-field features of noise sources are highlighted through time-dependent vortex motions. The generation of three high Sound Pressure Level (SPL) regions around the rear wheel and the truck are mainly discussed, providing some insights into the mechanisms of landing gear noise generation. In order to study the feasibility of a commercial package in predicting the massively separated flow past landing gears, the DDES method and the Unsteady ReynoldsAveraged Navier-Stokes (URANS) method based on a two-equation Shear Stress Transport (SST) turbulence model as well as the LES dynamic model are implemented on the ANSYS R CFX R platform. And two sets of multi-block structural meshes with 6 and 14 million grid points are involved to investigate the effects of grid density. Compared against the wind-tunnel data obtained by Venkatakrishnan et al. (2011) , the details of the flow features are also presented in this article, including the surface time-averaged pressure, pressure fluctuations, aerodynamic force coefficients, surface flow patterns, the distribution of SPL and the turbulent kinetic energy, which show the impact of different numerical methods on the simulation.
Numerical case description
It should be highlighted that the geometry, i.e. Rudimentary Landing Gear, used in this study is a highlysimplified four-wheel landing gear defined by only a few geometric components, which includes main truck, four wheels and a vertical strut. It was also proposed as a benchmark test case for the European Advanced Turbulence Simulation for Aerodynamic Application Challenges (ATAAC) (Alistair, 2018) project and the AIAA workshop on Benchmark problems for Airframe Noise Computations (BANC) project for unsteady CFD methods validation and aeroacoustic predictions. Its dimensions and test flow conditions have been described in detail in earlier experiments and numerical studies (Spalart & Mejia, 2011; Venkatakrishnan et al., 2011) . Tested in the low speed wind tunnel at the National Aerospace Laboratories (NAL), Bangalore, India, the RLG model was mounted inversely at the center of the tunnel with wheels facing the flow at zero degree azimuth incidence. The test section here consists of a square crosssection of 3.69D width and 3.69D height, which produces a relatively large blockage and decreases the impact of the Reynolds number. The freestream Mach number is Ma = 0.115, which is equal to an inflow velocity of U ∞ = 40 m/s. And the diameter of the wheel D is about 0.406 m, corresponding to a Reynolds number of 10 6 based on D and U ∞ . Data acquired in this experiment include surface oil flow visualization, static surface pressure, static force measurements and unsteady surface pressure. In detail, the unsteady pressures were measured at 36 kulite transducers on the surface of the RLG. Nineteen kulites were distributed along the meridian of the forward wheel, while the rest were positioned on the truck and strut. By rotating the wheel in 2 • increments about its axis, then measurements can be gathered to obtain a complete pressure map on the wheel. After the wheel completed a rotation of 360 • , the whole model was rotated in 180 • so that the measurements on the backward wheel could be gathered. The data of each kulite was sampled at 10 kHz for a total 204,800 pressure measurements. The experimental results were provided by Venkatakrishnan et al. (2011) for code validation and performance assessment.
Geometry and boundary condition
The computational domain used in this simulation takes the same form as the test section in the wind tunnel at NAL, as shown in Figure 1 . In order to capture the pressure fluctuations on the surface of the RLG accurately, compressible effects are taken into account and therefore the air is modeled as an ideal gas. The inlet which is 5D upstream of the center of the landing gear is specified by (Xiao et al., 2013) . uniform total pressure boundary condition targeting at U ∞ = 40 m/s. The pressure outlet condition is set 10D downstream of the center. The reference pressure in the outlet is set to 1 atm and the inlet air temperature is 299 K. The no-slip wall condition and the defaulted adiabatic condition are set for the surface of the RLG model. In addition, the pressure gradients at the wind-tunnel walls are checked against experiment (not shown in this paper) and are weak enough except for the cases at the bottom wall, where a horseshoe vortex is induced due to the presence of the strut. It would be better, as Spalart and Mejia (2011) recommend, to treat all the wind-tunnel walls (the top, side and bottom walls) as inviscid with a slip wall condition such that the boundary layers are not resolved in the computation. However, it would not be accurate to specify the bottom wall as an inviscid wall, and the pressure fluctuations on the bottom wall may not match well with experiment.
Computational grid
Two sets of multi-block structured grid, the coarse and the fine, are generated using the commercial software POINTWISE for the calculations and the grid sensitivity study. The coarse grid is achieved by decreasing the fine grid points in the x-, y-and z-directions by 40%, respectively, and the overall size of the grid is about 6 million cells for the coarse grid and 14 million for the fine one, as shown in Figures 2(a) and 2(b). Both grids are generated to have a thin wall-surrounding layer around the landing gear walls to capture the boundary layer. The grid spacing in the first layer normal to the wall is about 2.5 × 10 −6 D, ensuring that the y + in the wall-adjacent cell is of the order of unity (Figure 3 ).
In the fine grid, the grid size on the wheels, truck and strut is about 0.01D, and the grid cells outside the boundary layer are essentially isotropic within a region of 2D away from the landing gear surface. The streamwise grid scales at 2D from the center of the RLG are about 0.035D, which then extend to the outlet at a stretching rate of 1.1.
Numerical methods and turbulence modelling
In the present study, all CFD simulations are performed by using the commercial package CFX 14.0 developed by ANSYS, which is based on a discretization of the governing equations using an element-based finite volume method and a pressure-velocity coupled approach. In order to predict the massively separated flow past the RLG accurately, a compressible solver was used and three different kinds of method were applied with all default settings given in the software, including URANS, DDES and the LES dynamic model from Lilly (1992) . In both the URANS and DDES approaches, the two-equation k-ω shear stress transport (SST) model developed by Menter (1994) was involved. Based on the earlier k-ω model of Wilcox (1988) , this model introduced a modification to the eddy viscosity that accounted for the transport of the turbulent shear stress. Not only can this model offer a much more robust and accurate viscous sublayer formulation, but it also produces more accuracy for boundary layers in adverse pressure gradients. Details of the DDES and LES models are given in the following section.
Delayed detached eddy simulation
The earlier version of DDES developed by Menter and Kuntz (2004) was used in the current simulation. Since the DES methods can be constructed through modification of the destruction term of the turbulent kinetic energy transport equation (Strelets, 2001) , the k-equation in DDES can be given by
(1) where μ t denotes the turbulent viscosity. The production term and the destruction term are given by
Differing from the DES-SST proposed by Strelets (2001) , the hybrid length scale l DDES for DDES can be defined as
This length scale can switch between the turbulence length scale l RANS and the filter length scale l LES , which are defined as
where DDES is related to the maximum local mesh spacing as the filter width and β * denote constants of the original Wilcox model (Wilcox, 1988) . F SST is a damping parameter taking the form in the SST model (Strelets, 2001 ), which offers the highest level of protection against grid induced separation. For example, in the near-wall region with large adverse pressure gradients, F SST equals one and forces the simulation to RANS mode, whereas outside the boundary layer, it turns to zero and switches the mode to LES form.
Large eddy simulation
For the large eddy simulation, it is critical to employ a subgrid model to account for the physical effects of the unresolved turbulence on the resolved turbulence. In general, the Smagorinsky model (Smagorinsky, 1963) is the most popular subgrid model and provides the eddy viscosity as
where the carets represent grid-filtering and C s is the Smagorinsky constant. In this work, LES for LES is taken as the cubic root of the cell volume. Additionally, the dynamic Smagorinsky-Lilly model is employed and C s is not taken as a constant any more, but dynamically evaluated for each cell during time-processing following a method proposed by Germano et al. (1991) .
Numerical methods
The available 'high resolution' scheme of CFX (HRS), which is a bounded second-order upwind biased discretization (ANSYS, 2012) , is applied in all the simulations to approximate the convective fluxes in the current work. Based on an approach similar to those of Barth and Jespersen (1989) and Darwish and Moukalled (2010) , this scheme varies between second-order and first-order depending on spatial gradients by calculating the bounded values. This means that, in regions with low variable gradients, a second-order upwind scheme is used, while in areas where the gradients change sharply, a first-order upwind scheme is used to maintain robustness. In particular, for the numerical treatment of DDES, a special built-in mechanism can be activated automatically via the blending function as proposed by Strelets (2001) that allows the use of the HRS in RANS regions and a second-order Central Difference Scheme (CDS) in unsteady regions, i.e. the LES regions. This switch is based again on the hybrid DDES nature and uses the following approximation of the inviscid flux F inv in the governing equations:
where F CDS and F HRS denote the central and the highresolution approximations of inviscid flux, respectively; σ is a blending function (varying from zero to one) which is based on several parameters, including the grid spacing and the ratio of vorticity to strain rate. of the cavity and the wake of the RLG, where DDES performs in LES mode, σ is close to zero and the scheme acts virtually as CDS. On the other hand, in the near-wall RANS regions and the irrotational areas of the flow, σ is nearly unity and the scheme is effectively the high-resolution one. As a consequence, the DDES cases in this study could not only benefit from CDS to insure a minimum level of numerical dissipation, but also maintain robustness to prevent near-wall numerical instabilities by using HRS. Thus, the hybrid HRS/CDS scheme of DDES calculations seems to provide low enough numerical dissipation compared with the cases of LES and URANS, which use only HRS. In addition, the implicit second-order backward Euler scheme is used for the unsteady formulation in all calculations. Given that the unsteady pressure data is sampled at 10 kHz for each kulite transducer in the experiment , the same time step, i.e. 0.0001 s, is applied and the total computational time is 1.0 s. On the grounds of the fully implicit solution, only six sub-iterations within each time step are enough to make sure the root mean square (r.m.s.) residual is less than 10 −5 for the convergence criterion to start the next time step. Before the timeaveraging process begins, a settle time of 0.2 s is simulated to reach a statistical steady state, then a time sequence of 0.8 s is collected to create a time-averaged data sample.
Results and discussion

Effect of grid resolution
The results of the grid sensitivity study for DDES are plotted in Figures 5-7. Figure 5 presents the corresponding non-dimensional vorticity at two planes, across the strut and the truck, respectively. The comparisons clearly show that the effects of the grid density can exert a significant influence on the instantaneous vorticity distribution. The coarse grid presents relatively large-scale structures and a low-resolution flow field. However, the fine grid presents plenty of small-scale structures and the resolution is also higher due to its dense grid scale distribution. Figures 6 and 7, respectively, show comparisons of the averaged pressure C p ave and the fluctuant pressure C p rms between the coarse and the fine grid simulations. The experimental data, labeled EXP NAL, is taken from the ATAAC project website (Alistair, 2018) . Here, the pressure coefficient is plotted along the circumferential direction in the center plane of the wheels, and Figure 8 (a) clearly displays the azimuthal distribution around the wheels. It is observed that the agreement with measurements between both grids on the averaged pressure is reasonably good, although both of them somewhat underpredict the pressure at 0-60 • of the rear wheel. However, as shown in Figure 7 , the coarse grid performs poorly and underpredicts the r.m.s. fluctuant pressure at most locations where flow separation and reattachment can happen regularly. The calculations of the fine grid are in better agreement with the experimental data, indicating that the refinement of the grid has a large impact on the fluctuant field but a negligible influence on the averaged field. Hence, subsequent work will be based only on the fine grid, unless otherwise stated.
Comparison of the results obtained with DDES, LES and URANS
In this section, some of the most significant flow features computed are presented and discussed compared with the experimental data in as much detail as possible, with the aim of assessing the performance and viability of different numerical methods in predicting the massively separated flow past the RLG. Unsteady surface SPL and pressure spectra are also validated and discussed afterwards to describe the noise generation. In the following, coherent tridimensional vortices around the RLG are firstly identified by means of the turbulent viscosity ratio as well as the Q-criterion (Hunt, Wray, & Moin, 1988) . The iso-surface in Figure 9 shows that both DDES and LES can capture abundant vortical structures with the same grid, while DDES seems to resolve smaller vortices, especially between the wheels and in the wake where large-scale vortices decay into smaller ones. This decay is indicated by the higher values of the turbulent viscosity downstream. The main reason for this difference between DDES and LES is probably due to the different definitions of eddy viscosity and the effects of numerical dissipation. For example, in the LES mode of the DDES prediction, it is well known that the assumption of local equilibrium between the production term P k and the destruction term D k can lead to the already known relation
which means that the eddy viscosity is proportional to the magnitude of the strain tensor and to the square of the filter width (Strelets, 2001) , which is very similar to the relation given in Equation (5a). As mentioned previously, the filter width for DDES is based on the maximum local mesh spacing, whereas LES uses the cube root of the local cell volume. Hence, DDES can generate a higher level of eddy viscosity than LES can. Consistent with previous explanation, the low dissipative discretization of the convective terms of DDES calculations is sufficient to further resolve smaller scales of motions in the wake compared with those of LES, and a similar phenomenon was also found in the work of Constantinescu and Squires (2003) as the hybrid upwind/central schemes used in DES actually resolve the vortex shedding in the detached shear layers reasonably well. Unfortunately, the result of URANS only shows relatively large structures with the highest eddy viscosity values near walls, leading to higher dissipation of the small flow structures in the wake. Figures 10 and 11 show the mean flow patterns around the RLG model for two planes through the sections Y = 0 and Z = 0.44D, respectively. The mean flow fields are generally similar for all the numerical calculations. As shown in Figure 10 , all the plots show that the flow separates from the back and the lateral side of the fore wheel, then impinges on the truck and the frontal side of the rear wheel. Behind the rear wheels, a large recirculation zone can be observed, though its shape and extension are slightly different from each other. It should be noted that the flow patterns and the contours in Figure 10 are nearly symmetric about the model, ensuring that all the simulations have been run for a sufficient time in both the flow development and the time-averaged process. Distinguishably, all of them indicate several vortices inside the cavity (shown in the dashed rectangle), though the ones simulated by LES are a little larger. What's more, the absence of the separation bubble emanating from the outboard edge at the back of the fore wheel is also remarkable in the results of URANS. On the circumferential plane (z = 0.44D) shown in Figure 11 , all the calculations have claimed flow separation behind the fore wheel with approximately similar locations, although different cases show a different separation intensity, and a spiral vortex originating from the fore wheel can easily be seen in the cases of DDES and LES, which indicates the complex flow features between the wheels.
Mean flow patterns in space
Surface flow patterns and the time-averaged pressure
Comparisons of the surface flow patterns as well as the surface averaged pressure distribution on the RLG model are presented in Figures 12-15 . Photos of the surface oil flows together with contours of the experimental C p ave are also provided. To simplify the description of the complex flow on the wall, the critical points theory proposed by Perry and Chong (1987) is introduced. According to the study of Lazos (2002b) on the surface topology of landing gears, the critical points in this section can be classified into seven groups (shown in Figure 16 ). Typical patterns presented include UnStable Node (USN), Stable Node (SN), Unstable Foci (UF), Stable Foci (SF), Bifurcation Line of Attachment (BLA), Bifurcation Line of Separation (BLS) and Saddle (S).
From the front view, shown in Figure 12 , the streamlines and pressure coefficients of the attached flow for the three cases are in good agreement with the measurements on the windward side of the wheels. The high-pressure region A corresponds to the stagnation point USN 1 , while C corresponds to the line of attachment BLA 1 , which may probably be ascribed to the impingement of the wake off the fore wheel. However, the flow predicted by LES exhibits a large difference from the experimental and other numerical cases on the lateral sides of both the fore and the rear wheels. With the streamlines converging around the shoulder of the wheels, LES predicts a redundant separation bubble downstream the low-pressure region B. A similar phenomenon was also found in the work of Krajnović et al. (2008) , which suggested that this problem might be caused by inaccurate near-wall grid resolution. Figure 13 presents the surface streamlines on the inboard side. Due to the blockage of the rectangular truck, a symmetrical high-pressure region labeled D together with a crescent-shaped separation line BLS 1 can easily be observed on the inboard side of the fore wheel, which indicates a large flow separation. Then parts of the separated flow reattach on the windward side, leading to a line of attachment BLA 2 and a saddle S 1 . The results of DDES and LES match the measurements well, while URANS fails to predict the line of attachment. The other line of separation BLS 2 , which is nearly asymmetric, can be observed on the rear wheel. This can result from the downwash effect of the flow coming off the fore wheel and the vertical strut on the wing side which acts as a blockage. Because of the large flow separation downstream of the rear wheel, little difference can be found among all the flow patterns, while DDES shows better agreement with the measurements in the shape of pressure contours.
The rear view of the fore wheel in Figure 14 shows the complicated nature of the flow. A stable focus SF 1 is formed by the high-speed fluid from the ground side and the inboard side of the wheel, which leads to strongly unsteady behaviors like vortex shedding indicated by the formation of the low-pressure region E . The majority of the flow separates off the edge on the shoulder (labeled BLS 3 ) and then impinges on the rear wheel. The rest reattaches on the fore wheel and forms the saddle S 2 at 165 • where it meets the flow forming the focus. On the wing side, a stagnated region characterized by the unstable node USN 2 can be observed , which might be caused by separated flow reattachment on the wing side. Compared against the experimental data, all the simulations match the oil flow measurements well on the ground side and the difference is trivial, while DDES shows better agreement in the shape of pressure contours and the position of the saddle S 2 (164, 162 and 170 • for DDES, LES and URANS, respectively). Only DDES captures the unstable node on the windward side at 200 • , though the predicted position is slightly different from the measurements (at 190 • ), which indicates the superiority of DDES in predicting small-scale flow separation and reattachment.
From the rear view of the back wheel, shown in Figure 15 , the flow patterns are relatively simpler than those on the fore wheel in Figure 14 . The high-speed fluid from the ground side converges and separates forming the line of separation BLS 4 where it meets the separated flow from the outboard side forming a large separation bubble. The line of separation shown as BLS 4 5 can be found on the outboard side in which the low-pressure region F is located. Characterized by massive flow separation, a large low-velocity region on the wing side can be observed indicated by the higher pressure level, and the computational pressure contours look similar to those in experiments, although all the numerical calculations predict a somewhat larger region F.
Comparisons of the C p coefficients of the wheels are also presented quantitatively in Figures 17 and 18 The computed and experimental surface C p distributions for the fore wheel are shown in Figure 17 along the circumferential direction. In general, the agreement between the C p values of the experiment and the three numerical cases is quite good. All of them can predict the pressure at the attached regions on the windward side well. However, a relatively obvious difference can be found on the outboard side (z = 0.591D) where the low-pressure region B exists (0 • ≤ θ ≤ 60 • and 270 • ≤ θ ≤ 360 • ), almost all the calculations overpredict the C p . The main discrepancies occur particularly in the valley (120 • ≤ θ ≤ 180 • ) of the curve on the inboard side (z = 0.323D). This directly corresponds to the lowpressure region E where amounts of separation and vortex shedding may happen. But the calculations of DDES show the best agreement with the measurements while others predict slightly higher pressure values.
On the rear wheel shown in Figure 18 , the trends of ups and downs in these graphics are totally different from those on the fore wheel -in particular for 0 • ≤ θ ≤ 60 • on the inboard side, where a trough of C p can be seen. This suggests that a small low-pressure region is formed on the ground side next to the high-pressure region C. In addition, the crest shown at 300 • ≤ θ ≤ 360 • also indicates the asymmetry of region C, which is mainly caused by the blockage effect of the vertical strut. At the position for 120 • ≤ θ ≤ 240 • in the three plots, all the calculations predict a gentle pressure plateau which indicates a large flow separation on the leeward side of the rear wheel, and the agreement with the measurements is good except for that of LES on the outboard side. The reason for this is not clear but may again be caused by the poor grid resolution in the near-wall region. On the other hand, the DDES calculations again show the best agreement with the measurements. LES has a slightly poorer performance when predicting the flow around the shoulder on the outboard side where the flow is full of turbulence. Another notable aspect from these C p plots is that URANS has difficulty in matching the measurements on the high-pressure region C where flow reattachment and impingement occur recurrently. In spite of these differences observed in the predicted magnitude, all the calculations suggest similar tendencies for C p and are consistent with the experimental data.
Pressure lift and drag coefficients
In this subsection, the computational pressures are integrated over the surface of the wheels and averaged during the calculation to give the averaged pressure lift and drag coefficients in Table 1 . The reference area here is taken as 1.066,75D 2 (Xiao et al., 2010) , which is the sum of the frontal projected area of the whole RLG model. All the simulations produce a credible drag coefficient C D with a maximum 2.5% difference from the experimental data of Spalart and Mejia (2011) . However, the prediction of the lift force coefficients is poor, and the discrepancy is more than 60% of the experimental measurement. Similar results can be found from other research groups using DES and LES in Spalart and Mejia (2011) . Almost all the CFD results are higher than experiment, and the reason is still unknown. Turning to the predicted root-meansquare values of the lift and drag coefficients (C L and C D ), the calculations of DDES and LES yield quite similar predictions, while those of URANS yield the lowest ones. Meanwhile, Figure 19 shows the PSD of the computational drag coefficient. It is interesting to note that the Strouhal number (St) is not particularly sensitive to the choice of simulation approach, since all the calculations yield a primary frequency where St is about 1.0. However, URANS presents a slightly lower PSD level than DDES and LES even if they obtain similar trends for ups and downs, which shows the poor performance of URANS in capturing fluctuations.
The results for a wheel-by-wheel comparison are shown in Table 2 . As expected, the predicted drag coefficients for wheels are again in quite close agreement with the measurements, and little difference can be found between the results of DDES and LES. Relatively, URANS appears to underestimate C d of the rear wheel by 16.5%. However, the results for lift coefficients are more encouraging than those in Table 1 . The difference from the measurements is acceptable, and it is less than 0.01 for wheels when DDES is employed. The reason for this is unknown but might probably lie in the inappropriate pressure distribution on the truck and strut or the inviscid wind-tunnel wall condition on the windward side.
Unsteady on-surface pressure
To explore the region with potential noise generation, the unsteady surface pressure fluctuations on the RLG model are compared with the existing experimental data collected by kulite unsteady pressure sensors. Figure 20 presents an overview of the whole RLG model with the SPL distributions, into which the r.m.s. pressure fluctuations are transformed. Both DDES and URANS calculations show much lower values of SPL than those of the experiment (about 10 dB) in the first half part of the fore wheels. As expected, this discrepancy is reasonable since the flow behaves in an attached manner and both DDES and URANS behave in RANS mode in the region. On the other hand, LES presents higher SPL values on the lateral side where non-physical flow separation happens. With the fluid moving rearward, the flow becomes more unsteady and turbulent, and the SPL values appear to be higher at the back of the fore wheels where flow separation and vortex shedding happen regularly.
Owing to the impingement of the separated shear flow off the fore wheels, several large high-SPL regions colored in red are generally identified on the ground-facing surface of the truck (i.e. A ) and the inner-front side of the rear wheels in all the simulations. In these regions, especially in A where the maximum SPL could reach However, because of the lack of kulite transducers, the contours of SPL for EXP NAL cannot be mapped on the truck and strut. Instead, the comparisons of C p rms at 15 sample points on the truck and strut are presented in Figure 21 . The computational results of DDES are in best agreement with the measurements, except at point 12 where a large discrepancy of about 0.035 occurs on the wing side of the truck. In contrast, LES produces much higher values at point 12 and the difference reaches about 0.1. LES also predicts higher values at points 4 and 16 on the strut while URANS predicts the lowest values at all of these positions. That difference is possibly caused by shear-layer instability from the sharp edge, which seems to be predicted too upstream by LES but a bit downstream by DDES. Nonetheless, both DDES and LES can predict the pressure fluctuations well at points 2 and 9, between which the high-SPL region A is located.
The details of SPL on the wheels are compared between Figures 22 and 23 in order to discuss further the rest of the high-SPL regions, and the extrema of SPL over the wheels are also presented in Table 3 separately.
On the forward surface of the front wheel, which is shown in Figure 22 , the disagreement with experiment is obvious but foreseeable as both DDES and URANS act in RANS mode in the attached region. LES provides a slightly higher SPL (about 3 dB on average) in this region, but it is still too large for aeroacoustic prediction. On the rearward surface, the difference between computations and measurements is relatively smaller while the calculations of DDES show better agreement with the experimental data. Two high-SPL regions labeled B and C can be clearly observed in the simulations of DDES and LES. Both of them can reach the maximum SPL value at 144 dB. However, LES provides larger shapes of these regions and higher SPL extrema (about 145 dB). The main reason might be that the non-physical separation produced by LES can have an unneglectable impact on the prediction of fluctuations. In addition, the region B often corresponds to vortex shedding as well as the focus shown in Figure 14 , while C corresponds to unsteady separations and reattachment. As expected, URANS gets the worst results and cannot offer reasonable SPL values in the high-SPL regions. Spalart and Mejia (2011) .
On the rear wheel presented in Figure 23 , two main noise sources can be identified on the inboard side of the windward surface where turbulent wakes from the fore wheels impinge. One with very high-SPL value (region D , about 149 dB) is on the ground side while the other with relatively high-SPL value (region E , about 147 dB) is on the windward side. The agreement between the computations and the measurements is similar to that observed on the fore wheel. DDES presents more suitable shapes and distributions while those predicted by LES are a little larger. In addition, both of them overpredict the SPL extrema in region D by about 1 dB. URANS once again provides smaller scope and lower extrema (about 147 dB) in regions D and E . On the leeward surface, another two high-SPL regions, F and G , can be observed, which might be caused by the massively unsteady separation. However, the results of all the simulations match the measurements less satisfactorily, and even the DDES calculations struggle to provide reasonable shapes and extension for these regions. In this regard, extensive work remains to be done.
Seeking more quantitative validation, six selected locations near the high-SPL regions are chosen to compare computational results with the experimental unsteady pressure signals. It should be noted that the experimental data are sampled at 10 kHz for about 20 seconds for a total of 204,800 pressure measurements. Following the same sampling frequency, the computational results are collected for 0.8 s for about 8000 measurements. The frequency resolution is about 0.07 and 2 Hz for experimental and computational measurements, respectively. Figure 24 compares the experimental and numerical PSD levels in decibels versus Strouhal number (St = fD/U ∞ ) at six high-SPL locations from B to G . In general, both DDES and LES can predict the pressure fluctuations well at low frequencies for St < 8. However, LES presents a slightly higher PSD than DDES at G , which is consistent with the comparisons shown in Figure 23 . URANS shows similar trends of ups and downs at low frequencies, but the overall SPL levels are slightly lower than those in other calculations and measurements, especially at the location of C . In addition, both DDES and LES together with URANS capture an obvious primary frequency at B , C and D , where St is around 1.0. This demonstrates that the flow separates and reattaches periodically from the front wheel. At high frequencies where St is above 10, all of the three calculations significantly underestimate the levels of PSD, especially in the case of URANS, which yields the lowest levels and struggles to predict the pressure fluctuations at high frequencies. It should also be noted that this frequency cut-off might be caused by the grid resolution combined with the numerical dissipation, and the small-scale structures captured by DDES and LES might not be acoustically sufficient.
Total Turbulent Kinetic Energy (TKE)
High-order statistics of all the simulations are also shown in Figure 25 by contours of the resolved turbulent kinetic energy k = (u u + v v + ω ω )/2U 2 ∞ , which is nondimensionalized by the square of the freestream velocity. For all cases, a high level of the resolved flow-field unsteadiness can be found in the vicinity of the region A , where the TKE peaks at values of about 0.303, 0.309 and 0.255 for DDES, LES and URANS, respectively. Downstream of the RLG model, the entire wake region is also energetic for both DDES and LES. However, the large deviation between the DDES and LES calculations is that the shear layer originating from the wing side of the truck's leading edge as well as the wake of the vertical strut is not equally well captured. In the case of LES, the energetic region behind the strut seems to be somewhat more upstream, which happens at about 1D, with that of DDES happening at 1.5D, and the shear layer separating from the sharp edge of the truck (shown in the dashed rectangle) is more turbulent with a peak value of TKE at 0.13, while that of DDES only reaches 0.06. However, this might reflect the Kelvin-Helmholtz (K-H) instability in these separated shear layers at such Reynolds numbers. Figure 26 presents some K-H like structures which are visualized by the instantaneous magnitude of pressure gradient using DDES and LES. Qualitatively speaking, since reasonable structures and unsteadiness are detected behind the strut and on the wing side of the truck, it is possible for LES to detect the K-H instability occurring in the shear layers and leading to transition. Such detailed flow structures are not resolved by the DDES simulation, as shown in Figure 26 (a). Therefore, DDES may fail to resolve the K-H instability, although the same grid is applied in both cases. As mentioned in the previous study in Figure 21 , LES is still unable to resolve the exact position where K-H instability starts to occur. Instead, it always gives an earlier prediction, which is probably due to inadequate near-wall grid resolution. On the other hand, the weakness of TKE in URANS is particularly evident downstream of the wheels where turbulent fluctuations don't persist, and no shear layer instability is detected by URANS (not shown in this paper).
Generation of the main noise sources
To identify the dominant noise sources and reveal the relevant physical mechanisms responsible for noise generation, one way is to obtain an in-depth understanding of the noise generation mechanism by linking the simultaneous visualizations of the instantaneous flow and the sound pressure field. In this subsection, the SPL distribution together with the instantaneous vorticity, which is normalized by the diameter of the wheels D and freestream velocity U ∞ , is presented to show the generation of the very-high SPL regions A , D and E using DDES. Figure 27 depicts the transient evolutionary process of the instantaneous vorticity between the wheels at different sections, respectively. The vortical features on the X-Z-plane through C and E are shown in Figure 27 (a). Here, DDES clearly displays the transient vortex evolution (shown in the dashed rectangles) from the fore wheel, including the birth development (1), formation of the elongation (2), rupture, shedding (3) and impingement (4) onto the outward part of the rear wheel. Meanwhile, the shear layers generated from the sharp corner of the strut also join the impingement, although onto the inner side of the rear wheel, and these strongly periodic behaviors commonly lead to high SPL of the wide-ranging region E .
On the ground side of the wheels, the cut plane through regions B and D , where SPL peaks at 144 and 149 dB on the fore wheel and rear wheel, respectively, is presented in Figure 27 (b). In the absence of the vertical strut, the alleviation of the blockage effect is evident from the fact that the shear layers detached from the leading edge of the truck, destabilize and break down into small pieces. Hence the vortical structures shown here are more abundant than those on the wing side. On the other hand, it can be observed that the vortex shed from the fore wheel has a significant effect on its surrounding eddies and region D . The vortex (shown in the dashed rectangles) is born near B and immediately swirls downstream in a clockwise direction (i), then it evolves and ruptures (ii), and impinges partly on D (iii). Afterwards, the rest of the vortices combine with each other and eventually impinge on the windward surface (iv) of the rear wheel. It should be noted that the vortex motions and interactions between the wheels are so strong that even the surrounding vortices detached from the truck can spiral into this area. These are probably the main reasons why the SPL at D can reach its highest on the rear wheel.
On the ground side of the sharp corner regions, Figures 28(a)-28(d) show strong interactions between vortices and the sharp square edge. The very-high SPL region A , where the maximum of SPL is over 150 dB, can be generally understood as a consequence of the alternate vortex shedding that happens periodically on both sides of the sharp corner of the truck. It is interesting to note that the vortex shed from one side particularly spirals upward to the opposite side, showing that the strongly mutual interactions between vortices also exist around A .
Conclusion
Based on the industrial software ANSYS-CFX, the unsteady flow around the rudimentary landing gear placed in a wind tunnel has been investigated by the twoequation DDES-SST and URANS-SST models as well as the LES dynamic model. Two sets of grids with 6 million and 14 million grid points were employed to explore the effects of the grid resolution of DDES. The grid sensitivity study demonstrates that the grid density has a negligible impact on the prediction of the mean flow quantities, but has a significant influence on the unsteady pressure fluctuations, and that the finer the grid, the better the agreement with the measurements will be.
Based on the fine grid, a comparative analysis between the computational results of DDES, LES, URANS and the experimental measurements has been conducted to show the physically and geometrically complex flow in as much detail as possible.
(1) In the time-averaged computations, URANS shows reasonable prediction in the attached region but is not able to capture the small-scale flow separation and reattachment between the wheels. In general, both DDES and LES with the same grid can agree reasonably well with the experiments in respect of the surface flow patterns and the mean pressure field. However, the near-wall flow structures that are responsible for turbulence are not resolved in LES due to poor near-wall grid resolution. Surprisingly, this results in a non-physical separation bubble on the lateral side of the fore wheel where flow was originally attached, thus showing the great advantage of DDES in predicting the massively separated flow past the RLG in both the attached and separated regions. (2) In the fluctuant and instantaneous simulations, neither LES nor URANS is able to predict the pressure fluctuations accurately on the wheels, truck and the vertical strut. As expected, URANS drastically underestimates the SPL on the wheels because of its large numerical dissipation, while LES somewhat overpredicts it due to the non-physical separation and the premature shear layer instability. DDES, on the other hand, shows better capability in predicting these fluctuations and PSD spectra on the wheels where vortex shedding and impingement happen periodically, indicating its suitability for physicalbased noise calculations of landing gears. DDES also resolves smaller and richer flow structures than those by LES. (3) Unfortunately, without enough unsteady experimental data on the truck and strut, we cannot fully ascertain the real positions where the shear layer instability, i.e. transition, occurs. But it seems that the transition predicted by LES is somewhat earlier, while DDES produces a slightly later transition.
Last but not the least, the mechanisms of landing gear noise generation are highlighted in this paper using DDES. The main noise sources on the windward side of the rear wheel marked as D and E with high-SPL values are mainly caused by the strongly periodic impingement of vortex shedding off the leeward side of the fore wheel. On the other hand, intense interactions between vortices and the sharp corner on both sides of the truck and the alternate vortex shedding are evident and are responsible for the formation of the very-high SPL region A on the truck. What's more, there also exists strongly mutual interference between vortices downstream of the ground side of the fore wheel, where amounts of small-scale vortices are pulled into this large spiral.
It should be noted that the present work mainly studies the flow features and the near-field noise generation of landing gear, and viscous effects of the wind-tunnel walls are not considered. Future work will mainly focus on the far-field noise prediction and noise reduction methods of landing gear, and the simulated cases will be closer to real conditions, such as considering the effects of roughness of wind-tunnel walls. Moreover, one shortcoming of this research may lie in the inappropriate spatial-temporal resolution of the simulation, since the two grids under consideration may not be acoustically sufficient to resolve higher frequencies, and further mesh refinement is desirable. Furthermore, the effects of different time steps will also be studied in the next step, and refinement of the temporal resolution will be included.
