Abstract -Time Slotted Channel Hopping (TSCH) is one of the access behavior modes defined in the IEEE 802.15.4e standard. It combines time slotted access with multi-channel and channel hopping capabilities, providing predictable latency, energy efficiency, high network capacity, and high communication reliability. In this paper we focus on the formation process of TSCH networks, which relies on the regular advertisement of Enhanced Beacons (EBs). We consider a simple random-based advertisement algorithm, and evaluate its performance, through analysis and simulation, in terms of joining time (i.e., total time taken by a new node to join the network). We found that the joining time depends on a number of factors and, mainly, on the number of channels used for EB advertisement.
INTRODUCTION
Wireless Sensor and Actuator Networks (WSANs) are expected to play a key role in the realization of the future Internet of Things that will connect to the Internet any kind of devices, living beings, and objects [1] . A WSAN consists of a number of sensor and actuator devices deployed over a geographical area and interconnected through wireless links. Sensor devices gather information from the physical environment (e.g., temperature, pressure, vibrations), perform a preliminary local processing, and send (raw or processed) data to a controller. Based on the received data, the controller takes intelligent decisions and performs appropriate actions, through actuator devices, to change the behavior of the physical environment [2] . WSANs are already used in many application domains, ranging from traditional environmental monitoring and location/tracking applications to industrial [3] and healthcare [4] applications. In the industrial field WSAN applications include factory automation [5] , distributed and process control [6] [7] [8], real-time monitoring of machinery health, detection of liquid/gas leakage, radiation check [9] , and so on. In the healthcare domain WSANs have been considered for the monitoring of physiological data in chronicle patients and transparent interaction with the healthcare system [10] [11] .
In recent years, many standards have been issued by international bodies to support the development of WSANs in different application domains. They include IEEE 802.15.4 [12] , ZigBee [13] , Bluetooth [14] , WirelessHART [15] and ISA-100.11a [16] . In 2012 IEEE released the 802.15.4e standard [17] that extends the original 802. 15.4 standard to address the emerging needs of embedded industrial applications. IEEE 802. 15 .4e defines a number of MAC (Medium Access Control) behavior modes, to support specific application domains, and some general functional improvements not tied to any specific application domain. In this paper we focus on the Time Slotted Channel Hopping (TSCH) mode [17] , which combines time slotted access -already available in the original 802.15.4 MAC protocol -with multi-channel and channel hopping capabilities, thus providing increased network capacity, high reliability and predictable latency, while maintaining very low duty cycles (i.e., energy efficiency). The TSCH mode is topology-independent as it can be used to form any network topology (e.g., star, tree, partial mesh or full mesh).
So far, researches on 802.15.4e TSCH have focused mainly on link scheduling, i.e., on how to assign links to nodes for data transmissions. A number of link scheduling algorithms have been proposed in the literature, that take either a centralized [18] or distributed approach [19] . Interactions between TSCH and protocols defined for the Internet of Things have been also addressed [20] . In this paper we focus on the TSCH network formation process. This process is strongly influenced by the policy used to announce the network presence, which is based on sending special messages named Enhanced Beacons (EBs). However, the standard does not specify any advertising policy as it is responsibility of a layer above the MAC.
In this paper we define a random-based advertisement algorithm that is a generalization of the algorithm used in [20] . We also analyze the considered algorithm in terms of joining time, i.e., total time taken by a device to join the network. Since a device has to keep the radio always on, while connecting to the network, the joining time is also a measure of the energy spent by the device to connect. To evaluate the performance of the considered advertisement algorithm we rely both on analysis and simulation, and investigate its sensitiveness to different parameters, such as number of used channel offsets, node density, packet error rate, and number of available frequencies. We found that the joining time is strongly influenced by the number of channels used for advertising EB messages. Using more channels reduces the joining time (and, hence, the energy spent to join the network). On the other side, using more channels for advertising increases the number of transmitted EBs. Hence, it reduces the bandwidth available for data transmissions and increases the energy spent for advertising the network. However, we found that, typically, using a large number of different channels is not necessary, unless the network density is extremely high.
The remainder of this paper is organized as follows. In Section II we introduce the 802.15.4e standard, while in Section III we focus on the TSCH mode and define our advertisement algorithm. In Section IV we model the network formation process through a discrete-time Markov chain. In Section V we show our analytical and simulation results. Finally, we draw conclusions in Section VI. [21] ). In this paper we focus on the Time Slotted Channel Hopping (TSCH) mode, which is the most general and complex one.
II

III.
TIME SLOTTED CHANNEL HOPPING TSCH [17] combines time slotted access with multichannel and channel hopping capabilities. Hence, it provides large network capacity, high reliability and predictable latency, while ensuring energy efficiency, thanks to the time slotted access mode. TSCH can be used with any network topology (e.g., star, tree, partial mesh or full mesh). However, it is particularly well-suited for multihop networks where multi-channel communication allows for an efficient use of the available resources.
A. TSCH Access Mode
In TSCH nodes synchronize on a periodic slotframe consisting of a number of timeslots. Figure 1 shows a slotframe with 5 timeslots. Each timeslot allows a node to send a maximum-size data frame and receive the related acknowledgement. If the acknowledgement is not received within a predefined timeout, the retransmission of the data frame is deferred to the next time slot assigned to the same (senderdestination) couple of nodes.
One of the main characteristics of TSCH is multichannel communication, based on channel hopping. In principle, 16 different channels can be used for communication, and each channel is identified by a ‫,ݐ݁ݏ݂݂ܱ݈݄݁݊݊ܽܿ‬ i.e., an integer value in the range ሾ0,15ሿ. In practice, the number of available channels ሺܰ ሻ may be lower than 16 as some channels could be blacklisted, due to low communication quality. In TSCH a link is defined as the pairwise assignment of a directed communication between devices in a given timeslot on a certain channel offset [17] . Hence, a link between communicating devices can be represented by a couple specifying the timeslot in the slotframe and the channel offset used by the devices in that timeslot. Let ሾ݊, ‫‪ሿ‬ݐ݁ݏ݂݂ܱ݈݄݁݊݊ܽܿ‬ denote a link between two devices. Then, the frequency ݂ to be used for communication in timeslot ݊ of the slotframe is derived as:
݂ ൌ ‫ܨ‬ሾሺ‫ܰܵܣ‬ ‫‪ሻ‬ݐ݁ݏ݂݂ܱ݈݄݁݊݊ܽܿ‬ ‫݀݉‬ ܰ ሿ (1) where mod indicates the modulo operation while ‫ܰܵܣ‬ is the Absolute Slot Number, defined as the total number of timeslots elapsed since the start of the network (or an arbitrary start time determined by the PAN coordinator). It increments globally in the network, at every timeslot, and is thus used by devices as a timeslot counter. Using the multi-channel mechanism, several simultaneous transmissions can take place in the same timeslot, provided that different transmissions use different channel offsets. Also, Equation (1) implements the channel hopping mechanism by returning a different frequency for the same link at different slotframes.
A key element in TSCH is the link scheduling algorithm, i.e., how to assign links to nodes for data transmissions. However, the 802.15.4e does not specify any specific algorithm as it is assumed to be implemented by upper layers. The standard just defines mechanisms to execute a link schedule. A number of link scheduling algorithms have been proposed in the literature [18] [19] .
B. TSCH PAN Formation
Like the original 802.15.4 standard [12] , TSCH supports two classes of devices, namely Full Function Devices (FFDs) and Reduced Function Device (RFDs). FFDs implement all the functionalities defined in the standard and can act as network coordinators. Instead, RFDs implement only a subset of functionalities and cannot act as coordinators.
The network formation starts when a FFD, typically the PAN coordinator, advertises the network presence by sending Enhanced Beacons (EBs) at regular times. EB messages are special TSCH frames containing the following information.
• Synchronization information (allows new devices to synchronize to the network); • Channel hopping information (allows new devices to learn the channel hopping sequence); • Timeslot information (describes when to expect a frame transmission and when to send an acknowledgment);
• Initial link and slotframe information (allows new devices to know: (i) when to listen for transmissions from the advertising device, and (ii) when to transmit to the advertising device).
A device wishing to join the network starts scanning for possible EB messages. As soon as it receives a valid EB message from an advertiser node, the MAC layer notifies the higher layer. The latter initializes the slotframe and links, by exploiting the information in the received EB message, and switches the device into TSCH mode. At this point the device is connected to the network. Then, the device typically goes through a procedure aimed to allocate communication resources (i.e., slotframes and links) to the joining device. This procedure may also include a security handshake to mutually authenticate the joining device, configure encryption keys, and configure routing information. The mechanism and rules for setting up communication resources and configure security and routing policies are not defined in the 802.15.4e standard, as they are under the responsibility of the higher layers (e.g., the application or network layer). Once connected and configured appropriately, devices may send EB messages, on their turn, to announce the network presence.
The EB advertising policy is not part of the 802.15.4e standard as it is under the responsibility of upper layers (e.g., the application layer). To define an advertising policy we need to decide how to advertise (i.e., which nodes should send EB messages) and when to advertise (i.e., the rate at which EB messages should be sent by advertiser nodes). The simplest idea is letting all (full function) devices, that have already joined the network, to advertise EB messages. As far as the advertising rate, there are two contrasting requirements. On one hand, the rate should be as high as possible to allow devices to join the network quickly and save energy (it may be worthwhile pointing out that, while waiting for a valid EB message, the joining device must kept the radio always on). On the other hand, sending EB messages too often consumes bandwidth and energy at advertiser nodes. Also, in a real setting the advertising rate should vary dynamically, depending on the operating conditions (e.g., node density, packet error rate, available energy). To the purposes of our analysis we define a simple random-based advertisement algorithm that is a generalization of the algorithm used in the TSCH implementation described in [20] .
Random-based Advertisemt Algorithm
In the random-based advertisement algorithm considered here all FFDs that have already joined the network act as advertiser nodes and broadcast periodic EB messages to announce the network. Each node is assigned, through the link scheduling algorithm, a link in the slotframe given by ‫,ݐ݈ݏ݁݉݅ݐ‪ሾ‬‬ ‫‪ሿ‬ݐ݁ݏ݂݂ܱ݈݄݁݊݊ܽܿ‬ for the transmission of EB messages. Timeslots devoted to EB advertisement repeat periodically, with a period ܶ ா . For any advertiser node, if ܶ ா (expressed in number of slots) and the number of available channels ܰ are relatively prime, the translation function of the multi-hopping mechanism ensures that EB messages are transmitted on different channels in subsequent cycles, and, above all, all the available ܰ channels are used over ܰ cycles.
A collision occurs during the transmission of an EB message, in a certain link, if two or more (advertiser) nodes transmit simultaneously. To reduce the collision probability each advertiser node transmits its EB message, at a scheduled link, with a probability ‫‬ ா (and refrains with probability 1 െ ‫‬ ா ሻ. The appropriate ‫‬ ா value is derived autonomously by each node, depending on the local operating conditions (i.e., number of neighbors), in such a way to minimize the collision probability. Hence, different nodes generally use different ‫‬ ா values. In Section IV we derive the optimal value for ‫‬ ா .
IV. PERFORMANCE ANALYSIS
In this section, we model the node connection process, based on the advertisement algorithm described in the previous section, through a discrete-time Markov chain, and derive the joining time, i.e., the total time taken by a node to connect to the network. We also derive the optimal ‫‬ ா value to be used by an advertiser node. We consider a single node u, willing to join the network (throughout referred as the joining node) and assume that there are ܰ advertiser nodes from which node u can potentially receive an EB message. For simplicity, we assume that the advertisement period ܶ ா is the same for all the advertiser nodes (ܶ ா and the number of available channels ܰ are assumed to be relatively prime). In our analysis we consider a worst-case scenario where all the advertiser nodes send their EB messages in the same timeslot, and using the same channel offset, at each period. In addition, they all are neighbors of each other.
In the considered scenario a simultaneous transmission of two (or more) advertiser nodes always results in a collision. As mentioned in the previous section, to reduce the collision probability each advertiser node actually transmits EB messages with a probability ‫‬ ா (and refrains with probability 1 െ ‫‬ ா ). Hence, a successful EB transmission occurs when (i) only one advertiser node transmits its EB message and all the remaining ܰ െ 1 nodes refrain, and (ii) the transmitted EB message is received correctly by the joining node. Assuming a packet error rate ‫‬ ாோோ , the probability that the joining node receives a valid EB message can be expressed as:
In Equation (2), the second term gives the probability that one advertiser node (out of ܰ) transmits its EB message, while the first term is the probability that the transmitted EB message is correctly received by the joining node. It can be shown, through simple algebraic manipulations, that the above probability takes its maximum value at ‫‬ ா ‫כ‬ ൌ 1 ܰ ⁄ . Hence, hereafter we will assume ‫‬ ா ൌ ‫‬ ா ‫כ‬ ൌ 1 ܰ ⁄ . According to the TSCH network formation algorithm, a node willing to join the network turns on its radio and listens for EB messages on a given channel frequency ݂. Since ܶ ா (expressed in number of timeslots) and the number of available channels ܰ are assumed to be relatively prime, due to the channel hopping mechanism, EB messages are transmitted on different frequencies in subsequent cycles of duration ܶ ா (throughout referred to as EB cycles, or cycles for short). Hence, at a given cycle, the joining node can receive an EB message only if the latter is transmitted on channel ݂ in that cycle. We observe the state of the system at the beginning of each EB cycle (i.e., just before the transmission of the EB message). Let ‫ܤ‬ denote the EB cycle when the joining node starts listening for EB messages. We define an EB cycle as GOOD if node ‫ݑ‬ is using the same channel frequency as the advertiser nodes in that cycle, and BAD otherwise. We also distinguish bad cycles as BAD 0 , if a good cycle has not been encountered yet, and BAD ୬ otherwise. The state of node ‫ݑ‬ at the beginning of any EB cycle ‫ܤ‬ ሺ݅ ൌ 0,1,2, … ሻ can be represented by means of a couple ‫,݁ݐܽݐݏ_݈݁ܿݕܿ‪ሺ‬‬ ‫,‪݉ሻ‬ݑ݊ݍ݁ݏ‬ where ‫݁ݐܽݐݏ_݈݁ܿݕܿ‬ may be GOOD, BAD , or BAD ୬ , while ‫݉ݑ݊ݍ݁ݏ‬ specifies the number of consecutive cycles already experienced in that state. We also consider a special state, referred to as JOIN where node ‫ݑ‬ moves as soon as it receives a valid EB. Figure 2 shows how the state of node ‫ݑ‬ evolves over time. Let ܰ denote the number of channels available for communication. Assuming that the joining node has no information about the frequency used by the advertiser nodes, initially it starts either in state ሺGOOD, 0ሻ, with probability 1 ܰ ⁄ , or in state ሺBAD , 0ሻ, with probability ሺܰ െ 1ሻ ܰ ⁄ . Assuming that the joining node is initially in state ሺBAD , 0ሻ, in the next step it will move to state ሺGOOD, 0ሻ, if it encounters a good EB cycle, which occurs with probability 1 ሺܰ െ 1ሻ ⁄ , or to state ሺBAD , 1ሻ, if the next EB cycle is bad, which occurs with probability ሺܰ െ 2ሻ ሺܰ െ 1ሻ ⁄ . Similarly, let us assume that, at a given time, the joining node is in state ሺBAD , ݅ሻ, for ݅ ൌ 1, 2, … , ܰ ܿ െ 3. This means that it has already experienced ݅ consecutive bad cycles. Hence, in the next step it will move to state ሺGOOD, 0ሻ, if the next cycle is good, i.e., with probability 1 ሺܰ െ ݅ െ 1ሻ ⁄ , or to state ሺBAD , ݅ 1ሻ in case of another bad cycle, i.e., with probability ሺܰ െ ݅ െ 2ሻ ሺܰ െ ݅ െ 1ሻ ⁄ . If the joining node always experience bad cycles, after ܰ െ 2 steps it reaches state ሺBAD , ܰ െ 2ሻ. However, the next cycle will be necessarily a good one, and the joining node will move to state ሺGOOD, 0ሻ.
Let us now consider the evolution from state ሺGOOD, 0ሻ. Since the EB cycle is good, the joining node has an opportunity to receive a valid EB message and complete the join, moving to the absorbing state JOIN, where it remains forever. According to Equation (2), the latter transition occurs with a probability ܲ ௩ௗ . If the joining node misses the EB (i.e., with probability 1 െ ܲ ௩ௗ ) it has to wait for more ܰ െ 1 cycles to have a new opportunity. Hence, in Figure 2 , the chain evolves through a sequence of states, each accessed with probability 1, and finally reaches state ሺGOOD, 0ሻ again. This sequence models a deterministic delay equal to ሺܰ െ 1ሻ EB cycles.
The random process described so far, whose transition state diagram is depicted in Figure 2 , is a discrete time Markov chain, as (i) state transitions occur at discrete times, and (ii) the probability to move to a new state only depends on the previous state. Its transition probability matrix can be easily derived by using the transition probabilities shown in Figure 2 . Through the transition probability matrix, we can derive the probability ܲ ሺ݇ሻ , i.e., the probability that the joining node receives a valid EB message, thus joining the network, after exactly k EB cycles from ‫ܤ‬ . To this end, let us denote by Ω the set of states of the Markov chain. We can sort states so that the initial states ሺGOOD, 0ሻ and ሺBAD , 0ሻ are the first one and the second one in the sequence, and the absorbing state JOIN is the last one in the sequence. Let denote the initial probability vector and the probability vector after ݇ EB cycles from ‫ܤ‬ ሺ݇ ൌ 0,1,2, … . ሻ. Without losing in generality, we can assume
Hence, ൌ · . Let |Ω| denote the cardinality of Ω, i.e. the total number of states. Since JOIN is the last state in the sequence (according to the selected order) it follows
Let us indicate as ߤ ሺୋୈ,ሻ and ߤ ሺୈ,ሻ the average time spent by the joining node u to reach state JOIN when it starts from state ሺGOOD, 0ሻ and ሺBAD , 0ሻ, respectively. The computation of ߤ , ‫݅‬ ‫א‬ Ω , can be performed solving the following system of equations, with ߤ as unknowns:
where ‫‬ is the transition probability from state i to state j. Then, the average joining time ߬ can be derived as:
V. RESULTS In this section we evaluate the performance of the considered advertisement algorithm in terms of joining time. To this end, we use the analytical formulas derived in the previous section. We also use simulation to (i) validate our analytical model, and (ii) investigate the algorithm performance when the advertiser nodes use more than one channel offset to transmit their EB messages.
To this end, we implemented the advertisement algorithm using the ns2 simulation tool [22] . We modeled the same scenario considered in the analysis. However, in our simulation experiments we relaxed the assumption that all the advertiser nodes use the same channel offset to transmit their EB messages. Instead, channel offsets are deterministically assigned to advertiser nodes, so as to ensure a fair utilization of all channel offsets. Of course, the number of channel offsets (throughout referred to as ܰ ), must be less than, or equal to, the number of available channel frequencies ܰ . When using more channel offsets, the number of (neighboring) advertiser nodes using the same channel offset reduces with ܰ (on average it is equal to ܰ ܰ ⁄ ) Hence, the EB collision probability reduces accordingly. In our experiments ‫‬ ா is set autonomously by each advertiser node, depending on the number of neighboring advertiser nodes using the same offset.
For each experiment we performed several independent replications. The simulation results shown below are averaged over all replications. We also derived confidence intervals by using the independent replications method and 95% confidence level. However, in our results, confidence intervals are so small that they cannot be appreciated in the presented plots. We found that simulation results almost overlap analytical results in all the considered scenarios. The analytical results, that refer to the case when a single channel offset is used, represent an upper bound for the joining time experienced by connecting nodes. Also, the analytical formulas allows to better understand the behavior of the system.
In the following discussion, unless stated otherwise, we will assume that there are 3 advertiser nodes from which the joining node can potentially receive an EB message i.e., (ܰ ൌ 3ሻ, all channels are available for communications (i.e., ܰ ൌ 16) and EB messages are never corrupted, i.e., the packet error rate ሺ‫‬ ாோோ ሻ is null. In our analysis we varied each of the above-mentioned parameters, one at a time, to analyze its influence on the performance of the advertisement algorithm. Fig. 3 shows the average joining time expressed in number of EB cycles (of duration ܶ ா ), as a function of the number of advertiser nodes. We considered different numbers of channel offsets ሺܰ ሻ used by the advertiser nodes to broadcast their EB messages. As expected, the highest joining time is experienced when a single channel offset is used. In addition, in this case, the average joining time increases very quickly with the number of (neighboring) advertiser nodes. This is due to repeated collisions experienced in the transmissions of EB messages (see Equation (2)). Using more channel offsets reduces significantly the average joining time and, hence, the energy spent by devices to join the network. On the other side, it reduces the bandwidth available for data transmissions. Moreover, when using ܰ different channel offsets, on average, ܰ EB messages are transmittedinstead of one -at each EB cycle, since advertiser nodes transmit EB messages with a probability ‫‬ ா depending on the number of neighbors using the same channel offset.
Hence, the energy spent to advertise the network presence increases with ܰ . Fig. 3 . Avg. joining time vs. # of advertiser nodes ሺ ൌ , ൌ ). Fig. 3 also shows that increasing the value of ܰ is beneficial only if the number of neighboring advertiser nodes is larger than the current number of channel offsets. For this reason, in Fig. 3 , curves corresponding to different values of ܰ ሺܰ 2ሻ overlap in the first part. In conclusion, using many different channel offsets (e.g., more than 4) may be useful only when the network is very dense and, thus, there are many neighboring advertiser nodes. In the previous experiments we assumed that EBs are never corrupted by transmission errors. Of course, this is an optimistic assumption. Fig. 4 shows the influence of the packet error rate on the average joining time when there are 3 advertiser nodes from which the joining node can potentially receive an EB message (ܰ ൌ 3) and all channel frequencies are available (ܰ ൌ 16). As expected, the joining time increases as the wireless medium becomes more and more unreliable. The amount of this increase strongly depends on the number of channel offsets ܰ .
When the packet error rate passes from 0% to 30%, the joining time increases by about 55% with a single offset, while the increase is approximately 25% and 15% with 2 or more channel offsets. This is because (i) the percentage of non-valid EB transmissions, due to collisions, is higher when the number of channel offset is low (e.g., ܰ ൌ 1, see Equation (2)) and (ii) the time a joining node has to wait, after each non-valid EB transmission, to have a new opportunity, decreases as ܰ increases. Hence, the effects of transmission errors are more severe when using a single channel offset. So far we have assumed that all the available channel frequencies can be used for advertising EBs. In the next set of experiments we assume that only a subset of channel frequencies are used for this purpose (we also assume that joining nodes are aware of the subset of frequencies used for EB advertisement). Fig. 5 shows that, for any number of channel offsets, the average joining time increases linearly with the number of channel frequencies ܰ used for advertisement. Obviously, the number of channel offsets must be lower than, or equal to, the number of channel frequencies (for this reason some curves start from a given point in Fig. 5 ). The results show that, using only a subset of channel frequencies for advertisement would reduce significantly the joining time. However, joining nodes should be aware of the subset of frequencies that is used. Also, they should start listening on one of the frequencies in the subset.
VI. CONCLUSIONS In this paper we have investigated the network formation process in 802.15.4e TSCH sensor/actuator networks. Since the standard does not specify any algorithm for advertising Enhanced Beacons in order to announce the network presence, we have defined a simple, random-based advertisement algorithm. We have analyzed the proposed algorithm in terms of joining time, by analysis and simulation. We have found that the joining time is mainly influenced by the number of channel offsets used for advertising Enhanced Beacons. Using more channel offsets reduces significantly the joining time and, hence, the energy spent by devices to join the network. On the other side, it increases the number of transmitted EBs and, hence, the energy spent by advertiser nodes. Moreover, using a large number of different channel offsets for advertisement may be beneficial, in terms of reduced joining time, only when the network density is extremely high. As a future work, we plan to extend the analytical model presented in this paper to consider the use of multiple channel offsets for advertising the network presence.
