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JUSTIFICACIÓN Y OBJETIVOS 
 
La idea que desarrollamos en este proyecto surgió del interés en conocer con mayor 
profundidad el campo del reconocimiento de objetos mediante visión. A pesar de ello, el 
desarrollo de un sistema de identificación requiere de una gran cantidad de recursos. Por 
ello, escogimos llevar a cabo nuestro proyecto tomando con base la placa programable de 
bajo coste Raspberry Pi. 
 
El tratamiento de imágenes es un tema tratado en algunas asignaturas del máster. Nosotros 
hemos intentado profundizar en el ámbito del reconocimiento de códigos de almacenamiento 
de información, más en concreto, códigos QR. Para desarrollar el sistema de detección, 
necesitamos dotar a nuestra placa de la capacidad de visión, en nuestro caso, utilizaremos 
una cámara digital. Este dispositivo nos aporta imágenes de la escena, las cuales analizamos 
para determinar si contienen, o no, el código buscado. 
 
Posteriormente, dependiendo de la información contenida en los códigos capturados 
actuamos sobre diversos dispositivos electromecánicos a través de la placa, creando un 
sistema autónomo. 
 
De esta manera, unimos el campo de la visión artificial con el de los microcomputadores, 
obteniendo un sistema autónomo basado en visión. Cabe destacar que lo largo de la 
realización de este proyecto, han ido apareciendo múltiples problemas, que se solucionando 
conforme eran alcanzados. 
 
Este proyecto tiene como finalidad diseñar y desarrollar un sistema autónomo de bajo coste 
que permita el reconocimiento de códigos QR. El principal objetivo es poder ejecutar 
diversos programas a través del mensaje que contiene el código QR. En nuestro caso, 
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CAPÍTULO I.  INTRODUCCIÓN 
 
 
En este capítulo nos centraremos en explicar en qué consiste el proyecto, detallando los 
objetivos que se desean alcanzar. Por otro lado, comentaremos el proceso metodológico que 
se ha llevado a cabo para el desarrollo del proyecto e incorporaremos un esquema de la 
distribución de esta memoria. 
1.1 INTRODUCCIÓN AL PROYECTO 
 
Un código QR (Quick Response) es básicamente un código de barras bidimensional, y 
representa una información mediante una imagen con una matriz de puntos. Existen una 
infinidad de aplicaciones en las que los códigos QR son útiles. Algunos ejemplos pueden ser 
las tarjetas identificativas, el control de acceso, la gestión de productos en almacenes, las 
compras electrónicas, etc. Así, hay un creciente interés en disponer de sistemas de bajo coste 
que sean capaces de realizar determinadas acciones en función de los códigos QR. 
 
El proyecto abordará el diseño y puesta en marcha de un sistema de reconocimiento de 
códigos QR, utilizando como base un controlador de bajo coste como Raspberry Pi, y una 
pequeña cámara. Este sistema debe funcionar de manera autónoma tras su programación. En 
primer lugar, el controlador deberá ser capaz de leer y preprocesar las imágenes capturadas 
por la cámara, reconocer códigos QR en las imágenes, y extraer y validar la información de 
los códigos QR. En segundo lugar, se actuará sobre diferentes dispositivos, como pueden ser 
pilotos indicadores o pequeños actuadores electromecánicos, en función de la información 
de contenida en los códigos. Además, se plantea la opción de mantener un histórico de los 
códigos QR reconocidos y su información, por ejemplo en una tarjeta SD. 






En el curso anterior, se trató de hacer un proyecto similar mediante un procesador Arduino 
Mega. Pero, cuando se profundizó en el estudió de las posibles soluciones de desarrollo que 
se podían aplicar, se comprobó que el procesador y la memoria de este controlador eran 
insuficientes para realizar un procesamiento de imágenes en un tiempos aceptable. Además, 
reconocimientos de códigos QR, requiere una serie de procesamientos computacionales 
costosos, por lo que se pensó que sería buena idea abordar dicho proyecto mediante un 
procesador más potente, como Raspberry Pi. 
 
1.2 OBJETIVOS DEL PROYECTO 
Los objetivos concretos de este proyecto son los siguientes: 
 Estudiar los distintos formatos de códigos de almacenamiento de información, 
analizando su estructura y las posibilidades que ofrecer a la hora de almacenar 
información de manera codificada. 
 Creación de un sistema de bajo coste, formado por una cámara y un controlador, que 
sea capaz de trabajar de manera autónoma. Estudio de Raspberry Pi, como opción. 
 
 Implementar en Python un programa que permita capturar y analizar imágenes de 
una escena, detectando y decodificando los códigos QR presentes. 
 
 Almacenar en una tarjeta SD las imágenes que contengan los códigos detectados 
junto con la información que éstos contienen.  
 
 Desarrollo de una aplicación que muestre la viabilidad y utilidad del sistema, para 
ello, se construirá una pequeña maqueta en para probar la aplicación. 
 
 Diseñar una fase de test para caracterizar el funcionamiento del sistema desarrollado. 








En este apartado explicaremos la metodología seguida para el desarrollo del proyecto, es 
decir, la manera en la que hemos organizado cada una de las fases de estudio y de 
implementación.  
A continuación, presentamos las diferentes etapas seguidas, detallando el trabajo 
desarrollado en cada una de ellas: 
En primer lugar, se ha realizado un estudio de los controladores de bajo coste disponibles. 
Mediante el trabajo realizado en el curso pasado por Juan José Jiménez analizamos las 
posibilidades que ofrece la placa Arduino [1]. Las características de ésta hacen que no sea 
adecuada para trabajar de manera sencilla con imágenes. Por lo tanto, decidimos estudiar las 
posibilidades que ofrece la placa controladora Raspberry Pi, decidiéndonos a utilizar en este 
proyecto. 
En segundo lugar, realizamos un estudio de las posibilidades ofrecidas por la cámara propia 
del sistema Raspberry Pi frente a otras cámaras web de bajo coste. Seleccionando dicha 
cámara como nuestro sistema de captura, para la adquisición de imágenes que contengan los 
diferentes códigos QR. 
Una vez seleccionados los elementos a utilizar en nuestro sistema de reconocimiento, 
realizamos la interconexión de estos. Y posteriormente, estudiamos el funcionamiento de 
ambos sistemas, configurándolos y programándolos para la captura de imágenes. 
Cuando tenemos el sistema de captura funcionando, la siguiente fase consiste en estudiar y 
analizar los códigos con los que trabajaremos en este proyecto. Se ha realizado un estudio 
de la estructura y composición de los códigos QR, que nos permita encontrar una manera de 











Otra etapa importante en el desarrollo del proyecto, consiste en seleccionar una biblioteca 
de procesamiento de imágenes que pueda ejecutarse en el controlador elegido y que satisfaga 
las necesidades del proyecto. Utilizando las funciones de procesamiento proporcionadas, 
simplificamos las imágenes y aplicando diferentes algoritmos, se realiza la detección de los 
códigos QR y la posterior extracción de la información contenida en ellos. Además, una vez 
extraída la información, se realiza el almacenamiento de la imagen conteniendo el código y 
su información en diversos archivos almacenados en una tarjeta SD. 
Una vez que contamos con el sistema de reconocimiento funcionando, el siguiente paso es 
el diseño de una fase de test, que ponga a prueba el sistema. De esta manera, conseguiremos 
obtener conclusiones sobre el funcionamiento del sistema y decidir si el comportamiento es 
el deseado.  
Por último, otra fase importante es el diseño y construcción de una maqueta electromecánica 
que permita incorporar una aplicación física al sistema de reconocimiento. Para ello, se han 
seleccionado los diversos actuadores y se ha realizado la conexión de cada uno de ellos.  
Finalmente, tras extraer la información de cada uno de los códigos QR, se analizará está y 
se actuará en consecuencia sobre algún dispositivo conectado al controlador, a través de 
diversos programas.  
 
1.4 ESTRUCTURA Y CONTENIDO DE LA MEMORIA 
El presente trabajo se divide en 6 capítulos, el contenido de los cuales exponemos a 
continuación. 
 
A. Capítulo I : Introducción 
En este capítulo se realiza una introducción al proyecto, se presentan los objetivos a 
alcanzar, y la metodología seguida para el desarrollo del mismo. 
 
 






B. Capítulo II : Estado del arte 
En este capítulo se hace una introducción a la placa Raspberry Pi, detallando su 
hardware, así como, las posibilidades que ofrece a nivel de software. Y se presenta sus 
usos a nivel de proyectos de investigación. 
Por otra parte, se exponen las características principales de los códigos de 
almacenamiento QR, así como, su uso en algunas aplicaciones científicas y una 
contextualización histórica. 
 
C. Capítulo III : Desarrollo práctico 
En este capítulo se detallan tanto la preparación del entorno de trabajo, el diseño del 
sistema, y su implementación a nivel de hardware (creación de la maqueta de actuadores 
electromecánicos) y de software (programa de reconocimiento de códigos QR). 
 
D. Capítulo IV : Pruebas y resultados 
En este capítulo se explican las pruebas realizadas y se exponen los resultados obtenidos. 
Por último, se hace una recopilación de los resultados y se presentan las conclusiones a 
la fase de test. 
 
E. Capítulo V : Conclusiones 
En este capítulo se hace un resumen del trabajo realizado, concluyendo si se han 
alcanzado los objetivos iniciales. Así como, las posibles mejoras que se pueden realizar 
en trabajos futuros. 
 
F. Capítulo VI: Bibliografía 
En este capítulo se presentan los libros y páginas web consultadas para la realización de 
este proyecto. 







































CAPÍTULO II.  ESTADO DEL ARTE 
 
En este capítulo nos centraremos en la descripción de la placa utilizada para desarrollar este 
proyecto. Además, estudiaremos algunas de las aplicaciones desarrolladas hasta la fecha 
utilizando este dispositivo en el ámbito de la investigación. 
Por un lado, analizaremos las características físicas de la placa, definiendo sus componentes. 
Por otro lado, profundizaremos en las posibilidades que ofrece a nivel de software. 
Explicando los detalles que nos han llevado a la elección del software que consideramos más 
adecuado para la realización de este proyecto. 
2.1 DESCRIPCIÓN DEL DISPOSITIVO 
 
Raspberry Pi es un ordenador de tamaño reducido y bajo coste que se conecta a un monitor 
o televisión, y que usa un teclado y ratón estándar. Debido a sus características este 
dispositivo permite de manera fácil comenzar en la programación con diversos lenguajes 
como Scracth o Python. Cuenta con todas las características de un ordenador estándar, como 
pueden ser navegación por internet o reproducción de video de alta definición. Además de 
esto, la placa cuenta con la capacidad de interactuar con otros dispositivos a través de sus 










Existen diferentes versiones de la placa, las cuales han ido incorporando mejoras desde su 
aparición. Dado que uno de los objetivos del proyecto es que el sistema creado sea de bajo 
coste, a continuación, listaremos las diferentes versiones de la placa, detallando su precio. 
La primera generación de la placa Raspberry Pi fue sacada al mercado en 2012 con el modelo 
B, (35 dólares / 32 euros), y un año más tarde, un modelo más básico, A (25 dólares / 23 
euros). En 2014, aparecieron los modelos A+ y B+, con un coste de 20 y 25 dólares 
respectivamente (18 / 23 euros). La placa Raspberry Pi 2 B fue presentada en 2015, mientras 
que, la última versión salió al mercado en febrero de 2016. Estas dos últimas versiones, 
subieron su precio a 35 dólares, aunque también mejoraron sus características. Por último, 
también existe una versión de coste mucho más reducido conocida como Pi Zero, aunque 
esta versión no es apta para resolver el problema planteado en este proyecto.  
 
2.2 CARACTERÍSTICAS DE LA PLACA RASPBERRY PI 
 
En este apartado vamos a detallar las características principales de la placa Raspberry Pi, 
centrándonos en el modelo B+, con el que hemos realizado el desarrollo del proyecto.  
La elección de esta versión de la placa se ha realizado por diversos motivos. En primer lugar, 
se descartaron inferiores, ya son algo viejos, y sus características a nivel de procesador, 
podían dificultar y ralentizar la tarea de reconocimiento de códigos QR. Por otro lado, al 
estar buscando la implementación de un sistema de bajo coste, este modelo de la placa resulta 
adecuado por razones de precio, ya que los modelos más recientes, tiene un coste superior. 
Además, al comprobar que el sistema desarrollado se puede ejecutar en una versión de la 
placa de características intermedias, al realizar una migración del sistema a los modelos más 
modernos, no se tendrán problemas. 
Por un lado, hablaremos de su hardware y por otro, las posibilidades con las que contamos 










2.2.1 HARDWARE DE LA PLACA 
Los elementos básicos de la placa [2], que aparecen en la imagen, son los siguientes: 
Figura 2.1 Esquema de elementos placa Raspberry Pi B+ 
 
A) Procesador: Cuenta con el procesador BCM 2835, de 32 bit, con una CPU 
ARM1176JZF-S trabajando a 700 MHz. Este modelo posee 512MB de memoria 
RAM. 
 
B) Entrada de corriente: La conexión de la placa se lleva a cabo mediante un conector 
microUSB. 
 
C) Entradas USB: Este modelo B+, cuenta con 4 conectores USB 2.0, a diferencia del 
modelo anterior que solo contaba con 2. 
 
D) Conector Ethernet: Es un conector estándar RJ45. Aunque también se puede 










E) Conector HDMI: Proporciona salida de video y de audio digital. La señal HDMI 
puede ser convertida a DVI, señal de video compuesto, o SCART mediante 
adaptadores externos. 
 
F) Salida de audio: La placa dispone también de un conector 3.5mm mini Jack para la 
salida de audio. 
 
G) Módulo de conexión para la cámara. 
 
H) Módulo de conexión para una pantalla LCD. 
 
I) Pines de entrada y salida: Cuenta con 40 pines, que permiten a la placa interactuar 
con otros dispositivos del entorno. 
 
Como hemos comentado anteriormente, los pines de la placa son muy importantes a la hora 
de poder actuar sobre otros elementos, o percibir información del entorno. A continuación, 
presentamos la distribución de estos así como sus funciones. 
Los pines que se encuentran en la placa (ver Figura 2.2) cumplen diversas funciones, como 
son: 
 Pines de alimentación: son los encargados de proporcionar alimentación para circuitos 
realizados a partir de la placa. Cuenta con pines de 3,3 y 5 voltios (limitados a 50mA), por 
otro lado, cuenta con pines de tierra (GND o Ground). 
 
 GPIO: son conexiones configurables que se pueden programar como entradas o salidas. 
 
 GPIO especiales: dentro de éstos se encuentran algunos pines destinados a una interfaz 
UART, con conexiones TXD y RXD que sirven para comunicaciones en serie, como por 
ejemplo, conectar con una placa Arduino. También podemos ver otros como SDA, SCL, 
MOSI, MISO, SCLK, CE0, CE1, etc…, los cuales cumplen diversas funciones. 





























2.2.2 SOFTWARE DE LA PLACA 
 
La placa Raspberry Pi cuenta con diversos sistemas operativos que pueden ser instalados en 
ella. Desde la web de Raspberry Pi, se pueden descargar varios sistemas operativos, como 
son, Raspian, Windows 10, Ubuntu Mate, Snappy Ubuntu Core, OSMC, LibreELec, Pinet, 
Risc Os, Weather Station. 
 
Para la realización de este proyecto hemos decidido hacer uso de Raspbian. Este sistema 
operativo está basado en Debian Wheezy de Linux, y ha sido optimizado para su uso en 










Esto se ha decidido por diversas razones, entre las cuales destacan: 
 
 Raspbian es un sistema con alrededor de 4 años de desarrollo, que ha mejorado 
mucho desde sus inicios. Esto hace que sea un sistema muy avanzado y optimizado. 
 
 Cuenta con una gran comunidad, lo que ofrece numerosos recursos a los que poder 
acceder. 
 
 Otros sistemas operativos, como Windows 10, pueden presentar problemas de 
compatibilidad con cámaras USB o incluso con la propia cámara de Raspberry Pi. 
 
 Cuenta con software pre-instalado como Python. Para el desarrollo del proyecto, 
haremos uso de Python 2.7. 
 
 
2.2.3 MÓDULO DE CÁMARA PARA RASPBERRY PI 
 
 
Como hemos comentado previamente, la placa Raspberry Pi cuenta con una cámara propia 
que permite realizar capturas tanto de imágenes estáticas como de video. A continuación, 
presentamos la comparación realizada entre los diferentes modelos de dicha cámara, así 
como una comparación con una cámara web estándar. De esta manera, justificaremos la 
elección de la cámara Raspberry Pi como dispositivo de captura para este proyecto. 
 
 Selección del dispositivo de captura 
 
Existen dos modelos de la cámara, un modelo estándar y otro modelo, NoIR (No Infrared) 
[3]. La primera versión del modelo estándar fue lanzada al mercado en mayo del año 2013, 
siendo la primera cámara propia del sistema, con un coste de 25 dólares (23 euros). Este 
precio se ha visto rebajado debido a la salida al mercado de una segunda versión del modelo, 
en abril de 2016, que mejora en características a su predecesora. En estos momentos, 
podemos encontrar la primera versión por un precio de 20 euros, mientras que la versión 
más reciente cuesta alrededor de 30.  
















Figura 2.3 Cámaras Raspberry Pi, modelo estándar v1 / v2 
 
Por otro lado, el modelo NoIR, ofrece todas las características de la versión estándar, siendo 
la principal diferencia, que este modelo no consta de filtro infrarrojo. Esto significa permite 
la captura de imágenes en la oscuridad mediante luz infrarroja. Por otro lado, este modelo 
ofrece peores resoluciones en condiciones de luz normales. El precio es el mismo que el de 












Figura 2.4 Cámaras Raspberry Pi, modelo NoIR v1 / v2 
 
Para la realización del proyecto, dado que las condiciones de luz son adecuadas, hemos 
decidido hacer uso del modelo estándar de la cámara. A continuación, debemos decidir si la 
primera versión de la cámara, más económica, es adecuada para el trabajo a realizar. Para 
ello, hemos realizado un estudio de las características de ambas versiones. De esta manera, 
presentamos las características principales de ambas cámaras, destacando sus diferencias. 






La cámara de Raspberry Pi, tanto en su versión 1, como en su versión 2, permite la 
adquisición tanto de video como de imágenes en alta definición.  
 
La versión 1 cuenta con un sensor OmniVision OV5647 de 5 megapíxeles. El ángulo de 
visión de la cámara es de 54 x 42 grados. El foco es fijo al infinito, esto quiere decir que los 
objetos que se encuentren a mayor distancia de 1 metro, aparecerán enfocados. La versión 2 
dispone de un sensor CMOS de Sony IMX219 de 8 megapíxeles. El ángulo de visión se ve 
aumentado, alcanzando los 62.2 x 48.8 grados. Además, presenta un número de formatos de 
video mucho mayor. 
 
Estudiando las características de ambas cámaras, y su precio, nos decidimos por el uso de la 
primera versión. Aunque la versión más reciente cuenta con más megapíxeles y por lo tanto 
una mayor resolución, esta característica no es crucial para nuestro sistema y no compensa 
el sobre coste que conlleva. 
 
También, hemos realizado la comparación de esta versión de la cámara con una cámara web 
de precio similar, obteniendo las siguientes conclusiones: 
 
A diferencia de una cámara web estándar, la cámara propia de Raspberry Pi es totalmente 
compatible con el sistema. Y su conexión es más sencilla, debido a la incorporación en el 
controlador de un puerto específico para dicho fin. 
 
Por otro lado, la cámara Raspberry Pi se conecta directamente a la GPU de la placa sin 
necesidad de trabajar con la CPU, mientras que esto no es posible mediante una cámara web. 
Aunque esto no supone un problema si se trabaja con la configuración de la cámara 
adecuada, es un aspecto a tener en cuenta. 
 
Por último, el software específico para la cámara Raspberry Pi se encuentra más desarrollado 
que para el uso de cámaras web convencionales. Por lo que encontraremos más recursos a la 










Una vez analizados los diferentes tipos de cámaras disponibles, observando sus diferencias, 
llegamos a la conclusión de utilizar la cámara versión 1 del modelo estándar de Raspberry 
Pi. Mediante este dispositivo y la placa controladora, desarrollaremos un sistema de captura 
de imágenes, para el reconocimiento de los códigos QR presentes en ellas.  
 
 Software necesario para el control de la cámara 
 
En esta sección, vamos a analizar las posibilidades con las que contamos a nivel de 
software para el control de la cámara y la captura de imágenes. 
Para trabajar con la cámara de Raspberry Pi, haremos uso de Python mediante la librería 
picamera. Esta librería proporciona un gran número de funciones de captura de imágenes 
y de vídeo. 
A continuación, presentamos las funciones más utilizadas, algunas de las cuales usaremos 
en el desarrollo del sistema de reconocimiento: 
- Ajuste de la resolución:  camera.resolution = (1024, 768) 
- Captura y guardado de una imagen: camera.capture(’nombreImagen.jpg’) 





2.3 APLICACIONES DE RASPBERRY EN EL ÁMBITO  
DE LA INVESTIGACIÓN 
 
Consideramos interesante, incorporar un apartado destinado al análisis de diversas 
publicaciones científicas en las que la placa Raspberry Pi tiene un papel importante. De esta 
manera, pretendemos determinar el uso del dispositivo en el ámbito de la investigación. Para 
ello, hemos hecho uso de la plataforma web of knowlegde, la cual realiza una recopilación 
de numerosos artículos científicos publicados en cualquier parte del mundo. 
A continuación, presentaremos dos documentos publicados recientemente y observamos la 
tarea que cumple la Raspberry Pi en los sistemas diseñados. 






El primer documento se trata de una ponencia en el segundo simposio internacional centrado 
en visión por computador (VisionNet’15). La ponencia está recogida en Procedia Computer 
Science, una revista electrónica que se centra en publicar ponencia de conferencias de gran 
calidad. 
Este documento se titula Low Cost and Power Software Defined Radio using Raspberry Pi 
for Disaster Effected Regions, [4] y es obra del departamento de ingeniería eléctrica del 
Instituto Indio de Tecnología en Indore. En el artículo se explica un sistema de 
radiocomunicación definido por software (SDR) de bajo coste, portátil y capaz de transmitir 
en diferentes bandas de frecuencia, de gran utilidad para equipos de rescate en situaciones 
de emergencia. Un SDR es un sistema de comunicación por radio donde las funciones 
realizadas por hardware como amplificación, modulación, o filtrado pasan a ser realizadas 
mediante software. Para el desarrollo del sistema han hecho uso de una placa Raspberry Pi, 
una antena,  un conversor analógico-digital, un altavoz y un micrófono.  
 
La tarea de la placa en este dispositivo es la de demodular la señal recibida, procesarla y 
reproducirla por medio del altavoz conectado por USB. Por otro lado, puede captar sonido 
mediante el micrófono, modular la señal en el formato correspondiente y enviarla a través 
del transmisor conectado a los pines de la placa. 
 
Otro de los documentos analizados ha sido publicado en la revista Computers and 
Electronics in Agriculture, que cubre numerosos avances tanto en informática, como en 
electrónica para resolver problemas en agricultura o áreas relacionadas. El documento se 
titula Automatic behaviour analysis system for honeybees using computer vision [5]. En él 
se detalla el desarrollo, por parte del departamento de ingeniería y el de agroecología de la 
Universidad de Aarhus en Dinamarca, de un sistema automático que analiza el 
comportamiento de las abejas en la colmena. 
 
Para la creación del sistema, han hecho uso de una cámara, un sistema de iluminación y la 
placa Raspberry Pi, ya que aun siendo un dispositivo de bajo coste, permite la creación de 










La labor de la placa en este sistema es el procesamiento de las imágenes captadas mediante 
la librería Open CV. Realizando diversas operaciones, como sustracción de fondo, en las 
imágenes consiguen contar el número de abejas, y así poder analizar el comportamiento de 
éstas. 
 
En este apartado, también analizaremos los códigos de almacenamiento de información. 
Primero, conoceremos la historia de estos códigos, desde sus inicios hasta la aparición de los 
códigos QR. En segundo lugar, estudiaremos los códigos QR, analizando su estructura. Y 








El concepto de código de almacenamiento de información surgió en los años 30, gracias a 
Wallace Flint, un estudiante de negocios de la Universidad de Hardvard. En su tesis, Flint 
diseño un sistema en el cuál las personas que acudiesen al supermercado marcarían sus 
productos en una tarjeta perforada, que posteriormente, seria leída en la caja. El problema 
fue que la creación de un dispositivo que leyese las tarjetas era demasiado complicado [6].  
 
El primer paso hacia la creación de lo que hoy en día conocemos como códigos de barras 
tuvo lugar en 1948 cuando el estudiante de posgrado Bernard Silver escuchó en Filadelfia al 
dueño de una cadena de alimentos sobre su necesidad de capturar la información de los 
productos de manera automática en las cajas. Éste le comentó la idea a su amigo Norman 
Joseph Woodland y comenzaron a investigar sobre el tema. Fue Woodland el que tuvó la 
idea del desarrollo basándose en el código morse. En 1949 presentaron su diseño y 
obtuvieron la patente en 1952 (ver Figura 2.5). En los años posteriores, diseñaron una especie 
de lector constituido por una bombilla incandescente, como fuente de luz, y un 
fotomultiplicador RCA935 conectado a un osciloscopio, como lector. Aunque funcionaba, 
la complejidad del sistema hacía imposible su implantación a nivel comercial. 
 







Figura 2.5 Documento patente código de barras por Joseph Woodland, 1952 
 
 
Un equipo de investigadores de la compañía  Radio Corporation of America (RCA) decidió 
enfocarse en la creación de un sistema que aumentara la eficiencia en los supermercados. 
Éstos analizaron los diversos planteamientos presentados hasta la fecha, como el de las 
tarjetas perforadas, decidiéndose por el código de Woodland. Era un código circular 
compuesto por diversos círculos concéntricos. Éste diseño era mejor que el rectangular, ya 
que podía ser leído desde cualquier ángulo.  
 
Otros avances, vinieron de la mano de la industria ferroviaria a principios de los años 60. 
Debido a la necesidad de un sistema de identificación automática de trenes, David J. Collins 
comenzó a investigar en un método enviar la información. Haciendo uso de códigos con 
líneas reflectantes naranjas y azules, conseguía enviar la información del coche del 
ferrocarril, representando números del 0 al 9. En 1967, un estándar de codificación se había 
aceptado. 
 





Collins instaló, en 1962, su primer sistema de detección de códigos mediante láser. Ahora 
que se contaba con un método de lectura de códigos de manera eficiente, RCA continuó en 
el desarrollo de su sistema a partir de la patente de Woodland. En 1972, llevaron a cabo un 
periodo de pruebas en Cincinnati. Fue entonces cuando descubrieron los problemas de 
impresión de los códigos, los cuales llevaban a fallos en la detección. Estos problemas se 
debían principalmente al poseer una forma circular, la cual era muy difícil de representar 
con precisión. Por otro lado, IBM estaba desarrollando el Código de Producto Universal 
(UPC). El cual fue adoptado en 1973 eliminando los problemas de impresión.   
 
Una vez los códigos se estandarizaron, se debía llegar a un acuerdo en la manera de nombrar 
los productos. Para ello, se creó Consejo de Código Universal  (UCC), el cuál establecía la 
forma de incorporar la información en los dígitos del código. Fue finalmente, en 1974 
cuando se vendió, en un supermercado de Ohio, el primer producto con ayuda de un escáner. 
 
Desde entonces, los códigos de barras se han utilizado en numerosas industrias, como pueden 
son sanidad, identificando enfermos en hospitales o mensajería, facilitando el proceso de 
envío de paquetes. La cantidad de información que podía codificar un código de barras se 
limitaba a 20 caracteres alfanuméricos. Con el paso del tiempo, está cantidad de información 
se fue quedando pequeña y la industria necesitaba un nuevo código que permitiera almacenar 
más información. 
 
En 1994, la empresa Denso Wave presentó el código ideado por su ingeniero Masahiro Hara, 
un código bidimensional, que además de aumentar la cantidad de información a almacenar, 
requiere poco tiempo de lectura reducido. Por ese motivo, se conoció como “Quick 
Response” o QR (respuesta rápida). 
 
Actualmente existen otros tipos de códigos bidimensionales, como son, Data Matrix, Aztec 














2.5 DESCRIPCIÓN DEL CÓDIGO QR. 
 
 
Un código QR es una representación gráfica de una matriz cuadrada que permite codificar y 
almacenar una información, cuyos elementos son módulos cuadrados blancos y negros que 
representan la unidad de información [7]. 
 
Durante el diseño y desarrollo de este código, se buscaba que éste cumpliese con una serie 
de características.  Las cuales se presentan a continuación: 
 
La primera, comentado anteriormente, era aumentar la capacidad de almacenamiento de 
información, así como, el tipo de información a codificar.  
 
Un código QR puede almacenar muchos tipos de datos, desde números o caracteres 
alfabéticos hasta símbolos Kana y Kanji. Un código puede llegar a almacenar hasta 7,089 
caracteres. 
 
Cantidad de caracteres incluidos en el código QR 
Numéricos 3,3 bits/carácter 7,089 
Alfanuméricos 5,5 bits/carácter 4,296 
Binario 8 bits/carácter 2,953 
Kanji / Kana 13 bits/carácter 1,817 
 
Tabla 2.6 Cantidad máxima de caracteres por código según el tipo de dato 
 
 
Por otro lado, los códigos QR reducen drásticamente el espacio de impresión al contener 








Figura 2.7 Comparación tamaño código de barras y QR 
 
 






La estructura de estos códigos los hace resistente a posibles daños. Un código QR tiene 
capacidad de corrección de errores, lo que implica que puede recuperar datos cuando el 
código ha sufrido daños.  
 
Se establecen 4 niveles de corrección a elegir dependiendo de la manera en la que los códigos 
van a ser tratados. Los niveles Q y H están pensados para entornos de trabajo sucios, donde 
los códigos puedan adquirir imperfecciones. Por otro lado, el nivel L se selecciona para 
ambientes de trabajo limpios con la necesidad de una gran cantidad de datos. Aunque, el 
nivel de corrección más habitual es el M. 
 
Niveles de corrección de códigos QR 
Nivel  L 7% 
Nivel  M 15% 
Nivel  Q 25% 
Nivel  H 30% 
 
Tabla 2.8 Porcentaje de datos recuperados según el nivel de corrección 
 
 
Conforme se aumenta el nivel de corrección, disminuye la capacidad de almacenamiento del 
código. Esto se debe a que para poder aplicar la corrección se deben incluir módulos extra 
encargados de estar tarea, por lo que se reduce el espacio para almacenar datos.  
 
Por otro lado, la incorporación de patrones en las esquinas hace que puedan ser leídos desde 
cualquier ángulo. Además, un código QR puede incluir en su interior otros códigos, de 
manera que se reduce aún más el espacio de impresión. Un código QR puede dividirse hasta 
en 16 códigos. 
 
Existen 40 versiones distintas del código QR, que difieren en el número de módulos 
incluidos. Siendo la versión 1, la más reducida, contando con 21 módulos por lado. Al 
aumentar la versión el número de módulos aumentan en 4 unidades por cada lado. Siendo la 
versión 40, la que contiene el mayor número de módulos, 177 por lado. Al aumentar la 
cantidad datos incluidos en el código, más módulos se necesitan para componer el QR, 
resultando en códigos de mayor tamaño. 






Hay 2 modelos de código QR, el primero permite la lectura de modo eficiente hasta la 
versión 14, y no permite recuperación de datos distorsionados. El modelo 2 permite la lectura 
hasta la versión 40, así como, aplicar corrección en caso de deterioro. 
 
 
Un código QR se compone de los siguientes elementos: 
 
 Zona de amortiguamiento: Zona sin datos que rodea el código para aislar el código 
de posibles interferencias que dificulten su reconocimiento. Esta zona tiene un 
tamaño de 4 módulos. 
 
 Patrón localizador: Esta marca se sitúa en 3 de sus 4 esquinas, y es fundamental 
para las tareas de reconocimiento y orientación del código. Consiste en 3 cuadrados 
concéntricos de color oscuro, claro y oscuro, con lados de 3, 5 y 7 módulos 
respectivamente. 
 
 Separador: Zona blanca de 1 módulo de tamaño, cuya función es aislar patrón 
localizador del resto de código para facilitar su reconocimiento. 
 
 Patrón de sincronización: Segmento de colores alternos, que comienzan y acaban 
con un módulo negro. Hay uno vertical y otro horizontal que actúan a modo de ejes 
ordenados, proporcionando posiciones de referencia para el cálculo de las 
coordenadas de cada módulo. 
 
 Patrón de alineamiento: aparece en el modelo 2 del código y se compone de 3 
cuadrados concéntricos (negro, blanco, negro), de tamaño 1, 3 y 5 módulos de 
interior a exterior. El número de patrones de alineamiento depende de la versión de 
código QR generado. 
 
 Zona codificada: Es el resto del código e incluye los datos a codificar, así como, 
información complementaria destinada a la corrección de errores, información de 
formato y versión del código. 
 






Los códigos QR reciben su nombre mediante un número y una letra. El número concuerda 





Zona de amortiguamiento. 
  
Información de formato 
 
Datos y corrección. 
 
Información de versión. 
 
Patrón de sincronización. 
 
Patrón de alineamiento. 
 
Figura 2.9 Estructura de un código QR, modelo 2, versión 5  
 
 
2.6 USOS DEL CÓDIGO QR EN INVESTIGACIÓN 
 
Al igual que hicimos en el capítulo anterior, en este apartado realizaremos un análisis de 
diversas publicaciones científicas en las que tienen relevancia los códigos QR. A 
continuación, presentaremos dos documentos publicados recientemente y observamos la 
tarea que cumplen los códigos QR en los sistemas diseñados. 
El primer documento analizado fue A mobile medical QR-code authentication system and 
its automatic FICE image evaluation application [8], y fue publicado en la revista de 
Investigación Aplicada y Tecnología. 
El estudio propone un sistema basado en códigos QR para facilitar, a los médicos, el acceso 
a datos del paciente. Escaneando los códigos, pueden acceder al historial diario del paciente, 
así como, imágenes médicas éstos. Este sistema aporta un control más cómodo de los 
cambios en la salud del paciente, así como, un aumento en la privacidad y seguridad en la 
información que se maneja en el hospital. 
 






El segundo de los documentos estudiados se titula Using QR codes to increase user 
engagement in museum-like spaces [9]. Es un artículo desarrollado por el departamento de 
Ciencias de la Computación de la Universidad Católica de Chile, publicado en la revista 
científica Computers in Human Behavior, destinada a examinar el uso de la informática 
desde una perspectiva psicológica.  
El documento se centra en el estudio de la eficacia en el uso de código QR para informar a 
visitantes en museos. Se realizaron dos pruebas la primera con códigos QR que sustituían 
los paneles de texto que normalmente se encuentran en museos para informar sobre los 
elementos expuestos. Y otra prueba en la cual los visitantes, podían dejar comentarios 
relacionados con la exposición, a través del QR.  
El primer experimento concluyó que al presentar la información mediante un video, los 
visitantes prefieren verlo a través de una pantalla, que mediante un teléfono móvil. Por el 
contrario, el código QR es escogido en el caso de que el formato de presentación de la 
información sea texto. 
El segundo estudio demostró que los visitantes del museo prefieren poder utilizar el QR para 














































CAPÍTULO III.  DESARROLLO PRÁCTICO 
 
En este capítulo vamos a detallar el procedimiento realizado para desarrollar este proyecto. 
Partiremos explicando cual ha sido en entorno de trabajo en el cuál se ha desarrollado el 
proyecto, detallando la selección de elementos para la maqueta y la configuración de los 
elementos implicados en el proyecto. Por otro lado, explicaremos el proceso de desarrollo 
del sistema de reconocimiento de códigos QR. Y por último, mostraremos como se ha creado 
la maqueta mediante la cual comprobaremos de manera física el funcionamiento del sistema. 
 
 
3.1 ENTORNO DE TRABAJO 
 
En este apartado vamos a exponer cuál ha sido el entorno de trabajo en el que hemos 
implementado el proyecto.  
 
En primer lugar, introduciremos los diferentes elementos utilizados en el proyecto. Por otro 
lado, detallaremos los pasos seguidos para configurar la placa programable, así como, la 
cámara que usamos para la captura de códigos QR. También, explicaremos los pasos 
seguidos para la instalación de la librería de procesamiento de imágenes OpenCV. Y por 
último,  explicaremos la manera en la que hemos creado los códigos QR empleados en el 













3.1.1 ANÁLISIS DE LOS ELEMENTOS DEL SISTEMA 
 
 
Para este proyecto, vamos a realizar el montaje de una maqueta a pequeña escala, sobre la 
cual dispondremos del sistema de captura y reconocimiento de códigos QR, así como, 
diversos actuadores electromecánicos.  
 
Por un lado el sistema de captura, detección y decodificación, está formado por el 
controlador Raspberry Pi y una cámara.  
 
Como hemos comentado en el capítulo anterior, el procesador escogido ha sido la placa 
Raspberry Pi modelo B+, ya que sus características en cuanto a memoria y procesador son 
adecuadas para el proyecto a desarrollar. Además, su coste es inferior al de los modelos más 
recientes, lo que nos permite obtener un sistema de menor coste, cumpliendo así, con nuestro 
objetivo a nivel de presupuesto. 
 
El dispositivo de captura seleccionado ha sido la propia cámara del controlador, 
concretamente, la versión 1 del modelo estándar. Esta decisión se ha tomado debido a que 
esta cámara es 100% compatible con el controlador, su conexión es muy sencilla y consta 
de librerías que nos permiten el acceso a numerosas funciones de captura de imagen y vídeo. 
Además, posee un coste relativamente reducido, lo que hace que sea una opción viable para 
la creación de nuestro sistema de bajo coste. 
 
Por otro lado, disponemos de diversos elementos conectados entre sí, que se activarán 
mediante los códigos QR detectados, a través de los pines del controlador. Los elementos 
actuadores serán los siguientes: 
 
- Base de madera para la disposición del sistema. 
- Generador de corriente 12 voltios. 
- Placa de 8 relés que controlará los dispositivos a encenderse. 
- 3 pilotos indicadores de diferentes colores (rojo, verde, amarillo). 
- Pulsador. 
- Placa de conexiones. 






- Sistema de barrera, compuesto por un motor y un cartón sujeto a su eje de rotación. 
Este sistema intenta simular una barrera automática de gestión de entrada y salida de 
vehículos en un aparcamiento. 
 
En la Figura 3.1, se muestra una posible distribución de los distintos elementos del sistema. 
 
 
Figura 3.1 Diseño de la maqueta electromecánica 
 
 
3.1.2 CONFIGURACIÓN DE LA PLACA RASPBERRY PI 
 
A continuación, vamos a explicar la configuración realizar para poder trabajar con la placa 
Raspberry Pi. En concreto, explicaremos cómo se ha realizado la instalación del sistema 
operativo, así como, el procedimiento para conectar el dispositivo a un ordenador portátil. 
Además, comentaremos de manera breve, las librerías instaladas para la posterior 










 Instalación del sistema operativo en la placa. 
 
Para instalar el sistema operativo escogido necesitamos una tarjeta SD. En primer lugar, 
mediante el software SDFormatter, formateamos la tarjeta como FAT32. A continuación, 
descargamos de la página de descargas de Raspberry Pi el sistema operativo, que vamos a 














Figura 3.2 Captura del programa para la escritura de la tarjeta SD 
 
 
Para ello, en el programa seleccionamos el disco donde queremos que se escriba la imagen 
del sistema operativo. Una vez realizamos la escritura, ya podemos insertar la tarjeta SD en 
la placa.  
 
Para el primer arranque del sistema, necesitamos conectar un teclado, un ratón a nuestra 
placa. De la misma manera, mediante un cable HDMI conectamos la placa a un monitor. 
Una vez instalado el sistema operativo en la placa, dispondremos de la ventana de 
configuración (raspi-config). Aquí podemos configurar diversas características de la placa, 
así como, habilitar los pines de entrada y salida o el módulo de la cámara. 
 
 
 Conexión de Raspberry Pi al ordenador. 
 
Hasta el momento, únicamente podemos utilizar la Raspberry Pi mediante un teclado externo 
y un monitor. A continuación, conectaremos el dispositivo a un ordenador portátil, lo que 
facilita en gran medida la puesta en marcha y el transporte del sistema. 






Lo primero que debemos hacer es conectar el ordenador a la Raspberry Pi, mediante un cable 
de red. Posteriormente, pasamos a configurar la red. Para ello, habilitamos la conexión ICS 
(Internet Connection Sharing), a través del centro de redes de Windows. Mientras que en las 










                          Figura 3.3 Captura de la ventana de red (configuración IP) 
 
A continuación, debemos establecer una IP para la Raspberry Pi que será la misma que la de 
la conexión de Ethernet, cambiando el último número. En nuestro caso la IP será 
192.168.137.2. Lo siguiente será modificar los parámetros de conexión de la placa en su 
archivo cmdline.txt, ajustándolos a nuestros requerimientos actuales. 
El siguiente paso consistirá en crear una conexión remota mediante SSH (Secure Shell). Para 
ello, instalamos un cliente SSH, en nuestro caso, Putty y configuramos una conexión. 
Seleccionamos la IP de la Raspberry Pi, anteriormente elegida, y creamos una sesión para 
conectarnos mediante ella.  
De esta manera, contamos con una conexión, mediante cable de red, entre la placa y el 
portátil. Esto nos permite programar desde la placa desde el ordenador de manera remota. 
También será necesario instalar Xming, que nos permitirá generar ventanas en nuestro 
escritorio local desde la Raspberry Pi. 
 
 






 Instalación de las librerías necesarias. 
 
Una de las tareas planteadas al comienzo de este proyecto era la detección y lectura de 
códigos QR. Para resolver este problema necesitamos de alguna librería, que nos permita 
trabajar con imágenes de manera sencilla. Para nuestro proyecto, hacemos uso de las líbrerias 
Open CV 3.0. 
A continuación, explicamos la manera de realizar su instalación:  
Primero, se debe realizar un listado de las novedades en el repositorio e instalar las 
modificaciones. 
sudo apt-get update 
sudo apt-get upgrade 
Seguidamente, instalamos las librerías necesarias para trabajar con OpenCV. 
sudo apt-get install python-numpy python-scipy python-matplotlib 
sudo apt-get install build-essential cmake pkg-config 
sudo apt-get install default-jdk ant 
sudo apt-get install libgtkglext1-dev 
sudo apt-get install v4l-utils 
sudo apt-get install libjpeg8 \libjpeg8-dev \libjpeg8-dbg \libjpeg-
progs \libavcodec-dev \libavformat-dev \libgstreamer0.10-0-dbg 
\libgstreamer0.10-0 \libgstreamer0.10-dev \libxine2-dev \libunicap2 
\libunicap2-dev \swig \libv4l-0 \libv4l-dev \python-numpy 
\libpython2.7 \python-dev \python2.7-dev \libgtk2.0-dev \libjasper-
dev \libpng12-dev \libswscale-dev 
A continuación, obtenemos los archivos de instalación de OpenCV. 
wget http://sourceforge.net/projects/opencvlibrary/files/opencv-
unix/3.0.0/opencv-3.0.0.zip 
Los siguientes pasos consisten en descomprimir los archivos, cambiar al directorio 
correspondiente y crear un directorio para la instalación del programa. 
unzip opencv-3.0.0.zip 
cd opencv-3.0.0 












Posteriormente, establecemos los datos y archivos necesarios para la instalación. 
cmake -D CMAKE_BUILD_TYPE=RELEASE \  
-D INSTALL_C_EXAMPLES=ON \ 
-D INSTALL_PYTHON_EXAMPLES=ON \ 
-D BUILD_EXAMPLES=ON \ 
-D CMAKE_INSTALL_PREFIX=/usr/local \ 
-D WITH_V4L=ON .. 
Procedemos a instalar OpenCV, este paso puede llevar un tiempo de unas 7/8 horas. 
sudo make 
sudo make install  
Creamos los archivos de configuración, e incorporamos algunas líneas de código. 
sudo nano /etc/ld.so.conf.d/opencv.conf 
/usr/local/lib          # añadir esta línea en opencv.conf 
sudo ldconfig  
sudo nano /etc/bash.bashrc  
PKG_CONFIG_PATH=$PKG_CONFIG_PATH:/usr/local/lib/pkgconfig       
export PKG_CONFIG_PATH # añadir estas líneas en bash.bashrc 
Por último, reiniciamos el sistema y comprobamos que la instalación se ha realizado de 
manera correcta. Deberíamos obtener como versión instalada 3.0.0. 
sudo shutdown -r now 
python                       
>>> import cv2 
>>> cv2.__version__      
 
3.1.3 CONFIGURACIÓN DE LA CÁMARA 
 
Para realizar la detección de los códigos QR, y así poder actuar sobre los diversos elementos 
de nuestro sistema, necesitamos capturar imágenes de la escena. En el capítulo II, entramos 
en mayor detalle, en la comparación entre diversos modelos de cámaras, detallando porque 
se ha seleccionado la cámara propia de Raspberry Pi. Resumiendo, podemos decir que hemos 
hecho uso de esta cámara, ya que nos ofrece unas características de imagen buenas para su 
coste. En la Figura 3.4, podemos observar la conexión entre la cámara y el controlador. 













Figura 3.4 Conexión placa-cámara Raspberry Pi 
 
Este módulo cuenta una cámara de 5 megapíxeles, siendo capaz de capturar imágenes y 
vídeo a diferentes resoluciones. La resolución máxima de la cámara es de 2592x1944 
píxeles. El número de fotogramas por segundo que se pueden captar con la cámara depende 











Tabla 3.5 Relación de propiedades de la cámara 
 
Además de la resolución y la velocidad de captura, existen otros parámetros configurables a 
la hora de realizar capturas con la cámara, algunos de los cuales presentamos a continuación: 
 
--sharpness, -sh. Establece la definición de la imagen (de -100 a 100), 0 por defecto. 
 
--contrast, -co. Establece el contraste de la imagen (de -100 a 100), 0 por defecto. 
 
--brightness, -br. Establece el brillo de la imagen (de 0 a 100), 50 por defecto. 
 
--saturation, -sa. Establece la saturación de la imagen (de -100 a 100), 0 por defecto. 
 
--ISO, -ISO. Define el ISO de la captura (de 100 a 800). 
 Resolución Relación de aspecto Velocidad de captura 
1 1920x1080 16:9 1-30 
2 2592x1944 4:3 1-15 
3 1296x972 4:3 1-42 
4 1296x730 16:9 1-49 
5 640x480 4:3 42.1-60 
6 640x480 4:3 60.1-90 






--vstab, -vs. Activa la estabilización de vídeo. 
 
--ev, -ev. Define la compensación de exposición (de -10 a +10), 0 por defecto. 
 
--exposure, -ex. Define el modo de exposición (auto, night, backlight, sports,…). 
 
--awb, -awb. Define el balance de blancos automático (auto, flash, sun, fluorescent,..). 
 
La configuración de la cámara, utilizada para la captura de imágenes en el sistema 
desarrollado, se detalla a continuación. 
 
En primer lugar, una vez conectada la cámara al controlador, debemos activar el 
funcionamiento de la cámara desde el menú de configuración. A este menú podemos acceder 
mediante la línea de comandos ejecutando: sudo raspi-config 
 
El siguiente paso consiste en instalar la librería de control de la cámara Picamera. Para ello,  
hacemos uso del gestor de instalación y a través de la línea de comandos ejecutamos las 
siguientes instrucciones:  
 
 sudo apt-get update 
 sudo apt-get install python-picamera python3-picamera 
 
 
Una vez instalada a la librería pasamos a ajustar los diferentes parámetros necesarios para 
obtener imágenes que mantengan una consistencia. Para ello, establecemos una resolución 
fija para todas las imágenes capturadas de 640x480. El resto de parámetros los mantenemos 
con la configuración por defecto, la cual se ha indicado anteriormente. Esta configuración 
nos permite no fijar el funcionamiento del sistema para una situación concreta. En caso de 
cambiar la maqueta de ubicación, con unas condiciones de luz diferentes, el sistema se 
ajustará a estas, ya que esta en modo automático. 
 
Por otro lado, cabe destacar la configuración de enfoque, al infinito, de la cámara. Esta 
configuración permite capturar imágenes en las que todos los elementos que se encuentran 
a una distancia superior a 0.5 metros de la cámara. Para la realización de este proyecto y 
como los códigos tienen unas dimensiones relativamente pequeñas, necesitamos realizar su 
captura a distancias entre 0.4 y 0.8 metros, dependiendo del tamaño de los códigos. 






En la Figura 3.6, podemos observar una captura de la imagen capturada con un código a 0.5 













Figura 3.6 Enfoque del código a distancia de 0.5 metros 
 
Otra de las configuraciones realizadas se debe a que a la hora de realizar la captura, el led de 
la cámara, que indica que ésta se encuentra en modo captura, puede ser un problema. Éste 
puede afectar a las imágenes de los códigos capturados. Debido a ello, necesitamos 
deshabilitar dicho led. Para ello, tenemos que modificar el archivo de configuración y 
reiniciar el sistema, mediante la línea de comandos. 
 
3.1.4 GENERACIÓN DE LOS CÓDIGOS QR 
 
Cómo hemos explicado en el apartado anterior, necesitaremos de una serie de códigos QR 
que contengan mensajes para controlar con cada uno de ellos, diferentes elementos de 
nuestra maqueta. 
En internet hay una gran variedad de páginas en las cuales podemos crear nuestros códigos 
de una manera sencilla, pero para este proyecto hemos decidido generarlos mediante la 
Raspberry Pi, a través de unas librerías en Python [12]. 
 
 






Pyqrcode es un módulo desarrollado en Python que permite la generación de códigos QR, 
de una forma simple, a la vez, que permite establecer todas las propiedades del código.           
El módulo genera los códigos siendo lo más fiel posible al estándar de códigos QR. 
A continuación, detallaremos cuales son los parámetros configurables y presentaremos 
algunos ejemplos de los códigos creados para nuestro sistema. 
 Nivel de corrección: L (7), M (15), Q (25) y H (30), cuyo valores son el porcentaje 
de datos que se puede recuperar. 
 
 Versión: Específica el tamaño y la capacidad del código (1-40). 
 
 Modo: Establece como se codificaran los datos contenidos en el código (numérico, 
alfanumérico, binario, Kanji). El módulo nos permite codificar en los distintos 
formatos excepto Kanji. Si se deja por defecto, el sistema escogerá el modo de 
codificación que mejor se ajuste a los datos proporcionados. 
 
 
Por último, para representar los códigos creados, hacemos uso del módulo de PNG para 
Python. Para la representación de los códigos QR, hay que establecer un parámetro de escala. 
Este parámetro establece en tamaño de un módulo de datos del código en pixeles. Un valor 
muy pequeño de este parámetro, producirá que el código no sea detectable. 
Para nuestro sistema vamos a necesitar varios códigos para los distintos actuadores. Además, 
necesitaremos códigos que se encarguen del funcionamiento completo del sistema. En este 
caso, y como ha sido comentado en el apartado anterior, una vez se reconozca el código QR 
de puesta en marcha del sistema, se debe proceder a la activación del motor, permitiendo el 
alzamiento de la barrera, a la vez que el piloto encendiendo cambia de color, de rojo a verde, 
pasando por amarillo. Una vez alcanzado el punto máximo de la barrera, esta procederá a 
descender, con el mismo código de colores. 
Como veremos en el capítulo de pruebas y resultados, es interesante hacer un estudio del 
funcionamiento del sistema a desarrollar para diferentes versiones y tamaños del código QR. 
De esta manera, sabremos como de robusto es el sistema ante posibles variaciones del 
código. 






A continuación, se presentan varios códigos, con diferentes configuraciones, detallando el 
código empleado para su creación: 
- Activación del piloto rojo: Código QR, versión 3 con corrección de error media. 
Representación en formato png, con factor de escala 5. 
 
qr = pyqrcode.create('pilotoRojo.py', error=’M’, version=3) 








Figura 3.7 Representación código QR (piloto rojo) 
 
- Activación del piloto amarillo: Código QR, versión 10 con corrección de error alta. 
Representación en formato png, con factor de escala 7. 
 
qr = pyqrcode.create('pilotoAmarillo.py', error=’H’, version=10) 









Figura 3.8 Representación código QR (piloto amarillo) 
 






- Activación del piloto verde: Código QR, versión 7 con corrección de error alta. 
Representación en formato png, con factor de escala 5. 
  qr = pyqrcode.create('pilotoVerde.py', error=’H’, version=7) 










Figura 3.9 Representación código QR (piloto verde) 
 
 
- Activación de la barrera: Código QR, versión 3 con corrección de error alta. 
Representación en formato png, con escala 3 y colores cambiados, tanto del código como 
del fondo.  
qr = pyqrcode.create('barreraActivada.py', error=’H’, version=3) 
qr.png('Activación de la barrera.png', scale=3,  







Figura 3.10 Representación del código QR (barrera) 
 






3.2 SISTEMA DE DETECCIÓN Y DECODIFICACIÓN DE 
CÓDIGOS QR 
 
En este apartado detallaremos el proceso llevado a cabo para la resolución del problema de 
detección de códigos QR, a nivel teórico, así como, la manera en la que se ha programado 
el sistema encargado de esta tarea. 
 
3.2.1 PLANTEAMIENTO DEL SISTEMA 
 
Para el desarrollo del sistema de detección y reconocimiento, hacemos uso de las librerías 
Open CV, así como, Tkinter para la creación de la interfaz donde se representan las imágenes 
capturadas. 
 
El proceso de obtención de la información codificada en un código QR requiere diversos 
pasos o procedimientos que llevar a cabo [13], los cuales analizaremos en los siguientes 
apartados. 
 
En la Figura 3.11, se muestra el diagrama de flujo del sistema creado. En este diagrama 
presentamos las diferentes fases del proceso que llevamos a cabo en el programa de 
detección y decodificación de códigos QR. El proceso comienza con la captura de imágenes, 
que son procesadas y analizadas en búsqueda de un código QR. Si el código no es encontrado 
en la imagen, se realiza una nueva captura. En el momento en el que se encuentra el código, 
se realizan diversos cálculos que permiten realizar un recorte de la imagen en la zona del 
código QR. Por último, este  código recortado y guardado en una nueva imagen, se procesa 










Figura 3.11 Diagrama de flujo del sistema de reconocimiento 






3.2.2 CAPTURA DE IMÁGENES DE LA ESCENA 
 
 
El primer paso para poder capturar códigos QR en la escena, es capturar imágenes de ésta. 
Para no tener el sistema de captura y detección trabajando de manera innecesaria, hemos 
incorporado un botón en la interfaz, que nos permite iniciar el sistema. Así, una vez activado, 
el método de captura de imágenes de la escena [14], capturarImagen(), comienza su labor. 
Mediante este método establecemos la resolución de la cámara, capturamos y guardamos la 
imagen con un nombre que le pasamos como parámetro.  
 
Por otro lado, guardamos la fecha y hora a la que se ha realizado la captura. Esto será útil 
para llevar un registro en la tarjeta SD, de las imágenes de los códigos capturados, su 
información y la fecha y hora de captura.  
 


































3.2.3 OBTENCIÓN DE BORDES EN LA IMAGEN 
 
 
El primer paso a la hora de detectar un código QR en la imagen es convertir ésta en una 
imagen binaria en la que solamente están representados los bordes de los objetos de la 
imagen original [15]. Para realizar esta operación, hacemos uso de la función Canny() de la 
librería OpenCV de tratamiento de imágenes instalada previamente.  
 
Dicha función realiza diversos procesamientos en la imagen hasta alcanzar el resultado final, 
los cuales son: 
 
 Eliminar el ruido de la imagen mediante un filtro gaussiano.  
 
 Obtener los gradientes intensidad y dirección de los pixeles de la imagen, mediante 
derivadas, tanto en la dirección horizontal (Gx), como vertical (Gy) 
 
𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑒 𝑑𝑒 𝑏𝑜𝑟𝑑𝑒 (𝐺) =  √(𝐺𝑥
2 +  𝐺𝑦
2
 





 Eliminar los valores de gradiente que no son máximos. Es decir, si los valores del 
gradiente no representan máximos locales con sus vecinos, significa que no son zonas 
de borde y por lo tanto se pueden descartar. 
 
 Clasificar los bordes restantes en bordes válidos o no, dependiendo de los límites 
máximo y mínimo establecidos. 
 
De esta manera, obtenemos una imagen binaria conteniendo los bordes de los objetos 























Figura 3.13 Imagen de binaria de bordes 
 
 
3.2.4 DETECCIÓN Y ANÁLISIS DE CONTORNOS 
 
 
Este proceso consiste en determinar los píxeles que forman parte de un borde en la imagen 
binaria, es decir, un contorno. A partir de ellos, podremos extraer diferentes características, 
que nos ayudarán en la labor de detección del código QR. 
 
La función findContours() de OpenCV, nos devuelve una lista con todos los contornos en 
la imagen, así como, otro vector con las relaciones jerárquicas de cada uno de los contornos. 
Estas relaciones aparecen entre contornos del mismo nivel, o contornos que están dentro de 
otros, es decir, poseen relaciones de padre-hijo [16]. 
 
La imagen presentada a continuación, es una representación de una imagen binaria simple, 
en la cual aparecen diversos contornos. En ella podemos observar como los contornos 0,1 y 
2 son contornos de un mismo nivel, ya que no pertenecen a ningún otro contorno. De otra 
manera, el contorno 2 es padre del contorno 2A, ya que lo engloba. Lo mismo pasa con el 
contorno 3 y 3A, siendo éste último hijo del anterior. Este tipo de relaciones se recogen en 
el vector de jerarquías devuelto por la función, el cual será importante a la hora de detectar 
la presencia de un código QR en la imagen. 
 
 



















Figura 3.14 Esquema de numeración de contornos 
 
 
El método seguido para la detección de códigos QR en la imagen se basa en encontrar los 
patrones localizadores del código. Para ello, se analizan los contornos  de la imagen 
empleando el vector de jerarquías de cada  uno de ellos. De esta manera, obtenemos el 
número de contornos anidados para cada contorno principal.  
 
Estudiando la composición de un patrón localizador un código QR, determinamos que 
contiene un contorno externo o principal, que engloba 5 contornos. Esta característica es la 
que utilizamos para determinar si encontramos un código. A pesar de no ser una 
característica propia de un patrón localizador, y de pueden encontrarse otros tipos de 
elementos o patrones que también la cumplan, consideramos que es una forma válida de 
trabajo para nuestro proyecto. Esto se debe a que es difícil que algún elemento de la zona 












Figura 3.15 a) Bordes en el código QR , b) Contornos a identificar en el QR 
 






En las imágenes anteriores, se puede apreciar la distribución y relación de los contornos en 
un patrón localizador. En la Figura 3.15.a, se presentan los bordes obtenidos en un código 
QR. Mientras que en la Figura 3.15.b, observamos los 6 contornos consecutivos que se 
encuentran en cada uno de los 3 patrones localizadores.  
 
Si algún contorno de los analizados, engloba 5 contornos sucesivos será considerado patrón 
localizador. El procedimiento seguido es determinar si un contorno engloba a otros, si es así, 
se pasa a comprobar si este segundo posee un nuevo contorno en su interior, y así 
sucesivamente hasta que no se detectan más contornos. 
 
Una vez se han encontrado 3 conjuntos de contornos que cumplen esta relación, podemos 
asegurar que hemos encontrado el código QR. 
 
 
3.2.5 IDENTIFICACIÓN DE LOS PATRONES ENCONTRADOS 
 
 
Una vez encontrados los patrones localizadores, necesitamos saber la orientación que posee 
el código en la imagen. Para ello, lo que hacemos es determinar las posiciones de los 
patrones.  
 
Los patrones del código QR poseen una distribución en forma de triángulo, situándose en 
las esquinas superior izquierda (topLf) y derecha (topRg), y en la esquina inferior izquierda 
(bottom). Los nombres entre paréntesis son abreviaturas que usaremos en adelante para 
referirnos a cada uno de los patrones localizadores. 
 
 Cálculo de los centroides de cada patrón 
 
Para poder saber la posición que corresponde a cada patrón, en primer lugar, 
obtendremos los momentos de los contornos guardados, para posteriormente, calcular 










Mediante la función moments() obtenemos los momentos de cada uno de los contornos 
previamente adquiridos. A partir de estos elementos, podemos calcular características 
de los objetos englobados por el contorno como su centroide o su área [17].  
 
Para el cálculo del centroide, hacemos uso de las ecuaciones siguientes:  
 
cx = int(M['m10']/M['m00']);  
cy = int(M['m01']/M['m00']); 
 
Una vez calculados los centroides (A, B, C) de los 3 patrones, y basándonos en su 
distribución triangular, la cual se muestra en la siguiente imagen, determinamos la 















Figura 3.16 Distribución de los patrones del código QR 
 
 
 Determinación de la posición del patrón superior izquierdo 
 
Primero, obtenemos la distancia entre los centroides de cada patrón (AB, AC y BC). De 
esta manera, sabemos cuál es el patrón “topLf”, ya que será aquel que no pertenezca a 
la recta de mayor longitud entre centroides. En la imagen anterior, el vértice A del 
triángulo corresponde con el patrón buscado. 
 
Para el cálculo de distancias, hemos creado un método distanciaDosPuntos(), en el 
cual hacemos uso de la ecuación[18]: 
 
𝑑 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2  
 






 Para los puntos de centroide obtenidos, los cálculos de distancia son: 
 
- Para los puntos A y B: 
 
𝑑𝑖𝑠𝑡(𝐴𝐵) = √(𝑥𝐵 − 𝑥𝐴)2 + (𝑦𝐵 − 𝑦𝐴)2  
 
- Para los puntos A y C: 
 
𝑑𝑖𝑠𝑡(𝐴𝐶) = √(𝑥𝐶 − 𝑥𝐴)2 + (𝑦𝐶 − 𝑦𝐴)2  
 
- Para los puntos B y C: 
 
𝑑𝑖𝑠𝑡(𝐵𝐶) = √(𝑥𝐶 − 𝑥𝐵)2 + (𝑦𝐶 − 𝑦𝐵)2  
 
 
Dependiendo de la orientación del código QR, la distancia de mayor valor entre 
centroides variará, por lo que el patrón “topLf” también cambiará. 
 
 Determinación de la posición de los otros patrones 
 
Para obtener las posiciones de los patrones “topRg” y “bottom”, necesitamos hacer uso 
de la altura del triángulo, es decir, la distancia entre el patrón “topLf” y la recta que 
forman los otros dos patrones, así como, la pendiente de ésta última. 
 
Creamos un método distanciaRectaPunto(), en el que obtenemos la ecuación de la 
recta formada por los dos centroides, para posteriormente calcular la distancia de dicha 
recta a el tercer centroide “topLf”. Para ello, hacemos uso de los centroides B y C, (ver 
Figura 3.16), como puntos x e y,  siguiendo los siguientes pasos [19]: 
 


















- Despejando obtenemos: −𝑚 ∗ 𝑥 + 𝑦 + 𝑚 ∗ 𝑥1 − 𝑦1 = 0 
 
- Por lo que en la ecuación de la recta 𝑎 ∗ 𝑥 + 𝑏 ∗ 𝑦 + 𝑐 = 0;  
 
𝑎 = −𝑚, 𝑏 = 1, 𝑐 = (𝑚 ∗ 𝑥1 − 𝑦1) 
 















Una vez calculadas tanto la pendiente, como la distancia, debemos establecer una serie de 
condiciones según las cuales decidiremos cuál de los dos patrones restantes es “topRg” y 
cuál “bottom”, al mismo tiempo, que determinaremos la orientación del código.  
 
El orden en el que los patrones aparecen en la imagen, definen el nombre que reciben, 




- Si la pendiente es negativa y la distancia negativa:  
 
B es “bottom”,  C es “topRg” y orientación 0. 
 
 
- Si la pendiente es positiva y la distancia negativa:  
 
A es “topRg”, C es “bottom” y orientación 1. 
 
 
- Si la pendiente es negativa y la distancia positiva:  
 
A es “topRg”, B es “bottom” y orientación 2. 
 
- Si la pendiente es positiva y la distancia positiva:  
 






























                     

















3.2.6 OBTENCIÓN DE LOS VÉRTICES DEL CÓDIGO QR 
 
 
Una vez determinada la orientación del código QR y las posiciones de los patrones 
localizadores, el siguiente paso para la detección de los códigos será obtener sus vértices.  
  
 Obtención de las esquinas de cada patrón 
 
Con la finalidad de obtener las esquinas de cada uno de los patrones, hemos creado 
el método obtenerEsquinas(). Para cada uno de los contornos que definen el patrón 
localizador, creamos un rectángulo que con el mínimo perímetro contenga al 
contorno mediante la función boundingRect() de la librería OpenCV. Las esquinas 
de este rectángulo serán A, B, C y D, mientras que las mitades de los lados del 
rectángulo serán W, X, Y y Z. 
 






En la imagen siguiente, M0, M1, M2 y M3 son las esquinas o vértices, a encontrar, 
























Figura 3.18 Diagrama representativo de la obtención de las esquinas 
 
 
A continuación, detallamos el procedimiento seguido para la obtención de esquinas: 
 
- Para los puntos del contorno del patrón que se encuentran en el primer cuadrante (azul), 
comparamos la distancia de cada uno de ellos hasta el punto C. Mediante el método 
actualizarEsquina(), comparamos el valor distancia para todos los puntos de contorno 
de esa zona del patrón y guardamos el valor máximo de éstos. El punto que se encuentre 
a mayor distancia de C, será la esquina del patrón y guardaremos su valor como M0. 
 
- Para los puntos de contorno del resto de zonas (roja, verde y morada), actuamos de igual 
manera, salvo que cambiando la zona del contorno a analizar y el punto con el 
calculamos la distancia. Para los puntos del patrón de la zona roja medimos la distancia 
al punto D, obteniendo la esquina M1. Para la zona verde mediamos la distancia al 
punto A y para la morada al punto B, obteniendo las esquinas M3 y M4, 
respectivamente. 






 Actualización de las esquinas de los patrones 
 
 
Hasta ahora, hemos obtenidos la localización de las 4 esquinas de cada patrón localizador 
del código QR. El problema es que, dependiendo de la orientación, las esquinas pueden 
aparecer cambiadas. Con la finalidad de obtener las esquinas siempre en la misma 
posición, debemos aplicar varios cambios según la orientación previamente calculada. 
 
- Si la orientación es 0: no se aplica ningún cambio. 
 
- Si la orientación es 1: se aplica un giro de - 90º  
 
M1          M0, M2           M1,  M3          M2,  M0          M3  
 
- Si la orientación es 2: se aplica un giro de 180º  
 
M2          M0, M3           M1,  M0          M2,  M1          M3 
 
- Si la orientación es 3: se aplica un giro de + 90º  
 




 Obtención del cuarto vértice 
 
 
Hasta el momento, hemos obtenido las esquinas de los 3 patrones localizadores, y por lo 
tanto, contamos con 3 vértices del código QR. Para el obtener el último vértice 
(amarillo), debemos obtener la intersección de las rectas formadas por dos de las 
esquinas del patrón superior derecho y dos del patrón inferior izquierdo. 



















Figura 3.19 Representación de la intersección de rectas 
 
 
Hemos creado el método obtenerInterseccion(), mediante el cual obtenemos 2 vectores 
directores para las rectas que queremos que se corten [20].  
 
Para ello, hacemos uso de los puntos M1, M2, O2 y O3. Aplicando la siguiente ecuación, 
obtenemos un vector director V(x,y) , a partir de dos puntos P y Q de una recta. 
 
𝑣(𝑥,𝑦) = (𝑄𝑥 − 𝑃𝑥 ,  𝑄𝑦 − 𝑃𝑦) 
 
Por lo que para los puntos del código, obtendríamos: 
 
     𝑟 = (𝑀2𝑥 − 𝑀1𝑥 ,  𝑀2𝑦 − 𝑀1𝑦) 
 
𝑠 = (𝑂2𝑥 − 𝑂3𝑥 ,  𝑂2𝑦 − 𝑂3𝑦) 
 
 
A continuación, estudiamos estos vectores comprobando si poseen algún punto de 
intersección. Partiendo de los puntos M1 y O3, y teniendo en cuenta los vectores creados, 
podemos establecer la siguiente situación: 
 


















Figura 3.20 Esquema de cálculo del punto de intersección 
 
De este planteamiento, podemos concluir que el punto de corte, en el caso de que las rectas 
sean secantes, será el punto para el cual M2 + t*r sea igual a O3 + u*s. Y realizando una 
serie de desarrollos con esta ecuación obtendremos los valores de t y u, que nos permitan 
calcular dicho punto. 
 
- Partiendo de la ecuación: 𝑀2 + 𝑡 ∗ 𝑟 = 𝑂3 + 𝑢 ∗ 𝑠  
 
- Multiplicando ambos miembros por s:  (𝑀2 + 𝑡 ∗ 𝑟) 𝑥 𝑠 = (𝑂3 + 𝑢 ∗ 𝑠) 𝑥 𝑠 
 
- Simplificando: 𝑀2 𝑥 𝑠 + 𝑡 ∗ (𝑟 𝑥 𝑠) = 𝑂3 𝑥 𝑠 + 𝑢 ∗ (𝑠 𝑥 𝑠) 
 
- Como el producto vectorial de 𝑠 𝑥 𝑠 es igual a 0: 𝑡 ∗ (𝑟 𝑥 𝑠) = (𝑂3 − 𝑀2) 𝑥 𝑠 
 





- El punto de intersección es:   (𝑀2𝑥 + 𝑡 ∗ 𝑟𝑥 , 𝑀2𝑦 + 𝑡 ∗ 𝑟𝑦)  
 
Una vez obtenido el cuarto vértice, lo representamos en la imagen original, junto con los 
contornos de los patrones localizadores. Para realizar esta representación, hacemos uso de 
las funciones de OpenCV, circle() y drawContours(). La primera nos permite dibujar un 
punto del color deseado en una zona de la imagen. Por otro lado, la segunda función, nos 
permite dibujar una línea sobre el segmento deseado [16]. En nuestro caso, contaremos con 
un contorno azul, otro rojo, y otro verde. 















Figura 3.21 Imagen del código con los patrones y vértices encontrados 
 
3.2.7 SELECCIÓN, RECORTE Y ORIENTACIÓN DEL CÓDIGO QR  
 
 
Ahora que ya contamos con los 4 vértices del código QR, el siguiente paso consiste en hacer 
uso de ellos, para seleccionar y recortar la zona de la imagen que contiene el código, de esta 
manera, eliminamos el resto de la imagen que no proporciona información relevante. Una 
vez recortada la imagen, realizamos una orientación, así como, un ajuste de la perspectiva, 
para poder presentarla, de manera adecuada, y posteriormente obtener la información que el 
código contiene. 
 
Para realizar este procesado, hemos creado un método orientRecorteQR() y seguimos los 
siguientes pasos: 
 
 Envío de los vértices del código 
 
El método creado recibe la imagen que contiene el código y los valores de posición de 
los vértices de éste. Estos puntos han sido previamente ordenados dependiendo de la 
rotación del código en la imagen, de manera que el primero será el vértice superior 
izquierdo, seguido del superior derecho, en tercer lugar se envía el vértice inferior 
derecho, y por último, el inferior izquierdo. 
 






 Obtención del tamaño del código 
 
Para poder recortar la imagen, lo primero que debemos hacer es obtener  el tamaño del 
código. Para ello, medimos la distancia entre los puntos de vértice. En primer lugar, 
medimos la anchura del código. Ésta será la mayor de las distancias entre los vértice 1-
2 y 4-3. Posteriormente, obtenemos la altura del código, que será la distancia mayor 
entre los vértices 1-4 y 2-3. 
 
 
 Creación puntos en la nueva imagen 
 
 
El siguiente paso consiste en establecer las coordenadas de la nueva imagen que se 
corresponden con los vértices del código QR de la imagen original. 
 
P1: vértice superior izquierdo, coordenadas (0, 0). 
P2: vértice superior derecho, coordenadas (anchura_máxima - 1, 0). 
P3: vértice inferior derecho, coordenadas (anchura_máxima -1, altura_máxima -1). 
P4: vértice inferior izquierdo, coordenadas (0, altura_máxima - 1). 
 
 Ajuste de la perspectiva del código 
 
Mediante la función getPerspectiveTransform(), proporcionada por la librería 
OpenCV, obtenemos una matriz con los valores que nos permiten recortar la imagen de 
la zona de interés (ROI), y ajustar la perspectiva de la zona para que se aprecie mejor 
en la nueva imagen a crear [21].  
 
La función calcula la matriz de transformación de 3x3, tal que, los puntos de la imagen 












         donde los puntos de la nueva imagen son: (x’i, y’i) y los de la original: (xi, yi) 
 






Posteriormente, aplicamos la transformación, haciendo uso de la función 
warpPerspective(). Dicha función hace uso de la ecuación: 
 
𝑑𝑠𝑡(𝑥, 𝑦) = 𝑜𝑟𝑖𝑔(
𝑀11𝑥 +  𝑀12𝑦 + 𝑀13
𝑀31𝑥 +  𝑀32𝑦 + 𝑀33
,
𝑀21𝑥 +  𝑀22𝑦 + 𝑀23
𝑀31𝑥 +  𝑀32𝑦 + 𝑀33
) 
 
donde dst es la imagen de destino, y orig es la imagen original que contiene el código.  
 
 
Una vez aplicadas estas transformaciones a la imagen original (ver Figura 3.21), obtenemos 
una imagen de menor tamaño que incluye, únicamente, el código QR. Y lo presenta sin 











3.2.8 DECODIFICACIÓN DE LA INFORMACIÓN CONTENIDA 
 
 
Una vez hemos detectado, recortado y orientado el código QR, lo guardamos en un archivo 
con formato .jpg. Ahora, lo que debemos hacer es extraer la información codificada en este 
código. Para ello, en este proyecto, hacemos uso de una librería llamada Zbar [22]. 
 
Esta librería, que está disponible tanto en Linux, como en Windows, es un software libre que 
permite la decodificación de códigos de almacenamiento de información en diferentes 
formatos. Entre los diferentes formatos con los que el sistema es capaz de trabajar se 
encuentran los códigos EAN-13/UPC-A, UPC-E, EAN-8, Código 128, Código 39 y los 
códigos QR. 
 
Zbar permite la decodificación de códigos a alta velocidad y no requiere de procesadores 
muy potentes, lo que hace que sea compatible con sistemas de bajo coste, como el utilizado 
en este proyecto. 
 






La incorporación de este software a nuestro sistema la realizamos instalando zbar, a través 
del gestor de instalación. Para ello, utilizamos la siguiente línea de comando:  
sudo apt-get install zbar-tools. 
 
Una vez incorporada la librería, podemos hacer uso de ella en nuestro programa de detección 
de códigos QR. En primer lugar, importamos las funciones que esta librería contiene, para 
así, poder hacer uso de ellas. Ahora solo nos queda utilizar el software con la imagen del 
código que previamente hemos detectado como código QR, y que hemos separado del resto 
de la imagen y orientado, para así, poder extraer la información que este contiene. 
 
Mediante el método run_qr(), ejecutamos el programa zbarimg, instalado como parte de 
Zbar. Este programa hace uso de nuestra imagen del código QR, y nos devuelve en una 
cadena la información, previamente decodifica, que el código contiene. 
 
La información contenida en un código QR puede ser muy diversa, como ya hemos visto en 
capítulos anteriores. Para nuestro proyecto los códigos usados contienen nombres de 
programas que realizan diferentes acciones sobre nuestra maqueta electromécanica. Esto 
quiere decir que la información decodifica mantendrá el siguiente estilo: pilotoRojo.py. 
La cadena de caracteres incluye el nombre del programa a ejecutar y la extensión de éste, en 
nuestro caso, ésta es .py, ya que estamos trabajando en Python. 
 
Para ejecutar los programas leídos a través del sistema de reconocimiento de códigos QR, 
hemos creado otro método accionQR(), a través del cual, accedemos a la línea de comandos. 
De esta manera, ejecutamos la siguiente línea de código: self.run("sudo python 
'"+qrcode+"'"), donde llamamos al método run() de nuestro programa pasándole el 
comando que queremos ejecutar. Esta comando está formado por una primera parte, donde 
se indica que queremos ejecutar un programa de Python, y una segunda, qrcode, que contiene 













3.2.9 CREACIÓN DE UNA BASE DE DATOS 
 
 
Por último, ahora que ya contamos con la información contenida en el código QR y con la 
imagen de éste, separado del fondo, procedemos a guardar toda esta información en una 
carpeta de la tarjeta SD de la placa. De esta manera, podemos llevar un registro de los 
códigos capturados, reconocidos y ejecutado por parte del sistema. 
 
Para ello, nos creamos un directorio, llamado QR_Datos, el cual contendrá un fichero .txt y 
una serie de imágenes. Por un lado, las imágenes contienen los diversos códigos QR 
reconocidos por el sistema. Estas imágenes son nombradas con la fecha y hora de su captura. 
Por otro lado, el fichero de texto, contendrá una lista relacionando el nombre del código 
capturado, es decir, el momento de captura con la información que el código contiene, es 
decir, el programa que ejecuta. 
 
 
3.3 SISTEMA ELECTROMECÁNICO DE ACTUACIÓN 
 
 
En este apartado, profundizaremos en el sistema de actuación, detallando la distribución y 
tarea de cada uno de los elementos de la maqueta. Explicaremos las diversas conexiones 
eléctricas realizadas, incluyendo esquemas eléctricos para facilitar su comprensión. Y por 
último, analizaremos los diferentes programas de actuación creados. 
  
Esta maqueta electromecánica se ha decidido crear debido al interés por comprobar, de 
manera física, el funcionamiento del sistema de detección y decodificación de códigos QR.  
 
3.3.1 CREACIÓN DE LA MAQUETA 
En este apartado, vamos a detallar como se ha realizado la elección de cada uno de los 










 Base de la maqueta 
La maqueta está formada por diversos elementos situados sobre una base de aglomerado 
de madera de 40 cm de ancho, 45 cm de alto y 1 cm de profundidad. Hemos decido que 
estas dimensiones son adecuadas, ya que nos permite incorporar todos los elementos 
del sistema, dejando espacio libre, en caso, de querer aumentar el número de actuadores 







Figura 3.23 Base de manera para la maqueta 
 
 Placa controladora (Raspberry Pi) 
La placa Raspberry Pi es el elemento principal del sistema, sin el cual no podríamos 
activar, ni desactivar ninguno de los actuadores. Para realizar las conexiones con los 
otros elementos, hacemos uso de los pines GPIO.  
 
 Placa de relés (8 canales) 
 
En este proyecto, hacemos uso de una placa de 8 relés. Un relé es un interruptor que 
podemos activar mediante una señal eléctrica. En su versión más simple es un pequeño 
electro-imán que cuando lo excitamos mueve la posición de un contacto eléctrico de 
abierto a cerrado o viceversa. Mediante una señal de control de poca intensidad que 





















Figura 3.24 Placa de relés para realizar conexiones 
 
Para nuestro proyecto es necesario el uso de relés, ya que algunos de los actuadores que 
utilizamos necesitan una tensión de 9 o 12 voltios para funcionar. Mientras que la placa 
Raspberry Pi únicamente nos permite trabajar con voltajes de 3,3 y 5 voltios. Contamos 
con una placa de 8 relés (ver Figura 3.24). 
El uso de esta placa es muy interesante, ya nos permite garantizar el aislamiento 
eléctrico entre el circuito de mando, la placa Raspberry Pi en este caso y el circuito de 
potencia externo, nuestro motor y pilotos. El aislamiento eléctrico protege la placa de 
control de los problemas eléctricos del circuito de potencia externo. Consta de un 
sistema de optoacopladores, por lo que tenemos un interruptor que se activa por luz, y 
que aísla adecuadamente ambos circuitos, ya que no existe ninguna conexión eléctrica 
entre ellos, sino óptica.  
Posee 10 pines, 8 de control y 2 de alimentación, que nos permiten controlar la 
activación y desactivación de cada uno de los relés desde nuestra placa. 
 Fuente de alimentación 
 
Como fuente de alimentación utilizamos un generador que permite trabajar con 










Como hemos comentado anteriormente, contamos con 3 pilotos de colores (rojo, 
amarillo y verde). El objetivo es simular el funcionamiento de un semáforo, indicando 
cuando la barrera esta subida o bajada. Por otro lado, los pilotos se encenderán o 






Figura 3.25 Pilotos indicadores 
 
 Sistema de barrera 
 
Este sistema está constituido por un servomotor, y una pequeña barrera de cartón, la 
cual hemos juntando directamente al eje del motor. Este sistema intenta reproducir el 
sistema automático de entrada y salida de un aparcamiento. 
 
 













 Elementos de ampliación 
 
Los actuadores detallados hasta ahora, son los elementos principales y componen el sistema 
de actuación. Además de éstos, hemos considerado interesante incorporar una placa 
protoboard que permita la ampliación del número de los componentes electromecánicos del 
sistema, facilitando su conexión. La incorporación de este dispositivo se debe, 
principalmente, a la intención de que la maqueta sirva como material de trabajo para otros 
estudiantes, en el estudio de controladores de bajo coste, como Raspberry Pi o Arduino. De 
esta manera, se facilitará el estudio de los diversos actuadores, como pueden ser, leds, 
zumbadores, pulsadores, fotoresistores,… 
Por último, hacemos uso de la placa de conexiones para implementar la conexión de un 
pulsador que interactúe con los pilotos previamente conectados. 
En la Figura 3.27, podemos observar la composición final de la maqueta electromecánica. 
 










3.3.2 ESQUEMAS DE CONEXIÓN DEL SISTEMA 
 
En este apartado explicamos tanto la conexión de la placa Raspberry Pi a la placa de relés, 
como, la conexión de la placa de relés al resto de actuadores. Por otro lado, presentamos la 
conexión realizada en la placa de conexiones para entre el pulsador y la placa Raspberry Pi. 
En primer lugar, cabe destacar la manera en que sea ha realizado la conexión entre la placa 
y los relés. Mediante la salida de 5 voltios de salida de Raspberry Pi, se alimenta la placa de 
relés para que pueda funcionar, conectado el pin 5V de Raspberry con la entrada Vcc de los 
relés, así como, un pin Ground (Tierra) de la placa con su correspondiente en los relés. 
En la Figura 3.28, presentamos un esquema mediante el cual explicaremos la manera en la 
que se han conectado los diferentes actuadores. 
 
Figura 3.28 Esquema de conexiones del sistema electromecánico 






Seguidamente se conectan varios pines GPIO, el valor de los cuales podemos controlar, a 
las entradas IN de los relés. Mediante estas conexiones podremos decidir que relés están 
activos en cada momento, permitiendo el encendido o apagado de los actuadores. 
En la tabla 3.29, detallamos la conexión de los pines con su respectiva notación. 
Pin placa de relés Pin placa controladora 
Vcc Pin 02 (5V) 
Tierra Pin 06 (Ground) 
IN1 Pin 03_GPIO 02 
IN2 Pin 05_GPIO 03 
IN3 Pin 07_GPIO 04 
IN4 Pin 11_GPIO 17 
IN5 Pin 13_GPIO 27 
IN6 Pin 15_GPIO 22 
IN7 Pin 19_GPIO 10 
IN8 Pin 21_GPIO 09 
 
Tabla 3.29  Conexión de pines de la placa de relés 
 
Para conectar los distintos actuadores, utilizamos un generador capaz de proporcionarnos 
hasta 12 voltios de tensión.  
En primer lugar, explicamos la conexión de los pilotos. Para la cual, conectamos el positivo 
del generador a la patilla común de cada uno de los relés, mientras que la patilla normalmente 
abierta la conectamos a los pilotos. Por último, conectamos el negativo de cada uno de los 
pilotos al negativo de la fuente. 
Para la conexión del motor, actuamos de manera diferente puesto que necesitamos que el 
dispositivo cambie su dirección de movimiento. Para ello, hacemos uso de dos relés, para 
los cuales, conectamos el positivo de la fuente a la patilla normalmente cerrada de los relés 
y la normalmente abierta al negativo.  
 






Por otro lado, conectamos una de las patillas comunes al positivo del motor, mientras que, 
la patilla común del otro relé la conectamos al negativo del motor. De esta manera, 
conseguimos que dependiendo del relé que se active el motor gire en una dirección u otra. 
En la tabla siguiente, podemos apreciar en sentido del giro del dependiendo del valor de los 
pines GPIO17 y GPIO27. 
Valor de pines de control Estado del motor 
GPIO 17 = 0; GPIO27 = 0 Apagado 
GPIO 17 = 0; GPIO27 = 1 Girando, sentido horario 
GPIO 17 = 1; GPIO27 = 0 Girando, sentido anti-horario 
 
Tabla 3.30  Posibles estados del motor 
 
Por último, presentamos un esquema de las conexiones realizadas para el pulsador. Para ello, 
hacemos uso de la placa de conexiones y una resistencia de 10 KΩ. Mediante esta resistencia, 
creamos una conexión de resistencia Pull-Down. Esta conexión nos permite conocer el 




Figura 3.31 Conexión pulsador-controlador 
 






3.3.3 DESARROLLO DE LOS DISTINTOS PROGRAMAS 
 
Por último, explicaremos el funcionamiento del sistema para los distintos programas que se 
pueden activar mediante los diferentes códigos QR con los que contamos. 
 
 Encendido de pilotos 
 
Como hemos comentado anteriormente, para controlar el encendiendo y apagado de 
los pilotos, tendremos que controlar cuando se activa o se apaga el relé de control de 
cada piloto.  
 
Para el piloto rojo, el relé de control se corresponde con IN1, que se activa por medio 
del pin03_GPIO 02. A continuación, presentamos el código que realiza esta activación. 
 
Incorporamos las librerías necesarias para el funcionamiento del programa. 
 
import RPi.GPIO as GPIO 
import time 
 





Creamos una lista con los pines a usar. 
 
pinList = [2, 3, 4, 9, 10, 16, 17, 22, 27] 
 
Mediante un bucle, apagamos todos los relés. 
 




Por último, activamos el relé del piloto rojo. 
 
GPIO.output(2, GPIO.HIGH) 
print "Piloto rojo encendido" 






Para la activación de los pilotos amarillo y verde, actuamos de la misma forma, 
cambiando únicamente, el número de pin, en este caso 2 por 3 o 4, según el piloto a 
encender.  
 
 Activación del sistema de barrera 
El sistema automático de barrera deberá iniciarse con su correspondiente código QR. 
Entonces, se encenderá el piloto rojo durante un tiempo determinado, para después 
activarse el motor que permite el ascenso de la barrera. Al mismo tiempo que la barrera 
asciende, el piloto encendido pasa a ser el amarillo, hasta que la barrera se detiene en 
un punto elevado. Entonces, se enciende el piloto verde, apagándose el amarillo. Para 
el proceso de bajada de la barrera, el procedimiento es muy similar. Cambiando del 
piloto verde al rojo, pasando por el amarillo. El único cambio es que el relé activado 
para la bajada de la barrera, será el que está conectado a la otra patilla del motor. 
A continuación, presentamos el código empleado: 




pinList = [2, 3, 4, 9, 10, 16, 17, 22, 27] 
tiempoParada = 3 
tiempoCambio = 1 
 
















































 Cambio de piloto mediante pulsador 
 
Este programa permite el cambio de piloto encendido por medio del pulsador. Cuando 
el código QR que activa este programa es reconocido. El piloto rojo se enciende, y 
conforme vamos presionando el pulsador, el piloto activado cambia. Una vez 
encendidos todos los pilotos, cuando se vuelva a presionar el pulsador, el programa 
finalizará.  
 
A continuación, presentamos el código que realiza estas acciones. 
 




pinList = [2, 3, 4, 9, 10, 16, 17, 22, 27] 
cont=0 














 inputValue = GPIO.input(16) 
 if (inputValue == True): 
 
  Si se pulsa por primera vez, cambio al amarillo. 
if(cont==0): 





Si se pulsa por segunda vez, cambio al verde. 
         elif(cont==1): 





Si se pulsa por tercera vez, fin del programa y apagado de pilotos. 
         elif(cont==2): 











































CAPITULO IV.  PRUEBAS Y RESULTADOS 
 
En este capítulo vamos a detallar las pruebas realizadas para comprobar el correcto 
funcionamiento del sistema, exponiendo los resultados obtenidos. 
 
El capítulo se divide en tres partes claramente diferenciadas. En primer lugar, haremos la 
comprobación del funcionamiento del sistema de captura, detección y decodificación de 
códigos QR. En segundo lugar, comprobaremos el funcionamiento del sistema 
electromecánico. Por último, dedicaremos un apartado al análisis de los resultados obtenidos 
en las pruebas realizadas y de la conclusión extraída a partir de dichos resultados. 
 
4.1 COMPROBACIÓN DEL SISTEMA DE CAPTURA, 
DETECCIÓN Y DECODIFICACIÓN 
 
Una vez explicado el proceso seguido para la creación del sistema de reconocimiento de 
códigos QR, pasamos a la fase de pruebas del sistema. 
Para realizar la comprobación del correcto funcionamiento del sistema vamos a realizar la 
captura de diversas imágenes conteniendo códigos QR de distintos tamaños, versiones, 
colores y formas. Para ello, hemos impreso una variedad de códigos que presentan 
diferencias en los aspectos a analizar. De esta manera, intentaremos determinar cuál es el 
comportamiento del sistema ante las diferentes situaciones que se pueden presentar. Por otro 
lado, analizaremos el comportamiento del sistema ante rotaciones del código, comprobando 
si el sistema funciona de manera correcta en el caso de que el código QR presente una 
determinada orientación. Además, comprobaremos si el sistema de detección es capaz de 
obtener la posición del código en la imagen y recortarlo, guardándolo en una nueva imagen.  






Por último, analizaremos el tiempo que necesario para reconocer el código QR y extraer la 
información contenida. 
 
 Comprobación del funcionamiento ante variaciones de versión y tamaño. 
 
Comenzaremos realizando diversas capturas de código QR que poseen diferentes versiones 
y tamaños.  
Recordemos que la versión de un código QR depende del número de módulos que incorpora, 
por lo tanto, a mayor versión más capacidad de almacenamiento. Como la información que 
necesitamos almacenar para el funcionamiento de nuestro sistema es reducida, nos 
limitaremos a usar versiones pequeñas, hasta la versión 10. 
En lo que respecta al tamaño de los códigos, comenzaremos analizando códigos de factor de 
escala 2 e iremos incrementando este valor de escala, para comprobar cuál es el valor 
mínimo, a partir del cual, se puede detectar el código. Como observaremos en las pruebas, 
el enfoque de la cámara está relacionado con el tamaño de los códigos que necesitamos 
utilizar. Este enfoque es fijo, y permite el enfoque de los todos los objetos que se encuentran 
a una distancia superior a 0.5 metros de la cámara. 
Para la pruebas que vamos a realizar en esta fase colocaremos los códigos QR a una distancia 
de la cámara entre 0.4 y 0.5 metros, la cual es la distancia mínima a la cual los códigos 
aparecen enfocados.  
Por otro lado, la zona de captura de imágenes ha sido iluminada por medio de una lámpara 
con 4 bombillas de 30 W, esta iluminación permanecerá constante para todas las pruebas del 
sistema de reconocimiento. 
A continuación, presentamos diferentes capturas de la escena con el código, indicando su 




















Figura 4.1 Prueba tamaño 1 
 
En la figura 4.1, podemos observar como el código QR es muy pequeño. Esto se debe a que 
el factor de escala es 2, lo que hace que el código no sea detectable. 


















Figura 4.2 Prueba tamaño 2 






En la figura 4.2, podemos comprobar como el sistema de detección no es capaz de reconocer 
el código QR. Al igual que en la prueba anterior, el tamaño del código es demasiado pequeño 
para ser reconocido a una distancia de superior a 40 centímetros de la cámara. En el caso de 
acercarlo, obtenemos una imagen del código de mayor tamaño, pero a la vez, el código 
aparecerá desenfocado, lo que imposibilita su detección. De estas pruebas, obtenemos la 
conclusión de que un código de tamaño 3 o inferior, no es detectable por el sistema 
desarrollado. 
 






















Figura 4.3 Prueba tamaño 3 
 
En la figura 4.3, observamos cómo ha sido necesario acercar el código QR para que éste 
pudiese ser detectado. La distancia mínima a la que se puede detectar el código es a 35 
centímetros de la cámara. A esta distancia, aunque el código aparece ligeramente 
desenfocado, todavía es posible detectarlo y extraer la información contenida en él. 
 























Figura 4.4 Prueba tamaño 4 
 
Para una distancia de 0.5 metros el código QR se detecta sin problemas. 
 










Figura 4.5 Prueba tamaño 5 
 






En las pruebas 4 y 5, observamos que el sistema detecta el código QR y consigue  recuperar 
la información codificada (ver Figura 4.4 y 4.5). 
De las pruebas anteriores, sacamos una conclusión bastante clara en cuanto al tamaño y 
versiones de los códigos, y la capacidad del sistema creado para reconocerlos. Podemos 
observar como la versión del código utilizada no afecta a su detección. Aunque en las 
primeras pruebas, con versiones pequeñas, el código no se reconoce, sí que se puede 
reconocer en la última prueba cuando hacemos uso de la versión 1. Por lo tanto, concluimos 
que el error en la detección de las primeras pruebas se debe al factor de escala empleado. 
Por otro lado, llegamos a la conclusión de que los códigos con factor de escala menor o igual 
3 no se pueden detectar, ya que necesitan estar a una distancia mínima en la que puedan 
aparecer enfocados. El problema surge porque esta separación hace que los códigos de 
menor tamaño, aparezcan demasiado pequeños en la imagen capturada y por lo tanto no se 
puedan reconocer. Para factores de escala superiores, siempre que el código QR presente el 
formato adecuado, no hay problemas en la detección. 
 
 Comprobación del funcionamiento ante variaciones de color y forma. 
Ahora, analizaremos el funcionamiento del sistema ante códigos de diferentes colores y 
formas. El generador de códigos QR instalado en la placa Raspberry Pi nos proporciona 
posibilidades de modificar el color de fondo del código QR, así como, el del propio código. 
Por otro lado, algunos generadores que podemos encontrar por internet, permiten modificar 
la forma del código, tanto de los patrones localizadores, como de los módulos que contiene 
la información. 
A continuación, presentamos diferentes capturas de la escena con códigos de diferentes 
colores, tanto de fondo, como de código. También, analizaremos capturas de códigos con 
diferentes formas, e indicaremos si han sido detectados como código QR o no. Aplicando 
las conclusiones obtenidas de las pruebas anteriores, sabemos que los códigos utilizados para 
las siguientes pruebas tienen un tamaño adecuado para su detección a la distancia a la que 
los vamos a colocar, siendo ésta 0.5 metros.  
 




















Figura 4.6 Prueba forma/color 1 
 
En la Figura 4.6, podemos observar como el código QR, a pesar de tener los colores de fondo 
y de código cambiados, se detecta sin problemas. Y se puede extraer la información 
contenida, en este caso, motorSentido1.py. 

















Figura 4.7 Prueba forma/color 2 
 
Al igual que en el caso anterior, el código es detectado correctamente. 


















Figura 4.8 Prueba forma/color 3 
 






En la Figura 4.8, podemos observar como el código QR, cuenta con una forma diferente. A 
pesar de ello, como la forma de los patrones es muy parecida, el código QR se puede detectar, 
y la posición de las esquinas se ajusta de manera adecuada, por lo que el código se puede 
recortar, guardar en una nueva imagen, y extraer la información. 
 





















Figura 4.9 Prueba forma/color 4 
 
En la Figura 4.9, podemos observar como al igual que en el caso anterior el código QR se 

























Figura 4.10 Prueba forma/color 5 
 
En la Figura 4.10, podemos observar como al igual que en el caso anterior el código QR se 
reconoce sin problemas. 














Figura 4.11 Prueba forma/color 6 






En las pruebas 9, 10 y 11 al igual que en la 8, aunque cambia la forma de los patrones, como 
presentan una similitud bastante alta con el formato cuadrado estándar, los patrones se 
pueden encontrar y la información extraer. 
 



















Figura 4.12 Prueba forma/color 7  
 






























Figura 4.13 Prueba forma/color 8  
  
En la Figura 4.13, podemos observar que el código no es detectado. Esto se debe a que el 
contorno de los patrones localizadores no está constituido por un único patrón, sino que está 
formado por diversos cuadrados de menor tamaño. 
De las pruebas anteriores, podemos deducir que el color del código utilizado no afecta a su 
detección. En las pruebas 7 a 11 observamos que siempre que la forma de los patrones 
localizadores sea similar a la de un cuadrado, estos se detectaran de manera adecuada, e 
independientemente del color del código, este se detecta y reconoce adecuadamente. 
En lo que respecta a la forma del código, observamos como la forma de los módulos no es 
relevante a la hora del reconocimiento. Por otro lado, la forma de los patrones localizadores 
es muy importante a la hora de permitir su localización. En la prueba 13, observamos que si 
el contorno externo del patrón no es continuo, no será detectado. En la prueba 12, el patrón 
no presenta una forma cuadrada, sino que tiene forma octogonal. Esto provoca que, aunque 
se detecte, el proceso de detección de vértices del código se realice de manera incorrecta, lo 
que influye en la etapa de recorte y orientación de la imagen del código. Como la imagen 
guardada ya no corresponde con el código QR, ya que puede aparecer cortado, la 
información codificada no se puede extraer. 






 Comprobación del funcionamiento ante rotaciones. 
 
Cuando se captura un código QR en una imagen, la persona que realiza la operación puede 
realizar dicha captura de manera que el código aparezca orientado en una posición 
determinada. Lo interesante del sistema reconocimiento creado, es que funciona 
independientemente de la orientación del código, haciéndolo más versátil.   
A continuación, analizaremos el funcionamiento del sistema ante diferentes orientaciones 
mediante diversas pruebas e indicaremos si se puede reconocer el código. Los códigos 
capturados se encuentran a una distancia de 0.5 metros de la cámara. 
 
 














Figura 4.14 Prueba orientación 1  
 
En la Figura 4.14, podemos observar como para la orientación habitual del código QR, éste 
se detecta sin problemas. 
 
























Figura 4.15 Prueba orientación 2  
 
En la Figura 4.15, podemos observar como para la orientación actual del código QR, éste se 
detecta sin problemas. 


















Figura 4.16 Prueba orientación 3  






En la Figura 4.16, podemos observar como para la orientación actual del código QR, éste se 
detecta sin problemas. 
 


















Figura 4.17 Prueba orientación 4  
 
En las pruebas 14 a 17, observamos como el sistema es capaz de detectar y extraer la 
información codificada de manera correcta independientemente de la orientación en la que 
se captura el código QR. Esto se debe a que durante el proceso de detección se calcula la 
orientación del código y se realiza un ajuste para poder extraer el código y orientarlo con se 







Figura 4.18 Prueba recorte 1  
 
 


























Figura 4.19 Prueba orientación 5  
 













Figura 4.20 Prueba orientación 6  



















Figura 4.21 Prueba orientación 7  
 










Figura 4.22 Prueba orientación 8 
 






En las pruebas 18 a 21, vemos que cuando el código presenta una orientación con una 
inclinación muy marcada, la obtención de las esquinas del código no es del todo exacta. A 
pesar de ello, en la mayoría de las pruebas realizadas, se consigue obtener una imagen del 






Figura 4.23 a) Prueba recorte 2, b) Prueba recorte 3 
 
A partir de las pruebas anteriores, podemos deducir la orientación del código no es un factor 
crucial a la hora del reconocimiento de éste. Como podemos observar en las pruebas 14 – 
17, el código se reconoce de manera correcta. Únicamente, cuando aparecen orientaciones 
con inclinaciones muy elevadas, pueden aparecer problemas. Pero el programa es lo 
suficientemente robusto como para poder realizar el reconocimiento del código, aunque, 
necesitando más capturas de la escena, en orientaciones similares. 
 
 Comprobación del tiempo de detección y decodificación. 
Una vez analizado el comportamiento del sistema de reconocimiento en diferentes 
situaciones, pasamos a analizar el tiempo necesario para obtener la información contenida 
en un código QR. Comprobaremos mediante varias pruebas, cual es el tiempo transcurrido 
























Tabla 4.24 Tiempos de reconocimiento del código QR 
 
En la Tabla 4.24, podemos observar el tiempo de procesamiento necesario para 
encontrar el código QR en la imagen, orientarlo, crear un nuevo archivo conteniendo 
únicamente la imagen del código, y por último, extraer la información codificada en 
él. De las múltiples pruebas realizadas, obtenemos un tiempo de reconocimiento 
medio de 2.29 segundos, con un margen de 0.24 segundos. 
 
Una vez realizadas todas las pruebas del sistema de reconocimiento de códigos QR, podemos 
concluir que el sistema funciona correctamente en la gran mayoría de los casos.  
 
 
Nº de prueba Tiempo empleado 
Prueba 1 2.34 sg 
Prueba 2 2.24 sg 
Prueba 3 2.53 sg 
Prueba 4 2.17 sg 
Prueba 5 2.13 sg 
Prueba 6 2.14 sg 
Prueba 7 2.19 sg 
Prueba 8 2.44 sg 
Prueba 9 2.34 sg 
Prueba 10 2.40 sg 
Nº de prueba Tiempo empleado 
Prueba 11 2.38 sg 
Prueba 12 2.24 sg 
Prueba 13 2.42 sg 
Prueba 14 2.17 sg 
Prueba 15 2.24 sg 
Prueba 16 2.36 sg 
Prueba 17 2.27 sg 
Prueba 18 2.21 sg 
Prueba 19 2.29 sg 
Prueba 20 2.26 sg 






4.2 COMPROBACIÓN DEL SISTEMA DE ACTUACIÓN 
 
 
Una vez explicado el proceso seguido para el desarrollo de la maqueta electromecánica 
pasamos a la fase de pruebas, para comprobar si el sistema funciona de manera correcta. 
Para realizar esta comprobación, haremos uso del sistema de reconocimiento de códigos QR. 
Ya que contamos con códigos que activan los diferentes componentes de la maqueta, los 
leeremos mediante nuestro sistema de visión y comprobaremos si realmente los diferentes 
actuadores electromecánicos funcionan de manera adecuada. 
 
- Comprobación del funcionamiento de los pilotos 
Aquí, analizamos si los pilotos indicadores si activan cuando los códigos QR destinados a 
ello son reconocidos por el sistema. 
 










































Figura 4.26 Comprobación funcionamiento maqueta (piloto verde) 
 















Figura 4.27 Comprobación funcionamiento maqueta (piloto amarillo) 
 










 Comprobación del funcionamiento del sistema de barrera 
 
Por otro lado, comprobamos si el sistema de barrera funciona de manera adecuada, es decir, 
el motor se activa en una dirección para subir la barrera y en otra para bajar la misma. 
 











Figura 4.28 Comprobación funcionamiento maqueta (barrera subida) 
 













Figura 4.29 Comprobación funcionamiento maqueta (barrera bajada) 
 






En las imágenes anteriores, podemos comprobar que el sistema de barrera funciona 
correctamente. 
Una vez realizadas todas las pruebas del sistema de actuación, podemos concluir que el 
sistema funciona de la manera deseada.  
 




Una vez finalizada la fase de pruebas y obtenidos los resultados pertinentes, hemos extraído 
las siguientes conclusiones: 
 
El sistema desarrollado en este proyecto cumple con la función encargada. Podemos afirmar 
que los sistemas implementados funcionan de manera correcta. 
 
En primer lugar, contamos con un sistema de reconocimiento de códigos QR de bajo coste, 
desarrollo mediante una placa Raspberry Pi y una cámara conectada a dicha placa. El sistema 
es capaz de reconocer códigos QR de distintos tamaños y colores. Además, es capaz de 
detectar códigos que aparezcan rotados en la imagen. Para algún tipo de orientación 
particular, puede aparecer algún ligero problema a la hora de localizar las posiciones de las 
esquinas del código QR, aunque esto no impide que el código sea detectado y la información 
contenida en él, pueda ser leída. Para el caso de códigos QR que poseen formas especiales, 
es importante para el funcionamiento del sistema, que los patrones mantengan una forma 
que no difiera demasiado de la del cuadrado original. Además, el tiempo empleado en el 
proceso desde la captura hasta la extracción de la información es aceptable. 
 
Por otro lado, tenemos un sistema de electromecánico con diversos actuadores que cumple 
la tarea de dar al sistema de reconocimiento una funcionalidad a nivel físico. El sistema  
también enseña un ejemplo de aplicación que muestra que la detección de códigos QR con 
Raspberry Pi para el control de equipos es perfectamente viable y económica. 
 
En conclusión, podemos decir que el sistema cumple correctamente con la función deseada. 


















































CAPÍTULO V.  CONCLUSIONES 
 
En este capítulo vamos a exponer las conclusiones extraídas después de realizar este 
proyecto. Una vez hemos finalizado las tareas principales de este proyecto, llega el momento 
de hacer balance y reflexionar acerca de los resultados obtenidos. 
 
5.1 CUMPLIMIENTO DE LOS OBJETIVOS 
 
 
Al inicio del proyecto se establecieron unos objetivos que se creen alcanzados y de los cuales 
hemos extraído las siguientes conclusiones: 
 Se ha creado un sistema de bajo coste, por medio de Raspberry Pi y la cámara del 
mismo sistema, mediante los cuales hemos desarrollado un sistema de 
reconocimiento de códigos QR en imágenes capturadas por la cámara. 
 Se han empleado diferentes bibliotecas de adquisición de imágenes mediante la 
cámara, Picamera, de tratamiento de imágenes, OpenCV y reconocimiento de 
códigos de almacenamiento, Zbar. 
 
 El software utilizado es libre (tanto el de la Raspberry Pi, como el de las librerías 
empleadas). 
 
 Se ha implementado la detección de los códigos QR en la imagen, mientras que se 
ha extraído la información codificada en ellos, aprovechando una biblioteca 
existente. 
 






 Una vez extraída la información codificada en el código, ésta es almacenada en una 
tarjeta SD, junto con una imagen del código capturado. 
 
 La detección de códigos QR con Raspberry Pi se ejecuta en un tiempo correcto,  
siendo perfectamente viable, para el control de equipos y además es una opción 
económica. 
 
 Se ha creado una maqueta electromecánica que permite demostrar la utilidad del 
sistema de reconocimiento. Esta maqueta está formada por diversos actuadores que 
son accionados por medio de los códigos QR. 
 
 Se ha diseñado y desarrollado una fase de pruebas tanto para el sistema de 
reconocimiento de códigos QR, como para el sistema de actuación, mediante la cual 
se ha comprobado que ambos sistemas funcionan de manera correcta. 
 
 
5.2 TRABAJOS FUTUROS 
 
 
Hasta aquí, se ha comprobado el funcionamiento y fiabilidad del sistema utilizado, mediante 
un sistema computacional de bajo coste hemos construido un sistema de detección de 
códigos QR de almacenamiento que permite la detección de un código y la extracción de la 
información codificada en él.  
 
Una posibilidad futura de ampliación del proyecto en este aspecto podría ser la de modificar 
y ampliar el sistema, en cuanto a programación del mismo, para que sea capaz de reconocer 
diversos códigos QR en una imagen.  
 
En cuanto al sistema de actuación, una posible mejora podría ser la ampliación del número 
de actuadores sobre los que los códigos QR pueden producir un efecto. Cabría la posibilidad 
de utilizar la maqueta en alguna asignatura del máster, junto con las placas de Arduino. Para 
ello, hemos dispuesto el sistema en una base relativamente grande, para permitir la 
incorporación de otros actuadores, así como, módulos extra de entradas y salidas, que 
permitan realizar circuitos controlados por la placa Raspberry Pi. 
 






Otra de las ideas que nos surgen a la hora de seguir avanzando, con el sistema desarrollado, 
es la crear un sistema de acceso a edificios mediante códigos QR personalizados. La tarea 
consistiría en mantener el sistema de reconocimiento y cambiar la maqueta electromecánica, 
por un sistema de apertura de puertas electrónico. Mediante este sistema se podría generar 
un método de acceso a un determinado edificio, a la vez que mantener un registro de las 
personas que entran a dicho edificio y el momento de entrada. Este sistema sería útil, por 
ejemplo, para mantener un registro de las personas que asisten al máster de Automática y 
Robótica de la Universidad de Alicante, a la vez que facilita el acceso al edificio, ya que éste 
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