Abstract-Nonparametric estimation is usually inconsistent without some form of regularization. One way to impose regularity is through a prior measure. Barron and Cover [1], [2] have shown that complexitybased prior measures can insure consistency, at least when restricted to countable dense subsets of the infinite-dimensional parameter (i.e., function) space. Strangely, however, these results are independent of the actual complexity assignment: the same results hold under an arbitrary permutation of the match-up of complexities to functions. We will show that this phenomenon is related to the weakness of the convergence measures used. Stronger convergence can only be achieved through complexity measures that relate to the actual behavior of the functions.
I. INTRODUCTION
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Publisher Item Identifier S 0018-9448(98)04795-6. dimensional) problems. Some variety of regularization is needed. An appealing and principled approach is to base regularization on complexity: Define an encoding of the (infinite-dimensional) parameter, and adopt codelength as a penalty. Barron and Cover [1] , [2] have shown how to make this work. They get consistent estimation for densities and regressions, as well as some convergencerate bounds, by constructing complexity-based penalty terms for maximum-likelihood and least squares estimators. Can we cite the results of Barron and Cover as an argument for complexity-based regularization (or, equivalently, for complexitybased priors)? Apparently not: The results are independent of the particular assignment of complexities. Specifically, the results are unchanged by an arbitrary permutation of the matching of complexities to parameters.
Of course there are many ways to define convergence of functions. We will show here that the surprising indifference of convergence results to complexity assignments is in fact related to the convergence measures used. Stronger convergence requires a stronger tie between the parameters (functions) and their complexity measures.
Section II is a review of some Barron and Cover results. Then some new results about consistency for nonparametric regression are presented in Section III. (Proofs are in the Appendix.) Taken together, the results of Section III establish the principle that stronger types of convergence are sensitive to the particulars of the complexity assignment. We work here with regression, but the situation is analogous in density estimation.
Our results are about consistency only. The important practical issue of relating complexity measures to rates of convergence remains open.
II. COMPLEXITY-BASED PRIORS
Barron and Cover [1] have shown that the problem of estimating a density nonparametrically can be solved using a complexity-based prior by limiting the prior to a countably-dense subset of the space of densities. More specifically, given a sequence of countable sets of densities 0 n , and numbers L n (q) for densities q in 0 n , let 0 = [n0n. Set Ln(q) = 1 for q not in 0n. For independent random variables X 1 ; X 2 ; 111 ; X n drawn from an unknown probability density function p, a minimum complexity density estimatorp n is defined as a density achieving the following minimization:
If we think of L n (q) as the description length of the density q, then the minimization is over total description length-accounting for both the density and the data. Barron and Cover showed that if Ln satisfies the summability condition 
then for each measurable set S lim n!1P n (S) = P (S) with probability one 0018-9448/98$10.00 © 1998 IEEE provided that p is in the information closure 0 of 0. Here,P n and P are the probability measures associated with the densitiespn and p, respectively, and "p is in the information closure 0 of 0" means that inf q20 D(pkq) = 0, where D(pkq) is the relative entropy of p to q. Barron and Cover also showed that if Ln satisfies a "light tail condition," i.e., if for some 0 < < 1 and b q20 2 0L (q) b; for all n (2) and if Ln also satisfies the growth restriction (1), then for p 2 0, with probability one 
Barron defines statistical risk for a given estimatorĥ n to be E(r(ĥ n ; h)). is in a known interval of length b, then with 5b 2 =3 log e, the mean-squared error converges to zero at rate bounded by R n (h), i.e.,
E(r(ĥn; h)) O(Rn(h)):
Taken together, these results offer a general prescription for nonparametric estimation of densities and regressions. Furthermore, the connection to complexity is appealing: It is not hard to invent suitable functions L n (1) by counting the bits involved in a natural encoding of 0 n (cf. [1] ). There is, however, a disturbing indifference of the results to the details of the complexity measure. For any set of permutations
and observe that L 0 n satisfies whatever conditions L n does, and hence the same results are obtained (with the same bound on rate in (3)) using L 0 n in place of Ln! In general L 0 n will have no meaningful interpretation as a complexity measure.
III. WHAT TIES CONSISTENCY TO COMPLEXITY?
Suppose that X is a random variable from a probability space define the estimatorĥn to be a function in 0 which achieves
We will always assume that L satisfies a much stronger tail condition than (2) f20 e 0L(f) < 1; for any > 0:
The first proposition demonstrates that for a weak form of convergence, consistency is essentially independent of the complexity measure:
Obviously, the proposition remains true for any permutation of 0 and resulting complexity function L 0 (f) = L((f)). But, suppose we were to ask for consistency in L 2 (a.s.) in place of consistency in probability (a.s.)? Then, despite the strength of the tail condition (4), we would evidently need to pay closer attention to the complexity measure:
Proposition 2: There exists a random variable X, a countable dense subset 0 in L 2 ([0; 1]; P X ), and a function L: 0 ! N N N satisfying (4) such that for any Y with h(x) 6 2 0, the L 2 norm ofĥ n (in L 2 ([0; 1]; P X )) goes to +1 with probability one.
(We are focusing on the regression problem, but analogous arguments apply to probability density estimation. For example, by a construction similar to the one used for Proposition 2, the minimum complexity density estimator discussed in Barron and Cover [1] may not converge to the actual density p in the sense of Kullback-Liebler p log p pn 6 ! 0 even though the coding L satisfies the strong condition (4).)
One way to rescue consistency is to tie the complexity measure L(f) more closely to f:
Proposition 3: Suppose that for every f 2 0, Ef 4 (X) < 1.
Assume EY 4 is finite (and hence so is Eh 4 (X)). Construct a complexity function as follows: First, define
Then, given any
Proofs for the propositions are in the Appendix.
APPENDIX
Recall that X is a random variable defined on a probability space 
The regression h(x) is estimated by a functionĥn 2 0 that achieves the minimum in
We begin with Proposition 2. 
8 f 2 0 and X i (!) 6 2 B n ; 8 1 i n; 8 large n is of probability one. For any ! in this set, let
Then since h 6 2 0, In(!) ! 1 as n ! 1. For large n, Xi(!) 6 2 B I (!) for all 1 i In(!), and hence
Therefore, for large n
Consequently, with probability one, for large n
(Y i 0 f (X i )) 2 2 fg 1 ; g 2 ; 111g:
Since E(g 2 i ) ! 1, this completes the proof.
Remark: As mentioned in Section III, the same argument can be used to show that the minimum complexity estimatorpn in [1] may not converge to the true density p, in the sense that p log p pn 6 ! 0:
The proof of Proposition 1 is based on the following three lemmas. (4) . Then given 0 < < 1, with probability one, for sufficiently large n and all f 2 0 with E(f 0 hM )
where for any function f
Proof: We shall first give the idea of the proof. Assume jhj < M . With probability one, when n is sufficiently large
. We then get a stronger inequality
The left-hand side equals
Hence we can prove the lemma by showing
is true with probability one, for sufficiently large n and all f 2 0.
By Lemma 1, for each fixed n and f 2 0, the probability that this inequality does not hold is bounded by
where K is a large number independent of n. Because 1 0 x < e 0x
for all x > 0, the above probability is then bounded by
Summing over all f 2 0, we see that the probability that (5) is not true is exponentially small. A Borel-Cantelli argument then finishes the proof.
We turn now to the details of the proof. Define
For f 2 0, define
Henceforth, we will simplify the notation by writing B instead of B(h M ), T f; n instead of T f; n (h M ), and so on. By the strong law of large numbers, P (R) = 1. Next show that n P (Vn \ Rn) < 1.
If this is true, then by the Borel-Cantelli lemma
which is what needs to be proved.
Clearly,
Since jfj M , jh 0 f j = jh 0 hM j
2 + 3:
Suppose f 2 B and R n \ T f; n 6 = ;. For any ! 2 R n \ T f; n , by the above inequality
Furthermore,
(hM(Xi) 0 Yi) 2 + and hence
Now for any f 2 B with Rn \ T f; n 6 = ;, it is easy to check (Var ((f(X) 0 Y ) 2 ) + 2 f; n )e E(f(X)0Y ) K and f; n < K:
Then by Lemma 1, for any f 2 B with R n \ T f; n 6 = ;
and 1 0 x < e 0x , for all 0 < x < 1, we get P (Rn \ T f; n ) is exp(0L(f)=K) < 1. Since K is independent of n, P (Rn \ Vn) is exponentially small and P (R n \ V n ) converges. 
Proof:
The idea is to choose M k ! 1 and then truncate the functions in 0 as in (6) . Then by Lemma 2, we will get E(ĥ n; M 0 h M ) 2 ! 0, whereĥ n; M is the truncatedĥ n , and h M is the truncated h. We then use Lemma 3 to getĥ n P ! h. With probability one, when n is sufficiently large
Observe that jY i 0ĥ n; M (X i )j > jY i 0ĥ n (X i )j implies jY i j > M.
With probability one, for sufficiently large n Choose a sequence n !0, and let M n =M( n ) and S n =S( n ): Then on S = \Sn, which has probability one Proof: We will follow closely the proof and the notation of Lemma 2. As in Lemma 2, we need to show that P (lim sup V n ) = 0. Since there are only finitely many f with L 1 (f) < D, by the strong law of large numbers, P (lim sup V 00 n ) = 0. Thus in order to get P (lim sup V n ) = 0, we need only show that P (lim sup V 0 n ) = 0.
Similar to Lemma 2, it is enough to check n P (V 0 n \ Rn) < 1:
Derive again the constant H, as in (12) . Then for each f 2 0, Similar to Lemma 3, we can now conclude that for any 0 < < 1, the set S() = !: E(ĥ n 0 h) 2 < 3; for sufficiently large n has probability one. Finally, then, for ! 2 \ 1 k=1 S(k 01 )
E(ĥ n 0 h) 2 ! 0 as n ! 1:
