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Abstract
In this paper a novel distributed algorithm for blind macro calibra-
tion in sensor networks based on output synchronization is proposed.
The algorithm is formulated as a set of gradient-type recursions for
estimating parameters of sensor calibration functions, starting from
local criteria defined as weighted sums of mean square differences be-
tween the outputs of neighboring sensors. It is proved, on the basis of
an originally developed methodology for treating higher-order consen-
sus (or output synchronization) schemes, that the algorithm achieves
asymptotic agreement for sensor gains and offsets, in the mean square
sense and with probability one. In the case of additive measurement
noise, additive inter-agent communication noise, and communication
outages, a modification of the original algorithm based on instrumen-
tal variables is proposed. It is proved using stochastic approximation
arguments that the modified algorithm achieves asymptotic consensus
for sensor gains and offsets, in the mean square sense and with proba-
bility one. Special attention is paid to the situation when a subset of
sensors in the network remains with fixed characteristics. Illustrative
simulation examples are provided.
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1 Introduction
Recently, wireless sensor networks (WSN’s) have emerged as an important
research area (see, e.g., [3–5]). Diverse new applications have sparked the
recognition of new classes of problems for the developers and users. Sen-
sor calibration represents one of the most important challenges for the wide
deployment of this new technology. Only relatively small sensor-systems
can utilize micro-calibration, in which each device is individually tuned in a
controlled environment. Larger WSN’s demand new concepts and methods
for calibration, since many devices can be in partially unobservable and dy-
namic environments. The so-called macro-calibration is based on the idea to
calibrate a network as a whole by observing only the overall system response,
thus eliminating the need to directly calibrate each and every device. The
usual prerequisite is to frame calibration as a parameter estimation prob-
lem (e.g., [6,7]). Automatic methods for jointly calibrating WSN’s, without
dependence on controlled stimuli or high-fidelity groundtruth data, are of
significant interest. The underlying practical idea is to have sensors with
homogeneous properties irrespective of the lack of an absolute reference, ex-
pecting (or imposing) dominant influence of well calibrated sensors. This
problem is referred to as blind calibration. In [8,9] a centralized, non-recursive
algorithm was proposed for blind calibration assuming non-identical but cor-
related sensor readings. Another approach to blind WSN calibration is to
assume that the deployment is relatively dense, so that neighboring nodes
have nearly identical readings. In [10] this scenario was adopted, but the
algorithm assumes only pairwise inter-node communications. There are also
methods trying to cope with situations in which sensor network deployments
may not meet the density requirements as, e.g., [11] where the calibration is
done by sudden measurement error correction based on training and running
algorithm phases.
In this paper we propose a novel blind macro-calibration method for sen-
sor networks based on distributed on-line estimation of the parameters of
affine calibration functions. It is assumed that the sensors form a network
with directed communication links between neighboring nodes. By formu-
lating the calibration problem as the problem of distributed minimization
of a set of weighted sums of mean square differences between the outputs
of neighboring sensors, we derive a distributed gradient type recursive al-
gorithm and show that the overall network behavior can be treated as a
nontrivial output synchronization or consensus problem, in which all the
equivalent sensor gains and offsets should converge asymptotically to equal
values. However, formally speaking, properties of the method cannot be di-
rectly analyzed using the classical results related to different versions of the
dynamic consensus and synchronization algorithms (see, e.g., [12–15] with
the references therein, together with a discussion given below in Section
4). To the authors’ best knowledge, consensus has been applied directly to
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the calibration problems only in [16, 17], but within different contexts. Us-
ing general arguments related to stability of diagonally dominant dynamic
systems [18–20], a basic lemma is derived dealing with characteristics of
matrices decomposed into blocks, applicable to a large class of higher order
consensus schemes. Using this result, we prove that the proposed basic al-
gorithm achieves asymptotic consensus for sensor gains and offsets in the
mean square sense and with probability one (w.p.1). The asymptotic gains
and offsets depend, in general, on initial conditions, together with signal,
sensor and network characteristics; the freedom of choosing the weights in
the local criterion functions (which define the level of confidence of particular
sensors) offers a great flexibility to the designer and a possibility to obtain
good performance in a large variety of situations in practice. The basic re-
sults are then extended by assuming: 1) additive communication noise, 2)
communication outages, and 3) additive measurement noise. An algorithm
of instrumental variable type [21] is proposed for solving the problem posed
in this case, and the achievement of the asymptotic consensus in the mean
square sense and w.p.1 is proved for both gains and offsets. In case when
a subset of nodes in the network is kept with fixed (acceptable) charac-
teristics, it is proved that the algorithm provides convergence in the mean
square sense and w.p.1 to specific points representing “centroids” of these
characteristics, defined by the the selected weights and network properties.
It is to be emphasized that the proposed methodology does not require any
supervision or fusion center.
The outline of the paper is as follows. The following subsection intro-
duces notation and basic definitions to be used throughout the paper. In
Section 2 we formulate the blind calibration problem and introduce the ba-
sic algorithm. Section 3 is devoted to the algorithm’s convergence analysis
in the noiseless case, under different assumptions on the measured signals
and network structure. In Section 4 a modified algorithm with instrumental
variables is proposed for the general case of lossy sensor networks. Its con-
vergence in the mean square sense and w.p.1 is proved and the convergence
rate estimated. Section 5 is devoted to the convergence analysis of the pro-
posed algorithm in the case of macro-calibration where a subset of sensors
remains with fixed characteristics. In Section 6 we present some illustrative
simulation results.
1.1 Notation and some Definitions
R denotes the set of real numbers, C denotes the set of complex numbers,
while C+ denotes the set of complex numbers with positive real parts. E{·}
denotes the mathematical expectation. Ik denotes the identity matrix of
dimension k, 0i×j denotes a i × j matrix with all the elements equal to
zero. ⊗ denotes the Kronecker product. diag{. . .} denotes a block diago-
nal matrix with the specified diagonal elements. ‖ · ‖ denotes an operator
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norm. span{A} denotes a linear space spanned by the columns of matrix A.
λmin(A) denotes an eigenvalue of matrix A with the smallest absolute value,
while λmax(A) denotes an eigenvalue of matrix A with the largest absolute
value.
Matrix A ∈ Rk×k is said to be an M-matrix if its off-diagonal entries are
less than or equal to zero, and if all its principal minors are positive (see,
e.g., [19] for different equivalent characterizations of M-matrices).
In a given directed graph (digraph) G = (N , E), where N is the set of
nodes (vertices) and E is the set of links (arcs), if there is a walk from the
node j to the node i we say that the node i is reachable from j. A node
from which every node in the digraph is reachable is called center node.
2 Problem Formulation and the Main Algorithm
Consider n distributed sensors measuring a discrete-time signal x(t), t =
. . . ,−1, 0, 1, . . ., and assume that the output of the i-th sensor can be rep-
resented by
yi(t) = αix(t) + βi, (1)
where the gain αi and the offset βi are unknown constants.
By sensor calibration we consider the application of an affine calibration
function which produces the overall sensor output
zi(t) = aiyi(t) + bi = gix(t) + fi, (2)
where ai and bi are the calibration parameters, gi = aiαi is the equivalent
gain and fi = aiβi + bi the equivalent offset. In general, parameters ai and
bi have to be chosen in such a way as to set gi as close as possible to one
and fi as close as possible to zero.
We assume that the observed sensors form a network with a predefined
structure of inter-sensor communications represented by a directed graph
G = (N , E), where N is the set of nodes (one node corresponds to one
sensor) and E the set of links (arcs). Define the adjacency matrix A = [aij ],
i, j = 1, . . . , n, where aij = 1 if the j-th sensor can send its message to the
i-th sensor, and aij = 0 otherwise. Let Ni be the set of neighboring nodes
of the i-th node, i.e., the set of nodes j for which aij = 1.
Starting from the general concept of blind macro calibration, the aim of
this paper is to propose an algorithm for distributed real-time estimation
of the calibration parameters ai and bi which would provide asymptotically
equal outputs zi(t) of all the sensors without the knowledge of the measured
signal. Furthermore, the algorithm should be adjusted such that, loosely
speaking, the well calibrated sensors would correct, on the basis of global
consensus, the behavior of those that are not. Assuming that {x(t)} is a
stochastic process, the algorithm will be derived starting from the following
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set of local criteria:
Ji =
∑
j∈Ni
γijE{(zj(t)− zi(t))2}, (3)
i = 1, ..., n, where γij are nonnegative scalar weights reflecting, in general,
relative importance of the neighboring nodes. Denoting θi = [ai bi]
T , we
obtain for the gradient of (3):
gradθiJi =
∑
j∈Ni
γijE{(zj(t)− zi(t))
[
yi(t)
1
]
}. (4)
The last equation gives rise to the following stochastic gradient recursion
for estimating θ∗i which minimizes (3)
θˆi(t+ 1) = θˆi(t) + δi(t)
∑
j∈Ni
γijij(t)
[
yi(t)
1
]
, (5)
where θˆi(t) = [aˆi(t) bˆi(t)]
T , δi(t) > 0 is a time-varying gain influencing
convergence properties of the algorithm, ij(t) = zˆj(t) − zˆi(t) and zˆi(t) =
aˆi(t)yi(t) + bˆi(t), with the initial conditions θˆi(0) = [1 0]
T , i = 1, . . . , n.
Notice that each iteration of the algorithm (5) subsumes availability of the
local measurement and the reception of current messages of the neighboring
nodes’ outputs zj(t) (communication outages will be discussed later). Local
computational efforts for individual agents are minor, having in mind that
only two parameters are estimated. Communication efforts depend on the
number of agents in the neighborhoods, which is kept to be small in actual
WSN’s.
The underlying idea of the set of recursions (5) is to ensure that the
estimates of all the local gains gˆi(t) = aˆi(t)αi and offsets fˆi(t) = aˆi(t)βi +
bˆi(t) tend asymptotically to the same values g¯ and f¯ , respectively, implying
zˆj(t) = zˆi(t), i, j = 1, . . . , n. For the sake of compact notations, introduce
ρˆi(t) =
[
gˆi(t)
fˆi(t)
]
=
[
αi 0
βi 1
]
θˆi(t), (6)
and
ij(t) =
[
x(t) 1
]
(ρˆj(t)− ρˆi(t)), (7)
so that (5) becomes
ρˆi(t+ 1) = ρˆi(t) + δi(t)
∑
j∈Ni
γijΦi(t)(ρˆj(t)− ρˆi(t)), (8)
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where
Φi(t) =
[
αiyi(t)x(t) αiyi(t)
[1 + βiyi(t)]x(t) 1 + βiyi(t)
]
(9)
=
[
αiβix(t) + α
2
i x(t)
2 αiβi + α
2
i x(t)
(1 + β2i )x(t) + αiβix(t)
2 1 + β2i + αiβix(t)
]
,
with the initial conditions ρˆi(0) = [αi βi]
T , i = 1, . . . , n. Recursions (8) can
be represented in the following compact form
ρˆ(t+ 1) = [I + (∆(t)⊗ I2)B(t)]ρˆ(t), (10)
where ρˆ(t) = [ρˆ1(t)
T · · · ρˆn(t)T ]T , ∆(t) = diag{δ1(t), . . . , δn(t)},
B(t) = Φ(t)(Γ⊗ I2),
Φ(t) = diag{Φ1(t), . . . ,Φn(t)},
Γ =

−
∑
j,j 6=1
γ1j γ12 · · · γ1n
γ21 −
∑
j,j 6=2
γ2j · · · γ2n
. . .
γn1 γn2 · · · −
∑
j,j 6=n
γnj

,
where γij = 0 when j /∈ Ni; the initial condition is ρˆ(0) = [ρˆ1(0)T · · · ρˆn(0)T ]T ,
in accordance with (8). The asymptotic value of ρˆ(t), which depends on the
initial conditions and matrix B(t), which is, in turn, a function of the signal,
sensor and network parameters, should be such that the components with
odd indices and the components with even indices become equal.
Notice that, in general, the choice of the weighting coefficients γij plays
an important role in achieving successful performance of the whole scheme.
If the underlying idea of the whole methodology is to achieve good absolute
calibration results (g¯ as close as possible to one and f¯ as close as possible
to zero) by exploiting sensors with good characteristics in a large sensor
network, there are two main possibilities: 1) to rely on the majority of good
sensors, when all γij in any neighborhood Ni can take the same value, or
2) to emphasize the effect of a priori selected good sensors j belonging to
a set N f ⊂ N by: a) attaching to them relatively high values of γij within
all Ni for which i is an out-neighbor of j, b) multiplying all γjk, k = 1, ..., n,
k 6= j, by a relatively small positive number (thus preventing big changes of
ρˆj(t)). Section 5 will be devoted to the situation in which a set of reliable
sensors in the network is left with fixed characteristics.
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3 Convergence Analysis - Noiseless Case
In this section we assume no communication errors and no measurement
errors in order to emphasize structural properties of the proposed algorithm.
For this scenario constant step size in the derived recursions is assumed:
A1) δi(t) = δ = const, i = 1, . . . , n.
For the sake of clearer presentation, we first adopt a simplifying assump-
tion, which will be relaxed later:
A2) {x(t)} is i.i.d., with E{x(t)} = x¯ <∞ and E{x(t)2} = s2 <∞.
Based on A1) and A2), we obtain the following recursion for the mean
of the parameter estimates ρ¯(t) = E{ρ(t)}
ρ¯(t+ 1) = (I + δB¯)ρ¯(t), (11)
where ρ¯(0) = ρ(0), B¯ = Φ¯(Γ⊗I2) and Φ¯ = E{Φ(t)} = diag{Φ¯1 . . . Φ¯n}, with
Φ¯i =
[
αiβix¯+ α
2
i s
2 αiβi + α
2
i x¯
(1 + β2i )x¯+ αiβis
2 1 + β2i + αiβix¯
]
.
A closer insight into the recursion (11) shows that its properties can
be analyzed neither by applying the well known results related to the clas-
sical first-order consensus schemes, nor those related to special forms of
second-order consensus schemes, due to the block structure of B¯ composed
of specific 2× 2 block matrices (see, e.g., [12,13,22,23] and many references
therein). In order to cope with this problem, we shall first propose a novel
methodology based on the concept of diagonal dominance of matrices de-
composed into blocks [18,19]. We formulate several lemmas which represent
basic prerequisites for the subsequent analysis of the proposed algorithm.
Lemma 1 [18, 20] A matrix A = [Aij ], where Aij ∈ Cm×m, i, j = 1, . . . n,
has quasi-dominating diagonal blocks if the test matrix W ∈ Rn×n, with the
elements
wij = 1 (i = j); wij = −‖A−1ii Aij‖ (i 6= j)
is an M-matrix; then, A is nonsingular. If A − λI has quasi-dominating
diagonal blocks for all λ ∈ C+, then A is Hurwitz.
The following lemma has an important role, and represents per se one
of the contributions of this paper.
Lemma 2 If A = [Aij ] has quasi-dominating diagonal blocks and Aii, i =
1, . . . , n, are Hurwitz, A is also Hurwitz.
The proof, based on the basic ideas exposed in [18, 20], is given in the
Appendix. As will be seen below, the general result of Lemma 2 will be
utilized only in the context of the proposed algorithm, in relation with 2×2
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blocks Aij . It is hope that it can be found useful in analyzing stability of
higher order dynamic consensus schemes.
The structure of the blocks of matrix B¯ is defined by the structure of
the digraph G. We assume the following assumption, typical for consensus
schemes:
A3) Graph G has a spanning tree.
Assumption A3) implies that matrix Γ has one eigenvalue at the origin
and the other eigenvalues with negative real parts, e.g., [13]. Consequently,
matrix B¯ from (11) has at least two eigenvalues at the origin. In the follow-
ing, we characterize its remaining eigenvalues.
A4) s2 − x¯2 = var{x(t)} > 0.
Assumption A4) essentially ensures sufficient excitation by the measured
signal, which should not remain constant. Its important direct formal con-
sequence is that −Φ¯i is Hurwitz, i = 1, . . . , n. Namely, it is straightforward
to verify that −Φ¯i is Hurwitz iff
α2i (s
2 − x¯2) > 0, 2αiβix¯+ α2i s2 + 1 + β2i > 0. (12)
Both inequalities hold iff A4) holds.
The following lemma applies the above general results to matrix B¯; it is
essential for all the derivations which follow.
Lemma 3 Let Assumptions A3) and A4) be satisfied. Then, matrix B¯ in
(11) has two eigenvalues at the origin and the remaining eigenvalues have
negative real parts.
The proof is given in the Appendix.
Define vectors i1 = [ 1 0 1 0 . . . 1 0 ]
T ∈ R2n and i2 = [ 0 1 0 1 . . . 0 1 ]T
∈ R2n which represent the right eigenvectors of B¯ corresponding to the
zero eigenvalue, and let pi1 and pi2 be the corresponding normalized left
eigenvectors, satisfying
[ pi1
pi2
] [
i1 i2
]
= I2. The following lemma introduces
a similarity transformation which will be used in the rest of the derivations.
Lemma 4 Let T =
[
i1 i2 T2n×(2n−2)
]
, where T2n×(2n−2) is an 2n×(2n−2)
matrix, such that span{T2n×(2n−2)}= span{B¯}. Then, T is nonsingular and
T−1B¯T =
[
02×2 02×(2n−2)
0(2n−2)×2 B¯∗
]
, (13)
where B¯∗ is Hurwitz.
The proof is given in the Appendix. Notice that
T−1 =
 pi1pi2
S(2n−2)×2n
 , (14)
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where S(2n−2)×2n is defined in accordance with the definition of T .
We are now ready to prove the following theorem dealing with the asymp-
totic behavior of the mean of the parameter estimates generated by (11).
Theorem 1 Let Assumptions A1), A2), A3) and A4) be satisfied. Then
there exists δ′ > 0 such that for all δ ≤ δ′ in (11), ρ¯∞ = limt→∞ ρ¯(t) =
(i1pi1 + i2pi2)ρ¯(0), implying ρ¯∞ = [ρ¯T∞1 · · · ρ¯T∞n]T with ρ¯∞1 = ρ¯∞2 = · · · =
ρ¯∞n.
Proof: Let ˜¯ρ(t) =[˜¯ρ1(t)
T · · · ˜¯ρn(t)T ]T=T−1ρ¯(t). From (11) we obtain
˜¯ρ(t+ 1)[1] = ˜¯ρ(t)[1]; ˜¯ρ(t+ 1)[2] = (I + δB¯∗)˜¯ρ(t)[2], (15)
where dim{ ˜¯ρ(t)[1]} = 2, dim{ ˜¯ρ(t)[2]} = 2n− 2. Using Lemma 3 we conclude
that for δ small enough all the eigenvalues of I + δB¯∗ lie within the unit
circle. Therefore, limt→∞ ‖ ˜¯ρ(t)[2]‖ = 0, so that
lim
t→∞
˜¯ρ(t) = ˜¯ρT∞ = [˜¯ρ(0)
[1]T 0 · · · 0]T .
Consequently,
ρ¯∞ = T [ ˜¯ρ(0)[1]T 0 · · · 0]T = (i1pi1 + i2pi2)ρ¯(0). (16)
Having in mind the definition of i1 and i2, we conclude that ρ¯∞1 = ρ¯∞2 =
· · · = ρ¯∞n.
Now we focus on the original recursion (10). First we demonstrate the
important fact, stemming from the structure of the matrices in (11), that
the transformation T from Lemma 4, after being applied to the time-varying
matrix B(t), results in a matrix with the same structure as the transformed
matrix B¯ in (13).
Lemma 5 Matrix B(t) in (10) satisfies for all t
T−1B(t)T =
[
02×2 02×(2n−2)
0(2n−2)×2 B(t)∗
]
, (17)
where B(t)∗ is an (2n− 2)× (2n− 2) matrix and T is given in Lemma 4.
The proof is given in the Appendix.
Now we are in a position to prove the following theorem dealing with the
convergence of the main recursion (10) in the mean square sense and w.p.1.
Theorem 2 Let Assumptions A1), A2), A3) and A4) be satisfied. Then
there exists δ′′ > 0 such that for all δ ≤ δ′′ in (10)
lim
t→∞ ρˆ(t) = (i1pi1 + i2pi2)ρˆ(0) (18)
in the mean square sense and w.p.1.
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Proof: Using Lemmas 4 and 5, we define ρ˜(t) = T−1ρˆ(t) and obtain
ρ˜(t+ 1)[1] = ρ˜(t)[1]; (19)
ρ˜(t+ 1)[2] = (I + δB(t)∗)ρ˜(t)[2],
where dim{ρ˜(t)[1]} = 2, dim{ρ˜(t)[2]} = 2n−2. Recalling that B¯∗ is Hurwitz,
we observe that there exists such a positive definite matrix R∗ that
B¯∗TR∗ +R∗B¯∗ = −Q∗, (20)
where Q∗ is positive definite. Define q(t) = E{ρ˜(t)[2]TR∗ρ˜(t)[2]}, and let
λQ = mini λi{Q∗} and k′ = maxi λi{E{B(t)∗ B(t)∗T }}. From (19) and A2)
we obtain
q(t+ 1) = E{ρ˜(t)[2]TE{(I + δB(t)∗)TR∗(I + δB(t)∗)}ρ˜(t)[2]} (21)
and, further,
q(t+ 1) ≤
[
1− δ λQ
maxi λi{R∗} + δ
2k′
maxi λi{R∗}
mini λi{R∗}
]
q(t), (22)
having in mind that E{B(t)∗} = B¯∗. Consequently, there exists such a δ′′
that for δ < δ′′, i = 1, . . . , n, the term in the brackets at the right hand side
of (22) is less than one. Therefore, q(t) tends to zero exponentially, implying
that ρ˜(t)[2] converges to zero in the mean square sense and with probability
one. The result follows from ρˆ(t) = T ρ˜(t), analogously with Theorem 1.
After clarifying the main structural properties of the algorithm, we shall
extend the analysis to the more realistic case of correlated sequences {x(t)}.
The results are especially important for the next section dealing with noisy
measurements. We replace A2) with:
A2’) Process {x(t)} is weakly stationary with E{x(t)} = x¯, E{x(t)x(t−
d)} = m(d), m(0) = s2, |x(t)| ≤ K <∞ (w.p.1) and
a) |E{x(t)|Ft−τ} − x¯| = o(1), (w.p.1) (23)
b) |E{x(t)x(t− d)|Ft−τ} −m(d)| = o(1), (w.p.1) (24)
when τ →∞, for any fixed d ∈ {0, 1, 2, . . .}, τ > d, where Ft−τ denotes the
minimal σ-algebra generated by {x(t− τ), x(t− τ − 1), . . . , x(0)}, and o(1)
denotes a function that tends to zero as τ →∞.
Theorem 3 Let Assumptions A1), A2’), A3) and A4) be satisfied. Then
there exists δ′′′ > 0 such that for all δ ≤ δ′′′ in (10) limt→∞ ρˆ(t) = (i1pi1 +
i2pi2)ρˆ(0) in the mean square sense and w.p.1.
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Proof: Following the proof of Theorem 2, we first compute ρ˜(i) = T−1ρˆ(t),
and obtain the same relations as in (19). Iterating back the second relation
τ time steps, one obtains
ρ˜(t+ 1)[2] =
t−τ∏
s=t
(I + δB(s)∗)ρ˜(t− τ)[2]. (25)
Again, we define q(t) = E{ρ˜(t)[2]TR∗ρ˜(t)[2]} and, after calculating q(t + 1)
using (25), we extract the term linear in δ
E{ρ˜(t− τ)[2]TE{
t−τ∑
s=t
(B(s)∗TR∗ +R∗B(s)∗)|Ft−τ−1}ρ˜(t− τ)[2]} (26)
= E{ρ˜(t− τ)[2]T [−(τ + 1)Q∗
+ E{
t−τ∑
s=t
(B˜(s)∗TR∗ +R∗B˜(s)∗)|Ft−τ−1}]ρ˜(t− τ)[2]},
where t ≥ τ , and we have written B(t)∗ as B(t)∗ = B¯∗ + B˜(t)∗, with
E{B˜(t)∗} = 0. According to A2’) we can conclude the following:
|E{ρ˜(t− τ)[2]TE{B˜(s)∗TR∗ +R∗B˜(s)∗|Ft−τ−1}ρ˜(t− τ)[2]}|
≤ φ(s− t+ τ + 1)q(t− τ), (27)
for t− τ ≤ s ≤ t, where φ(s) > 0, lims→∞ φ(s) = 0. Since λmin(Q∗) > 0 by
definition, it is possible to find such τ0 > 0 that for all τ ≥ τ0 and t ≥ τ
(τ + 1)λmin(Q
∗)−
t−τ∑
s=t
φ(s− t+ τ + 1) > , (28)
where  is a positive constant. Therefore, according to A2’) there exist
constants ks, s = 2, . . . , 2(τ + 1), such that
q(t+ 1) ≤ (1− δ +
2(τ+1)∑
s=2
ksδ
s)q(t). (29)
It follows from (29) that there exists a δ′′′ > 0 such that 1−δ+∑2(τ+1)s=2 ksδs <
1 for all δ < δ′′′. The result follows now in the same way as in the proof of
Theorem 2.
Remark 1 Stationarity of the random process {x(t)} assumed in A2)
and A2’) cannot be considered restrictive from the point of view of appli-
cations, since it encompasses a large variety of quickly and slowly varying
real signals. This assumption is not essential for proving convergence of
the proposed algorithm: it has been introduced primarily for the sake of
focusing on the essential structural aspects of the algorithm and avoiding
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complex notation (especially in the next section where noise influence is an-
alyzed). Notice, according to Lemmas 4 and 5, that a constant decoupling
transformation T can still be applied within the scope of the convergence
analysis even when we have a time varying matrix B¯(t), owing to its spe-
cific structure; namely, we have T−1B¯(t)T =
[
02×2 02×(2n−2)
0(2n−2)×2 B¯(t)∗
]
, where
B¯(t)∗ is Hurwitz and T is obtained from B¯(t) for any selected t = t′. More-
over, notice that the conclusions of Theorem 1 hold, in general, provided
the following unrestrictive condition holds: limt
∏
τ (I − B¯(t− τ)∗) = 0.
Also, the applied methodology of convergence analysis, although adapted
to the case of stationary signals, allows to conclude directly that the con-
clusions of the above theorems hold for changes of B¯(t)∗ sufficiently slow.
For example, in the proof of Theorem 2, if R(t)∗ > 0 is a unique solu-
tion of B¯(t)∗TR(t)∗ + R(t)∗B¯(t)∗ = −Q(t) for a preselected Q(t) > 0,
then by defining q(t) = E{ρ˜(t)[2]TR(t)∗ρ˜(t)[2]} one obtains the results of
Theorems 2 and 3 if ‖R(t + 1)∗ − R(t)∗‖ is small enough. Moreover, it
is not difficult to prove that the obtained results exactly hold when the
signal is asymptotically stationary, i.e., when limt→∞E{x(t)} = x¯ and
limt→∞E{x(t)x(t− d)} = m(d) > 0.
4 Convergence Analysis: Communication Errors
and Measurement Noise
This section deals with the application of the proposed blind macro calibra-
tion methodology to lossy sensor networks, including communication errors
and measurement noise. In the case of measurement noise, the main algo-
rithm will undergo specific modifications based on introducing instrumental
variables, aimed at overcoming correlations preventing the original gradient
scheme from converging to consensus.
4.1 Communication Errors
We assume that communication errors are manifested in two ways: 1) com-
munication dropouts and 2) additive communication noise. Accordingly, we
formally assume:
A5) The weights γij in the algorithm (5) are stochastic processes rep-
resented as {γij(t)} = {uij(t)γij}, where {uij(t)} are i.i.d. binary random
sequences, such that uij(t) = 1 with probability pij (pij > 0 when j ∈ Ni),
and uij(t) = 0 with probability 1− pij .
A6) Instead of receiving zˆj(t) from the j-th node, the i-th node receives
zˆj(t) + ξij(t), where {ξij(t)} is an i.i.d. random sequence with E{ξij(t)} = 0
and E{ξij(t)2} = (σξij)2 <∞.
A7) Processes x(t), uij(t) and ξij(t) are mutually independent.
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Denoting
νi(t) =
∑
j∈Ni
γij(t)ξij(t)
[
αiyi(t)
1 + βiyi(t)
]
,
and ν(t) =
[
ν1(t) . . . νn(t)
]
, we obtain from (10) that
ρˆ(t+ 1) = [I + (∆(t)⊗ I2)B′(t)]ρˆ(t) + ∆(t)ν(t), (30)
where B′(t) = Φ(t)(Γ(t)⊗ I2), with Γ(t) obtained from Γ by replacing con-
stants γij with time varying gains γij(t), according to A5).
We will study convergence of the recursion (30) starting from the results
of the previous section. Notice first that, due to mutual independence be-
tween the random variables in B′(t), we have E{B′(t)} = B¯′ = Φ¯(Γ¯ ⊗ I2),
where Γ¯ = E{Γ(t)} is obtained from Γ by replacing γij with γijpij . Defining
B˜′(t) = B′(t)− B¯′, we conclude that E{B˜′(t)} = 0 and E{B˜′(t)|Ft−1} = 0.
It is obvious that B¯′ = Φ¯(Γ¯⊗ I2) has qualitatively the same properties as B¯
in (11): it has two eigenvalues at the origin and the remaining eigenvalues
in the left half plane.
Further, we now assume that the step sizes δi(t) satisfy the following
assumption standard for stochastic approximation algorithms (e.g., [24]):
A8) δi(t) = δ(t) > 0,
∑∞
t=0 δ(t) =∞,
∑∞
t=0 δ(t)
2 <∞, i = 1, . . . , n.
Therefore, we have
ρˆ(t+ 1) = (I + δ(t)B¯′)ρˆ(t) + δ(t)B˜′(t)ρˆ(t) + δ(t)ν(t). (31)
Let
T ′ =
[
i1 i2 T
′
2n×(2n−2)
]
,
where T ′2n×(2n−2) is an 2n× (2n− 2) matrix, such that span{T ′2n×(2n−2)} =
span{B¯′}. Then, (T ′)−1 =
 pi
′
1
pi′2
S′(2n−2)×2n
, where pi′1 and pi′2 are the left
eigenvectors of B¯′ corresponding to the zero eigenvalue.
Theorem 4 Let Assumptions A2)–A8) be satisfied. Then, ρˆ(t) generated by
(31) converges to i1w1 + i2w2 in the mean square sense and w.p.1, where w1
and w2 are scalar random variables satisfying E{w1} = pi′1ρˆ(0) and E{w2} =
pi′2ρˆ(0).
Proof: Let ρ˜(t) = [ρ˜1(t) ρ˜2(t) · · · ρ˜2n(t)]T = (T ′)−1ρˆ(t). Then, (31) gives
ρ˜(t+ 1)[1] =ρ˜(t)[1] + δ(t)G1(t)ρ˜(t) + δ(t)ν
′(t), (32)
ρ˜(t+ 1)[2] =(I + δ(t)B¯
′∗)ρ˜(t)[2] + δ(t)G2(t)ρ˜(t) + δ(t)ν ′′(t), (33)
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where ρ˜(t)[1] and ρ˜(t)[2] are defined as in (15),
[
G1(t)
G2(t)
]
= (T ′)−1B˜′(t)T ′ in
such a way that G1(t) contains the first two rows, ν
′(t) =
[
pi′1
pi′2
]
ν(t) and
ν ′′(t) = S′(2n−2)×2nν(t), while B¯
′∗ is a (2n − 2) × (2n − 2) Hurwitz matrix
such that (T ′)−1B¯′T ′ = diag{02×2, B¯′∗} (see Theorem 1). It is easy to verify
that E{G1(t)} = 0 and E{G2(t)} = 0, as well as that E{G1(t)|Ft−1} = 0
and E{G2(t)|Ft−1} = 0.
Let P ∗ > 0 satisfy the Lyapunov equation P ∗B¯′∗ + B¯′∗TP ∗ = −Q∗ for
some Q∗ > 0. Denote s(t) = E{‖ρ˜(t)[1]‖2} and V (t) = E{ρ˜(t)[2]TP ∗ρ˜(t)[2]}.
Then, directly following the methodology of [25] (Theorem 11), one obtains
s(t+ 1) ≤ s(t) + C1δ(t)2(1 + s(t) + V (t))
V (t+ 1) ≤ (1− c0δ(t))V (t) + C2δ(t)2(1 + s(t) + V (t)), (34)
where c0, C1 and C2 are appropriately chosen positive constants. According
to [25] (Lemma 12 and Theorem 11) and [26], inequalities (34) give rise to
the conclusion that ρ˜(t)[1] tends to a vector random variable and ρ˜(t)[2] to
zero in the mean square sense and w.p.1. Finally, the claim of the theorem
follows after calculating limt→∞ ρˆ(t) = T ′
[
lim
t→∞ ρ˜(t)
[1]
0
]
. The expressions
for E{w1} and E{w2} follow from Theorems 1 and 3. This is important
property from the point of view of the global behaviour of the proposed
calibration scheme.
4.2 Measurement Noise: Instrumental Variables
We assume in this subsection that the signal x(t) is contaminated by additive
measurement noise. This is formally defined by the following assumption:
A9) Instead of yi(t) in (1), the sensors generate the signals contaminated
by noise yηi (t) = αix(t) + βi + ηi(t), where {ηi(t)}, i = 1, . . . n, are zero
mean i.i.d. random sequences with E{ηi(t)2} = (σηi )2, independent of the
measured signal x(t).
Inserting yηi (t) instead of yi(t) in the basic algorithm (5), we obtain, after
changing the variables, the following “noisy” version of (8):
ρˆi(t+ 1) = ρˆi(t) + δi(t)
∑
j∈Ni
γij{[Φi(t) + Ψi(t)][ρˆj(t)− ρˆi(t)]
+Nij(t)ρˆj(t)−Nii(t)ρˆi(t)}, (35)
where Ψi(t) = ηi(t)
[
αix(t) αi
βix(t) βi
]
, Nij(t) =
ηj(t)
αj
[
αiyi(t) 0
βiyi(t) 0
]
+
 ηj(t)ηi(t)αj 0
0 0

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and Nii(t) =
ηi(t)
αi
[
αiyi(t) 0
βiyi(t) 0
]
+
 ηi(t)2αi 0
0 0
, assuming αi 6= 0, i = 1, ..., n.
Notice that E{Ψi(t)} = 0, E{Nij(t)} = 0, but E{Nii(t)} =
 (σηi )2αi 0
0 0
.
Assuming δi(t) = δ(t), i = 1, . . . , n, we can write in accordance with (10)
ρˆ(t+ 1) = (I + δ(t){[Φ(t) + Ψ(t)](Γ⊗ I2) + N˜(t)})ρˆ(t), (36)
where Ψ(t) = diag{Ψ1(t), . . . ,Ψn(t)} and N˜(t) = [N˜ij(t)] with N˜ij(t) =
−∑k,k 6=i γikNii(t) for i = j and N˜ij(t) = γijNij(t) for i 6= j, i, j = 1, . . . , n.
Applying the methodology from the previous section to the analysis of
(36), we conclude that, instead of (11), we have now ρ¯(t+1) = [I+δ(t)(B¯+
Ση)]ρ¯(t), where B¯ is defined in (11) and Ση = −diag{ (σ
η
1 )
2
α1
∑
j γ1j , 0, . . . ,
(σηn)
2
αn
∑
j γnj , 0}. Under A2) and A3) the last recursion does not have the
properties of (11), due to the additional term Ση; the fact that all the row
sums of B¯ + Ση are now not equal to zero prevents the achievement of
asymptotic consensus (see Theorem 1).
The above problem can be overcame in the case when the measurement
noise variances (σηi )
2 are a priori known. Consequently, the following algo-
rithm, able to achieve asymptotic consensus, is proposed as a modification
of (5):
θˆi(t+ 1) = θˆi(t) + δ(t){
∑
j∈Ni
γij
η
ij(t)
[
yηi (t)
1
]
+
 (σηi )2 ∑
j∈Ni
γij 0
0 0
 θˆi(t)},
(37)
where ηij(t) = zˆ
η
j (t)− zˆηi (t) and zˆηi (t) = aˆi(t)yηi (t) + bˆi(t), i = 1, . . . , n.
Theorem 5 Let Assumptions A2)–A4), A8) and A9) be satisfied. Then,
ρˆ(t) generated by (37) converges to i1w1 + i2w2 in the mean square sense
and w.p.1, where w1 and w2 are scalar random variables satisfying E{w1} =
pi′1ρˆ(0) and E{w2} = pi′2ρˆ(0).
Proof: The algorithm (37) can be represented in the following compact
form (compare with (36)):
ρˆ(t+ 1) = {I + δ(t)[B(t)− Ση + Ψ(t)(Γ⊗ I2) + N˜(t)]}ρˆ(t). (38)
Since B(t) = B¯ + B˜(t), where B¯ is defined in (11) and B˜(t) satisfies
E{B˜(t)} = 0 and is independent from B˜(τ), τ < t, we have
ρˆ(t+ 1) = (I + δ(t)B¯)ρˆ(t) + δ(t)E(t)ρˆ(t), (39)
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where E(t) = B˜(t) − Ση + Ψ(t)(Γ ⊗ I2) + N˜(t) is a zero mean white noise
term. We observe that (39) represents structurally a special case of (31), not
containing the last, stochastic, term. Therefore, the proof can be completed
by applying the methodology of the proof of Theorem 4.
Notice that the above theorem was based on assumption A2): indeed,
when both {x(t)} and {ηi(t)} are white noise sequences, it is not surprising
that the asymptotic consensus is achievable only provided σηi , i = 1, . . . , n,
are known. The more realistic assumption A2’), allowing correlated se-
quences {x(t)} (treated in Section 2 in the noiseless case), allows overcoming
the above mentioned correlatedness problem without requiring any a priori
information. The idea is to introduce instrumental variables in the main
algorithm in the way analogous to the one often used in the field of recur-
sive methods for system identification, e.g., [21, 27]. Instrumental variables
have the basic property of being correlated with the measured signal, and
uncorrelated with noise. If {ζi(t)} is the instrumental variable sequence of
the i-th agent, one has to ensure that ζi(t) is correlated with x(t) and un-
correlated with ηj(t), j = 1, . . . , n. Under A2’) a logical choice is to take the
delayed sample of the measured signal as an instrumental variable, i.e., to
take ζi(t) = y
η
i (t− d), where d ≥ 1. Consequently, we propose the following
general calibration algorithm based on instrumental variables able to cope
with measurement noise:
θˆi(t+ 1) = θˆi(t) + δ(t)
∑
j∈Ni
γij
η
ij(t)
[
yηi (t− d)
1
]
, (40)
where d ≥ 1 and ηij(t) = zˆηj (t)− zˆηi (t), zˆηi (t) = aˆi(t)yηi (t)+ bˆi(t), i = 1, . . . , n.
Following the derivations from Section 2, one obtains from (40) the following
relations involving explicitly x(t) and the noise terms:
ρˆi(t+ 1) = ρˆi(t) + δ(t)
∑
j∈Ni
γij{(Φi(t, d) + Ψi(t, d))(ρˆj(t)− ρˆi(t))
+Nij(t, d)ρˆj(t)−Nii(t, d)ρˆi(t)}, (41)
where
Φi(t, d) =
[
αiβix(t) + α
2
i x(t)x(t− d) αiβi + α2i x(t− d)
(1 + β2i )x(t) + αiβix(t)x(t− d) 1 + β2i + αiβix(t− d)
]
,
Ψi(t, d) = ηi(t− d)
[
αix(t) αi
βix(t) βi
]
,
Nij(t, d) =
ηj(t)
αj
[
αiyi(t− d) 0
βiyi(t− d) 0
]
+
 ηj(t)ηi(t− d)αj 0
0 0

16
and
Nii(t, d) =
ηi(t)
αi
[
αiyi(t− d) 0
βiyi(t− d) 0
]
+
 ηi(t)ηi(t− d)αi 0
0 0
 .
In the same way as in (36), we have
ρˆ(t+ 1) = (I + δ(t){[Φ(t, d) + Ψ(t, d)](Γ⊗ I2) + N˜(t, d)})ρˆ(t), (42)
where Φ(t, d) = diag{Φ1(t, d), . . . ,Φn(t, d)}, Ψ(t, d) = diag{Ψ1(t, d), . . . ,
Ψn(t, d)}, N˜(t, d) = [N˜ij(t, d)], where N˜ij(t, d) = −
∑
k,k 6=i γikNii(t, d) for
i = j and N˜ij(t, d) = γijNij(t, d) for i 6= j, i, j = 1, . . . , n.
In order to formulate a convergence theorem for (36), we need the fol-
lowing modification of A4):
A4’) m(d) > x¯2 for some d = d0 ≥ 1,
implying that the correlation m(d0) should be large enough. Similarly as
in the case of A4), we conclude that A4’) implies that −Φ¯(d) = −E{Φi(t, d)}
is Hurwitz.
Theorem 6 Let Assumptions A2’), A3), A4’), A8) and A9) be satisfied.
Then ρˆ(t) generated by (42) with d = d0 converges to i1w1 + i2w2 in the
mean square sense and w.p.1, where w1 and w2 are scalar random variables
satisfying E{w1} = pi′1ρˆ(0) and E{w2} = pi′2ρˆ(0).
Proof: The proof starts from the demonstration that
T−1B(t, d)T = diag{02×2, B(t, d)∗}, (43)
where T is defined in Lemma 5, B(t, d) = Φ(t, d)(Γ ⊗ I2), and B(t, d)∗ is
an (2n− 2)× (2n− 2) matrix. In analogy with (72) and (73), we can write
expressions for the components of v(t, d) = wTB(t, d), where w is a left
eigenvector of B¯ corresponding to the zero eigenvalue. Using Lemma 6, it
is immediately clear that v2i−1(t, d) = 0 and v2i(t, d) = 0, i = 1, . . . , n, so
that (43) directly follows.
We now compute ρ˜(i) = T−1ρˆ(t) and obtain that
ρ˜(t+ 1)[1] =ρ˜(t)[1] + δ(t)H1(t, d)ρ˜(t) (44)
ρ˜(t+ 1)[2] =(I + δ(t)B(t, d)∗)ρ˜(t)[2] + δ(t)H2(t, d)ρ˜(t), (45)
where ρ˜(t)[1] = [ρ˜1(t) ρ˜2(t)]
T , ρ˜(t)[2] = [ρ˜3(t) · · · ρ˜2n(t)]T , H(t, d) =
[
H1(t, d)
H2(t, d)
]
= T−1[Ψ1(t, d)(Γ ⊗ I2) + N˜(t, d)]T , so that H1(t, d) contains the first two
rows; notice that {H(t, d)} is i.i.d. and zero mean, with E{H(t, d)|Ft−1} =
0.
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After iterating back the relation in (45) τ times, one obtains
ρ˜(t+ 1)[2] =Π(t, t− τ, d)ρ˜(t− τ)[2] +
t∑
σ=t−τ
Π(t, σ + 1, d)δ(σ)H2(σ, d)ρ˜(σ),
(46)
where Π(t, s, d) =
∏t
σ=s(I + δ(σ)B(σ, d)
∗), with Π(t, t+ 1, d) = I.
Having in mind A4’), we conclude that B¯(d)∗ = E{B(t, d)} is Hurwitz
for d = d0; therefore, there exist such symmetric positive definite matrices
R∗ and Q∗ that R∗B¯(d0)∗+B¯(d0)∗TR∗ = −Q∗. Denote s(t) = E{‖ρ˜(t)[1]‖2}
and V (t) = E{ρ˜(t)[2]TR∗ρ˜(t)[2]}, as in the proof of Theorem 4. Calculation
of V (t) from (46) is straightforward, because E{H2(t, d)ρ˜(σ)} = 0 for all σ.
The crucial term in the final expression is the linear part with respect to
δ(σ), σ = {t−τ, . . . , t}, of E{ρ˜(t−τ)[2]TΠ(t, t−τ, d)TΠ(t, t−τ, d)ρ˜(t−τ)[2]},
analogously with the case of time-invariant gains δ in Theorem 5. According
to A2’), we obtain
E{ρ˜(t− τ)[2]TE{R∗B˜(σ, d0)∗ + B˜(σ, d0)∗TR∗|Ft−τ−1}ρ˜(t− τ)[2]}
≤ ϕ(σ − t+ τ)V (t− τ), (47)
t− τ ≤ σ ≤ t, where ϕ(t) > 0 and limt→∞ ϕ(t) = 0. Therefore, there exists
τ0 > 0 such that for all τ ≥ τ0, t ≥ τ
λmin(Q
∗)
t∑
σ=t−τ
δ(σ)−
t∑
σ=t−τ
ϕ(σ − t+ τ)δ(σ) > , (48)
for some  > 0, since λmin(Q
∗) > 0 by definition. Therefore, for t large
enough, we have
V (t+ 1) ≤ (1− c0δ(t))V (t− τ) + C1
t∑
σ=t−τ
δ(σ)2(1 + s(σ) + V (σ)), (49)
where c0 > 0 and C1 > 0 are generic constants. Since from the first relation
in (44) we have directly
s(t+ 1) ≤ s(t) + C1δ(t)2(1 + s(t) + V (t)), (50)
having in mind that E{H1(t, d)|Ft−1} = 0, recursions (49) and (50) can be
treated like the recursions in (34), giving rise to the conclusion that ρ˜(t)[1]
tends to a vector random variable and ρ˜(t)[2] tends to zero in the mean
square sense and w.p.1. The result follows by calculating limt→∞ ρˆ(t) =
T
[
lim
t→∞ ρ˜(t)
[1]
0
]
.
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Remark 2 After presenting the most important aspects of the proposed
blind calibration methodology encompassing both noiseless and noisy envi-
ronments, we are in the position to make a few comments on the problem
of its relationship with the algorithms for time synchronization in sensor
networks, which has attracted a lot of attention (e.g., [28–33] and the refer-
ences therein). Indeed, after coming back to the main measurement model,
one easily realizes that in the case of time synchronization one has the form
(1) with the absolute time t replacing the signal value x(t). An insight into
the developed methodologies for time synchronization of sensor networks,
motivated by the idea to evaluate possibilities of their potential application
to the posed problem of blind calibration and to make comparisons with the
proposed algorithm, leads to the conclusion that the time synchronization
scheme proposed in [30] could be considered to be formally and essentially
the closest to the above proposed algorithm. The estimation scheme pro-
posed in [30] is, indeed, related to the estimation of the parameters of the
calibration functions (2) based on the utilization of local time measurements,
but, however, consists of one separate recursion for the relative drift esti-
mation and one separate recursion for the estimation of offsets, relying on
the obtained relative drifts. Trying to reformulate this scheme in the light
of the calibration problem and the proposed methodology, one can start
from the time difference model ∆yi(t) = yi(t+ 1)− yi(t) = αi∆x(t), where
∆x(t) = x(t+ 1)− x(t), and construct a gradient recursion for aˆi following
the proposed methodology, having in mind that ∆yi(t) does not depend on
βi. On the other hand, the estimation of bi has to start from (1); it has the
form of the recursion for bˆi in (5), but should use aˆi generated by first re-
cursion. Such a combined gradient algorithm based on utilization of ∆yi(t)
resembles the algorithm from [30]; it is possible to expect that it has similar
behavior as the proposed scheme in the noiseless case. However, the authors
in [30] do not consider the case of stochastic disturbances. This case could
eventually be conceived using the ideas from Section 4, but it requires both
theoretical and practical justification.
In general, it is important to observe that the introduction of t instead
of x(t) in the basic relation (1) suffers from the very basic problem that un-
boundedness of the linear function contradicts the requirements for bound-
edness of the second order moments of x(t) (typical for stochastic approxi-
mation algorithms) and that it is not possible to guarantee convergence of
the obtained recursions. This indicates that formal transfers of methodolo-
gies from one domain to the other should be done with extreme caution.
4.3 Convergence Rate
A closer view on the asymptotic formulae in the above theorems shows
that the asymptotic convergence rate of all the analyzed algorithms follows
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general statements related to stochastic approximation algorithms. Focusing
the attention on the basic aspects of convergence to consensus determined
by the behavior of ρ˜(t)[2] in the context of all the above theorems, we have
the following result giving an upper bound of the mean square error:
Corollary 1 Under the assumptions of any of the Theorems 4-6, together
with
A2”) limt→∞(δ(t+ 1)−1 − δ(t)−1) = d ≥ 0,
there exists such a positive σ′ < 1 that for all 0 < σ < σ′ the asymptotic
consensus is achieved by the analyzed algorithms with the convergence rate
E{‖ρ˜(t)[2]‖2} = o(δ(t)σ). (51)
when t→∞.
Proof: Select the pair of inequalities related to s(t) and V (t) in (34) (the
same methodology can be applied to (50) and (49)). Applying Lemma 12
from [25], one obtains
V (t+ 1) ≤ (1− c0δ(t))V (t) + C1δ(t)2, (52)
where c0 and C1 are generic constants.
From A2’) and A2”) we have by Taylor expansion
δ(t)σ
δ(t+ 1)σ
= 1 + σ
δ(t)− δ(t+ 1)
δ(t+ 1)
+O((
δ(t)− δ(t+ 1)
δ(t+ 1
)2), (53)
having in mind that δ(t)−δ(t+1)δ(t+1) → 0. Consequently, from (52) we have
V (t+ 1)
δ(t+ 1)σ
≤ δ(t)
σ
δ(t+ 1)σ
[1 + c0δ(t)]
V (t)
δ(t)σ
+ C1δ(t)
2−σ, (54)
so that
W (t+ 1) ≤{1 + [−c0 + σδ(t)− δ(t+ 1)
δ(t+ 1)δ(t)
+ σ
δ(t)− δ(t+ 1)
δ(t+ 1)
+O((
δ(t)− δ(t+ 1)
δ(t+ 1
)2)]δ(t)}W (t) + C1δ(t)2−σ (55)
where W (t) = V (t)δ(t)σ . Taking into account A2”), for t large enough one has
W (t+ 1) ≤ [1 + (−c0 + σd+ ε)δ(t)]W (t) + C1δ(t)2−σ. (56)
Having in mind that c0 > 0, it is evident that there exists σ
′ > 0 such
that c1 = −c0 + σd + ε is negative for all 0 < σ ≤ σ′, since ε can be
made arbitrarily small. Therefore, according to the well known results (e.g.,
[24, 34]), limt→∞W (t) = 0, and the assertion immediately follows.
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In practice it is difficult to make an a priori estimate of the value of σ′.
It is, however, clear that it depends directly on λmin(Q
∗), which, in turn,
depends on the sensor and network properties expressed by matrix B(t) (or
B(t, d)) through the corresponding Lyapunov equations (see e.g., (20)). It
is possible to choose Q∗ > 0 and obtain uniquely P ∗ > 0 as a consequence
of the fact that the nonzero eigenvalues of B¯ (or ¯B(d)) are in the left half
plane. Without going into details of the relationship between the eigenvalues
of Q∗, P ∗ and B¯∗ in general, we can notice here that in the case of undi-
rected graphs and symmetric matrices B¯, c0 is proportional to the largest
eigenvalue of B¯. This fact leads to the general qualitative conclusion that
the convergence rate of the proposed algorithms depends on the properties
of the underlying graph, including its connectivity (see [35]). The number of
nodes increases dimensionality of the parameter estimates and potentially
decreases convergence rate in the same way as in stochastic approximation
schemes; however, convergence rate increases by increasing connectedness of
the graph. In the case when the graph is fully connected, convergence rate
is high at the expense of a large number of direct communication links; a
compromise should be found, as in all analogous problems in wireless sensor
networks.
In general, according to [36], the choice of δ(t) should be based on the
following qualitative estimate
E{‖ρ˜(t)[2]‖2} ≤ v1(δ(t)) + v2(δ(t)) exp{−k1
∑
τ
δ(t− τ)}, (57)
where v1(δ(t)) → 0 following δ(t), v2(·) is bounded and k1 > 0. The first
term in (57) depends on the noise and the second on the initial conditions.
Obviously, the choice of δ(t) should be based on a compromise between these
two terms. Assuming that δ(t) has the standard form δ(t) = m1/(m2 + t
µ),
m1,m2 > 0,
1
2 < µ ≤ 1, the values of µ closer to 12 would give faster
convergence at the expense of noise immunity; the values of µ closer to one
provide the opposite effect. In the noiseless case, the choice δ(t) = δ = const
provides an exponential convergence rate, since v1(·) = 0.
Furthermore, it is possible to formulate the proposed algorithm (5) such
that δi(t) are 2×2 matrices defined using, e.g., the least square methodology,
expecting higher convergence rate. It remains as a future work to clarify the
convergence conditions of such an algorithm.
5 Macro Calibration Including Sensors with Fixed
Characteristics
According to Section 2, the choice of the elements of the matrix Γ, dictated
by the relative importance (precision) of sensors in a given network, plays
an important role in achieving good performance of the proposed method
21
in practice. As mentioned earlier it is possible to increase importance of the
sensors from a given set N f by multiplying all γij , i ∈ N f , j = 1, ..., n, j 6= i,
with a small positive number. In such a way the corresponding ρˆi(t) remains
closer to its initial condition ρˆi(0), i ∈ N f , thus having more influence on
the global point of convergence. In the limit, sensors from N f can be left
unchanged (with fixed characteristics), so that the recursions (5) are applied
only to the nodes i ∈ N −N f .
Take as an example the case when one of the sensors, say k-th, k ∈
{1, . . . , n}, is taken as a reference because it has ideal (or desirable) charac-
teristics; then, the whole calibration network can be “pinned” to that sensor.
The proposed algorithm (5) can be simply applied by setting
θˆk(t+ 1) = θˆk(t) (58)
where the initial condition θˆk(0) = θˆk0 should be appropriately chosen since
the whole calibration algorithm should ensure convergence of ρˆi(t), i =
1, . . . , n, i 6= k, to the same vector ρˆk0 =
[
αk 0
βk 1
]
θˆk0 (in the ideal case
ρˆk0 =
[
1
0
]
). The corresponding modification of the general form of the
algorithm consists of setting to zero all the block matrices in the k-th block
row of B(t) in (10), e.g., by setting γkj = 0, j = 1, . . . , n. An insight into
assumptions A1) – A8) shows that the only new aspect resulting from the
application of (58) is a change in the structure of the graph G, since the
arcs leading to the node k are eliminated by (58). However, A3) still holds,
since the new graph still has a spanning tree with the node k as the center
node. Therefore, ρˆi(t), i = 1, . . . , n, converge in the sense of all the above
proven theorems to the same limit. Since limt→∞ ρˆk(t) = ρˆk0 by definition,
this limit is equal to ρˆk0.
In general, the situation is more complex. Assume that N f = {k1,
. . . , k|N f |} is the subset of “leaders”, i.e., of sensors with arbitrary fixed
characteristics ρfk =
 gfk
ffk
, k ∈ N f ; let ρ˜f = [ρfTk1 · · · ρfTk|Nf | ]T . The above
proposed algorithms can be applied in this situation in such a way as to
introduce (58) for all k ∈ N f . Let N − N f = {l1, . . . , l|N−N f |} and let
ρˆf (t) = [ρˆl1(t)
T · · · ρˆl|N−Nf |(t)T ]T represent the vector of all the parameters
to be adjusted. In the situation when |N f | > 1, the above conclusions
related to the graph structure for |N f | = 1 do not hold any more; namely, it
is easy to see that the resulting graph does not satisfy A3). The next theorem
treats convergence of the basic algorithm (5) in the case of arbitrary N f .
Theorem 7 Let Assumptions A1), A2) and A4) be satisfied and let all the
nodes from N −N f be reachable from all the nodes in N f . Then there exists
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δ′′ > 0 such that for all δ ≤ δ′′, the algorithm (5) combined with (58) for all
k ∈ N f provides convergence in the mean square sense and w.p.1 of ρˆf (t)
to the limit
ρˆf = −(Γf ⊗ I2)−1(Γ˜f ⊗ I2)ρ˜f , (59)
where Γf is matrix obtained from Γ by deleting its rows and columns with
indices k1, . . . , k|N f |, i.e.
Γf =

−
n∑
j=1,j 6=l1
γl1j γl1l2 · · · γl1l|N−Nf |
γl2l1 −
n∑
j=1,j 6=l2
γl2j · · · γl2l|N−Nf |
. . .
γl|N−Nf |l1 γl|N−Nf |l2 · · · −
n∑
j=1,j 6=l|N−Nf |
γl|N−Nf |j

.
while
Γ˜f =
 γl1k1 · · · γl1k|Nf |· · ·
γl|N−Nf |k1 · · · γl|N−Nf |k|Nf |

.
Proof: Coming back to (8), one obtains
ρˆi(t+ 1) =ρˆi(t) + δ
∑
j∈(Ni−N f )
γijΦi(t)[ρˆj(t)− ρˆi(t)]
+ δ
∑
j∈Ni∩N f
γijΦi(t)[ρ
f
j − ρˆi(t)], (60)
so that we obtain
ρˆf (t+ 1) = [I + δΦf (t)(Γf ⊗ I2)]ρˆf (t) + δΦf (t)(Γ˜f ⊗ I2)ρ˜f (61)
where Φf (t) is obtained from Φ(t) by deleting its rows and columns with
indices k1, . . . , k|N f |. It is clear that the stationary point of the recursion
(61) is ρˆf = −(Γf⊗I2)−1(Γ˜f⊗I2)ρ˜f , having in mind that Γf is an M-matrix
(according to Lemma 4). Therefore, we have
rf (t+ 1) = (I + δΦf (t)(Γf ⊗ I2))rf (t) (62)
where rf (t) = ρˆf (t)− ρˆf . According to Lemma 4, Φf (t)(Γf ⊗I2) is Hurwitz.
The last relation allows direct application of Theorem 2. Thus the result.
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It is possible to demonstrate directly from (61) that in the case when all
the parameters in N f are equal ρfk = ρf , the rest of the sensor parameters
will converge to ρf .
It is now straightforward to combine the result from the previous subsec-
tion with the results of Theorem 8, and prove convergence of the algorithm
(42) in the presence of uncertainty in the form of both communication errors
and measurement noise.
Theorem 8 Let Assumptions A2’), A4’) and A5)–A9) be satisfied and let
all the nodes from N − N f be reachable from all the nodes in N f . Then,
the algorithm (40) in which γij is replaced by γij(t) which satisfies A7),
ηij(t) = zˆ
η
j (t)−zˆηi (t)+ξij(t) and zˆηi (t) = aˆi(t)yηi (t)+bˆi(t), provides, combined
with (58) for all nodes in N f , convergence in the mean square sense and
w.p.1. of ρˆf (t) to the limit defined by (59).
Proof: Starting from (42), one obtains using the notation introduced in the
previous theorem
ρˆi(t+ 1) =ρˆi(t) + δ(t)
∑
j∈(Ni−N f )
γij(t){[Φi(t, d) + Ψi(t, d)](ρˆj(t)− ρˆi(t))
+Nij(t, d)ρˆj(t)−Nii(t, d)ρˆi(t)}
+ δ(t)
∑
j∈Ni∩N f
γij(t){[Φi(t, d) + Ψi(t, d)](ρfj − ρˆi(t))
−Nii(t, d)ρˆi(t)}+ δ(t)νi(t, d) (63)
where νi(t, d) =
∑
j∈Ni γij(t)ξij(t)
[
αiyi(t− d)
1 + βiyi(t− d)
]
. The following com-
pact form analogous to (62) follows:
rf (t+ 1) =[I + δ(t)(Φf (t) + Ψf (t, d))(Γf (t)⊗ I2) + δ(t)N˜f (t, d)]rf (t)
+ δ(t)νf (t, d) (64)
where Φf (t, d), Ψf (t, d) and N˜f (t, d) are obtained from Φ(t, d), Ψ(t, d) and
N˜(t, d) in (42) in the same way as Φf (t) is obtained from Φ(t) in (62),
while νf (t, d) = [νl1(t)
T · · · νl|N−Nf |(t)T ]T . It is important to observe that
Bf (t, d) = Φf (t)(Γf (t)⊗I2) = B¯f (d)+B˜f (t, d), where B¯f (d) = E{Bf (t, d)}
which is Hurwitz for some d = d0, according to A4’). Also, {Ψf (t, d)},
{N˜f (t, d)}, and {νf (t, d)} are random sequences satisfying E{Ψf (t, d)| Ft−1} =
0, E{N˜f (t, d)| Ft−1} = 0 and E{νf (t, d)| Ft−1} = 0; however, E{B˜f (t, d)} =
0, but E{B˜f (t, d)|Ft−1} 6= 0, in general. Using the methodology of Theorem
4 we iterate (64) τ steps backwards; then, one can apply the methodology
used in the proof of Theorem 8, having in mind A2’). Calculating the
Lyapunov function V (t) = E{r(t)TRfr(t)} like in the proof of Theorem 2,
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Figure 1: Noiseless case: offset and gain estimates with no reference
where Rf is a positive definite matrix satisfying the Lyapunov equation
Rf B¯(d0)
f + B¯(d0)
fTRf = −Qf , where Qf > 0, one can analogously show
that r(t) tends to zero in the mean square sense and w.p.1. Thus the result
follows.
6 Simulation Results
In order to illustrate properties of the proposed algorithms, a sensor network
with ten nodes has been simulated. A fixed randomly selected communica-
tion graph satisfying A3) has been adopted, and parameters αi and βi have
been randomly selected around one and zero, respectively, with variance 0.3.
In Fig. 1 the equivalent gains gˆi(t) and offsets fˆi(t) generated by the
proposed algorithm (5) are presented for a preselected gain δ = 0.01 in
the noiseless case. It is clear that calibration is achieved, and that the
asymptotic values are equal; in this case they are close to the optimal values.
Fig. 2 depicts the situation when the first node is assumed to be a reference
node with α1 = 1 and β1 = 0. Convergence to the reference value is obvious
(see Section 5).
In Fig. 3 the equivalent gains gˆi(t) and offsets fˆi(t) generated by the
proposed instrumental variable algorithm (40) with d = 1 are presented for
the sequence δ(t) = 0.01/t0.6. All the discussed uncertainties are included:
communication outages with p = 0.2, communication additive noise with
variance 0.1, and measurement noise with variances randomly chosen in the
range (0, 0.1); the signal x(t) is a correlated random sequence with zero mean
and variance 1. It is clear that calibration is achieved in spite of the noise
existence. Fig. 4 illustrates the necessity of introducing instrumental vari-
ables in the basic gradient algorithm. Here the estimates are presented in
the above noisy case for d = 0 (no instrumental variables). Obviously, syn-
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Figure 2: Noiseless case: offset and gain estimates with reference included
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Figure 3: Lossy sensor network: offset and gain estimates for instrumental
variable method with d = 1
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Figure 4: Lossy sensor network: offset and gain estimates for d = 0, i.e.,
without the proposed modification
chronization of the network is not achievable in this case since the equivalent
gains gˆi(t) slowly converge to zero.
7 Conclusion
In this paper a new distributed blind calibration algorithm of gradient type
resulting in extended consensus has been proposed for sensor networks. The
algorithm provides a new efficient tool for coping with the problem of cal-
ibration of large wireless sensor networks with communications limited to
close neighbors, without requiring any fusion center. It is proved, after de-
veloping a novel methodology of treating higher-order consensus schemes
based on diagonal dominance of matrices decomposed into blocks, that the
algorithm achieves asymptotic agreement on all sensor gains and offsets
in a given network. Convergence to consensus in the mean square sense
and with probability one is proved separately for the cases of noiseless and
noisy environments. In the case of imperfect inter-node communications and
measurement noise, a modification of the basic gradient algorithm based on
the introduction of instrumental variables is proposed. It is proved using
stochastic approximation arguments that the extended algorithm provides
synchronization of both gains and offsets eliminating additive (communica-
tion and measurement) noises and in the presence of communication packet
dropouts under nonrestrictive assumptions. Special attention is paid to the
convergence rate of the proposed algorithms. A special section is devoted
to the problem of distributed macro calibration of sensor networks when a
subset of nodes have fixed calibration parameters. It is proved that in this
case for both noiseless and noisy versions the proposed algorithm ensures
convergence to a vector of invariant nodes characteristics. Some simulation
27
results illustrate the behavior of the proposed algorithms.
The presented blind calibration methodology based on gradient recur-
sions derived from (3) can also be applied asynchronously. For example, one
can construct a system in which all the nodes in the network have local clocks
that tick independently from each other according to Poisson processes. At
each tick of an internal clock the corresponding agent broadcasts its current
output to the nodes from the set of its out-neighbors. After receiving the
message, each out-neighbor takes its own measurement and makes one itera-
tion of the recursion (5). The procedure continues after the next tick of one
of the clocks. Another asynchronous algorithm can be constructed when the
network graph is undirected and the communication delays are not signifi-
cant: at the tick of an internal clock, the agent broadcasts its request to the
neighboring nodes. The neighboring nodes make their measurements and
send them immediately back to the requesting node, which performs one it-
eration (5) using its own measurement. All such schemes based on different
forms of gossip (e.g., [37]) have the advantage of not requiring special cali-
bration periods: they can be implemented in parallel with the normal sensor
functioning. Convergence of such schemes is out of the scope of this paper.
It could be studied following the methodology exposed above (e.g., using
the results in Subsection 3.1). Also, such schemes can eventually allow the
extension of the proposed approach to the problem of time synchronization
in sensor networks (see [38] for some initial results).
The presented results based on Lemma 2 open up a possibility of ex-
tending the obtained results to the case of synchronization of general higher
order linear parameter-varying systems. The case when the nodes measure
spatially varying signals deserves further attention.
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8 Appendix
8.1 Proof of Lemma 2
If Aii is Hurwitz, then there exists a positive definite matrix D, such that
AiiD + DA
∗
ii = −QD, where QD is positive definite. Define the following
operator norm of a matrix X ∈ Cm×m
‖X‖ = sup
x 6=0
‖Xx‖D/‖x‖D, (65)
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where x ∈ Cm, and ‖x‖D = (x∗D−1x) 12 , while D > 0 is such that QD > 0.
Using the norm (65) in the definition of the matrix W in Lemma 1, we have
for its off-diagonal elements
wij =− ‖A−1ii Aij‖
=−
√
λmax(A∗ijA
−1∗
ii D
−1A−1ii Aij)
=−max
x 6=0
x∗AijA∗ijx
x∗AiiDA∗iix
. (66)
According to Lemma 1, A is Hurwitz if A−λI has quasi-dominating diagonal
blocks for all λ ∈ C+, which is satisfied if the following holds
x∗(Aii − λI)D(Aii − λI)∗x ≥ x∗AiiDA∗iix (67)
for all λ ∈ C+, since this guarantees that the corresponding matrix W (λ)
is an M-matrix for all λ. Let λ = σ + jµ be a complex number with a
nonnegative real part. Then, we have
H = x∗(Aii − λI)D(Aii − λI)∗x
≥ x∗AiiDA∗iix+ x∗(AiiDj −DA∗iij)xµ
− x∗σ(AiiD +DA∗ii)x+ µ2λmin(D)x∗x. (68)
As x∗(AiiD −DA∗ii)x = 0 and x∗σ(AiiD +DA∗ii)x ≤ 0 for σ ≥ 0 according
to the assumption of the Lemma, we have that H ≥ x∗AiiDA∗iix. Hence,
the result follows.
8.2 Proof of Lemma 3
Let W d = [wdij ], where w
d
ij = 0 for i = j, and w
d
ij = (
∑n
j=1,j 6=i γij)
−1γij for
i 6= j. This matrix is row stochastic and cogredient (amenable by permuta-
tion transformations) to
W dc =
[
W d1 0
W d2 W
d
0
]
, (69)
where W d1 ∈ Rn1×n1 is an irreducible matrix, W d2 ∈ Rn2×n1 6= 0 and W d0 ∈
Rn2×n2 is such that maxi |λi{W d0 }| < 1. Select one node of the graph G
from the set of center nodes and delete the corresponding row and column
from Γ; the resulting matrix is cogredient to W d−c =
[
W d−1 0
W d−2 W
d
0
]
, where
W d−1 ∈ R(n1−1)×(n1−1) and W d−2 ∈ Rn2×(n1−1). As W d1 corresponds to a
closed strong component of the inverse graph of G, deleting one node from
it (together with the corresponding edges) results in a graph containing, in
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general, κ ≥ 1 closed strong components; each of the nonnegative matrices
to which these strong components are associated have at least one row with
the sum of all the elements strictly less than one. Consequently, I −W d−c
is an M-matrix [19]. Deleting one row and column from Γ means deleting
two consecutive rows and columns from B¯; let B¯− ∈ R(2n−2)×(2n−2) be
the resulting matrix. According to Lemmas 1 and 2 and assumption A4)
which guarantees that Φ¯i, i = 1, . . . , n is Hurwitz, B¯
− has quasi-dominating
diagonal blocks, which directly implies that B¯− has all the eigenvalues with
negative real parts. Thus the result.
8.3 Proof of Lemma 4
The eigenvalue of B¯ at the origin has both algebraic and geometric multiplic-
ity equal to two: i1 and i2 represent two corresponding linearly independent
eigenvectors. The rest of the proof follows from the Jordan decomposition
of B¯. Matrix B¯∗ is Hurwitz according to Lemma 3.
8.4 Proof of Lemma 5
We conclude immediately that vectors i1 and i2 are eigenvectors for both B¯
and B(t), taking into account (11) and (10).
Let w = [w1 · · ·w2n ] be a left eigenvector of B¯ corresponding to the zero
eigenvalue (either pi1 or pi2). Then, wB¯ = 0 gives :
0 =− [w2i−1(αiβi + α2i x¯) + w2i(1 + β2i + αiβix¯)]
n∑
j=1,j 6=i
γij
+
n∑
l=1,l 6=i
[w2l−1(αlβl + β2l x¯) + w2l(1 + β
2
l + αlβlx¯)]γli, (70)
0 =− [w2i−1(αiβix¯+ α2i s2) + w2i((1 + β2i )x¯+ αiβis2)]
n∑
j=1,j 6=i
γij
+
n∑
l=1,l 6=i
[w2l−1(αlβlx¯+ β2l s
2) + w2l((1 + β
2
l )x¯+ αlβls
2)]γli, (71)
for i = 1, . . . , n. We simply conclude from (70) and (71) wB¯ = 0 =⇒
wB(t) = 0, since the components of v(t) = wB(t) are
v2i−1(t) =− [w2i−1(αiβi + α2i x(t)) + w2i(1 + β2i + αiβix(t))]
n∑
j=1,j 6=i
γij
+
n∑
l=1,l 6=i
[w2l−1(αlβl + β2l x(t)) + w2l(1 + β
2
l + αlβlx(t))]γli = 0,
(72)
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v2i(t) =− [w2i−1(αiβix(t) + α2i x(t)2)
+ w2i((1 + β
2
i )x(t) + αiβix(t)
2)]
n∑
j=1,j 6=i
γij
+
n∑
l=1,l 6=i
[w2l−1(αlβlx(t) + β2l x(t)
2)
+ w2l((1 + β
2
l )x(t) + αlβlx(t)
2)]γli = 0, (73)
i = 1, . . . , n, having in mind that (70) and (71) imply
−(w2i−1α2i + w2iαiβi)
n∑
j=1,j 6=i
γij +
n∑
l=1,l 6=i
(w2l−1α2l + w2lαlβl)γli = 0
and
−[w2i−1αiβi+w2i(1 +β2i )]
n∑
j=1,j 6=i
γij +
n∑
l=1,l 6=i
[w2l−1αlβl +w2l(1 +β2l )]γli = 0
by virtue of A4). Therefore, we have pi1B(t) = 0 and pi2B(t) = 0, and the
result follows taking into account (14).
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