The degenerate parabolic equation 
Introduction
Let f (u) = |u| m−1 u and m > 0. We deal with the degenerate parabolic equation where u : Ω × [0, T ] → R, Ω ⊂ R n (n ≥ 2) is a bounded domain, and T < ∞. Equation (1.1) is called fast diffusion equation if 0 < m < 1, and porous medium equation if m > 1. Writing the equation in the form u t = div(f (u)∇u) and noting that f (u) tends to infinity (0 < m < 1) or to zero (m > 1) when u tends to zero we see that (1.1) is a singular or a degenerate parabolic equation. The purpose of this paper is to investigate the regularity of u and f (u) in weighted Sobolev spaces and in fractional order Nikolskii spaces.
For the porous medium equation the following phenomenon is known: If the initial condition u 0 has a support, that is distant from ∂Ω, then the support of u(·, t) has a free boundary with a finite speed of propagation. This case is often called the slow diffusion case. At the free boundary, the solution u is not smooth. Moreover, the free boundary is not smooth. In [7] it is proved that the free boundary of nonnegative weak solutions is Hölder continuous. However, the geometry of the free boundary may be complex, even if the support of u 0 has a C ∞ -boundary. It is possible that advancing free boundaries may hit each other or that a hole in the support fills up; cf. [7] . Then u becomes singular. That is why, in general, ∇u is no L 2 -function, even if u 0 is smooth. Details about the behaviour of solutions of the porous medium equation at singular points are in general not known up to now.
There are several results about the regularity of nonnegative solutions. At points where u > ε > 0 the solution has no singularities. In [13] it is shown that the set of points where 0 < u < ε is contained in a small neighbourhood of the free boundary. If t is sufficiently large the pressure of a solution, defined as v = m m−1 u m−1 , is a Lipschitz continuous function of x; see [8] . This result is sharp, since v cannot be C 1 across the free boundary; cf. [8] . For sufficiently large t the solution u is a C 1,α -function in it's support and the free boundary is a C 1,α -surface; see [22] and [9] . If t is small there may be singular points. However, if the initial pressure v 0 is sufficiently smooth in it's support, say C 2,α , and ∇v 0 = 0 along ∂ supp v 0 , the solution is smooth in it's support if t is sufficiently small; cf. [11] . Surveys about the porous medium equation are given in [23, 25] , radially symmetric flows are investigated in [2] .
For the fast diffusion equation there is a quite different phenomenon: The solution decays to zero in some finite time; see, e.g., [6, 12] . Notice that the modulus of ellipticity f (u) blows up whenever u vanishes. Therefore, the solution may have singularities near ∂Ω or at the extinction time. In [12] it is shown that a nonnegative solution u is Lipschitz continuous in t and u m decays at a Lipschitz rate near ∂Ω, if m > (n−2) + n+2
. Moreover, a nonnegative weak solution is (locally) smooth, i.e., a classical solution, if m > (n−2) + n ; see [3, 12] . Regularity results in fractional order Sobolev spaces are in general not available, neither for m < 1 nor for m > 1. Our aim is to investigate the regularity of u and f (u) for any m > 0. We do not restrict ourselves to nonnegative solutions; that is, we allow sign-changing solutions. We prove regularity in weighted Sobolev spaces and in fractional order Nikolskii spaces
. We make use of a difference quotient method. Roughly speaking, we test the equation by certain second order difference quotients of f (u). Another approach is given in [15] where difference quotients of first order are used in order to treat doubly nonlinear parabolic equations.
Results of this type have an interest in their own right but are also very useful for numerical purposes. In fact, they may be used to obtain sharp error estimates for finite element approximations; see [14] .
This paper is organized as follows. In Section 2 we give the assumptions on the data and state the main results. The Sections 3 and 4 contain the proofs of our results; the basic estimates are proven in Section 3.
The main results
We make the following assumptions on the data.
is a bounded open set.
(A2) ∂Ω is either smooth, i.e., a W 2,∞ -manifold, or Ω can be mapped in a smooth way onto a convex polyhedron. More precisely, to each point P ∈ ∂Ω there exists a mapping φ and a ball B R (φ(P )) such that i) φ(Ω) ∩ B R (φ(P )) is the intersection of B R (φ(P )) and a convex polyhedron,
loc (R n ) and the Jacobian of φ is positive definite.
We call u(x, t) a weak solution of (
and
It is well-known that under these assumptions there exists a unique weak solution; see, e.g., [1, 17, 21, 24] . Let us note that the boundedness of u follows from a comparison theorem; cf. [1, 17] . Moreover, in [17, 20] is is shown that
In this paper, by W s,p (Ω) we denote the Sobolev spaces, and by N s,p (Ω) the Nikolskii spaces. These spaces are defined as follows [19] : For 1 ≤ p < ∞ and s > 0 no integer the space N s,p (Ω) consists of all functions for which the norm
and Ω δ = {x ∈ Ω : dist(x, ∂Ω) ≥ δ}. The main results of this paper deal with the question of the regularity in fractional order spaces of weak solutions. Our first theorem gives two basic results, valid for all m > 0. 
Remark: (2.3) implies regularity of u and f (u) in some weighted Sobolev spaces, that is,
The next theorem provides regularity of f (u) in fractional order Nikolskii spaces for m < 1 and m > 1.
for all δ > 0.
Remark: i) For δ = 0 there holds the following result (see Remark 4.2 below):
for all ε > 0.
ii) The imbedding theorem of Nikolskii spaces into Sobolev spaces [19] , N s,p (Ω) → W s−ε,p (Ω) for ε > 0, and (2.5) imply regularity of f (u) in fractional order Sobolev spaces, that is,
The next result concerns the regularity of u for m > 1.
Remark: i) The Theorems 2.2 and 2.3 provide results of the following form,
Let us note that our proof yields (2. 
and a, τ > 0; see Barenblatt [4] . Such a function u is a weak solution of (1.1) if supp u(·, T ) ⊂ Ω, because of supp u(·, t) ⊂ supp u(·, T ) for all t ≤ T . Let us note that there are no singular points at the free boundary of u, for the free boundary is smooth. Nevertheless, the smoothness of u is pretty much the same as that given in (2.8). In fact, it holds that
, and
for m >> 1.
Remark: For nonnegative solutions u ≥ 0 with homogeneous boundary values some other results are known.
i) For (n−2) + n < m < ∞, m = 1, there holds the smoothing property u t ≥ −cu/t, in the sense of distributions; see [3] . This regularization effect is known for a large class of degenerate parabolic equations (cf. [16] ) and implies that
Proof of Theorem 2.1
In this section we give the proof of Theorem 2.1. To begin with we shall investigate the local regularity of weak solutions near ∂Ω by applying a difference quotient method.
Let us introduce some notations. Let R > 0 be a constant, 0 < h < R 2
, and e ∈ R n be a unit vector, i.e., |e| = 1. We define the shift operators T h e v(x, t) = v(x + he, t) and
Thus, D h e v is a forward difference quotient of v with respect to the direction e, and D −h e v a backward difference quotient.
Let P ∈ ∂Ω, B R = B R (P ) = {x ∈ R n : |P − x| < R}, and Ω R = Ω ∩ B R . We assume that P is the only vertex of B 4R ∩ ∂Ω or that there is no vertex of ∂Ω in B 4R . Further, let B 4R ∩ ∂Ω be simply connected. Clearly, the maximal size of R depends only on the geometry of ∂Ω. Furthermore, let the function η ∈ W 2,∞ (R n ) be a cut-off function satisfying η ≡ 1 in B R , supp η = B 2R , and 0 ≤ η ≤ 1 in R n . Now we prove some local regularity results considering difference quotients with respect to certain directions e, such as e parallel or normal to ∂Ω.
Notice that e is parallel to ∂Ω ∩ B 4R and f (u) = 0 on ∂Ω × (0, s]. Hence, ϕ is an admissible test function in equation (2.1). We find
Let us estimate the integrals J 1 and J 2 from below. Utilizing the Leibniz rule
Due to the fact that supp η = B 2R we have
Similarly, we deduce
Utilizing the identity
e ∇f (u) we have
Next, we estimate the integrals J 3 and J 4 . Noting that ∇η 2 = 2∇η η we get for δ > 0
Notice that
where ∂ e is the derivative with respect to the direction e. Recalling the estimate |D
f | we conclude that
.
Hence, we deduce
Moreover, we find for δ > 0
Arguing as above we get
Now we collect our results. Let δ be sufficiently small. We choose s suitably such that we can absorb δ sup 0≤t≤T
f (u)| 2 into the left hand side of our estimate.
This provides an estimate of sup 0≤t≤T
Next, we choose s = T . This yields the assertion.
2
, where E n−1 is a (n − 1)-dimensional hyperplane. Further, let e ∈ R n be the inner unit normal of ∂Ω ∩ B 4R . Then there is a constant c > 0 independent of h ∈ (0,
Proof: Let z ∈ ∂Ω ∩ B 3R , λ > 0, z + λe ∈ Ω 3R , and z − λe ∈ Ω. We define an odd extension v of the function u by setting v(x, t) := u(x, t) for (x, t) ∈ Ω 3R × [0, T ] and v(z − λe, t) := −u(z + λe, t) .
We test the equation by
where s ∈ (0, T ]. Clearly, for z ∈ ∂Ω ∩ B 3R it holds that f (v(z, t)) = 0 and
e f (v(z, t)) = 0. Thus, ϕ is an admissible test function. From (2.1) we get
The Leibniz rule yields − 1 2
). We deduce
Notice that η 2 (z + λe) = η 2 (z − λe) and v(z + λe, t) = −v(z − λe, t) for z ∈ ∂Ω ∩ B 3R and λ > 0. Thus, the function η 2 is even with respect to E n−1 , and v is odd. Further, for 0 < h < λ it holds that D − λe, t) ). Hence, we have
±h e v and estimating
e f (v) ≥ 0 we may conclude that
Next, applying again the Leibniz rule we obtain
Due to the definition of the extension of f (v) the function ∂ e f (v) is even with respect to E n−1 , where ∂ e denotes the derivative with respect to the direction e. Further, any derivative of f (v) with respect to a direction parallel to E n−1 is odd. Thus,
for z ∈ ∂Ω∩B 3R and λ > 0, where A is a constant and orthonormal matrix. Therefore, we have
Arguing as above we find for δ > 0
Moreover, we estimate the integrals J 3 and J 4 in the same manner as in the proof of Lemma 3.1. Using standard arguments like ∇f (v)
Next, let us investigate the case that Ω is a polyhedron and ∂Ω ∩ B 4R (P ) is not smooth. Let Λ be an index set such that Γ k ∩ B 4R (P ) = 0 for all k ∈ Λ and ∂Ω∩B 4R (P ) = k∈Λ Γ k ∩B 4R (P ). Let ∂Ω∩B 4R (P ) be not contained in a hyperplane, that is, |Λ| ≥ 2. We assume that P ∈ k∈Λ Γ k . Further, let k 0 ∈ Λ and e ∈ R n be a unit vector parallel to (∂Ω ∩ B 4R ) \ Γ k 0 satisfying z + λe ∈ Ω for all z ∈ ∂Ω ∩ B 3R and 0 < λ < R .
(3.2) Lemma 3.3: Let e ∈ R n , |e| = 1, be parallel to (∂Ω ∩ B 4R ) \ Γ k 0 , across Γ k 0 , and satisfy (3.2). Then there is a constant c such that
Proof: Let σ(Ω 4R ) be the reflection of Ω 4R with respect to the hyperplane containing Γ k 0 . Further, let σ(e) be the reflection of e and σ(∂Ω) the reflection of ∂Ω. We extend the function u onto σ(Ω 4R ) by defining v(x, t) := u(x, t) for (x, t) ∈ Ω 4R × [0, T ] and v(z + λσ(e), t) := −u(z + λe, t) , where z ∈ Γ k 0 ∩ B 4R , λ > 0, and z + λe ∈ Ω 4R . Next, let z ∈ Γ k 0 ∩ B 4R be fixed. We set ψ(λ) := z + λ e for λ ≥ 0, z − λ σ(e) for λ < 0.
Let λ 0 > 0 and x = z + λ 0 e ∈ Ω 4R . Thus, ψ(λ 0 ) = x. We introduce the notations T
Now, we follow the proof of Lemma 3.2. We use the test function
Notice that f (v(·, τ )) = 0 on (∂Ω∩B 4R )\Γ k 0 . Moreover, e is parallel to (∂Ω∩B 4R )\Γ k 0 , and
Hence, ϕ is an admissible test function. We obtain
Now we proceed as in the proofs of the Lemmata 3.1 and 3.2 and estimate the integrals J 1 , . . . , J 4 in in the same manner as before. This yields the assertion. 2
Proof of Theorem 2.1: First, we consider the case that Ω is a convex polyhedron. We can cover Ω by a finite number of balls B R i (P i ), i = 1, 2, . . ., such that either
In the case that B 4R i (P i ) ⊂⊂ Ω the proof of Lemma 3.1 yields a constant c such that
for all unit vectors e ∈ R n and h ∈ (0,
), where
In the case that P i ∈ ∂Ω we can find n linearly independent unit vectors e satisfying the assumptions of either Lemma 3.1, 3.2, or 3.3. For instance, if ∂Ω ∩ B 4R i (P i ) is smooth we choose n − 1 unit vectors parallel and one normal to the boundary. Thus, (3.3) follows for n linearly independent unit vectors e.
Using a standard argument (see, e.g., [18] ) we conclude from (3.3) that
Further, there is a constant c such that
for all r, s ∈ R. In fact, the Taylor expansion yields (r − s) (f (r) − f (s)) = m|r − s| Hence, (3.5) follows. We put r = T h e u and s = u in (3.5). Due to estimate (3.3) we get sup e∈R n |e|=1
for n linearly independent unit vectors e ∈ R n , where Ω
By a standard argument we deduce
Recalling (3.4) we conclude that there is a constant c 0 depending only on the data and the geometry of ∂Ω such that
This yields the assertion. Finally, let us discuss the case that Ω is not a polyhedron. To each point P i ∈ ∂Ω there is a W 2,∞ -mapping φ i and a ball 
. Due to the substitution rule for integrals and the fact that M is positive definite we get
We now cover Ω by a finite number of appropriate sets φ 
we find a constant independent of r, s such that
Let us note that there are constants c 1 , c 2 > 0 independent of r, s such that
if γ > −1; cf. [18] . Thus, it follows that
Moreover, for any q > 2 there is a constant c independent of r, s such that
see [10] . Utilizing the Taylor expansion of the function ψ(r) := |r| q−2 r and inequality (4.2) we find
Thus, |r − s| q ≤ c(|r| + |s|) q−2 |r − s| 2 . where Ω h = {x ∈ Ω : dist(x, ∂Ω) ≥ h} and the constant c depends only on the data.
Now we put r = T h e f (u), s = f (u), and q = m+1 m in inequality (4.1). This yields
consists of all functions for which the norm
Instead of the definition given in (2.2) we may define |f | p N s,p (Ω) as follows [19] : For k ≥ 1 an integer, σ > 0 no integer, and
where
, l = 0, and p = 
