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1. Introduction
In his epoch-making paper [Se], Selberg developed a trace formula for discrete sub-
groups of SL(2,R) and proved the analogue of the Riemann hypothesis on compact
Riemann surfaces of genus g ≥ 2. There are at least two ways to generalize the Selberg
trace formula. The first way involves passing from the upper half plane H to SL(2,R)
or its universal covering space. Duflo and Labesse [DL] studied the trace formula on
GL(2). Later on, Arthur [Ar] developed the trace formula for semisimple Lie groups
of rank one. On the other hand, Gangolli and Warner [Ga], [GW] gave the zeta func-
tions of Selberg’s type for symmetric spaces of rank one. The other approach concerns
Typeset by AMS-TEX
1
2 LEI YANG
with the index theorem (see Millson [M], Singer [S], Barbasch and Moscovici [BM] and
Stern [St]). For example, Millson [M] gave the functional equation of the zeta function
on a compact oriented 4n − 1 dimensional Riemannian manifold of constant negative
curvature and found a connection between the zeta function and the η-invariant intro-
duced by Atiyah, Patodi and Singer [APS]. The second way is based on some interesting
results of Maass and Roelcke. Maass [Ma] studied some very basic partial differential
operators connected with nonholomorphic automorphic forms on Γ\H. Roelcke [Ro]
gave the spectral theory of these operators (see also the work of Elstrodt [El]). Hejhal
[H] obtained the trace formula for the automorphic forms of weight m associated to
these operators. Recently, D’Hoker and Phong [DP], Sarnak [Sa], Voros [V], Cartier
and Voros [CV] and Kurokawa [Kr] calculated the regularized determinants of these op-
erators, which are crucial in the string theory, and also come up in Ray-Singer’s analytic
torsion [RS].
In the present paper, motivated by the second way as above (see the book of Hejhal
[H] for more details) and the work of Singer [S] and Millson [M], we give the trace
formulas of weight k for cocompact, torsion-free discrete subgroups of SU(2, 1) and
prove the analogue of the Riemann hypothesis on compact complex surfaces M with
c21(M) = 3c2(M), where ci(M) is the i-th Chern class of M , c2(M) is a multiple of 3
and c2(M) > 0.
1.1. Notation and terminology
Let SU(2, 1) = {g ∈ SL(3,C) : g∗Jg = J} where J =
 −11
−1
. The
corresponding complex domain S2 = {(z1, z2) ∈ C2 : z1+ z1− z2z2 > 0} is the simplest
example of a bounded symmetric domain which is not a tube domain. Let us introduce
the following differential operator
(1.1)
∆k = (z1 + z1 − z2z2)
×
[
(z1 + z1)
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ z2
∂2
∂z1∂z2
+ z2
∂2
∂z1∂z2
− k( ∂
∂z1
− ∂
∂z1
)
]
,
where 2k is an integer (see [Y] for more details). In particular, ∆ = ∆0 is the Laplace-
Beltrami operator of SU(2, 1) on S2.
Let Γ ⊂ SU(2, 1) be a discrete subgroup. Assume that Γ is properly discontinuous,
Γ\S2 is compact, and Γ acts freely onS2. SetM = Γ\S2, thenM is a compact complex
algebraic surface. Such Γ is a uniform, torsion-free discrete subgroup of SU(2, 1). Hence,
every γ ∈ Γ which is not the identity is hyperbolic. The Jordan canonical form of
hyperbolic elements takes the form: γ = γ(µ, θ) = diag(µeiθ, e−2iθ, µ−1eiθ), where
µ > 1 and θ ∈ [0, 2π).
An automorphic form of weight 2k on S2 is given by
(1.2) f(γ(Z)) = J(γ, Z)2kf(Z),
3where
(1.3) J(γ, Z) =
j(γ, Z)
|j(γ, Z)| with j(γ, Z) = c1z1 + c2z2 + c3
for γ =
 ∗ ∗ ∗∗ ∗ ∗
c1 c2 c3
 ∈ Γ.
A holomorphic function g(Z) is called a modular form of weight k if it satisfies that
(1.4) g(γ(Z)) = j(γ, Z)kg(Z), for γ ∈ Γ.
In fact, if g(Z) is a modular form of weight 2k, then f(Z) = ρ(Z)kg(Z) with ρ(Z) =
z1 + z1 − z2z2 is an automorphic form of weight 2k. Moreover,
(1.5) ∆kf(Z) = k(k − 2)f(Z).
Conversely, if f(Z) is an automorphic form of weight 2k, then g(Z) = ρ(Z)−kf(Z)
satisfies that
g(γ(Z)) = j(γ, Z)2kg(Z).
Let F be the fundamental region (i.e. the fundamental domain) of Γ. Set
(1.6) L2(Γ\S2, k) = {f ∈ L2(F) : f(γ(Z)) = J(γ, Z)2kf(Z) for γ ∈ Γ}.
We study the spectral theory of L2(Γ\S2, k), and prove the completeness of eigenfunc-
tion expansions (see Theorem 2.11, Proposition 2.12, Proposition 2.13 and Theorem
2.14).
Let Φ ∈ C2c (R) and consider the function Φ(u(Z, Z ′)), where u(Z, Z ′) = |ρ(Z,Z
′)|2
ρ(Z)ρ(Z′) −1
with ρ(Z, Z ′) = z1 + z′1 − z2z′2, ρ(Z) = ρ(Z, Z) for Z = (z1, z2) ∈ S2, Z ′ = (z′1, z′2) ∈
S2. In fact, u(Z, Z
′) is a point-pair invariant, i.e., u(g(Z), g(Z ′)) = u(Z, Z ′) for every
g ∈ SU(2, 1) (see [Y] for more details.) Set Hk(Z, Z ′) = ρ(Z,Z
′)2k
|ρ(Z,Z′)|2k . Let Kk(Z, Z
′) =
Hk(Z, Z
′)Φ(u(Z, Z ′)). The integral operator of weight k is given by
(1.7) Lkf(Z) =
∫
S2
Kk(Z, Z
′)f(Z ′)dm(Z ′).
We have (see Theorem 2.5)
(1.8) Lkf(Z) = Λk(λ)f(Z),
where f is an eigenfunction of ∆k on S2: ∆kf = λf and Λk(λ) depends only on λ, k
and Φ. A representative set of eigenfunctions is given by ∆kρ
s = λρs with λ = s(s−2).
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Let s = 1+ ir, we will use the r instead of the λ as parameter. Set hk(r) = Λk(−1−r2).
When k = 0, the connection between Φ(u) and h(r) := h0(r) is given by the relations.
(1.9)
P (v) =
∫ ∞
v
Φ(u) arccos
(
1− u+ 2v
1 + u
)
du, Φ(u) =
1
π
∫ ∞
u
1√
v − ud(
√
v + 1P ′(v)).
P (v) = g(η) with v =
1
4
(eη + e−η − 2).
h(r) = 2π
∫ ∞
−∞
g(η)eirηdη, g(η) =
1
4π2
∫ ∞
−∞
h(r)e−irηdr.
When k = 1, the connection between Φ(u) and h1(r) is given by
(1.10)
P1(v) =
∫ ∞
v
2Φ(u)
u+ 1
√
(v + 1)(u− v)du, Φ(u) = u+ 1
π
∫ ∞
u
1√
v − ud
[(
P1(v)√
v + 1
)′]
.
P1(v) = g1(η), with v =
1
4
(eη + e−η − 2),
h1(r) = 2π
∫ ∞
−∞
g1(η)e
irηdη, g1(η) =
1
4π2
∫ ∞
−∞
h1(r)e
−irηdr.
When k = 12 , the connection between Φ(u) and h 12 (r) is given by
(1.11)
Q0(v) = 2
∫ ∞
v
Φ(u)
√
u− v
u+ 1
du, Φ(u) =
1
π
√
u+ 1
∫ ∞
u
dQ′0(v)√
v − u.
Q0(v) = g 1
2
(η), with v =
1
4
(eη + e−η − 2),
h 1
2
(r) = 2π
∫ ∞
−∞
g 1
2
(η)eirηdη, g 1
2
(η) =
1
4π2
∫ ∞
−∞
h 1
2
(r)e−irηdr.
The zeta function of weight k associated with the group < γ1 > × < γ2 > generated
by γ1 and γ2, where < γ1 > is an infinite cyclic group, < γ2 > is a finite cyclic group,
is given by
(1.12)
Z<γ1>×<γ2>(k, s)
=
∞∏
j=0
∞∏
l=0
∞∏
n=0
[
1−N(γ1)−(s+j+
l+n
2 )
] 3
ord(γ2)
∑ ord(γ2)
q=1 exp([2k+3(l−n)]iqθ(γ2))
,
for Re(s) > 2 and 2k ∈ Z. For Γ a uniform, torsion-free discrete subgroup of SU(2, 1),
we define
(1.13) Zk(s) = ZΓ(k, s) =
∏
{(γ1,γ2)}
Z<γ1>×<γ2>(k, s)
5where the pair {(γ1, γ2)} runs through a set of representatives of primitive conjugacy
classes of Γ (see Proposition 2.1 for the details).
1.2. The main results
Note that c2(M) is equal to the Euler number e(M) =
∑4
i=0(−1)i dimHi(M,R)
since M is compact. HereM is considered as a Riemannian manifold of dimension four.
Now, we can state the main theorem in the present paper.
Theorem 1.1 (Main Theorem 1). Assume that hk(r) is an analytic function on
|Im(r)| ≤ 1 + δ, hk(−r) = hk(r) and |hk(r)| ≤M [1 + |Re(r)|]−4−δ, where δ and M are
positive constants. Moreover, suppose that
gk(η) =
1
4π2
∫ ∞
−∞
hk(r)e
−irηdr, η ∈ R.
Then the trace formulas of weight k for SU(2, 1) take the following form:
(1.14)
Tr(Lk) =
∞∑
n=0
hk(rn) =
2
3
c2(M)
∫ ∞
−∞
hk(r)r(r
2 + k2)
cosh 2πr + cos 2kπ
sinh 2πr
dr+
+ 2π
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
[N(γ1)
m
2 −N(γ1)−m2 ]
× e
2kiqθ(γ2)
|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
gk(m lnN(γ1)),
where c2(M) ≥ 3, k = 0, 12 , 1 and h0 = h, g0 = g.
Using the concept of Poincare´ map, the trace formulas can be expressed as (see
Theorem 3.2):
(1.15)
Tr(Lk) =
2
3
c2(M)
∫ ∞
−∞
hk(r)r(r
2 + k2)
cosh 2πr + cos 2kπ
sinh 2πr
dr+
+ 2π
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
| det(I − Pγm1 γq2 )|
1
2
e2kiqθ(γ2)gk(m lnN(γ1)).
It is well-known that the c-function of Harish-Chandra (see [Ga])
c(r)−1 =
Γ( 12(p+ q))
Γ(p+ q)
Γ(ir + p2 )
Γ(ir)
Γ( ir2 +
p
4 +
q
2)
Γ( ir
2
+ p
4
)
.
In the case of SU(2, 1), p = 2, q = 1, one has
(1.16) c(2r)−1c(−2r)−1 = π
4
r3
tanhπr
.
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Up to a constant, it coincides with the value of r(r2 + k2) cosh 2πr+cos 2kπsinh 2πr at k = 0. By
Theorem 1.1, we can derive the functional equations of the zeta functions Zk(s). In
fact, we conjecture that the above trace formulas are valid for all k with 2k ∈ Z. In the
case of k = 0, k = 12 and k = 1, we can write down the trace formulas explicitly. For
every k with 2k ∈ Z, there is an analytic continuation and a functional equation for the
zeta function Zk(s). In particular, we can write down them explicitly for Z0(s), Z 1
2
(s)
and Z1(s) according to the weight k = 0, k =
1
2
or k = 1, respectively.
Theorem 1.2 (Main Theorem 2). The functional equations of the zeta functions
of weight k are given by
(1.17)
Zk(s) = Zk(2− s) exp
[
8
3
πc2(M)
∫ s−1
0
v(v2 − k2) cotπvdv
]
, k = 0, 1;
Zk(s) = Zk(2− s) exp
[
8
3
πc2(M)
∫ s−1
0
v(k2 − v2) tanπvdv
]
, k =
1
2
,
where M = Γ\S2 is a compact complex algebraic surface with c21(M) = 3c2(M).
The zeros of zeta functions Zk(s) (k = 0,
1
2 , 1) have the following properties. In
particular, the last property tells us that the analogue of the Riemann hypothesis is
true.
Theorem 1.3 (Main Theorem 3). Let
Zk(s) =
∏
{(γ1,γ2)}
∞∏
j=0
∞∏
l=0
∞∏
n=0
[
1−N(γ1)−s−j−
l+n
2
] 3
ord(γ2)
∑ord(γ2)
q=1 exp([2k+3(l−n)]iqθ(γ2))
where Re(s) > 2 and k = 0, 12 , 1. Then
(1) Zk(s) are actually entire functions.
(2) Zk(s) (k = 0, 1) have trivial zeros s = −m, m ≥ 0, with multiplicity 83c2(M)(m+
1)3; Zk(s) (k =
1
2) has trivial zeros s = −m + 12 , m ≥ 0, with multiplicity
4
3
c2(M)m(m+ 1)(2m+ 1).
(3) The nontrivial zeros of Zk(s) are located at 1± irn.
It is interesting that we can deduce that c2(M) is a multiple of 3 by (2) of Theorem
1.3. Thus c2(M) ≥ 3, which is the first main theorem in [HP].
This paper consists of three chapters. In chapter two, we study the spectral theory
of L2(Γ\S2, k), and prove the completeness of eigenfunction expansions. We give the
integral transformations and their inverse which are related to the group SU(2, 1) and
the symmetric space S2. These transformations play an important role in the trace
formulas. In chapter three, we obtain the trace formulas of weight k on SU(2, 1) for
cocompact, torsion-free discrete subgroups. In the rest of this chapter, we give the defi-
nition of the zeta functions of weight k and their expansions. Using the trace formulas,
7we get the functional equations of the zeta functions of weight k. At last, we prove the
analogue of the Riemann hypothesis for a class of compact complex surfaces.
2. The spectral theory of L2(Γ\S2, k)
2.1. The construction of hyperbolic elements
At first, let us recall some basic results about the discrete subgroups of Lie groups
(see [R]). Let G be a connected Lie group and Γ a discrete subgroup such that G/Γ is
compact. Then Γ is finitely presentable (see [R], p.95, Theorem 6.15). In fact, let M be
a compact connected manifold. Then the fundamental group π1(M,x) of M at a point
x ∈M is finitely presentable (see [R], p.95, Theorem 6.16). Hence, the uniform torsion-
free subgroup Γ ⊂ SU(2, 1) is finitely presentable. If Γ ⊂ G is a uniform, torsion-free
discrete subgroup then every γ ∈ Γ which is not the identity is hyperbolic. Now, let
us recall the classifications of linear transformations in SU(2, 1) (see [G]). There are
four classes: the identity element, the hyperbolic elements, the elliptic elements and the
parabolic elements. In the ball model, the hyperbolic elements take the form:
T =
 eiθ cosh u 0 eiθ sinh u0 e−2iθ 0
eiθ sinhu 0 eiθ coshu
 .
Now, we give the expression of hyperbolic elements in the unbounded realization S2.
By the Cayley transformation C : B2 = {(w1, w2) ∈ C2 : |w1|2 + |w2|2 < 1} →
S2 = {(z1, z2) ∈ C2 : z1 + z1 − z2z2 > 0}, where C =
−ω −ω1
−1 1
, C(w1, w2) =
(
−ωw1−ω
−w1+1 ,
w2
−w1+1
)
and C−1 =
 1 ω1
1 −ω
, C−1(z1, z2) = ( z1+ωz1−ω , z2z1−ω), we have
g = CTC−1 =
 eueiθ (ω − ω) sinhu · eiθe−2iθ
0 e−ueiθ
 ∈ SU(2, 1),
where SU(2, 1) = {g ∈ SL(3,C) : g∗Jg = J} with J =
 −11
−1
. The charac-
teristic polynomial of g is det(λI − g) = (λ− eueiθ)(λ− e−2iθ)(λ− e−ueiθ). Hence, the
Jordan canonical form of g takes the form γ = diag(eueiθ, e−2iθ, e−ueiθ) ∈ SU(2, 1). Let
h =
α −
√
3
2
iα−1
β
α−1
 where α, β ∈ C, |β| = 1 and αβα−1 = 1. Then h ∈ SU(2, 1)
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and h−1gh = γ, i.e., g is conjugate in SU(2, 1) to γ. Without loss of generality, we can
assume that u > 0. Set µ = eu, then µ > 1 and γ = diag(µeiθ, e−2iθ, µ−1eiθ).
Proposition 2.1. Suppose that γ = diag(µeiθ, e−2iθ, µ−1eiθ) ∈ Γ is hyperbolic. Then
the centralizer Z(γ) is a direct product of two cyclic subgroups of Γ, Z(γ) =< γ1 > × <
γ2 >, where γ1 = diag(r0, 1, r
−1
0 ) (r0 > 1) is hyperbolic and γ2 = diag(e
iϕ0 , e−2iϕ0 , eiϕ0)
with order ord(γ2) and ϕ0 =
2π
ord(γ2)
. Moreover, γ = γm1 γ
n
2 with m ≥ 1 and 1 ≤ n ≤
ord(γ2). The two generators γ1, γ2 are uniquely determined by γ.
Proof. If g ∈ Z(γ), then g has the form g = diag(reiϕ, e−2iϕ, r−1eiϕ) with r > 0.
Note that Γ is discontinuous, so Z(γ) =< γ1 > × < γ2 >, i.e., g = γm1 γn2 , m ≥ 1 and
1 ≤ n ≤ ord(γ2). The uniqueness of γ1 and γ2 is proved by the same argument since
m ≥ 1 and 1 ≤ n ≤ ord(γ2).

N(γ1) := r
2
0 in Proposition 2.1 is the minimal norm of a hyperbolic element from
Z(γ). Following Selberg [Se], we call γ1 a primitive element for γ in Γ. The pair (γ1, γ2)
in Proposition 2.1 is called a primitive pair for γ in Γ.
2.2. The basic integral operator of weight 0
Put
(2.1) Lf(Z) =
∫
S2
k(Z, Z ′)f(Z ′)dm(Z ′).
Let f(Z) be an eigenfunction of the Laplace-Beltrami operator ∆ on S2: ∆f(Z) =
λf(Z). According to [Se] (or see Theorem 2.5 in the special case k = 0), for an integral
operator we may write
(2.2)
∫
S2
k(Z, Z ′)f(Z ′)dm(Z ′) = Λ(λ)f(Z),
where Λ(λ) depends only on λ and k. A representative set of eigenfunctions is given
by ρ(Z)s since ∆ρ(Z)s = λρ(Z)s with λ = s(s − 2). Set s = 1 + ir with r ∈ C, then
s(s− 2) = −1− r2. Let h(r) = Λ(−1 − r2). The connection between Φ(u) and h(r) is
given by the following theorem.
Theorem 2.2. Let Φ(u) ∈ C2c (R) be a positive function of real variable. Set
(2.3) P (v) =
∫ ∞
v
Φ(u) arccos
(
1− u+ 2v
1 + u
)
du.
Moreover, define g(η) by P (v) = g(η) with v = 1
4
(eη + e−η − 2). Then one has the
following integral transform
(2.4) h(r) = 2π
∫ ∞
−∞
g(η)eirηdη, g(η) =
1
4π2
∫ ∞
−∞
h(r)e−irηdr,
9and
(2.5) Φ(u) =
1
π
∫ ∞
u
1√
v − ud(
√
v + 1P ′(v)).
Proof. Let us start with the formula:∫
S2
k(Z0, Z)ρ(Z)
sdm(Z) = Λ(λ)ρ(Z0)
s, λ = s(s− 2).
Let Z0 = (
1
2 , 0) and Z = (z1, z2) = (
1
2(ρ + |z|2) + it, z), where ρ > 0, t ∈ R and z ∈ C.
Then ρ(Z0) = 1, |ρ(Z0, Z)|2 = 14 (1 + ρ+ |z|2)2 + t2. Thus∫ ∞
0
∫ ∞
−∞
∫
C
Φ
( 1
4 (1 + ρ+ |z|2)2 + t2
ρ
− 1
)
dzdzdtρs−3dρ = Λ(λ).
Let z =
√
reiθ, r > 0, θ ∈ [0, 2π), then dz ∧ dz = −idr ∧ dθ and
4π
∫ ∞
0
∫ ∞
0
∫ ∞
0
Φ
( 1
4(1 + ρ+ r)
2 + t2
ρ
− 1
)
drdtρs−3dρ = Λ(λ).
Set ξ =
1
4 (1+ρ+r)
2
ρ
− 1, η = t2
ρ
. Then ξ ∈ [ (ρ−1)24ρ ,∞), η ∈ [0,∞) and dr =
√
ρ√
ξ+1
dξ,
dt =
√
ρ
2
√
η
dη. We have
2π
∫ ∞
0
∫ ∞
0
∫ ∞
(ρ−1)2
4ρ
Φ(ξ + η)
dξ√
ξ + 1
dη√
η
ρs−2dρ = Λ(λ).
Put w = ξ + η, then
2π
∫ ∞
0
∫ ∞
(ρ−1)2
4ρ
∫ ∞
ξ
Φ(w)
dw√
w − ξ
dξ√
ξ + 1
ρs−2dρ = Λ(λ).
Here ∫ ∞
(ρ−1)2
4ρ
∫ ∞
ξ
Φ(w)
dw√
w − ξ
dξ√
ξ + 1
=
∫ ∞
(ρ−1)2
4ρ
Φ(w)dw
∫ w
(ρ−1)2
4ρ
dξ√
(w − ξ)(ξ + 1)
=
∫ ∞
(ρ−1)2
4ρ
Φ(w) arccos
 (ρ−1)22ρ − w + 1
w + 1
 dw = P ( (ρ− 1)2
4ρ
)
.
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We conclude that
Λ[s(s− 2)] = 2π
∫ ∞
0
ρs−2P
(
(ρ− 1)2
4ρ
)
dρ.
Set s = 1 + ir and g(η) = P ( 1
4
(eη + e−η − 2)), then Λ(λ) = Λ(−1− r2) = h(r). On the
other hand, let ρ = eη, then
2π
∫ ∞
0
ρs−2P
(
(ρ− 1)2
4ρ
)
dρ = 2π
∫ ∞
−∞
e(s−2)ηP
(
1
4
(eη + e−η − 2)
)
eηdη
=2π
∫ ∞
−∞
e(s−1)ηg(η)dη = 2π
∫ ∞
−∞
eirηg(η)dη.
Consequently, h(r) = 2π
∫∞
−∞ e
irηg(η)dη. So, g(η) = 14π2
∫∞
−∞ h(r)e
−irηdr. By
P (v) =
∫ ∞
v
Φ(u) arccos
(
1− u+ 2v
1 + u
)
du,
we have
P ′(v) = − 1√
v + 1
∫ ∞
v
Φ(u)√
u− v du.
Set Q(v) = −√v + 1P ′(v), then Q(v) = ∫∞
v
Φ(u)√
u−vdu. By [Ku], p.56, Theorem 5.3.1 or
[H], p.15, Proposition 4.1, we have Φ(u) = − 1
π
∫∞
u
dQ(v)√
v−u . Thus,
Φ(u) =
1
π
∫ ∞
u
1√
v − ud(
√
v + 1P ′(v)).

Theorem 2.3. Let k(Z, Z ′) be a point pair invariant as in Theorem 2.2, and put
n(a, b) =
 1 a |a|22 + ib1 a
1
 , a ∈ C, b ∈ R.
Then
(2.6)
∫
R
∫
C
k(Z, n(a, b)Z ′)dadadb = 2πρρ′g(log ρ′ − log ρ),
where ρ = ρ(Z) and ρ′ = ρ(Z ′) and g is as in Theorem 2.2.
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Proof. Let
n = n(a, b) =
 1 a |a|22 + ib1 a
1
 , a ∈ C, b ∈ R,
then
n(a, b)(Z ′) = (z′1 + az
′
2 +
|a|2
2
+ ib, z′2 + a).
So
ρ(Z, n(a, b)Z ′) = ρ(Z, Z ′) + az′2 − az2 +
|a|2
2
+ ib.
Set Z = (ρ+|z|
2
2 + it, z) and Z
′ = (ρ
′+|z′|2
2 + it
′, z′), then
ρ(Z, Z ′) =
1
2
(ρ+ ρ′ + |z − z′|2) + i(t′ − t+ Imzz′).
Put a = u+ iv, u, v ∈ R, z = x+ iy and z′ = x′ + iy′, then da ∧ da = −2idu ∧ dv and
ρ(Z, n(a, b)Z ′) =
1
2
[ρ+ ρ′ + (u+ x′ − x)2 + (v + y − y′)2]
+i[v(x+ x′) + u(y + y′) + t′ − t+ Imzz′ + b].
Hence, ∫
R
∫
C
k(Z, n(a, b)Z ′)dadadb
=2
∫
R
∫
C
Φ
( | 12 (ρ+ ρ′ + u2 + v2) + ib|2
ρρ′
− 1
)
dudvdb
=2
∫
R
∫ 2π
0
∫ ∞
0
Φ
( | 12(ρ+ ρ′ + r2) + ib|2
ρρ′
− 1
)
rdrdθdb
=2π
∫
R
∫ ∞
0
Φ
( | 12 (ρ+ ρ′ + r) + ib|2
ρρ′
− 1
)
drdb
=4π
∫ ∞
0
∫ ∞
ρ+ρ′
Φ
( 1
4
r2 + b2
ρρ′
− 1
)
drdb.
Let t = b
2
ρρ′
and u = r
2
4ρρ′ , then
db =
√
ρρ′
2
√
t
dt, dr =
√
ρρ′√
u
du.
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We have ∫
R
∫
C
k(Z, n(a, b)Z ′)dadadb
=2πρρ′
∫ ∞
0
∫ ∞
(ρ+ρ′)2
4ρρ′
Φ(u+ t− 1) du√
u
dt√
t
=2πρρ′
∫ ∞
0
∫ ∞
(ρ−ρ′)2
4ρρ′
Φ(v + t)
dv√
v + 1
dt√
t
.
Set ρ′/ρ = eη, then (ρ−ρ
′)2
4ρρ′ = sinh
2 η
2 . Thus,∫
R
∫
C
k(Z, n(a, b)Z ′)dadadb
=2πρρ′
∫ ∞
sinh2 η2
∫ ∞
v
Φ(u)
du√
u− v
dv√
v + 1
=2πρρ′
∫ ∞
sinh2 η2
Φ(u)du
∫ u
sinh2 η2
dv√
(u− v)(v + 1)
=2πρρ′
∫ ∞
sinh2 η2
Φ(u) arccos
(
1− u+ 2 sinh2 η
2
1 + u
)
du
=2πρρ′P (sinh2
η
2
) = 2πρρ′g(η) = 2πρρ′g(log ρ′ − log ρ).

2.3. The basic integral operator of weight k
Now, we give the integral transformation of weight k. Let F be the fundamental
region (i.e. the fundamental domain) of Γ. Since Γ is a cocompact discrete subgroup of
SU(2, 1), F is compact. Set
Hk(Z,W ) =
ρ(Z,W )2k
|ρ(Z,W )|2k ,
where ρ(Z,W ) = z1 + w1 − z2w2. Let
Kk(Z,W ) = Hk(Z,W )Φ
( |ρ(Z,W )|2
ρ(Z)ρ(W )
− 1
)
.
Definition 2.4. An automorphic form of weight 2k on S2 is given by
(2.7) f(γ(Z)) = J(γ, Z)2kf(Z),
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where J(γ, Z) = j(γ,Z)|j(γ,Z)| with j(γ, Z) = c1z1 + c2z2 + c3 for γ =
 ∗ ∗ ∗∗ ∗ ∗
c1 c2 c3
 ∈ Γ.
Let
L2(Γ\S2, k) = {f ∈ L2(F) : f(γ(Z)) = J(γ, Z)2kf(Z) for γ ∈ Γ}.
Following the method in [H] (see [H], pp.364-369, Proposition 2.14), we give the next
theorem.
Theorem 2.5. Let f ∈ C2(S2) be any eigenfunction of ∆k: ∆kf = λf . Then the
integral operator of weight k
(2.8) Lkf(Z) :=
∫
S2
Kk(Z,W )f(W )dm(W ) = Λk(λ)f(Z),
where Λk(λ) depends only on (Φ, k, λ). The value of Λk(λ) is independent of f .
Proof. We define the operator Pγ by
(2.9) (Pγu)(Z) = u(γ(Z))J(γ, Z)
−2k, γ ∈ SU(2, 1).
It is known that (see [Y], Proposition 4.2) ∆kPγ = Pγ∆k. Let K be the maximal
compact subgroup of SU(2, 1). Every γ ∈ K can be given by
γ = C
 a b 0c d 0
0 0 eiθ
C−1,
where
(
a b
c d
)
∈ U(2), θ ∈ [0, 2π) and (ad− bc)eiθ = 1. Write explicitly,
γ =
−ωa− ωeiθ −ωb −a+ eiθc d ωc
−a+ eiθ −b −ωa− ωeiθ
 .
We have γ(−ω, 0) = (−ω, 0).
We now claim that without loss of generality Z = (−ω, 0). Suppose, in fact, that
Z = (−ω, 0) is OK. For general Z, we write Z = γ(−ω, 0) and check that (using [Y],
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Proposition 4.7)∫
S2
Kk(Z,W )f(W )dm(W )
=
∫
S2
Kk(γ(−ω, 0),W )f(W )dm(W )
=
∫
S2
Kk(γ(−ω, 0), γ(ξ))f(γ(ξ))dm(ξ)
=
∫
S2
J(γ, (−ω, 0))2kKk((−ω, 0), ξ)J(γ, ξ)−2kf(γ(ξ))dm(ξ)
=J(γ, (−ω, 0))2k
∫
S2
Kk((−ω, 0), ξ)Pγf(ξ)dm(ξ)
=J(γ, (−ω, 0))2kΛk(λ)(Pγf)(−ω, 0)
=Λk(λ)f [γ(−ω, 0)] = Λk(λ)f(Z),
since ∆kPγf = Pγ∆kf = λ(Pγf).
We may restrict ourselves to the case Z = (−ω, 0). We claim that without loss of
generality
Pγf = Pγ(θ)f = e
−2kiθf, γ ∈ K.
Suppose, in fact, that the result is known to be true for such symmetric f . We then
take the original eigenfunction f and form
A =
∫
S2
Kk((−ω, 0),W )f(W )dm(W ).
It is clear that
A =
∫
S2
Kk(γ(−ω, 0),W )f(W )dm(W )
=
∫
S2
Kk(γ(−ω, 0), γ(ξ))f(γ(ξ))dm(ξ)
=
∫
S2
J(γ, (−ω, 0))2kKk((−ω, 0), ξ)J(γ, ξ)−2kf(γ(ξ))dm(ξ).
Here,
J(γ, (−ω, 0)) = (−a + e
iθ)(−ω) + (−ωa− ωeiθ)
|(−a+ eiθ)(−ω) + (−ωa− ωeiθ)| = e
iθ.
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Thus,
A =
∫
S2
e2kiθKk((−ω, 0), ξ)Pγ(θ)f(ξ)dm(ξ)
=
1
2π
∫ 2π
0
∫
S2
Kk((−ω, 0), ξ)Pγ(θ)f(ξ)e2kiθdm(ξ)dθ
=
∫
S2
Kk((−ω, 0), ξ)F (ξ)dm(ξ),
where
F (ξ) =
1
2π
∫ 2π
0
Pγ(θ)f(ξ)e
2kiθdθ.
Note that
(Pγ1Pγ2u)(Z) =Pγ1(u(γ2(Z))J(γ2, Z)
−2k)
=u(γ2(γ1(Z)))J(γ2, γ1(Z))
−2kJ(γ1, Z)−2k
=u(γ2γ1(Z))J(γ2γ1, Z)
−2k
=(Pγ2γ1u)(Z).
Thus,
Pγ(ϕ)F (ξ) =
1
2π
∫ 2π
0
Pγ(θ)γ(ϕ)f(ξ)e
2kiθdθ.
Here,
γ(θ)γ(ϕ) = C
( ∗
eiθ
)
C−1 · C
( ∗
eiϕ
)
C−1 = C
( ∗
ei(θ+ϕ)
)
C−1 = γ(θ + ϕ).
Therefore,
Pγ(ϕ)F (ξ) =
1
2π
∫ 2π
0
Pγ(θ+ϕ)f(ξ)e
2kiθdθ
=
1
2π
∫ 2π+ϕ
ϕ
Pγ(τ)f(ξ)e
2ki(τ−ϕ)dτ
=
1
2π
∫ 2π
0
Pγ(τ)f(ξ)e
2ki(τ−ϕ)dτ
= e−2kiϕF (ξ).
It is easy to see that F ∈ C2(S2) and F (−ω, 0) = f(−ω, 0). By ∆kPγ = Pγ∆k, we see
that ∆kF = λF .
We can apply the symmetric case to deduce that
A =
∫
S2
Kk((−ω, 0), ξ)F (ξ)dm(ξ) = Λk(λ)F (−ω, 0) = Λk(λ)f(−ω, 0).
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We now restrict not only to Z = (−ω, 0), but also to the symmetric case Pγ(θ)f =
e−2kiθf . We introduce a change of variables:
W = C−1(Z) =
(
z1 + ω
z1 − ω ,
z2
z1 − ω
)
;Z = C(W ) =
(−ωw1 − ω
−w1 + 1 ,
w2
−w1 + 1
)
,
where Z ∈ S2 andW ∈ B2. By u(Z) = v(W ), one defines the operator ∆˜k: ∆ku = ∆˜kv.
The following equations describe the basic symmetry of weight k:
u[γ(θ)(Z)]J(γ(θ), Z)−2k = e−2kiθu(Z),
v[C−1γ(θ)(Z)]J(γ(θ), Z)−2k = e−2kiθv(W ),
v[C−1γ(θ)C(W )]J(γ(θ), Z)−2k = e−2kiθv(W ).
Here C−1γ(θ)C =
 a bc d
eiθ
. We have
v
 a bc d
eiθ
 (w1, w2)
 [(−a+ eiθ)z1 − bz2 − ωa− ωeiθ]−2k
|same|−2k = e
−2kiθv(w1, w2),
Using the expressions z1 =
−ωw1−ω
−w1+1 and z2 =
w2
−w1+1 , we have
v(e−iθ(aw1 + bw2), e−iθ(cw1 + dw2))
|1− e−iθ(aw1 + bw2)|2k
[1− e−iθ(aw1 + bw2)]2k = v(w1, w2)
|1− w1|2k
(1− w1)2k .
This implies that v(w1, w2)(1− w1)−k(1 − w1)k must be radially symmetric. We shall
therefore write
u(Z) = v(W ) = ψ(W )(1− w1)k(1− w1)−k = ψ(W )(1− w1)α(1− w1)β.
Corresponding to this, we define ∆ku = ∆˜kv = ∆˜kψ. The associated change of variables
is very well-behaved analytically.
In our previous paper [Y], the Laplace-Beltrami operator on B2 is given by
∆B2 =(1− |w1|2 − |w2|2)
×
[
(1− |w1|2) ∂
2
∂w1∂w1
+ (1− |w2|2) ∂
2
∂w2∂w2
− w1w2 ∂
2
∂w1∂w2
− w1w2 ∂
2
∂w1∂w2
]
.
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We conclude that near the origin
∆˜kψ =A1,1ψw1,w1 + A1,2ψw1,w2 + A2,1ψw2,w1 + A2,2ψw2,w2
+B1ψw1 + C1ψw1 +B2ψw2 + C2ψw2 +Dψ
with real analytic coefficients and A1,1(0, 0; 0, 0) 6= 0, A2,2(0, 0; 0, 0) 6= 0, where Ai,j =
Ai,j(w1, w1;w2, w2), Bj = Bj(w1, w1;w2, w2), Cj = Cj(w1, w1;w2, w2), 1 ≤ i, j ≤ 2 and
D = D(w1, w1;w2, w2).
Now, we must study the differential equation
∆˜kψ = λψ(1− w1)α(1− w1)β,
along the various rays arg(w1) = θ. Now, we introduce polar coordinates w1 =
reiθ1 cosϕ and w2 = re
iθ2 sinϕ with ϕ ∈ (0, π2 ). Then
(2.10)
∂
∂w1
=
1
2
e−iθ1 cosϕ
∂
∂r
− i
2
e−iθ1
r cosϕ
∂
∂θ1
− e
−iθ1
2r
sinϕ
∂
∂ϕ
,
∂
∂w2
=
1
2
e−iθ2 sinϕ
∂
∂r
− i
2
e−iθ2
r sinϕ
∂
∂θ2
+
e−iθ2
2r
cosϕ
∂
∂ϕ
.
Hence,
(2.11)
∆ =(1− r2)[1
4
(1− r2) ∂
2
∂r2
+
3− r2
4r
∂
∂r
+
1
4r2
∂2
∂ϕ2
+
1
2r2
cot 2ϕ
∂
∂ϕ
+
1
4r2
(
1
cos2 ϕ
∂2
∂θ21
+
1
sin2 ϕ
∂2
∂θ22
)− 1
4
(
∂
∂θ1
+
∂
∂θ2
)2].
If ψ is radially symmetric, we will get a θ1-family of homogeneous linear ordinary differ-
ential equation with regular singular point r = 0. The indicial equation is ν(ν + 2) = 0
for each θ1. The general theory of differential equations tells us that ψ is unique up
to a proportionality factor whenever ψ is known to be smooth at the origin. In our
case, we conclude that f(z1, z2) = f(−ω, 0)g(z1, z2), where the eigenfunction g(z1, z2)
is symmetric and normalized by g(−ω, 0) = 1. Th function g(z1, z2) depends only on
(k, λ). Hence, we can define
Λk(λ) =
∫
S2
Kk((−ω, 0),W )g(W )dm(W ).
This completes the proof of Theorem 2.5.

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Theorem 2.6. Let Φ(u) ∈ C2c (R) be a positive function of real variable. Set
(2.12) P1(v) =
∫ ∞
v
2Φ(u)
u+ 1
√
(v + 1)(u− v)du.
Moreover, define g1(η) by P1(v) = g1(η), with v =
1
4(e
η + e−η − 2). Then one has the
following integral transform
h1(r) = 2π
∫ ∞
−∞
g1(η)e
irηdη, g1(η) =
1
4π2
∫ ∞
−∞
h1(r)e
−irηdr,
and
Φ(u) =
u+ 1
π
∫ ∞
u
1√
v − ud
[(
P1(v)√
v + 1
)′]
.
Set
(2.13) Q0(v) = 2
∫ ∞
v
Φ(u)
√
u− v
u+ 1
du.
Moreover, define g 1
2
(η) by Q0(v) = g 1
2
(η), with v = 14 (e
η + e−η − 2). Then one has the
following integral transform
h 1
2
(r) = 2π
∫ ∞
−∞
g 1
2
(η)eirηdη, g 1
2
(η) =
1
4π2
∫ ∞
−∞
h 1
2
(r)e−irηdr,
and
Φ(u) =
1
π
√
u+ 1
∫ ∞
u
dQ′0(v)√
v − u.
Proof. By Theorem 2.5,
(2.14)
∫
S2
Kk(Z,W )ρ(W )
sdm(W ) = Λk(λ)ρ(Z)
s, λ = s(s− 2).
Set Z0 = (
1
2
, 0) and Z = (z1, z2) = (
1
2
(ρ + |z|2) + it, z) with t ∈ R, ρ > 0 and z ∈ C.
Then
Λk(λ) =
∫
S2
Hk((
1
2
, 0), (z1, z2))Φ
[ | 1
2
+ z1|2
ρ(Z)
− 1
]
ρ(Z)sdm(Z)
=
∫
S2
[ 12 (1 + ρ+ |z|2) + it]2k
| 1
2
(1 + ρ+ |z|2) + it|2kΦ
[ 1
4 (1 + ρ+ |z|2)2 + t2
ρ
− 1
]
ρs
dtdρdzdz
ρ3
= π
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
[(1 + ρ+ r) + it]2k
|(1 + ρ+ r) + it|2kΦ
[
(1 + ρ+ r)2 + t2
4ρ
− 1
]
ρs−3drdtdρ
= π
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
∑2k
m=0
(
2k
m
)
(1 + ρ+ r)mi2k−mt2k−m
[(1 + ρ+ r)2 + t2]k
× Φ
[
(1 + ρ+ r)2 + t2
4ρ
− 1
]
ρs−3drdtdρ.
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The contribution from the odd powers of t is zero. When 2k is even,
Λk(λ) =π(−1)k
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
∑k
m=0
(
2k
2m
)
(1 + ρ+ r)2mi−2mt2k−2m
[(1 + ρ+ r)2 + t2]k
× Φ
[
(1 + ρ+ r)2 + t2
4ρ
− 1
]
ρs−3drdtdρ.
Set u2 = t
2
4ρ and v =
(r+ρ+1)2
4ρ − 1, then u ∈ (−∞,∞), v ∈ [ (ρ−1)
2
4ρ ,∞). We have
dt = 2
√
ρdu and dr =
√
ρ
v+1dv. Hence,
Λk(λ) = 2π(−1)k
∫ ∞
0
∫ ∞
−∞
∫ ∞
(ρ−1)2
4ρ
k∑
m=0
(
2k
2m
)
(−1)m(v + 1)m− 12 u2(k−m)
× (u2 + v + 1)−kΦ(u2 + v)ρs−2dvdudρ
= 4π(−1)k
∫ ∞
0
∫ ∞
0
∫ ∞
(ρ−1)2
4ρ
k∑
m=0
(
2k
2m
)
(−1)m(v + 1)m− 12 u2(k−m)
× (u2 + v + 1)−kΦ(u2 + v)ρs−2dvdudρ.
Let w = u2, then
Λk(λ) = 2π(−1)k
∫ ∞
0
∫ ∞
0
∫ ∞
(ρ−1)2
4ρ
k∑
m=0
(
2k
2m
)
(−1)m(v + 1)m− 12wk−m− 12
× (w + v + 1)−kΦ(w + v)ρs−2dvdwdρ.
Set u = w + v, then
Λk(λ) = 2π(−1)k
∫ ∞
0
ρs−2dρ
∫ ∞
(ρ−1)2
4ρ
∫ ∞
v
k∑
m=0
(
2k
2m
)
(−1)m
× (v + 1)m− 12 (u− v)k−m− 12 (u+ 1)−kΦ(u)dudv
= 2π(−1)k
∫ ∞
0
ρs−2dρ
k∑
m=0
(
2k
2m
)
(−1)m
∫ ∞
(ρ−1)2
4ρ
Φ(u)
× (u+ 1)−kdu
∫ u
(ρ−1)2
4ρ
(v + 1)m−
1
2 (u− v)k−m− 12 dv.
Set
Pk(w) = (−1)k
∫ ∞
w
k∑
m=0
(
2k
2m
)
(−1)mΦ(u)(u+ 1)−kdu
∫ u
w
(v + 1)m−
1
2 (u− v)k−m− 12 dv.
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When 2k is odd, say that 2k = 2p+ 1. Similarly, we have
Λk(λ) = 2π(−1)p
∫ ∞
0
ρs−2dρ
p∑
l=0
(
2p+ 1
2l + 1
)
(−1)l
∫ ∞
(ρ−1)2
4ρ
Φ(u)
× (u+ 1)−p− 12 du
∫ u
(ρ−1)2
4ρ
(v + 1)l(u− v)p−l− 12 dv.
Set
Pk(w) = Qp(w)
=(−1)p
∫ ∞
w
p∑
l=0
(
2p+ 1
2l + 1
)
(−1)lΦ(u)(u+ 1)−p− 12 du
∫ u
w
(v + 1)l(u− v)p−l− 12 dv.
For 2k ∈ Z, we conclude that
Λk[s(s− 2)] = 2π
∫ ∞
0
ρs−2Pk
(
(ρ− 1)2
4ρ
)
dρ.
Set s = 1 + ir and gk(η) = Pk
(
1
4(e
η + e−η − 2)) with ρ = eη. Consequently,
hk(r) = Λk(−1− r2) = 2π
∫ ∞
−∞
eirηgk(η)dη, r ∈ C.
Then gk(η) =
1
4π2
∫∞
−∞ hk(r)e
−irηdr.
In fact, when k is a positive integer,
Pk(w) =
∫ ∞
w
Φ(u)(u+ 1)−kdu
∫ u
w
k∑
m=0
(−1)m
(
2k
2m
)
(v + 1)k−m−
1
2 (u− v)m− 12 dv.
We have
P ′k(w) =
k∑
m=0
(−1)m+1
(
2k
2m
)
(w + 1)k−m−
1
2
∫ ∞
w
Φ(u)(u+ 1)−k(u− w)m− 12 du.
Thus,
P ′k(v) =
∫ ∞
v
∑k
m=0
(
2k
2m
)
(u− v)m(−1)m(v + 1)k−m
(u+ 1)k
−Φ(u)√
(u− v)(v + 1)du
=
∫ ∞
v
∑k
m=0
(
2k
2m
)
(u− v)m(−v − 1)k−m
(−u− 1)k
−Φ(u)√
(u− v)(v + 1)du.
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A straightforward calculation gives
P ′k(v) =
∫ ∞
v
∑k
m=0
(
2k
2m
)
(u− v)m[(u− v) + (−u− 1)]k−m
(−u− 1)k
−Φ(u)√
(u− v)(v + 1)du
=
∫ ∞
v
∑k
m=0
∑k−m
j=0
(
2k
2m
)(
k−m
j
)
(u− v)m(u− v)k−m−j(−u− 1)j
(−u− 1)k
× −Φ(u)√
(u− v)(v + 1)du
=
k∑
m=0
k−m∑
j=0
(
2k
2m
)(
k −m
j
)∫ ∞
v
(u− v)k−j
(−u− 1)k−j
−Φ(u)√
(u− v)(v + 1)du
=
k∑
j=0
cj(k)
∫ ∞
v
(u− v)k−j
(−u− 1)k−j
−Φ(u)√
(u− v)(v + 1)du,
where cj(k) =
∑k−j
m=0
(
2k
2m
)(
k−m
j
)
.
Now, we need the following lemma (see [H], p.396, Lemma 4.5):
Lemma. Suppose that θ(t) ∈ C(R+) and that θ(t) = O((t+1)−β) for some β > k+ 12 .
Then ∫ ∞
x
(t− x)k− 12 θ(t)dt = k!
(−12
k
)∫ ∞
x
θ(−k)(t)√
t− x dt.
It is understood here that k is a non-negative integer, x ≥ 0 and the antiderivative
θ(−k)(t) is computed with base point +∞.
Assume that Φ(t) = O((t+ 1)−1), by the above lemma, we have
P ′k(v) = −
1√
v + 1
k∑
j=0
cj(k)(k − j)!
( −1
2
k − j
)∫ ∞
v
[
Φ(u)
(−u−1)k−j
](j−k)
√
u− v du.
Therefore,
P ′k(v) = −
1√
v + 1
∫ ∞
v
Wk(u)√
u− vdu,
where
Wk(u) =
k∑
j=0
cj(k)(k − j)!
( −1
2
k − j
)[
Φ(u)
(−u− 1)k−j
](j−k)
.
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In particular, when k = 1,
P1(w) =
∫ ∞
w
Φ(u)(u+ 1)−1du
∫ u
w
(√
v + 1
u− v −
√
u− v
v + 1
)
dv
=
∫ ∞
w
Φ(u)(u+ 1)−1du
[π
2
(u+ 1)− 2
√
(u− v)(v + 1)
]
|uv=w
=
∫ ∞
w
Φ(u)
2
u+ 1
√
(u− w)(w + 1)du.
Thus, −
(
P1(v)√
v+1
)′
=
∫∞
v
Φ(u)
u+1
1√
u−vdu. We have
Φ(u)
u+ 1
=
1
π
∫ ∞
u
1√
v − ud
[(
P1(v)√
v + 1
)′]
.
When k = 12 , i.e. p = 0, we have
Q0(w) = 2
∫ ∞
w
Φ(u)
√
u− w
u+ 1
du.
Hence,
Q′0(w) = −
∫ ∞
w
Φ(u)√
u+ 1
1√
u− wdu.
Thus,
Φ(u)√
u+ 1
=
1
π
∫ ∞
u
dQ′0(w)√
w − u.

Now, let us recall some basic facts about the growth of volume of geodesic balls in a
complex hyperbolic space (see [Go], pp.104-105, 3.3.4). Since the Euclidean distance r
from 0 is related to the hyperbolic distance ρ by r = tanh
(
ρ
2
)
, the volume of a ball of
radius ρ is given by
Vol(B(ρ)) =
8nσ2n−1
2n
sinh2n
(ρ
2
)
∼ 8
nσ2n−1
2n
enρ,
where σ2n−1 = 2π
n
n! is the Euclidean volume of the unit sphere S
2n−1 ⊂ Cn. Thus
the volume of a geodesic ball has exponential growth rate n. In our case, n = 2 and
Vol(B(ρ)) ∼ O(e2ρ). By the same method as in [H], p.5, Proposition 2.2, we can prove
that
♯{γ ∈ Γ : γ(F) ∩B(Z0; ρ) 6= ∅} = O(e2ρ),
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where Z0 ∈ F and B(Z0; ρ) denotes the geodesic ball about Z0 with radius ρ.
Definition 2.7. The automorphic kernel function is given by
(2.15) Gk(Z,W ) =
∑
γ∈Γ
Kk(Z, γ(W ))J(γ,W )
2k,
for (Z,W ) ∈ S2 ×S2.
Proposition 2.8.
(1) Gk(Z,W ) reduces to a sum of uniformly bounded length.
(2) Gk(Z,W ) = Gk(W,Z) on S2 ×S2.
(3) Gk(γ1(Z), γ2(W )) = J(γ1, Z)
2kGk(Z,W )J(γ2,W )
−2k for γ1, γ2 ∈ Γ.
Proof. (1) The function Φ has compact support. Hence, Kk(Z, γ(W )) = 0 when
δ(Z, γ(W )) ≥ A (say), where δ(Z,W ) = 1
2
[σ(Z,W ) + 1] (see [Y], Proposition 3.4). The
question reduces to finding an upper bound on the number of polygons γ(F), γ ∈ Γ,
which intersect {ξ : δ(ξ, Z) ≤ A}. This is trivial since F is compact (see also the above
argument about the growth of volume of geodesic balls).
(2)
Gk(W,Z) =
∑
γ∈Γ
Kk(W, γ(Z))J(γ, Z)2k
=
∑
γ∈Γ
Kk(γ(Z),W )J(γ, Z)
−2k
=
∑
γ∈Γ
J(γ, Z)2kKk(Z, γ
−1(W ))J(γ, γ−1(W ))−2kJ(γ, Z)−2k
=
∑
γ∈Γ
Kk(Z, γ
−1(W ))J(γ, γ−1(W ))−2k.
By 1 = J(I,W ) = J(γ, γ−1(W ))J(γ−1,W ), we have
Gk(W,Z) =
∑
γ∈Γ
Kk(Z, γ
−1(W ))J(γ−1,W )2k = Gk(Z,W ).
(3) Note that
Gk(Z, g(W )) =
∑
γ∈Γ
Kk(Z, γg(W ))J(γ, g(W ))
2k
=
∑
γ∈Γ
Kk(Z, γg(W ))
J(γg,W )2k
J(g,W )2k
=
∑
h∈Γ
Kk(Z, h(W ))J(h,W )
2kJ(g,W )−2k
=J(g,W )−2kGk(Z,W ).
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We have
Gk(γ1(Z), γ2(W )) =Gk(γ2(W ), γ1(Z))
=Gk(γ2(W ), Z)J(γ1, Z)−2k
=J(γ1, Z)
2kGk(γ2(W ), Z)
=J(γ1, Z)
2kGk(Z, γ2(W ))
=J(γ1, Z)
2kGk(Z,W )J(γ2,W )
−2k.

Proposition 2.9. Lk is a bounded, self-adjoint operator taking L
2(Γ\S2, k) into
L2(Γ\S2, k).
Proof. For f ∈ L2(Γ\S2, k), we have
Lkf(Z) =
∫
S2
Kk(Z,W )f(W )dm(W )
=
∑
γ∈Γ
∫
γ(F)
Kk(Z,W )f(W )dm(W )
=
∑
γ∈Γ
∫
F
Kk(Z, γ(W ))f(γ(W ))dm(W )
=
∑
γ∈Γ
∫
F
Kk(Z, γ(W ))J(γ,W )
2kf(W )dm(W )
=
∫
F
Gk(Z,W )f(W )dm(W ).
We have
|Lkf(Z)|2 ≤
∫
F
|Gk(Z,W )|2dm(W ) ·
∫
F
|f(W )|2dm(W ).
Hence,∫
F
|Lkf(Z)|2dm(Z) ≤
∫
F
∫
F
|Gk(Z,W )|2dm(W )dm(Z) ·
∫
F
|f(W )|2dm(W ).
For γ ∈ Γ,
Lkf(γ(Z)) =
∫
S2
Kk(γ(Z),W )f(W )dm(W )
=
∫
S2
Kk(γ(Z), γ(ξ))f(γ(ξ))dm(ξ)
=
∫
S2
J(γ, Z)2kKk(Z, ξ)J(γ, ξ)
−2k · J(γ, ξ)2kf(ξ)dm(ξ)
=J(γ, Z)2k
∫
S2
Kk(Z, ξ)f(ξ)dm(ξ).
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So, Lkf(γ(Z)) = J(γ, Z)
2kLkf(Z). Therefore, Lk is a bounded linear operator from
L2(Γ\S2, k) to L2(Γ\S2, k). Moreover,
(Lkf, g) =
∫
F
Lkf(Z)g(Z)dm(Z)
=
∫
F
∫
F
Gk(Z,W )f(W )g(Z)dm(W )dm(Z)
=
∫
F
∫
F
Gk(Z,W )f(W )g(Z)dm(Z)dm(W )
=
∫
F
f(W )
∫
F
Gk(Z,W )g(Z)dm(Z)dm(W )
=
∫
F
f(W )
∫
F
Gk(W,Z)g(Z)dm(Z)dm(W )
=
∫
F
f(W )Lkg(W )dm(W ) = (f, Lkg).
Thus, Lk is a self-adjoint operator.

Proposition 2.10. The integral operator Lk : L
2(Γ\S2, k) → L2(Γ\S2, k) is of
Hilbert-Schmidt type and is compact.
Proof. Recall that Lkf(Z) =
∫
F Gk(Z,W )f(W )dm(W ). Since Φ has compact sup-
port, ∫
F
∫
F
|Gk(Z,W )|2dm(Z)dm(W ) <∞.
By [Yo], p.277-278, Example 2, we have that Lk is of the Hilbert-Schmidt type and is
compact.

2.4. The spectral theory of L2(Γ\S2, k)
Motivated by the method as in [ElGM], pp.145-147, Lemma 2.2, we get the following
theorem:
Theorem 2.11. Let ϕs,k(Z, Z
′) = Hk(Z, Z ′)φs,k(σ) with
φs,k(σ) = σ
−|k|(1− σ)|k|−sF (s− |k|, s− 1− |k|; 2s− 1;− 1
σ − 1)
for s ∈ C (see [Y], pp.35-36), where
σ = σ(Z, Z ′) =
|ρ(Z, Z ′)|2
ρ(Z)ρ(Z ′)
, Hk(Z, Z
′) =
ρ(Z, Z ′)2k
|ρ(Z, Z ′)|2k .
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In particular, when k = 0,
ϕs,0(Z, Z
′) = φs(u) = u−sF (s, s− 1; 2s− 1;−u−1),
where u = u(Z, Z ′) = σ(Z, Z ′) − 1 (see [Y], p.18). Assume that λ = s(s − 2) and
g ∈ C2c (S2). The up to a constant,
(2.16) 4π2g(Z ′) =
∫
S2
ϕs,k(Z
′, Z)(−∆k + λ)g(Z)dm(Z).
Moreover,
(2.17) 4π2g(Z ′) =
∫
F
Gs,k(Z
′, Z)(−∆k + λ)g(Z)dm(Z)
for all g ∈ C2(Γ\S2, k) := {f ∈ C2(F) : f(γ(Z)) = J(γ, Z)2kf(Z) for γ ∈ Γ}, where
Gs,k(Z
′, Z) =
∑
γ∈Γ
ϕs,k(Z
′, γ(Z))J(γ, Z)2k.
Proof. Assume that Z ′ = (−ω, 0). We transform S2 isometrically onto B2 such that
Z ′ = (−ω, 0) 7→ 0, Z 7→ W = (w1, w2). On B2, let us consider the following differential
form ω: ω = (1− |w1|2 − |w2|2)−2Ω, with
(2.18)
Ω =[(1− |w1|2)(fw1gdw1 ∧ dw2 ∧ dw2 + fgw1dw1 ∧ dw2 ∧ dw2)
− w1w2(fw1gdw1 ∧ dw1 ∧ dw2 + fgw2dw1 ∧ dw2 ∧ dw2)
+ (1− |w2|2)(fw2gdw1 ∧ dw1 ∧ dw2 + fgw2dw1 ∧ dw1 ∧ dw2)
− w1w2(fw2gdw1 ∧ dw2 ∧ dw2 + fgw1dw1 ∧ dw1 ∧ dw2)],
where fwj :=
∂f
∂wj
and fwj :=
∂f
∂wj
. Then
dω = 2(1−|w1|2−|w2|2)−3(w1dw1+w1dw1+w2dw2+w2dw2)∧Ω+(1−|w1 |2−|w2|2)−2dΩ.
Here,
(w1dw1 + w1dw1 + w2dw2 + w2dw2) ∧ Ω
=(1− |w1|2 − |w2|2)(−w1fw1g + w1fgw1 − w2fw2g + w2fgw2)dw1 ∧ dw1 ∧ dw2 ∧ dw2.
dΩ =[2(w1fw1g − w1fgw1 + w2fw2g − w2fgw2)
+ (1− |w1|2 − |w2|2)−1(f∆B2g − g∆B2f)]dw1 ∧ dw1 ∧ dw2 ∧ dw2.
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Therefore,
(2.19)
dω = (1−|w1|2−|w2|2)−3(f∆B2g−g∆B2f)dw1∧dw1∧dw2∧dw2 = (f∆B2g−g∆B2f)dVB2 .
Transform the integral to an integral over B2, exclude a small ball of radius ǫ and center
0. We denote the inverse image of B2ǫ := {W ∈ B2 : |W | = |w1|2 + |w2|2 ≥ ǫ} in
S2 by S2,ǫ. Let Sǫ be the boundary of B
2
ǫ with orientation such that the normal is
directed outside. Using spherical coordinates, we obtain the restriction of the differential
form to the sphere Sǫ. We have dw1 = e
iθ1 cosϕdr + ireiθ1 cosϕdθ1 − reiθ1 sinϕdϕ,
dw2 = e
iθ2 sinϕdr + ireiθ2 sinϕdθ2 + re
iθ2 cosϕdϕ. Hence,
(2.20)
dm(W ) = (1− |w1|2 − |w2|2)−3dw1dw1dw2dw2 = 4r3(1− r2)−3 sinϕ cosϕdrdθ1dθ2dϕ.
In particular, when r = ǫ (constant),
dw1 ∧ dw2 ∧ dw2 =− 2r3eiθ1 sinϕ cos2 ϕdθ1 ∧ dθ2 ∧ dϕ,
dw1 ∧ dw1 ∧ dw2 =− 2r3eiθ2 sin2 ϕ cosϕdθ1 ∧ dθ2 ∧ dϕ.
On the other hand,
∂f
∂w1
=
1
2
e−iθ1 cosϕ
∂f
∂r
− i
2
e−iθ1
r cosϕ
∂f
∂θ1
− e
−iθ1
2r
sinϕ
∂f
∂ϕ
,
∂f
∂w2
=
1
2
e−iθ2 sinϕ
∂f
∂r
− i
2
e−iθ2
r sinϕ
∂f
∂θ2
+
e−iθ2
2r
cosϕ
∂f
∂ϕ
.
Therefore,
(2.21)
T (f) :=(1− |w1|2 − |w2|2)−2([(1− |w1|2)fw1 − w1w2fw2 ]dw1 ∧ dw2 ∧ dw2
+ [(1− |w2|2)fw2 − w1w2fw1 ]dw1 ∧ dw1 ∧ dw2)
=− 2r3(1− r2)−1 sinϕ cosϕ(eiθ1 cosϕfw1 + eiθ2 sinϕfw2)dθ1 ∧ dθ2 ∧ dϕ
=− r3(1− r2)−1 sinϕ cosϕ
[
∂
∂r
− i
r
(
∂
∂θ1
+
∂
∂θ2
)]
fdθ1 ∧ dθ2 ∧ dϕ.
In fact,
(2.22) ω = T (f)g + fT (g).
In the coordinates (r, ϕ, θ1, θ2), let f = f(r). By ∆B2f = λf with λ = s(s − 2), we
get
1
4
(1− r2)2 d
2f
dr2
+
(1− r2)(3− r2)
4r
df
dr
− λf = 0,
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i.e.,
r2
d2f
dr2
+ r
3− r2
1− r2
df
dr
+
4r2
(1− r2)2 s(2− s)f = 0.
Here 3−r
2
1−r2 = 3+2r
2+2r4+ · · · , i.e., a0 = 3. The indicial equation is ν(ν− 1)+3ν = 0.
Hence, ν = 0 or ν = −2. Since (1−r2)(3−r2)4r has a pole at r = 0, we have ν = −2. Let
f(r) =
∑∞
n=0 anr
n−2. Without loss of generality, we can assume that a0 = 1. Therefore,
(2.23) lim
r→0
r3f(r) = 0, lim
r→0
r3f ′(r) = −2.
Set v = r2 and f(r) = φ(v), one has
(2.24)
d2φ
dv2
+
(
2
v
+
−1
v − 1
)
dφ
dv
+
s(2− s)
v(v − 1)2φ = 0.
It is known that the Fuchsian equation with three regular singularities a, b, c is given by
d2w
dz2
+
[
1− α1 − α2
z − a +
1− β1 − β2
z − b +
1− γ1 − γ2
z − c
]
dw
dz
+
1
(z − a)(z − b)(z − c)
×
[
α1α2(a− b)(a− c)
z − a +
β1β2(b− c)(b− a)
z − b +
γ1γ2(c− a)(c− b)
z − c
]
w = 0,
where (α1, α2), (β1, β2), (γ1, γ2) are exponents belonging to a, b, c, respectively, and,
they satisfy that α1+α2+ β1 + β2+ γ1+ γ2 = 1. The solution of this equation is given
in Riemann P-notation by
w(z) = P
 a b cα1 β1 γ1
α2 β2 γ2
; z
 .
When c =∞, it reduces to
d2w
dz2
+
[
1− α1 − α2
z − a +
1− β1 − β2
z − b
]
dw
dz
+
1
(z − a)(z − b)
×
[
α1α2(a− b)
z − a +
β1β2(b− a)
z − b + γ1γ2
]
w = 0.
Now, in our case,
a = 0, b = 1, c =∞, α1 = 0, α2 = −1, β1 = s, β2 = 2− s, γ1 = 0, γ2 = 0,
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and
P
 0 1 ∞0 s 0−1 2− s 0 ; r2
 = (r2 − 1)sF (s, s; 2, r2).
Now, we obtain the solution
(2.25) f(r) = (r2 − 1)sF (s, s; 2s− 1; 1− r2).
In the next argument, we will prove that by the isometric transformation, the radial
solution of the partial differential equation ∆B2,kfk = s(s − 2)fk (see (2.32) for the
definition of ∆B2,k), i.e. fk = fk(r) with r
2 = |w1|2+|w2|2, is transformed to the function
φs,k(σ) which is the solution of the differential equation ∆˜kφs,k(σ) = s(s − 2)φs,k(σ)
(see (2.31) for the definition of ∆˜k). At first, let us consider the case of weight k = 0.
By [Y], Lemma 3.2 and Proposition 3.4, we have
(2.26)
[
u(u+ 1)
d2
du2
+ (3u+ 2)
d
du
+ s(2− s)
]
φs(u) = 0,
where u = u(Z, Z ′) = σ(Z, Z ′) − 1 and δ = δ(Z, Z ′) = 12 [σ(Z, Z ′) + 1]. On the other
hand,
(2.27) δ(Z, Z ′) = cosh d(Z, Z ′) = cosh dB2(W, 0) = cosh
(
log
1 + r
1− r
)
=
1 + r2
1− r2 .
Thus, u = 2(δ − 1) = 4r21−r2 = 4v1−v , and ddv = 14 (u + 4)2 ddu . The equation (2.24) is
transformed to the equation[
u(u+ 4)
d2
du2
+ (3u+ 8)
d
du
+ s(2− s)
]
φ˜s(u) = 0.
Set u = 4t, then [
t(t+ 1)
d2
dt2
+ (3t+ 2)
d
dt
+ s(2− s)
] ˜˜
φs(t) = 0,
which is the same as (2.26).
Now, let us consider the general case:
(∆k − λ)gk,λ(Z, Z0) = 0, Z ∈ S2 − {Z0}.
Set
(2.28) g˜k,λ(Z, (−ω, 0)) =
[
ρ(Z, (−ω, 0))
ρ(Z, (−ω, 0))
]−k
gk,λ(Z, Z0).
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Then
(2.29) (∆˜k − λ)g˜k,λ(Z, (−ω, 0)) = 0,
where
(2.30) ∆˜k =
[
ρ(Z, (−ω, 0))
ρ(Z, (−ω, 0))
]−k
◦∆k ◦
[
ρ(Z, (−ω, 0))
ρ(Z, (−ω, 0))
]k
.
In fact,
(2.31)
∆˜k =
(
z1 − ω
z1 − ω
)−k
◦∆k ◦
(
z1 − ω
z1 − ω
)k
= ∆+ (z1 + z1 − z2z2)
×
[
k
z1 + ω
z1 − ω
∂
∂z1
− k z1 + ω
z1 − ω
∂
∂z1
+ k
z2
z1 − ω
∂
∂z2
− k z2
z1 − ω
∂
∂z2
+
k2
(z1 − ω)(z1 − ω)
]
.
Moreover,
∆˜kφs,k(σ) =
(
z1 − ω
z1 − ω
)−k
∆kϕs,k(Z, (−ω, 0))
=
(
z1 − ω
z1 − ω
)−k
s(s− 2)ϕs,k(Z, (−ω, 0)) = s(s− 2)φs,k(σ).
In the ball model, the operator ∆˜k is given by
(2.32)
∆B2,k = ∆B2 + (1− |w1|2 − |w2|2)
[
k
(
w1
∂
∂w1
− w1 ∂
∂w1
+ w2
∂
∂w2
− w2 ∂
∂w2
)
+ k2
]
.
In the coordinates (r, ϕ, θ1, θ2),
w1
∂
∂w1
=
1
2
r cos2 ϕ
∂
∂r
− i
2
∂
∂θ1
− 1
2
sinϕ cosϕ
∂
∂ϕ
,
w2
∂
∂w2
=
1
2
r sin2 ϕ
∂
∂r
− i
2
∂
∂θ2
+
1
2
sinϕ cosϕ
∂
∂ϕ
.
Thus,
w1
∂
∂w1
− w1 ∂
∂w1
+ w2
∂
∂w2
− w2 ∂
∂w2
= −i
(
∂
∂θ1
+
∂
∂θ2
)
.
In the coordinates (r, ϕ, θ1, θ2), let fk = fk(r). By ∆B2,kfk = s(s− 2)fk, we have
1
4
(1− r2)2 d
2fk
dr2
+
(1− r2)(3− r2)
4r
dfk
dr
+ [k2(1− r2)− s(s− 2)]fk = 0,
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i.e.,
r2
d2fk
dr2
+ r
3− r2
1− r2
dfk
dr
+
4r2
(1− r2)2 [k
2(1− r2) + s(2− s)]fk = 0.
The indicial equation is ν(ν − 1) + 3ν = 0. Since (1−r2)(3−r2)4r has a pole at r = 0,
ν = −2. Let fk(r) =
∑∞
n=0 anr
n−2 with a0 = 1. Then
(2.33) lim
r→0
r3fk(r) = 0, lim
r→0
r3f ′k(r) = −2.
Set v = r2 and fk(r) = f˜k(v), then
(2.34)
d2f˜k
dv2
+
(
2
v
+
−1
v − 1
)
df˜k
dv
+
1
v(v − 1)
[
s(2− s)
v − 1 − k
2
]
f˜k = 0.
Here,
a = 0, b = 1, c =∞, α1 = 0, α2 = −1, β1 = s, β2 = 2− s, γ1 = |k|, γ2 = −|k|.
P
 0 1 ∞0 s |k|−1 2− s −|k| ; r2
 = (r2 − 1)sF (|k|+ s,−|k|+ s; 2; r2).
Now, we get the solution
(2.35) fk(r) = (r
2 − 1)sF (s+ |k|, s− |k|; 2s− 1; 1− r2).
By [Y], Lemma 4.8, we have
(2.36)
[
d2
dσ2
+
(
1
σ
+
2
σ − 1
)
d
dσ
+
1
σ(σ − 1)
(
k2
σ
+ s(2− s)
)]
φs,k(σ) = 0.
While, σ = 2δ − 1 = 2 1+r21−r2 − 1 = 1+3r
2
1−r2 =
1+3v
1−v , and
d
dv
= 14 (σ + 3)
2 d
dσ
. The equation
(2.34) is transformed to the equation{
(σ − 1)(σ + 3) d
2
dσ2
+ [3(σ − 1) + 8] d
dσ
+
[
s(2− s) + 4k
2
σ + 3
]}
φ˜s,k(σ) = 0.
Set σ = 4t− 3, then{
d2
dt2
+
(
1
t
+
2
t− 1
)
d
dt
+
1
t(t− 1)
[
k2
t
+ s(2− s)
]} ˜˜
φs,k(t) = 0,
which is the same as (2.36).
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By the above argument, we see that by the Cayley transform, the integral∫
S2,ǫ
φs,k(σ((−ω, 0), Z))(∆˜k − λ)g(Z)dm(Z)
is transformed to ∫
B2ǫ
fk(r)(∆B2,k − λ)h(W )dm(W ).
Here,∫
B2ǫ
fk(r) · k(1− |w1|2 − |w2|2)(w1 ∂
∂w1
− w1 ∂
∂w1
+ w2
∂
∂w2
− w2 ∂
∂w2
)h(W )dm(W )
=
∫ 1
ǫ
∫ π
2
0
∫ 2π
0
∫ 2π
0
fk(r)k(1− r2)(−i)
(
∂
∂θ1
+
∂
∂θ2
)
h(r cosϕeiθ1 , r sinϕeiθ2)
× 4r3(1− r2)−3 sinϕ cosϕdθ1dθ2dϕdr.
Note that∫ 2π
0
∂h
∂θ1
(r cosϕeiθ1 , r sinϕeiθ2)dθ1 = h(r cosϕe
iθ1 , r sinϕeiθ2)|2πθ1=0 = 0,∫ 2π
0
∂h
∂θ2
(r cosϕeiθ1 , r sinϕeiθ2)dθ2 = h(r cosϕe
iθ1 , r sinϕeiθ2)|2πθ2=0 = 0.
Thus, the above integral vanishes. Hence,∫
B2ǫ
fk(r)(∆B2,k − λ)h(W )dm(W ) =
∫
B2ǫ
fk(r)[∆B2 + k
2(1− r2)− λ]h(W )dm(W ).
Now, we have ∫
S2
ϕs,k((−ω, 0), Z)(−∆k + λ)g(Z)dm(Z)
= lim
ǫ→0
∫
S2,ǫ
ϕs,k((−ω, 0), Z)(−∆k + λ)g(Z)dm(Z),
and ∫
S2,ǫ
ϕs,k((−ω, 0), Z)(−∆k + λ)g(Z)dm(Z)
=
∫
S2,ǫ
(
z1 − ω
z1 − ω
)−k
φs,k(σ((−ω, 0), Z))(−∆k + λ)g(Z)dm(Z)
=
∫
S2,ǫ
φs,k(σ)(−∆˜k + λ)
[(
z1 − ω
z1 − ω
)−k
g(Z)
]
dm(Z).
33
By the Cayley transformation, the function
(
z1−ω
z1−ω
)−k
g(Z) is transformed to the func-
tion h(W ). Hence, the above integral is equal to∫
B2ǫ
fk(r)[−∆B2 − k2(1− r2) + λ]h(W )dm(W )
=
∫
B2ǫ
{h(W )[∆B2 + k2(1− r2)]fk(r)− fk(r)[∆B2 + k2(1− r2)]h(W )}dm(W )
=−
∫
B2ǫ
[fk(r)∆B2h(W )− h(W )∆B2fk(r)]dm(W )
=−
∫
B2ǫ
dω =
∫
Sǫ
ω.
Here, ω = T (fk(r))h(W ) + fk(r)T (h(W )). In fact,∫ 2π
0
∂
∂θj
h(W )dθj =
∫ 2π
0
∂
∂θj
h(r cosϕeiθ1 , r sinϕeiθ2)dθj
=h(r cosϕeiθ1 , r sinϕeiθ2)|2πθj=0 = 0, j = 1, 2.
By (2.33), we have
lim
ǫ→0
∫
Sǫ
ω = lim
ǫ→0
∫ π
2
0
∫ 2π
0
∫ 2π
0
[−r3(1− r2)−1 sinϕ cosϕf ′(r)h(W )
+ f(r)(−r3)(1− r2)−1 sinϕ cosϕ ∂
∂r
h(W )]dθ1dθ2dϕ
=h(0)
∫ π
2
0
∫ 2π
0
∫ 2π
0
2 sinϕ cosϕdθ1dθ2dϕ
=4π2h(0)
=4π2
(−ω − ω
−ω − ω
)−k
g((−ω, 0))
=4π2g((−ω, 0)).
Hence, ∫
S2
ϕs,k((−ω, 0), Z)(−∆k + λ)g(Z)dm(Z) = 4π2g((−ω, 0)).
In general, there exists γ ∈ SU(2, 1), such that Z ′ = γ(−ω, 0), Z = γ(Z˜).
ϕs,k(Z
′, Z) = J(γ, (−ω, 0))2kϕs,k((−ω, 0), Z˜)J(γ, Z˜)−2k.
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By [Y], Proposition 4.2, we have
(∆kg)(Z) = (∆kg)(γ(Z˜)) = J(γ, Z˜)
2k∆k[g(γ(Z˜))J(γ, Z˜)
−2k].
Thus, ∫
S2
ϕs,k(Z
′, Z)(−∆k + λ)g(Z)dm(Z)
=
∫
S2
J(γ, (−ω, 0))2kϕs,k((−ω, 0), Z˜)J(γ, Z˜)−2k
× J(γ, Z˜)2k[−∆k(Z˜) + λ][g(γ(Z˜))J(γ, Z˜)−2k]dm(Z˜)
=J(γ, (−ω, 0))2k
∫
S2
ϕs,k((−ω, 0), Z˜)[−∆k(Z˜) + λ][g(γ(Z˜))J(γ, Z˜)−2k]dm(Z˜)
=J(γ, (−ω, 0))2k · 4π2g(γ(−ω, 0))J(γ, (−ω, 0))−2k
=4π2g(γ(−ω, 0)) = 4π2g(Z ′).
Now, we have
4π2g(Z ′) =
∫
S2
ϕs,k(Z
′, Z)(−∆k + λ)g(Z)dm(Z)
=
∑
γ∈Γ
∫
γ(F)
ϕs,k(Z
′, Z)(−∆k + λ)g(Z)dm(Z)
=
∑
γ∈Γ
∫
F
ϕs,k(Z
′, γ(Z))[−∆k(γ(Z)) + λ]g(γ(Z))dm(γ(Z)).
Since g ∈ C2(Γ\S2, k), one has g(γ(Z)) = J(γ, Z)2kg(Z), and
∆k(γ(Z))g(γ(Z)) = (∆kg)(γ(Z)) = J(γ, Z)
2k∆k[g(γ(Z))J(γ, Z)
−2k]
= J(γ, Z)2k∆kg(Z).
Hence,
[−∆k(γ(Z)) + λ]g(γ(Z)) = −J(γ, Z)2k∆kg(Z) + λJ(γ, Z)2kg(Z)
=J(γ, Z)2k(−∆k + λ)g(Z).
Therefore,
4π2g(Z ′) =
∑
γ∈Γ
∫
F
ϕs,k(Z
′, γ(Z))J(γ, Z)2k(−∆k + λ)g(Z)dm(Z)
=
∫
F
Gs,k(Z
′, Z)(−∆k + λ)g(Z)dm(Z),
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where
Gs,k(Z
′, Z) =
∑
γ∈Γ
ϕs,k(Z
′, γ(Z))J(γ, Z)2k.
This completes the proof of Theorem 2.11.

Proposition 2.12. Set L[u] = ∆ku−s(s−2)u. The eigenfunctions of the associated
integral equation
(2.37) φ(Z)− µ
∫
F
Gs,k(Z, ξ)φ(ξ)dm(ξ) = 0
are complete in L2(Γ\S2, k).
Proof. Apply Theorem 2.11 in the context of the analogue of the Hilbert-Schmidt
theorem and the completeness theorem of eigenfunction expansions (see [Gar], p.382-
385).

Proposition 2.13. Let L[u] = ∆ku− s(s− 2)u. The equations L[u] + µu = 0 and
(2.38) φ(Z) =
µ
4π2
∫
F
Gs,k(Z, ξ)φ(ξ)dm(ξ)
have identical eigenfunctions for L2(Γ\S2, k).
Proof. Suppose u ∈ C2(Γ\S2, k) satisfy that L[u] + µu = 0. As an application of
Theorem 2.11, we have
u(Z) =
µ
4π2
∫
F
Gs,k(Z, ξ)u(ξ)dm(ξ).
Conversely, assume that φ ∈ L2(Γ\S2, k) satisfy φ = µ4π2Gs,k ◦ φ. One can modify the
proof of the classical Poisson equation in potential theory (see [Gar], p.170-173) to see
that φ ∈ C2(Γ\S2, k) and L[φ] = −µφ(Z).

Theorem 2.14. The equations ∆kf = µf and
(2.39) φ(Z) =
1
4π2
[s(s− 2)− µ]
∫
F
Gs,k(Z, ξ)φ(ξ)dm(ξ)
have identical eigenfunctions for L2(Γ\S2, k). These eigenfunctions are complete in
L2(Γ\S2, k).
Proof. This is the consequence of Proposition 2.12 and Proposition 2.13.

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Definition 2.15. Let {φn}∞n=0 be the complete orthonormal family of L2(Γ\S2, k)
eigenfunctions generated by the Fredholm theory of Theorem 2.14 for fixed s. Thus,
(2.40) ∆kφn = λnφn, φn(Z) =
1
4π2
[s(s− 2)− λn]
∫
F
Gs,k(Z, ξ)φn(ξ)dm(ξ), n ≥ 0.
Let
L2(Γ\S2 × Γ\S2, k) = {F (Z,W ) : F ∈ L2(F ×F),
F (γ1(Z), γ2(W )) = J(γ1, Z)
2kF (Z,W )J(γ2,W )
−2k for (γ1, γ2) ∈ Γ× Γ}.
L2(Γ\S2 × Γ\S2, k) is a Hilbert space with inner product
(F,G) =
∫
F
∫
F
F (Z,W )G(Z,W )dm(Z)dm(W ).
Note that
(2.41) L2(Γ\S2, k) =
∞⊕
n=0
[φn(Z)],
(2.42) L2(Γ\S2 × Γ\S2, k) =
∞⊕
m=0
∞⊕
n=0
[φm(Z)φn(W )].
We have
(2.43) Gk(Z,W ) =
∞∑
n=0
Λk(λn)φn(Z)φn(W ),
where the convergence is uniform and absolute (see [H], p.12, Proposition 3.4, p.14,
Proposition 3.8, p.346, Proposition 4.8 and p.374), and the eigenvalues Λk(λn) are real.
Moreover,
(2.44)
∞∑
n=0
|Λk(λn)| <∞.
(2.45)
∫
F
Gk(Z, Z)dm(Z) =
∞∑
n=0
Λk(λn) = Tr(Lk).
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We have
Tr(Lk) =
∫
F
Gk(Z, Z)dm(Z)
=
∫
F
∑
γ∈Γ
Kk(Z, γ(Z))J(γ, Z)
2kdm(Z)
=
∑
{γ}
∑
R∈{γ}
∫
F
Kk(Z,R(Z))J(R,Z)
2kdm(Z).
Here the element R can be expressed as R = σ−1γσ with σ ∈ Γ. In fact, σ−1γσ = τ−1γτ
if and only if τσ−1γστ−1 = γ if and only if στ−1 ∈ Z(γ) if and only if σ ∈ Z(γ)τ , where
Z(γ) is the centralizer of γ in Γ. Hence,
Tr(Lk) =
∑
{γ}
∑
σ∈Z(γ)\Γ
∫
F
Kk(Z, σ
−1γσ(Z))J(σ−1γσ, Z)2kdm(Z).
Note that
J(γσ, Z) = J(σ, σ−1γσ(Z))J(σ−1γσ, Z)
and
K(σ(Z), γσ(Z)) = J(σ, Z)2kK(Z, σ−1γσ(Z))J(σ, σ−1γσ(Z))−2k,
we have
Tr(Lk) =
∑
{γ}
∑
σ∈Z(γ)\Γ
∫
F
Kk(σ(Z), γσ(Z))J(σ, Z)
−2kJ(σ, σ−1γσ(Z))2k
× J(γσ, Z)2kJ(σ, σ−1γσ(Z))−2kdm(Z)
=
∑
{γ}
∑
σ∈Z(γ)\Γ
∫
F
Kk(σ(Z), γσ(Z))
J(γσ, Z)2k
J(σ, Z)2k
dm(Z)
=
∑
{γ}
∑
σ∈Z(γ)\Γ
∫
F
Kk(σ(Z), γσ(Z))J(γ, σ(Z))
2kdm(Z)
=
∑
{γ}
∑
σ∈Z(γ)\Γ
∫
σ(F)
Kk(ξ, γ(ξ))J(γ, ξ)
2kdm(ξ).
Since F is compact and Φ has compact support, the (γ, σ) sums above are of finite
length. By the same method as in [H], p.23, Proposition 5.1 (Chapter 1), we can prove
that
⋃
σ∈Z(γ)\Γ σ(F) = FR[Z(γ)], the fundamental region for Z(γ). Moreover, the inte-
gral
∫
FR[Z(γ)]
Kk(Z, γ(Z))J(γ, Z)
2kdm(Z) is independent of the choice of fundamental
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region. In fact, for τ ∈ Z(γ),
Kk(τ(Z), γτ(Z))J(γ, τ(Z))
2k
=Kk(τ(Z), τγ(Z))J(γ, τ(Z))
2k
=J(τ, Z)2kKk(Z, γ(Z))J(τ, γ(Z))
−2kJ(γ, τ(Z))2k
=Kk(Z, γ(Z))J(τ, γ(Z))
−2kJ(γτ, Z)2k
=Kk(Z, γ(Z))J(τ, γ(Z))
−2kJ(τγ, Z)2k
=Kk(Z, γ(Z))J(γ, Z)
2k.
Hence,
(2.46) Tr(Lk) =
∑
{γ}
∫
FR[Z(γ)]
Kk(Z, γ(Z))J(γ, Z)
2kdm(Z).
Since Γ\S2 is compact and smooth, there are no parabolic terms and elliptic terms. We
have
(2.47)
Tr(Lk) =
∫
F
Kk(Z, Z)dm(Z) +
∑
{γ} hyperbolic
Tr(γ) > 2
∫
FR[Z(γ)]
Kk(Z, γ(Z))J(γ, Z)
2kdm(Z).
3. Trace formulas and zeta functions of weight k
3.1. Basic notions
According to [Hi2], let M be a bounded domain in Cn endowed with the Bergmann
hermitian metric. This is a Ka¨hler metric which is invariant under complex analytic
homeomorphisms of M . Let I(M) be the group of all such homeomorphisms and
Y = M/Γ the quotient space defined by the action of a subgroup Γ of I(M). The
identification map p : M → Y is a complex analytic covering map of a compact com-
plex manifold Y if (a) Γ is properly discontinuous, i.e. any compact set in M intersects
only a finite number of its images under Γ; (b) M/Γ is compact; (c) Γ acts freely, i.e.
only the identity element of Γ has fixed points. Properties (a), (b), (c) imply that the
canonical line bundle KY is a positive line bundle over Y . Therefore Y is an algebraic
manifold. The following special case of a theorem of Borel shows that there always exist
algebraic manifolds M/Γ (see [Hi2, Theorem 22.2.2] or [Bo]).
Theorem (Borel). Let M be a bounded homogeneous symmetric domain, and I(M)
the group of complex analytic homeomorphisms of M . Then
(1) I(M) contains a subgroup Γ which satisfies (a), (b) and (c);
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(2) if Γ is a subgroup of I(M) which satisfies (a) and (b), and which does not consist
only of the identity element, then Γ has a proper normal subgroup of finite index
which satisfies (a), (b) and (c).
Let M be a complete locally symmetric Riemannian manifold of negative curvature.
Assume that the real dimension of M is even, M has finite volume and M is compact,
since the complex hyperbolic space Hn
C
is homogeneous, the Gauss-Bonnet formula
or Hirzebruch proportionality theorem [Hi2, Theorem 22.2.1] tells us that there is a
constant κn such that Vol(M) = κne(M), where e(M) =
∑2n
i=0(−1)i dimHi(M,R) with
dimRM = 2n is the Euler number of M . When the holomorphic sectional curvature is
normalized to be −1, hence the sectional curvature is between −1
4
and −1, we have (see
[HP])
κn =
(−π)n22n
(n+ 1)!
.
In particular, κ2 =
8
3
π2.
Yau’s Theorem [Yau] tells us that all varieties X on which K is ample carry a unique
Ka¨hler-Einstein metric. This result shows that if X is a surface on which K is ample,
then the Chern numbers satisfy c21 ≤ 3c2, the equality holds if and only if X is iso-
morphic to Γ\B2, where Γ ⊂ PSU(2, 1) is a discrete torsion-free cocompact subgroup.
Hirzebruch [Hi1] showed that the surfaces Γ\B2 did satisfy c21 = 3c2. Furthermore, Borel
showed that (see [BPV], p.177) for infinitely many a ∈ N there exists a surface X which
has the unit ball in C2 as its universal covering, such that c21(X) = 3a, c2(X) = a.
In our case, since M = Γ\S2 is covered by the unit ball, c21 = 3c2. Noether’s formula
tells us that (see [BPV], p.20)
χ(X) =
2∑
i=0
(−1)i dimHi(X,OX) = 1− q(X) + pg(X) = 1
12
(c21(X) + c2(X)),
where X is a compact complex surface. Hence c21 + c2 ≡ 0(mod 12). Consequently,
c2(M) ≡ 0(mod 3). Therefore, Vol(M) = 83π2c2(M) is a multiple of π2.
3.2. The computation of the identity
We have ∫
F
Kk(Z, Z)dm(Z) =
∫
F
Hk(Z, Z)Φ(0)dm(Z) = Φ(0)Vol(F),
where F is the fundamental region of Γ.
In the case of weight k = 0, by Φ(u) = 1
π
∫∞
u
1√
v−ud(
√
v + 1P ′(v)), we have
Φ(0) =
1
π
∫ ∞
0
1√
v
d(
√
v + 1P ′(v)).
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Since v = sinh2 η2 , one has v + 1 = cosh
2 η
2 , dv =
1
2 sinh ηdη. P (v) = g(η) implies that
P ′(v)dv = g′(η)dη. So P ′(v) = g′(η)dη
dv
= 2g
′(η)
sinh η
. Thus,
√
v + 1P ′(v) = g
′(η)
sinh η2
,
Φ(0) =
1
π
∫ ∞
0
1
sinh η2
d
(
g′(η)
sinh η2
)
.
While, g(η) = 1
4π2
∫∞
−∞ h(r)e
−irηdr and h(r) = h(−r), we have
g′(η) = − 1
4π2
∫ ∞
−∞
rh(r) sin rηdr.
Hence,
Φ(0) =
1
4π3
∫ ∞
−∞
rh(r)dr
∫ ∞
0
1
2
cosh η
2
sin rη − r sinh η
2
cos rη
sinh3 η2
dη.
Denote the inner integral as F (r). Set u = 1
2
η and G(2r) = F (r), then
G(r) =
∫ ∞
0
cosh u sin ru− r sinhu cos ru
sinh3 u
du.
We have G(r) = π
4
r2 1+e
−πr
1−e−πr (see (A.1) in Appendix). So F (r) = G(2r) =
πr2
tanh πr
.
Hence, Φ(0) = 1
4π2
∫∞
−∞ h(r)
r3
tanhπr
dr and
(3.1) Vol(M)Φ(0) =
2
3
c2(M)
∫ ∞
−∞
h(r)
r3
tanhπr
dr.
In the case of weight k = 1, by Φ(u) = u+1
π
∫∞
u
1√
v−ud
[(
P1(v)√
v+1
)′]
, we have
Φ(0) =
1
π
∫ ∞
0
1√
v
(
P1(v)√
v + 1
)′′
dv.
Put v = sinh2 u2 , then
√
v = sinh u2 ,
√
v + 1 = cosh u2 , P1(v) = g1(u) and
dv
du
= 12 sinhu.
We have P ′1(v)dv = g
′
1(u)du, so P
′
1(v) =
2g′1(u)
sinhu . Similarly, P
′′
1 (v)dv =
(
2g′1(u)
sinhu
)′
du, this
implies that P ′′1 (v) =
2
sinhu
(
2g′1(u)
sinhu
)′
. Here
(
P1(v)√
v + 1
)′′
=
P ′′1 (v)√
v + 1
− P
′
1(v)
(v + 1)
3
2
+
3
4
P1(v)
(v + 1)
5
2
.
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Thus,
Φ(0) =
1
π
∫ ∞
0
[
4g′′1 (u)
sinh2 u
− 4 coshu
sinh3 u
g′1(u)−
2g′1(u)
sinhu cosh2 u
2
+
3
4
g1(u)
cosh4 u
2
]
du.
Note that g1(u) =
1
2π2
∫∞
0
h1(r) cos rudr, we have
Φ(0) =
1
2π3
∫ ∞
0
h1(r)dr
×
∫ ∞
0
[
4r
coshu sin ru− r cos ru sinhu
sinh3 u
+ 2r
sin ru
sinhu cosh2 u2
+
3
4
cos ru
cosh4 u2
]
du.
Here, by (A.1) in Appendix, we have∫ ∞
0
4r
coshu sin ru− r sinhu cos ru
sinh3 u
du =
πr3
tanh π2 r
.
On the other hand, 2r
∫∞
0
sin ru
sinhu cosh2 u2
du = r
∫∞
0
sin ru
sinh u2 cosh
3 u
2
du. By (A.3) and (A.4) in
Appendix, we obtain∫ ∞
0
sin ru
sinh u2 cosh
3 u
2
du =
π
tanhπr
− π(2r
2 + 1)
sinhπr
,
∫ ∞
0
cos ru
cosh4 u2
du =
4πr(r2 + 1)
3 sinhπr
.
Therefore,
Φ(0) =
1
2π3
∫ ∞
0
h1(r)
[
πr3
tanh π
2
r
+
πr
tanhπr
− πr(2r
2 + 1)
sinhπr
+
πr(r2 + 1)
sinhπr
]
dr.
By 1
tanh π2 r
− 1
sinhπr
= 1
tanh πr
, we have Φ(0) = 1
2π2
∫∞
0
h1(r)
r(r2+1)
tanhπr
dr. Thus,
(3.2) Vol(M)Φ(0) =
2
3
c2(M)
∫ ∞
−∞
h1(r)
r(r2 + 1)
tanhπr
dr.
In the case of weight k = 12 , by
Φ(u) =
1
π
√
u+ 1
∫ ∞
u
dQ′0(v)√
v − u,
we have
Φ(0) =
1
π
∫ ∞
0
1√
v
dQ′0(v).
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By the same method as above, one has
Φ(0) =
1
π
∫ ∞
0
1
sinh η2
d
(
2g′1
2
(η)
sinh η
)
=
1
2π3
∫ ∞
−∞
rh 1
2
(r)dr
∫ ∞
0
cosh η sin rη − r sinh η cos rη
sinh η
2
sinh2 η
dη.
Denote the inner integral as H(r), we have (see (A.2) in Appendix)
H(r) =
π
2
(
r2 +
1
4
)
tanhπr.
Therefore,
Φ(0) =
1
4π2
∫ ∞
−∞
h 1
2
(r)r
(
r2 +
1
4
)
tanhπrdr
and
(3.3) Vol(M)Φ(0) =
2
3
c2(M)
∫ ∞
−∞
h 1
2
(r)r
(
r2 +
1
4
)
tanhπrdr.
3.3. The computation of hyperbolic elements
Suppose that the hyperbolic element takes the form γ = diag(µeiθ, e−2iθ, µ−1eiθ).
For Z = (z1, z2) ∈ S2, γ(z1, z2) = (µ2z1, µe−3iθz2), ρ(γ(z1, z2)) = µ2ρ(z1, z2). By
Proposition 2.1, Z(γ) =< γ1 > × < γ2 >, where (γ1, γ2) is a primitive pair and
γ1 = diag(r0, 1, r
−1
0 ), γ2 = diag(e
iϕ0 , e−2iϕ0 , eiϕ0). Thus,
FR[Z(γ)] = FR[< γ1 > × < γ2 >] = FR(γ1) ∩ FR(γ2).
One has γ2(z1, z2) = (z1, e
−3iϕ0z2) and γ1(z1, z2) = (r20z1, r0z2). Hence,
FR(γ2) = {(z1, z2) ∈ S2 : 0 ≤ arg(z2) < 6π
ord(γ2)
},
FR(γ1) = {(z1, z2) ∈ S2 : 1 ≤ ρ(z1, z2) < r20}.
Therefore,
FR[Z(γ)] = {(z1, z2) ∈ S2 : 1 ≤ ρ(z1, z2) < r20 , 0 ≤ arg(z2) <
6π
ord(γ2)
}.
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On the other hand,
σ(Z, γ(Z)) =
|ρ(Z, γ(Z))|2
ρ(Z)ρ(γ(Z))
= µ−2ρ−2|z1 + µ2z1 − µe−3iθz2z2|2.
We have
c(γ) =
∫
FR[Z(γ)]
Φ(u(Z, γ(Z)))dm(Z)
=
∫
FR[Z(γ)]
Φ(ρ−2µ−2|z1 + µ2z1 − µe−3iθz2z2|2 − 1)ρ−3dz1dz1dz2dz2.
Set z1 =
1
2
(ρ+ |z|2) + it, z2 = z where ρ > 0, t ∈ R and z ∈ C. Then
|z1 + µ2z1 − µe−3iθz2z2|2
=|[ 1
2
(ρ+ |z|2)(µ2 + 1)− µ|z|2 cos 3θ] + i[(µ2 − 1)t+ µ|z|2 sin 3θ]|2
=
[
1
2
(µ2 + 1)(ρ+ |z|2)− µ|z|2 cos 3θ
]2
+
[
(µ2 − 1)t+ µ|z|2 sin 3θ]2 .
The norm of γ is N(γ) = µ2. Therefore,
c(γ) =
∫ N(γ1)
1
∫ ∞
−∞
∫
z∈C,0≤arg(z)< 6π
ord(γ2)
Φ(ρ−2([
1
2
(µ+ µ−1)(ρ+ |z|2)− |z|2 cos 3θ]2
+ [(µ− µ−1)t+ |z|2 sin 3θ]2)− 1)ρ−3dzdzdtdρ
=
6π
ord(γ2)
∫ N(γ1)
1
∫ ∞
−∞
∫ ∞
0
Φ(ρ−2([
1
2
(µ+ µ−1)(ρ+ r)− r cos 3θ]2
+ [(µ− µ−1)t+ r sin 3θ]2)− 1)ρ−3drdtdρ.
Set u = r
ρ
and v = 2t
ρ
, then
c(γ) =
3π
ord(γ2)
lnN(γ1)
∫ ∞
−∞
∫ ∞
0
Φ([
1
2
(µ+ µ−1)(u+ 1)− u cos 3θ]2
+ [
1
2
(µ− µ−1)v + u sin 3θ]2 − 1)dudv.
Set f(u) = 1
2
(µ+µ−1)(u+1)−u cos 3θ, then f ′(u) = 1
2
(µ+µ−1)−cos 3θ ≥ 1−cos 3θ ≥ 0.
So f(u) ≥ f(0) = 12(µ+ µ−1). Let
ξ =
[
1
2
(µ+ µ−1)(u+ 1)− u cos 3θ
]2
− 1, η = 1
2
(µ− µ−1)v + u sin 3θ.
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Then ξ ∈ [ 14(µ− µ−1)2,∞), η ∈ (−∞,∞).
dξ =
√
ξ + 1(µ+ µ−1 − 2 cos 3θ)du, dη = 1
2
(µ− µ−1)dv + sin 3θdu.
Then
du ∧ dv = 2
(µ+ µ−1 − 2 cos 3θ)(µ− µ−1)
dξ ∧ dη√
ξ + 1
.
Hence,
c(γ) =
6π · ord(γ2)−1 lnN(γ1)
(µ− µ−1)(µ+ µ−1 − 2 cos 3θ)
∫ ∞
1
4 (µ−µ−1)2
∫ ∞
−∞
Φ(ξ + η2)dη
dξ√
ξ + 1
.
Set v = η2, then
c(γ) =
6π · ord(γ2)−1 lnN(γ1)
(µ− µ−1)(µ+ µ−1 − 2 cos 3θ)
∫ ∞
1
4 (µ−µ−1)2
∫ ∞
0
Φ(ξ + v)
dv√
v
dξ√
ξ + 1
.
Here ∫ ∞
1
4 (µ− 1µ )2
∫ ∞
0
Φ(ξ + η)
dη√
η
dξ√
ξ + 1
=
∫ ∞
1
4 (µ− 1µ )2
∫ ∞
ξ
Φ(w)
dw√
w − ξ
dξ√
ξ + 1
=
∫ ∞
1
4 (µ− 1µ )2
Φ(w)dw
∫ ∞
1
4 (µ− 1µ )2
dξ√
(w − ξ)(ξ + 1)
=
∫ ∞
1
4 (µ− 1µ )2
Φ(w) arccos
(
1
2 (µ− 1µ )2 − w + 1
w + 1
)
dw
=P
(
1
4
(
µ− 1
µ
)2)
= g(η),
where 1
4
(µ − 1
µ
)2 = 1
4
(eη + e−η − 2), i.e., η = lnµ2 = lnN(γ). Note that µ + µ−1 −
2 cos 3θ = |µ 12 e 32 iθ − µ− 12 e− 32 iθ|2. Therefore,
(3.4) c(γ) =
6π · ord(γ2)−1 lnN(γ1)
[N(γ)
1
2 −N(γ)− 12 ]|N(γ) 14 e 32 iθ(γ) −N(γ)− 14 e− 32 iθ(γ)|2 g(lnN(γ)).
In the case of weight k = 1, set
Ik(γ) =
∫
FR[Z(γ)]
Hk(Z, γ(Z))Φ(u(Z, γ(Z)))J(γ, Z)
2kdm(Z).
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Then
Ik(γ) =∫ N(γ1)
1
∫ ∞
−∞
∫
z∈C,0≤arg(z)< 6π
ord(γ2)
Hk(Z, γ(Z))Φ(u(Z, γ(Z)))J(γ, Z)
2kρ−3dρdtdzdz.
Note that J(γ, Z) = eiθ. Using the same notation as above, by the transform z =
√
reiϑ
with r > 0, ϑ ∈ [0, 2π), u = r
ρ
and v = 2t
ρ
, we have
Ik(γ) =
3π
ord(γ2)
lnN(γ1)e
2kiθ
×
∫ ∞
−∞
∫ ∞
0
([ 12(µ+ µ
−1)(u+ 1)− u cos 3θ] + i[ 12 (µ− µ−1)v + u sin 3θ])2k
|[ 1
2
(µ+ µ−1)(u+ 1)− u cos 3θ] + i[ 1
2
(µ− µ−1)v + u sin 3θ]|2k
× Φ([1
2
(µ+ µ−1)(u+ 1)− u cos 3θ]2 + [1
2
(µ− µ−1)v + u sin 3θ]2 − 1)dudv.
Let ξ = [ 1
2
(µ+ µ−1)(u+ 1)− u cos 3θ]2 − 1, η = 1
2
(µ− µ−1)v + u sin 3θ as above,
Ik(γ) =
6π · ord(γ2)−1 lnN(γ1)e2kiθ
(µ− µ−1)(µ+ µ−1 − 2 cos 3θ)
∫ ∞
−∞
∫ ∞
1
4 (µ−µ−1)2
(
√
ξ + 1 + iη)2k
|√ξ + 1 + iη|2k
× Φ(ξ + η2) 1√
ξ + 1
dξdη.
By
(
√
ξ + 1 + iη)2k =
2k∑
m=0
(
2k
m
)√
ξ + 1
2k−m
imηm, |
√
ξ + 1 + iη|2k = (ξ + η2 + 1)k,
we have
Ik(γ) =
6π · ord(γ2)−1 lnN(γ1)e2kiθ
(µ− µ−1)(µ+ µ−1 − 2 cos 3θ)
∫ ∞
−∞
∫ ∞
1
4 (µ−µ−1)2
k∑
m=0
(
2k
2m
)
(−1)m
× (ξ + 1)k−m− 12 η2m(ξ + η2 + 1)−kΦ(ξ + η2)dξdη.
By the transform v = η2, one has
Ik(γ) =
6π · ord(γ2)−1 lnN(γ1)e2kiθ
(µ− µ−1)(µ+ µ−1 − 2 cos 3θ)
∫ ∞
0
∫ ∞
1
4 (µ−µ−1)2
k∑
m=0
(
2k
2m
)
(−1)m
× (ξ + 1)k−m− 12 vm− 12 (ξ + v + 1)−kΦ(ξ + v)dξdv.
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Here,∫ ∞
0
∫ ∞
1
4 (µ−µ−1)2
k∑
m=0
(
2k
2m
)
(−1)m (ξ + 1)
k−m− 12 ηm−
1
2
(ξ + η + 1)k
Φ(ξ + η)dξdη
=
∫ ∞
1
4 (µ−µ−1)2
∫ ∞
ξ
k∑
m=0
(
2k
2m
)
(−1)m(ξ + 1)k−m− 12 (w − ξ)m− 12 (w + 1)−kΦ(w)dwdξ
=
∫ ∞
1
4 (µ−µ−1)2
Φ(w)(w + 1)−kdw
∫ w
1
4 (µ−µ−1)2
k∑
m=0
(
2k
2m
)
(−1)m
× (ξ + 1)k−m− 12 (w − ξ)m− 12 dξ.
Note that
Pk(v) =
∫ ∞
v
Φ(w)(w + 1)−kdw
∫ w
v
k∑
m=0
(−1)m
(
2k
2m
)
(ξ + 1)k−m−
1
2 (w − ξ)m− 12 dξ.
Then
(3.5)
Ik(γ)
=
6π · ord(γ2)−1 lnN(γ1)e2kiθ(γ)
[N(γ)
1
2 −N(γ)− 12 ]|N(γ) 14 e 32 iθ(γ) −N(γ)− 14 e− 32 iθ(γ)|2Pk(
1
4
[N(γ)
1
2 −N(γ)− 12 ]2).
In fact, γ can be expressed as γm1 γ
q
2 , where (γ1, γ2) is a primitive pair (see Proposition
2.1). Thus,
c(γ) =
6π · ord(γ2)−1 lnN(γ1)
[N(γ1)
m
2 −N(γ1)−m2 ]|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
g(m lnN(γ1)).
Similar expression can be done for Ik(γ).
Ik(γ) =
6π · ord(γ2)−1 lnN(γ1)e2kiqθ(γ2)
[N(γ1)
m
2 −N(γ1)−m2 ]|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
gk(m lnN(γ1)).
3.4. The trace formulas of weight k
From now on, we need the following assumption.
(1) hk(r) is an analytic function on |Im(r)| ≤ 1 + δ.
(2) hk(−r) = hk(r).
(3) |hk(r)| ≤M [1 + |Re(r)|]−4−δ.
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Here δ and M are positive constants.
We claim that the Fourier transform gk(η) =
1
4π2
∫∞
−∞ hk(r)e
−irηdr, η ∈ R satisfies
the inequality
|gk(η)| ≤ M
2π2
e−(1+δ)|η|.
In fact, suppose that η < 0. An application of the Cauchy integral theorem shows that∫ ∞
−∞
hk(r)e
−irηdr =
∫
Im(r)=1+δ
hk(r)e
−irηdr.
The right hand side is bounded in absolute value by∫ ∞
−∞
|h(x+ i(1 + δ))|e(1+δ)ηdx ≤ e(1+δ)η
∫ ∞
−∞
M
(1 + |x|)4+δ dx
≤2e(1+δ)η
∫ ∞
0
M
(1 + x)2
dx = 2Me(1+δ)η.
Note that
|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2 ≥ [N(γ1)m4 −N(γ1)−m4 ]2.
We have
∑
{(γ1,γ2)}
ord(γ2)∑
q=1
∞∑
m=1
ord(γ2)
−1 · lnN(γ1) · gk(m lnN(γ1))
[N(γ1)
m
2 −N(γ1)−m2 ]|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
≤
∑
{(γ1,γ2)}
∞∑
m=1
lnN(γ1) · gk(m lnN(γ1))
[N(γ1)
m
2 −N(γ1)−m2 ][N(γ1)m4 −N(γ1)−m4 ]2
.
As m → ∞, N(γ1)m4 − N(γ1)−m4 → ∞. Hence, there exists m0 ∈ N, such that when
m ≥ m0, N(γ1)m4 −N(γ1)−m4 ≥ 1. Thus,
∞∑
m=m0
lnN(γ1) · gk(m lnN(γ1))
[N(γ1)
m
2 −N(γ1)−m2 ][N(γ1)m4 −N(γ1)−m4 ]2
≤
∞∑
m=m0
lnN(γ1)
N(γ1)
m
2 −N(γ1)−m2
M
2π2
e−(1+δ)m lnN(γ1),
which is absolutely convergent (see [H], p.31, Proposition 7.4). Now, we get the Main
Theorem 1.
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Theorem 3.1. Assume that hk(r) is an analytic function on |Im(r)| ≤ 1 + δ,
hk(−r) = hk(r) and |hk(r)| ≤ M [1 + |Re(r)|]−4−δ, where δ and M are positive con-
stants. Moreover, suppose that
gk(η) =
1
4π2
∫ ∞
−∞
hk(r)e
−irηdr, η ∈ R.
Then the trace formulas of weight k for SU(2, 1) take the following form:
(3.6)
Tr(Lk) =
∞∑
n=0
hk(rn) =
2
3
c2(M)
∫ ∞
−∞
hk(r)r(r
2 + k2)
cosh 2πr + cos 2kπ
sinh 2πr
dr+
+ 2π
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
[N(γ1)
m
2 −N(γ1)−m2 ]
× e
2kiqθ(γ2)
|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
gk(m lnN(γ1)).
where k = 0, 12 , 1 and h0 = h, g0 = g.
M = Γ\S2 with Γ a uniform, torsion-free discrete subgroup of G = SU(2, 1), is a
compact complex algebraic surface. It is known that (see [S] or [M]), on S(M), the
unit tangent bundle of M , we have geodesic flow ϕt. If (x, ξ) ∈ S(M) is the origin and
tangent vector of a closed geodesic γ starting at x with tangent ξ and of length L, then
(x, ξ) is a fixed point of ϕL. So dϕL : T (S(M), (x, ξ))→ T (S(M), (x, ξ)). It preserves
the geodesic flow vector field and hence induces a transformation, the Poincare´ map,
Pγ normal to that direction, i.e., Pγ is a linear transformation on a vector space of
dimension 2n − 2 if dimRM = n. For symmetric spaces Pγ can be computed using
the Jacobi equation: For Pγ there is the map: (V (0), V
′(0)) → (V (L), V ′(L)) where
V is any Jacobi field along γ, normal to ξ. In our case, dimRM = 4, Pγ is a linear
transformation on a vector space of dimension 6.
Given A,B ∈ Mm(C) we write A ∼ B if A and B are similar; that is, there exists
Q ∈ Mm(C) such that QAQ−1 = B. For γ = diag(eueiθ, e−2iθ, e−ueiθ), with N(γ) =
µ2 = e2u, u > 0. γ(z1, z2) = (e
2uz1, e
ue3iθz2). The associated Poincare´ map Pγ :
Pγ ∼

e2u (
eue3iθ ∗
0 eue3iθ
)
e−2u (
e−ue−3iθ ∗
0 e−ue−3iθ
)
 .
Hence,
| det(I − Pγ)| =|(1− e2u)(1− e−2u)| · |(1− eue3iθ)(1− e−ue−3iθ)|2
=|eu − e−u|2 · |e 12ue 32 iθ − e− 12ue− 32 iθ|4.
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Thus, | det(I − Pγ)| 12 = (eu − e−u)|e 12ue 32 iθ − e− 12ue− 32 iθ|2.
Using the Poincare´ map, we can give another formulation of the trace formula as
follows.
Theorem 3.2. The other formulation of the trace formulas of weight k for SU(2, 1)
takes the form:
(3.7)
Tr(Lk) =
2
3
c2(M)
∫ ∞
−∞
hk(r)r(r
2 + k2)
cosh 2πr + cos 2kπ
sinh 2πr
dr+
+ 2π
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
| det(I − Pγm1 γq2 )|
1
2
e2kiqθ(γ2)gk(m lnN(γ1)),
where k = 0, 12 , 1 and h0 = h, g0 = g.
3.5. The zeta functions of weight k
Definition 3.3. The zeta function of weight k associated with the group < γ1 > × <
γ2 > generated by γ1 and γ2, where < γ1 > is an infinite cyclic group, < γ2 > is a finite
cyclic group, is given by
(3.8)
Z<γ1>×<γ2>(k, s)
=
∞∏
j=0
∞∏
l=0
∞∏
n=0
[
1−N(γ1)−s−j−
l+n
2
] 3
ord(γ2)
∑ ord(γ2)
q=1 exp([2k+3(l−n)]iqθ(γ2))
,
for Re(s) > 2 and 2k ∈ Z.
For Γ a uniform, torsion-free discrete subgroup of SU(2, 1), we define
(3.9) Zk(s) = ZΓ(k, s) =
∏
{(γ1,γ2)}
Z<γ1>×<γ2>(k, s),
where {(γ1, γ2)} runs through a set of representatives of primitive conjugacy classes of
Γ.
Proposition 3.4. The zeta functions of weight k satisfy the following relations:
(3.10)
Z ′k(s)
Zk(s)
=
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
[N(γ1)
m
2 −N(γ1)−m2 ]
× e
2kiqθ(γ2)
|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
1
N(γ1)m(s−1)
.
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Proof. We have
S :=
ord(γ2)∑
q=1
∞∑
m=1
3 · ord(γ2)−1e2kiqθ(γ2) lnN(γ1) ·N(γ1)−m(s−1)
[N(γ1)
m
2 −N(γ1)−m2 ]|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
=
ord(γ2)∑
q=1
∞∑
m=1
3 · ord(γ2)−1e2kiqθ(γ2) lnN(γ1) ·N(γ1)−ms
[1−N(γ1)−m][1−N(γ1)− 12me3iqθ(γ2)][1−N(γ1)− 12me−3iqθ(γ2)]
=
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)e
2kiqθ(γ2)N(γ1)
−ms
∞∑
j=0
N(γ1)
−mj
×
∞∑
l=0
N(γ1)
−m2 le3iqlθ(γ2)
∞∑
n=0
N(γ1)
−m2 ne−3iqnθ(γ2).
A straightforward calculation gives
S =
3
ord(γ2)
lnN(γ1)
∞∑
j=0
∞∑
l=0
∞∑
n=0
ord(γ2)∑
q=1
e[2k+3(l−n)]iqθ(γ2)
∞∑
m=1
N(γ1)
−m(s+j+ l+n2 )
=
3
ord(γ2)
lnN(γ1)
∞∑
j=0
∞∑
l=0
∞∑
n=0
N(γ1)
−(s+j+ l+n2 )
1−N(γ1)−(s+j+ l+n2 )
ord(γ2)∑
q=1
e[2k+3(l−n)]iqθ(γ2)
=
3
ord(γ2)
∞∑
j=0
∞∑
l=0
∞∑
n=0
d
ds
{
log
[
1−N(γ1)−s−j−
l+n
2
]} ord(γ2)∑
q=1
e[2k+3(l−n)]iqθ(γ2)
=
d
ds
log

∞∏
j=0
∞∏
l=0
∞∏
n=0
[
1−N(γ1)−s−j−
l+n
2
] 3
ord(γ2)
∑ ord(γ2)
q=1 exp([2k+3(l−n)]iqθ(γ2))
 .
By Zk(s) =
∏
{(γ1,γ2)} Z<γ1>×<γ2>(k, s), we have
Z′k(s)
Zk(s)
=
∑
{(γ1,γ2)}
Z′<γ1>×<γ2>
(k,s)
Z<γ1>×<γ2>(k,s)
.

Using the Poincare´ map, we can reformulate the Proposition 3.4 as follows.
Theorem 3.5. The expansions of zeta functions of weight k for SU(2, 1) are ex-
pressed as:
(3.11)
Z ′k(s)
Zk(s)
=
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
| det(I − Pγm1 γq2 )|
1
2
e2kiqθ(γ2)
N(γ1)m(s−1)
.
3.6. The functional equations of zeta functions
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Now, we derive the functional equations of zeta functions of weight k. In fact, by
the trace formulas which we develop as above, there are three zeta functions, which we
denote by Z0(s), Z 1
2
(s) and Z1(s) according to the weight k = 0, k =
1
2 or k = 1. We
will prove that all of them satisfy the analogue of the Riemann hypothesis. Put
g1(η) = g 1
2
(η) = g(η)
=
1
4π(α21 − α22)
(
1
α2
e−α2|η| − 1
α1
e−α1|η|
)
− 1
4π(β21 − β22)
(
1
β2
e−β2|η| − 1
β1
e−β1|η|
)
for η ∈ R and 1 < Re(α1) < Re(α2) < Re(β1) < Re(β2). By the following formula∫ ∞
−∞
e−a|x|eirxdx =
2a
r2 + a2
,
we obtain
h1(r) = h 1
2
(r) = h(r) =
1
(r2 + α21)(r
2 + α22)
− 1
(r2 + β21)(r
2 + β22)
.
Note that
h1(r) = h 1
2
(r) = h(r) =
(β21 + β
2
2 − α21 − α22)r2 + (β21β22 − α21α22)
(r2 + α21)(r
2 + α22)(r
2 + β21)(r
2 + β22)
= O(r−6), r →∞.
The trace formulas yield
∞∑
n=0
[
1
(r2n + α
2
1)(r
2
n + α
2
2)
− 1
(r2n + β
2
1)(r
2
n + β
2
2)
]
=
2
3
c2(M)
∫ ∞
−∞
[
1
(r2 + α21)(r
2 + α22)
− 1
(r2 + β21)(r
2 + β22)
]
cosh 2πr + cos 2kπ
sinh 2πr
× r(r2 + k2)dr + 1
2(α21 − α22)
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
[N(γ1)
m
2 −N(γ1)−m2 ]
× e
2kiqθ(γ2)
|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
[
1
α2
1
N(γ1)mα2
− 1
α1
1
N(γ1)mα1
]
− 1
2(β21 − β22)
∑
{(γ1,γ2)}
3
ord(γ2)
ord(γ2)∑
q=1
∞∑
m=1
lnN(γ1)
[N(γ1)
m
2 −N(γ1)−m2 ]
× e
2kiqθ(γ2)
|N(γ1)m4 e 32 iqθ(γ2) −N(γ1)−m4 e− 32 iqθ(γ2)|2
[
1
β2
1
N(γ1)mβ2
− 1
β1
1
N(γ1)mβ1
]
.
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Set α1 = s− 1 with Re(s) > 2, this gives
∞∑
n=0
[
1
α22 − (s− 1)2
(
1
r2n + (s− 1)2
− 1
r2n + α
2
2
)
− 1
β22 − β21
(
1
r2n + β
2
1
− 1
r2n + β
2
2
)]
=
2
3
c2(M)
∫ ∞
−∞
[
1
α22 − (s− 1)2
(
1
r2 + (s− 1)2 −
1
r2 + α22
)
− 1
β22 − β21
(
1
r2 + β21
− 1
r2 + β22
)
]r(r2 + k2)
cosh 2πr + cos 2kπ
sinh 2πr
dr
+
1
2[(s− 1)2 − α22]
[
1
α2
Z ′k(α2 + 1)
Zk(α2 + 1)
− 1
s− 1
Z ′k(s)
Zk(s)
]
− 1
2(β21 − β22)
[
1
β2
Z ′k(β2 + 1)
Zk(β2 + 1)
− 1
β1
Z ′k(β1 + 1)
Zk(β1 + 1)
]
.
Therefore, we have the following result.
Proposition 3.6. For Re(s) > 1, the following identities hold:
(3.12)
1
s− 1
Z ′k(s)
Zk(s)
=
1
α2
Z ′k(α2 + 1)
Zk(α2 + 1)
− (s− 1)
2 − α22
β21 − β22
[
1
β2
Z ′k(β2 + 1)
Zk(β2 + 1)
− 1
β1
Z ′k(β1 + 1)
Zk(β1 + 1)
]
+
4
3
c2(M)
∫ ∞
−∞
[−
(
1
r2 + (s− 1)2 −
1
r2 + α22
)
+
(s− 1)2 − α22
β21 − β22
(
1
r2 + β21
− 1
r2 + β22
)
]r(r2 + k2)
cosh 2πr + cos 2kπ
sinh 2πr
dr
− 2
∞∑
n=0
[
−
(
1
r2n + (s− 1)2
− 1
r2n + α
2
2
)
+
(s− 1)2 − α22
β21 − β22
(
1
r2n + β
2
1
− 1
r2n + β
2
2
)]
,
where k = 0, 12 , 1.
The preceding theorem allows us to continue Z
′(s)
Z(s) into Re(s) < 1.
Let us consider the rn sum first. It is trivial to check the absolute convergence away
from the points sn = 1 + irn, s˜n = 1 − irn. The singularity which occurs at sn, s˜n is
given as follows:
(1) rn 6= 0. sn contributes 12sn−2 1s−sn +O(1); s˜n contributes 12s˜n−2 1s−s˜n +O(1).
(2) rn = 0. sn = 1 contributes
1
(s−1)2 +O(1).
Let
Wk(ξ) =
∫ ∞
−∞
[
1
r2 + α22
− 1
r2 + ξ2
+
α22 − ξ2
β22 − β21
(
1
r2 + β21
− 1
r2 + β22
)]
× r(r2 + k2)cosh 2πr + cos 2kπ
sinh 2πr
dr.
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We will give the analytic continuation of Wk(ξ) into Re(ξ) < 0. Without loss of gener-
ality, we can only consider the case of k = 0.
1
tanhπr
=
eπr + e−πr
eπr − e−πr =
1 + e−2πr
1− e−2πr
is an odd function with period i. Let r = r1 + ir2, r1 > 0, r2 ∈ R, we have
1
tanhπr
= 1 +O(e−2πr1) as r1 →∞.
The poles of 1tanhπr are simple and are located at the points ki, k ∈ Z.
We will move the path of integration in W (ξ) to Im(r) = N − 12 , where N is a large
integer. We assume here that 0 < Re(ξ) < 2.
Singularities are encountered for r = ±iξ, ±iα2, ±iβ1, ±iβ2 and ki (k ∈ Z). The
Cauchy residue theorem yields∫ ∞
−∞
[· · · ] r
3
tanhπr
dr =
∫ ∞+i(N− 12 )
−∞+i(N− 12 )
[· · · ] r
3
tanhπr
dr + 2πi
∑
0≤k<N
Res[r = ki]
+ 2πiRes[r = iξ] + 2πiRes[r = iα2] + 2πiRes[r = iβ1] + 2πiRes[r = iβ2].
Here
Res[r = ki] =
R3k
π
[
1
R2k + α
2
2
− 1
R2k + ξ
2
+
α22 − ξ2
β22 − β21
(
1
R2k + β
2
1
− 1
R2k + β
2
2
)]
,
where Rk = ki.
Res[r = iξ] = − i
2
ξ2
tanπξ
, Res[r = iα2] =
i
2
α22
tanπα2
.
Res[r = iβ1] =
i
2
β21
tanπβ1
α22 − ξ2
β22 − β21
, Res[r = iβ2] = − i
2
β22
tanπβ2
α22 − ξ2
β22 − β21
.
Thus, ∫ ∞
−∞
[· · · ] r
3
tanhπr
dr =
∫ ∞+i(N− 12 )
−∞+i(N− 12 )
[· · · ] r
3
tanhπr
dr
+ 2i
∑
0≤k<N
R3k
[
1
R2k + α
2
2
− 1
R2k + ξ
2
+
α22 − ξ2
β22 − β21
(
1
R2k + β
2
1
− 1
R2k + β
2
2
)]
+ π
(
ξ2
tanπξ
− α
2
2
tanπα2
)
− π α
2
2 − ξ2
β22 − β21
(
β21
tanπβ1
− β
2
2
tanπβ2
)
.
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The analytic continuation of W (ξ) is obtained.
If |Re(ξ)| < N − 1
2
, we can define
W0(ξ) =
∫ ∞+i(N− 12 )
−∞+i(N− 12 )
[· · · ] r
3
tanhπr
dr
+ 2i
∑
0≤k<N
R3k
[
1
R2k + α
2
2
− 1
R2k + ξ
2
+
α22 − ξ2
β22 − β21
(
1
R2k + β
2
1
− 1
R2k + β
2
2
)]
+ π(ξ2 cotπξ − α22 cotπα2)− π
α22 − ξ2
β22 − β21
(β21 cotπβ1 − β22 cot πβ2).
The i(N − 12 ) integral is holomorphic for |Re(ξ)| < N − 12 .
Let u = r − i(N − 1
2
), note that tanh[π(u+ i(N − 1
2
))] = 1
tanhπu
, we have
∫ ∞+i(N− 12 )
−∞+i(N− 12 )
[· · · ] r
3
tanhπr
dr
=
∫ ∞
−∞
[
1
(u+ i(N − 12 ))2 + α22
− 1
(u+ i(N − 12 ))2 + ξ2
+
α22 − ξ2
β22 − β21
× ( 1
(u+ i(N − 1
2
))2 + β21
− 1
(u+ i(N − 1
2
))2 + β22
)](u+ i(N − 1
2
))3 tanhπudu.
Breaking up this integral into contributions for |u| ≤ N and |u| > N , then its value is
O(N−2) for fixed ξ, α2, β1 and β2. Thus
(3.13)
W0(ξ) =2
∞∑
k=0
k3
[
1
α22 − k2
− 1
ξ2 − k2 +
α22 − ξ2
β22 − β21
(
1
β21 − k2
− 1
β22 − k2
)]
+ π(ξ2 cot πξ − α22 cot πα2)− π
α22 − ξ2
β22 − β21
(
β21 cotπβ1 − β22 cotπβ2
)
.
Similarly,
(3.14)
W1(ξ) =2
∞∑
k=0
(k3 − k)
[
1
α22 − k2
− 1
ξ2 − k2 +
α22 − ξ2
β22 − β21
(
1
β21 − k2
− 1
β22 − k2
)]
+ π[(ξ2 − 1) cotπξ − (α22 − 1) cotπα2]
− π α
2
2 − ξ2
β22 − β21
[(β21 − 1) cotπβ1 − (β22 − 1) cotπβ2].
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(3.15)
W 1
2
(ξ) =
∞∑
k=0
k(k + 1)(2k + 1)[
1
α22 − (k + 12 )2
− 1
ξ2 − (k + 12 )2
+
α22 − ξ2
β22 − β21
×
(
1
β21 − (k + 12 )2
− 1
β22 − (k + 12 )2
)
] + π[(
1
4
− ξ2) tanπξ − (1
4
− α22)
× tanπα2]− π α
2
2 − ξ2
β22 − β21
[(
1
4
− β21) tanπβ1 − (
1
4
− β22) tanπβ2].
Proposition 3.7. The following formulas hold:
(3.16)
1
s− 1
Z ′k(s)
Zk(s)
=
4
3
c2(M)Wk(s− 1)+
+
1
α2
Z ′k(α2 + 1)
Zk(α2 + 1)
− (s− 1)
2 − α22
β21 − β22
[
1
β2
Z ′k(β2 + 1)
Zk(β2 + 1)
− 1
β1
Z ′k(β1 + 1)
Zk(β1 + 1)
]
+
− 2
∞∑
n=0
[
1
r2n + α
2
2
− 1
r2n + (s− 1)2
+
(s− 1)2 − α22
β21 − β22
(
1
r2n + β
2
1
− 1
r2n + β
2
2
)]
,
where k = 0, 12 , 1 and Re(s) > 1.
Theorem 3.8. The functional equations of zeta functions of weight k are given by
(3.17)
Zk(s) = Zk(2− s) exp
[
8
3
πc2(M)
∫ s−1
0
v(v2 − k2) cotπvdv
]
, k = 0, 1;
Zk(s) = Zk(2− s) exp
[
8
3
πc2(M)
∫ s−1
0
v(k2 − v2) tanπvdv
]
, k =
1
2
,
where M = Γ\S2 is a compact complex algebraic surface with c21 = 3c2.
Proof. When k = 0, by Proposition 3.7, we have
1
s− 1
[
Z ′0(s)
Z0(s)
+
Z ′0(2− s)
Z0(2− s)
]
=
8
3
πc2(M)(s− 1)2 cotπ(s− 1).
An elementary calculation gives
log
Z0(s)
Z0(2− s) =
8
3
πc2(M)
∫ s−1
0
v3 cot πvdv.
The cases of k = 1 and k = 1
2
can be proved in the same way.

Corollary 3.9. The functional equations of zeta functions of weight k can be
expressed as
(3.18) Z0(s) = Z0(2−s)[sinπ(s−1)] 83 c2(M)(s−1)3 exp
[
−8c2(M)
∫ s−1
0
v2 log sinπvdv
]
,
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(3.19)
Z1(s) =Z1(2− s)[sinπ(s− 1)] 83 c2(M)s(s−1)(s−2)
× exp
[
−8c2(M)
∫ s−1
0
(v2 − 1
3
) log sinπvdv
]
,
and
(3.20)
Z 1
2
(s) =Z 1
2
(2− s)[cosπ(s− 1)] 83 c2(M)(s− 12 )(s−1)(s− 32 )
× exp
[
−8c2(M)
∫ s−1
0
(v2 − 1
12
) log cosπvdv
]
.
Proof. If k = 0, it is obtained by the following integral
∫ s−1
0
πv3 cot πvdv = (s− 1)3 log sinπ(s− 1)− 3
∫ s−1
0
v2 log sinπvdv.
The other two cases can be proved in the same way.

3.7. The analogue of the Riemann hypothesis
Theorem 3.10. Let
Zk(s) =
∏
{(γ1,γ2)}
∞∏
j=0
∞∏
l=0
∞∏
n=0
[
1−N(γ1)−s−j−
l+n
2
] 3
ord(γ2)
∑ord(γ2)
q=1 exp([2k+3(l−n)]iqθ(γ2))
where Re(s) > 2 and k = 0, 1
2
, 1. Then
(1) Zk(s) are actually entire functions.
(2) The identity of Proposition 3.7 holds for all s.
(3) Zk(s) (k = 0, 1) have trivial zeros s = −m, m ≥ 0, with multiplicity 83c2(M)(m+
1)3; Zk(s) (k =
1
2
) has trivial zeros s = −m + 1
2
, m ≥ 0, with multiplicity
4
3c2(M)m(m+ 1)(2m+ 1).
(4) The nontrivial zeros of Zk(s) are located at 1 ± irn, i.e., the analogue of the
Riemann hypothesis is true.
Proof. By (3.16), Z ′k(s)/Zk(s) continues meromorphically to the whole complex plane
C. By the calculation on the rn sum in (3.12), we know that the rn sum contributes
principal parts (s − sn)−1, (s − s˜n)−1 for each n ≥ 0. This implies that the analogue
of the Riemann hypothesis is true. By π cotπz = 1
z
+
∑∞
n=1
(
1
z−n +
1
z+n
)
and (3.13),
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when the weight k = 0, we have
− 2
∞∑
m=0
m3
(s− 1)2 −m2 + π(s− 1)
2 cot π(s− 1)
=−
∞∑
m=1
m2
(
1
s− 1−m −
1
s− 1 +m
)
+ (s− 1)+
+ (s− 1)2
∞∑
m=1
(
1
s− 1−m +
1
s− 1 +m
)
=(s− 1) +
∞∑
m=1
(s− 1 +m) +
∞∑
m=1
(s− 1)2 +m2
s− 1 +m .
Here
∑∞
m=1
(s−1)2+m2
s−1+m =
∑∞
m=0
(s−1)2+(m+1)2
s+m . The m-sum contributes
(m+ 1) · 4
3
c2(M) · 2(m+ 1)2(s+m)−1 = 8
3
c2(M) · (m+ 1)3(s+m)−1.
Hence, Z0(s) has trivial zeros s = −m with multiplicity 83c2(M)(m+ 1)3.
The cases of k = 1 and k = 1
2
can be proved in the same way.

Appendix
In this appendix, we calculate the following four integrals.∫ ∞
0
coshu sin ru− r cos ru sinhu
sinh3 u
du,
∫ ∞
0
cosh u sin ru− r cos ru sinhu
sinh u2 sinh
2 u
du,
∫ ∞
0
sin ru
sinh u2 cosh
3 u
2
du,
∫ ∞
0
cos ru
cosh4 u2
du.
For the first integral, we denote
G(r) =
∫ ∞
0
cosh u sin ru− r sinhu cos ru
sinh3 u
du.
Let
f(z) =
cosh z − ir sinh z
sinh3 z
eirz ,
58 LEI YANG
Imf(u) = coshu sin ru−r sinhu cos ru
sinh3 u
for u ∈ R. In fact, f(z) = 4[(1−ir)e4z+(1+ir)e2z ](e2z−1)3 eirz .
z = 0 and z = πi are two poles of order three of f . Thus,
Res(f, 0) =
1
2
lim
z→0
d2
dz2
[z3f(z)], Res(f, πi) =
1
2
lim
z→πi
d2
dz2
[(z − πi)3f(z)].
Set
g1(z) = z
3f(z) = h(z)p(z)3, g2(z) = (z − πi)3f(z) = h(z)q(z)3,
where
h(z) = 4[(1− ir)e4z + (1 + ir)e2z]eirz, p(z) = z
e2z − 1 , q(z) =
z − πi
e2z − 1 .
Then
lim
z→0
p(z) =
1
2
, lim
z→0
p′(z) = −1
2
, lim
z→0
p′′(z) =
1
3
.
lim
z→πi
q(z) =
1
2
, lim
z→πi
q′(z) = −1
2
, lim
z→πi
q′′(z) =
1
3
.
h(0) = 8, h′(0) = 24, h′′(0) = 80 + 8r2.
h(πi) = 8e−πr, h′(πi) = 24e−πr, h′′(πi) = (80 + 8r2)e−πr.
Moreover,
lim
z→0
g′′1 (z) =
1
8
h′′(0)− 3
4
h′(0) + h(0) = r2,
lim
z→πi
g′′2 (z) =
1
8
h′′(πi)− 3
4
h′(πi) + h(πi) = r2e−πr.
Hence,
Res(f, 0) =
1
2
r2, Res(f, πi) =
1
2
r2e−πr.
Now, we consider the following contour integral: I-II-III-γ2-IV-γ1-I, where I is an
ordered line segment from [ε, 0] to [R, 0], II is an ordered line segment from [R, 0] to
[R, π], III is an ordered line segment from [R, π] to [ε, π], γ2 is an ordered arc from [ε, π]
to [0, π − ε], IV is an ordered line segment from [0, π− ε] to [0, ε], and γ1 is an ordered
arc from [0, ε] to [ε, 0].
In II,
∫
II
f(z)dz → 0 as R→∞. In III, z = x+ πi. Hence,
∫
III
f(z)dz = −e−πr
∫ R
ε
4[(1− ir)e4x + (1 + ir)e2x]
(e2x − 1)3 e
irxdx.
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For γ1, z = 0 is the center of this arc.
∫
γ1
f(z)dz → −14 · 2πiRes(f, 0) = −πi4 r2. For γ2,
z = πi is the center of this arc.
∫
γ2
f(z)dz → −1
4
· 2πiRes(f, πi) = −πi
4
r2e−πr. In IV,
∫
IV
f(z)dz =−
∫ π−ε
ε
4[(1− ir)e4iy + (1 + ir)e2iy]
(e2iy − 1)3 e
ir·iyd(iy)
=
∫ π−ε
ε
cos y + r sin y
sin3 y
e−rydy.
By Cauchy theorem, we have (
∫
I
+
∫
II
+
∫
III
+
∫
γ2
+
∫
IV
+
∫
γ1
)f(z)dz = 0, i.e.,
(1− e−πr)
∫ R
ε
4[(1− ir)e4x + (1 + ir)e2x]
(e2x − 1)3 e
irxdx− πi
4
r2
−πi
4
r2e−πr +
∫ π−ε
ε
cos y + r sin y
sin3 y
e−rydy + o(1) = 0.
Take imaginary parts and let ε→ 0, R→∞, we get
(A.1) G(r) =
π
4
r2
1 + e−πr
1− e−πr .
For the second integral, we denote
H(r) =
∫ ∞
0
coshu sin ru− r sinh u cos ru
sinh u2 sinh
2 u
du.
Let
f(z) =
cosh z − ir sinh z
sinh z2 sinh
2 z
eirz .
By the same method as above, we have
(A.2) H(r) =
π
2
(
r2 +
1
4
)
tanhπr.
For the third integral ∫ ∞
0
sin ru
sinh u2 cosh
3 u
2
du,
let
f(z) =
16eirze2z
(ez − 1)(ez + 1)3 .
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Now, we consider the following contour integral: I-II-III-γ2-IV-γ3-V-γ1-I, where I is
an ordered line segment from [ε, 0] to [R, 0], II is an ordered line segment from [R, 0]
to [R, 2π], III is an ordered line segment from [R, 2π] to [ε, 2π], γ2 is an ordered arc
from [ε, 2π] to [0, 2π − ε], IV is an ordered line segment from [0, 2π − ε] to [0, π + ε],
γ3 is an ordered arc from [0, π + ε] to [0, π − ε], V is an ordered line segment from
[0, π − ε] to [0, ε], and γ1 is an ordered arc from [0, ε] to [ε, 0]. For II:
∫
II
f(z)dz → 0
as R → ∞. For III: z = x + 2πi. ∫
III
f(z)dz = −e−2πr ∫ R
ε
16eirxe2x
(ex−1)(ex+1)3 dx. For I:
z = x.
∫
I
f(z)dz =
∫ R
ε
16eirxe2x
(ex−1)(ex+1)3 dx. z = 0 is a pole of order one, Res(f, 0) = 2.∫
γ1
f(z)dz → −1
4
· 2πiRes(f, 0) = −πi. z = 2πi is a pole of order one, Res(f, 2πi) =
2e−2πr.
∫
γ2
f(z)dz → −1
4
· 2πiRes(f, 2πi) = −πie−2πr. z = πi is a pole of order three,
Res(f, πi) =
1
2
lim
z→πi
d2
dz2
[
(z − πi)3 16e
irze2z
(ez − 1)(ez + 1)3
]
= −2(2r2 + 1)e−πr.
∫
γ3
f(z)dz → −1
2
· 2πiRes(f, πi) = 2πi(2r2 + 1)e−πr.
For IV: z = iy,∫
IV
f(z)dz =
∫ π+ε
2π−ε
16eir(iy)e2iy
(eiy − 1)(eiy + 1)3 d(iy) = −
∫ 2π−ε
π+ε
e−ry
sin y
2
cos3 y
2
dy.
For V: z = iy,
∫
V
f(z)dz = − ∫ π−ε
ε
e−ry
sin y2 cos
3 y
2
dy. By the residue theorem, we have
(1− e−2πr)
∫ R
ε
16eirxe2x
(ex − 1)(ex + 1)3 dx−
(∫ 2π−ε
π+ε
+
∫ π−ε
ε
)
e−ry
sin y2 cos
3 y
2
dy
− πi− πie−2πr + 2πi(2r2 + 1)e−πr + o(1) = 0.
Take imaginary parts and let ε→ 0 and R→∞, we obtain
(A.3)
∫ ∞
0
sin rx
sinh x2 cosh
3 x
2
dx =
π
tanhπr
− π(2r
2 + 1)
sinhπr
.
For the fourth integral ∫ ∞
0
cos ru
cosh4 u2
du,
let
f(z) =
16eirze2z
(ez + 1)4
.
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Now, we consider the following contour integral: I-II-III-IV-γ-V-I, where I is an
ordered line segment from [0, 0] to [R, 0], II is an ordered line segment from [R, 0] to
[R, 2π], III is an ordered line segment from [R, 2π] to [0, 2π], IV is an ordered line
segment from [0, 2π] to [0, π+ ε], γ is an ordered arc from [0, π+ ε] to [0, π− ε], V is an
ordered line segment from [0, π − ε] to [0, 0]. For I: ∫
I
f(z)dz =
∫ R
0
16eirxe2x
(ex+1)4 dx. For II:∫
II
f(z)dz → 0 as R→∞. For III: z = x+ 2πi.
∫
III
f(z)dz = −
∫ R
0
16eir(x+2πi)e2(x+2πi)
(ex+2πi + 1)4
dx = −e−2πr
∫ R
0
16eirxe2x
(ex + 1)4
dx.
For IV: z = iy.∫
IV
f(z)dz =
∫ π+ε
2π
16eir(iy)e2iy
(eiy + 1)4
d(iy) = −i
∫ 2π
π+ε
e−ry
cos4 y2
dy.
For V: z = iy.
∫
V
f(z)dz = −i ∫ π−ε
0
e−ry
cos4 y2
dy. z = πi is a pole of order four.
Res(f, πi) =
1
3!
lim
z→πi
d3
dz3
[
(z − πi)4 16e
irze2z
(ez + 1)4
]
= −8
3
ir(r2 + 1)e−πr.
∫
γ
f(z)dz → −1
2
· 2πiRes(f, πi) = −8
3
πr(r2 + 1)e−πr.
The residue theorem tell us that
(1−e−2πr)
∫ R
0
16eirxe2x
(ex + 1)4
dx− i
(∫ π−ε
0
+
∫ 2π
π+ε
)
e−ry
cos4 y
2
dy− 8
3
πr(r2+1)e−πr+o(1) = 0.
Take real parts and let R→∞, we obtain
(A.4)
∫ ∞
0
cos rx
cosh4 x2
dx =
4πr(r2 + 1)
3 sinhπr
.
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