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Abstract 
This paper proposes a novel similarity measure for automatic text summarization. The topic space model is built 
through the Latent Dirichlet Allocation. The word, sentence, document and corpus are represented as vectors in the 
same topic space. LMMR and LSD algorithm are introduced to create the summary. An experiment is illustrated on 
DUC data and the results prove the proposed measure and algorithm effective and well performed. 
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1. Introduction 
Automatic Text Summarization (ATS) is an important subfield of the Nature Language Processing 
(NLP). ATS is defined as “a text that is produced from one or more texts, that conveys important 
information in the original text(s), and that is no longer than half of the original text(s) and usually 
significantly less than that"[1]. 
There are mainly two directions in the research of ATS: the abstraction and the extraction. The former 
puts strong emphasis on the form, aiming to produce a grammatical summary, which usually requires 
advanced language generation techniques[6]. But limited by the development of the NLP, the abstraction 
can only act in some special narrow domains. The extraction is mainly concerned with what the summary 
content should be, usually relying solely on extraction of sentences[6]. This method is not related to the 
domain knowledge so that it can be used widely. With the good performance, the extraction becomes the 
most popular method of ATS.  
In the process of extraction, the similarity measure plays a very important role. We need a tool to 
measure the similarity between one sentence and another sentence, a document or a corpus. A good 
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similarity measure is a half of a successful extraction. In this paper, we proposed LDA-Sim measure, 
which is proved to be effective in the experiments. 
The paper is organized as follows. In section 2 we present related work to this study. In section 3 we 
describe the similarity measure based on Latent Dirichlet Allocation. The LMMR and LSD algorithms are 
introduced in section 4. An illustrative experiment is provided in section 5. Finally, Section 6 presents our 
conclusion. 
2. Related work 
To measure the similarity between two sentences, we must express the sentence as some mathematics 
form. Vector space model (VSM) is a widely used model, in which documents are expressed as vectors. 
The dimension of VSM is usually high as the space consists of all the words in vocabulary. A lot of 
research has been done in dimension reduction, e.g. latent semantic index (LSI) and probabilistic latent 
semantic index (pLSI). LSI applies a dimension reducing linear projection based on a Singular Value 
Decomposition (SVD) of the corresponding term/document matrix. In pLSI, each document is represented 
as a list of mixing proportions for some mixture components and thereby reduced to a probability 
distribution on a fixed set of topics.  
Then we need to choose similarity functions. The standard similarity function, borrowed from 
Information Retrieval, is the cosine distance between the word vectors for each sentence or document 
where the value for each word is the Term Frequency Inverse Document Frequency (TFIDF). In some 
experiments, however, equivalent performance was obtained using a simple word overlap measure: The 
number of shared non-stopwords normalized by the length of the longer sentence[7]. 
The Latent Dirichlet Allocation(LDA) was proposed in 2003[4], which is a generative probabilistic 
model for collections of discrete data such as text corpora. The LDA was applied in many domains of text 
information processing recently and was proved effectively[3][5].  
In this paper, we build a similarity measure tool, which is named LDA-Sim, based on the LDA. Word, 
sentence, document and corpus are expressed as an unified form in the topic space. Then we show two 
algorithms (LMMR and LSD) involved LDA-Sim. 
3. Similarity measure based on LDA 
3.1. Latent Dirichlet allocation 
Latent Dirichlet allocation (LDA) is a generative probabilistic model of a corpus. The basic idea is that 
documents are represented as random mixtures over latent topics, where each topic is characterized by a 
distribution over words. 
LDA assumes the following generative process for each document w in a corpus D: 
• 1. Choose N~ Poisson(ξ). 
• 2. Choose θ~ Dirichlet(α). 
• 3. For each of the N words wn: 
○ (a) Choose a topic zn~ Multinomial(θ). 
○ (b) Choose a word wn from p(wn | zn , β) 
The dimensionality k of the Dirichlet distribution (and thus the dimensionality of the topic variable z) 
is assumed known and fixed. The word probabilities are parameterized by a k×V matrix where βi j = p(wj 
= 1|zi = 1), which for now we treat as a fixed quantity that is to be estimated. Finally, the Poisson 
assumption is not critical to anything that follows and more realistic document length distributions can be 
used as needed. Furthermore, note that N is independent of all the other data generating variables (θ and 
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z). It is thus an ancillary variable and we will generally ignore its randomness in the subsequent 
development. 
The LDA model is represented as a probabilistic graphical model in Figure 1. As the figure makes 
clear, there are three levels to the LDA representation. The parameters α and β are corpus-level 
parameters, assumed to be sampled once in the process of generating a corpus. The variables θ are 
document-level variables, sampled once per document. Finally, the variables z and w are word-level 
variables and are sampled once for each word in each document. 
 
Fig 1: Graphical model representation of LDA. 
We can estimate the parameters in LDA through the EM algorithm. In the E-step, for each document, 
find the optimizing values of the variational parameters. In the M-step, maximize the resulting lower 
bound on the log likelihood with respect to the model parameters α and β. This corresponds to finding 
maximum likelihood estimates with expected sufficient statistics for each document under the 
approximate posterior which is computed in the E-step. These two steps are repeated until the lower 
bound on the log likelihood converges. 
3.2. LDA-Sim  
To measure the similarity between two sentences, we must express the sentences as some mathematics 
form. Traditional form is the vector in the word-space. The number of words in the vocabulary is too 
large, while there are so few words in one sentence. That means each sentence will be expressed as a high 
dimensioned and much sparse vector. It is hard to calculate or find the relation among sentences. 
The LDA model above builds a latent topic layer. The number of topics is much lower than that of 
words. The topics here have deep relationship with the content of the document. So it is fit for being the 
foundation of the sentence expression. In the space consist of topic, we can express the word, sentence, 
document, corpus as a uniform expression. 
For a word wi, we can express it as a vector in the topic space, in which the value for each topic is the 
probability of the topic, given wi. That is L(wi)=(P(z1|wi), P(z2|wi),…, P(zk|wi)). According to the Bayes 
formula: 
P(zi|wi)=P(zi)P(wi|zi)/P(wi)            (1) 
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For a trained LDA model, the distribution of the latent topics is Dirichlet distribution with the 
parameter α, i.e. α=(θ1,θ2,…,θk)~ Dirichlet(α). P(zi) in formula (1) equals to θi. We can get P(w|zi) from 
parameter β. P(wi) can be calculated through simple statistic processes, P(wi)=count(wi)/N, where N is the 
number of words in the vocabulary. Therefore, the probability of the topic, give wi, can be calculated. We 
can express a word as a vector of topics. 
For a sentence S={w1,w2,…,wn}, calculating the average of the topic vectors of all words in S, we can 
get the topic vector of S, that is L(S)=L(w1,w2,…,wn)=( ∑P(z1|wi)/n, ∑P(z2|wi)/n, … , ∑P(zk|wi)/n). 
As the same way, we can get the topic vectors of a document D={S1,S2,…,Sn} and a corpus 
C={D1,D2,…,Dn}. 
So the word, sentence, document, corpus can be expressed as vectors in the same dimensionality. Then 
we can use the cosine distance to measure the similarity of any two of them. The similarity of two 
sentences is defined as:  
LDA-Sim(S1,S2)=COS(L(S1),L(S2)) 
And the similarity between a sentence and a document can be defined as: 
LDA-Sim(S,D)=COS(L(S),L(D)) 
The topic vector of a document indicates the main content of the document. And the topic vector of a 
corpus indicates the main idea of the corpus. The LDA-Sim can measure any similarity between a 
sentence and a document or a corpus, which is a good foundation of automatic summarization. We can 
design several algorithms to realize the automatic summarization. 
4. The algorithms 
4.1. LMMR 
Traditional MMR describes a process of automatic summarization: choose one sentence from the 
candidate, which is the best representation of the document, and put it into the summary. Form the 
remaining, choose the next sentence, which is the best representation of the document and has the less 
redundancy with the existed summary. Repeat the process above until the length of summary reach the 
limit. 
Here’s their equation for choosing the next sentence: 
MMR = argmax(t·Sim1(Si,Q)-(1-t)·max(Sim2(Si,Sj))) 
Q is a query, which is borrowed from the information retrieval. In automatic summarization, Q 
represents the main content of the document. Sim1 and Sim2 are the measure functions. Here we can use 
the LDA-Sim.  
If we substitute LDA-Sim for both of them, we get: 
LMMR1=argmax(t(LDA-Sim(S,D))-(1-t)max(LDA-Sim(Si,Sj)))     (2) 
If we substitute LDA-Sim for the Sim1 and maintain Sim2, we get: 
LMMR2= argmax(t(LDA-Sim(S,D))-(1-t)max(Sim2(Si,Sj)))          (3) 
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Practice has proved that formula 3 is better than formula 2. 
4.2. LSD  
Another algorithm is proposed here, that is the LDA sentence descending algorithm(LSD). Remove 
the less important sentences one by one until the length of summary reach limit. We use the LDA-Sim to 
judge the importance of each sentence. 
Given a document D={S1，S2，…，Sn}, the LSD is as follows: 
• 1, Let E=D, i.e. E={S1，S2，…，Sn}. 
• 2, find  j=argmax1≤i≤n(LDASim(E, E-{Si})). 
• 3, Let E=E-{Sj}. 
• 4, go to step 2, until the length of E meets the threshold. 
Figure 2 shows the flow chart. 
 
Fig 2, the flow chat of LSD 
5. Experiments 
5.1.  Data 
The Text Analysis Conference (TAC) and its predecessor the Document Understanding Conference 
(DUC) hold annual conferences and adjoining competitions to encourage research in automatic multi-
document summarization of news articles. Because of the extremely useful aggregation of data and 
reference summaries that are provided by these conferences, the associated datasets have become the 
standards in the ATS literature. We present results in our study on the DUC 2006, 2007, 2008 and 2009 
datasets. The 2006 and 2007 sets asked for 250 word summaries from groups of 25 documents. In the 
hopes of nudging research away from pure sentence extraction, the 2008 and 2009 sets asked for 100 
word summaries of 10 documents. Each year’s problem set includes around 50 such problems. 
5.2. results and analysis 
We established a baseline, which is to select the first L words from the most recent input document, 
where L is the length limit.  
We applied the LMMR and LSD to 2006, 2007, 2008, 2009 datasets. Firstly, we got rid of the stop 
words and stemmed the words. We use ROUGE2 and ROUGESU4 to evaluate the summary and 
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calculate the score. We compared our approaches to MMR and SumBasic algorithm, which are popular 
and well performed. Table 1 shows the ROUGE2 results and table 2 shows the ROUGE-SU4 results. 
Table 1, ROUGE2 results 
Dataset Baseline MMR SumBasic LMMR LSD 
2006 0.0060 0.0085 0.0092 0.0089 0.0094
2007 0.0059 0.0100 0.0119 0.0102 0.0121
2008 0.0060 0.0076 0.0097 0.0085 0.0105
2009 0.0063 0.0084 0.0103 0.0098 0.0108
Table 2, ROUGE-SU4 results 
Dataset Baseline MMR SumBasic LMMR LSD 
2006 0.0108 0.0138 0.0140 0.0138 0.0141
2007 0.0106 0.0150 0.0165 0.0165 0.0169
2008 0.0091 0.0113 0.0130 0.0128 0.0135
2009 0.0099 0.0119 0.0134 0.0127 0.0135
The results show that both LMMR and LSD outperform more than the baseline. LMMR performs 
better than MMR, and a little worse than SumBasic. The LSD performs best and even a little better than 
the SumBasic. 
6. Conclusion 
In this paper, we propose a novel similarity measure for automatic text summarization. We represent 
the word, sentence, document and corpus as vectors in the same topic space, which is built through the 
Latent Dirichlet Allocation. LMMR and LSD algorithm is introduced to create the summary instead of 
the traditional method. The experiment shows that our similarity measure is valued. The LMMR performs 
better than the MMR, and the LSD performs better than most of the existing methods.  
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