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Abstract 
Let F denote a bipartite distance-regular gr ph with diameter D >~ 3 and valency k ~> 3. F is 
said to be 2-homogeneous whenever for all integers i (1 ~ i ~<D - 1 ) and for all vertices x, y, z 
at distance O(x,y)=2, O(x,z)=i, d(y,z)=i, the number 7i of vertices adjacent to both x and 
y and at distance i - 1 from z is a constant depending only upon i. 
In this paper we characterize the 2-homogeneous property in three ways. These characteriza- 
tions involve the intersection numbers, the eigenvalues, and the Krein parameters, respectively. 
First, we obtain a sequence of inequalities involving the intersection numbers of F. We show 
that equality is attained in every case if and only if F is 2-homogeneous. Second, we obtain 
a number of inequalities involving the eigenvalues of F. We show that equality is attained 
in any one of them if and only if equality is attained in all of them if and only if F is 
2-homogeneous. Third, we show that the following are equivalent: (i) F is 2-homogeneous; 
(ii) F is an antipodal 2-cover and Q-polynomial; and (iii) F has a Q-polynomial structure for 
which the Krein parameters qili = 0 (0 <~i~D), (~ 1998 Elsevier Science B.V. All rights reserved 
I. Introduction 
In this paper we study the 2-homogeneous bipartite distance-regular graphs. In [11], 
Nomura introduced the notion of a 2-homogeneous distance-regular g aph. In [12], he 
showed that any bipartite distance-regular graph which contains a nontrivial spin model 
must be 2-homogeneous. He went on to find the following characterization of these 
graphs: 
Theorem 1 (Nomura [12, Theorem 1.2]). Let F=(X,R) denote a bipartite distance- 
regular graph with diameter D >~3 and valency k >13. Then F is 2-homogeneous if 
and only if the intersection array of F is one of the following. 
(i) {k ,k -  1, 1; 1 ,k -  1,k}, k>~3. 
(ii) {4? ,47-  1,27, 1; 1 ,2%47-  1,47} for ? a positive integer. 
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(iii) {k,k - 1,k -#,/~, 1; 1,#,k -#,k  - 1,k}, k=y(y  2 +3y+ 1),/~ = 7(Y + 1)for ~>~2, 
an integer. 
(iv) {k,k - 1,k - 2 . . . . .  2, 1; 1,2,. . . ,k - 1,k}, k~>3. 
The arrays (i) and (iv) are uniquely realized by the complement of the 2 × (k+ 1 )-grid 
and the k-cube, respectively. The graphs with array (ii) are the Hadamard graphs of 
order 4~. The array (iii) is uniquely realized by the antipodal 2-cover of the Higrnan- 
Sims graph when 7 = 2, and no examples with y/>3 are known. 
We are interested in the 2-homogeneous bipartite distance-regular g aphs because 
they arise as a natural family in the study of the Terwilliger algebra of a bipartite 
distance-regular graph. To set the stage for the present work we mention some results 
about the Terwilliger algebra. See [5, 6, 16-18] for more details. 
Let F = (X,R) denote a bipartite distance-regular graph with diameter D. Fix x EX, 
and let T=T(x) denote the associated Terwilliger algebra. To each irreducible 
T-module we associate two parameters - - the endpoint and the diameter. It turns out 
that the dimension of such a module is at least one more than its diameter. Whenever 
this bound is met, we say that the module is thin. 
It is known that there is a unique irreducible T-module of endpoint 0, it is thin, 
and it has diameter D. Up to isomorphism, there is a unique irreducible T-module 
of endpoint 1, it is thin, and it has diameter D - 2. In general, there may be many 
nonisomorphic rreducible T-modules of endpoint 2, they need not be thin, and their 
diameter is one of D - 2, D - 3, and D - 4. 
We say that F is 2-thin whenever every irreducible T-module of endpoint 2 is thin. 
When F is 2-thin we have a recurrence which determines the intersection umbers 
from a small number of parameters. The number of parameters i at most twice the 
number of mutually nonisomorphic rreducible T-modules of endpoint 2. 
This motivates us to look at the case where F is 2-thin and has, up to isomor- 
phism, a small number of irreducible T-modules of endpoint 2. We are further mo- 
tivated by the following three examples. First, suppose F is Q-polynomial. Then F 
is 2-thin. Moreover, F has, up to isomorphism, at most one irreducible T-module 
of endpoint 2 and diameter D - 2, at most one irreducible T-module of endpoint 2 
and diameter D - 4, and no other irreducible T-modules of endpoint 2. Second, sup- 
pose F is the incidence graph of a regular generalized polygon. Then F is 2-thin. 
Moreover, F has, up to isomorphism, precisely one irreducible T-module of end- 
point 2, and this module has diameter D - 2. Third, it turns out that the follow- 
ing are equivalent: (i) F is 2-homogeneous; (ii) F is 2-thin and has, up to isomor- 
phism, at most one irreducible T-module of endpoint 2, and this module has diameter 
D - 4; and (iii) F has a Q-polynomial structure for which the Krein parameters q~i = 0 
(0<i<D) .  
Ultimately, we would like to understand the case where F is 2-thin and has, up 
to isomorphism, at most two irreducible T-modules of endpoint 2. In this paper, we 
begin this program by thoroughly investigating the case where F is 2-homogeneous. 
We focus on the combinatorial nd spectral properties of F. In future papers we will 
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attempt to generalize our results to the case where F has, up to isomorphism, at most 
two irreducible T-modules of endpoint 2. 
We now summarize the results of this paper. Let F=(X,R)  denote a bipartite 
distance-regular graph of diameter D >~ 3 and valency k ~> 3. We first show that 
(bi-1 - 1)(ci+1 - 1)~>(#- 1)p~i (l<<.i<~D- 1) (1) 
(Theorem 12), and we show that equality holds at i if and only if for all x, y, z EX 
such that t~(x, y) = 2, O(x,z) = i, ~(y,z) = i, the scalar 
~i = Irl(x) u r l(y) u r/_l(z)l (2) 
is independent of x, y, z (Theorem 13). We say that F is combinatorially 2-homo- 
geneous whenever equality holds in (1) for all i (1 <~i<~D- 1). 
We now consider some results concerning the eigenvalues of F. Let V denote the 
column vector space over C with coordinates indexed by X, and for all x E X, let 
denote the vector in V with a 1 in the x-coordinate and a zero in all other coordinates. 
Let 00 > 01 > .-. > 0z) denote the distinct eigenvalues of F. It is known that 00 = k 
and Oi---Oz)-i (O<<.i<<.D). Let 0 denote one 01 . . . . .  0n-l. We present wo inequalities 
concerning 0. 
We first show that 
(It - 1)0 2 ~<(k - /2)(k - 2) (3) 
(Theorem 18). We show that equality holds in (3) if and only if there exist vertices 
x, yCX such that t3(x,y)=2, and such that 
E2 E span (E~, E)3}, (4) 
z~r~(x) n r~(y) 
where E denotes the primitive idempotent of F associated with 0; moreover, in this 
case, (4) holds for all x, y EX  with 0(x ,y )=2 (Theorem 19). 
Next we show that 
mult(0) >~k (5) 
(Theorem 21). We show that equality holds in (5) if and only if there exists a vertex 
x such that EV = span {E£-  E£lz ~ Fl(x)} (Theorem 22). In this case {E£-E£1z  C 
Fl(x)} is a basis for EV for all x EX. We show that equality holds in (3) if and only 
if equality holds in (5) (Lemma 38(ii)). 
We study the set of eigenvalues for which equality can hold in (3) and (5). We show 
that this set is either empty or equal to {01, 0o-1} (Theorem 24). In the latter case, 
we say that F is 9eometrically 2-homogeneous. We show that F is combinatorially 
2-homogeneous if and only F is geometrically 2-homogeneous (Theorem 25). When 
these two conditions hold, we say that F is 2-homogeneous. 
We show that F is a k-cube if and only if F is 2-homogeneous and Y2 = 1, where 
72 is from (2) (Theorem 34). Now suppose F is not the k-cube. We show that F is 
42 B. Curt&/D&crete Mathematics 187 (1998) 39-70 
2-homogeneous if and only if there exists a complex scalar q such that 
(qD +q2) (q2 i  _ 1) 
¢i = (qD + q2i) (q2 _ 1)' b i =CD_ i (O<~i<~D), (6) 
and such that the denominators in (6) are nonzero (Theorem 35). 
Finally, we consider how the 2-homogeneous property is related to the Q-polynomial 
property. F is said to be an antipodal 2-cover whenever for all x CX, there is a unique 
vertex y E X such that O(x, y )= D. We show that the following (i)-(i i i) are equivalent: 
(i) F is 2-homogeneous; (ii) F is an antipodal 2-cover and Q-polynomial; (iii) F 
has a Q-polynomial structure for which the Krein parameters q]i =0 (O<~i<<.D- 1). 
Moreover, suppose these three conditions hold, and let 0 denote an eigenvalue of F. 
I fD  is even, then F is Q-polynomial with respect o 0 if and only if 0 E {01, OD-1}. 
If D is odd, then F is Q-polynomial with respect o 0 if and only if 0 = 0~. With 
respect o every Q-polynomial structure q]i = 0 (0 <~ i <<. D) (Theorem 42). 
2. Bipartite distance-regular graphs 
In this section we review some basic facts about bipartite distance-regular graphs. 
See [1,2] for more information. 
Throughout this paper F=(X ,R)  will denote a finite, undirected, connected graph 
without loops or multiple edges and having vertex set X, edge set R, distance function 
c3, and diameter D = max{0(x, y) Ix, y E X}. 
F is said to be distance-regular whenever for all integers h, i, j (O<<.h, i j<~D) and 
for all x, y EX with O(x,y)= h, the number 
p~. = I{z ~X l O(x,z)=i, ~(y ,z )=j}[  (7) 
is independent of x and y. The constants p~ (O~h, i, j<<.D) are known as the inter- 
section numbers of F. 
A distance-regular graph is said to be bipartite whenever p/~ = 0 if h +i+ j  is odd 
(0 ~<h, i, j ~<D). From now on we assume that F is bipartite and distance-regular. 
For notational convenience, set ci = P]i-1 (1 <<. i <~ D ), bi : P]i+ l ( O <<. i <~ D - I), and 
define co = 0, bo = 0. Note that Cl = 1, and that F is regular with valency k = kl = b0. 
Moreover, 
k=c i+b i  (O<~i<~D). (8) 
For convenience, we will write # = c2. We collect the intersection numbers into an in- 
tersection array: {b0, bb. . . ,  bD-1; el, e2 . . . . .  eD}. The intersection umbers atisfy cer- 
tain inequalities [2, Proposition 4.1.6]: 
el <<.e2 <~ . "  <~CD, (9) 
bo > bl>~b2>~'" ~bd-~. (10) 
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Let x EX. For all integers i, we define F/(x) = {y CX I ~(x, y) = i}. We call F/(x) 
the ith subconstituent of F with respect o x. 
Let Marx(C) denote the C-algebra of matrices with complex entries whose rows and 
columns are indexed by X. By the standard module for X, we mean the vector space 
V = clXl of column vectors whose coordinates are indexed by X. Observe that Matx(C) 
acts on V by left multiplication. We endow V with the Hermitian inner product defined 
by (u, v) = utg (u, v E V). This inner product is positive definite, so for any collection 
of vectors in V, the corresponding matrix of inner products is nonsingular if and only 
if the vectors are linearly independent. Moreover, any matrix of inner products has 
nonnegative determinant. For each y E X, let 33 denote the element of V with a 1 in 
the y-coordinate and zeros everywhere else. Note that 
{331yEX} is an orthonormal basis for V. (11) 
For each integer i (0~<i~<D), let Ai denote the matrix in Matx(C) with x, y 
entry (Ai)xy = 1 if O(x,y)=i, and 0 otherwise (x,y EX). The matrix Ai is known as 
ith-distance matrix for F. The matrix A =Al is just the usual adjacency matrix of F. 
Let M denote the subalgebra of Matx(C) generated by A. The algebra M is called the 
Bose-Mesner algebra of F. It is well known that M has basis Ao,AI . . . . .  AD. 
The Bose-Mesner algebra has a second basis E0, E1 ... . .  ED such that E0 = ]XI-IJ, 
t _  (0<~i~<D), and E i=E i  (O<~i<~D). EiEj~(~ijE i (O~i, j~D) ,  ~?=oE i= l ,  E i -E  i 
The Eo,E 1 . . . . .  ED are known as the primitive idempotents of F. Observe that the 
primitive idempotents of F give rise to a decomposition of the standard module: 
V =EoV + E1V + ... + EoV (orthogonal direct sum). (12) 
Define complex numbers Oi (O<<.i<~D) by A = ~=00iE i .  Then AEi =EiA = OiEi 
(0 <<.i<<.D), and 00 = k. The scalars 0o, 01 .. . . .  OD are distinct and real. 00, 01 .. . . .  0D are 
known as the eigenvalues of F. Let 0 denote an eigenvalue of F. By mult(0) we mean 
mult(0) ---- rank E = dim EV, (13) 
where E is the primitive idempotent associated with 0. 
3. The eigenvalues and dual eigenvalues 
Let F denote a bipartite distance-regular graph. In this section we recall some basic 
facts about the eigenvalues of F and their associated ual eigenvalue sequences. 
Lemma 2 (Brouwer et al. [2, Proposition 3.2.3]). Let F denote a bipartite distance- 
regular graph with diameter D and valency k, and let k = Oo > 01 > • .. > Oo denote 
the distinct eigenvalues of F. Then 
Oi=--OD_ i (O<~i<~D), (14) 
mult(0i)= mult(0D_i) (O<~i<<.D). (15) 
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Definition 3. Let F denote a bipartite distance-regular g aph with valency k. We say 
that an eigenvalue 0 of F is trivial if 0 = k or 0 = -k .  
Lenuna 4 (Terwilliger [19, Lemma 1.1]). Let F = (X,R) denote a bipartite distance- 
regular graph with diameter D >>. 1. Pick any * * 0,00,01 . . . . .  O~ E C, and set E= IX1-1 
f ib  O*A Then the following are equivalent: i=0  i i. 
(i) 0 is an eigenvalue of F, and E is the associated primitive idempotent. 
(ii) For all x, y EX, 
(E£,E~) = O*[X[ -1, (16) 
where i = t~(x, y), and 
E£=OE£. (17) 
zero(x) 
(iii) The intersection umbers of F satisfy 
007 :c iOL l  -}- biO?+ 1 (O<i<~D), (18) 
where 0* 1, 0~+ l denote indeterminants, and 
0~ = rank(E). (19) 
/ f  (i)-(iii) hold, then 0~, * * 01,..., 0 B are real. In this case, we call the sequence 
0o, 01,..., O~ the dual eigenvalue sequence associated with 0 (or E). 
Lenuna 5. Let F = (X,R) denote a bipartite distance-regular g aph with diameter D, 
let 0 denote an eigenvalue of F, and let 0~, * * 01,...,0~ denote the associated ual 
eigenvalue sequence. Then O~ >.0" >1 - O~ ( O <~ i <~ D ). 
Proof. Pick x, yEX such that a(x,y)=i.  Observe by (16) that 0~' - O* = ½[X I
[[E.~- E.~[[ 2 />0, and 0~' + 0* = I[X[ [[E.~ +E)~[[ 2 >~0. [] 
Lemma 6. Let F = (X,R) denote a bipartite distance-regular g aph with diameter D 
and valency k >>. 2. Let 0 denote an eigenvalue of F, and let 0", * * 01.. . . .  0 D denote the 
associated ual eigenvalue sequence. 
(i) I f  D >>. 1, then 
or o 
o~' - k '  (20)  
(ii) I f  D>>.2, then 
o~ - k(k - 1) (21) 
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(iii) I f  D>>.3, then 
O* 0(02 + p - k - kl~) __L= 
O~ k(k - 1 )(k - ~,) 
(22) 
Proof. Immediate from (18) at i=  0, 1, 2. [] 
Corol lary 7. Let F=(X,R)  denote a bipartite distance-regular g aph with diameter 
D>~2 and valency k>~3. Let 0 denote a nontrivial eigenvalue of F, and let 
0 o , 01 . . . . .  O~ denote the associated ual eigenvalue sequence. 
( i)  0~ > 0~" > - 0~. 
(ii) E2 and E ~ are linearly independent for all x, y E X with O(x,y)=2. 
Proof. (i) Immediate from (21) and Lemma 5, and since 0 is nontrivial, 
(ii) Pick x, y EX with O(x, y) = 2. Observe that the matrix of inner products for E2 
and E)3 is nonsingular by (i), so E~ and E)3 are linearly independent. []
Lemma 8. Let F=(X,R)  denote a bipartite distance-regular graph with diameter 
D>>.2 and valency k>>.2. Let 0 denote a nontrivial eigenvalue of F, and let 
0 o , 01 .. . . .  O~ denote the associated ual eigenvalue sequence. 
( i )  
0"0~ * * : O00D-- 1" (23) 
(ii) Fix i (l <~i<<.D- 1), and assume that 0*_ 1 50"+1. Then 
oo* - ko ' ;+  , 
c , -  0,_1 _ 0,+1. (24) 
(iii) 
k = Oo (00 - 0~') (25) 
0~ ,2 * , "  - 0 o 02 
Proof .  (i) Set i=O and i=D in (18), and recall that bo=k, cD=k. 
(ii) Set bi =k-  ci in (18), and solve for ci. 
(iii) Set i = 1, Cl = 1 in (24), eliminate 0 using (20), and solve for k. [] 
Lemma 9. Let F = (X,R) denote a bipartite distance-regular g aph with diameter D. 
Let 0 denote an eigenvalue of F, and let 0 o ,01 .. . . .  0~ denote the associated ual 
eigenvalue sequence. Then the dual eigenvalue sequence associated with -0  is 
{(-  1)'0" I O~<i~<O}. 
Proof. Observe that (18) holds when 0 is replaced by -0  and 0* by (-1) i0 *. Observe 
that (19) holds when 0 is replaced by -0  by (14) and (15). The result now holds by 
Lemma 4. [] 
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The second largest eigenvalue of F plays an important role in our theory. For this 
particular eigenvalue, the associated ual eigenvalue sequence is well behaved. 
Lemma 10. Let F=(X ,R)  denote a bipartite distance-regular graph with diameter 
D >~ 1. Let 0 denote an eigenvalue of F, and let 0~, * * 01 ..... 0 o denote the associated 
dual eigenvalue sequence. Then the following are equivalent: 
(i) 0 is the second largest eigenvalue of F. 
(ii) 0~' > 0~' >. . .  > 0~. 
In particular, if (i) and (ii) hold, then 0o, 01 ... . .  O~ are distinct. 
Proof. This is a special case of [10, Lemma 2.1, Section 13]. [] 
4. A combinatorial condition 
Let F denote a bipartite distance-regular graph with diameter D ~> 3 and valency 
k i> 3. In this section, we obtain a sequence of inequalities involving the intersection 
numbers of F. We then consider the case of equality. 
We begin by considering the intersection number pi2i , which is known to be equal to 
pi2i = bi(Ci+l - 1) h- c i (b i - I  - 1) (1 <~i<~D - 1). (26) 
# 
(See, for example, [2, Lemma 4.1.7].) 
Lemma 11. Let F=(X,R)  denote a bipartite distance-regular graph with diameter 
D >1 3 and valency k >>. 3. Then 
pi2i > 0 (1 <~i<~D- 1). (27) 
Proofl Let i be given, and suppose pi2i : 0. By (26), and since Ci, bi, Ci+l, bi-1 are 
positive integers, we find that Ci+l = 1, bi-1 : 1. Now ci- - l  by (9), and bi : 1 by 
(10), so k :2  by (8), a contradiction. [] 
Theorem 12. Let F =(X,R) denote a bipartite distance-regular graph with diameter 
D >~ 3 and valency k >i 3. Then 
(bi-1 - 1)(Ci+l - 1)~>(kt- 1)pi2i (l<~i<<,D- 1). (28) 
Proof. Let i be given, fix y, zCX such that O(y,z)=i, and set 
P = r2(y) n ~(z).  
Observe that 
Iel-- pi2i, 
so P ~ 0 by (27). 
(29) 
(30) 
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For all x E P, define 
7(x) -- IF1 (x) n F l (y)  n Fi_l(z)], (31) 
¢(x) -  Ir~(x) n r~(y) n r~+~ (z)l, 
and observe that 
7(x) + ((x) = #. (32) 
We claim that 
This is essentially the Cauchy inequality. To prove it, we let ~ denote the average 
value of 7 on P, i.e. 
= IP1-1 ~ 7(x). (34) 
xEP 
Certainly 
E (~(x) - 9) 2/>0. (35) 
xEP 
Expanding (35) using (32) and (34), we routinely obtain (33). 
We now compute the terms in (33). Counting the number of ordered pairs wx such 
that wEf f l (y )  f-q~'- l(Z),  x E / ' l (W)  f-) ~/(z), xCy,  we find that 
T(x)~-c i (b i _ l  - 1). (36) 
xEP 
Similarly, 
~(x) = bi(Ci+l - 1). (37) 
xEP 
Counting the number of 3-tuples uvx such that u E Fl(y) A Fi_l(z), v E F1(y) n F/+l(Z), 
xEFl(u)NFl(V) ,  x¢y ,  we find that 
7(x)((x) = cibi(p - 1). (38) 
xEP 
Evaluating (33) using (30) and (36)-(38), we obtain (28). [] 
Let us consider the case of equality in the previous theorem. 
Theorem 13. Let F =(X,R) denote a bipartite distance-regular g aph with diameter 
D>~3 and valency k >~3, and fix an integer i (l <~i<~D- 1). Then the followin9 are 
equivalent: 
(i) (bi-1 - 1)(ei+l - 1 )=(#-  1)pi2r 
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(ii) There exist y, zEX  such that ~(y,z)=i  and such that for all xEX  with 
d(x, y) = 2, 8(x,z) = i, the number 
IF1(x) fq FI(y) fq Fi-l(g)l (39) 
is independent of x. 
(iii) There exist x, yEX such that t3(x,y)=2 and such that for all zEX  with 
d(x,z) = i, ~(y,z) = i, the number 
Ir,(x) n FI(y) M F,_l(z)] (40) 
is independent of z. 
(iv) For all x, y, zEX  with t3(x,y)=2, O(x,z)=i, O(y,z)=i, 
ci(bi_l -- l) Irl(x) n r~(y) n r,_ l(z) l -  p~; (41) 
Suppose (i)-( iv) hold. Then we let 7i denote the number in (39), (40) and (41). 
Proof. (i)=~ (iv): This follows from the proof of Theorem 12. Indeed, pick any y, 
zEX with a(y,z)=i,  and let P, 7 be as in (29) and (31). Examining the proof of 
Theorem 12, we find that equality holds in (35), so 
7(x) = ~ (VxEP). (42) 
Computing ~ using (34) and (36), Eq. (42) becomes )p(x)=ci(bi-i - 1)/p~2i for all 
x E P. The result follows. 
(iv) =~ (ii): Clear. 
(ii) =~ (i): This follows from the proof of Theorem 12. Indeed, suppose we are 
given y, zEX  satisfying the assumptions of (ii), and let P, ~, ~ be as in (29), (31), 
and (34), respectively. Then 7(x) is independent of x E P. In particular, 7(x)= 9, so 
equality holds in (35). We now have equality in (33), and thus equality in (28), as 
desired. 
(i) ¢~ (iii): Similar to the proof of (i) ¢~, (ii) above. [] 
5. Combinatorially 2-homogeneous graphs 
Let F=(X,R)  denote a bipartite distance-regular g aph with diameter D~>3 and 
valency k >t3. In this section we determine when the equivalent conditions (i)-(iv) of 
Theorem 13 hold for all i. We then define what it means for F to be combinatorially 
2-homogeneous. We begin with some notation. 
Definition l4. Let F=(X,R)  denote a bipartite distance-regular graph with 
diameter D~>3, and fix x, yEX such that t3(x,y)=2. For all integers i, j, define 
I2ij = f2ij(x, y) by 
t2ij = F/(x) M Fj(y). (43) 
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F-------- 
Fig. 1. Distance distribution with respect o x and y. 
In some cases t2q is empty. Let ~ denote the set of ordered pairs 
~q~= {ij[O<.i,j<~D, i + j>~2, ] i - j [=0,2} ,  
and observe that f2ij = 0 if ij f~ 5f. We view L# and the t20 as in Fig. 1. 
(44) 
Lemma 15. Let F = (X,R) denote a bipartite distance-regular g aph with diameter 
D>~3 and valency k>/3. Fix x, yEX such that c3(x,y)=2, and pick an integer i 
(1 <<.i<<.D- 1). With reference to (43), the following hold: 
(i) Each z E I2i+1 i-1 (respectively f2i-i i+1) is adjacent o precisely ci+l - ci-1 ver- 
tices in ~-~ii, precisely bi+l vertices in f2i+2i (respectively f2ii+2), precisely ci-i 
vertices in ~'~ii--2 (respectively t2i-2i), and no other vertices. 
(ii) Fix z E t2ii, and define 6i = 6i(z) by 
~i = IO i - l i - i  n r l (z) l .  
Then z is adjacent o precisely bi - ci + 6i vertices in f2i+1 i+1, precisely ci - t~i 
vertices in ~r'~i+li--l, precisely c i -  6i vertices in ~'~i-I i+l, precisely 6i vertices in 
f2i-1 i-l, and no other vertices. 
(iii) Any zEOoo is adjacent to precisely k vertices in t2O--lD-1, and no other 
vertices. 
Proof. Immediate from elementary counting arguments. [] 
We now extend Theorem 13 as follows. 
Theorem 16. Let T = (X,R) denote a bipartite distance-regular g aph with diameter 
D>~3 and valency k>~3. Fix x, yEX such that 0(x,y)=2. Then with reference to 
Definition 14, the following are equivalent: 
(i) For all integers i (1 <~i<.D- 1) and for all zEQii, the scalar 
~i = [f211 f-I F/_l(z)l (45) 
is independent of z. 
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(ii) For all integers i (1 <<.i<<.D - 1) and for all z E ~-~ii, the scalar 
Ji = [~"~i-1 i--10 El (z)[ (46) 
is independent of  z. 
(iii) For all integers i, j, m, n (ij C ~,  mn E £P) and for all z E Oij, the scalar ]g2mn N
FI(z)] is independent of  z. 
(iv) The vector space 
span {ogij I ij E ~c~} (47) 
is A-invariant, where 
coij = ~ £. (48) 
Suppose ( i)-( iv) hold. Then Yl, ~2 . . . . .  ~0-1 are nonzero, and 
6i=ci-1 7i (2<~i<<.D- 1). (49) 
Proof. (i)=~(ii): Observe that condition (iii) of Theorem 13 holds for all 
i (1 <~i<~D- 1), so all four conditions of that theorem hold for all i (1 <<.i<<.D- 1). 
We claim that 71,72 .... ,Yo-1 are nonzero. Suppose y j=0 for some integer 
j (1 <<.j<~D- 1). Then bj-1 = 1 by (41), and so #= 1 by Theorem 13(i) and (27). 
By (9), the sequence c2,c3 . . . . .  cD is nondecreasing with c2 = 1 and CD =k> 1, so 
there exists and integer i (2<~i<<.D-1) such that l=c i<ci+l .  Now bi-i =1 by 
Theorem 13(i) since #= 1, forcing bi= 1 by (10). But now k=2 by (8), con- 
tradicting k/> 3. We conclude that Y2 .. . . .  YD-1 are nonzero. 
Now fix any integer i ( l<~i<~D- 1), fix zEl2ii, and let 6i be as in (46). We show 
that 6i is independent of z. We may assume that i~>2; otherwise, the result is trivial. 
To show that 6i is independent of z, we show that (49) holds. Let N denote the number 
of ordered pairs uv such that u E ~'211 O El'- 1 (.7.), V E ~i-- 1 i--1 ("1F 1 (z) and O(u, v) = i - 2. 
We compute N in two ways. On one hand, there are precisely 7i choices for u, and 
given u, there are precisely ci-1 choices for v, so N = ~iCi_l . On the other hand, there 
are precisely hi choices for v, and given v, there are precisely Yi-I many choices for 
u, so N= 6i7i-1. Combining these two expressions for N we obtain (49), as desired. 
(ii) =~ (iii): Immediate in view of Lemma 15. 
(iii) =~ (iv): Routine. 
(iv) =~ (i): Pick i (1 <.i<~D), and fix ZE~-~ii. Observe that [~C'~ll A /]i_l(Z)[ is just 
the z-coordinate of Ai-le)11. Recall that A~-I is a polynomial in A, so Ai-l(-Oll E 
span{cOrs [rsESe}. By this and (48), we find that the z-coordinate of Ai_lCOll is 
independent of z. [] 
Theorem 17. Let F=(X,R)  denote a bipartite distance-regular graph with diameter 
D >~ 3 and valency k >t 3. Then the following are equivalent: 
(i) The conditions ( i)-( iv) of  Theorem 13 hold for all integers i (1 <~i<~D - 1). 
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(ii) For all x, yEX with O(x,y)=2, the conditions (i)-(iv) of Theorem 16 hold. 
(iii) There exist x, yEX with ~3(x,y)=2 such that conditions (i)-( iv) of 
Theorem 16 hold. 
F is said to be combinatorially 2-homogeneous when (i)-(iii) above hold. 
Proof. (i)=~(ii): Theorem 13(iv) holds for all i (l<~i<~D-1), so Theorem 16(i) 
holds for all x, yEX with ~3(x,y)=2. 
(ii) =~ (iii): Clear. 
( i i i )~(i) :  Theorem 16(i) holds for some x, yEX with O(x,y)=2, so 
Theorem 13(iii) holds for all i (l<~i<<,D- 1). [] 
6. Two spectral conditions 
Let F=(X,R) denote a bipartite distance-regular g aph with diameter D~>3 and 
valency k ~> 3, and let 0 denote any nontrivial eigenvalue of F. In this section, we 
present an inequality involving 0 and an inequality involving mult(0). We show that 
equality is attained simultaneously. 
We call F geometrically 2-homogeneous whenequality is attained above for some 
eigenvalue 0 of F. We show that F is combinatorially 2-homogeneous if and only if 
F is geometrically 2-homogeneous. 
We begin with an inequality on 0. We present wo versions. 
Theorem 18. Let F = (X,R) denote a bipartite distance-regular graph with diame- 
ter D >~3 and valency k >~3. Let 0 denote any nontrivial eigenvalue of F, and let 
0 o , 01 ..... O~ denote the associated ual eigenvalue sequence. 
(i) 
(/2 -- 1)02 ~(k  - ]2)(k - 2) ,  
(ii) 
(50) 
(0~ * * -~- 02 )02 ~(0~ * * + 03 )01. (51) 
Proof. (i) Let E denote the primitive idempotent associated with 0, pick any x, y EX 
such that d(x, y)---2, and write 
C = ~ Ei. (52) 
zE rl(x)nrl(y) 
Since the determinant of any matrix of inner products is positive definite, and by (16), 
(20), and (21), 
/' IICII 2 <c,e:~) (C,E~) 
0 ~< det [ (C,E£) [[E£II 2 (E£,Ef~)) (53) 
\ (C,E.f,) (Ep, E:f) 1183112 
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= Ix1-3 det pO~ O~ 
~0~'3(/c2 _ 02)2 ... 
= ~ - -  i-~ ((tc - 2)(k - /~)  - 02(p - 1)). (54) 
Observe that 0~>0 by (19) and that 02~k 2 since 0 is nontrivial, so the result 
follows. 
(ii) Observe by (20)-(22) 
(0~' + 0~')0~' - (0~ + 0~')0~ = O~ 2 (k2 - 02)((k - 2)(k - #) - 02(# - 1)) 
k2(k -- 1)2(k -- ~) 
Now the result is immediate from (i). [] 
Let us consider the case of equality in the previous inequalities. 
Theorem 19. Let F=(X ,R)  denote a bipartite distance-regular graph with diame- 
ter D>~3 and valency k >13. Let 0 denote any nontrivial eigenvalue of F, and let 
E = IX[ -1 )-~ff=00*Ai denote the associated primitive idempotent. Then the following 
are equivalent: 
(i) (p - 1)02 = (k - p)(k - 2). 
(ii) (0~' + 0~')0~' =(0"  + 0~)0~. 
(iii) For all x, yEX such that a(x,y)=2, 
O* ^ 
E~ = ~~(E~ + Eft). (55) 
w~rt(x)nrl(y) t,o -r t, 2 
(iv) There exist x, y E X such that ~(x, y) = 2 and such that 
E~b E span {E£, E~}. (56) 
wEFi (x)MFI (y) 
Suppose ( i ) -( iv) hold. Then 
o#o, o~ #o, /,/>2. (57) 
Proof. (i) ¢,  (ii): Immediate from the proof of Lemma 18(ii) 
(i) =~ (iii): This follows from the proof of Theorem 18(i). Indeed, pick x, y EX with 
t~(x,y) =2,  and let C be as in (52). Observe that the right side of (54) is zero, so the 
right side of (53) is zero. It follows that C, E£, E f  are linearly dependent. Observe 
that E£, E f  are linearly independent by Corollary 7(ii), so 
c = ~ + flEp (58) 
for some complex scalars ~, ft. Taking the inner product of (58) with E£, E f  using 
(16), we find that /~0~--- ct0g' + flO~, #0~ =otO~ + flO~. Solving these equations for ct 
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and fl, we find in view of Corollary 7(i) that 
0~ (59) # = + 
Now (55) follows from (58) and (59). 
(iii) =~ (iv): Clear. 
(iv)=~(i): This follows from the proof of (50). Indeed, pick x, yEX with 
O(x, y )= 2, and let C be as in (52). Observe that C, E2, E)3 are linearly dependent, so 
the right-hand side of (53) is zero. Now the right-hand side of (54) is zero, and the 
result follows. 
Now suppose (i)-(iv) hold. Observe that the right-hand side of (i) is positive, so 
#>.2 and 0#0.  Now O~ #0 by (20). [] 
We now present an inequality involving the multiplicity of an eigenvalue. First we 
need a preliminary lemma. 
Lemma 20. Let F =(X,R) denote a bipartite distance-regular 9raph with diameter 
D >" 3 and valency k >.3. Let 0 denote any nontrivial eigenvalue of F, and let E 
denote the associated primitive idempotent. Fix x EX. Then the vectors 
{E£ - E2lz E Fl(x)} (60) 
form a basis for 
span {E~[y EX, a(x,y)<~ 1}. (61) 
Proof. The k + 1 vectors displayed in (61) are dependent by (17), so the dimension 
of their span is at most k. The k vectors in (60) are contained in (61), so we will be 
done if we can show that these vectors are linearly independent. 
Let 00,01 . . . . .  0~ denote the dual eigenvalues associated with 0 and E. Observe that 
the matrix of inner products for (60) is 
off + fl(J - I), (62) 
where I is the k x k identity matrix, J is the k x k all ones matrix, 
- -  21X l - ' (0g '  - 0~') ,  #= [xl-l(0~ - 20~ + 0~'), (63) 
By elementary linear algebra, the distinct eigenvalues of (62) are ~-# and ct+(k-1 )ft. 
Computing these eigenvalues sing (20), (21), and (63), we find that 
(k 2 - 0 2) 
- # = O~]Xl-'--~k-- ~), (64) 
+ (k - 1 )# = O~lX1-1 (k - 0)  2 k (65) 
Recall that 0 q~ {k, -k} since 0 is nontrivial, so (64) and (65) are nonzero. Now (62) 
is nonsingular, so the vectors of (60) are linearly independent. [] 
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We now present an inequality involving mult(0). Again, we present wo versions. 
Theorem 21. Let F= (X,R) denote a bipartite distance-regular graph with diame- 
ter D>~3 and valency k >~3. Let 0 denote a nontriviat eigenvalue of F, and let 
0~, * * 01 .. . . .  0 D denote the associated ual eigenvalue sequence. 
( i )  
(ii) 
mult(0) >~ k, (66) 
0 .2  - - (67) 
Proof. (i) Fix x EX. By Lemma 20 and (13), 
mult(0) --- dim EV >1 dim span {E2 - Eft l z E F~ (x)} = k. 
(ii) By (19) and (66), Og=mult(O)>>,k. Reworking (25) using this 
Corollary 7(i) we find that 0~ 2 - 0 o*02. - 00.(0 o* - O~)k -~ >~0~ - 07, as desired. 
and 
[] 
Theorem 22. Let F=(X,R)  denote a bipartite distance-regular graph with diame- 
ter D >~3 and valency' k >~3. Let 0 denote any nontrivial eigenvalue of F, and let 
E = ]XI -I ~=o O*Ai denote the associated primitive idempotent. Then the following 
are equivalent: 
(i) mult(0) = k. 
(ii) 
0~ 2 • • - 0 o 02 = 0~ - 0~. (68)  
(iii) For all x EX  
{EY - E£lz E Fl(x)} (69) 
is a basis Jbr EV. 
(iv) There exists x EX  such that 
EV ~- span {E2 - Ei [z  E Fl(x)}. (70) 
Proof. (i) ¢¢, (ii): Immediate from Corollary 7(i) and the proof of Theorem 20(ii). 
(i) ~ (iii): The k vectors in (69) are linearly independent by Lemma 20 and are 
contained in EV, so we need only show dimEV=k.  But this is immediate from (13). 
(iii) ~ (iv): Clear. 
(iv) ~ (i): The k vectors on the right-hand side in (70) are linearly independent by 
Lemma 20, so dimEV=k.  The result follows from (13). [] 
Lemma 23. Let F : (X ,R)  denote a bipartite distance-regular graph with diame- 
ter D >t3 and valency k >~3. Let 0 denote any nontrivial eigenvalue of F, and let 
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E = IX[ -1 X-"D O*A denote the associated primitive idempotent. Then the following Z_ai=0 i i 
are equivalent: 
(i) The conditions (i)-(iv) of Theorem 19 hold for O, E. 
(ii) The conditions (i)-(iv) of Theorem 22 hold for O, E. 
Proof. (i) =~ (ii): We show that Theorem 22(iv) holds; indeed, we pick xEX and 
show that 
EV = span {E£ - E£ ]z E El(x)}. (71) 
It is clear that the left-hand side of (71) contains the right-hand side. Suppose 
the containment is proper. Then by (11) there exists a vertex y E X such that E)~ 
span {E2-  Ed I z E Fl(x)}; pick such a vertex y where the distance i := O(x,y) is min- 
imal. Observe that i~>2 by Lemma 20. Now pick any w E F/_2(x)•_V2(y), and observe 
by (55) and (57) that 
E fiE span {E~, ~ E£}.  (72) 
zEr,(w)nr,(y) 
But this is impossible since span {E / -  E£1z E fl(X)} contains the right-hand side of 
(72) but does not contain E)3 by construction. We conclude that (71) holds, and the 
result follows. 
(ii) =~ (i): We show that Theorem 19(iv) holds. Fix x, yEX such that 3(x,y)=2, 
and let f211 be as in (43). By (69) there exist calars ~ (z E Fl(x)) such that 
E g= ~ ~z(E£-Ed). (73) 
zEF,(x) 
We claim that ~w is constant over w E ~'~11 and constant over w E Fl(x)\f211. To see 
this, let w E Fl(X) be given, and observe that 
1 if WE~'~l l ,  
0(y,w)= 3 ifwEFl(X)\f211. (74) 
Taking the inner product of (73) with E~, 
or  :  w(o? - + E  z(o? - 
zcr~(x) 
z~w 
= Ctw(O* -- 0~) + (0" -- 0") ~ Ctz, (75) 
zErj(x) 
where i=O(y,w). Combining (74), (75), and Corollary 7(i), we find that ~w depends 
only upon whether or not w E f211. In view of this and (73), 
[. zEO, zEfi(x)\OH 
z ~ zE/'~(x)\O, 
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Reworking (17) 
E£Espan{E£,)-]  E£}. 
zEG (x)\Oll zEO, 
Evaluating (77) using this, we find 
E~ E span { E£, Y'~ E£ I • 
ZEOH J 
But E£,Ef~ are linearly independent by Corollary 7(ii), so in fact ~z~aE£Espan 
{E£,Efp}. Thus Theorem 19(iv) holds, as desired. [] 
Theorem 24. Let F = (X,R) denote a bipartite distance-reoular oraph with diame er 
D >1 3 and valency k >>, 3, and let Oo > 01 > ... > Oo denote the distinct eigenvalues of 
F. Then the set of eigenvalues satisfyin9 (i)-(i i) of Lemma 23 is either (i) empty, 
or (ii) {01, 0D-I}. We say that F is geometrically 2-homogeneous when (ii) holds. 
Proof .  Immediate from (14), (50), and Theorem 19(i). [] 
Theorem 25. Let F = (X,R) denote a bipartite distance-reoular 9raph with diameter 
D >>. 3 and valency k >1 3. Then the followin9 are equivalent: 
(i) F is geometrically 2-homooeneous. 
(ii) F is combinatorially 2-homooeneous. 
We say F is 2-homogeneous when (i) and (ii) hold. 
Proof. (i)=~(ii): We show that Theorem 17(iii) holds. To do this, we pick any 
x, y EX with 0(x, y )= 2 and show that Theorem 16(i) holds for x, y. Pick any integer i
(1 <~i<~D- 1), and let f2ii be as in (43). We must show that for all z E ~'~ii, the scalar 
~i = [~r~ll N Fi_l(Z)[ is independent of z. 
Let 0 denote the second largest eigenvalue of F, and let E = IX[ -1 ~/D=00*Ai 
denote the associated primitive idempotent. By Lemma 23 and Theorem 24, conditions 
(i)-(iv) of Theorem 19 hold for O,E. In particular, Theorem 19(iii) holds, i.e. 
0* ^ 
Z E~=p~(EY+E.~) .  (78) 
w~fi(x)nG(y) 
Taking the inner product of (78) with E£, we find 
- 9- 01 '~* (79)  yi0*_~ + (~ Yi)0i~-i = -~'~.-W--:--~tJi • 
0 o + 02 
Observe that 0* i--1 ~ 0?+l by Lemma 10, so )'i is determined by (79). In particular, Yi 
is independent of z, as desired. 
(ii) =¢, (i): Let 0o > 01 >. . .  > 0h denote the distinct eigenvalues of F, and let Es 
denote the primitive idempotent associated with Os (O<~s<~D). We show that 
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Lemma 23(i) holds for some nontrivial O~,E~. To do so, we fix x, y E X with O(x, y) = 2 
and show that Theorem 19(iv) holds for some nontrivial O~,Es. 
Let L,e be as in (44), and let W denote the space in (47). Observe by (48) that 
£ = 09o2 and )3 = ~o20, so £, 33 E W. It follows that 
span{Es£, Es 33} C Es W (80) 
for O<<.s<<.D. We show that equality holds in (80) for some s (1 <<.s<<.D- 1). 
Since F is combinatorially 2-homogeneous, Theorem 16(iv) holds, i.e. W is 
A-invariant. But A generates the Bose-Mesner algebra M, so W is M-invariant. By 
(12), and since Eo,E1 ... . .  Eo is a basis for M, W = ~°~=oEsW (orthogonal direct sum), 
SO 
D 
dim W = ~ dimEsW. (81) 
s=0 
We now find bounds on the above dimensions. 
Observe that I el = 3D - 2 by (44), so 
dim W<.3D - 2. (82) 
Observe by Corollary 7(ii) that Es£ # 0 (0 <<.s<~D); in particular, 
dimEoW>~ 1, dimEDW>~l. (83) 
Combining (8 1 )-(83), we find ~s~l  dim E~ W ~< 3D-  4. By the pigeon hole principle 
there exists an integer s (1 <<.s<~D - 1) such that dimE~W~<2. Observe EsW contains 
E~£,Es33 by (80), and these vectors are linearly independent by Corollary 7(ii), so 
EsW = span{Es£,Es33}. We may now argue 
E EsZ = EsO.)ll C EsW : span{Es£,Es33}, 
zEG(x)nG(y) 
so (56) holds, as desired. [] 
We close this section with a recent result of Yamazaki. 
Theorem 26 (Yamazaki [20]). Let F = (X,R) denote a bipartite distance-regular 
graph with diameter D >>. 3 and valency k >~ 3. Then F is 2-homogeneous if and only 
if F has an eigenvalue with multiplicity k. 
Proof. Suppose F is 2-homogeneous. Then by Theorems 25 and 24 we find that con- 
ditions (i) and (ii) of Lemma 23 hold for the second largest eigenvalue 0 of F. In 
particular, mult(0) = k by Theorem 22(i). 
Suppose F has an eigenvalue 0 of multiplicity k. Then Theorem 22(i) holds for 
0. Now conditions (i) and (ii) of Lemma 23 hold for 0, so F is geometrically 2- 
homogeneous by Theorem 24. Now F is 2-homogeneous by Theorem 25. [] 
58 
7. A recurrence 
B. Curtin/Discrete Mathematics 187 (1998) 39-70 
Let F denote a 2-homogeneous bipartite distance-regular g aph with diameter D >/3 
and valency k~>3. Let 0 denote a nontrivial eigenvalue of F satisfying (i) and (ii) of 
Lemma 23, and let E = ]X1-1 f]i°=o O*Ai denote the associated primitive idempotent. 
In this section we present a recurrence involving 0~', * * 01 ..... 0 D. We then solve this 
recurrence to obtain all the 0~', * * 01 . . . . .  0 o in terms of a single parameter. 
Lemma 27. Let F = (X,R) denote a bipartite distance-regular 9raph with diameter 
D >i 3 and valency k >.3. Let 0 denote any nontrivial eigenvalue of F, and let E = 
]X1-1 ~°i= o O*Ai denote the associated primitive idempotent. Then the followin9 are 
equivalent: 
(i) The conditions (i) and (ii) of Lemma 23 hold for O, E. 
(ii) There exists a scalar [3 = [3(0) such that 
0"i_1 -- [30~ ~- OiCq_l = 0 (1 <~i<~D - 1). (84) 
Moreover, suppose (i) and (ii) hold. Then 
k 2 - 2k + 02 
[3 - , (85) 
(k - 1)0 
[32 = (~t - 2)(k(# - 2) + 2/~) 
(# - 1 ) (k  - kt) 
[3>2 
+4,  
i f  0 is the second larqest eigenvalue of F, 
(86) 
(87) 
[3 <~ -2  if 0 is the second smallest eigenvalue of F. (88) 
Proof. ( i )~( i i ) :  Recall that 0~ ¢ 0 by (57). We show that (84) holds for 
fl = (0~ + 0~')0~ -1. (89) 
To this end, let the integer i be given, and pick x,y, zcX  such that O(x,y) = 2, 
O(x,z) = i -  1,3(y,z) = i+  1. Observe that for all WEFl(X)A Fl(y),O(z,w) = i. 
Observe that (55) holds by assumption; taking the inner product of (55) with E2, we 
find by (16) that 
07 = 0~ 0~ 0~ (07-1 ~- Oi*+l )" (90) 
Combining (89) and (90) we find that 0*  1 - fl0* + 0i* 1 = 0, as desired. 
(ii) :~ (i): We show that Lemma 23(i) holds. To do this, we show that Lemma 19(ii) 
holds for O,E. Setting i = 1, i = 2 in (84), 
Og + O~ = flO~, (91 ) 
O~ + O~ =- flO~. (92) 
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Now multiply (91) by 0~', multiply (92) by 07, and take the difference of the resulting 
equations. Simplifying the result, we obtain Lemma 19(ii), as desired. 
Now suppose (i) and (ii) hold. By (i), Theorem 19(i)-(iv) hold. In particular, 
0 ¢ 0,07 ~ 0 by (57). Evaluating (84) at i = 1 using (20) and (21) we find 
f l _  0~'+0~' _ k 2 -2k+0 2 
07 (k - 1)0 
We now have (85). To get (86), combine Theorem 19(i) and (85) to obtain 
((k - 2) 2 - 02)(k 2 - 02) (/~ - 2)(k(p - 2) + 2/0 
f12 _ 4 = = 
02(k  - 1)2 (~ - 1 ) (k  - ~) 
Finally, to see (87) and (88), observe that 0 is either the second largest or the 
second smallest eigenvalue of F by (i) and Theorem 24, and that 0 and fl have the 
same sign by (85). 
Let F = (X,R) denote a 2-homogeneous bipartite distance-regular graph with 
diameter D >/3 and valency k >~3. Let 0 denote the second largest or second small- 
est eigenvalue of F, and let E = IX1-1 ~/°=00*Ai denote the associated primitive 
idempotent. We have seen that the sequence 0", 0* ... . .  0* must satisfy a number of 
constraints: It satisfies (23) by Lemma 8, it satisfies (68) by Lemma 23 and Theorem 
24, and it satisfies (84) with I/~1 >12 by Lemma 27. In addition, 0~' ¢ ±0~ by (20) 
and since 0 is nontrivial. At least when 0 is the second largest eigenvalue the scalars 
00 , 01 . . . . .  0~ must be distinct by Lemma 10. 
Before proceeding with the graph theory, we determine the solutions to (23) and 
(68) and (84). For each solution we determine if * * 00 , 01... . .  0~ are distinct. It turns 
out that the form of the solution depends upon the parameter fl in (84), so we consider 
the cases Ifll ¢ 2,fl = 2,fl = -2  separately. 
Lemma 28. Pick any integer D >1 3, and let 00 , 0~ .. . . .  0~ denote any sequence of real 
numbers which are not all zero. Then the following are equivalent: 
(i) * * .  0o,01 . . .  O~ satisfy (23), (68), and (84) (with fl ¢ 2,fl ¢ -2). 
(ii) There exists q E C\{O, 1, -1} such that either 
O? -- (qD-2 "b 1) (qD--2i _ 1) 
qD-i-2 (q2 _ 1) (O<~i<~D) (93) 
or 
O? = (qD-2 _ 1) (qD-2i q_ 1) 
qD-i-2 (q2 _ 1) (O<~i<<,D). 
Suppose (i) and (ii) hold. Then referring to (84), 
f l=q  +q-1. 
In case (93), 
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In case (94), 
O~ = O*D_i (O<~i<~D). (97) 
Proof. ( i )~  (ii): Observe that there exists a nonzero complex scalar q such that q + 
q-1 = ft. Observe that q ~ {1,-1} since fl ¢~ {2,-2}. Observe q ~ q-l ,  so there exist 
complex scalars h, l such that 0~' = h + l, 0~' = hq + lq -1. Solving the recurrence (84) 
with this initial condition, we find that 0* = hq i + lq -i (O<<.i<<.D). In light of (23), 
either l = -hq  D or l = hq D. Thus, either 
or 
O* = h(q i -  qO-i) (O<~i<~D) (98) 
O* = h(qi +q° - i )  (O<~i<<.D). (99) 
Observe h ~ 0, otherwise 0* = 0 (O<<.i<<.D), contradicting an assumption. 
In case (98), line (68) implies that h = -(1 +q2-D)/(q2_ 1), and (93) follows. In 
case (99), line (68) implies that h = (q2-D _ 1)/(q2 _ 1), and (94) holds. 
(ii)=~(i): One routinely verifies (23) and (68). Line (84) holds with ]~ =q + q-l.  
Now suppose (i) and (ii) hold. We first show that/~ = q+q-1.  Observe that if both 
0~ = 0 and 0~' = 0, then 0* -- 0 (O<~i<<.D) by (84), contradicting our assumption. 
Thus, one of 0* and 0~' is nonzero. Pick i E {1,2} such that 0* ~ 0, and evaluate (84) 
at i using either (93) or (94) to obtain fl = (0,_1 + 0i+1, )/Oi* = q + q-l.  
Observe that (96) follows from (93), and (97) follows from (94). [] 
Lemma 29. Pick any integer D>>.3, and let 0o, 01 .... , O~ denote any sequence of 
real numbers which are not all zero. Suppose the equivalent conditions (i) and (ii) 
of Lemma 28 hold. Then the following are equivalent: 
(i) q is real. 
(ii) I/~1 >2 
Suppose (i) and (ii) hold above. Then in case (93) of Lemma 28, * * 0 o , 01.... .  O~ are 
distinct. 
Proof. (i)¢* (ii): Observe that/~ is real by (84), and since 0g', 0* . . . . .  0* are real. The 
polynomial p(x) = x 2 -/~x + 1 has roots q,q-i  by (95). These roots are real if and 
only if the discriminant/~2 _ 4 is nonnegative. Since we assume I/~1 # 2, this occurs 
if and only if I/~1 >2. 
Now suppose (i) and (ii) hold above. Suppose that (93) holds and that 0* = 07 
for some distinct i,j (O<~i, j~D) .  Equating the corresponding expressions using (93) 
and simplifying yields q2i+j(qj- i  _ 1 ) (qD- i - j  A- 1) = 0. Th is  has no solution for 
q E R\{0, 1, 1}, so we conclude that 0~', * * - 01 ..... 0 D are distinct. [] 
Lennna 30. Pick any integer D >~ 3, and let * * 00,01. . . . .  O~ denote any sequence of real 
numbers. Then the following are equivalent: 
(i) 0~,0~ .... ,0~ satisfy O~ ~ 4-0~, (23), (68), and (84) (with/~ = 2). 
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(ii) 
O*=D-2i (O<i<<.D). (100) 
Suppose (i) and (ii) hold. Then v o , Vl,. . . . .  D are distinct, and 
O*=--O*D_i (O<~i<~D). (101) 
Proof. ( i )~( i i ) :  By (84) (with/? = 2 and i = 1) 
0~' + 0~ = 20*. (102) 
Combining (68), (102) and using 0g' ¢ 0,, we find 0* = 0~' -2 .  By (84) (with fl = 2) 
and induction, we find that 0* = 0~ - 2i (O<<.i<~D). Now (23) implies that 0~' = D, 
so (100) holds. 
(ii) ::~ (i): Routine. 
Now suppose (i) and (ii) hold. Then (101) is immediate from (100). [] 
Lemma 31. Pick any integer D >>. 3, and let vo,vl , . . . , , ,  D ~* t~* t~* denote any sequence o f  real 
numbers. Then the following are equivalent: 
(i) v o , ~* "la* . . . . . .  a*D satisfy O~ ¢ +0*, (23), (68), and (84) (with fl = -2).  
(ii) 
0* = ( -1 ) i (D-  2i) (O<.i<~D). (103) 
* * . ,0 h are distinct, and Suppose (i) and (ii) hold I f  D is even, then 0 o , 01,.. 
0"=-0~_  i (O<~i<~D). (104) 
I f  D is odd, then 
O* = Oh_ , (O<~i<~D). (105) 
Proof. (i)=~(ii): By (84) (with fl = -2  and i = l) 
0~ + 0~' = -20*. (106) 
Combining (68), (106), and using 0* ¢ 0", we find that 0* = -0~' + 2. By (84) 
(with fl = -2 )  and induction, we find that 0* = (-1)i(0~ ' - 2i) (O<~i<~D). Now (23) 
implies that 0~' = D, so (103) holds. 
(ii) ::~ (i): Routine. 
Now suppose (i) and (ii) hold. Then (104) and (105) are immediate consequences 
of (103). [] 
Lemma 32. Let F = (X,R) denote a 2-homogeneous bipartite distance-regular graph 
with diameter D >1 3 and valency k >f 3, and let 00 > 01 > .. • > OD denote the distinct 
01 . . . . .  0 D denote the associated eigenvalues o f  F. Pick O E {01, OD--1}, and let 0~, * * 
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dual eigenvalue sequence: 
(i) Suppose D is even. Then 0~, O* . . . .  , O* are distinct, and O* = -0 , _  i (0 <<.i<~D). 
(ii) Suppose D is odd. I f  0 01, then 0~, * * = 01 . . . . .  0 D are distinct, and O* = -0 , _  i 
(O<~i<~D). I f  O = OD-1, then O* = 0 ,_  i (O<~i<~O). 
Proof. We first show that either (a) or (b) below holds: 
00, 01 .... ,0* are distinct and 0* = -0 , _  i (O4i<~D), (a) * * 
(b) 0* = 0,_  i (O<i<~D). 
We prove this by applying Lemmas 28-31. 
First observe that 0~ # +0~' by (20) and since 0 is nontrivial. In particular, 
• * * * ,0" satisfies (23) by 00, 01 .. . . .  0* are not all zero. Observe that the sequence 00,01 .... 
Lemma 8, it satisfies (68) by Lemma 23, and it satisfies (84) with Ifl] >/2 by Lemma 
27. If/~ # 2, fl # -2,  then ]]~]>2, and (a) or (b) follows from Lemmas 28 and 
Lemma 29. If fl = 2, then (a) or (b) holds by Lemma 30. If/? = -2,  then (a) or (b) 
holds by Lemma 31. 
Suppose D is even. If 0 01, then 0~', * * = 01 . . . . .  0 D are distinct by Lemma 10, so we 
are in case (a). If 0 = 0o-1, then we remain in case (a) by Lemma 9, and since 
OD_ 1 = --01. 
Suppose D is odd. If 0 = 01, then 00,01 .. . . .  0* are distinct by Lemma 10, so 
we are in case (a). If 0 = 0o-1, then we fall into case (b) by Lemma 9, and since 
OD-I : - -01  . [] 
We close this section with a remark on Lemma 27. 
Lemma 33. Let F = (X,R) denote a 2-homogeneous bipartite distance-regular 9raph 
with diameter D >~ 3 and valency k >>. 3, and let Oo > Ol > .. • > OD denote the distinct 
eioenvalues of  F. Then fl(01 )= --fl(OD-i ), where fl(01) and fl(Oo-i ) are as defined 
in Theorem 27. 
Proof. Immediate from (85) and the fact that 01 = -0o-1.  [] 
8. A parameterization 
Let F denote a 2-homogeneous bipartite distance-regular graph of diameter D/> 3 and 
valency k >~ 3. In this section we present a one-parameter formula for the intersection 
numbers of F. First, we handle a special case. 
Theorem 34. Let F = (X,R) denote a bipartite distance-regular graph with diameter 
D >1 3 and valency k >~ 3, and let Oo > 01 > . . .  > OD denote the distinct eigenvalues 
o f  F. Then the following are equivalent: 
(i) F is a k-cube. 
(ii) 1" has intersection umbers ci = i, bi = D - i (O<~i <.D). 










F is 2-homogeneous and ~i = 1 (1 <~i<~D - 1). 
F is 2-homogeneous and Y2 = 1. 
F is 2-homogeneous and # = 2. 
F is 2-homogeneous and fl(01) = 2, 
F is 2-homogeneous and fl(OD-l) = --2. 
Some dual eigenvalue sequence of F is given by (100). 
Some dual eigenvalue sequence of F is given by (103). 
F is 2-homogeneous and O1 = k - 2. 
F is 2-homogeneous and OD-I = -k  + 2. 
Proof. (i)¢¢, (ii): Well known fact, see [2, Theorem 7.5.2]. 
(ii)=~(iii): Observe that Theorem 13(i) holds for all i (l<~i<<.D-1), so F is 
2-homogeneous by Lemma 17(i) and Theorem 25. Moreover ~i ~" 1 (1 <~i<<,D- 1) 
by (26) and (41). 
(iii) :=> (iv): Clear. 
(iv)=~(v): Setting i = 2 in (41) we find that 
P~2 = p(k - 2). (107) 
Setting i = 2 in Lemma 13(i) and evaluating the result using (107), we find that 
c3 - 1 = #(~ - 1). (108) 
Setting i = 2 in (26), p222 = ((k - #)(c3 - 1) + #(k - 2))/#. Evaluating p22 and c3 
in this expression using (107) and (108), respectively, and simplifying using (57), we 
find/~ = 2. 
(v) => (vi): Write fl = fl(Ol). Setting p = 2 in (86), we find that r2 = 4. Now fl = 2 
in view of (87). 
(vi) ¢~ (vii): Immediate from Lemma 33. 
(vi) =~ (viii): Immediate from Lemma 30. 
(vii) =~ (ix): Immediate from Lemma 31. 
(viii) =¢,(ii): Use (20), (24), (25), and (100) to compute k and ci. 
(ix) =~ (ii): Use (20), (24), (25), and (103) to compute k and ci. 
(vi) ¢~ (x): Immediate from (85). 
(vii)c~(xi): Immediate from (85). [] 
Theorem 35. Let F = (X,R) denote a bipartite distance-regular graph with diameter 
D >~ 3 and valency k >~3 for which the equivalent conditions of Theorem 34 do not 
hold. Then the following are equivalent: 
(i) F is 2-homogeneous. 
(ii) There exists a scalar q E C\{0, 1, -1} such that 
(qD-2 + 1) (qO--2i _ 1) (O<~i<~D) (109) 
0* = qD- i -2  (q2_  1) 
is a dual eigenvalue sequence for F. 
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(iii) There exists a complex scalar q such that the intersection numbers of F are 
given by 
(qD -'k q2) (q2i _ I) 
Ci=(qD+q2i ) (q2_ l )  (0~i~<D), (110) 
bi=co-i (O<.i<<.D), (111) 
and such that the denominators in (110) are all nonzero. 
Suppose (i)-(ii i) hold. Then (A)-(C) hold below. 
(A) The set ~ of q satisfying (ii) coincides with t e set of q satisfying (iii). 
(B) Fix q E ~, and let 0 denote the eigenvalue associated with the dual eioenvalue 
sequence in (109). Then 
O-  (qD +q2)(qD--2 _ 1) (112) 
qD-1 (q2 _ 1) ' 
fl(O) =q + q-1. (113) 
(C) The scalars 71,72,-..,7o-1 from Theorem 13 are given by 
(qD q_ q2) (qD -b q2i+2) 
7i--(qO+q4) (qD+q2i) (l<~i<~D-1), (114) 
where q is any element of q~. 
Proof. (i)=~(ii): Let 0~', * * 01 ... . .  0~ denote the dual eigenvalue sequence associated 
• * .,0 h satisfies the con- with the second largest eigenvalue of F. The sequence 00, 01 ,.. 
ditions of Lemma 280): It satisfies (23) by Lemma 8, it satisfies (68) by Lemma 23, 
Theorem 24, and it satisfies (84) with f l>2 by Lemma 27 and Theorem 34(vi). By 
Lemma 28, 0g', 0~,... ,0 h are of the form (93) or (94). But (94) cannot occur by 
(97), and since 0~', * * 01 ,. . . ,0~ are distinct by Lemma 10. Now (93) holds, and (109) 
follows. 
(ii) =~ (iii): Let q satisfy (ii). We show that q satisfies (iii). Set fl = q+q-t. Observe 
that (93) holds, so (84) holds with f l~2,  fl ~-2  by Lemma 28. Observe that [fl[ >2 
by (87) and (88). Now q is real by Lemma 29. Since qER\{O, 1,-1}, we conclude 
that the denominators in (110) are nonzero. 
Observe that 00,01 .... ,05 are distinct by Lemma 29. Evaluating (24) using (20), 
(25) and (109), we obtain (l l0). Now ( l l l )  follows by (8). 
(iii)=~(i): Observe that ( l l0)  and (111) imply that Theorem 13(i) holds for all i 
(1 <~i<~D- 1). Thus, F is 2-homogeneous by Theorems 17 and 25. 
Now suppose (i)-(iii) hold. 
(A) If q satisfies Theorem 35, then it satisfies Theorem 35(iii) by the proof of 
(ii) =~ (iii). 
Now let q denote any complex scalar satisfying Theorem 35(iii). We show that q 
satisfies Theorem 35(ii). Observe that q~ {0, 1,-1} since the denominators of (110) 
arc nonzero. 
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Let 0 be given by (112). We claim that 0 is a nontrivial eigenvalue of F and that 
mult(0) =k. On the one hand, 0 satisfies Theorem 19(i) by (110)-(112). On the other 
hand, F is 2-homogeneous, so the second largest and second smallest eigenvalues of F 
comprise the full set of solutions to Theorem 19(i) by Theorem 24 and Theorem 25. 
Thus, 0 is either the second largest or second smallest eigenvalue of F. In particular, 0 
is a nontrivial eigenvalue of F. Moreover, mult(0) = k by Theorem 22 and Lemma 23. 
Let 0~, * * * * 01 ..... 0 o be given by (109). We show that 00 ,01..... 0~ is the dual eigen- 
value sequence associated with 0. By Lemma 3 it suffices to show that (18) and (19) 
hold. Observe that (18) holds by (109)-(112). Observe that (19) holds by our above 
comments, and since mult(0)= k by (109) and (110). 
(B) We saw in the proof of (A) above that (112) is the eigenvalue associated with 
0~, * * 01 .... ,0 D. Observe that (113) is just (95). 
(C) Immediate from (26), (41), (110), and (111). [] 
Corollary 36. Let F = (X,R) denote a bipartite distance-regular g aph with diameter 
D >t 3 and valency k >>. 3. With the notation and assumptions of Theorem 35, suppose 
Theorem 35(i)-(iii) hold. 
Suppose D is even. Then 
O= {qECl (q+q- l )  2 = -  /,2 . k ~_~p } (115) 
/~-1  k " 
In particular, • = {a,a - l ,  -a , -a  - l  } for some real number a> 1. 
Suppose D is odd. Then 
• = {q E C I q + q - i  = #Vr ~ }, (116) 
where r=(D-1) /2 ,  and where ~r is from Theorem 13(iv). In particular, 
• = {a, a- 1 } for some real number a > 1. 
Pick any q E O, and let 0 denote the eigenvalue associated with the dual eigen- 
value sequence in Theorem 35(ii). I f  q > O, then 0 is the second largest eigenvalue 




Proof. (i) Let O' denote the set on the right-hand side in (115). By (110) and (111) 
• C_ O'. (117) 
Observe that ( l l0)  is left invariant if we replace q by q-l ,  so 
qEO --* q - lEO.  ( l l8)  
Observe that (110) is left invariant if we replace q by -q,  so 
qEO -+ --qEO. (119) 
Now O= O' by (117)-(119), and since • is nonempty by Theorem 35. To finish the 
proof, observe that the elements of • are real by the proof of Theorem 35(ii) ::~ (iii), 
and that 1 ~ O, -1  q~ • by Theorem 35(ii). 
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(ii) Let 4' denote the set on the right-hand side in (116). By (110), (111) and (114) 
C 4'. (120) 
Observe that (110) is left invariant if we replace q by q-l, so 
qE~ --o q - lE~.  (121) 
Now 4= 4' by (120) and (121), and since • is nonempty by Theorem 35. We now 
have (116). To finish the proof, observe that 1 ¢~ 4, by Theorem 35(ii). Also observe 
that the elements of ~ are real by the proof of Theorem 35(ii)=~ (iii), and positive 
by (116). 
(iii) Observe that 0 is either the second largest or the second smallest eigenvalue 
of F by Theorem 24 and Theorem 25. The result now follows by (87) and (88), and 
since q, r have the same sign by (113). [] 
9. The Q-polynomial property 
In this section we show how the 2-homogeneous property is related to the 
Q-polynomial property. We begin by recalling the Q-polynomial property and giving 
several characterizations. 
Let F denote a distance-regular graph of diameter D. The Krein parameters qihj 
(O<~h, i,j<~D) of F are defined by 
D 
Ei oE j= [21-1 h ~<D), qijEh (O<<.i,j 
h=0 
where o denotes entry-wise multiplication. 
Let 0 denote an eigenvalue of F, and let E denote the associated primitive idem- 
potent. Then F is said to be Q-polynomial with respect to 0 when there exists 
an ordering Eo, E =El ..... ED of the primitive idempotents of F such that for all 
distinct integers i, j (O~i,j<~D), q)j¢O if and only if l i - j [= l .  F is said to 
be Q-polynomial whenever F is Q-polynomial with respect to at least one eigen- 
value. 
Lemma 37 (Brower et al. [2, Theorem 8.2.1]). Let F=(X ,R)  denote a bipartite 
distance-regular graph with diameter D >>. 3. Let 0 denote an eioenvalue of F, and 
let 0~, 07 ... . .  O* denote the associated ual eigenvalues. Then the following are 
equivalent: 
(i) F is Q-polynomial with respect to O. 
(ii) a* ~* a* ~o, "1 . . . . . .  D are distinct, and there exist complex scalars r, r such that 
O*, - r iO* +Oi+ l=r  (l<~i<~D- 1). 
Suppose (i) and (ii) hold. Then r , r  are uniquely determined by 0. [] 
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Lemma 38 (Terwilliger [15]). Let F--(X,R) denote a bipartite distance- 
regular graph with diameter D>~3, let 0 denote an eigenvalue of F, and let 
v'D O*A denote the associated primitive idempotent. Then the following E=bX1-1~i:0 i i 
are equivalent: 
(i) Q-polynomial with respect o 0 and qli =0 (O~i~D - 1). 
(ii) 0~' ¢0"  (1 <~i<~D), and there exist x, yEX such that 0(x,y)=2 and such that 
E~e span {E2,E)3}. (122) 
wEr~(x)nF~(y) 
Suppose (i) and (ii) hold. Then q~D = O. 
Proof. This is a slight strengthening of Theorem 3 in [15]. Statements (i) and (ii) 
above are equivalent by that theorem, in light of Theorem 19(iii) and (iv) of the 
present paper. Now suppose (i) and (ii) hold. Then by Theorem 3, F satisfies one of 
(a)-(d) in that theorem. Suppose q~D ¢ O. Then by the proof of Theorem 3, and since 
F is bipartite, we find that in fact F satisfies (d). Using the formulas displayed in (d) 
(or see line (26) in Dickie [7]) we find aD = P~D ~0. This cannot happen since F is 
bipartite, so q~o = O. [] 
Lemma 38 gives us the following strengthening of Lemma 37. 
Lemma 39. With the notation of Lemma 37, assume conditions (i) and (ii) of 
Lemma 37 hold, and let E denote the primitive idempotent associated with O. Then 
the following are equivalent: 
(i) r = O. 
(ii) The conditions (i)-(iv) of Theorem 19 and the conditions (i)-( iv) of 
Theorem 22 hold for O,E. 
(iii) q l i=0 (O<~i<.D-1). 
(iv) q~i=O (O<~i<.D). 
(v) 0* =-0;_  i (O<.i<<.O). 
Proof. (i)=~(ii): Observe that (84) holds for 0 by Theorem 37(iv), so the result 
follows from Lemmas 23, Lemma 27. 
(ii)=,(iii): Observe that Lemma 38(ii) holds by Theorem 19(iv), and since 0~', 
01 .. . . .  0 D are distinct by Lemma 37, so the result follows from Lemma 38. 
( i i i )~(i i) :  Observe that Lemma 38(i) holds, so Lemma 38(ii) holds. Now 
Theorem 19(iv) holds, so the conditions (i)-(iv) of Theorem 19 and the conditions 
(i)-(iv) of Theorem 22 hold by Theorems 19, 22, and Lemma 23. 
(iii) ~ (iv): Immediate from Lemma 38. 
(iv) =~ (iii): Clear. 
(ii) ~ (v): Observe that F is 2-homogeneous and 0 c {01, 0o-t } by Lemma 23 and 
Theorems 24 and 25. Now (v) follows from Lemma 32 since 0~', 01 ..... 0~ are distinct 
by assumption. 
68 B. Cur t in /  Discrete Mathemat ics  187 (1998)  39-70  
(v) =~ (i): By Lemma 37 
O* 1-f lO* +Oi* l=r  ( l~ i<~D-1) .  (123) 
Setting i = 1 and i=D - 1 in (123) and evaluating the result using (v) we find that 
r=0 as desired. [] 
Let F denote a distance-regular graph with diameter D, and define ki = pO. (0 <~ i <~D). 
By (7) (with h=0,  j= i ,  y=x) ,  ki=lFi(x)l (O<~i~D, xEX) .  It is well known that 
bobl ""b i - !  
ki = (O<~i<~D). (124) 
ClC2 " " " ¢i 
See, for example, [2, Eq. (lc), Section 4.1]. 
Lemma 40. Let F=(X ,R)  denote a distance-regular graph with diameter D. Then 
the following are equivalent: 
( i )  c i=bD_ i  (O<~i<<.D). 
(ii) ki=kD-i (O<~i<<.O). 
(iii) kD = 1. 
We say that F is an antipodal 2-cover whenever (i)-(iii) hold. 
Proof. (i) =* (ii): Immediate from (124). 
(ii) =~ (iii): Immediate from k0 = 1. 
(iii)=> (i): Setting i=D and kD= 1 in (124), 
bob1 ...bD-1 
1= 
c I c2 • • • CD 
By [2, Proposition 4.1.6] 
ci~bD-i (O~i<<.D), 
and our esult follows from (125) and (126). [] 
(125) 
(126) 
In an antipodal 2-cover, dual eigenvalue sequences have the following well-known 
structure. For simplicity, we just consider the bipartite case. 
Lemma 41 (Brouwer et al. [2, p. 142]). Let F=(X,R)  denote a bipartite distance- 
regular graph with diameter D>>.3, assume F is an antipodal 2-cover, and let 
O* A* a* denote any dual eigenvalue sequence. Then either O* = -0~_  i O,Vl ~ . . .~v  D 
(O<<.i<~D), or O* :0~_ i (O<~i<<.D). 
We are now ready for the main theorem of this section. 
Theorem 42. Let F : (X,R) denote a bipartite distance-regular graph with diameter 
D >>. 3 and valency k >~ 3. Then the following are equivalent: 
(i) F is 2-homogeneous. 
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(ii) F is an antipodal 2-cover and Q-polynomial. 
(iii) F has a Q-polynomial structure for which qli = 0 (1 <~ i <,D - 1 ). 
Suppose (i)-(iii) hold. Let Oo >01 >. . .  >OD denote the distinct eigenvalues of F, 
and let 0 denote one of these eigenvalues. 
(A) Suppose D is even. Then F is Q-polynomial with respect to 0 if and only if 
0 E {01, OD--1 }. 
(B) Suppose D is odd. Then F is Q-polynomial with respect to 0 if and only if 
0=01. 
(C) With respect o every Q-polynomial structure qli--O (O~i<.D). 
Proof. (i)=~ (ii): We first check that F is an antipodal 2-cover. By Lemma 40, it 
suffices to show that ci=bD_i (O<~i<<.D). But this is so by Theorem 34(ii) when 
# = 2 and by Theorem 35(iii) when # 52. Thus F is an antipodal 2-cover. 
We now show that F is Q-polynomial with respect o its second largest eigen- 
value 01. To do so, we show that the associated dual eigenvalues 0~', 0 l* .... ,0 o* satisfy 
Theorem 37(ii). By Lemma 10, 0~, 0~ .. . . .  0~ are distinct. By Theorem 24 and Lemma 
27 there exists a complex scalar fl such that 0"_ 1 -flO* "t-0[+ 1 =0 (1 <~i~O - 1). Now 
0~, 01.,...,0 D* satisfy Theorem 37(ii), so F is Q-polynomial with respect o 01 by that 
Theorem. 
(ii) ~ (iii): Suppose F is Q-polynomial with respect o an eigenvalue O, and let 0g, 
01 .... ,0 D denote the corresponding dual eigenvalue sequence. Observe that 
0~, 0~,..., 0; satisfy Lemma 39(v) by Lemma 41, and since 0~', 0~" .... ,0;  are distinct. 
Thus q]i = 0 (0 <.i<~D- 1) by Lemma 39(iii) 
(iii) =~ (i): Assume F is Q-polynomial with respect to the eigenvalue 0 and that with 
respect o this structure q]i = 0 (0 ~< i ~<D- 1). Let E denote the primitive idempotent 
associated with 0. Observe that E, 0 satisfy conditions (i) and (ii) of Theorem 23 by 
Lemma 39(ii) and (iii). Now case (ii) of Theorem 24 holds, so F is 2-homogeneous 
by Theorems 24 and 25. 
Now suppose (i)-(iii) hold. Let 0 denote an eigenvalue of F, and let 0~', 0~' . . . . .  0; 
denote the associated ual eigenvalue sequence. 
(A) Suppose F is Q-polynomial with respect o 0. Observe that Lemma 39(v) holds 
by Lemma 41, and since 0~, 0~' .... ,0~ are distinct. Now Lemma 39(ii) holds, so 
0 E {01, OO--l} by Theorem 24. 
Conversely, suppose 0 E {01, 00-1 }. We show that F is Q-polynomial with respect to 
0 by showing that Lemma 37(ii) holds. By assumption F is 2-homogeneous with even 
diameter, so 0~', * * 01 .... ,0 D are distinct by Lemma 32. Observe 0 satisfies (i) and (ii) of 
Lemma 23 by Theorem 24. In particular, Lemma 27(i) holds, so Lemma 27(ii) holds 
by that lemma. We now have Lemma 38(ii), so F is Q-polynomial with respect o 0. 
(B) Suppose F is Q-polynomial with respect o 0. Arguing as in (A), we find that 
0 E {01, OD--1}. Now 0 01 by Lemma 32, and since 0", * * = 01... . .  0 D are distinct by 
assumption. 
Conversely, suppose 0=01. We showed in the proof of (i)=~(ii) that F is 
Q-polynomial with respect o 0. 
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(C) Let 0 denote an eigenvalue of F, and assume that F is Q-polynomial with 
respect o 0. We saw in the proof of ( i i )~  (iii) above that q~i = 0 (0 ~<i ~<D - 1 ) with 
respect o this structure. Now qli =0 (O<~i<~D) by Lemma 39(iii) and (iv). [] 
We finish this paper with an observation. 
Corollary 43. Let F = (X,R) denote a bipartite distance-regular graph with diame er 
D~ 3 and valency k >>.3. Suppose F is 2-homogeneous but not the k-cube. Then 
in the notation of Bannai and Ito, any Q-polynomial structure of F has type I, 
with s= _q-O-I, s*= _q-D-l, rl =iq (-D-1)/e, r2 =--iq (-D-~)/2, r3 =q--D--l, where 
i 2 = -1 .  
Proof. Compare the formulas for bi, ci of [1, Theorem 5.1] with (110) and (111). [] 
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