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We predict that antiferromagnetic bilayers formed from van der Waals (vdW) materials, like
bilayer CrI3, have a strong magnetoelectric response that can be detected by measuring the gate
voltage dependence of Faraday or Kerr rotation signals, total magnetization, or anomalous Hall
conductivity. Strong effects are possible in single-gate geometries, and in dual-gate geometries that
allow internal electric fields and total carrier densities to be varied independently. We comment on
the reliability of density-functional-theory estimates of interlayer magnetic interactions in van der
Waals bilayers, and on the sensitivity of magnetic interactions to the pressure that alters the spatial
separation between layers.
Introduction— Spintronics is the study of the interplay
between electrical and magnetic properties, and under-
lies an important technology, based so far almost exclu-
sively on the properties [1–4] of magnetic metals. There
has long been interest in expanding spintronics to semi-
conductors, which tend to have properties that are more
subject to electrical control [5]. In this Letter we ad-
dress electrical control of magnetization in van der Waals
(vdW) semiconductor bilayers with antiferromagnetic in-
terlayer coupling, which have been fabricated for the first
time relatively recently [6–9]. Indeed tunneling magne-
toresistance [10–12] and electrical control [13–15] of mag-
netic configurations have already been demonstrated in
CrI3 bilayers. We predict that antiferromagnetic vdW
bilayers, like bilayer CrI3, will also have strong magneto-
electric responses that can be detected by measuring the
gate voltage dependence of Faraday rotation, anomalous
Hall conductivity, or bulk magnetization. Our theory is
applicable to van der Waals antiferromagnetic bilayers
that exhibit room temperature magnetic order like V-
doped WSe2 and CrTe2 [16–18].
Mean-Field Theory— Antiferromagnetic vdW bilayers
have interlayer magnetic interactions that are weak com-
pared to their intralayer counterparts. To establish that
this property implies strong magneto-electric response,
we first apply mean-field theory to an intrinsic bilayer
magnetic semiconductor. The low energy degrees are
then spin S local moments. If we assume for simplic-
ity one spin per layer per unit cell, the spin Hamiltonian
can be expressed in the momentum-space form
H = −
∑
i′,i,k
Ji′,i(k)Si′(−k) · Si(k), (1)
where i′, i = 0, 1 are layer labels, Si(k) is the appropri-
ately normalized Fourier transform of the dimensionless
(without ~) spin operators in layer i, and
Ji′,i(k) =
∑
L
exp(−ik · L) Ji′,i(L) (2)
is a Fourier sum of exchange interactions between spins
localized at the origin in layer i and at lattice site L in
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FIG. 1: Magnetoelectric response of antiferromagnetic
bilayers in units of λ/JF calculated using (a) mean-field
theory and (b) numerically exact Monte-Carlo (MC).
The MC simulation was performed using the exchange
and magnetic anisotropy of CrI3, except that interlayer
exchange was scaled to match the range of values
considered in the mean-field calculations. JF and λ
parameters are defined in the main text and
respectively characterize interlayer exchange and its
sensitivity to external electric fields. Using DFT
estimates for the values of λ and JF in CrI3, we find
that the ratio of the induced magnetization per volume
to the applied electric field is ∼ 10−4 times the quantity
plotted in this figure. The MC magneto-electric
response was calculated from the correlation function
〈Sz∂H/∂E〉/(NkBT ), where H is the classical
spin-Hamiltonian, Sz is proportional to the total
magnetization and N is the number of lattice sites per
layer.
layer i′. In mean-field theory the temperature dependent
moment per site depends only on J˜i′,i ≡ S2Ji′,i(k = 0) :
〈S〉i = (−)izˆSsi = (−)izˆSBS(βhi)
hi =
∑
i′
|J˜i,i′ |si′ . (3)
In Eq. 3 β = 1/kBT is inverse temperature, BS(x) is the
Brillouin function, and we have assumed that the magne-
tization points in the zˆ direction, that J˜ii > 0 correspond-
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2ing to ferromagnetic alignment of spins within each layer,
and that J˜01 = J˜AF < 0, corresponding to antiferromag-
netic coupling between layers. A pedagogical discussion
of the interplay between intrasublattice ferromagnetism
and antiferromagnetic intersublattice coupling in a two-
sublattice model can be found in Ref. [19].
The magnetoelectric coupling on which we focus is due
to mirror-symmetry breaking by a gate electric field E.
Since J˜00 + J˜11 and J˜01 must be even functions of E, we
can describe linear magneto-electric response by letting
J˜ii = J˜F + (−)iλE. It follows that the linear response to
E of the total spin per unit cell, f = S(s0 − s1), is
α ≡ df
dE
= 2Sλχ
F
s
AF
(4)
where s
AF
is the average local moment on each site in
the E = 0 antiferromagnetic bilayer state, and χ
F
is the
magnetic susceptibility
χ
F
≡ df
dH
=
βB′S(βh0)
1− β(J˜F − |J˜AF |)B′S(βh0)
, (5)
where B′S(x) is the derivative of BS(x). Note that
β(J˜F + |J˜AF |)B′S(βh0) = 1 at the antiferromagnetic crit-
ical temperature and, as we discuss at greater length be-
low, |J˜AF | is always very small compared to J˜F in an-
tiferromagnetic vdW bilayers. The critical divergence
in χ that would occur at the critical temperature if
the ground state were ferromagnetic is therefore only
weakly truncated in the antiferromagnetic state [18]. For
TN/T − 1 > |J˜AF |/J˜F the mean-field magneto electric
response grows like (TN − T )−1/2. Fig. 1 compares the
bilayer magnetoelectric response calculated using this
mean-field-theory with the results of numerically exact
classical Monte Carlo calculation discussed in the sup-
plementary material. As we discuss more fully below,
the Monte Carlo results are strongly sensitive to mag-
netic anisotropy which must be present to endow the
mean-field calculations with qualitative validity. In an-
tiferromagnetic bilayers with uniaxial anisotropy of the
size present in CrI3, the mean-field predictions are largely
validated by Monte Carlo. The magnetoelectric response
is largest close to but below the antiferromagnetic tran-
sition temperature.
Interlayer Magnetic Interactions in CrI3 Bilayers—
Surprisingly, CrI3 bilayers have [13–15] antiferromagnetic
interlayer interactions [6] even though bulk CrI3 is ferro-
magnetic. As discussed below, the reliability of ab ini-
tio density functional theory estimates of J˜AF is uncer-
tain because of the vdW character of the material. The
strength of the interlayer interaction can however be re-
liably extracted from the magnetic field Bc ≈ 0.65T [6],
needed to drive the bilayer’s metamagnetic transition to
a ferromagnetic state. This consideration implies that
J˜AF ≈ 2gµBSBc ≈ −0.23 meV, nearly two orders of
magnitude smaller than the bilayer’s ferromagnetic in-
tralayer magnetic interaction parameter J˜F .
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FIG. 2: (a) Schematic side view of bilayer CrI3 showing
the vdW gap d. (b) DFT energy differences between
FM and AF states in the low-temperature
rhombohedral (R3¯) and high-temperature monoclinic
C2/m structures, neglecting and including +U
interaction corrections vs. the vdW gap relative to the
theoretical layer-ferromagnetic bilayer equilibrium
values of d0 discussed in the supplementary material.
The energies are normalized per Cr ion per layer. The
experimental value of the energy difference between FM
and AF states, EF − EAF ≈ 0.23 meV, is indicated by
the red horizontal line.
Bulk CrI3 is a layered semiconductor with the low-
temperature R3¯ rhombohedral structure [11–13, 21] il-
lustrated in the supplementary material [18] and a high
temperature C2/m monoclinic structure. Because CrI3
bilayers are prepared by room temperature mechanical
exfoliation of bulk crystals on a silicon oxide substrate
they are likely [24–27] to maintain the stacking arrange-
ment of the high temperature structure even when cooled
to low temperature. To shed light on the bilayer’s sur-
prising antiferromagnetic state, we have applied plane
wave density-functional-theory as implemented in the Vi-
enna Ab initio simulation package(VASP) [28] and Quan-
tum Espresso(QE) [8] to bilayer CrI3, using semi-local
PBE-GGA [30] with the vdW-D2 correction proposed by
Grimme [31]. Technical details of these calculations can
be found in the supplementary material [18].
In Fig. 2 (b), the DFT total magnetic interaction en-
ergy is plotted as a function of d, the spatial vdW gap
d illustrated in Fig. 2(a), For each curve we measure d
from the corresponding theoretical equilibrium vdW gap
d0 of the layer-ferromagnetic bilayer configuration. (The
bulk experimental vdW gap in the ferromagnetic con-
3figuration is ∼ 6.6 A˚[11].) Calculations were performed
using both LDA and LDA+U DFT approximations, for
both R3¯ and C2/m energy stacking arrangements, and
with and without spin-orbit coupling. The predicted in-
terlayer magnetic interactions are most often ferromag-
netic and much stronger than the strength inferred from
the experiments. Within LDA we find that the mono-
clinic C2/m structure is ferromagnetic at d = d0, be-
coming antiferromagnetic only at larger values of inter-
layer separation distance d − d0. The change in sign as
d varies is expected, since direct ferromagnetic exchange
interactions are expected to decline more rapidly with d
than antiferromagnetic superexchange interactions. For
LDA+U, U = 3 eV substantially alters the total energy
differences(a finely-tuned value of U can be found in [26])
Additional DFT results are summarized in Fig. S4 [18]).
Note that the antiferromagnetic and ferromagnetic states
reach their minimum energies at different layer separa-
tions [18] and that the vdW gaps of the encapsulated
bilayers studied experimentally [13–15] are likely smaller
than those of the isolated bilayers we have studied the-
oretically. It follows that the field-driven meta-magnetic
transition should be accompanied by an area change, and
that the critical field of the transition should be pressure
dependent and altered by encapsulation.
This confusing landscape of DFT predictions estab-
lishes that the interlayer magnetic interaction in CrI3 bi-
layers is weak and sensitive to layer separation and stack-
ing arrangement [18, 24–27]. If confident in the DFT+U
estimate, one could conclude that the stacking arrange-
ment must be monoclinic and that the very weak inter-
layer exchange interaction in CrI3 case is an accident due
to an approximate coincidence of the experimental vdW
gap and the value of d at which the interaction changes
sign. This coincidence does however require a finely-
tuned value of the +U interaction correction parameter,
and is not consistent with the theoretically estimated in-
fluence of spin-orbit interactions. The alternate view,
and the one that we favor, is that interlayer magnetic in-
teractions in vdW multilayers are intrinsically weak be-
cause of the same correlation effects responsible for the
van der Waals energy correction, and have values that
are not reliably estimated by DFT. A demonstration of
failed example (that is the Hydrogen molecular) to cal-
culate exchange coupling at large distance from Local
Spin Density Approximation is shown in the supplemen-
tal material(Fig. S5). It is noteworthy that the vdW-D2
correction changes the total energy at a given layer sepa-
ration in a crucial way, but does not change the magnetic
energy ∆E. It seems clear that the large vdW correction
should in fact have a substantial spin-dependence. Cor-
relations reduce hybridization between layers and should
therefore also reduce magnetic interactions. If so, this
new class of materials motivates work to develop van der
Waals corrections that not only account for changes in
how the energy depends on total density, but also for
changes in how the energy depends on spin-density. Be-
low we view the interlayer magnetic interaction as a pa-
rameter that is presently most reliably estimated from
the experiments. The DFT calculations do reliably pre-
dict important details of the intralayer magnetic interac-
tions that are related to the covalent intralayer bonding
network.
Magnetic Properties of CrI3 multilayers— Our ab ini-
tio calculations show that each Cr atom has a magnetic
moment close to 3µB , consistent with full d-electron spin-
polarization in Cr3+ ions. We therefore map the DFT
magnetic energy landscape in the intrinsic limit to that
of a Cr-ion spin Hamiltonian:
H =− 1
2
∑
i,R,R′
Ji(R−R′)SiR · SiR′ − 1
2
∑
i 6=j
JijSiR · SjR
−D
∑
i,R
(SziR)
2 − gµB
∑
iR
BSziR
(6)
where i labels layer, R is an in-plane Cr ion position, S
is a spin operator, D is the crucial uniaxial anisotropy
constant, g is the Cr ion g-factor, µB is the Bohr mag-
neton, and B is the strength of a magnetic field applied
along the zˆ (out-of-plane) direction.
In agreement with experiment, we find that the en-
ergy is lowest when the spins have an out-of-plane ori-
entation We find that the anisotropy constant for bi-
layer CrI3 is D = 660 µeV according to VASP, and
D = 730 µeV/Cr atom according to QE. These values are
smaller than the corresponding monolayer values (D =
960 µeV in QE), and similar to the value 690 µeV [32] re-
ported in the literature. Magnetic anisotropy plays a crit-
ical role in limiting the thermal fluctuations that lower
the monolayer and bilayer critical temperatures relative
to their mean field values. The increase in Tc with ∆ is
illustrated in Fig. S12 [18].
Intralayer exchange constants can be extracted from
ground state total energies calculated for different
metastable magnetic configurations as detailed in the
supplementary material [18] and sum to give a value for
J˜F ≈ 14.6meV, corresponding to a mean field critical
temperature TMF ∼ 94K. This size of exchange inter-
action is in reasonable agreement with experiment since
it would imply a ratio of the critical temperature to its
mean field value, ∼ 0.50, slightly smaller than the ideal
two-dimensional Ising model value Tc/TMF ∼ 0.56. The
Monte Carlo Curie temperature we obtain for monolay-
ers is 30 K, and the Ne´el temperature for bilayers is 31
K when we use the experimental antiferromagnetic inter-
layer coupling J˜AF ≈ −0.23 meV. We observe that al-
though Tc is mainly governed by intralayer exchange pa-
rameters, the interlayer coupling can help suppress ther-
mal fluctuations and help increase Tc. (See Figs. S13-S15
[18]).
Magneto-electric Coupling in CrI3 The influence of
4gate electric fields on total magnetization, and on other
magnetic properties, depends very much on whether or
not electrostatic doping occurs. For dual gated bilay-
ers the carrier density and the internal electric field can
be varied independently. In the absence of carriers we
find [18] that in CrI3 the coupling constant λ defined
above Eq. 4 has the value
|λ| = 1
2
d(J˜11 − J˜22)
dE
≈ 0.12(meV)nmV−1. (7)
The sign of λ is such that the layer with the lower elec-
tric potential and higher charge density has stronger
exchange interactions. Strong gate electric fields
∼ 1 Vnm−1 yield intralayer magnetic interactions that
are ∼ 2% higher in the high density layer than in the
low density layer. As expected on symmetry grounds
and illustrated in Fig. 3, the dependence of the ground
energy on E is quadratic and the dependence of inter-
layer exchange on E is negligible for practical electric
field strengths. This relatively small variation in the ex-
change coupling parameters slightly increases the Curie
temperatures (Tc) estimated by mean field and Monte
Carlo calculations [18]. Combining the DFT result for
λ with either the Monte-Carlo or the mean-field theory
results illustrated in Fig. 1 yields values for the ratio
of the net magnetization per volume to the electric field,
which is dimensionless in cgs units, ∼ 1×10−3, compara-
ble to the corresponding values in classic magnetoelectric
materials like chromia [33, 34].
In dual gated bilayer CrI3 samples the external elec-
tric fields above and below the bilayer, and hence via
Poisson’s equation also the sign and magnitude of the
electrostatic doping, can be controlled independently.
The possibility of electrostatic doping expands the phe-
nomenology of magnetoelectric response beyond the di-
electric case, since the magnetization depends separately
on two electric fields. Finite carrier density is in fact
already experimentally relevant because of unintended
doping which is reported to range from 4.4 × 1012cm−2
[15] to 2.3 × 1013cm−2[14] At finite but low carrier den-
sities, the T = 0 energies of the FM and AF states at a
given average electric field are given by:
EFM = E
FM
0 − θ(−n)EFc nA+ θ(n)EFv nA
EAF = E
AF
0 − θ(−n)EAFc nA+ θ(n)EAFv nA
(8)
where E
FM/AF
0 is the ground state energy per 2D unit cell
from DFT, n is the carrier density per unit cell defined as
negative for electrons and positive for holes, A is the unit
cell area
√
3a2/2 where a = 6.863 A˚ is the lattice con-
stant, and Ec/v are the conduction/valence band edge
energies. Doping generally favors ferromagnetic states
because the ferromagnetic state has a smaller bandgap,
allowing carriers to be introduced with a smaller band
energy cost. The ground state energy is a quadratic func-
tion of the field in the absence of electrostatic doping, but
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FIG. 3: Magnetoelectric Effect: (a) Dependence of
ground state energy on electric field obtained from DFT
calculations for the rhombohedral stacking. At
zero-carrier density, the ground state energy has a
quadratic dependence on the electric field. In our ab
initio calculations the FM state is incorrectly lower in
energy as discussed in the main text. (b) Difference
between ground state energies as a function of carrier
density given in units of electrons per cm−2 calculated
from Eq. (8) defined as negative (positive) for electron
(hole) doping.
has a cusp at neutrality when gate fields are adjusted to
vary the total carrier density. As show in Fig. 3(b), we
estimate that carrier densities of around 1.5× 1012cm−2
for electrons and 3 × 1012cm−2 for holes are sufficient
to induce transitions between the two magnetic ground
states.
Discussion— Because the magnetic interactions be-
tween van der Waals bilayers with adjacent ferromag-
netic materials are expected to be weak, the Faraday
and Kerr effects associated with the intrinsic semicon-
ductor magnetoelectric response on which we have fo-
cused on in this article are expected to be easier to mea-
sure and more technologically relevant than proximity
induced magnetism and anomalous Hall effects in adja-
cent non-magnetic conductors. When carriers are present
however, because of either impurity or electrostatic gat-
ing, gate voltage modulated anomalous Hall effects will
be present and should be easily measured. Applications
await the development, still in progress [8, 9], of well
controlled magnetic van der Waals bilayers that order
at room temperature. Electric fields in van der Waals
bilayers also alter the magnon dispersion [15], opening a
gap between bands associated with the two spins per unit
cell in the two-dimensional honeycomb lattices and open-
ing up the possibility of topological magnon bands when
the electric field breaks the inversion symmetry and gen-
erate Dzyaloshinskii-Moriya interactions [36, 37]. Based
on DFT calculations, the magnon energies in bilayer CrI3
are in the range below 15 meV, and the magnon gap is
around 1 meV [18], at a 1 V nm−1 electric field.
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2TABLE I: Ground state energies for bulk and bilayer CrI3 (Rhombohedral (R3) and monoclinic (C2/m) structures)
obtained with fully relaxed geometries using different approximate exchange-correlation energy functionals. The
structural relaxations were performed separately for ferromagnetic (FM) and layer antiferromagnetic (AF)
configurations. The energies are normalized per Cr atom in each case. The comparison of interlayer distance
between PBE and DFT-D2 indicates a strong vdW dispersion force between layers in CrI3. A reduction of nearly
1 A˚ in the vdW gaps of both bulk and bilayer CrI3 using the vdW corrected methods (DFT-D2 and optB86b). The
layer AFM is favored over the layer FM magnetic configuration case only for the C2/m structure and only when the
equilibrium interlayer distance is larger due to the absence of vdW corrections and non-collinear spins are used.
∆E (meV) do (A˚)
Method FM AF FM AF
Bulk (R3)
PBE 0.000 194.0 7.422 6.825
DFT-D2 0.000 9.153 6.497 6.538
Bulk (C2/m)
PBE 0.000 206.0 7.516 7.799
DFT-D2 0.000 159.0 6.534 6.524
Bilayer (R3)
PBE 0.000 249.0 7.434 7.384
DFT-D2 0.000 15.01 6.531 6.533
optB86b 0.000 2.279 6.568 6.585
PBE (Non-Collinear) 0.000 0.074 7.524 7.548
DFT-D2 (Non-Collinear) 0.000 1.718 6.522 6.547
DFT-D2 (U) 0.000 4.337 6.512 6.516
DFT-D2 (Non-Collinear + U) 0.000 4.500 6.548 6.552
Bilayer (C2/m)
PBE 0.000 13.65 7.400 6.817
DFT-D2 0.000 0.626 6.571 6.548
PBE (Non-Collinear) 0.353 0.000 7.752 7.763
DFT-D2 (Non-Collinear) 0.000 0.646 6.544 6.561
DFT-D2 (U) 0.000 0.059 6.616 6.674
DFT-D2 (Non-Collinear + U) 0.000 0.302 6.616 6.617
1 Methods of calculations
The density functional theory (DFT) calculations were performed using the Vienna Ab initio simulation package
(VASP) [S1–S4] using Generalized Gradient Approximation PBE [S5, S6] pseudopotentials. Since CrI3 is a van
der Waals (vdW) crystal, we use the DFT-D2 dispersion correction introduced by Grimme to account for vdW
bonding [S7]. For the plane wave expansion of the DFT calculation we used a cutoff energy of 520 eV, a total
electronic energy convergence threshold of 10−8 eV per unit cell, a 6 × 6 × 1 k mesh is used for structure relaxation
calculations, and a 12 × 12 × 1 k mesh for self-consistent calculations with a fixed structure. A gaussian smearing
parameter of 0.05 eV was used to assign partial occupancies. A conjugate-gradient algorithm was used to relax
nuclear positions with a forces less than 0.0005 eV/A˚. The ground-state energy calculations are also carried out
using plane-wave density functional theory as implemented in Quantum Espresso. [S8] We have used the Rappe-
Rabe-Kaxiras-Joannopoulos ultrasoft (RRKJUS) pseudopotentials for the semi-local Perdew-Burke-Ernzerhof (PBE)
generalized gradient approximation (GGA) [S5, S6] together with the VdW-D2 [S7]. The structures were optimized
until the forces on each atom reached 10−5 Ry/a.u. using self- consistency criteria for total energies at 10−10 Ry.
The momentum space integrals for unit cells were performed using a regularly spaced k-point sampling density of
16×16×1 for triangular and 8×16×1 for rectangular cells, with a plane wave energy cutoff 60 Ry. The choice of U =
3 eV in our calculations are similar to earlier choices in [S9] where U = 3.5 eV for the calculation of oxidation energies
in TMDC, and is somewhat smaller than U = 4 eV that saturates the band gap in semiconducting trichalcogenides
[S10] but of comparable magnitude. We verified that comparison against U = 4 eV gave closely similar results.
32 Crystal Structure Optimization
2.1 Bulk Structure
The ferromagnetic semiconductor bulk CrI3 is a vdW layered structure, with two different phases with rhombohedral
(R3¯, BiI3-type, we will label as R3 in the follow) at low-temperatures ( < 210 - 220 K) and with monoclinic (C2/m,
AlCl3-type, and we will label as C2m in the follow) at high temperature (> 210-220 K) structure [S11–S13]. In
Fig. S1(a), we describe the low temperature rhombohedral R3 phase of bulk CrI3, with each layer having a structure
as shown in Fig. S1(b). In the Fig. S1(c-e) we describe bilayer structure at low temperature (R3) and at high
temperature (C2m). We performed volume and atomic position relaxations using the DFT frame work, with and
without vdW corrections, for both bulk rhombohedral (R3) and monoclinic (C2m) structures. We list the total energy
per metal atom relative to that of the ground state structure and magnetic configurations, ferromagnetic (FM) and
antiferromagnetic (AF), and the interlayer equilibrium distances (d0(A˚)) in Table I for both bulk and bilayer. The
bulk R3 and C2m phase are found to be ferromagnetic ground states, and are compared against exchange functional
PBE and DFT-D2.
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FIG. S1: Rhombohedral (R3, BiI3-type) crystal structure: (a) The hexagonal unit cell consists of three layers, each
with two Cr atoms and six I atoms. (b) The Cr (blue color) atoms in each layer form a honeycomb network, and
each Cr atom is surrounded by six I atoms, 3 above (yellow color) and 3 below (red color) with a distorted
octahedral crystal fields. The top view of monolayer represent the 60o off-set rotation between top and below I
atoms within a monolayer. (c) Bilayer: The top view of a CrI3 bilayer in which the corresponding atoms in adjacent
layers are separated by (a+ b+ c)/3, where a/b and c are respectively in plane and out-of-plane primitive lattice
vectors: a/b =
√
3
2 axˆ± 12ayˆ, and c = czˆ. The black vector is the inter-layer displacement connecting two Cr atoms
in different layers. (d) Bilayer CrI3 with the low temperature phase stacking, AB
′ in R3 phase (see Fig. S2). (e) and
the high temperature phase stacking, AC in C2/m phase (see Fig. S3). Note: Here the translation is to the most
adjacent Iodine (I) atom in the bottom layer, not to the Chromium (Cr) atom. Translation to the most adjacent Cr
atom will not lead to the high temperature stacking as shown in Fig. S2.
2.2 Bilayer Structure
Two layers of CrI3 are truncated from the low and high temperature phase structures by introducing a vacuum
not less than 15 A˚ between the bilayers to avoid the periodic interactions. The low and high temperature are related
by a translation in one of the layers as explained in Fig. S1. The total energies of each bilayer is calculated within
the DFT frame work along with the introduction of the influence of dispersion forces on the vdW gap, as listed in
Table. I. It is evident that vdW corrections substantially decrease the vdW gap d0 between layers and it is found to
4be large in the absence of vdW corrections. The DFT predicted ground states are ferromagnetic (FM) for both R3
and C2m phase bilayer.
In the case of bilayers fabricated by exfoliation, it is likely that the structure observed experimentally replicate the
bulk structure at the exfoliation temperature, instead of being determined thermodynamically. In order to find the
interlayer distance influence on the interlayer exchange interaction for R3 and C2m stacking, we considered the AF
relaxed R3 phase and C2m phase bilayers and obtained the FM order total energy within self-consistent field (SCF)
calculations with the hard shift in the interlayer vdW gap, and no relaxation of Cr atoms imposed during the energy
calculations, fully relaxing the FM coordinates of I atoms.
As mentioned in the Fig. S1, the translation of the top layer to the most adjacent I atom in the bottom layer leads to
the C2m phase (see Fi.g. S3). However, translation to most adjacent Cr atom leads to different stacking as explained
in Fig. S2. In Fig. S2 and S3 we compare the energies of a variety of different metastable stacking and magnetic
configurations, including the ferromagnetic (FM), Ne´el-AF, Zigzag-AF, and Stripy-AF magnetic configurations for the
stacking resulting from the translation to most adjacent Cr atom. The ground-state energy calculations are carried
out using plane-wave density functional theory as implemented in Quantum Espresso. [S8] We have used the Rappe-
Rabe-Kaxiras-Joannopoulos ultra-soft (RRKJUS) pseudopotentials for the semi-local Perdew-Burke-Ernzerhof (PBE)
generalized gradient approximation (GGA) [S5, S6] together with the VdW-D2 [S7]. For all metastable structures
parallel spins in opposite layers were energetically favored over opposite spins, except for the case of the meta-stable
layer AFM configuration which has lower energy than the corresponding FM structure for AA′ stacking. We found
that the AB′ stacking in the FM phase have lowest energy for the R3 phase stacked bilayer. In Fig. S3 we compare
the energies of a variety of different metastable stacking with the translation to most adjacent I atom i.e C2m phase
stacking, The AC stacking which C2m phase stacking has lowest energy compared to other metastable stacking with
FM order. The AB′′ and AB′′′show layer AF as local minima.
2.3 Inter layer distance dependent total energy calculations
Our calculations show no evidence of AF lower energy or transition from AF to FM when performing collinear (
no spin-orbit ) calculations as shown in Fig. S4. However, using non-collinear calculations we obtain an FM to AF
transition for both R3 and C2m stacking. The difference with the main text is that no relaxation in main text is
performed when change vdW gap and the d0 is got from the relaxation of R3 stacking.
2.4 Assess of LSDA for exchange interaction: Hydrogen molecular as a demonstration
To assess the validity of Local Spin Density Approximation(LSDA) for exchange interaction, we calculated a simple
case, that is the singlet(S) and triplet(T) states of Hydrogen molecular. The hydrogen molecule is a system of
two protons denoted by a/b, and two electrons denoted by 1/2 interacting via Coulomb potentials. Denoting the
inter-proton distance as R, the Hamiltonian has the form as:
H = O21 + O22 +
e2
R
− e
2
r1a
− e
2
r1b
− e
2
r2a
− e
2
r2b
+
e2
r12
. (S1)
The Heitler-London method uses the hydrogen atom ground state wave functions as the basis, thus the wavefunction
of singlet and triplet may be written as ΨS/T = |r1, r2 > ±|r2, r1 >. The exchange coupling of of the spins of the
two atoms, which is measured by the energy difference between the lowest singlet and triplet states of the hydrogen
molecules, has been solved and may be expressed as[S14]:
JHL = ET − ES = 2(28
45
− 2
15
γ − 2
15
lnR)R3e−2R + o(R2e−2R) (S2)
where γ is the Euler’s constant with the value of 0.5772. More exact [S14] solutions are expressed as:
J = ET − ES = 1.642R5/2e−2R + o(R2e−2R). (S3)
The exchange coupling at large distance R is shown in Fig. S5, compared with the results calculated with
LSDA(performed by VASP), which shows that a underestimated value of the triplet state is got up to 7 meV(which
is one order larger than the exchange interactions in vdW materials).
50.06
0.04
0.02
0.08
0
AA AA’ AB AB’ A’B
A’B
YZ-plane
AA
XZ-plane
XY-plane
AB’(2)AB’(1) AA’ AB
Cr
X
Cr
X
L-FM L-AFM L-FM L-AFM L-FM L-AFM L-FM L-AFM L-FM L-AFM
I
I
AA
AA
AA
AA
FIG. S2: Total energy difference ∆E between the ground state Layer Ferromagnetic (L-FM) and other possible
metastable spin and stacking configuration states in bi-layer CrI3 obtained within our DFT calculations. The
metastable stacking is drawn from the translation of top layer with reference to the most adjacent Chromium (Cr)
atom in the bottom layer. Our DFT calculations carried out for bilayer geometries show that the total energies for
FM and AFM phases for the same atomic structure have minimal differences barely visible, where generally the FM
phase is favored, except for the AA′ stacking where AFM is preferred but its structure is energetically not favorable.
The top panel shows the amount of energy per Cr atom is different from the ground state. Layer Ferro (L-FM) and
layer anti-Ferro (L-AFM) spin arrangement for possible in-plane magnetic order such as Ne´el-AF, Zigzag-AF, and
Stripy-AF are considered to determine the ground state. The bottom panel shows the top (XY-plane) and side
views (XZ-plane) for all possible symmetric stacking arrangements. The red panels show the stacking arrangement
from in-plane sliding, and the green panels show the stacking arrangement that arises due to the three-fold rotation
symmetry. Note: AB′(1) and AB′(2) are the same energetically as well as structure wise, hereafter we call it AB′.
The ground-state energy calculations are carried out using plane-wave density functional theory as implemented in
Quantum Espresso. [S8] We have used the Rappe-Rabe-Kaxiras-Joannopoulos ultrasoft (RRKJUS) pseudopotentials
for the semi-local Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) [S5, S6] together with
the VdW-D2 [S7].
3 Parameters of spin Heisenberg Hamiltonian
Although DFT theory is not able to reliably predict all physical properties related to the magnetic and magneto
electric properties of CrI3 bilayers, it is able to provide reliable estimates for intra-layer magnetic exchange interactions
and magnetic anisotropies energies and their dependence on gate electric fields. In this section we explain how
we estimate these quantities and provide more details on DFT predictions for structure and interlayer exchange
interactions which illustrate the associated uncertainties.
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FIG. S3: Total energy difference ∆E between the ground state Layer Ferromagnetic (L-FM), AB′ of R3 phase and
other possible metastable spin and stacking configuration states in C2m phase stacked bi-layer CrI3 obtained within
our DFT calculations. The AC stacking corresponds to the bulk high temperature phase structure. The metastable
stacking is drawn from the translation of top layer with reference to the most adjacent Iodine (I) atom in the bottom
layer. Our DFT calculations carried out for bilayer geometries show that the total energies for FM and AFM phases
for the same atomic structure have minimal differences barely visible, where generally the FM phase is favored,
except for the AB′′′ stacking with higher energy than the ground state. The top panel shows the amount of energy
per Cr atom is different from the ground state. Layer Ferro (L-FM) and layer anti-Ferro (L-AFM) spin arrangement
for possible in-plane magnetic order such as Ne´el-AF, Zigzag-AF, and Stripy-AF are considered to determine the
ground state. The bottom panel shows the top (XY-plane) and side views (XZ-plane) for all possible symmetric
stacking arrangements. The red panels show the stacking arrangement from in-plane sliding, and the green panels
show the stacking arrangement that arises due to the three-fold rotation symmetry. The ground-state energy
calculations are carried out using plane-wave density functional theory as implemented in Quantum Espresso. [S8]
We have used the Rappe-Rabe-Kaxiras-Joannopoulos ultrasoft (RRKJUS) pseudopotentials for the semi-local
Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) [S5, S6] together with the VdW-D2 [S7].
3.1 Magnetic exchange coupling
The magnetic exchange interactions (J) in CrI3 bilayers can be estimated by comparing the energies of different
meta-stable spin configurations and mapping the resulting energy landscape to a Heisenberg model with S = 3/2
spins, near-neighbor interlayer interactions, and interlayer interactions truncated at third neighbors. For the case of
zero electric field, the spin interaction parameters for the top and bottom layers are identical by symmetry.
The metastable DFT states for which we calculate energies have the spin configurations illustrated in Fig. S6. The
interlayer exchange parameter is calculated from the energy difference between the interlayer ferromagnetic (FM) and
antiferromagnetic (AF) spin configurations (a).
7C2m PhaseR3 Phase C2m PhaseR3 Phase
Collinear Spins Non Collinear Spins
FIG. S4: Left panel: Spin collinear calculations for the total energy difference of FM and AF spins vs. van der Waals
gap from the relaxed bilayer with AF bilayer structure for both R3 phase (left) and C2m (right) phases using
collinear spin calculations, and no transition from FM to AFM state. The interlayer FM phase is favored even when
we compare the total energies obtained fully relaxing the FM atomic coordinates while keeping the same interlayer
distance for the Cr atoms. Right panel: Non-collinear calculations for the total energy difference of FM and AF
spins as a function of van der Waals gap is obtained, from the relaxed AF bilayer structure. The left side panel is for
R3 phase, and the right side panel is for C2m. In the case of R3, at almost 1.1 A˚ interlayer vdW gap separation
from the equilibrium interlayer distance there is a transition from FM to AF using VASP. Using Quantum-espresso,
with ultra-soft pseudo-potentials, the phase transition from FM to AF is at 1.4 A˚. For the C2m phase, within VASP
there is a similar phase transition upon the expansion FM to AF for shorter interlayer vdW gap between 0.6 to
0.8 A˚ from equilibrium interlayer distance compared to the R3 phase.
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FIG. S5: The exchange coupling at large distance R for Hydrogen molecule, comparison between Heitler-London
method and LSDA. As the plot shows that LSDA underestimated the value of the triplet state up to 7 meV, which
is one order larger than the exchange interactions in vdW materials.
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FIG. S6: Metastable bilayer spin configurations used to calculate the magnetic exchange interaction parameters. In
each case the bottom layer is ferromagnetic with spins down. (a) The experimental antiferromagnetic state (AF) in
which the top layer bottom layer is also ferromagnetic and has the opposite spin-orientation; (b) Top layer Ne´el AF,
(c) To layer zigzag type AF and (d) top layer stripy AF.
In the Heisenberg model the energies of the F and AFM states are
EcellAF/FM = E0 − 4(3Jt1 + 6Jt2 + 3Jt3)|S|2 − 4(3Jb1 + 6Jb2 + 3Jb3)|S|2 ± 4zvJv|S|2. (S4)
Here Ecell is the DFT total energy normalized to per unit cell, Jt/bi is the exchange coupling between i-th nearest
neighbors, top t and bottom b layers are distinguished in anticipation of the case in which the two layers are distinct
because of an applied magnetic field, and zv is the number of neighbor for inter-layer coupling. The factor of 4 appears
because there are eight Cr atoms in the magnetic unit cells of the DFT calculations. It follows that the inter-layer
exchange coupling constant can be mapped as follow:
Jv = (E
cell
AF − EcellFM)/(8zv|S|2). (S5)
To extract the intra-layer exchange interaction parameters, we note that the Heisenberg model energies of the
magnetic configurations considered (AF, Ne´el, zigzag, and stripy) are:
EcellAF = E
cell
0 − 4(3Jt1 + 6Jt2 + 3Jt3)|S|2 − 4(3Jb1 + 6Jb2 + 3Jb3)|S|2 + 4zvJv|S|2
EcellNeel = E
cell
0 − 4(−3Jt1 + 6Jt2 − 3Jt3)|S|2 − 4(3Jb1 + 6Jb2 + 3Jb3)|S|2
Ecellzigzag = E
cell
0 − 4(Jt1 − 2Jt2 − 3Jt3)|S|2 − 4(3Jb1 + 6Jb2 + 3Jb3)|S|2
Ecellstripy = E
cell
0 − 4(−Jt1 − 2Jt2 + 3Jt3)|S|2 − 4(3Jb1 + 6Jb2 + 3Jb3)|S|2
(S6)
The intralayer exchange coupling parameters in the absence of an electric field are therefore:
J1 =
Ecellstripy − Ecellzigzag + EcellNeel − EcellAF
32|S|2 +
zv
8
Jv (S7)
for the nearest neighbor exchange coupling and
J2 =
Ecellstripy + E
cell
zigzag − EcellNeel − EcellAF
64|S|2 +
zv
16
Jv (S8)
for the second nearest neighbor exchange coupling and
J3 =
−3Ecellstripy + 3Ecellzigzag + EcellNeel − EcellAF
96|S|2 +
zv
24
Jv. (S9)
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FIG. S7: Stacking dependence of interlayer exchange coupling (that is proportional to the energy difference between
the AF and FM magnetic configuration between the two layers. )
Numerical values for the intra-layer and inter-layer exchange interaction parameters are listed in Table II. The intra-
layer magnetic exchange interactions obtained in this way were used in the Monte-Carlo calculations for the magnetic
and magneto electric properties of CrI3 bilayers reported on in the main paper and later in this supplementary
material.
TABLE II: DFT estimates of the exchange constants of R3 phase bilayer CrI3 vs. gate electric field: interlayer Jv,
intralayer near-neighbor J
t/b
1 , intralayer next neighbor J
t/b
2 , and intralayer third neighbor J
t/b
3 . Here t/b label the
top/bottom layer and the electric field point from bottom layer to top layer.
Electric Field (V/nm) 0.0 0.1 0.5 1.0
Jv (meV) 0.121 0.121 0.121 0.121
Jt1 (meV) 1.730 1.729 1.725 1.718
Jt2 (meV) 0.259 0.258 0.256 0.254
Jt3 (meV) -0.088 -0.088 -0.087 -0.087
Jb1 (meV) 1.730 1.732 1.738 1.744
Jb2 (meV) 0.259 0.259 0.260 0.262
Jb3 (meV) -0.088 -0.088 -0.088 -0.088
3.2 Stacking dependent interlayer exchange
The stacking dependence of interlayer exchange interaction is shown as in Fig. S7. The dependence of stacking is
sensitive and the difference of AF and FM configuration energy can be varied up to around 6 meV, which is much larger
than the observed experimental value(which is around -0.23 meV). It is shown that LDA+U describes the interlayer
exchange coupling better than that without U, which is set to be 3 eV in the calculations. Even without relaxations,
the stacking may lead to a very large change of inter-layer exchange coupling, if DFT gives reliable predicts, we would
expect that twisted vdW magnetic bilayers can be a prospective platform to form ground magnetic Skyrmionic states
without external field and Dzyaloshinskii-Moriya interactions.
3.3 Magnetoelectric response
The low energy degrees of freedom of CrI3 bilayers that are responsible for its magnetism are S = 3/2 Cr
3+ spins.
The system’s magneto-electric response in the absence of carriers is therefore due to the electric field dependence of
the spin Hamiltonian. When an electric field is applied along the zˆ-axis, the J values for the bottom and the top
layers are different, but can still be evaluated by mapping the DFT magnetic energy landscape to a Heisenberg model
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FIG. S8: The variation of the van der Waals gap as a function of applied electric field for AF and FM states of CrI3
bilayer with R3 phase stacking. It is clear that there is almost zero effect on the interlayer vdW gap between the
layers with the applied electric field.
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FIG. S9: The variation of exchange coupling J values for first (top panel), second (middle panel) and third (bottom
panel) nearest neighbor Cr atoms as a function of applied electric field up to ± 1 V/nm. The top and bottom layer
J values are having different at a given electric field, and are same for zero applied field.
as explained above. The key element of this procedure is the use of spin-configurations in which spin-orientations are
varied only within one layer as described in Fig. S6. The response of the magnetic exchange interaction parameters
of R3 phase bilayer CrI3 to an electric field has been characterized by considering electric fields up to ± 1 V/nm
with a step of 0.1. Structural relaxations were performed at each applied field value. (In the DFT calculation dipole
corrections to the potential were implemented to avoid the interaction between the periodically repeated images.) We
find that the variation of the vdW gap with applied electric field is negligible (∼ 0.001A˚ as shown in Fig.S8 for both
the FM and AF phases.
The linear variation of the intralayer exchange parameters with electric field expected on symmetry grounds is
illustrated in Fig. S9, for the R3 and C2m phase bilayer stacking. The magneto-electric response is proportional to
the slopes of these lines.
3.4 Magnetic Anisotropy Energy (MAE)
The magnetic anisotropy energy of CrI3 bilayer for the R3 phase is determined from the total energy difference of
given spin configuration to the lowest energy spin configuration. We vary the spin direction from +zˆ to −zˆ of each Cr
atom, i.e., 0 to 180o with the step of 10o. The spin-orbit coupling is included on top of spin collinear self-consistent
geometries. The energy difference from the lowest energy spin direction as a function of spin angle is shown in Fig.
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FIG. S10: Magnetic Anisotropy Energy (MAE) obtained from the total energy difference from the lowest energy
spin configuration, where the spin direction varies from +zˆ to −zˆ of each Cr atom, i.e., 0 to 180o with the step of
10o. The lowest energy is associated for the spins aligned along the z-axis, and the magnetic anisotropy energy is
calculated to be 659.75µeV per Cr atom.
S10. From the calculation, the easy axis direction for magnetization is out-plane (θ = 0o), and the magnetic anisotropy
energy is 659.75µeV per Cr atom.
4 Magnetization and Magnons
4.1 Heisenberg Model
CrI3 has a ABC stacked hexagonal lattice structure, let R the 2D in-plane lattice vector and i, j is the index of the
layers, the Heisenberg model is then written as:
H =− 1
2
∑
i,R,R′
Ji(R−R′)SiR · SiR′ − 1
2
∑
i 6=j
JijSiR · SjR − D
2
∑
i,R
(SziR)
2 − gµB
∑
iR
BSziR (S10)
Define the antiferromagnetic sites as A and B site, its spin operators are Sai and Sbi, then the Hamiltonian can be
written as:
H =− 1
2
∑
ij,lm,µ
JµijS
l
µi · Smµj −
1
2
∑
i,lm
JvSlai · Smbi −
D
2
∑
i,l,µ
(Slzµi)
2 − gµBB
∑
i,l,µ
Slzµi (S11)
where i, j is the index of unit cell, l,m = 1, 2 is the index of atoms per unit cell, µ = a, b is the two antiferromagnetic
sites.
4.2 Holstein-Primakoff Theory
Write SiSj as (S
+
i S
−
j + S
−
i S
+
j )/2 + S
z
i S
z
j and use a Holstein-Primakoff transformation as:
Sl+ai =
√
2S
√
1− a
l†
i a
l
i
2S
ali, S
l−
ai =
√
2Sal†i
√
1− a
l†
i a
l
i
2S
, Slzai = S − al†i ali (S12)
for A site and
Sl+bi =
√
2Sbl†i
√
1− b
l†
i b
l
i
2S
, Sl−bi =
√
2S
√
1− b
l†
i b
l
i
2S
bli, S
lz
bi = −S + bl†i bli (S13)
for B site, with an expansion in the square root in 1/S:√
1− µ
l†
i µ
l
i
2S
= [1− µ
l†
i µ
l
i
2S
+ o(
1
S2
)] (S14)
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which is 1 when omitting the magnon-magnon interactions. Then we have:
Slµi · Smµj = S2 + S(µliµm†j + µl†i µmj + µl†i µli + µm†j µmj ) (S15)
for the in-plane term µ = a, b and
Slai · Smbj = −S2 + S(alibmj + al†i bm†j + al†i ali + bm†j bmj ) (S16)
for the inter-plane term.The magnetic anisotropy energy term is:
(Slzµi)
2 = S2 − 2Sµl†i µli (S17)
and the Zeeman term is:
Slzai = S − al†i ali, Slzbi = −S + bl†i bli (S18)
In the form of boson operators, the Heisenberg model of antiferromagnets can be then written as follow:
H =− 1
2
∑
ij,lm,µ
Jµij{S2 + S(µliµm†j + µl†i µmj − µl†i µli − µm†j µmj )} −
1
2
∑
i,lm
Jvij{−S2 + S(alibmj + al†i bm†i + al†i ali + bm†i bmi )}
− D
2
∑
i,l,µ
(S2 − 2Sµl†i µli) + gµBB
∑
i,l
(al†i a
l
i − bl†i bli)
(S19)
the Hamiltonian is then H = H0 + H1 with the classical ground state energy as:
H0 = −1
2
∑
ij,lm,µ
JµijS
2 +
1
2
∑
i,lm
JvijS
2 − D
2
∑
i,l,µ
S2 (S20)
and the magnon part as:
H =− 1
2
∑
ij,lm,µ
JµijS(µ
l
iµ
m†
j + µ
l†
i µ
m
j − µl†i µli − µm†j µmj )−
1
2
∑
i,lm
JvijS(a
l
ib
m
j + a
l†
i b
m†
i + a
l†
i a
l
i + b
m†
i b
m
i )
+DS
∑
i,l,µ
µl†i µ
l
i + gµBB
∑
i,l
(al†i a
l
i − bl†i bli)
(S21)
Perform the Fourier transformations as follow:
ali =
√
2
N
∑
q
eiq·R
l
ialq, a
l†
i =
√
2
N
∑
q
e−iq·R
l
ial†q b
l
i =
√
2
N
∑
q
e−iq·R
l
iaq, b
l†
i =
√
2
N
∑
q
eiq·R
l
ial†q (S22)
Define δlm = Rlj −Rmi and use 2N−1
∑
δ e
i(q−q′)·δlm = δqq′ , then for the inplane part:∑
ij
µliµ
m†
j =
∑
q
(
∑
δ
e−iq·δ)µlqµ
m†
q∑
ij
µl†i µ
m
j =
∑
q
(
∑
δ
eiq·δ)µl†q µ
m
q∑
i
µl†i µ
m
i =
∑
q
(
∑
δ
)µl†q µ
m
q =
∑
q
zlmµ µ
l†
q µ
m
q
(S23)
and for the inter-plane part is:∑
ij
alib
m
j =
∑
q
(
∑
δ
e−iq·δ)alqb
m
q ,
∑
ij
al†i b
m†
j =
∑
q
(
∑
δ
eiq·δ)al†q b
m†
q∑
i
al†i a
m
i =
∑
q
(
∑
δ
)al†q a
m
q =
∑
q
zlmv a
l†
q a
m
q ,
∑
i
bl†i b
m
i =
∑
q
(
∑
δ
)bl†q b
m
q =
∑
q
zlmv b
l†
q b
m
q
(S24)
13
The Hamiltonian in q-space is then
H1 =
1
2
∑
q,lm,µ
JµS(zlmµ a
l†
q a
l
q + z
ml
µ a
m†
q a
m
q − γlmµ al†q amq − γlm∗µ alqam†q )
− 1
2
∑
q,lm
2JvS(zlmv a
l†
q a
l
q + z
ml
v b
m†
q b
m
q + γ
lm
v a
l
qb
m
q + γ
lm∗
v a
l†
q b
m†
q ) +DS
∑
q,l,µ
µl†q µ
l
q + gµBB
∑
q,l
(al†q a
l
q − bl†q blq)
(S25)
For the bilayer CrI3 system, we have z
lm
v = 1 where we only consider the nearest neighbor interactions for the
inter-plane coupling, define:
ξµl =
1
2
∑
m
JµlmSz
lm
µ −
1
2
∑
m=l
JµlmS(γ
µ
lm + γ
µ∗
lm)− JvS +DS ± gµBB
λµlm =
∑
δlm
e−iq·δ
lm
, λµ∗lm =
∑
δlm
eiq·δ
lm
, λv = γµlm + γ
µ∗
lm = 2JvS
(S26)
Then we get a Hamiltonian as:
H1 =
∑
q,µ,l
{ξµl µl†q µlq +
∑
q,µ,l 6=m
(λµlmµ
l†
q µ
m
q + h.c.) + λ
v
∑
q,lm
(albm + h.c.)} (S27)
4.3 Bogoliubov transformation
Performing Bogoliubov transformation:
αlq = uqa
l
q + vqb
l†
q , α
l†
q = uqa
l†
q + vqb
l
q, β
l
q = vqa
l†
q + uqb
l
q, β
†
q = vqa
l
q + uqb
l†
q (S28)
with u2q − v2q = 1. We can easily get the inverse transformation as
alq = uqα
l
q − vqβl†q , al†q = uqαl†q − vqβlq, blq = −vqαl†q + uqβlq, bl†q = −vqαlq + uqβl†q (S29)
Then the Hamiltonian in the new basis is
H1(q) =
∑
l,q
(u2qξ
a
l + v
2
qξ
b
l − 2uqvqλv)αl†q αlq +
∑
l,q
(u2qξ
b
l + v
2
qξ
a
l − 2uqvqλv)βl†q βlq
+
∑
l,q
(λv(u2q + v
2
q)− uqvq(ξal + ξbl ))αlqβlq + h.c. +
∑
l 6=m,q
(λl(u2q + v
2
q)− 2uqvqλv)(αl†q αmq + βl†q βmq )
+
∑
l 6=m,q
(λv(u2q + v
2
q)− 2uqvqλl)(αlqβmq + αl†q βm†q ) +
∑
l,q
(v2q(ξ
a
l + ξ
b
l )− 2uqvqλv)
(S30)
Define :
ξ¯l =
ξal + ξ
b
l
2
, ξ˜l =
ξal − ξbl
2
(S31)
The Hamiltonian is then:
H1 =
∑
l,q
((u2q + v
2
q)ξ¯
l − 2uqvqλv + ξ˜l)αl†q αlq +
∑
l,q
((u2q + v
2
q)ξ¯
l − 2uqvqλv − ξ˜l)βl†q βlq
+
∑
l,q
(λv(u2q + v
2
q)− 2uqvqξ¯l)αlqβlq + h.c. +
∑
l 6=m,q
(λl(u2q + v
2
q)− 2uqvqλv)(αl†q αmq + βl†q βmq )
+
∑
l 6=m,q
(λv(u2q + v
2
q)− 2uqvqλl)(αlqβmq + αl†q βm†q ) +
∑
l,q
(2v2qξ¯
l − 2uqvqλv)
(S32)
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Let the coefficients of αl†q β
l†
q and α
l
qβ
l
q to be 0, solute the follow equations:
u2q − v2q = 1
2uqvqξ¯ − (u2q + v2q)λv = 0
(S33)
it can be seen that
uq = cosh θq, vq = sinh θq
tanh 2θq =
λv
ξa + ξb
≡ ηq = λ
v
ξ¯
(S34)
The Hamiltonian is then:
H1 =
∑
l,q
((u2q + v
2
q)ξ¯
l − 2uqvqλv + ξ˜l)αl†q αlq
+
∑
l,q
((u2q + v
2
q)ξ¯
l − 2uqvqλv − ξ˜l)βl†q βlq +
∑
l 6=m,q
(λl(u2q + v
2
q)− 2uqvqλv)(αl†q αmq + βl†q βmq )
+
∑
l 6=m,q
(λv(u2q + v
2
q)− 2uqvqλl)(αlqβmq + αl†q βm†q ) +
∑
l,q
(2v2qξ¯
l − 2uqvqλv)
(S35)
use the relations of hyperbolic functions as:
u2q = cosh
2 θq =
cosh 2θq + 1
2
, v2q = sinh
2 θq =
cosh 2θq − 1
2
, uqvq = sinh θq cosh θq =
sinh 2θq
2
(S36)
and we also have
tanh 2θq = ηq, sinh 2θq =
tanh 2θθq√
1− tanh2 2θq
=
ηq√
1− η2q
, cosh 2θq =
1√
1− tanh2 2θq
=
1√
1− η2q
(S37)
then
u2q + v
2
q = cosh 2θq =
1√
1− η2q
, 2uqvq = sinh 2θq =
ηq√
1− η2q (S38)
The final Hamiltonian becomes as:
H1(q) =

χξ¯1a + ξ˜
1
a κ
a − ηκv 0 κv − ηκa
κa − ηκv χξ¯2a + ξ˜2a κv − ηκa 0
0 κv − ηκa χξ¯1b − ξ˜1b κb − ηκv
κv − ηκa 0 κb − ηκv χξ¯2b + ξ˜2a
 (S39)
with χ =
√
1− η2q, κa = λa/χ and κv = λv/χ
4.4 Correction of Ground State Energy
The ground state satisfies:
αlq|0〉 = βlq|0〉 = 0 (S40)
It follows that the corrected ground state is:
Ec0 = 〈0|H1|0〉 =
∑
q,l
(
√
1− η2q − 1)ξ¯l (S41)
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FIG. S11: Magnons and magnetization: Magnon dispersion of bilayer CrI3, where including interlayer and neighbor
and next nearest neighbor intralayer exchange coupling. The insert is the zoomed dispersion at the K point, as
shown there are two Dirac cones, belong to the two layers correspondingly and labeled with red and blue color.
4.5 Magnons in CrI3
Because our DFT calculations give an interlayer exchange constant of the wrong sign (Jv ≈ 0.12 meV), we estimate
this interaction strength zvJv ≈ −0.05 meV from experiment. Combining this with theoretical intralayer exchange
constants and using a linearized spin-wave theory, we have evaluated the magnon dispersion relation in bilayer CrI3.
The result in the absence of gate fields, illustrated in Fig. S11(a), has a gap of around 1 meV at Γ. Theoretically
~ωq|q=0 ≈ 2S
√
D(D/4− zvJv) for the lower energy magnon branch. Since D and zvJv are of the same order, the
magnon gap at Γ is substantially influenced by both anisotropy and interlayer exchange. The magnon Dirac cone
around the K point is expected, given the honeycomb lattice and the close analogy between magnon and one-band
tight-binding model electronic dispersions, discussed recently [S15] in the ferromagnetic multilayer case. While for the
antiferromagnetic bilayer case a Bogoliubov transformation needs to be performed, and besides the coupling between
the intra-plane sublattice coupling, there is also a inter-layer coupling. Two Dirac cones are thus coupled (shown as
in the insert of Fig. S11, where red and blue Dirac cones belong to the two layers) at the K point.
5 Metropolis Monte Carlo Tc calculations
The Curie temperature Tc of the anisotropic classical Heisenberg model in a honeycomb lattice is calculated using
the Metropolis Monte Carlo method [S16, S17]. In the following we provide a brief description of the anisotropic
Heisenberg model and the simulation method to obtain the Tc values. We begin by noting that the direction of the
classical spins are defined through θ and φ and explicitly given by the spherical polar coordinates
Sx = |S| sin θ cosφ (S42)
Sy = |S| sin θ sinφ (S43)
Sz = |S| cos θ. (S44)
5.1 Calculation of Spin Anisotropy (∆)
We define the magnetocrystalline anisotropy energy per lattice site as the difference between two directions of spins
MAE = E(0◦)− E(90◦), (S45)
where the MAE can be accounted form through a parameter ∆ in the Heisenberg model Hamiltonian consisting
of J(Ri −Rj) exchange coupling model where we retain the contributions from the three nearest neighbors in the
Hamiltonian. We obtain the expression for the total energy
E = − 1
2N
∑
i,j
J(Ri −Rj)
(
Szi S
z
j + (1−∆)
(
Sxi S
x
j + S
y
i S
y
j
))
=
1
2N
∑
i
Ei (S46)
where Ei is the energy of each site i interacting with neighboring atomic sites j and includes an anisotropy term ∆
presented in earlier literature of the anisotropic Heisenberg model [S18], and N is the number of sites in the supercell.
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The 1/2 factor accounts for the double counting of the interaction between the sites. Here, the limit of ∆ = 0
corresponds to the isotropic Heisenberg Hamiltonian while ∆ = 1 represents the pseudo-Ising model, whose difference
with the Ising model consists in the larger phase space where the spins are allowed to fluctuate in the x-y directions.
When θ = 0◦ the spins align along the positive z direction, while for θ = 90◦ the spins are in the x− y plane. We can
write for Ei(θ = 0
◦) pointing in the z direction for an arbitrary lattice site i
Ei(θ = 0
◦) = −
(
J1zS
z
i + J2zS
z
i + J3zS
z
i
)∑
j
Szj (S47)
with three, six and three connecting j neighbor sites for J1, J2 and J3 exchange couplings respectively. Likewise
E(θ = 90◦) is written as:
Ei(θ = 90
◦) = (1−∆)×−
(
J1xS
x
i + J2xS
x
i + J3xS
x
i
)∑
j
Sxj −
(
J1yS
y
i + J2yS
y
i + J3yS
y
i
)∑
j
Syj . (S48)
Considering the isotropy of the Hamiltonian for ∆ = 0 we note that the different x, y, z components of the exchange
coupling for every cartesian axis satisfy Ji = Jix = Jiy = Jiz. The J exchange coupling parameters are defined con-
sistently with the magnetic moments using classical spin vectors |S| = 3µB/2 represented in units of Bohr magneton.
We consider a uniform ferromagnetic magnetization and use the definition in Eq. (S45) to obtain
MAE = −∆[3J1 + 6J2 + 3J3] |S|2 /2
and we calculate ∆ from the magnetic anisotropy energy
∆ = − 2 MAE
[3J1 + 6J2 + 3J3] |S|2
.
We obtain the exchange coupling J parameters (J1 = 1.730 meV, J2 = 0.258 meV, J3 = −0.0884 meV) and the
MAE from the density functional calculations to obtain:
Monolayer CrI3: MAE = −0.956 meV/Cr, then ∆ =0.0328
Bi-Layer CrI3: MAE = −0.659 meV/Cr, then ∆ =0.0226.
5.2 Classical Monte Carlo critical temperatures
The Monte Carlo calculations were performed in honeycomb lattice sites with 50 × 50 with brick lattice config-
urations and up to 80×80 for convergence verification which are large enough to capture total energy differences
due to anisotropy with a resolution of ∆ & 1/N2 of about one thousandth’s of the largest J coupling parame-
ter due to magnetic anisotropy. The magnetocrystalline anisotropy energies favoring the z axis were obtained for
MAEmono = 956.9 micro-eV and MAEbi = 659.7 micro-eV per Cr atom from ab initio calculations with fully-
relativistic pseudopotentials as implemented in Quantum Espresso. We have typically used 100k Monte Carlo steps
for thermalization and 100k for averaging the observables, and up to 400k averaging steps for smoother results when
a higher resolution in temperature was required for electric-field induced effects. We use the Landau-Binder spin-flip
procedure that satisfies [S18]
S′iα =
Siα + ρ
αδ[∑
α (Siα + ρ
αδ)
2
]1/2 (S49)
where the α is the Cartesian spin components, ρα is a random number between (−1, 1) and δ is a parameter that
limits the maximum change allowed in the spin component. We have used δ = (CkB/Jmax)T ' T where the units
of T are given in meV/kB . This spin sampling procedure can potentially lead to spurious metastable phases in the
limit of T → 0 [S19] but shouldn’t affect the calculation of Tc that take place at higher temperatures.
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FIG. S12: The Curie temperatures as a function of ∆ anisotropy are obtained for the mono and bi-layer CrI3. The
Tc, for monolayer, is always lower compared to the bilayer. Moreover, the Tc values in the bilayer is found to be
increased with the interlayer exchange value. A progressive increase of Tc with the ∆ anisotropy is observed in case
of monolayer and bilayer of CrI3. Tc are extracted from the maxima of the heat capacity.
5.3 Effect of spin anisotropy on Curie Temperature
The role of spin anisotropy (∆) on Curie temperature Tc is calculated for various anisotropy values starting from
0.0001 to 1.0 meV (pseudo Ising limit) for the case of monolayer and bilayer CrI3. The interlayer exchange parameter
for bilayer is Jv =0.121 meV, and the experimental value Jv = −0.05 meV. The J values obtained for the zero electric
fields are used to capture the interlayer coupling. For the case of the monolayer, the J values of either top or bottom
layers are used to estimate the Tc. While the Tc shows a clear decrease for ∆→ 0 there is a rather sharp increase in Tc
particularly for small values of ∆. for values above less than 0.4 meV, and later the Tc saturated to a constant value
as shown in Fig.S12. The drastic decrease in the Tc for lower anisotropy values indicates that the Tc value eventually
should be zero for zero anisotropy, i.e., the uniform distribution of spin direction without any anisotropy.
5.4 Effect of interlayer exchange coupling
Magnetic properties, of monolayer and bilayer CrI3 as a function of interlayer coupling Jv parameter are estimated.
The anisotropy values for monolayer, ∆ = 0.0328 and for bilayer, ∆ =0.0226, and with the J values obtained for zero
electric fields are used (see Fig. S13). There is a direct effect in the Tc with the interlayer exchange parameter (Jv).
5.5 Scaling of exchange coupling in top layer
In Fig. S13 we can observe how the Tc value is affected by the magnitude of the interlayer exchange Jv and how
these are also affected by the intralayer J values. Here, we quantify the Tc values by scaling the exchange parameters
of the top layer (Jt) to up to ±20% for Jv = ±0.05 meV and ±0.121 meV. From Fig. S14, it is clearly found that there
is a linear dependence of Tc on the change of magnitude of Jt values. Fig. S14, shows the behavior of Tc for relative
scaling of the top layer exchange parameters is varied. From the variation of Tc as a function of intralayer Jt versus
interlayer Jv we can conclude that the role of intralayer exchange is much stronger than the interlayer exchange.
5.6 Effect of electric field
Finally, we compare the Tc variation as a function of applied electric field (±0.1, ±0.5 and ± 1 V/nm) for interlayer
exchange parameter Jv = ±0.121meV and ±0.05 meV (S15 ). The variation of Tc is found to be on the order of 2%
which is consistent with the similar variations of the exchange coupling values due to the applied electric fields, see
Fig. S9. We show that the Tc is dominated by the layer with the largest intralayer exchange coupling parameters
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FIG. S13: The specific heat and magnetization as a function of temperature for monolayer and bilayer with different
interlayers coupling values of Jv = ±0.05 meV and ±0.121 meV. The Tc that can be read from the divergence of the
heat capacity or the abrupt changes in the magnetization is seen to increase together with the magnitude of
interlayer coupling regardless of sign. We notice the onset of antiferromagnetic ground states and vanishing total
magnetization when Jv < 0.
and the role of the electric field is directly related with the variations in the exchange parameters introduced by the
applied electric fields, and are shown in Fig. S15.
7 Mean Field Theory
The Heisenberg model for the antiferromagnetic CrI3 without magnetic anisotropic energy and external magnetic
field is:
H = −1
2
∑
ij
JaijS
a
i · Saj −
1
2
∑
ij
JbijS
b
i · Sbj −
1
2
∑
ij
JvijS
a
i · Sbj (S50)
where S
a/b
i is the spin operators of the i
th sites for a/b sublattice, J
a/b
ij is the exchange coupling in the a/b sublattice
plane and Jvij is the exchange coupling between the two sublattice. With
Si · Sj = Si · 〈Sj〉+ 〈Si〉 · Sj − 〈Si〉 · 〈Sj〉+ (Si − 〈Si〉)(Sj − 〈Sj〉) (S51)
here the last term is the fluctuation and will be omitted. The Hamiltonian in the mean field approximation is then:
H = −gµ
B
∑
i
Ba · Sai − gµB
∑
i
Bb · Sbi + EMF (S52)
19
FIG. S14: The behavior of the specific heat and magnetization when one of the layer J values are uniformly varied
and the interlayer exchange parameter Jv = ±0.121, ±0.05 meV are used. We observe enhancement of Tc values for
larger intralayer and interlayer J coupling parameters.
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FIG. S15: The behavior of the specific heat and magnetization as a function of electric field for interlayer exchange
coupling values of Jv = ±0.121 meV and Jv = ±0.05 meV. The interlayer coupling is ferromagnetic Jv > 0 and
antiferromagnetic Jv < 0 depending on the sign.
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with µ
B
the Bohr magneton, and
EMF =
1
2
∑
α=a,b;k
zkJ
α
k 〈Sα〉2 +
1
2
zvJv〈Sa〉〈Sb〉 (S53)
is the mean field energy, with zk/v the number of neighbors, the effect field of the a/b sublattice is:
gµ
B
Ba(〈Sa〉, 〈Sb〉) = 1
2
(
∑
k
zkJ
α
k )〈Sa〉+
1
2
zvJ
v〈Sb〉, gµ
B
Bb(〈Sa〉, 〈Sb〉) = 1
2
(
∑
k
zkJ
α
k )〈Sb〉+
1
2
zvJ
v〈Sa〉 (S54)
with Bαsi and B ·Si have the relation of B ·Si = Bαsi, where si = −S,−S+1, · · ·S−1, S. To get the magnetization,
we can calculate the partition function as:
Zα = Tre
−βHα =
S∑
si=−S
eβgµBBα
∑
i si (S55)
where β = (k
B
T )−1, then we have Zα =
∏N/2
i=1
∑S
si=−S e
βgµ
B
Bαsi . Define b = gµ
B
Bα, then :
Zα = [e
βbS(1+e−βb+e−2βb+···+e−2Sβb)]
N
2 (S56)
Since 11−x =
∑∞
n=0 x
n and sinhx = e
x−e−x
2 , the partition functions become as Zα = [
sinh βb(S+ 12 )
sinh 12βb
]
N
2 From the partition
functions, we can get the free energy as F = 1β lnZ, the magnetization is then:
Mα =
∂Fα
∂Bα
=
N
2
gµ
B
SBS(βgµBSBα) (S57)
where BS(x) is Brillouin function as BS(x) =
2S+1
2S coth
2S+1
2S x− 12S coth 12Sx. The magnetization is:
Mα =
N
2
gµ
B
〈Sα〉 (S58)
From Eq. S54, S57 and S58, we can get :
〈Sa〉 = SBS(βS[(1
2
∑
k
zkJ
a
k )〈Sa〉+
1
2
zvJ
v〈Sb〉])
〈Sb〉 = SBS(βS[(1
2
∑
k
zkJ
b
k)〈Sb〉+
1
2
zvJ
v〈Sa〉])
(S59)
7.1 Magnetoelectric response
Define the ferromagnetic order parameters as:
f = S(s0 − s1), g = S(s0 + s1) (S60)
where si can be solved from Eq. S59. When including the magnetic field and electric field, then we have si = BS(βhi)
and hi is
h0 = J˜F s0 + J˜AF s1 +H + λEs0
h1 = J˜AF s0 + J˜F s1 −H − λEs1
(S61)
with H have the unit of J˜F which is defined in the main text. Without electric field and magnetic field, the anti-
ferromagnetic order vs temperature is shown in Fig. S16(a), as we see that the thermodynamical behavior is nearly
independent of the interlayer exchange coupling.
The magnetic susceptibility which is defined as ∂f/∂H at E = 0 is shown in Fig. S16(b). It shows a critical
divergence in χ that would occur at the Ne´el temperature TN if the ground state were ferromagnetic is only weakly
truncated in the antiferromagnetic state. The thermal dynamics of magnetoelectric response is shown in Fig. S16(c),
as it shows that in the absent of electric field, there is no ferromagnetic order at all range of temperature. While
increasing the temperature up to the critical Tc, a maximum of magnetoelectric response happens close to Tc at finite
electric field. Based on the intra-layer exchange coupling got from DFT (Table II), and the experimental estimated
inter-layer exchange coupling, the ferromagnetic order vs. temperature is shown in Fig. S16(d).
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(c) (d)
(a) (b)
FIG. S16: (a) Thermodynamical behavior of antiferromagnetic order with different interlayer exchange coupling. (b)
Thermodynamical magnetic susceptibility with different interlayer exchange coupling. (c) Ferromagnetic order vs
electric field and temperature, the maximum of magnetoelectric response happens close to Tc. (d) Mean-field
temperature-dependent magnetization under the influence of an electric field using the exchange constants from
Table II
7.2 Magnetoelectric response in triangular lattice
The magnetoelectric effect discussed in our work is not specific for CrI3 and is a general result expected to manifest
in a variety of ferromagnetic van der Waals layers whose intralayer ferromagnetic exchange dominates the magnetic
ordering in the system. Our multi-parameter exchange model informed from DFT calculations captures the effects of
the external electric field giving rise to the magnetoelectric coupling. The strong magnetoelectric response, as near-
ferromagnetic response, are supported by numerically exact Monte Carlo simulations and by solving the mean field
equations for the Heisenberg model. The following figures S17 illustrates results for the magnetoelectric effect in a
simpler model based on one intralayer ferromagnetic coupling parameter using triangular lattices suited for modeling
transition metal dichalcogenides. The ∆ = 1 is the pseudoising limit explained in the main text.
8 Room temperature magnetism
Realizing room temperature magnetism through van der Waals materials would have important implications and
widespread impact of 2D materials based magnetism in modern technologies. There has been two experimental reports
on room temperature magnetism in single layer transition metal dichalcogenide magnetic van der Waals materials
based on VSe2 [S20] and WSe2 [S21]. The claims on intrinsic room temperature magnetism on VSe2 [S20] was
retracted by the same authors in a subsequent paper [S22] where a charge density wave phase turned out to be
a more dominant and plausible intrinsic ordered phase. These systems are however interesting platforms where a
magnetic phase could in principle be stabilized by using appropriate dopants or substrates. The other report based
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TABLE III: The total energy difference (∆E) between the ferromagnetic and nonmagnetic states for monolayer. The
intralayer exchange coupling (J) is estimated through this energy difference through J = (ENM − EFM )/S2.
∆E (meV/cell)
FM NM J (meV/cell)
Monolayer 0.0 0.047 0.186
TABLE IV: The total energy difference (∆E) from the ground state for bilayer. Here we considered two cases of V
atoms position of doping in bilayer. In case 1 the V atoms that are on top of each other and in case 2 the V atoms
that are far apart from each other as illustrated in Fig. S17(d). The interlayer exchange coupling (Jv) parameters
are listed.
∆E (meV/cell)
L-FM L-AFM
Case-1 Jv (meV/cell)
2L-AB′ 0.0 2.90E-04 5.80E-04
2L-AA 0.0 33.6E-04 67.2E-04
Case-2
2L-AB′ 13.6E-04 0.0 -27.2E-04
2L-AA 125.8E-04 0.0 -251.6E-04
on WSe2 doped with V atoms [S21] is a promising pathway to engineer room temperature ferromagnets based on
TMDC monolayers. The onset of magnetism would follow principles closely similar to those in diluted magnetic
semiconductors. We have carried out DFT calculations in V doped WSe2 to confirm the tendency for intralayer FM
ordering and the possibility of interlayer AFM coupling in bilayers.
For the 5x5 supercell of 2H-WSe2, we replaced one W atom with the V atom for the monolayer calculations.
The density functional theory (DFT) calculations were performed using the Vienna Ab initio simulation package
(VASP) [S1–S4] using Local Density Approximation CA [S5, S6] pseudopotentials. For the plane wave expansion of
the DFT calculation we used a cutoff energy of 500 eV, a total electronic energy convergence threshold of 10−6 eV per
unit cell, a 4×4×1 k mesh is used for self-consistent calculations with a fixed structure. A gaussian smearing parameter
of 0.05 eV was used to assign partial occupancies, with U = 3 eV in the spin-polarized calculations. The ferromagnetic
(FM) order in the monolayer is found to be ground state compared to the non-magnetic order. The energy difference
(∆E) from the ground state in each case is calculated. The exchange coupling parameter J for monolayer is estimated
from the FM and NM magnetic orders for the initial estimate with the following equation, where S = 1/2 for nearest
neighbor coupling the total energy is EFM ' ENM −JS2 and therefore J = (ENM − EFM)/S2. The estimated critical
temperature (Tc) is of 6.4 K from Tc = zJ/kB in the Weiss molecular theory where z = 6 is the number of nearest
neighbors in a triangular lattice, S = 1/2, JF = 0.093 meV and kB = 0.0862 meV/K. In the experiments the transition
from ferromagnetic order transition to superparamagnetic state happens at 360 K for 0.1% V doped WSe2 samples
while Tc is reduced drastically for 0.5% V doping [S21]. The reduced Tc estimated in our calculations could be due
to the high 4% doping of V atoms in WSe2.
For the estimation of interlayer exchange coupling between the ferromagnetic layers, we consider the AB′ and AA
stacking for bilayer structure as described in Fig. S17. The spin order within the layer is FM, and the spin orientation
is changed with respect to each layer to have layer ferro (L-FM) and antiferro (L-AFM) spin configuration. The cases
of near (Case 1) and distant (Case 2) doped V atoms are considered for the total energy estimation as described in
the Fig. S17(d). The total energy differences (∆E) are listed in Table IV. The near doped (Case 1) has L-FM ground
state and however, the far doped (Case 2) are shown to prefer L-AFM ground state adding to the binding energy when
the spins at the V sites point in opposite directions. The layer exchange coupling is estimated from the equations
EL−FM = E0 − JS2 and EL−AFM = E0 + JS2, as shown below:
Jv =
(EL−AFM)− (EL−FM)
2S2
. (S62)
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TABLE V: The total energy difference (∆E) between the ferromagnetic and nonmagnetic states for monolayer T &
H CrTe2. The intralayer exchange coupling (J) is estimated through this energy difference through
J = (ENM − EFM )/S2.
∆E (meV/cell)
FM NM J (meV/cell)
2H 0.0 43.5 1.364
1T 0.0 3.07 19.35
TABLE VI: The total energy difference (∆E) between the ferromagnetic and nonmagnetic states for bilayer T & H
CrTe2. The interlayer exchange coupling (Jv) is estimated through this energy difference through
Jv = (EL−AFM)− (EL−FM)/2S2.
∆E (meV/cell) AA AA′ AB AB′(1) AB′(2) A′ B
2T-L-FM 9.2 0.0 8.2 10.4 6.1 1.1
2T-L-AFM 0.0 2.6 0.0 0.0 0.0 0.0
Jv (meV/cell) -2.04 0.59 -1.8 -2.3 -1.35 -0.24
1H-L-FM 0.34 0.16 0.0 6.1 6.1 4.4
1H-L-AFM 0.0 0.0 9.4 0.0 0.0 0.0
Jv (meV/cell) -0.75 -0.35 2.05 -1.35 -1.35 -0.95
Recent experimental report on room temperature 2D ferromagnetism in few layer 1T-CrTe2 [S23] are also con-
sidered to understand the behaviour of magnetoelectric response. For this case, we take monolayer and bilayer 1T
& 2H phases of CrTe2 density functional theory calculations. The ground-state electronic structure and magnetic
property calculations have been carried out using plane-wave density functional theory as implemented in Quan-
tum Espresso. [S8] We have used the Rappe-Rabe-Kaxiras-Joannopoulos ultrasoft (RRKJUS) pseudoptentials for
the semi-local Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) [S5, S6] together with the
VdW-D2 [S7]. We have carried out calculations with DFT+U scheme, using the U=4 eV value. The total energy
differences related to the ground state and the intralayer exchange parameters are listed in Table. V for monolayer.
The layer dependent magnetic properties are obtained for the bilayer CrTe2, and the total energy differences related
to the ground state and the interlayer exchange parameters are listed in Table. VI. The atomic structure different
phases are shown in Fig. S18
25
FIG. S17: (a) In order to understand the magnetoelectric response in the triangular lattice, we consider a triangular
lattice monolayer for the Heisenberg Monte Carlo simulations. For the simple case we consider the first nearest
nieghbour with an exchange coupling J = 9.5 meV with spin S = 3/2. The monolayer triangular lattice with J =
9.5 meV with spin S = 3/2 have a curie temperature 330 K. Here, we show the role of spin anisotropy (∆) on the
curie temperature starting from 0.1 to 1.0 meV (pseudo Ising limit). The critical temperatures show a clear decrease
as ∆ tends to zero. (b) Bilayers of triangular lattice are coupled to each other with vertical exchange coupling
parameter Jv, in meV. At the pseudo Ising limit (∆ = 1 meV ), we also compare the curie temperature variations
for different interlayer exchange coupling (Jv) starting from 0 to ±0.5 meV. The curie temperature increases with
Jv. The negative sign of the (Jv) for antiferromagnetic coupling and positive sign for ferromagnetic coupling. (c)The
magnetoelectric response in the triangular lattice is calculated by considering the intra (J = JF ) and interlayer
(JAF = −Jv) exchange coupling parameters in the presence of zero and non-zero electric field. The ratio of (JAF )
vertical exchange coupling to the (JF ) vertical exchange coupling is used to quantify the magnetoelectric response.
We find a similar trend of magnetoelectric response to the case of hexagonal lattice CrI3 bilayers. The
magnetoelectric response is decreased for the strong JAF /JF ratio. Here, we use 100 x 100 lattice for Monte Carlo
simulations with 600000 samplings. Note: The coupling parameters from the hexagonal lattice CrI3 with spin
S = 3/2 along with magnetic anisotropy (∆ = 0.0226) are used for triangular lattice as explained in (a). (d) The
5x5 supercell of 2H-WSe2 is used to dope the V atoms in place of W atoms. (left) The top view of the monolayer V
doped WSe2. (right) We show two classes of stackings for bilayer WSe2, the AB
′ is bulk type stacking in which the
top layer rotate 60◦ with a sliding. The obvious stacking is AA stacking, where the two layers are separated with an
interlayer distance exactly on top of each other.
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FIG. S18: The bilayer structure CrTe2 for T and H types, where they result into different stacking orders upon the
translation and rotation. The top panel show the structures obtained for translation, and the bottom panel shows
the structures obtained from the translation after the 60◦ rotation of top layer with respect to the bottom layer.
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