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Abstract 
This paper presents a novel cluster-based network topology discovery approach for VANET by taking into account 
both vehicle connectivity and vehicle mobility. It is a fast convergent approach with load balancing to significantly 
improve the scalability of VANET. The numerical results obtained from both theoretical analysis and simulations 
have shown that the cost of topology discovery using the proposed approach is only two percent of a typical link state 
protocol under the same condition. Especially for a large network, the proposed approach is not only able to suppress 
the increase rate of the total cost when the number of vehicles in the network increases, but it reduces the passive 
effect of vehicle mobility on control overhead . 
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1. Introduction 
Topology discovery in vehicular ad hoc networks (VANET) is recognized as a challenging research 
area as it is characterized by its dynamic ad hoc nature and random vehicle mobility. In a VANET, a 
stable topology may not be known ahead of time since vehicles are randomly moving into and out of the 
network. In addition, the topology may be formed and then changed in an ad hoc way which makes it 
difficult for vehicles to keep track. Several research studies have been proposed to address service 
discovery in MANET [1-4]. These studies are considered as the basis for topology discovery in VANET 
as both environments exhibit similar features and pose similar challenges. However, VANET adds a new 
dimension of complexity mainly due to the needed scalability and mobility. Vehicle location information 
has recently been applied to improve the performance of routing protocols for topology discovery in 
VANET [1-2, 8, 12, 22]. Typically, topology discovery relies on searching the location information for 
the source, destination and all possible intermediate vehicles to set up multi-hop connections across a 
network. However, such multi-hop connections in VANET often need to be rerouted due to randomly 
moving vehicles. In this case, flat routing protocols such as dynamic source routing (DSR) and ad hoc on-
demand distance vector routing (AODV) are not designed for handling a large scale VANET, especially 
when the density of vehicles is high. In contrast, hierarchical routing protocols [23-26] are more suitable 
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for environments such as a large-scale VANET as they can scale better. In order to reduce the overhead 
for generating a robust and scalable topology structure, an intuitive way to achieve that is to cluster 
vehicles geographically close to each other, where a cluster head is selected as a local coordinator to 
maintain and track topology changes due to vehicle mobility. However, frequent cluster-change adversely 
affects the performance and results in excessive control overheads, plus pro-long network convergence 
time. Hence, an effective clustering scheme that keeps the topology relatively stable is of great 
importance.  
Two fundamental single-hop clustering algorithms can be found in the literature [5-7]. The first 
algorithm selects the vehicle with the lowest network ID as the cluster-head, while the second selects the 
vehicle with the largest number of neighboring vehicles as cluster-head. However, both algorithms may 
result in frequent handover of cluster-heads, which is not applicable to VANET due to the large overhead 
associated with cluster-head handover. Cluster-head-gateway switch routing (CGRS) [7] modifies the 
above algorithms to keep clusters unchanged as long as possible, but the impact of dynamic routing 
changes and random movements of vehicles make CGRS not scalable.  On the other hand, k-hop 
clustering algorithm proposed in [8] takes into account the connectivity between vehicles by extending a 
cluster to the maximum distance of k hops away from the cluster-head. In addition, the max-min heuristic 
approach [9] introduces a typical k-hop clustering approach with fast convergence of 2k rounds packet 
exchange at each vehicle host. However, this approach does not take consider vehicle mobility during the 
cluster convergence process, especially when vehicles move towards different directions. In order to 
consider the effects of vehicle mobility on clustering, McDonald [10-11] developed a complicated 
algorithm based on the probability of path availability, however, given its complexity it is hard to 
implement in a practical VANET.  
Recent research has been focusing on algorithms which incorporate both the status of connectivity 
between vehicles and vehicle mobility [23-28]. In [24], the authors present Hierarchical Clustering 
Algorithm, which creates hierarchical clusters with a diameter of at most four hops, where each node in 
the cluster is at most 2 hops from a cluster head. Their goal was to create 4-hop clusters as fast as 
possible. The initial setup, in turn, can be followed by a maintenance phase that improves the clusters. In 
[28], the author s proposed a heuristic clustering approach for cluster-head elections that is equivalent to 
the computation of the minimum dominating sets used in graph theory. This approach is called position 
based prioritized clustering and uses geographic position of nodes and the priorities associated with the 
vehicles traffic information to build the cluster structure. 
This paper proposes a novel k-hop clustering approach that takes into account the highest connectivity, 
vehicle mobility and host ID to select cluster head. The proposed clustering approach applies a cluster 
formation procedure similar to the one used in the max-min k-hop heuristic approach [9]. Note that the 
approach in [9] is based on the lowest ID algorithm which is able to offer fast convergence using O(k) 
rounds time as well as good scalability for large scale VANET. However, since the lowest ID algorithm 
does not consider the connectivity between vehicles, which may form more clusters than necessary. In 
contrast, our proposed scheme takes into account the highest connectivity in terms of signal strength and 
vehicle mobility to increase the cluster stability. In addition, our proposed approach is able to dynamically 
adjust the period of announcing location information according to vehicle velocity in order to suppress 
transmission overheads. Moreover, the distance-based converge-cast is deployed to collect all 
memberships within the cluster, including the members located on the cluster boarder. Another feature of 
our proposed approach is its ability to enhance cluster stability due to vehicle activation and deactivation 
by considering the radio link expiration time and the number of vehicles connected to a cluster-head since 
they are essential to keep vehicle in a cluster.   
2. CLUSTER HEAD SELECTION 
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2.1. Calculation of the link expiration time 
The calculation of the vehicle mobility metric is based on the availability of vehicle positioning 
information obtained using a GPS receiver. A cluster oG  is defined as a set of vehicles under the same 
cluster-head oh , in which the maximum number of hops from a cluster member to the cluster-head is k  
hops. A vehicle mh located in the cluster oG has its velocity )(tvm  at the position )(tpm  at time t. The 
vehicle mh periodically broadcasts ‘hello’ packets every m
G second for providing its position information 
to neighboring vehicles. Let us consider that a neighboring vehicle )(  mnhn z has the same radio 
transmission range of radius d  as the vehicle mh has at time t.  The relative distance between the two 
vehicles at time t can be given by  
dtptp nm  )()(                                                                    (1) 
Likewise, the new positions of these two vehicles at time )( vt GVV  are given by 
)()()( tvtptp mmm VV                                                    (2), and  
)()()( tvtptp nnn VV   ,                                                   (3) 
Assuming that the vehicle mh and nh have constant velocity during the time interval mG , which is 
considered a reasonable assumption given the proposed small duration of mG .  The link between the 
vehicle mh and nh  expires when their relative distance is equal to d, that is  
dtvtvtXtptp
tXtptXtp
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Where ),( nm hhX is the link expiration time between the vehicle mh and nh . To incorporate positions of 
vehicles we use two-dimension planar coordinates to express a vehicle position as a vector, i.e. for the vehicle
mh and nh , their positions can be expressed as: 
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Likewise, the vehicle velocity can be expressed by two-dimension planar coordinates resulting in 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Applying equation (5) and (6) to equation (4), the link expiration time between two vehicles mh and 
nh can be calculated by 
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Therefore, for a given set of the positions and velocities while considering that there exist )(tN m
neighboring vehicles connected to the vehicle mh at time t, the average expiration time of all links 
connected to the vehicle mh can be calculated by 
¦
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The above analysis indicates how a link expiration time can be realized by taking into account the 
radio transmission range of radius d, the vehicle’s instant position and vehicle’s velocity. Therefore, a 
vehicle with a large value of average link expiration time is able to maintain relatively a long connection 
time with its neighboring vehicles and is more likely to be selected as cluster-head. In summary, the 
average link expiration time of each vehicle located in the cluster, can be calculated in a distributed 
manner, to be used for the cluster-heads selection. 
2.2. Selection of cluster-head 
In principle, the most important factor for a vehicle to be selected as a cluster-head is considered to be 
stability. That is, the stability of the cluster head direct links is more important than other intra-cluster 
links. Therefore, to achieve higher stability, the cluster-head should have a large number of direct 
neighboring vehicles with such direct links being available for a long period of time. Once this achieved, 
the probability of a cluster-head changes becomes low and thus the cluster structure is more stable even 
when orphan vehicles join or existing vehicles leave the cluster within a certain period of time.   In the 
proposed cluster-head selection process, as shown in Figure 1, the selection of a cluster-head starts with 
the calculation of the average link expiration time )(tX m using equation (8). Let ALTX be the predefined 
vehicle mobility threshold, which can be set as the average link available time in the whole network.  In 
this case, ALTX can be determined using the following two options. The first option is if the movement 
of vehicles follows a specific mobility model such as the random walk model [15] or the random 
waypoint model [16]. In this case, a vehicle is able to calculate the average link available time using the 
approach presented in [15][16]. Alternatively, in a practical VANET with irregular vehicle movements, a 
vehicle mh broadcasts its average link expiration time )(tX m  to its neighborhood of 2k hops during the 
initial stage, then ALTX can be approximated as to the average link expiration time within the range 2k. 
The condition for vehicle mh to be selected as a cluster-head candidate is if only ALTm XtX !)( . If host 
mh is elected as a cluster-head candidate, it then deploys a metric )),(),(( mtXtNM mm  to compete for 
the role of a cluster-head within its k-hop neighborhood, where )(tNm is the vehicle degree representing 
the number of vehicles connected to mh , )(tX m is the average link expiration time of vehicle mh and 
m is the vehicle ID. The selection of a cluster-head among the candidates depends on their metric value.  
The condition of )),(),(()),(),(( ntXtNMmtXtNM nnmm ! can be equivalently expressed as 
 ^ `
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From equation (9), it can be seen that the vehicle degree is the most important parameter to consider since it is 
able to reduce the opportunity of generating small clusters. Then it is followed by the average link expiration
)(tX m  and the host ID.   Based on the algorithm presented by equation (9), the selection is carried out 
asynchronously in a distributed manner following these steps:  
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     Step 1: Every vehicle calculates its average link expiration time )(tX m  and compares it with a 
predefined ALTX . If ALTm XtX !)( , then the vehicle mh becomes a cluster-head candidate and sets its 
metric as )),(),(( mtXtNM mm , we call this a winning metric, otherwise, sets its metric as 
)0,0)(,0)((    mtXtNM mm . 
    Step 2: Every cluster-head candidate locally broadcasts its winning metric to its neighboring vehicles. 
Upon receiving a winning metric, every vehicle updates its metric with the largest metric received. When 
the received wining metric is greater than the existing metric, the vehicle broadcasts its updated wining 
metric to its neighboring vehicles. This process is called Floodmax  0. Hence, the largest wining metric 
needs to be propagated k hops to ensure that all vehicles within the cluster have the same maximum 
wining metric, indicating the cluster-head.  
    Step 3: Once elected, the cluster-head vehicle broadcasts one declaration packet including distance 
related convergence-cast information and cluster membership list to all vehicles within the cluster.  
2.3. Convergence within clusters 
Once a cluster-head is determined, the convergence process across the entire cluster starts from the 
boarder vehicles with the longest distance (i.e., the number of hops) to the cluster-head by sending a 
convergence packet to the cluster-head. This packet contains the vehicle ID, the cluster-head ID and the 
list of neighboring vehicles. The non-boarder vehicles wait for receiving the convergence packets from 
neighboring vehicles, which have longer distance to the cluster-head. Upon receiving the convergence 
packets from such neighboring vehicles, the vehicle updates its own cluster information and resends the 
packet to the cluster-head. When the cluster-head receives convergence packets from all neighboring 
vehicles, the cluster-head broadcasts the completed list of its cluster members within the cluster along the 
reverse direction.      
3. Topology and Routing Path Discovery  
Once clustering takes place, as shown in 1, a VANET is divided into a number of non-overlapping 
clusters. Each cluster consists of a cluster-head, common cluster members located inside of a cluster, and 
gateways which are located on the cluster border and connected to neighboring clusters. Intra-cluster 
topology is discovered on link state routing approach using Local Connectivity (LC) table, which is 
generated by the cluster-head. The LC table contains the information of neighboring vehicles of each 
vehicle, the gateways to neighboring clusters, and the distance to the associated cluster-head.  Based on 
the LC table, every cluster member builds an inter-routing (IR) table using the Dijkstra’s shortest path 
algorithm. Table 1 shows the LC table associated with cluster 12C  based on the topology shown in Fig 1. 
 
Figure 1.  2-hop cluster VANET 
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Table 1. LC table of cluster C12   
Vehicle ID 8 9 10 11 12 13 14 15 
Neighboring vehicle ID  10, 4C  13, 4C  
8,12,13 12 10,11,13,14,15 9,10,12 12, 28C  12, 20C  
Distance to cluster-head 2 2 1 1 -- 1 1 1 
 
From Table 1, it can be seen that vehicle 12h is the cluster-head, which has 5 direct neighboring vehicles 
and the gateways to neighboring clusters 4C , 20C and 28C are vehicle 8h , 9h , 15h and 14h , respectively.  
The intra-cluster topology change can be triggered by vehicle moving in/out of the cluster or by a change 
in the radio link between vehicles. When a vehicle discovers such topology changes, it reports the change 
to the cluster-head using a Local Link Change (LLC) packet. Correspondingly, the cluster-head updates 
the LC table and forwards it to all cluster members. Upon receiving the updated LC table, every cluster 
member updates its IR table accordingly.  
3.1. Cluster Topology Update 
Due to the dynamic nature of VANET, connection and disconnection of vehicles may result in cluster 
structure changes. Furthermore, such frequent changes can generate a great amount of overheads, which 
may significantly affect the network performance and consume additional bandwidth. Therefore, cluster 
maintenance needs to focus on keeping a stable cluster structure. In his case, every active vehicle member 
constantly monitors its direct links to the neighboring vehicle members through Hello packets. In the 
proposed clustering approach, a new membership activation is triggered by an orphan vehicle which 
either moves close to an existing cluster or switches on its power inside of a cluster. The orphan vehicle 
can join the cluster whose cluster-head is within k-hops range after receiving Hello packet from its 
neighboring vehicles. If there is more than one cluster available, the orphan vehicle will select the cluster 
with a larger link expiration time or smaller host degree, since these two parameters are essential to 
keeping the orphan vehicle in a cluster.  The cluster topology can also be change due to new link 
activation between vehicles. In this scenario there are three cases to be considered.  First, if the two 
vehicles connected via the new link are not cluster-heads, the cluster structure will not change. Second, if 
one of the vehicles forming the new link is still maintaining a link with another cluster, cluster re-
affiliation is not triggered. Third, if the two vehicles connected by the new link are cluster-heads, re-
clustering is triggered by dismissing the cluster with the smaller average link expiration time and its 
cluster members will join the wining cluster-head. On the other hand, if a vehicle member loses its path to 
connect to its cluster-head or its distance to that cluster-head become more than k hops, then the vehicle 
departs from the cluster and try to join another cluster. Therefore, the deactivation of vehicle 
memberships or link outages may disrupt the cluster structure, especially when the cluster structure is 
poor consisting only of a cluster-head and gateways. In this case, the cluster will be dismissed.    
4. Performance Evaluation 
Performance is evaluated by a sequence of independent discrete-event simulation runs, where vehicle 
velocity is implemented as random discrete epoch events, that is, vehicle velocity randomly varies from 
epoch to epoch but it is a constant within the epoch, where an epoch is defined as small time interval eW . 
The confidence interval is calculated as that at least 95% of the estimated values of U  obtained from the 
simulation runs fall in the interval ),( GUGU  . We assume that there are N mobile vehicles 
randomly distributed in an area of  3030u S  square units. All vehicles have the same radio 
transmission range of radius 1 unit. The vehicle connection request rate is assumed to be Poisson 
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distribution with a mean value callO . The mobility model deployed in the simulations is the random walk 
model. The vehicle velocity is changed only at the epoch beginning. The moving rate and direction within 
an epoch are constant, following a uniform distribution. Table 2 summarizes the simulation parameters. 
Table 3 shows the average number of clusters created in such an ad hoc network with different cluster 
size of k = 1, 2, 3.and 4, respectively.  
4.1. Overheads in the Initial Stage 
In the cluster initial stage once clusters have been constructed each cluster-head broadcasts a CS 
packet to all other cluster-heads in the network. Let Cd  denote the average number of neighboring 
clusters around one cluster hN , denote the average number of members in a cluster CN , denote the total 
number of clusters in the network, and CH  be the average number of hops for an arbitrary intra-cluster 
route. Upon receiving a CS packet, a gateway vehicle forwards it to its cluster-head. The cluster-head in 
turn multicasts this packet to other neighboring clusters through its gateways. 
Figure 2 shows both the simulation results and the numerical results, where the number of vehicles in 
the network varies in the range from 1000 to 4000. From Figure 3, it can be seen that the overhead 
effectively decreases when the cluster size k increases. This is because an increase in a cluster size results 
in the decrease in the number of clusters in the network. Note that, for a single-hop clustering structure
)1(  k , the overhead increases effectively when the vehicle number increases. In contrast, the increase 
of a cluster size is able to suppress the overhead increase rate when N increases, especially, when 
)4(  k , indicating that the effect of N on the overhead becomes insignificant. 
4.2. Overhead in the topology maintenance stage 
As shown in Figure 3, the overhead increases when the vehicle maximum speed increases due to the 
significant effect on the link expiration time as well as the stability of a cluster topology. However, the 
increase of cluster size k is able to suppress the overhead due to the vehicle mobility increases. 
Furthermore, it can be also seen that a topology with a large cluster size k is able to efficiently reduce the 
overhead, especially in a drastic vehicle moving environment. 
4.3. Accuracy of cluster topology 
The accuracy of a cluster topology is measured by the hit probability, denoted as )(wPhc , that is able 
to provide correct topology IDs for source, destination and all the possible intermediate vehicles to set up 
multi-hop connections across the network, where   is the distance in term of hop number for an end-to-end 
connection. Figure 4 illustrates the hit probability versus a hop distance W for N = 2000 and 5.0 mV  
unit/sec. It can be seen that )(wPhc  increases when k increases because of an increase in the cluster 
topology size leads to an increase in vehicle sojourn time in the cluster topology.  From Figure 5, it also 
can be found that the hit probability is affected by the transmission intervalV , which controls the interval 
of adjacent inter-cluster topology updates. It is clear that a small V results in frequent inter-cluster 
topology updates but it also causes a large amount of control overheads. Thus, a tradeoff between the 
overhead for inter-cluster topology updates and the accuracy of a topology is an important issue for 
further study.  Figure 5 shows the effect of vehicle mobility on the hit probability )(wPhc . It can be found 
that the hit probability is sensitive to the network size in terms of k and the hop number W for an end-to-
end connection across the network. For a small network with a short distance of end-to-end connection 
such as 21 and 21 dddd wk , the impact of vehicle mobility on the hit probability is insignificant. 
In contrast, when the network size increases and the multi-hop end-to-end connection becomes long, 
higher vehicle mobility has more significant effects on the hit probability )(wPhc .  
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Table 2. Simulation parameters 
Items Value 
N  1000~4000 
 mV  0.2~1 unit/s 
eW  1s 
CallO  1/420s 
 V  0.1~0.5 
SLOTT   10s 
thD  2 units 
 
Table 3. The average numbers of clusters  
N  
k  Hops 
1000 2000 3000 4000 
1 377.4 589.9 617.3 722.0 
2 257.1 272.1 260.0 251.8 
3 206.2 159.4 151.4 152.3 
4 170.1 115.0 91.2 90.7 
 
 
 
 
Figure 2. The overhead created in the initial stage 
 
Figure 3. The effect of vehicle mobility on KCLSC . 
 
Figure 4. Hit probability versus cluster-hop distance   
 
 
 
 
Figure 5. Impact of host mobility, 2000 N , 9.0 mV  unit/sec 
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5. Conclusion 
The cluster-based topology discovery scheme proposed in this paper has the following significances. 
First, it utilizes the advantage of a k-hop cluster architecture to improve the network topology scalability. 
Second, it takes into account the inter-cluster link expiration time to improve network topology stability 
with a capability to tolerate false routes and balance traffic loads.  Third, it considers the factor of vehicle 
mobility to reduce the overhead and the latency caused by route path recovery. The numerical results 
obtained from both theoretical analysis and simulations have shown that the overhead of topology 
discovery using the proposed approach is only two percent of that using a typical link state protocol under 
the same conditions. This certainly true, especially for a large network, where the proposed scheme is not 
only able to suppress the increase rate of the total cost when the number of vehicles in the network 
increases, but also is able to reduce the passive effect of vehicle mobility on the control overhead .  
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