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1.  Premessa: Un Problema di identificazione 
 
 
Il problema affrontato in questa tesi riguarda la problematica della identificazione di modelli 
lineari e stazionari, eventualmente con la presenza di ritardi finiti, a partire da dati 
sperimentali nel dominio del tempo ed in particolare dal rilievo della risposta al gradino. 
Si considera inizialmente la tematica riguardante un sistema elementare del secondo 
ordine. Questo risulta particolarmente interessante perché spesso i sistemi in retroazione, 
anche se di ordine elevato, presentano una risposta analoga a quella dei sistemi del 
secondo ordine: in genere, infatti, la loro configurazione poli-zeri è caratterizzata dalla 
presenza di una coppia di poli “dominanti” complessi coniugati, cioè di una coppia di poli, i 
più vicini all’asse immaginario, il cui contributo nell’espressione del transitorio è 
notevolmente più importante di quello degli altri poli presenti nel sistema. 
La trattazione verrà poi estesa andando a considerare anche sistemi di ordine superiori a 
due con un’eventuale presenza di zeri. 
Un tipico sistema del secondo ordine ha una funzione di trasferimento che si può porre 
nella seguente forma: 
22
2
2
2 221
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ωωζ
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in cui i parametri ζ  e nω  sono detti coefficiente di smorzamento e pulsazione naturale 
rispettivamente. 
Supponiamo di conoscere i poli caratterizzanti il nostro sistema, cioè  
ωσ jp +=1      ωσ jp −=2  
allora essi sono definiti come: 
22 ωσω +=n        22 ωσ
σζ +−=  
Il coefficiente di smorzamento e la pulsazione naturale caratterizzano univocamente la 
risposta al gradino unitario del sistema elementare del secondo ordine, il cui andamento 
tipico è riportato in figura: 
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I parametri temporali caratteristici della risposta al gradino appena vista sono: 
• =10t  tempo per raggiungere il 10% del valore finale; 
• =50t  tempo per raggiungere il 50% del valore finale; 
• =90t  tempo per raggiungere il 90% del valore finale;  
• =−= 1090 tttr  tempo di salita, tempo per passare dal 10% al 90% del valore 
finale; 
• =pt  tempo al picco, tempo per raggiungere il primo picco; 
• =S  massima sovraelongazione, differenza tra il valore massimo raggiunto 
dall’uscita e il valore finale; 
• =st  tempo di assestamento, tempo occorrente perché l’uscita rimanga entro il 
± 5% del valore finale; 
 
La risposta al gradino nel dominio del tempo è data da: 
 
±5%S
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in cui è 
21
1
ζ−=A    ,  
21 ζωω −= n   ,  ζ
ζϕ
21arctan −=  
Tale risposta è riportata nella Figura seguente per vari valori del coefficiente ζ  e con 
scala dei tempi normalizzata in rapporto all’inverso della pulsazione naturale nω : 
 
Pertanto i valori dell’uscita in corrispondenza dei vari massimi e minimi che si presentano 
durante l’evoluzione della risposta al gradino possono essere ricavati dalla seguente 
relazione: 
21
min
max )1(1)( ζ
πζ
−
−
−−=
n
n ety  
mentre gli istanti di tempo in cui si ottengono questi massimi e minimi sono calcolati 
mediante: 
2min
max
1 ζω
π
−= n
nt  
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Concentriamoci sul valore della massima sovraelongazione: in base alle precedenti 
relazioni possiamo affermare che al tempo di picco si ha: 
21
max 1
ζ
πζ
−
−
=−= eyS  
 
Si può pertanto affermare che in un sistema del secondo ordine la massima 
sovraelongazione è funzione unicamente del coefficiente di smorzamento ζ . 
L’andamento relativo è rappresentato dalla Figura seguente: 
 
Supponiamo di conoscere la risposta al gradino di un sistema del secondo ordine, nella 
letteratura tipicamente si fa riferimento alla massima sovraelongazione S  ed al tempo di 
picco pt  in cui essa occorre per effettuare un’analisi semplificata del sistema. 
Per via grafica o dalla relazione  
22 )ln(
)ln(
S
S
+
−= πζ  
riusciamo a calcolare molto semplicemente il valore del fattore di smorzamento una volta 
noto il valore della massima sovraelongazione. Sapendo inoltre che  
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21 ζω
π
−= np
t  
si ricava altrettanto facilmente il valore della pulsazione naturale 
21 ζ
πω −= pn t
 
In alternativa è possibile considerare le formule che legano il tempo di salita e/o il tempo 
all’emivalore in funzione del coefficiente di smorzamento e della pulsazione naturale: 
 
05.135.027.0 250 ++= ζζω tn  
( ) 1039.1417.076.1 231090 ++−=− ζζζω ttn  
 
grazie alle quali si può calcolare il valore di nω  sfruttando: 
 
50
2 05.135.027.0
tn
++= ζζω  
1090
23 1039.1417.076.1
ttn −
++−= ζζζω  
 
Quindi, poiché un sistema del secondo ordine è completamente definito da ζ  e nω , 
possiamo affermare di aver completamente identificato il sistema incognito iniziale. 
Risolvendo il seguente sistema di due equazioni in due incognite (σ  e ω ) conosciamo 
l’esatto posizionamento dei due poli nel piano complesso 
 
⎪⎩
⎪⎨
⎧
+−=
+=
22
22
ωσ
σζ
ωσωn
 
ωσ jp +=1      ωσ jp −=2 . 
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Una problematica abbastanza pesante riguardante la seguente procedura consiste nel 
fatto che la caratteristica che esprime 
21 ζ
πζ
−
−
= eS  è quasi lineare nel primo tratto, mentre 
tende ad appiattirsi per valori di ζ  crescenti: ciò significa che misurati due valori 
abbastanza vicini per la sovraelongazione S  si ottengono due valori per ζ  molto distanti.    
Questa non è una situazione realistica: l’ideale sarebbe, invece, avere una caratteristica 
lineare che consenta di effettuare letture precise e distinte. 
Una misura della qualità di una tecnica rispetto ad un’altra può essere effettuata andando 
a definire la sensibilità λ  della caratteristica )(xfy =  che si va ad utilizzare: 
x
dx
y
dy
=λ  
La situazione ideale consiste nell’avere un andamento lineare con pendenza unitaria, nel 
qual caso si avrebbe .1=λ  
Per quanto riguarda l’utilizzo della precedente tecnica di identificazione, poiché si sfrutta 
l’equazione ( )
22 )ln(
)ln(
S
SS +
−= πζ , la sensibilità λ  è definita come: 
ζ
ζζζλ S
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d
S
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d
==  
Sviluppando i calcoli si ottiene: 
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da cui: 
( ) ( ))(ln)ln()ln(
)(ln
)(ln
22
222
322
2
SSS
SS
SS +
=−
+
+
−= π
ππ
π
πλ  
 13
 
 
L’andamento della sensibilità λ  riferita a questa specifica tecnica, quindi, è quello 
riportato nella Figura seguente: 
 
Si nota, quindi, come la sensibilità sia buona per valori della sovraelongazione 5.0<S , 
dopo di che la caratteristica sembra avere un asintoto verticale e l’utilizzo della tecnica non 
produce risultati attendibili. 
Ovviamente la procedura precedente non è applicabile nel caso in cui il sistema del 
secondo ordine abbia poli reali.  
Ulteriori difficoltà si presentano qualora  il modello matematico debba prevedere la 
presenza di ritardi finiti. La lettura dei parametri temporali necessari per applicazione della 
tecnica di identificazione, in questo caso, è affetta dalla presenza di un errore dovuto al 
ritardo che in generale non è noto a priori. 
Nel seguito verranno affrontate queste problematiche e verranno proposte delle soluzioni 
alternative, valide anche per famiglie di modelli di ordine  superiore a due. 
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2.  La tecnica di Smith 
 
Consideriamo ancora sistemi del secondo ordine con poli complessi coniugati. 
La tecnica di Smith consiste nel trovare due diverse equazioni che esprimano il fattore di 
smorzamento ζ  e la pulsazione naturale nω  in funzione di 20t  e 60t , cioè i tempi 
necessari a raggiungere il 20% e il 60% del valore finale rispettivamente. Risolvendo 
queste equazioni a sistema si troveranno i valori di ζ  e nω  che caratterizzano 
univocamente il processo incognito. 
In pratica Smith ha trovato che la caratteristica corrispondente a ⎟⎟⎠
⎞
⎜⎜⎝
⎛
60
20
t
tζ  ha un 
andamento abbastanza lineare; si veda la Figura seguente: 
 
Per quanto riguarda la pulsazione naturale, invece, l’espressione che si va a considerare 
riguarda ⎟⎟⎠
⎞
⎜⎜⎝
⎛
60
20
60 t
ttnω il cui andamento è riportato nella Figura seguente: 
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Supponendo di conoscere la risposta al gradino del sistema incognito, ed avendo 
ipotizzato che esso sia del secondo ordine, si possono andare a valutare le quantità 20t  e 
60t  e con queste calcolare il rapporto 
60
20
t
t
.  
A questo punto si può procedere con una procedura grafica, e utilizzare i precedenti grafici 
per ricavare i valori di ζ  e nω . In alternativa si possono sfruttare le seguenti formule che 
esprimono il coefficiente di smorzamento e la pulsazione naturale in funzione di 
60
20
t
t
: 
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6.022.0
25.06.14.2
23.015.23.41.2
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20
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20
2
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3
60
20
60
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2
60
20
3
60
20
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
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ζ
 
 
Trovati i valori di ζ  e nω  si possono  calcolare i due poli del nostro sistema incognito 
come: 
⎪⎩
⎪⎨
⎧
−−=
−+=
1
1
2
2
2
1
ζωζω
ζωζω
nn
nn
p
p
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3.  La tecnica di Unbehauen 
 
Unbehauen prende in considerazione sistemi del secondo ordine con poli reali.  
La sua tecnica prevede l’utilizzo di due equazioni che esprimono l’andamento del tempo di 
salita e del tempo al 10% in funzione del rapporto tra le costanti di tempo caratterizzanti i 
due poli del sistema. 
In questo caso l’espressione che esprime la funzione di trasferimento relativa al processo 
in esame può essere espressa come: 
 
( ) ( )( )sTsTsssG
nn
21
2
2 11
1
21
1
++=++
=
ωωζ
 
 
e quindi 
212
1
n
TT ω=           21
2 TT
n
+=ω
ζ
 
 
Valutando graficamente, dalla risposta al gradino, i tempi aT  e uT  (corrispondenti 
rispettivamente al tempo di salita 1090 tt −  e al tempo al 10% 10t ), dalla formula che 
fornisce la risposta indiciale (normalizzata rispetto al valore finale) nel dominio del tempo: 
 
( ) 21 /
21
2/
21
11 TtTt e
TT
Te
TT
Tty −− −+−−=  
 
è possibile ricavare le seguenti relazioni: 
12
2
1
2
1
TT
T
a
T
T
T
T −⎟⎟⎠
⎞
⎜⎜⎝
⎛=  
21
2
1
12
21 ln TTT
T
T
TT
TTT au ++−⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=  
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Posto 
1
2
T
T=μ , le precedenti espressioni possono essere espresse come: 
( ) 1
1
−= μμμ
T
Ta  
( ) ( ) 1
1
ln11 −⎥⎦
⎤⎢⎣
⎡
−++= −
−
μ
μμμμ μμ
a
u
T
T
 
 
Il grafico che esprime l’andamento delle quantità 
1T
Ta  e 
u
a
T
T
 in funzione del parametro μ  è 
riportato nella Figura seguente: 
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i valori numerici nella Tabella relativa: 
 
 
μ= T2/T1 Ta/T1 Ta/Tu 
0.1 1.29 20.09
0.2 1.50 13.97
0.3 1.68 11.91
0.4 1.84 10.91
0.5 2.00 10.36
0.6 2.15 10.03
0.7 2.30 9.83 
0.8 2.44 9.72 
0.9 2.58 9.66 
0.99 2.70 9.65 
1.11 2.87 9.66 
1.2 2.99 9.70 
2.0 4.00 10.36
3.0 5.20 11.50
4.0 6.35 12.73
5.0 7.48 13.97
6.0 8.59 15.22
7.0 9.68 16.45
8.0 10.77 17.67
9.0 11.85 18.89
10.0 12.92 20.09
 
 
Dalla conoscenza della risposta al gradino per un sistema incognito, supponendo che 
esso sia del secondo ordine con 1>ζ , quindi con poli reali distinti, si possono andare a 
valutare per via grafica le quantità aT  e uT . Calcolato il rapporto 
u
a
T
T
 dal grafico 
 20
precedentemente illustrato si può facilmente ricavare il valore di 
1
2
T
T=μ ; conoscendo μ   
si può andare a calcolare 1T  sfruttando la relazione ( ) 1
1
−= μμμ
T
Ta , quindi: 
( ) 11 −= μμμ
aTT  
L’altro valore della costante di tempo si valuta facilmente con 12 TT μ= . 
Si sono quindi calcolate le due costanti di tempo 1T  e 2T , possiamo quindi affermare di 
aver completamente identificato il sistema. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 21
4.  Introduzione del fattore di forma 
 
La caratteristica principale della tecnica di Smith consiste nel fatto di andare a considerare 
la quantità 
60
20
t
t
 e su questa costruire tutto il procedimento di identificazione.  
Considerare un rapporto tra indici temporali equivale a studiare quantità indipendenti da  
nω . D’altra parte sia 20t  che 60t  non sono i classici parametri temporali di una risposta al 
gradino per un sistema del secondo ordine, quindi sarebbe utile trovare un procedimento 
che permetta di utilizzare 10t , 50t  e 90t . 
E’ importante altresì considerare delle espressioni che siano anche indipendenti dalla 
presenza di eventuali ritardi. A tal fine il nuovo parametro che si introduce è 
1050
5090
tt
ttf −
−= , 
che abbiamo chiamato fattore di forma.  
Si noti come questo nuovo indice temporale risulti indipendente sia dal tempo di ritardo, il 
che ci permette di ottenere una procedura molto più generale della precedente, sia dalla 
pulsazione naturale. 
Si è trovato, grazie a delle semplici simulazioni con Matlab, che per un sistema del 
secondo ordine l’andamento del fattore di smorzamento in funzione del fattore di forma ha 
un andamento che è dato da: 
 22
 
Si noti come per  5.10 ≤≤ ζ   l’andamento della caratteristica è abbastanza lineare, 
mentre per 5.1>ζ  l’andamento tende ad appiattirsi e quindi a diventare illeggibile. 
Ricordiamo che la situazione in cui 1>ζ  corrisponde ad avere due poli reali, mentre per 
1<ζ  si hanno due poli complessi coniugati.  
Si è deciso di andare a considerare separatamente i due casi, trovando due differenti 
tecniche per l’identificazione del sistema del secondo ordine incognito. 
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5.  Caso dei poli complessi coniugati 
 
Per il momento, quindi, concentriamoci sul caso in cui 1<ζ . 
La caratteristica che esprime l’andamento del fattore di smorzamento in funzione del 
fattore di forma ha un andamento abbastanza lineare come si evince dalla Figura 
seguente: 
 
L’espressione analitica che esprime l’andamento del fattore di smorzamento in funzione 
del fattore di forma può essere approssimata con risultati soddisfacenti dalla seguente 
espressione: 
54.0
18.01.048.0)(
2
−
−−=
f
fffζ  
Il confronto tra l’andamento dedotto dalle simulazioni e quello ottenuto con la precedente 
formula è il seguente: 
 24
 
mentre l’errore % che si commette nell’usare la stessa formula ha l’andamento riportato 
nella seguente Figura: 
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Per quanto riguarda la pulsazione naturale nω , invece, si è trovato che la caratteristica 
che esprime rntω  in funzione di ζ , con 1090 tttr −= , ha il seguente andamento: 
 
Un’espressione analitica, molto utile ai fini pratici della procedura, che descrive il 
precedente comportamento è stata trovata. 
Essa è esprimibile come: 
 
1039.1417.076.1 23 ++−= ζζζω rnt  
 
Il confronto tra l’andamento ottenuto dalle simulazioni e quello derivante dall’applicazione 
della precedente relazione analitica è espresso nel seguente grafico 
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mentre l’errore % che si commette nell’usare la stessa formula ha l’andamento: 
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Supponiamo quindi di conoscere la risposta al gradino per un sistema incognito del 
secondo ordine; si possono andare a valutare molto semplicemente le quantità 10t , 50t  e 
90t .  
Con queste, altrettanto semplicemente, si può calcolare il valore del fattore di forma 
1050
5090
tt
ttf −
−=  che ricordiamo essere indipendente da un eventuale tempo di ritardo 
presente nella risposta al gradino, e il tempo di salita 1090 tttr −= . 
Ipotizzando, inoltre, di essere nel caso 1<ζ , quindi i due poli del sistema saranno 
complessi coniugati: allora si possono calcolare i valori del fattore di smorzamento e della 
pulsazione naturale o per via grafica, sfruttando i grafici precedentemente illustrati, oppure 
per via analitica risolvendo le due equazioni: 
 
⎪⎪⎩
⎪⎪⎨
⎧
++−=
−
−−=
r
n t
f
ff
1039.1417.076.1
54.0
18.01.048.0
23
2
ζζζω
ζ
 
Noti quindi ζ  ed nω  il nostro sistema incognito è stato completamente identificato. 
In questo caso, poiché si utilizza l’equazione 
54.0
18.01.048.0)(
2
−
−−=
f
fffζ  per 
l’applicazione della tecnica di identificazione, la sensibilità λ  è definita come: 
ζ
ζζζλ f
df
d
f
df
d
==  
Sviluppando i calcoli si trova quindi: 
 
( )( ) ( )
( )
( )2
2
2
2
54.0
234.05184.048.0
54.0
18.01.048.054.01.096.0
−
+−=
=−
−−−−−=
f
ff
f
ffff
df
dζ
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da cui: 
( )
( )
0972.0126.03592.048.0
234.05184.048.0
18.01.048.0
54.0
54.0
234.05184.048.0
23
23
22
2
+−−
+−=
=−−
−
−
+−=
fff
fff
ff
ff
f
ffλ
 
 
L’andamento della sensibilità appena calcolata è riportato nella Figura seguente: 
 
dalla quale si nota come l’utilizzo della tecnica di identificazione sia molto buono per valori 
di 85.0>f , mentre per valori minori il valore della sensibilità si allontana dal valore 
ideale che ricordiamo essere 1=λ . 
Si noti, comunque, che i valori numerici della sensibilità, presi in valore assoluto, sono 
comunque migliori rispetto a quelli relativi al caso in cui si utilizzava il valore della 
sovraelongazione S  per calcolare il coefficiente di smorzamento 
22 )ln(
)ln(
S
S
+
−= πζ . 
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6.  Caso dei poli reali 
 
Supponiamo ora di essere nel caso di due poli reali, quindi 1>ζ . Ricordiamo ancora che 
questa situazione corrisponde ad essere nella zona del grafico in cui la lettura di ζ  non è 
ottenibile univocamente in quanto la caratteristica corrispondente ha un asintoto verticale. 
Il sistema in analisi sarà del tipo: 
( )( )21 11
1
sTsT ++  
 
Ricordiamo, inoltre, che un generico sistema del secondo ordine può essere espresso in 
funzione di coefficiente di smorzamento e pulsazione naturale dall’espressione: 
2
2
21
1
nn
ss
ωωζ ++
 
Poniamo 1
1
2 >=
T
Tμ , ricordando che 1T  e 2T  sono le costanti di tempo del sistema e 
supponendo che 2T > 1T ; il caso contrario è esattamente equivalente poiché le due 
costanti di tempo considerate fino ad ora sono assolutamente generiche. 
Si ottiene quindi che la costante di tempo più grande può essere espressa come 
12 TT μ= .  
Sviluppando la prima delle espressioni precedentemente illustrata si ottiene facilmente 
che: 
( )( ) ( )( ) ( ) μμμ 21211121 11
1
11
1
11
1
TssTsTsTsTsT +++=++=++  
Confrontando questa espressione con 
2
2
21
1
nn
ss
ωωζ ++
 si ottiene che μω
2
12
1 T
n
= , e 
quindi μω 21
2 1
Tn
=   da cui μω 1
1
Tn
= . 
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Inoltre ( )μω
ζ += 12 1T
n
. Moltiplicando a destra e a sinistra per nω  si ottiene: 
( ) μμ
μ
μ
μζ +=+=
1
1 12
T
T
 
Ricordiamo ora che la tecnica precedente ci permetteva di ottenere una buona lettura del 
coefficiente di smorzamento fino ad un valore massimo 5.1max ≈ζ , quindi possiamo 
supporre di far partire la nostra analisi da questo valore in poi. 
Quindi: 
μμ
μ +=3  
Ponendo x=μ  si ottiene il seguente sistema del secondo ordine 0132 =+− xx , le 
cui soluzioni sono 
382.01 =x    e  618.22 =x  
da cui si ottengono i valori  
1459.01 =μ   e  854.62 =μ  
 
La soluzione 1459.01 =μ  è da scartare poiché si è supposto 1>μ , quindi l’analisi che 
si farà nel seguito parte dal presupposto di avere 854.6min =μ . 
L’ipotesi che si fa è che avendo 854.6min =μ , quindi costante di tempo 2T  circa sette 
volte più grande di 1T , quest’ ultima agisca in modo rilevante fino a 50t , mentre da lì in poi 
agisca la sola costante di tempo più grande. 
Si fa l’ipotesi, quindi, che da 50t  a 90t  il sistema sia approssimabile come un sistema del 
primo ordine in cui agisca la sola costante di tempo 2T ; quindi si può affermare che: 
 
2225090 61.169.03.2 TTTtt =−=−  
da cui 
61.1
5090
2
ttT −= . 
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E’ utile, a questo punto della trattazione, andare a considerare la caratteristica che 
esprime l’andamento di 
1
1050
T
tt −
 in funzione di μ . Si è trovato che essa è esprimibile 
come: 
492.0556.0
1
1050 +=− μ
T
tt
 
Quindi si ottiene che 12111050 492.0556.0492.0556.0 TTTTtt +=+=− μ . 
Riprendendo l’espressione precedentemente calcolata per 2T  si ha: 
 
( ) 15090150901050 492.0345.0492.061.1556.0 TttT
tttt +−=+−=−  
 
e quindi 
( ) ( )
492.0
345.0 50901050
1
ttttT −−−= . 
 
Supponendo, quindi, di conoscere l’andamento della risposta al gradino di un sistema del 
secondo ordine incognito, con poli reali, si possono andare a misurare gli indici temporali 
10t , 50t  e 90t ; con questi si possono poi calcolare i valori delle due costanti di tempo del 
sistema: 
( ) ( )
⎪⎪⎩
⎪⎪⎨
⎧
−−−=
−=
492.0
345.0
61.1
50901050
1
5090
2
ttttT
ttT
 
 
Possiamo quindi affermare di aver completamente identificato il sistema incognito del 
secondo ordine. 
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7.  Il Modello FOPTD 
 
Nella pratica industriale un modello largamente utilizzato  è quello del primo ordine più un 
ritardo finito. La corrispondente funzione di trasferimento è del tipo: 
 
sT
AesP
s
+=
−
1
)(
τ
 
 
Si riconoscono immediatamente la presenza di un guadagno A , di una costante di tempo 
T ed un ritardo finito τ . 
La risposta al gradino per un sistema di questo tipo ha l’andamento tipico riportato in 
Figura: 
 
Per un modello di questo tipo si possono dedurre alcune semplici relazioni che riguardano 
i parametri temporali più frequentemente utilizzati. In particolare per quanto riguarda 10t , 
50t  e 90t  valgono le seguenti relazioni: 
ττ +≅+−= TTt 1.0)9.0ln(10  
ττ +≅+−= TTt 69.0)5.0ln(50  
ττ +≅+−= TTt 23.0)1.0ln(90  
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equazioni nelle quali bisogna tener conto della presenza di un eventuale ritardo finito τ . 
Una relazione che lega direttamente una misura sperimentale con la costante di tempo del 
sistema è invece la seguente: 
τ+= Tt63  
con 63t  tempo necessario a raggiungere il 63% del valore finale. 
Le relazioni riguardanti altri indici temporali ottenuti come differenze tra due indici 
precedentemente introdotti, che osserviamo essere indipendenti dal tempo di ritardo, sono 
facilmente deducibili eseguendo delle semplici sottrazioni tra termini logaritmici e risultano 
essere: 
TTtttr 2.2)9ln(1090 ≅=−=  
TTtt 6.1)5ln(5090 ≅=−  
TTtt 6.0
5
9ln1050 ≅⎟⎠
⎞⎜⎝
⎛=−  
Infine l’espressione del fattore di forma risulta anch’essa indipendente dalla presenza di un 
eventuale ritardo finito, come è ovvio che fosse, ed in particolare risulta essere una 
costante: 
739.2
1050
5090 ≅−
−=
tt
ttf  
 
Dalla misura del tempo di salita è facile risalire alla costante di tempo T :   
( )
2.2
1090 ttT −=  
In assenza di ritardo dovrebbe aversi un tempo all’emivalore pari a Ttte 69.050 == , 
quindi il tempo di ritardo è ricavabile dalla relazione: 
ϑ+= Tt 69.050  
da cui ovviamente Tt 69.050 −=ϑ . 
Nel seguito questa analisi verrà ripetuta ed estesa per intere famiglie di filtri di interesse 
nella modellazione di impianti controllati. 
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8.  Analisi di una famiglia di filtri (Binomiale + 
Butterwoth) 
 
 
La teoria dei filtri è un argomento ampiamente trattato in molti testi e manuali con un 
ampio corredo di formule, diagrammi e nomogrammi.  
L’analisi delle problematiche relative al caso di sistemi di ordine superiore a due è stata 
fatta mediante lo studio di particolari famiglie di filtri, alcune delle quali presentano la 
caratteristica di avere poli tutti coincidenti. 
A tal proposito si consideri la seguente famiglia di filtri: 
 
)()()1(
1),(
saButsBina
asFn +−=        ]1,0[∈a  
 
in cui ( )sBin  e ( )sBut  sono i classici filtri binomiali e di Butterworth definiti come: 
 ( )nssBin += 1)(  
 
∏
=
−+
⎟⎠
⎞⎜⎝
⎛ −= n
k
n
nki
essBut
1
2
12
)(
π
 
 
Si noti come al variare del parametro a  la precedente famiglia di filtri si riduca ad un filtro 
binomiale (quando 0=a ) o ad un filtro di Butterworth (quando 1=a ).  
La risposta al gradino per la famiglia di filtri in questione, per diversi valori dei parametri a  
ed n , è rappresentata nelle seguenti figure ed è stata ottenuta con delle simulazioni in 
Matlab: 
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1=a       10,9,.....2,1=n  
 
4=n      1,9.0,.......2.0,1.0=a  
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La tecnica di identificazione che sarà implementata utilizzando questa famiglia di filtri 
prevede l’utilizzo di alcuni indici temporali riguardanti la risposta al gradino. 
In particolare notiamo che l’andamento di 100tω  al variare di  a  ed n , ottenuto anch’esso 
sperimentalmente con simulazioni in Matlab, è il seguente: 
 
Si è trovato, quindi, che un’approssimazione analitica che riproduce i precedenti 
andamenti con un errore molto piccolo è espressa da: 
( ) ⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ −+−++−= ananat 12
3
7443735401
1000
1 2
100ω  
 
Per quanto riguarda, invece, l’andamento di 500tω , sempre al variare del parametro a  e 
per diversi valori di n , la situazione è la seguente: 
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Anche per l’andamento di 500tω  si è trovata un’espressione molto semplice riportata di 
seguito: 
3
1
3
1500
aant −−⎟⎠
⎞⎜⎝
⎛ −=ω  
L’ultimo indice temporale preso in considerazione è 900tω  il cui andamento al variare dei 
parametri a  ed n  è riportato nella Figura seguente: 
 38
 
L’espressione analitica corrispondente è invece: 
( ) ( )a
n
anat 42.1715.01546.0256.1868.0737.1900 +−+−+−=ω  
Si noti che gli indici temporali 10t , 50t  e 90t , riguardanti la risposta al gradino di un filtro 
appartenente alla suddetta famiglia, hanno degli andamenti continui al variare del 
parametro a , come ci si aspetta dalla teoria matematica.  
Si può osservare, inoltre, come la loro caratteristica è quasi lineare, il che è alquanto 
imprevedibile e sorprendente. 
Nello studio della famiglia di filtri è interessante andare a considerare l’andamento del 
fattore di forma  al variare dei parametri a  ed n .  
Ricordiamo che il fattore di forma è un indice indipendente dalla pulsazione 0ω  e dal 
tempo di ritardo ed è definito come: 
( )
1050
5090
tt
ttafn −
−=  
Dai dati sperimentali, ottenuti mediante simulazioni con Matlab, si è trovato il seguente 
andamento per quanto riguarda )(afn  
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Si è poi trovato che un’approssimazione analitica accettabile per gli andamenti precedenti 
è rappresentata dalla seguente formula: 
( ) 7942.05845.16226.0 ++−=
n
aafn  
Nel dettaglio, quindi, si è trovato che il fattore di forma è caratterizzato da un andamento 
lineare i cui massimi e minimi sono contenuti nell’intervallo: 
 
⎟⎠
⎞⎜⎝
⎛ ++∈ 7942.05845.1;1716.05845.1
nn
fn  
 
 
L’andamento ottenuto applicando l’approssimazione analitica precedentemente introdotta 
è quindi il seguente: 
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L’errore commesso nell’approssimazione, come si evince dalla Figura seguente, è molto 
piccolo: 
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8.1  Procedura di identificazione 
 
Data una risposta al gradino, ad esempio a seguito di una osservazione di un sistema 
dinamico incognito, si vuole trovare un modello per il sistema con funzione di trasferimento 
appartenente alla famiglia di filtri  
)/()/()1(
,
000 ωωω
δ
saButsBina
easF
s
n +−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
 
 
La procedura di identificazione può essere riassunta con i seguenti 3 passi: 
 
1) Dall’osservazione dei parametri temporali 10t , 50t  e 90t  si ricava facilmente il fattore di 
forma 
1050
5090
tt
ttf −
−= . Conoscendo il valore del fattore di forma, usando il grafico 
precedentemente illustrato che esprime l’andamento di ( )afn , oppure sfruttando la 
relazione analitica da esso ricavata, si ottiene un insieme finito di coppie [n ,a ] 
ammissibili. 
2) Noto l’insieme di coppie [n ,a ] ammissibili si può calcolare il valore di 0ω  e 
dell’eventuale ritardo δ  sfruttando le formule per il calcolo di 10t , 50t  e 90t . Si trova 
infatti che: 
 
( )
( )
( )⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
+−+−+−=−=
−−⎟⎠
⎞⎜⎝
⎛ −=−=
⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ −+−++−=−=
)420.1715.0(1)546.0256.1(868.0737.1
3
1
3
1
12
3
74)407(35401
1000
1
900900
500500
2
100100
a
n
anatT
aantT
ananatT
δωω
δωω
δωω
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⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
+⎥⎦
⎤⎢⎣
⎡ +−+−+−=
+⎥⎦
⎤⎢⎣
⎡ −−⎟⎠
⎞⎜⎝
⎛ −=
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −+−++−=
δω
δω
δω
0
90
0
50
0
2
10
1)420.1715.0(1)546.0256.1(868.0737.1
1
3
1
3
1
112
3
74)407(35401
1000
1
a
n
anat
aant
ananat
 
 
dove si sono indicati con 10t , 50t  e 90t  i tempi misurati dalla risposta al gradino del 
sistema incognito, eventualmente affetti da ritardo, mentre con 10T , 50T  e 90T  si sono 
indicati gli indici temporali veri e propri tipici della famiglia di filtri. 
A questo punto, per ogni coppia [n ,a ] ammissibile (supponiamo che le coppie 
ammissibili siano m) si costruisce un sistema lineare  
 
BAx =  
 
in cui la i-esima matrice iA  costituisce la matrice dei parametri: 
 
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
⎥⎦
⎤⎢⎣
⎡ +−+−+−
⎥⎦
⎤⎢⎣
⎡ −−⎟⎠
⎞⎜⎝
⎛ −
⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −+−++−
=
1)420.1715.0(1)546.0256.1(868.0737.1
1
3
1
3
1
112
3
74)407(35401
1000
1 2
i
i
iii
ii
i
iiiii
i
a
n
ana
aan
anana
A
 
 
l’i-esimo vettore ix  è il vettore delle incognite: 
⎥⎦
⎤⎢⎣
⎡=
i
i
ix δ
ω0
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mentre l’i-esimo vettore iB  è il vettore dei termini noti: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
90
50
10
t
t
t
Bi  
 
Il sistema è sicuramente sovradimensionato, operando quindi con l’operazione di 
pseudoinversione si trova che:  
 
ii
i
i BAx
i +=⎥⎦
⎤⎢⎣
⎡= δ
ω0
      con 0≥iδ  
 
 
3) Dato un insieme finito di quadruple ammissibili [n ,a , 0ω ,δ ], ogni quadrupla deve 
essere testata sfruttando le formule per il calcolo di 10t , 50t  e 90t  e i risultati devono 
essere confrontati con i valori sperimentali. Se nessuna quadrupla soddisfa i requisiti, 
la famiglia di filtri non è l’ideale per l’identificazione del sistema in esame.  
Se, invece, una o più quadruple soddisfano le condizioni imposte dagli indici temporali, 
allora più fattori intervengono nella scelta del filtro più adatto alla specifica situazione: 
ad esempio una scelta opportuna può essere quella di scegliere il filtro di ordine più 
piccolo. 
 
8.2  Esempio di applicazione 
 
Consideriamo il seguente filtro, appartenente alla famiglia in esame, ottenuto imponendo 
10 =ω , 3=n , 6.0=a  e con ritardo finito s3=δ : 
 
121.7330.5778
)( 23
3
+++=
−
sss
esF
s
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La risposta al gradino del precedente filtro ha il seguente andamento: 
 
Graficamente si ottengono facilmente i seguenti indici temporali: 
 
st 3.875110 =     st 4.969250 =     st 6.352190 =     sf 1.2640=  
  
Dalla conoscenza numerica di sf 1.2640= , sfruttando il grafico che esprime 
l’andamento del fattore di forma in funzione di n  ed a , si ottengono tutte le coppie [n ,a ] 
ammissibili. 
Nel caso specifico la situazione è quella riportata nel grafico seguente: 
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da cui si ottiene che tutte le coppie ammissibili sono quelle riportate nella tabella: 
 
 
n  
 
a  
3 0.7148 
4 0.5180 
5 0.3836 
6 0.2845 
7 0.2074 
8 0.1453 
9 0.0938 
10 0.0503 
 
Per ogni coppia della tabella precedente, sfruttando le relazioni: 
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⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
+⎥⎦
⎤⎢⎣
⎡ +−+−+−=
+⎥⎦
⎤⎢⎣
⎡ −−⎟⎠
⎞⎜⎝
⎛ −=
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −+−++−=
δω
δω
δω
0
90
0
50
0
2
10
1)420.1715.0(1)546.0256.1(868.0737.1
1
3
1
3
1
112
3
74)407(35401
1000
1
a
n
anat
aant
ananat
 
 
si impostano 8 sistemi lineari BAx =  come precedentemente specificato. 
Risolvendo BAx +=⎥⎦
⎤⎢⎣
⎡= δ
ω0  per ogni coppia [n ,a ] ammissibile, si trovano i 
corrispondenti valori per la pulsazione naturale 0ω  e per il ritardo δ . 
Il tutto è riportato nella tabella seguente: 
 
 
 
n  
 
 
a  
 
0ω  
 
δ  
3 0.7148 1.1094 2.9377 
4 0.5180 1.4267 2.7309 
5 0.3836 1.7398 2.5643 
6 0.2845 2.0390 2.4124 
7 0.2074 2.3209 2.2650 
8 0.1453 2.5840 2.1172 
9 0.0938 2.8276 1.9660 
10 0.0503 3.0517 1.8096 
 
 
A questo punto sfruttando nuovamente le formule:  
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⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
+⎥⎦
⎤⎢⎣
⎡ +−+−+−=
+⎥⎦
⎤⎢⎣
⎡ −−⎟⎠
⎞⎜⎝
⎛ −=
+⎭⎬
⎫
⎩⎨
⎧
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −+−++−=
δω
δω
δω
0
90
0
50
0
2
10
1)420.1715.0(1)546.0256.1(868.0737.1
1
3
1
3
1
112
3
74)407(35401
1000
1
a
n
anat
aant
ananat
 
 
otteniamo che per ogni insieme ammissibile [n ,a , 0ω ,δ ]  trovato in precedenza si hanno 
i seguenti valori degli indici di tempo: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In base agli indici temporali trovati in seguito all’osservazione iniziale della risposta al 
gradino, che ricordiamo essere: 
 
st 3.875110 =     st 4.969250 =     st 6.352190 =  
 
si vede che diverse sono le coppie [n ,a ] che utilizzate per il calcolo degli stessi indici 
temporali, sfruttando le relative formule analitiche, producono risultati soddisfacenti. 
 
 
n  
 
a  10t  50t  90t  
3 0.6922 3.9091 4.9119 6.3754 
4 0.4954 3.8932 4.9379 6.3653 
5 0.3610 3.8846 4.9525 6.3593 
6 0.2619 3.8809 4.9589 6.3566 
7 0.1848 3.8810 4.9588 6.3566 
8 0.1227 3.8843 4.9531 6.3591 
9 0.0712 3.8904 4.9426 6.3634 
10 0.0277 3.8992 4.9279 6.3693 
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A questo punto la scelta più opportuna è quella di andare a considerare il filtro di ordine 
più basso, quindi quello con 3=n . 
Andando a graficare l’andamento della corrispondente risposta al gradino si trova che il 
confronto con quella del sistema incognito iniziale ha il seguente andamento: 
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9.  Analisi di una seconda famiglia di filtri 
 
Si consideri ora un’altra famiglia di filtri avente la seguente funzione di trasferimento: 
 
∏−
=
+
= 1
0
)1(
1),( n
i
i
n
sTr
rsF           con ]1,0[∈r  
 
Si noti come essa abbia tutti poli reali i quali sono termini di una serie geometrica 
proporzionali al valore del parametro r . Senza perdita di generalità nel seguito si 
considererà T  costante e precisamente sT 1= . 
La famiglia di filtri proposta può essere usata come modello per molti processi industriali, il 
che rende la procedura di identificazione che su di essa si basa molto generale.  
Osserviamo, inoltre, che se 1=r  il filtro si riduce ad un filtro binomiale, quindi  
nn s
sF
)1(
1)1,( +=  
 
La risposta al gradino per la famiglia di filtri in questione, al variare del parametro r  e per 
diversi valori di n , è rappresentata nelle seguenti Figure ed è stata ottenuta con delle 
simulazioni in Matlab: 
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 4=n   1,9.0,......2.0,1.0=r  
 
 1=r   10,9,........2,1=n  
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Con riferimento alla risposta al gradino della famiglia di filtri in analisi andiamo a 
considerare gli indici temporali normalizzati 10t , 50t  e 90t . 
Per quanto riguarda 10t  si è trovato sperimentalmente il seguente andamento: 
 
Dato il precedente andamento, ottenuto con simulazioni in Matlab, si è calcolata la 
seguente approssimazione analitica che produce risultati più che accettabili: 
 
r
r
T
t n
−
−+−=
1
168.058.010  
 
L’andamento dell’indice temporale 50t , invece, è rappresentato nella seguente Figura per 
diversi valori del parametro n  al variare di r : 
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Si è trovato, quindi, che un’approssimazione accettabile per gli andamenti precedenti è 
rappresentata dalla seguente formula: 
r
r
T
t n
−
−+−=
1
1307.050  
 
Per quanto riguarda l’indice 90t , infine,  si è trovato, sempre con delle simulazioni in 
Matlab, il seguente andamento: 
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L’espressione analitica ricavata per quest’ultimo indice è infine data dalla seguente 
formula: 
r
r
T
t n
−
−+=
1
132.1190  
 
Si può osservare come tutti gli indici temporali considerati abbiano la stessa forma al 
variare di r . Inoltre tutte le formule utilizzate per l’approssimazione degli stessi indici 
hanno strutture molto semplici e l’andamento è continuo al variare di r . 
E’ utile a questo punto della trattazione andare a considerare l’andamento del fattore di 
forma 
1050
5090)(
tt
ttrfn −
−= . 
Sperimentalmente, con simulazioni in Matlab, si è trovato il seguente andamento per il 
fattore di forma: 
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Si è trovato, quindi, che un’approssimazione accettabile per gli andamenti precedenti è 
rappresentata dalla seguente formula: 
2
3
1
1
5.13.1
⎟⎠
⎞⎜⎝
⎛
−
−
+=
r
r
f
n
 
 
il cui andamento è riportato nella Figura seguente: 
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L’errore commesso nell’uso della precedente formula ha il seguente andamento al variare 
del parametro r  e per vari valori di n : 
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9.1  Procedura di identificazione 
 
Data una risposta al gradino, ad esempio a seguito di una osservazione di un sistema 
incognito, si vuole trovare un modello per il sistema con funzione di trasferimento 
appartenente alla famiglia di filtri  
∏−
=
−
+
= 1
0
)1(
),( n
i
i
s
n
sTr
ersF
δ
 
 
La procedura di identificazione può essere riassunta con i seguenti 3 passi: 
 
1) Dall’osservazione dei parametri temporali 10t , 50t  e 90t  si ricava facilmente il fattore di 
forma 
1050
5090
tt
ttf −
−= . Noto il fattore di forma, usando il grafico precedentemente 
illustrato si ricava un insieme finito di coppie [n ,r ] ammissibili. 
2) Conoscendo l’insieme di coppie [n ,r ] ammissibili, si può calcolare il valore della 
costante di tempo T  e dell’eventuale ritardo δ  sfruttando le formule per il calcolo di 
10t , 50t  e 90t .  
Si trova infatti che: 
 
( )
( )
( )⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
−
−+=−=
−
−+−=−=
−
−+−=−=
r
r
T
t
T
T
r
r
T
t
T
T
r
r
T
t
T
T
n
n
n
1
132.11
1
1307.0
1
168.058.0
9090
5050
1010
δ
δ
δ
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r
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1
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1
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dove si sono indicati con 10t , 50t  e 90t  i tempi misurati dalla risposta al gradino del 
sistema incognito, eventualmente affetti da ritardo, mentre con 10T , 50T  e 90T  si sono 
indicati gli indici temporali veri e propri tipici della famiglia di filtri in analisi. 
A questo punto, per ogni coppia [n ,r ] ammissibile (supponiamo che le coppie 
ammissibili siano m) si costruisce un sistema lineare  
 
BAx =  
 
in cui la i-esima matrice iA  costituisce la matrice dei parametri: 
 
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
−
−+
−
−+−
−
−+−
=
1
1
132.11
1
1
1307.0
1
1
168.058.0
i
n
i
i
n
i
i
n
i
i
r
r
r
r
r
r
A
i
i
i
 
 
l’i-esimo vettore ix  è il vettore delle incognite: 
⎥⎦
⎤⎢⎣
⎡=
i
i
i
T
x δ  
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mentre l’i-esimo vettore iB  è il vettore dei termini noti: 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
90
50
10
t
t
t
Bi  
 
Si osservi come ogni sistema  BAx =  sia sovradimensionato, in quanto per ogni 
sistema i-esimo si hanno tre equazioni e due incognite T  e δ . Procedendo quindi con 
l’operazione di pseudoinversione 
 
ii
i
i
i BA
T
x +=⎥⎦
⎤⎢⎣
⎡= δ       con 0≥iδ  
 
 
3) Dato un insieme finito di ammissibili quadruple [n ,r ,T ,δ ], ognuna di esse deve 
essere testata sfruttando le formule per il calcolo di 10t , 50t  e 90t  ed i risultati devono 
essere confrontati con i valori sperimentali.  
Se nessuna quadrupla dell’insieme precedentemente calcolato soddisfa i requisiti, che 
consistono nel riprodurre gli indici temporali calcolati sperimentalmente il più 
fedelmente possibile, la famiglia di filtri non è l’ideale per l’identificazione del sistema in 
esame.  
Se, invece, una o più quadruple soddisfano le condizioni, allora più fattori intervengono 
nella scelta del filtro più adatto: una scelta opportuna può essere, ad esempio, quella di 
scegliere il filtro di ordine più piccolo. 
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9.2  Esempio di applicazione 
 
Consideriamo il seguente filtro, appartenente alla famiglia di filtri in esame, ottenuto 
imponendo  sT 2= , 4=n , 7.0=r  e con ritardo s3=δ : 
 
)686.01)(98.01)(4.11)(21(
)(
3
ssss
esF
s
++++=
−
 
 
 
La risposta al gradino del precedente filtro ha il seguente andamento: 
 
 
 
e quindi si ottengono molto facilmente per via grafica i seguenti indici temporali: 
 
st 1.510 =     st 56.750 =     st 68.1190 =     sf 67.1=  
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Dalla conoscenza numerica di sf 67.1= , sfruttando il grafico che esprime l’andamento 
del fattore di forma in funzione di n  ed r , si ottengono tutte le coppie [n ,r ] ammissibili. 
In questo caso particolare, quindi: 
 
 
tutte le coppie ammissibili sono quelle riportate nella tabella seguente: 
 
 
n  
 
 
r  
3  0.8329 
4 0.6984 
5 0.6502 
6 0.6286 
7 0.6178 
8 0.6120 
9 0.6088 
10 0.6069 
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Per ogni coppia  [n ,r ] appartenente alla tabella precedente, sfruttando le relazioni: 
 
 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
+⎟⎠
⎞⎜⎝
⎛
−
−+=
+⎟⎠
⎞⎜⎝
⎛
−
−+−=
+⎟⎠
⎞⎜⎝
⎛
−
−+−=
δ
δ
δ
T
r
rt
T
r
rt
T
r
rt
n
n
n
1
132.11
1
1307.0
1
168.058.0
90
50
10
 
 
si impostano 8 sistemi lineari BAx =  come precedentemente specificato. 
Risolvendo BA
T
x +=⎥⎦
⎤⎢⎣
⎡= δ  per ogni coppia [n ,r ] ammissibile, si trovano i 
corrispondenti valori per la costante di tempo T  e per l’eventuale ritardo δ  che sono 
riportati nella tabella seguente: 
 
 
 
n  
 
r  T  δ  
3 0.8329 2.0407 2.8798 
4 0.6984 2.0409 2.8800 
5 0.6502 2.0407 2.8798 
6 0.6286 2.0405 2.8796 
7 0.6178 2.0410 2.8801 
8 0.6120 2.0407 2.8798 
9 0.6088 2.0408 2.8799 
10 0.6069 2.0408 2.8799 
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A questo punto sfruttando nuovamente le formule  
 
⎪⎪
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⎧
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⎛
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−+=
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T
r
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1
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1
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otteniamo che per ogni insieme ammissibile [n ,r ,T ,δ ] trovato in precedenza si hanno i 
seguenti valori degli indici di tempo 
 
 
 
 
 
In base agli indici temporali trovati in seguito all’osservazione iniziale della risposta al 
gradino, che ricordiamo essere: 
 
st 1.510 =     st 56.750 =     st 68.1190 =  
 
si vede che diverse sono le coppie [n ,r ] che producono risultati soddisfacenti. 
 
n  
 
r  10t  50t  90t  
3 0.8329 5.2024 7.4095 11.7267 
4 0.6984 5.2022 7.4093 11.7265 
5 0.6502 5.2026 7.4097 11.7264 
6 0.6286 5.2025 7.4095 11.7267 
7 0.6178 5.2027 7.4092 11.7264 
8 0.6120 5.2021 7.4099 11.7269 
9 0.6088 5.2028 7.4098 11.7269 
10 0.6069 5.2020 7.4097 11.7268 
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Se ad esempio si decide di considerare il filtro di ordine minore, quindi quello con 3=n , 
si trova che il confronto tra la sua risposta al gradino e quella del sistema originale ha il 
seguente andamento: 
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10.  Analisi di una famiglia di filtri a fase non 
minima 
 
Consideriamo ora la seguente famiglia di filtri: 
1
0
0
0 1
)12(1
, +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
n
n
n
s
s
sF
ω
ωααω           con ]1,0[∈α  
che ha tutti i poli reali e coincidenti ed inoltre presenta degli zeri nel caso in cui il 
parametro 5.0≠α .  
In particolare per 5.0>α  il sistema presenta zeri a parte reale negativa, mentre per 
5.0<α  si hanno zeri a parte reale positiva e quindi il sistema in analisi risulta essere a 
fase non minima. 
La famiglia di filtri proposta sopra può essere usata come modello per diversi processi 
industriali, il che rende la procedura di identificazione molto generale. 
Si noti, inoltre, che se 0=α  si ottiene il filtro di Laguerre, quindi:  
1
0
0
0 1
1
0, +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
n
n
n
s
s
sF
ω
ω
ω  
Se 5.0=α  si ottiene il filtro binomiale, quindi:  
1
0
0 1
15.0, +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
nn
s
sF
ω
ω  
Infine se 1=α  si ottiene il filtro passa-basso del primo ordine, quindi:  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
0
0 1
15.0,
ω
ω s
sFn  
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La risposta al gradino per la famiglia di filtri che stiamo studiando, al variare del parametro 
α  e per diversi valori di n , è rappresentata nelle seguenti Figure: 
 
0=α    10,9,.........2,1=n  
 
4=n    1,9.0,.......2.0,1.0,0=α  
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Con riferimento alla risposta al gradino della famiglia di filtri in questione andiamo a 
considerare gli indici temporali normalizzati 10t , 50t  e 90t . 
Per quanto riguarda 10t  si è trovato sperimentalmente il seguente andamento: 
 
Un’approssimazione accettabile per gli andamenti precedenti è rappresentata dalla 
seguente formula: 
2/7
210100 ωαω CCCt ++=  
 
in cui si hanno i seguenti valori per le costanti  
 
4312.0817.10 −= nC  
2311.02672.21 +−= nC  
3054.04502.02 += nC  
 
Per quanto riguarda 50t , invece,  si è ricavato sperimentalmente il seguente andamento: 
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Un’approssimazione accettabile per gli andamenti precedenti è rappresentata dalla 
seguente formula: 
 
nnnt 2500 )1(5
2)1(
5
1
1000
1)1(
25
48)2ln( ααααω −+−−⎟⎠
⎞⎜⎝
⎛ +−+=  
 
Per quanto riguarda 90t , infine,  si è trovato sperimentalmente il seguente andamento al 
variare del parametro α  e per diversi valori di n : 
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La seguente formula rappresenta un’approssimazione con errore molto piccolo per 
l’andamento rappresentato nella figura precedente: 
 
2
543900 ααω CCCt ++=  
 
in cui si hanno i seguenti valori per le costanti  
 
5603.21298.23 += nC  
8583.02794.14 +−= nC  
116.18504.05 −−= nC  
 
Osserviamo che le formule utilizzate per l’approssimazione degli indici temporali hanno 
tutte strutture molto semplici. Inoltre l’andamento è continuo al variare del parametro α , 
come ci si aspetta dalla teoria matematica. 
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A questo punto dell’analisi della famiglia di filtri andiamo a considerare la caratteristica del 
fattore di forma al variare di n  espressa in funzione del parametro α . Si studia quindi 
l’andamento di: 
1050
5090)(
tt
ttrfn −
−=  
 
Sperimentalmente, con simulazioni in Matlab, si è trovato il seguente andamento per 
)(rfn : 
 
Si è trovato, quindi, che un’approssimazione accettabile per gli andamenti precedenti è 
rappresentata dalla seguente formula: 
 
5.32
765
3
4
2
321)( ααα
ααα
+++
+++=
BBB
BBBBrfn  
 
in cui si hanno i seguenti valori per le costanti: 
 
76.7604.6998.0
25.4475.18088.13619.0
23
23
1 +−−
+−+−=
nnn
nnnB  
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35.16114.3655.25269.7
2.2038.1408.25022.7222.1
234
234
2 +−+−
+−+−=
nnnn
nnnnB  
18.1482.119415.0
1.1047.2336.8392.3
23
23
3 +−−
+−+−=
nnn
nnnB  
2288.02365.0161.25407.0
552.0537.1057.2478.2149.2
234
234
4 +−+−
−−−−=
nnnn
nnnnB  
073.182963.13106.1451763.0815.1
4091.401275.277564.177575.03619.0
234
234
5 +−−+
+−+−=
nnnn
nnnnB  
838.6701.3661.2
15.5017.20236.36034.0
23
23
6 +−−
−+−=
nnn
nnnB  
071.18094.0364.4057.1
391.16075.0395.5041.1384.1
234
234
7 ++−+
++−−−=
nnnn
nnnnB  
 
L’andamento ottenuto utilizzando l’approssimazione analitica precedente è quindi il 
seguente: 
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L’errore commesso nell’uso della precedente formula ha il seguente andamento al variare 
di n : 
 
 
 
 
 
 
 
10.1  Procedura di identificazione 
 
Data una risposta al gradino, ad esempio a seguito di una osservazione di un sistema 
incognito, si vuole trovare un modello per il sistema con funzione di trasferimento 
appartenente alla famiglia di filtri  
1
0
0
0 1
)12(1
, +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
n
n
n
s
s
sF
ω
ωααω  
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La procedura di identificazione può essere riassunta con i seguenti passi: 
 
1) Dall’osservazione dei parametri temporali 10t , 50t  e 90t  si ricava facilmente il fattore di 
forma 
1050
5090
tt
ttf −
−= . Conoscendo il fattore di forma, usando il grafico 
precedentemente illustrato si ricava un insieme finito di coppie [n ,α ] ammissibili. 
2) Noto l’insieme di coppie [n ,α ] ammissibili si può calcolare il valore della pulsazione 
0ω  e dell’eventuale ritardo δ  sfruttando le formule per il calcolo di 10t , 50t  e 90t .  
Si trova infatti che: 
 
( )
( )
( )⎪⎪⎩
⎪⎪⎨
⎧
++=−=
−+−−⎟⎠
⎞⎜⎝
⎛ +−+=−=
++=−=
2
543900900
2
500500
5.3
210100100
)1(
5
2)1(
5
1
1000
1)1(
25
48)2ln(
ααδωω
ααααδωω
ααδωω
CCCtT
nnntT
CCCtT
 
 
 
⎪⎪
⎪⎪
⎪
⎩
⎪⎪
⎪⎪
⎪
⎨
⎧
+++=
+
−+−−⎟⎠
⎞⎜⎝
⎛ +−+
=
+++=
δω
αα
δω
αααα
δω
αα
0
2
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0
2
50
0
5.3
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25
48)2ln(
CCCt
nnn
t
CCCt
 
 
dove si sono indicati con 10t , 50t  e 90t  i tempi misurati dalla risposta al gradino del 
sistema incognito, eventualmente affetti da ritardo, mentre con 10T , 50T  e 90T  si sono 
indicati gli indici temporali veri e propri tipici della famiglia di filtri in analisi. 
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A questo punto, per ogni coppia [n ,α ] ammissibile (supponiamo che le coppie 
ammissibili siano m) si costruisce un sistema lineare  
 
BAx =  
 
in cui la i-esima matrice iA  costituisce la matrice dei parametri: 
 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
++
−+−−⎟⎠
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l’i-esimo vettore ix  è il vettore delle incognite: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
i
iix
δ
ω0
1
 
mentre l’i-esimo vettore iB  è il vettore dei termini noti: 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
90
50
10
t
t
t
Bi  
 
Si trova quindi che  
 
ii
i
ii BAx
+=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
δ
ω0
1
      con 0≥iδ  
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3) Dato un insieme finito di ammissibili quadruple [n ,α , 0ω ,δ ], ognuna di esse deve 
essere testata sfruttando le formule per il calcolo di 10t , 50t  e 90t  ed i risultati devono 
essere confrontati con i valori sperimentali.  
Se nessuna tripla soddisfa i requisiti, la famiglia di filtri non è l’ideale per 
l’identificazione del sistema in esame.  
Se, invece, una o più quadruple soddisfano le condizioni, allora più fattori intervengono 
nella scelta del filtro più adatto: ad esempio una scelta opportuna può essere quella di 
scegliere il filtro di ordine più piccolo. 
 
 
 
 
 
10.2  Esempio di applicazione 
 
Consideriamo il seguente filtro con 20 =ω  , 4=n , 2.0=α  e con ritardo s3=δ : 
 
( )
5
34
)5.01(
2.30.01)(
s
essF
S
+
−=
−
 
 
La risposta al gradino del precedente filtro ha il seguente andamento: 
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e quindi si ottengono facilmente i seguenti indici temporali: 
 
st 5408.510 =     st 4599.650 =     st 0393.890 =     sf 7184.1=  
 
Osserviamo come la risposta al gradino presenti una sottoelongazione, il che ci fa 
supporre la presenza di zeri a parte reale positiva. L’applicazione della tecnica, sotto 
queste ipotesi, dovrebbe essere portata avanti andando a studiare solo la parte di grafico 
in cui 5.0<α . Nel seguito, invece, si porterà avanti in parallelo il calcolo per entrambe le 
porzioni del grafico, alla fine solo le coppie [n ,α ] appartenenti alla parte sinistra 
produrranno risultati attendibili. 
Dalla conoscenza di sf 7184.1= , sfruttando il grafico che esprime l’andamento del 
fattore di forma in funzione di n  ed α , si ottengono tutte le coppie [n ,α ] ammissibili. 
Nel caso in esame, quindi, procedendo graficamente come illustrato nella Figura seguente 
oppure usando le formule precedentemente illustrate 
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si trova che tutte le coppie ammissibili sono quelle riportate nella seguente tabella: 
 
 
1n  
 
 
1α  
 
2n  
 
2α  
2 0.4063 2 0.5883 
3 0.2616 3 0.7064 
4 0.1975 4 0.7672 
5 0.1609 5 0.8078 
6 0.1377 6 0.8368 
7 0.1220 7 0.8584 
8 0.1106 8 0.8750 
9 0.1021 9 0.8882 
10 0.0956 10 0.8989 
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Per ogni coppia precedente, sfruttando le relazioni: 
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si impostano 9 sistemi lineari BAx =  per ogni coppia [ 1n , 1α ] e [ 2n , 2α ] come 
precedentemente specificato. 
Risolvendo ii
i
ii BAx
+=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
δ
ω0
1
 per ogni coppia [ 1n , 1α ] ammissibile, si trova che: 
 
1n  
 
 
1α  
 
01ω  
 
1δ  
2 0.4063 1.6690 4.6543 
3 0.2616 1.8443 3.7488 
4 0.1975 1.9867 2.9747 
5 0.1609 2.1228 2.2994 
6 0.1377 2.2582 1.7094 
7 0.1220 2.3941 1.1909 
8 0.1106 2.5306 0.7320 
9 0.1021 2.6677 0.3229 
10 0.0956 2.8053 0 
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Mentre risolvendo ii
i
ii BAx
+=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
δ
ω0
1
 per ogni coppia [ 2n , 2α ] ammissibile, si trova 
che: 
 
2n  
 
2α  
 
02ω  
 
2δ  
2 0.5883 1.5988 5.0166 
3 0.7064 1.6587 5.0144 
4 0.7672 1.7031 5.0065 
5 0.8078 1.7314 5.0061 
6 0.8368 1.7501 5.0082 
7 0.8584 1.7630 5.0108 
8 0.8750 1.7724 5.0133 
9 0.8882 1.7796 5.0155 
10 0.8989 1.7853 5.0173 
 
A questo punto sfruttando nuovamente le formule: 
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otteniamo che per ogni insieme ammissibile [ 1n , 1α , 01ω , 1δ ] trovato in precedenza si 
hanno i seguenti valori degli indici di tempo: 
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1n  
 
 
1α  10t  50t  90t  
2 0.4063 5.5565 6.4357 8.0478 
3 0.2616 5.5468 6.4504 8.0427 
4 0.1975 5.5409 6.4598 8.0393 
5 0.1609 5.5362 6.4672 8.0366 
6 0.1377 5.5320 6.4740 8.0340 
7 0.1220 5.5278 6.4809 8.0313 
8 0.1106 5.5237 6.4878 8.0286 
9 0.1021 5.5195 6.4948 8.0257 
10 0.0956 5.5593 6.5461 8.0668 
 
 
Mentre per quanto riguarda ogni insieme ammissibile [ 2n , 2α , 02ω , 2δ ] trovato in 
precedenza si hanno i seguenti valori degli indici di tempo: 
 
 
 
 
2n  
 
 
2α  10t  50t  90t  
2 0.5883 8.3234 6.4393 13.4643 
3 0.7064 7.0108 6.4637 11.4216 
4 0.7672 6.4296 6.4792 10.3138 
5 0.8078 6.0967 6.4896 9.5911 
6 0.8368 5.8865 6.4969 9.0847 
7 0.8584 5.7442 6.5024 8.7117 
8 0.8750 5.6426 6.5067 8.4260 
9 0.8882 5.5670 6.5103 8.2005 
10 0.8989 5.5088 6.5133 8.0179 
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In base agli indici temporali trovati in seguito all’osservazione iniziale della risposta al 
gradino, che ricordiamo essere: 
 
st 5408.510 =     st 4599.650 =     st 0393.890 =  
 
si vede facilmente che una quadrupla che soddisfa l’andamento degli indici di tempo è la 
seguente: 
 
[ 41 =n , 1975.01 =α , 01ω  = 1.9867, 1δ = 2.9747] 
 
Come precedentemente anticipato, questa quadrupla si riferisce a valori appartenenti alla 
parte di grafico in cui 5.0<α .  
Notiamo, inoltre, come tutte le quadruple riferite al caso 5.0>α  non producono risultati 
attendibili. 
Se si prova a fare il confronto tra la risposta al gradino del sistema originale e quella del 
sistema descritto dalla precedente quadrupla si ottiene il seguente grafico: 
 
 
 81
10.3  Secondo esempio di applicazione 
 
Consideriamo il seguente modello per il nostro sistema incognito: 
( )
3
32
)31(
1)(
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+
+=
−
 
Supponiamo di conoscere la risposta al gradino della precedente funzione di 
trasferimento, abbiamo quindi il seguente andamento: 
 
Osservando la risposta al gradino si ottengono i seguenti indici temporali: 
 
st 4.622810 =     st 8.955850 =     st 16.731790 =     sf 1.7946=  
 
Osserviamo come la risposta al gradino non presenti alcuna sottoelongazione, il che ci fa 
supporre l’assenza di zeri a parte reale positiva. L’applicazione della tecnica, sotto queste 
ipotesi, dovrebbe essere portata avanti andando a studiare solo la parte di grafico in cui 
5.0>α . Nel seguito, invece, si porterà avanti in parallelo il calcolo per entrambe le 
porzioni del grafico, alla fine solo le coppie [n ,α ] appartenenti alla parte destra 
produrranno risultati attendibili. 
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Dalla conoscenza di sf 1.7946= , sfruttando il grafico che esprime l’andamento del 
fattore di forma in funzione di n  ed α , si ottengono tutte le coppie [n ,α ] ammissibili. 
Nel caso in esame, quindi: 
 
 
si trova quindi che tutte le coppie ammissibili sono le seguenti: 
 
 
1n  
 
 
1α  
 
2n  
 
2α  
2 0.3066 2 0.6579 
3 0.1919 3 0.7488 
4 0.1365 4 0.8025 
5 0.1053 5 0.8383 
6 0.0858 6 0.8634 
7 0.0728 7 0.8820 
8 0.0634 8 0.8962 
9 0.0564 9 0.9073 
10 0.0511 10 0.9163 
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Per ogni coppia precedente, sfruttando le relazioni: 
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si impostano 9 sistemi lineari BAx =  per ogni coppia [ 1n , 1α ] e [ 2n , 2α ] come 
precedentemente specificato. 
Risolvendo ii
i
ii BAx
+=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
δ
ω0
1
 per ogni coppia [ 1n , 1α ] ammissibile, si trova che: 
 
 
1n  
 
 
1α  
 
01ω  
 
1δ  
2 0.3066 0.3418 0 
3 0.1919 0.3701 0 
4 0.1365 0.3949 0 
5 0.1053 0.4195 0 
6 0.0858 0.4443 0 
7 0.0728 0.4694 0 
8 0.0634 0.4948 0 
9 0.0564 0.5203 0 
10 0.0511 0.5459 0 
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Mentre risolvendo ii
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 per ogni coppia [ 2n , 2α ] ammissibile, si trova 
che: 
 
 
2n  
 
 
2α  
 
02ω  
 
2δ  
2 0.6579 0.3167 2.5949 
3 0.7488 0.3266 2.4343 
4 0.8025 0.3321 2.3777 
5 0.8383 0.3351 2.3606 
6 0.8634 0.3368 2.3562 
7 0.8820 0.3378 2.3558 
8 0.8962 0.3385 2.3564 
9 0.9073 0.3389 2.3571 
10 0.9163 0.3393 2.3574 
 
 
A questo punto sfruttando nuovamente le formule: 
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otteniamo che per ogni insieme ammissibile [ 1n , 1α , 01ω , 1δ ] trovato in precedenza si 
hanno i seguenti valori degli indici di tempo: 
 
 
1n  
 
 
1α  10t  50t  90t  
2 0.3066 5.5668 9.7729 17.6523 
3 0.1919 10.1688 14.4552 22.2695 
4 0.1365 14.2618 18.5897 26.3698 
5 0.1053 17.8458 22.2073 29.9596 
6 0.0858 20.9853 25.3818 33.1048 
7 0.0728 23.7534 28.1885 35.8791 
8 0.0634 26.2125 30.6900 38.3446 
9 0.0564 28.4125 32.9358 40.5512 
10 0.0511 30.3931 34.9650 42.5384 
 
Mentre per quanto riguarda ogni insieme ammissibile [ 2n , 2α , 02ω , 2δ ] trovato in 
precedenza si hanno i seguenti valori degli indici di tempo: 
 
 
2n  
 
 
2α  10t  50t  90t  
2 0.6579 15.4931 8.9175 39.9823 
3 0.7488 10.6459 9.0198 31.6038 
4 0.8025 8.2652 9.0812 26.7176 
5 0.8383 6.8972 9.1207 23.5300 
6 0.8634 6.0328 9.1481 21.3043 
7 0.8820 5.4462 9.1685 19.6685 
8 0.8962 5.0259 9.1845 18.4177 
9 0.9073 4.7116 9.1976 17.4311 
10 0.9163 4.4685 9.2087 16.6332 
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In base agli indici temporali trovati in seguito all’osservazione iniziale della risposta al 
gradino, che ricordiamo essere: 
 
st 4.622810 =     st 8.955850 =     st 16.731790 =  
 
si vede facilmente che una quadrupla che soddisfa l’andamento degli indici di tempo è la 
seguente: 
 
[ 102 =n , 9163.02 =α , 3393.001 =ω , 3574.21 =δ ] 
 
Come precedentemente anticipato, questa quadrupla si riferisce a valori appartenenti alla 
parte di grafico in cui 5.0>α . Notiamo inoltre come tutte le quadruple riferite al caso 
5.0<α  non producono risultati attendibili. 
Se si prova a fare il confronto tra la risposta al gradino del sistema originale e dello del 
sistema descritto dalla precedente quadrupla si ottiene il seguente grafico: 
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