We present a universal Holevo-like upper bound on the locally accessible information for arbitrary multipartite ensembles. This bound allows us to analyze the indistinguishability of a set of orthogonal states under LOCC. We also derive the upper bound for the capacity of distributed dense coding with multipartite senders and multipartite receivers.
, the locally accessible information is bounded by
where ρ A and ρ B are the reductions of ρ AB = x p x ρ AB x , and ρ Z x is a reduction of ρ AB x . In this paper, we will prove a multipartite generalization of this bound. First we consider an arbitrary tripartite ensemble R = p x , ρ ABC x to give an example. The central tool we will require is the following result [9] , which is a generalization of the Holevo bound on mutual information.
Lemma 1. If a measurement on ensemble Q = {p x , ρ x } produces result y and leaves a postmeasurement ensemble Q y = p x|y , ρ x|y with probability p y , then the mutual information I (between the indentity of state in the ensemble and measurement outcome) extracted from the measurement is bounded by
whereχ Q y is the average Holevo bound for the possible postmeasurement ensemble, i.e., y p y χ Q y . Suppose that Alice, Bob and Charlie are far apart and the allowed measurements strategies are limited to LOCC-based measurements. Without loss of generality, let Alice make the first measurement, and suppose that she obtains an outcome a with probability p a . Suppose that the postmeasurement ensemble is R a = p x|a , ρ ABC x|a . Lemma 1 bounds the mutual information obtained from Alice as follows:
, where χ R A is the Holevo quantity of the A part of the ensemble R and χ R A a is the Holevo quantity of the A part of the ensemble R a . After Bob has learned the Alice's result was a, his ensemble is denoted by R 
, and
. Similarly, the information extracted from Charlie's measurement is bounded as follows:
where we have assumed that Charlie obtains an outcome c with probability p c . This procedure goes for an arbitrary number of steps, thus the total information gathered from all steps is I
, where the subscript n denotes the information is extracted from the nth measurement. To proceed with our derivations, we need the following facts: (i)Concavity of the von Neumann entropy.
(ii)A measurement on one subsystem does not change the density matrix at a distant subsystem.
(iii)A measurement on one subsystem cannot reveal more information about a distant subsystem than about the subsystem itself.
For example, after the first measurement by Alice, we have
x|a . Suppose that the last measurement is performed by Alice, then after n steps of measurements, we obtain the following inequality is the postmeasurement ensemble obtained after the measurement in the nth step and p a,b,...,n is the probability of the sequence of measurement in steps 1, 2, . . . , n. If the last measurement is performed by Bob. We have
.
(4) When the last measurement is performed by Charlie, the inequality takes the form
(5) The last terms in Eqs. (3)- (5) are all negative values. Neglecting these terms, we have
For a multipartite ensembles more than three components we can prove the following Lemma by the same way as proving the above results.
Lemma 2. For an arbitrary multipartite ensemble
, the maximal locally accessible mutual information satisfies the inequality:
where ρ Moreover, noting a recently inequality presented in Ref. [10] , for a Npartite state ρ B1B2,...,BN . Thus Eq. (7) can be further written as
this gives the following complementarity relation
≤ D. This inequality shows that the locally accessible information has close relation with the distillable key of the state for the pure ensemble states. We conjecture this relation also holds for the general mixed state ensembles however we were unable to verify or disprove this statement.
Example 1. Consider a tripartite ensemble E 1 consisting(with equal probabilities) of the three states
where we have assumed that a, b and c, d are both positive real numbers with a(c) 2 + b(d) 2 = 1. In Fig.1 , we plot the upper bound of I LOCC for all values of a and c with 0 ≤ a(c) ≤ 1 according to Eq.(7).
Example 2. Let us evaluate the upper bound of the locally accessible information for the tripartite ensemble E 2 consisting(with equal probabilities) of the six states
Using Lemma 2, we have
, on the other hand, the ensemble E 2 contains the information
For a vivid comparison, we plot I LOCC and I in Fig.2 . It is shown that I LOCC < I whenever 0.222 < a < 0.975 . Since the locally accessible information extracted is less than the information contained in the ensemble, it follows immediately that the tripartite ensemble E 2 consisting of the six states is indistinguishable under LOCC if 0.222 < a < 0.975.
Example 3. Consider the following 4-partite ensemble E 3 consisting(with equal probabilities) of the nine orthogonal states
In this case, it is easy to show that I LOCC ≤ 3, while the ensemble E 3 contains the information I = log 9 > I LOCC . Thus we conclude that ensembles E 3 is indistinguishable under LOCC.
As another application of Lemma 2, we can derive an upper bound for the capacity of a scheme of quantum dense coding for multipartite states. Suppose now there are N Alices, say A 1 , A 2 , . . . , A N , who want to send information to M receivers, Bobs, B 1 , B 2 , . . . , B M . They share the quantum state ρ A1,A2,...,AN B1,B2,...,BM . Using the same techniques as Ref. [11] , we can show the capacity of distributed dense coding is bounded by the following quantity:
Eq.(11) can be regarded as a generalization of the result of Ref. [11] to the case with multipartite senders and multipartite receivers.
In summary, we have proposed a universal Holevo-like upper bound on the locally accessible information for arbitrary multipartite ensembles. This bound allows us not only to prove the indistinguishability of some multipartite ensembles but also enables us to obtain the upper bound for the capacity of distributed dense coding with multipartite senders and multipartite receivers. 
