INTRODUCTION
Let M be a real analytic, n-dimensional manifold, V(M) denote the real vector space of real analytic vector fields on M considered as a Lie algebra (infinite dimensional) under the Lie product [X, Y], X, YE V(M). If Y',..., Yk E V(A4) and are linearly independent at p E A4 then for x E M near p the map x+ span{ Y'(x),..., Y"(x)} defines a k-dimensional distribution denoted Dk having Y',..., Yk as a basis. Our major concern is with the question of when Dk admits a basis which generates a nilpotent subalgebra.
In Section 1 we first derive properties of a distribution which are basis invariant. If a distribution admits a nilpotent basis the local action of the associated nilpotent Lie group forces homogeneity for a nbd of p, i.e., the invariants of Dk(x) must be consistent with those of Dk(p) for x near p. By violating this homogeneity (Example 1.1) for any integers 2 < k < n we construct a distribution Dk on M" which locally admits no nilpotent basis.
Section 2 obtains several positive results. The methods utilized are, briefly, as follows. First, given a distribution Dk(x) = span{ Y'(x),..., Y"(x)} locally on M we construct a distribution dk(s) = span{X'(s),..., X"(s)} on R" with HERMES, LUNDELL, AND SULLIVAN the Lie algebra generated by Xl,..., Xk, denoted L(X1,...,Xk), nilpotent and such that the invariants of Dk and fik are compatible. We next attempt to construct a diffeomorphism 4 from IR" to M such that the induced tangent space isomorphism #* carries B&(S) onto Dk(#(s)). This leads to a system of first-order partial differential equations which, if solvable, yield 4 and the nilpotent basis &Xl,..., &Xk for Dk. This is analogous to the usual method of proof of the Frobenius theorem, i.e., if Dk is an involutive distribution one can lift the standard abelian basis for IRk to a basis for Dk via I*. The second method is via the use of Darboux's theorem and yields a computable condition (Theorem 3) that an n-dimensional distribution D"(x) = span{ Y'(x),..., Y'(x)} on Mntl admits a nilpotent basis. This is obtained by requiring that a nonzero one form w "perpendicular" to the distribution have constant rank in an nbd of p, a condition which can be described in terms of a sufficient number (depending on the rank) of products [Y', Y'](p) being independent of Y'@),..., Y"(p). We end this section with Example 2.3 of a two distribution on IR3 to which the Darboux method cannot be applied but the differential equations of the first method can be solved to show the existence of a nilpotent basis.
The motivation for this work originated in feedback control problems for systems of the form i(t) = P(X(t)) + i Ui Y'(X(t))y
with Y",..., Yk E V(M) and the control components ui having values in IR '. If L(P,..., Yk) is nilpotent, system (0.1) lends itself nicely to analysis. Indeed, general results for vector field systems are often obtained by tirst deriving these for systems which generate nilpotent Lie algebras; the general result then following from a "nilpotent approximation." Examples occur in the study of a parametrix for hypoelliptic operators of the form CfZO (Yr)' and in local controllability for scalar input, control linear, systems of the form (O-l), see [l; 21.
Control systems which generate the same trajectories may have a variety of discriptions. One of the purposes of feedback is to obtain a "simple" description or representation. Specifically, let G(x) denote the n x k matrix with columns Y'(X),..., Y&(x) and u the column vector (ui,..., uk). Rewrite system (0.1) as 2 = p(x) + G(x)u. If one admits feedback control, specifically U(X) = h(x) + H( x V, ) where the column vector function h(x) = (h,,(x),..., h,,(x)) is arbitrary, H(x) = (h,(x))iJ,i,...,& is a k X k nonsingular matrix valued function and u a new control, the system (0.1) is transformed into 1= (Y"(x) + G(x) h(x)) + G(x) H( x t), ) i.e., a system again of the form
Letting Y(x) be the n x (k + 1) matrix with columns Y"(x),..., Yk(x) and p(x) the it x (k + 1) matrix with columns p(x),..., fk(x), we find the relationship
where A(x) is the (k + 1) X (k + 1) nonsingular matrix
. . .
Matrices of this form give a representation of the afline (or in systems theory, feedback) group. Two systems such as (O.l), (0.2) whose describing vector fields are related by (0.3) are called feedback equivalent. The problem of when the system (0.1) can be transformed into a linear system via state feedback has been studied in [3] while linearization via a diffeomorphism of M x Rk (Rk the control space) was studied in [4; 51. The notion of a linear system is not coordinate free, hence one must first answer the question of when, with proper choice of local coordinates, the system (0.1) is linear. This was accomplished in [6] . In [3] , local coordinate changes are included in the definition of the feedback group. We are interested in when system (0.1) is "equivalent" to a nilpotent system, i.e., a system of the form (0.1) described by vector fields which generate a nilpotent Lie algebra. This is a coordinatefree concept. Assume that Y"(p),..., Y"(p) are linearly independent so x + Dk+ '(x) = span{ P(x),..., Yk(x)} locally defines a (k + 1)-dimensional distribution. Letting Y(x), f(x) be as above one easily sees that any other basis p,..., pk for Dk+ ' has the form F(x) = ( ) Y x M x for M(x) E Gl(k + 1, R). From the ( ) special form of the matrix A(x) in (0.4) it follows that: a necessary condition for system (0.1) to be feedback equivalent to a nilpotent system is that both of the distributions x + Dk+'(x) = span{ Y"(x),..., Yk(x)} and x -+ ok(x) = span{ Y'(x),..., Yk(x)} admit nilpotent bases. This is, however, not a sufficient condition.
One may extend the feedback group by also allowing reparametrization of trajectories which is equivalent to introducing a scalar function x -+ y(x) > 0 on the right side of (0.2). Since the h, are arbitrary, rename u(x) h,(x) as h,j(x) and one obtains that, via feedback and reparametrization, the systems (0.1) and (0.2) are related by (0.3) with the 1 which appears as the upper left entry of A(x) in (0.4) replaced by y(x). Such matrices again form a subgroup of Gl(k + 1, R) which we shall call the F/R group. F/R equivalent systems have the same orbit structure, i.e., are orbit equivalent. It is, however, still not the case that if x + Dk+ '(x) has a nilpotent basis X0,..., Xk then system (0.1) is F/R equivalent to a system with X0,..., Xk as its describing vector fields, a property desirable for applications.
State feedback was replaced by a local diffeomorphism of M x IRk in [4; 51, which led to a notion the authors called 87 equivalence of systems. These papers give sufficient conditions that system (0.1) be E? equivalent to a linear system. Our approach, here, will be related but more geometrical.
For the sake of discussion, assume in ( Similarly 2irrn(x) c 9'"(x).
The next structure theorem for nilpotent Lie algebras of vector fields is necessary for our development. The next proposition shows the homogeneity forced by nilpotency. This will be used to construct examples of distributions which do not admit nilpotent bases. 
THE CONSTRUCTION OF NILPOTENT BASES FOR DISTRIBUTIONS
The first of two methods which we consider for the construction of nilpotent bases proceeds as follows. Given a distribution y+ ok(v) = span{ Y'(Y),..., Y'(u)} on M we construct a nilpotent basis 33-l = {X',...,X"} for a distribution on R" such that dim span%'(x) = dim span y"(v), i = 1, 2,... . We then attempt to construct a diffeomorphism 4: IF?" + M such that &Xl,..., $*X" is a basis (hence a nilpotent basis) for Dk. This construction leads to a system of first-order partial differential equations which, if solvable, produce $. The second method is the use of Darboux's theorem to obtain a preferred local coordinate system.
The approach of attempting to realize a nilpotent basis for Dk on A4 as the image of a nilpotent basis for a distribution on IF?" by the induced map of a diffeomorphism is general. Indeed, Sussmann [9] shows that if L(Y',..., Y") and ,5(X',..., Xk) are isomorphic Lie algebras of real analytic vector fields on, respectively, A4 and R", with dim L(Y',..., Yk)@) = n = dim ,5(X',..., Xk)(0) then the Lie algebra isomorphism can be realized as the induced map of a (local) diffeomorphism 4: IR" + A4 with 4(O) =p.
Given, locally, vector fields Y',..., V" E V(M) and IV',..., W" E V(lR") which are linearly independent, respectively, at p E M and 0 E R" (these will later be related to the Y',..., Yk and X' ,...,Xk above) the first goal is to construct an arbitrary diffeomorphism 4: R" + M with Q(0) =p .2) for some f as above. Consider f free to be later chosen. In order to compute d* we first note that for any 1 < i < n there will exist a smooth function ryt, s) = (r#, s) )...) r#, s)) such that rj(O, s) = sj and (exp f W') 0 exp(s, W' + ..-+ s, Wn)(0)
= exp(r!(t, s) W' + --a + rfi(t, s) W")(O).
The functions r'(t, s) are completely determined by the structure of L( W',..., W") and are quite computable if this algebra is nilpotent. In the calculation to follow, terms such as the inner product i'(0, s) . af,(s)/as often appear. Our notation will be to associate an operator .3P = if(0, s) a/as, + * * * + igo, s) a/as, ( (2.9)
The general use of Darboux's theorem to obtain a nilpotent basis for a distribution is illustrated in is n or n even or n -1 for n odd then D" has a nilpotent basis.
Proof. For n even o A (do)""+' is an (n + 2)-form and for n odd w A (du)n'2+ "* is an (n + 2)-form. Since M is an (n + 1)-manifold both are zero. This is tantamount to rank S@) being maximal.
[ This actually gives # as the identity map relative to coordinates of the first kind generated by W', W2, W3 on the domain and cobrdinates of the second kind generated by V', V2, V3 on the range.
