ONTOLOGIAS DE DOMÍNIO PARA CONVERSÃO DE CONHECIMENTO TÁCITO EM EXPLÍCITO NA MODELAGEM DE REQUISITOS DE SOFTWARE: APLICAÇÃO EM UM PROJETO DE DATA WAREHOUSE PARA A INDÚSTRIA MÉDICA FARMACÊUTICA by EVANGELISTA, EULER DE OLIVEIRA
UNIVERSIDADE FUMEC 







ONTOLOGIAS DE DOMÍNIO PARA CONVERSÃO DE 
CONHECIMENTO TÁCITO EM EXPLÍCITO NA 
MODELAGEM DE REQUISITOS DE SOFTWARE: 
APLICAÇÃO EM UM PROJETO DE DATA WAREHOUSE 

























Belo Horizonte – MG 
2016 
  
EULER DE OLIVEIRA EVANGELISTA 
 
 
ONTOLOGIAS DE DOMÍNIO PARA CONVERSÃO DE 
CONHECIMENTO TÁCITO EM EXPLÍCITO NA 
MODELAGEM DE REQUISITOS DE SOFTWARE: 
APLICAÇÃO EM UM PROJETO DE DATA WAREHOUSE 





























Belo Horizonte – MG 
2016 
Projeto de pesquisa apresentado ao Curso de Mestrado em Sistemas 
de Informação e Gestão do Conhecimento, da Universidade FUMEC, 
como parte dos requisitos para a obtenção do título de Mestre em 
Sistemas de Informação e Gestão do Conhecimento. 
 
Palavras-chave: Gestão do Conhecimento, Transferência de 
Conhecimento, Ontologias, Ontologias de Domínio, Engenharia de 
Software, Requisitos de Software. 
Área de Concentração: Gestão da Informação e do Conhecimento 
Linha de Pesquisa: Conhecimento, Estratégia e Modelos de Negócios 
Prof. Orientador: Dr. Ronaldo Camilo 
Prof. Co-Orientadora: Dra. Cristiana Muylder 
 
 
Lista de Figuras 
 
Figura 1: Principais construtos e suas relações. 
Página 09 
 




Figura 3: Concepção da Engenharia de Software. 
Página 18 
 
Figura 4: Concepção da Engenharia de Software. 
Página 19 
 
Figura 5: Modelo de Desenvolvimento Iterativo. 
Página 20 
 
Figura 6: Modelo V-Shaped. 
Página 21 
 
Figura 7: Modelo Espiral. 
Página 22 
 
Figura 8: Modelo Extreme Programming. 
Página 23 
 
Figura 9: Modelo Waterfall, V-Shaped e Espiral, com destaque para a etapa inicial de 
levantamento de requisitos.  
Página 25 
 
Figura 10: Processo detalhado de captura de requisitos.  
Página 26 
 
Figura 11: Possíveis fontes de requisitos de software.  
Página 28 
 
Figura 12: Exemplo de Diagrama Entidade-Relacionamento para transações bancárias. 
Página 30 
 
Figura 13: Exemplo de um diagrama de classes UML para um processo de contagem 
cíclica de inventário. 
Página 31 
 
Figura 14: Exemplo de Ontologia aplicada à gestão da cadeia de suprimentos. 
Página 39 
 
Figura 15: Ontologia aplicada sob a ótica da Gestão do Conhecimento  
Página 40 
 
Figura 16: Processo detalhado de captura de requisitos.  
Página 44 
  
Lista de Quadros 
 
Quadro 1: Detalhamento dos passos da pesquisa de campo 
Página 47 
 






2 Objetivos da Pesquisa................................................................................................11 
3 Alinhamento ao programa de Pós-graduação em Sistemas de Informação e Gestão do 
Conhecimento.......................................................................................................12 
4 Justificativa do Projeto..............................................................................................12 
5 Referencial Teórico...................................................................................................14 
5.1 Gestão do Conhecimento...........................................................................................14 
5.2 Tipos de Conhecimento: Tácito e Explícito..............................................................15 
5.3 Conversão de Conhecimento.....................................................................................16 
5.4 Engenharia de Software.............................................................................................17 
5.5 Requisitos de Software..............................................................................................26 
5.6 Ontologia...................................................................................................................33 
5.7 Ontologia de alto nível..............................................................................................35 
5.8 Ontologia de domínio................................................................................................36 
5.9 Construção de Ontologias de Domínio sob a ótica da Gestão do Conhecimento – Um 
exemplo prático na Gestão da Cadeia de 
Suprimentos...............................................................................................................36 
6 Metodologia...............................................................................................................41 
6.1 Tipo de Pesquisa........................................................................................................41 
6.2 Coleta de Dados.........................................................................................................42 













Softwares permeiam nosso mundo, e, algumas vezes, partimos do princípio de que o seu 
papel é fazer nossas vidas mais confortáveis, eficientes e eficazes (Pfleeger et al., 2006). 
A afirmação desses autores, pode ser vista em proporções maiores na última década, em 
virtude do aumento da dependência tecnológica das organizações e também das pessoas, 
cada vez mais confiantes de que aplicações de software são essenciais para sua 
sobrevivência na era da informação e da internet das coisas. Entretanto, é importante 
destacar a quantidade de problemas observados na utilização de software dentre os mais 
diversos níveis de complexidade e tamanho de projetos de implementação, fato que 
demonstra que ainda há um longo caminho a percorrer no sentido de melhorar a qualidade 
das entregas, apesar de todo avanço da capacidade de solução de problemas por meio da 
ciência da computação. A área de engenharia de software tem foco em garantir que este 
produto final, software, atenda as expectativas dos demandantes, clientes. Caso este 
alinhamento não ocorra, pode-se, além de não resolver o problema que deu origem a 
necessidade do software, gerar problemas adicionais como interrupções de processo por 
problemas técnicos de funcionamento ou performance da aplicação resultante. Buscando 
evitar estes problemas, critérios de qualidade como confiabilidade, eficiência, integridade 
e usabilidade são importantes no processo de construção, amplamente citados na literatura 
e utilizados na prática em processos de engenharia de software.  
 
O ciclo de desenvolvimento de um software se inicia com uma fase de análise do 
problema principal, cujo objetivo é quebrá-lo em partes menores, reduzindo a 
complexidade e aumentando a capacidade de entendimento do mesmo, de forma que seja 
possível descrevê-lo como um conjunto de problemas menores, mais fáceis de se resolver. 
Independentemente do modelo de processo de desenvolvimento escolhido pelos 
engenheiros de software, a fase de análise inicia com o levantamento de requisitos. Os 
requisitos lidam com entidades, atributos e relacionamentos com outras entidades e, para 
representá-los, são utilizados artefatos ou modelos, como diagramas de entidades e 
relacionamentos, diagramas de classes UML, dentre outros. Os métodos de modelagem 
de dados envolvem o estabelecimento de abstrações de dados e informação do mundo 
real, aceitável e relevante para uma organização e seus propósitos (Milton, 2000). 
 
Apesar das diferenças observadas na nomenclatura e na sequência das etapas, em três 
modelos tradicionais da engenharia de software: o modelo em cascata, o modelo em V e 
o modelo em espiral, o levantamento de requisitos é presente, e localizado no início do 
processo. O entendimento do propósito de um software é atingido através de uma análise 
de requisitos. Segundo Pfleeger et al., um requisito é a expressão de um comportamento 
desejado (Pfleeger et al., 2006). Os requisitos definem o comportamento desejado, sem 
dizer como ele será implementado, limitando a revelar os problemas e objetivos 
fundamentais que queremos resolver através da implementação de um software, segundo 
os mesmos autores. Uma vez bem entendidos os requisitos, deve-se, como próxima etapa, 
validá-los e então seguir para a fase de desenho do software. Existem vários métodos de 
análise de requisitos. Alguns deles serão descritos nessa pesquisa. É importante 
mencionar que o processo de análise de requisitos vai além da captura, através da escrita, 
do comportamento desejado pelo cliente. É necessário que os requisitos definidos sejam 
entendidos e acordados entre as partes envolvidas no processo (engenheiros e clientes) 
para que possam ser construídos e testados em fases distintas até a implementação do 
mesmo.  
 
Autores como Brooks, Standish, Boehm e Papachio (1988), Basili e Perricone (1984) e 
Beizer (1990), indicam que um percentual relevante dos problemas encontrados durante 
a implementação e utilização de softwares estão relacionados a baixa qualidade no 
entendimento e/ou na definição dos requisitos. O desafio de entender os problemas 
enfrentados pelos clientes ultrapassa a extração do problema declarado, ou seja, do 
problema da forma como foi descrito pelo cliente verbalmente ou por escrito. Pfleeger et 
al. (2006) afirmam que é necessário chegar ao coração das necessidades do cliente, porque 
às vezes, as necessidades verbalizadas não são as reais necessidades. O ponto central 
dessa pesquisa é compreender qual é, ou quais, são os problemas reais dos usuários e 
clientes, buscando entender como a gestão do conhecimento pode contribuir para o 
sucesso de projetos de software.  
 
De acordo com alguns autores como Nonaka e Takeushi (1995), pode-se dizer que a 
gestão do conhecimento criar formas de refletir sobre os processos transferência de 
informação e conversão de conhecimento. Se observarmos exemplos de problemas 
resolvidos através de conhecidos métodos de conversão de conhecimento, e compará-los 
ao problema da extração das reais necessidades dos clientes de software descrito no 
parágrafo anterior, é razoável afirmar que o mesmo se encaixa em um problema clássico 
de conversão de conhecimento tácito em conhecimento explícito. Nonaka e Takeushi 
(1995) afirmam que o conhecimento tácito é difícil de articular através de linguagem 
formal, porque está embutido de experiência individual e de fatores intangíveis, como 
perspectivas, valores e crenças pessoais. A real necessidade do cliente é o conhecimento 
tácito que queremos capturar, entender e documentar, ou seja, convertê-lo para o formato 
explícito, para então prosseguir no desenho do software e ter boas chances de sucesso em 
sua implementação. O conhecimento explícito, ainda segundo Nonaka e Takeushi (1995), 
pode ser transmitido por meio das pessoas formalmente, e mais facilmente, se comparado 
ao tácito, uma vez que pode ser articulado em linguagem formal, incluindo expressões 
gramaticais, expressões matemáticas, especificações, manuais, etc.  
 
Buscando relacionar e criar uma forma de mensurar a influência ou uso da gestão do 
conhecimento frente ao processo de conversão de conhecimento em ambiente de 
desenvolvimento de software, a pesquisa busca compreender os construtos: Requisitos de 
Software, Conversão de Conhecimento e, Ontologia (conceito derivado da filosofia e 
ciência da informação).  
 
Essa pesquisa, em alinhamento com autores como Green e Rosemann (2005), sugere que 
Ontologias apresentam-se como um artefato que pode ser utilizado, dentre outras 
finalidades, para representar, ou explicitar, requisitos de software. Ao longo dos últimos 
cinco anos, nosso entendimento sobre ontologias e a contribuição que elas podem dar 
para a modelagem de requisitos e a modelagem conceitual, cresceu consideravelmente. 
Green e Rosemann (2005, p40). Em outro trecho da mesma publicação, Green e 
Rosemann afirmam: 
 
“Por muitos anos, na área de análise e projeto de sistemas de negócio, 
pesquisadores e profissionais têm buscado sustentação teórica para avaliar, 
comparar, e construir técnicas modelagem de requisitos de sistemas. Até a 
presente data, enquanto muitos frameworks, fatores e facetas têm sido 
apresentadas, a maioria delas aparenta não estar sustentada por uma teoria forte. 
A luz deste dilema, ao longo dos últimos dez anos, pesquisadores têm dedicado 
atenção para o uso de ontologias como forma de prover uma base teórica para o 
avanço da disciplina de modelagem de sistemas de negócio. ” Green e 
Rosemann (2005, p18) 
 Segundo Anumba et al. (2008), a ontologia é base da formalização do conhecimento de 
um domínio que contém diversos conceitos descritos em vocábulo que pode ser 
formalizado. Em um sentido amplo, ou filosófico, Ontologia (com O maiúsculo) pode ser 
definida como a teoria que descreve a construção de tudo que existe de fato. A Ciência 
da Informação aborda ontologias (com o minúsculo) de uma maneira menos abstrata, 
buscando uma aplicação prática para o conceito em sistemas de informação e na ciência 
da computação. Green e Rosemann (2005, p7), afirmam: “Ontologias já não são apenas 
um conceito filosófico. Por mais de dez anos, pesquisadores de diferentes áreas 
relacionadas à tecnologia da informação têm se interessado em aplicar fortes fundações 
ontológicas em seus trabalhos. Um crescente número de publicações em jornais, 
conferências e workshops têm sido dedicados à aplicação de ontologias em sistemas de 
informação e ciência da computação”. Guarino (1998, p1), afirma: “Pesquisas em 
ontologia estão se tornando incrivelmente espalhadas dentro da comunidade da ciência 
da computação. Enquanto este termo tem sido, ao contrário, confinado à esfera filosófica 
no passado, ele está agora, ganhando um papel específico na Inteligência Artificial, 
Linguística Computacional e na Teoria dos Bancos de Dados. Em particular, sua 
importância está sendo reconhecida em diversos campos de pesquisa como engenharia do 
conhecimento, representação do conhecimento, modelagem qualitativa, engenharia 
linguística, projetos de bases de dados, modelagem de informação, integração de 
informação, análises orientadas a objetos, extração e recuperação da informação, gestão 
do conhecimento organizacional”. Gruber (1993) define ontologia como uma 
especificação explícita de uma conceituação enquanto Vickery (1997) a define como 
especificação explícita de um “mundo” dentro de um sistema computadorizado.  
 
É neste ambiente teórico que se pretende desenvolver o problema seguinte de pesquisa: 
De que forma pode-se relacionar a gestão do conhecimento ao ambiente de levantamento 
e análise de requisitos de software? 
 
Pretende-se a partir deste estudo elucidar as relações entre gestão do conhecimento, 




Principais construtos e suas relações. 
Fonte: Modelo da pesquisa 
 
 
2 Objetivos da pesquisa 
 
Essa pesquisa tem como objetivo principal, descrever o processo de construção de uma 
ontologia de domínio para conversão de conhecimento tácito em conhecimento explícito 
no ambiente de levantamento de requisitos de software e testá-la em um projeto de data 




a) Identificar notações de modelagem de requisitos de software, descrevendo as 
suas características e etapas de construção, dentro do ciclo de desenvolvimento de 
software. 
 
b) Identificar métodos de construção de ontologias, descrevendo as etapas da 
conversão de conhecimento tácito em conhecimento explícito no ambiente de 
análise de requisitos de software, sob a ótica da Gestão do Conhecimento. 
 
c) Desenvolver e testar uma ontologia de domínio em um projeto de Data 























3 Alinhamento ao programa de Pós-graduação em Sistemas de Informação e 
Gestão do Conhecimento 
 
A presente pesquisa tem aderência ao programa, e natureza interdisciplinar, ao abordar a 
gestão do conhecimento, mais especificamente a conversão de conhecimento tácito em 
conhecimento explícito, aplicada ao processo de desenvolvimento de Sistemas de 
Informação (Engenharia de Software). 
 
A pesquisa tem o objetivo de contribuir para os estudos relacionados ao desenvolvimento 
de software, mais especificamente à fase de levantamento de requisitos da Engenharia de 
Software, ao esclarecer como um método não muito popular, a construção de Ontologias 
de Domínio, pode ajudar na definição de requisitos de qualidade, que consequentemente 
contribuem para o sucesso de projetos de implementação de sistemas de informação. 
 
4 Justificativas do Projeto 
 
A principal motivação para a realização desta pesquisa está relacionada à dificuldade, 
observada na prática, por analistas e engenheiros de sistemas na definição de requisitos 
de software que, de fato, representam as reais necessidades de seus clientes e que 
permanecerão até a fase implementação, dando uma solução aos problemas que 
supostamente deveriam ser resolvidos pelo sistema. Brooks (1997) busca definir:  
 
A parte mais difícil da construção de um sistema de software é decidir 
precisamente o que construir. Nenhuma outra parte do trabalho conceitual é tão 
difícil quanto estabelecer os requisitos técnicos, incluindo todas as interfaces 
com pessoas, máquinas e outros sistemas de software. Nenhuma outra parte do 
trabalho aleija tanto o sistema resultante se for feita de forma errada. Nenhuma 
outra parte é mais difícil de retificar depois. (BROOKS, 1997). 
 
De acordo com os estudos do Standish group (1994), 31% dos projetos de software são 
cancelados antes da implementação. Em grandes empresas, apenas 9% dos projetos de 
software são entregues dentro do prazo e do orçamento (Standish, 1994). 
 
Os principais fatores de fracasso dos projetos de software, segundo o Standish group 
(1994), são: 
 
1. Requisitos incompletos (13,1%) 
2. Falta de envolvimento do usuário (12,4%) 
3. Falta de recursos (10,6%) 
4. Expectativas não realísticas (9,9%) 
5. Falta de apoio executivo (9,3%) 
6. Mudanças dos requisitos e especificações (8,7) 
7. Falta de planejamento (8,1%) 
8. Sistema não é mais necessário (7,5%) 
 
Se para corrigir um problema durante a fase de requisitos o custo é de $1, o custo para 
resolvê-lo durante a fase de design pode ser de $5, durante a fase de programação $10, 
durante a fase de testes $20, e após a implementação $200 (Boehm, Papaccio, 1988).  
 
Os estudos apresentados por esses autores demonstram que, apesar da existência de 
diversos modelos que descrevem o ciclo de desenvolvimento de software, e todos eles 
apresentarem etapas bem definidas de análise de requisitos, ainda existe uma lacuna sob 
a perspectiva da qualidade dos requisitos que vem sendo definidos em um considerável 
percentual dos projetos de implementação de software. 
 
A utilização de ontologias de domínio como artefato de representação do conhecimento 
necessário para modelagem de softwares não é uma novidade no meio acadêmico. O 
levantamento bibliográfico realizado como parte da preparação desta pesquisa e busca 
por trabalhos relacionados, revelou uma quantidade razoável de estudos nesta área, 
também demonstrada na revisão sistemática de literatura realizada por Zhu et al em 2014. 
Entretanto, a maioria desses estudos está relacionada a utilização de ontologias na 
construção de sistemas para duas aplicações específicas: Inteligência Artificial e Web 
Semântica.  
Reconhecendo a importância das duas aplicações específicas mencionadas, porém, 
buscando focar em uma resposta para o problema apresentado nessa pesquisa, dentro de 
um universo de 50 artigos selecionados, não foram encontrados estudos referentes à 
construção de ontologias de domínio como método de conversão de conhecimento tácito 
em explícito, com o objetivo de explicitar requisitos de software comuns no meio 
empresarial, como sistemas transacionais ou sistemas de informações gerenciais.  
 
Ao descrever como ontologias podem contribuir para a solução deste tipo de problema e 
demonstrá-lo através da aplicação em um projeto real de uma indústria 
médica/farmacêutica, o ineditismo e a relevância do presente estudo está no incentivo aos 
pesquisadores e analistas ou engenheiros de sistema a construir ontologias com o objetivo 
de aperfeiçoar suas habilidades em capturar requisitos e explicitá-los com sucesso em 
projetos cotidianos, independentemente da magnitude e da complexidade do software. E 
desta forma, contribuir para a melhora dos indicadores estatísticos de sucesso de projetos 
de implementação de software.  
 
A partir de uma perspectiva mais abrangente, a pesquisa proposta nesse projeto é 
relevante para organizações que precisam ser mais competitivas na era da informação. 
Garantir a implementação bem sucedida de softwares no meio empresarial tornou-se 
pauta importante na agenda de executivos e pesquisadores do tema. Sem o suporte de 
métodos e ferramentas adequadas, a implementação de tais projetos pode ser inviável, 
considerando a quantidade e a complexidade das informações geradas dentro das 
organizações e a consequente necessidade de implementação de softwares para auxiliar 
no seu controle e na sua recuperação. Ontologias de Domínio poderiam servir como 
ferramenta de melhoria da qualidade de softwares, alavancando vantagem competitiva 
para as organizações que se propõem a investir na transferência e formalização do 
conhecimento tácito, passos necessários para a definição de requisitos de software. 
 
5 Referencial Teórico 
 
5.1 Gestão do Conhecimento 
 
A Gestão do Conhecimento vem sendo gradualmente reconhecida como importante 
processo dentro das organizações. Este fato é explicado e incentivado pela mudança no 
perfil do valor de mercado das empresas na era da informação. No passado, os ativos 
físicos, ou capital estrutural das empresas, era responsável por compor a maior parte do 
valor de mercado das organizações, conforme os estudos de Nonaka e Takeushi (1995). 
Vários exemplos de empresas de grande porte e de vanguarda tecnológica podem 
exemplificar este cenário, como Toyota, Petrobrás, Vale e Rede Globo. Pode-se então 
considerar que ocorre relação entre a gestão do conhecimento organizacional para o 
aperfeiçoamento e a manutenção do capital intelectual. 
 
Como as organizações utilizam o conhecimento para desenvolver novos produtos e para 
aperfeiçoar continuamente seus processos internos de forma a perenizar sua existência no 
mercado e ser competitiva? Esta é uma questão atual e vem sendo foco de um grande 
número de estudos recentemente. Modelos de boas práticas como a metodologia OKA, 
são tentativas de trazer a teoria da gestão do conhecimento para dentro das organizações. 
A implantação coordenada da gestão do conhecimento cria uma vantagem competitiva 
sustentável e de difícil imitação, pois está enraizada nas pessoas que trabalham na 
empresa, e não em recursos físicos, que são facilmente imitáveis pelos concorrentes e 
menos flexíveis para reagir às incertezas do ambiente (Silva, 2004). 
 
5.2 Tipos de Conhecimento: Tácito e Explícito 
 
Para melhor implementar tais práticas dentro das organizações é necessário 
primeiramente entender as duas vertentes (tácito e explícito) que auxiliam a descrever o 
conhecimento. Fazer a distinção entre os dois tipos e aplicar as técnicas apropriadas para 
extrair e transferir cada tipo é fundamental para o sucesso da gestão do conhecimento. 
Nonaka & Takeuchi (1995), autores renomados no tema, descrevem os dois tipos da 
seguinte forma: – o formato tácito, conhecimento subjetivo; habilidades inerentes a uma 
pessoa; sistema de ideias, percepção e experiência; difícil de ser formalizado, transferido 
ou explicado a outra pessoa; – o formato explícito, conhecimento relativamente fácil de 
codificar, transferir e reutilizar; formalizado em textos, gráficos, tabelas, figuras, 
desenhos, esquemas, diagramas, etc., facilmente organizados em bases de dados e em 
publicações em geral, tanto em papel quanto em formato eletrônico. 
 
Sérgio Silva (Silva, 2004) ressalta que uma bem-sucedida sistematização da gestão do 
conhecimento deve considerar que o conhecimento pode existir em dois formatos, tanto 
na mente das pessoas, quanto em registros diversos. 
 
 
5.3 Conversão de Conhecimento 
 É importante ressaltar a necessidade de conversão bidirecional dos dois tipos para que se 
obtenha uma boa gestão do conhecimento organizacional. Sem esta contínua conversão, 
principalmente na direção Tácito->Explícito, uma organização corre o risco de perder 
continuamente seu mais valioso ativo nos dias atuais, o seu capital intelectual, quando 
ocorre a inevitável perda de talentos. Como então implementar práticas, procedimentos e 
processos internos que garantam a contínua conversão? Nonaka e Takeuchi (1995) 
sugerem uma abordagem baseada em quatro modos distintos. O primeiro modo, chamado 
de Socialização sugere que a conversão de conhecimento tácito em explícito ocorra de 
através de experiências compartilhadas entre as pessoas. Tais experiências assumem 
diversos formatos como a comunicação face a face e sessões de brainstorming em equipe. 
O segundo modo, chamado de Externalização sugere a conversão de conhecimento 
através da representação simbólica por meio de modelos, conceitos e hipóteses. Sérgio 
Silva (Silva, 2004, p. 145) resume este modo de conversão: “o registro do conhecimento 
da pessoa feito por ela mesma”. Outro modo, chamado de Combinação, descreve a 
conversão do conhecimento tácito através da adição de registros criados por uma ou mais 
pessoas ao repositório de conhecimento explícito abrangente da organização. Finalmente, 
a Internalização é o modo através do qual o indivíduo aprende com o conhecimento 
explícito gerado e convertido dentro da organização. Para internalizar o conhecimento 
explícito, são sugeridos os métodos de leitura, prática e registro de lições aprendidas. 
 
O ciclo infinito de conversões de conhecimento dentro de uma organização, dos mais 
diversos tipos como descrito no parágrafo anterior, institucionalizado e incentivado pela 
alta gestão em forma de processos internos e de objetivos estratégicos do negócio é 
chamado de abordagem processual da gestão do conhecimento. Estudos como os de 
Nanaka e Takeushi (1995) comprovam a importância desta competência organizacional 
na era do conhecimento. As organizações que figuram entre as mais bem sucedidas 
atualmente adotam, e são referência, em processos de gestão do conhecimento. 
 
5.4 Engenharia de Software 
 
Engenheiros de software utilizam seu conhecimento para resolver problemas através da 
computação. Entretanto, nem todos os problemas podem ser resolvidos com a ajuda de 
computadores, e esse é um ponto importante para delimitar as fronteiras da Engenharia 
de Software. É preciso resolver o problema primeiro, e depois então, se ainda necessário, 
utilizar tecnologia como uma ferramenta para implementar a solução Pfleeger et al. 
(2006). O processo de análise do problema irá determinar se a tecnologia se aplica à 
solução. Como grande parte dos problemas são complexos, eles devem primeiramente ser 
quebrados em partes menores com o objetivo de facilitar o seu entendimento. Desta 
maneira, é possível então descrevê-lo por meio de um conjunto de problemas menores, 
mais fáceis de se resolver. Uma vez analisado o conjunto de problemas menores, o 
desenho da solução passa por um processo inverso, o de síntese. A síntese é processo de 
montagem de uma grande estrutura a partir de pequenos blocos de construção Pfleeger et 
al. (2006). A figura 2 ilustra as duas partes da técnica de solução de problemas: a 





Técnica de solução de problemas. Decomposição do problema e síntese das soluções. 












Segundo Pfleeger et al. (2006), são necessárias habilidades de um engenheiro de software 
profissional para produzir código que é robusto, fácil de entender, de manter e que realiza 
o trabalho da maneira mais eficiente e eficaz possível. Segundo esses autores, a 
engenharia de software está relacionada ao projeto e ao desenvolvimento de software de 
alta-qualidade. E relacionam o conceito de qualidade de software à incidência de “bugs”, 
ou falhas, no produto final, segregando a causa raiz desses problemas em dois tipos: 
aqueles relacionadas a erros humanos durante o processo de desenvolvimento do 
software, por exemplo, quando os requisitos não foram bem entendidos e 
consequentemente o software não realiza a tarefa de acordo com a expectativa do cliente, 
e o outro tipo de falha, que ocorre quando o software não se comporta conforme o 
requisito, apesar do mesmo ter sido corretamente entendido e definido na fase de análise. 
Para evitar as duas situações e então construir software de qualidade, esses autores 
sugerem que seja adotada uma estratégia que aborda a qualidade do software sob três 
perspectivas: a qualidade do produto (software), a qualidade do processo de 
desenvolvimento do software e a qualidade do produto no contexto do ambiente de 
negócio em que ele será utilizado.  
 
Munassar e Govardhan (2010), afirmam que o objetivo da engenharia de software é a 
definição do trabalho adequado para construir programas de alta qualidade. Pfleeger et 
al. (2006) comparam o conceito à uma arte: “A arte de criar sistemas envolve o artesanato 
da produção de software. Como artistas, nós desenvolvemos técnicas e ferramentas que 
comprovadamente ajudam na criação de produtos úteis e de alta qualidade. ” Além disso, 
esses autores fazem uma comparação aos passos do processo de construção de uma casa: 
 
• Determinar e analisar os requisitos 
• Produzir e documentar o desenho geral da casa 
• Produzir especificações detalhadas da casa 
• Identificar e designar componentes 
• Construir cada componente da casa 
• Testar cada componente da casa 
• Integrar os componentes e fazer modificações finais depois que os moradores 
mudaram-se para a casa 
• Realizar a manutenção contínua da casa 
 
E o traduzem para o processo de construção de um software: 
 
• Analisar e definir requisitos 
• Projetar o sistema 
• Projetar o programa 
• Escrever o programa 
• Realizar o teste unitário 
• Realizar o teste integrado 
• Realizar o teste do sistema 
• Entregar o sistema 
• Realizar manutenção do sistema 
 
Segundo Pfleeger et al. (2006), quando um processo envolve a construção de um produto, 
frequentemente nos referimos a este processo como um ciclo de vida. Consequentemente, 
o processo de desenvolvimento de software é denominado ciclo de desenvolvimento de 
software, porque ele descreve a vida do produto software desde a sua concepção até a sua 
implementação, entrega, uso e manutenção. 
 
Assim como na construção de uma casa, o processo de desenvolvimento de um software 
envolve usuários, clientes e engenheiros. Um ponto importante neste processo é a 
comunicação entre os clientes e os engenheiros. Os engenheiros utilizarão seus 
conhecimentos em ciência da computação para ajudar a resolver o problema do cliente, 




Concepção da Engenharia de Software. 
Fonte: Munassar e Govardhan (2010, p94) 
 
O usuário é a pessoa que de fato utilizará o sistema. Em alguns projetos, o cliente e o 
usuário são a mesma pessoa. Em projetos de maior escala, alguns papéis podem ser 
derivados dos papéis principais, como é o caso dos testadores e os treinadores do 
software. Também pode haver uma quebra, dependendo do tamanho e complexidade do 
projeto ou da estrutura organizacional da empresa, do papel do engenheiro. Este papel 
pode ser dividido entre uma pessoa que será o analista dos requisitos, outra pessoa que 
fará o papel de projetista do sistema e uma terceira pessoa que será o programador. 
 
a. Modelos de Processos de Desenvolvimento de Software 
 
De acordo com Munassar e Govardhan (2010), modelos de processo de desenvolvimento 








Em seu artigo escrito em 2010, esses autores realizam uma comparação entre cinco 
modelos, segundo eles, os mais utilizados no desenvolvimento de softwares atualmente. 
O primeiro modelo, denominado Waterfall é o modelo mais clássico da engenharia de 
software. A principal característica deste modelo é o sequenciamento em cascata das 
etapas do desenvolvimento do software, de modo que uma etapa somente inicia após o 





Fonte: Munassar e Govardhan (2010, p95) 
 
O modelo waterfall permite facilmente que desenvolvedores e clientes tenham uma boa 
visão das etapas necessárias para a construção do software. Entretanto, uma de suas 
deficiências é a falta de um direcionamento adequado às mudanças que podem ocorrer ao 
longo do processo, como por exemplo, quando requisitos são alterados, por uma situação 
não prevista, durante a fase de codificação, fato que gera retrabalho dos requisitos já 
levantados anteriormente na fase de análise. 
 
O segundo modelo analisado por Munassar e Govardhan (2010), é o Desenvolvimento 
Iterativo. Neste modelo, o projeto é dividido e entregue aos clientes em partes menores. 
O método permite que os engenheiros demostrem resultados de forma mais rápida, e 
consigam feedback dos usuários durante o processo de desenvolvimento, o que lhes 
garante mais flexibilidade quanto a mudanças, se comparado ao modelo Waterfall. A 




Modelo de Desenvolvimento Iterativo. 
Fonte: Munassar e Govardhan (2010, p97) 
 
O terceiro modelo descrito por Munassar e Govardhan (2010) é o V-Shaped. Como no 
modelo Waterfall, cada etapa desse modelo segue uma sequência determinada, como 
ilustrado na figura 6. A diferença está na ênfase nas etapas de teste e validação. Os testes 
ocorrem antes que qualquer codificação seja realizada, durante as etapas que precedem a 
implementação. Um plano de testes é criado e executado após a etapa de requisitos e 
também após a etapa de design, fato que resulta em melhores chances de sucesso na 






Fonte: Munassar e Govardhan (2010, p98) 
 
O quarto modelo descrito por Munassar e Govardhan (2010) é o modelo Espiral. O 
modelo Espiral é semelhante ao modelo de Desenvolvimento Iterativo, porém com mais 
ênfase na análise de riscos. Este modelo tem quatro etapas: Planejamento, Análise de 
Risco, Engenharia e Avaliação. As iterações são chamadas de espirais neste modelo. O 
desenvolvimento do software realiza várias passagens por essas etapas, que são 
cumulativas do ponto de vista de entrega do produto. Cada passagem se transforma na 
base para a construção do produto da próxima, sempre realizando uma etapa de análise 
de risco, o que permite a este modelo, além da flexibilidade para implementação de 
mudanças resultante das iterações, altas chances de sucesso na captura de falhas em 
função das repetidas etapas de análises de risco. Este modelo entretanto, conforme 
destacado pelos autores, pode gerar maiores custos de desenvolvimento e implementação, 




Fonte: Munassar e Govardhan (2010, p99) 
 
O quinto modelo descrito por Munassar e Govardhan (2010) é o modelo Extreme 
Programing (XP). A abordagem deste modelo é a constante melhoria do código gerado, 
a partir do envolvimento e feedback frequente do usuário do software. O modelo propõe 
a entrega frequente de pequenas funcionalidades, incrementalmente. A utilização de 
contratos para desenvolvimento utilizando esse modelo é mais complexa, comparada aos 
outros modelos, em razão da flexibilidade na realização de mudanças no escopo do 
projeto previsto inicialmente. Requisitos são documentados em Store Cards e entregues 
de acordo com o tempo disponível para cada release do software, também levando-se em 
conta a prioridade do requisito. Os Store Cards são divididos entre tarefas de 
desenvolvimento. A primeira release do software é entregue com o mínimo de 





Modelo Extreme Programming. 
Fonte: Munassar e Govardhan (2010, p99) 
 
Independentemente do modelo escolhido, o ciclo de desenvolvimento de software 
contempla várias etapas, que são repetidas até que o sistema esteja concluído e os clientes 
satisfeitos. Por isso, antes de comprometer-se em desenvolver um software, os 
engenheiros deverão dedicar-se a realizar estimativas de tempo e de custo do projeto. 
Pfleeger et al. (2006) descrevem algumas perguntas apresentadas por clientes, antes do 
início do desenvolvimento de um software: 
 
• Você entende meu problema e minhas necessidades? 
• Você consegue projetar um sistema que irá resolver o meu problema ou satisfazer 
minhas necessidades? 
• Quanto tempo será necessário para você desenvolver este sistema? 
• Quanto vai custar o desenvolvimento do sistema? 
 
Os autores sugerem que para responder às duas últimas perguntas é necessário construir 
um cronograma de projeto detalhado. O cronograma do projeto descreve o ciclo de 
desenvolvimento de um software em particular, enumerando as fases e quebrando-as em 
tarefas. Através de um cronograma também é possível prever as interações entre as tarefas 
e estimar o tempo necessário para a realização de cada uma. Pfleeger et al. (2006) sugerem 
as seguintes entregas em um típico cronograma de desenvolvimento de software: 
• Documentos 
• Demonstrações de funções 
• Demonstrações de subsistemas 
• Demonstrações de acurácia 
• Demonstrações de confiabilidade, segurança e performance 
 
5.5 Requisitos de Software 
 
Considerando a natureza do problema apresentado nessa pesquisa, o referencial teórico 
irá detalhar a etapa de levantamento e análise de requisitos, parte inicial do ciclo de 
desenvolvimento de software. A figura 9 ilustra novamente três dos cinco modelos 
tradicionais da engenharia de software descritos na seção anterior: o modelo Waterfall, o 
modelo V-Shaped e o modelo Espiral. Apesar das diferenças observadas na nomenclatura 
e na sequência das etapas, o levantamento de requisitos é presente, e localizado no início 
do processo, nos três modelos. O entendimento do propósito de um software é atingido 






Modelo Waterfall, V-Shaped e Espiral, com destaque para a etapa inicial de levantamento 
de requisitos.  
Fonte: Munassar e Govardhan (2010, p95,98,99) 
 
Um requisito lida objetos ou entidades, os estados que eles podem assumir e as funções 
que eles executam para alterar estados ou características dos objetos. Pfleeger et al. 
(2006). Segundo esses autores, é necessário identificar, através da declaração dos 
requisitos, quais são as entidades chaves, os limites dessas entidades e os relacionamentos 
entre elas. Na etapa de análise de requisitos, não é necessário preocupar-se com a solução 
do problema explicitado pelo requisito. O objetivo é apenas entender o problema e o 
comportamento esperado pelo cliente do software. Pfleeger et al. (2006) detalham etapa 




Processo detalhado de captura de requisitos.  
Fonte: Pfleeger et al. (2006, p144) 
 
Segundo Pfleeger et al. (2006), o primeiro passo consiste em trabalhar com os clientes 
para elucidar, ou declarar, os requisitos através de perguntas, da observação de 
comportamentos atuais e da demonstração de sistemas similares. Em seguida, os 
requisitos devem ser capturados em um modelo ou em um protótipo, o que auxilia no 
entendimento dos comportamentos esperados, e também estimula novas perguntas sobre 
as necessidades dos clientes em situações específicas, não contempladas nas repostas 
iniciais. Uma vez bem entendidos, os requisitos podem passar para a próxima fase, 
chamada de especificação, na qual decide-se quais partes dos comportamentos esperados 
serão de fato implementadas no software. Durante o passo da validação, os detalhes da 
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especificação são comparados ao que os clientes querem ver ao final do projeto. A 
validação expõe problemas ou omissões nas especificações que podem retornar o 
processo ao passo da declaração de requisitos. O produto final do processo é um 
documento de especificação de software, conhecido como SRS (Software Requirements 
Specification), que é utilizado para comunicar aos desenvolvedores como o software 
deverá se comportar. 
Ao descrever a origem e a natureza dos requisitos de software, Pfleeger et al. (2006), 
sugerem quatro de tipos específicos. O primeiro deles é o requisito funcional. Este tipo é 
o mais comum, e está relacionado às funcionalidades esperadas do sistema. Um requisito 
funcional descreve o comportamento desejado em termos de atividades requeridas, como 
por exemplo, reações à entrada de dados e o estado de cada entidade antes e depois que 
uma atividade ocorre. Pfleeger et al. (2006, p148). Os mesmos autores também descrevem 
requisitos de natureza não funcional, e os denomina requisitos de qualidade. Tais 
requisitos descrevem características de qualidade que a solução de software deve possuir, 
como por exemplo: baixo tempo de resposta, facilidade de uso, alta disponibilidade e 
baixo custo de manutenção. O terceiro tipo de requisito, denominado restrição de projeto, 
é uma premissa do projeto, como por exemplo a decisão de se utilizar uma determinada 
plataforma de desenvolvimento, ou determinados componentes de uma interface que já 
foi desenvolvida anteriormente e que restringe o conjunto de soluções para o problema. 
O quarto tipo de requisito é a restrição de processo. Semelhantemente ao tipo anterior, 
ele restringe o conjunto de técnicas e recursos que podem ser utilizados no projeto. Um 
exemplo é a decisão de se utilizar um modelo de processo de desenvolvimento de 
software específico, como o modelo XP. A figura 11 ilustra algumas possíveis fontes para 





Possíveis fontes de requisitos de software.  
Fonte: Pfleeger et al. (2006) 
 
Durante o processo de captura e análise de requisitos, é comum haver ideias conflitantes 
entre os clientes do sistema. Pfleeger et al. (2006) recomendam que, para resolver tais 
conflitos, seja realizado um exercício de priorização dos mesmos. As seguintes perguntas 
são sugeridas como critérios desta priorização: 
 
• Quais são os requisitos que absolutamente tem que ser atendidos? (Essenciais) 
• Quais requisitos são altamente desejáveis, porém não mandatórios? (Desejáveis) 
• Quais são os requisitos possíveis, mas que poderiam ser eliminados? (Opcionais) 
 
Quanto às características de qualidade dos requisitos de software, Pfleeger et al. (2006) 
descrevem os seguintes critérios: 
• Os requisitos estão corretos? Engenheiros e clientes devem revisar os requisitos 
para garantir que existe um alinhamento do entendimento entre eles. 
• Os requisitos estão consistentes? Existe algum conflito entre os requisitos 
definidos? Dois requisitos são inconsistentes quando é impossível atendê-los 
simultaneamente. 
• Os requisitos não geram ambiguidade? Requisitos são ambíguos se diferentes 





















• Os requisitos estão completos? O conjunto de requisitos está completo se eles 
especificam o comportamento desejado e as saídas correspondentes, para todas 
as entradas possíveis, para todos os estados possíveis e sobre todas as restrições 
possíveis. 
• Os requisitos são factíveis? Existe uma solução técnica para o problema 
apresentado pelo cliente? 
• Todos os requisitos são relevantes? Um requisito não é relevante quando ele não 
está diretamente relacionado à necessidade do cliente, e ainda restringe o 
desenvolvedor, desnecessariamente. 
• Os requisitos são testáveis? É possível determinar cenários de teste que 
demonstram que a solução desenvolvida atende o requisito? 
• Os requisitos são rastreáveis? Os requisitos estão organizados e identificados de 
maneira que seja possível relacioná-los entre os diferentes documentos de 
especificação e testes? 
 
Requisitos podem ser representados através de modelos, ou notações de modelagem. 
Modelar requisitos auxilia no entendimento dos requisitos de uma forma abrangente, ao 
estimular perguntas que deveriam ter sido apresentadas na fase de levantamento. Buracos 
em modelos revelam comportamentos desconhecidos ou ambíguos. Pfleeger et al. (2006). 
Alguns exemplos de notações de modelagem são apresentados por Pfleeger et al. (2006), 
entre eles o Diagrama de Entidades e Relacionamentos (DER). Esta notação permite a 
construção de um modelo conceitual do problema que identifica quais objetos ou 
entidades estão envolvidas, quais atributos eles apresentam, e como eles se relacionam 
entre si. Segundo Rumbaugh et al. (1994), a abordagem de Entidades-Relacionamentos 
(ER) é a abordagem mais comum, popular, porque a notação é de fácil entendimento e 
bastante poderosa para modelar problemas reais. A figura 12 ilustra o diagrama resultante 





Exemplo de Diagrama Entidade-Relacionamento para transações bancárias. 
Fonte: https://www.smartdraw.com (acesso em 09/04/2016) 
 
Outro exemplo de notação é o diagrama de classes UML. O propósito deste diagrama, 
segundo Bell (2003), é representar a estrutura estática do sistema que está sendo 
modelado. O diagrama mostra as entidades no sistema, juntamente com cada estrutura 
interna e os relacionamentos entre as entidades. A representação UML de uma classe, ou 
entidade é um retângulo contendo três compartimentos empilhados verticalmente. O 
compartimento do topo contém o nome da classe. O compartimento do meio lista os 





Exemplo de um diagrama de classes UML para um processo de contagem cíclica de 
inventário. 
Fonte: https://www.smartdraw.com (acesso em 09/04/2016) 
 
Documentos de especificação de requisitos servem como um contrato entre os 
engenheiros de software e os clientes, detalhando o que deve ser entregue, e como guias 
para os projetistas, detalhando o que eles devem construir. Pfleeger et al. (2006). Na etapa 
de validação, os requisitos são checados contra as necessidades dos clientes capturadas 
anteriormente. Pfleeger et al. (2006) sugerem técnicas para realizar esta validação. Entre 
elas estão a revisão sistemática dos requisitos através de leituras, entrevistas, checklists, 
modelos de verificação de funções e relacionamentos, cenários, protótipos, simulações e 
inspeções formais. Durante as sessões de revisão, os seguintes passos são sugeridos: 
• Revisar as necessidades do cliente e os objetivos do sistema. 
• Comparar os requisitos com os objetivos do sistema para garantir que todos eles 
são de fato necessários. 
• Revisar o ambiente em que o sistema irá operar, examinando as interfaces entre o 
sistema proposto e outros sistemas, verificando se as descrições estão completas 
e corretas. 
• Revisar o fluxo de informações e as funções propostas, para confirmar que elas 
refletem as necessidades dos clientes. Todos os requisitos devem ser verificados 
buscando-se omissões e inconsistências. 
• Realizar uma análise dos riscos envolvidos no desenvolvimento ou no 
funcionamento do sistema, e documentá-los. Chegar a um consenso quanto a 
forma de mitigá-los. 
• Discutir sobre como os requisitos serão testados quando eles sofrerem alterações. 
Quem irá prover dados de teste, quais requisitos serão testados em cada fase. 
A validação dos requisitos é importante porque pode revelar grandes desentendimentos 





Brian Campbell Vickery, cientista da informação, autor de 16 livros sobre ciência da 
biblioteconomia, escreveu sobre o construto Ontologia, e seus diversos conceitos dentro 
da filosofia e da ciência da informação. Segundo ele, a utilização do termo “ontologia” 
na disciplina da ciência da informação vem sendo definido como: uma especificação 
explícita de um “mundo” dentro de um sistema computadorizado. Vickery (1997, p.1). A 
partir desta definição, o autor discorre sobre o surgimento e a aplicação de ontologias de 
domínio, bem como sugere uma metodologia para construção dessas estruturas. 
 
A partir de uma perspectiva filosófica, ontologia é o estudo do que existe de fato, e do 
que devemos assumir que existe para descrevermos uma realidade convincente. Sowa 
(Sowa, 1984) utilizou a idéia de ontologia como um catálogo de tudo que pode construir 
um (possível) mundo, como tudo é organizado, e como tudo funciona. Um catálogo de 
conceitos e tipos de relações entre estes conceitos. O termo também vem sido utilizado 
em estudos de inteligência artificial há mais de uma década. Conforme Alexander et al. 
(2000), a engenharia do conhecimento sofre com a falta de ferramentas para entender 
domínios de interesse. As ontologias de domínio vêm a ajudar a preencher esta lacuna 
através da modelagem de bases de conhecimento contendo informação sobre as entidades 
e os relacionamentos entre elas, inerentes do domínio em questão. No final da década de 
80, a conceituação de domínios foi aceita como parte necessária ao processo de aquisição 
de conhecimento com fins de modelagem de sistemas de informação específicos para a 
disciplina.  
 
Um exemplo de aplicação do termo em estudos de inteligência artificial é o projeto CYC, 
desenvolvido por Lenat e Guha, disponível online em http://www.cyc.com/. A ontologia 
CYC é uma base de conhecimento extensa, criada com o objetivo de capturar 
conhecimento sobre o senso comum dos seres humanos. Os autores deste projeto 
enxergaram a necessidade da construção de uma ontologia global, que especificasse, em 
um nível bastante alto, que tipos de coisas existem, e quais atributos, ou características, 
são inerentes à elas. Como resultado deste, e de outros projetos que compartilharam o uso 
de ontologias, conclui-se que, o estudo das mesmas, como um ramo da filosofia que lida 
com a natureza da realidade, pode contribuir para o processo de construção de bases de 
dados de conhecimento de alto valor para organizações. 
 
A definição mais aceita para o termo ontologia dentro do contexto da ciência da 
informação foi descrita por Gruber (1993): “Uma ontologia é uma especificação explícita 
de uma conceituação. ” Gruber compara uma ontologia à um esquema conceitual que 
pode ser desenvolvido (em nível de conhecimento) para um sistema de banco de dados, 
que explicita uma descrição lógica de dados compartilhados, que permite programas de 
computador e bases de dados interoperar sem necessariamente compartilhar estruturas de 
dados no nível simbólico. Para a disciplina da engenharia do conhecimento, uma 
ontologia fornece o vocabulário que viabiliza o diálogo dentro um domínio de 
conhecimento específico. Ao mesmo tempo, uma base de conhecimento correspondente 
provê o conhecimento representado simbolicamente, necessário para solução de 
problemas ou responder questões específicas dentro do domínio. 
 
Uschold (1997, p.14), afirma que ontologias são frequentemente concebidas como um 
conjunto de conceitos contendo entidades, atributos e processos e seus inter-
relacionamentos. Uma ontologia pode assumir várias formas, porém deverá sempre 
incluir um vocabulário de termos e alguma forma de especificação de significados, ou 
definições. A ontologia pode ser descrita em forma de linguagem natural, altamente 
informal. Ou ela pode ser semi-formal, expressada em linguagem natural restrita e 
estruturada. Também pode ser semi-informal, expressada através de uma linguagem 
artificial formalmente definida. A ontologia também pode assumir um caráter formal 
rigoroso, com termos definidos meticulosamente com semântica formal e teoremas. 
Gruber (1993) afirma que ontologias podem ser equacionadas através de hierarquias de 
classes taxonômicas, com definições de classes e suas relações, porém não devem estar 
limitadas a estes formatos. Segundo Poli (1996, p. 313), uma ontologia não é um catálogo 
do mundo, uma taxonomia, uma terminologia de uma lista de conceitos, ou quaisquer 
outras coisas. Na verdade, ela é uma estrutura dentro da qual catálogos, taxonomias e 
terminologias podem se encaixar de forma organizada. 
 
Para representar Ontologias, tanto em forma de linguagem natural quanto codificada ou 
mesmo de forma gráfica, ferramentas de criação estão disponíveis atualmente e podem 
ser classificadas em: Editores de Ontologia, Ferramentas de Anotação baseadas em 
Ontologia e Ferramentas de Raciocínio baseadas em Ontologia. O aplicativo chamado 
Protege é um exemplo de editor de Ontologia. 
 
Ontologias podem ser classificadas em quatro tipos: Ontologia de Domínio, Ontologia de 
Processos, Meta Ontologia ou Ontologia de Alto Nível, e Ontologia de Representação de 
Conhecimento Ahmad et al. (2000). Das Ontologias são derivados vários conceitos como: 
classes, subclasses, hierarquias de classes, instância, lugar, valor, valor padrão, face, tipo, 
cardinalidade, herança, variável e relação.  
 
5.7 Ontologias de alto nível 
 
Também conhecida como ontologia de base ou fundação, é um modelo composto de 
entidades básicas, que podem ser herdadas e reutilizadas por ontologias de domínio. 
Ex. SUMO, BFO, DOLCE 
 
5.8 Ontologias de domínio 
 
Ontologias de domínio representam conceitos e suas relações dentro de um escopo 
específico de estudo. Geralmente utilizam ontologias de alto nível como referência, 
derivando a partir delas conceitos que compartilham os mesmos atributos básicos. Outros 
atributos são agregados a tais entidades com o objetivo de contextualiza-las dentro de 
domínio. 
 
Para construir ontologias de domínio, Smirnov et al. (2000) sugere uma metodologia que 
contempla os seguintes passos: 1 – produzir definições textuais em linguagem natural o 
mais precisamente possível. 2 – verificar consistências entre os termos existentes e os 
novos. 3 – indicar relacionamentos com termos similares (sinônimos e variantes). 4 – 
evitar circularidade entre os termos. 
 
5.9 Construção de Ontologias de Domínio sob a ótica da Gestão do Conhecimento 
– Um exemplo prático na Gestão da Cadeia de Suprimentos 
 
A cadeia de suprimentos é uma rede dinâmica e complexa que integra diversos tipos de 
agentes como fornecedores, fabricantes, distribuidores, varejistas e clientes. Ontologias 
são estruturas semânticas primitivas que especificam o conhecimento compartilhado 
dentro de um domínio. Ontologias criadas dentro do domínio da gestão da cadeia de 
suprimentos facilitam o compartilhamento do conhecimento e a comunicação entre seus 
parceiros integrantes. 
 
Observa-se, atualmente, um aumento do interesse na utilização de tecnologias de gestão 
e Engenharia, baseada em Inteligência Artificial (IA) na solução de problemas 
relacionados à gestão da cadeia de suprimentos. Essa tendência está direcionada para o 
compartilhamento global dos dados e do conhecimento, gerado sobre os produtos 
comercializados nas cadeias de suprimentos. A disciplina da gestão do conhecimento 
assume um papel importante nessa tendência. Ela vem a facilitar o processo de 
transformação da informação sobre o mercado e os recursos de produção disponíveis. 
Geralmente tais recursos são insuficientes para a tomada de decisão dentro de processos 
de planejamento da produção integrado com as entidades da cadeia de suprimentos. O 
objetivo da gestão dessa cadeia é prover a reposição de produtos e serviços de forma 
coordenada. O objetivo da Gestão do Conhecimento nesse contexto é facilitar a 
transferência e o compartilhamento do conhecimento entre as estruturas das cadeias de 
suprimentos, integrando dessa forma os clientes e os fornecedores.  
 
Ferramentas de Gestão do Conhecimento orientadas por Ontologias criadas 
especificamente para o domínio da gestão da cadeia de suprimentos utilizam 
componentes reutilizáveis e configuram o conhecimento conforme a necessidade do 
usuário para auxiliar no processo de tomada de decisão.  
 
A função da cadeia de suprimentos é fazer a gestão coordenada do fluxo de materiais e 
da informação correspondente para satisfazer as demandas do cliente ao menor custo 
possível. Smirnov et al. (2000) descrevem uma metodologia de desenvolvimento genérica 
para suporte de informação dentro do contexto da gestão da cadeia de suprimentos. Para 
atingir tal objetivo, eles descrevem as organizações como uma montagem de 
componentes reutilizáveis claramente definidos em um modelo de conhecimento de 
domínio comum constituído de produtos, processos e recursos. Este modelo segue uma 
abordagem sistêmica (S) que descreve os papéis de cada entidade dentro da cadeia bem 
como os relacionamentos existentes entre estas entidades. As entidades são classificadas 
como membros (M) da cadeia, e seus relacionamentos (R) expressos em forma de 
componentes dos membros, como por exemplo funções, processos e atividades 
executadas pelas entidades. O modelo sistêmico é representado pela seguinte expressão: 
S=(M,R), onde M={m1, m2,...mn} e R= {r1, r2,...rn} denotando a pluralidade das 
combinações entre membros e seus possíveis relacionamentos. Toda interação entre os 
membros da cadeia pressupõe a existência de um cliente e de um fornecedor. É importante 
entender as relações entre os membros da cadeia para uma correta configuração do 
modelo.  
 
Para a construção do modelo foi utilizado um padrão de referência, denominado GERAM, 
ou Generalised Enterprise Reference Architecture and Methodology (ISO TC 184/SC 
5/WG 1 1997), desenvolvido especificamente para configuração de sistemas de 
manufatura baseados em descrições ontológicas. O processo de configuração da cadeia 
de suprimentos através deste modelo segue os seguintes passos: configuração do produto 
e sua estrutura (Bill of Materials), configuração dos processos de negócio (estrutura do 
processo e tipos de operações), configuração dos recursos de produção (estrutura do 
sistema, equipamentos e recursos humanos). O processo de criação de ontologias é similar 
ao processo de criação de modelos de conhecimento de domínio. Alguns passos são 
sugeridos: Definir entidades, definir atributos para as entidades, identificar 
relacionamentos entre as entidades e o domínio em questão, identificar relacionamentos 
entre as entidades, descrever níveis de restrição e finalmente rotular as ontologias por 
taxonomia de classes. A figura a seguir exemplifica o resultado de aplicação do modelo. 
 
A universalidade da forma proposta pelo modelo permite a construção de ferramentas 
poderosas para configuração de cadeias de suprimentos. A representação ontológica 
viabiliza a reutilização do conhecimento para melhor consistência, integração e 
otimização da interação entre os membros da cadeia. 
 
Ahmad et al. (2000) propõem uma metodologia para construção de uma ontologia de uso 
genérico, no domínio da gestão da cadeia de suprimentos, bem como a ontologia 
resultante da aplicação desta metodologia. Adicionalmente, sugere futuros estudos para 
extensão desta metodologia genérica para várias áreas de aplicação, incluindo a 
especificação detalhada de cadeias de suprimentos, sistemas de gestão do conhecimento 
e de modelagem de cadeias de suprimentos. 
 
A gestão da cadeia de suprimentos engloba todos os estágios envolvidos no atendimento 
de uma solicitação de um cliente, desde o desenvolvimento de um novo produto, passando 
pela fabricação, transporte e entrega, até o pagamento do cliente. O conceito deriva dos 
termos Logística Integrada, Produção Integrada e Sistemas de Distribuição. O foco da 
gestão da cadeia de suprimentos está no fluxo dos produtos, dos valores e da informação 
ao longo dos estágios do processo de atendimento das solicitações dos clientes. O 
problema, ou a complexidade presente na gestão da cadeia de suprimentos está na 
rentabilidade financeira. A necessidade de se atingir múltiplos objetivos ao mesmo tempo 
é o desafio, uma vez que pequenas alterações na sua estrutura podem afetar adversamente 
a rentabilidade da cadeia. As pesquisas nessa área então estão focadas em criar modelos 
para melhorar a performance das cadeias por meio da redução dos custos de operação das 
mesmas. 
 
Ontologias, como explicado anteriormente, tem o objetivo de explicitar, formalizar e 
compartilhar conceitos dentro de um domínio. Ontologias construídas para o domínio da 
gestão da cadeia de suprimentos podem então aperfeiçoar a interoperabilidade entre os 
diversos sistemas de informação desenhados para operar tais cadeias. Exemplos de 
ontologias deste tipo são os padrões definidos na linguagem DAML-DARPA, 
desenvolvida dentro do projeto chamado de Web Semântica da agência DARPA, ou a 
OIL (Ontology Interchange Language). Ontologias como essas são utilizadas como 
técnicas de modelagem para capturar conceitos dentro de um domínio e os 
relacionamentos existentes entre esses conceitos. Autores como Jones, Ivezic e Gruninger 
descrevem o desafio da utilização da Web Semântica para implementação de aplicativos 
de software que facilitam a integração automática dos agentes da cadeia de suprimentos. 
 
Os seguintes passos são propostos por Ahmad et al. (2000) em forma de metodologia para 
construção de uma Ontologia de Gestão da Cadeia de Suprimentos: 
- Obtenção de conhecimento, 
- Extração dos conceitos do domínio,  
- Definição de relacionamentos entre os conceitos,  
- Definição de detalhes dos conceitos,  
- Construção da Ontologia na ferramenta editora (Protege). 
 
Como resultado da aplicação da metodologia proposta, os diversos conceitos foram 
identificados: produtores, fornecedores, transportadores, distribuidores, varejistas e 
clientes. Para cada conceito foram identificados atributos como, por exemplo: endereço, 
pessoa de contato, material ou componente fornecido. Também foram identificados os 
relacionamentos e os processos que regem a interação entre os agentes identificados. Por 
exemplo, o processo referente ao ciclo da ordem do cliente. Esse processo governa toda 
operação da cadeia, desde o momento da criação de um novo produto até o recebimento 





Exemplo de Ontologia aplicada à gestão da cadeia de suprimentos. 
Fonte: Smirnov et al. (2000, p4). 
 
Observando os passos sugeridos por Smirnov et al. (2000) e Amad et al. (2000) para 
construção de ontologias e comparando-os aos modos de conversão do conhecimento 
descritos por Nonaka & Takeushi (1995) na popular espiral do conhecimento, notaremos 
que a construção dessas estruturas complexas encaixa-se no modo de conversão de 
conhecimento denominado Externalização. Conforme Sérgio Silva (Silva, 2004), este 
modo de conversão é: a conversão de conhecimento através da representação simbólica 
por meio de modelos, conceitos e hipóteses (Silva, 2004). Uma ontologia de domínio 
criada no âmbito organizacional é um modelo, ou artefato, que explicita e representa os 
conceitos inerentes ao domínio estudado, e sua construção, sob a ótica da gestão do 
conhecimento assemelha-se ao modo de conversão de conhecimento tácito para 





Ontologia aplicada sob a ótica da Gestão do Conhecimento  




6.1 Tipo de Pesquisa 
 
Para a classificação da pesquisa, toma-se como base a taxonomia apresentada por Vergara 
(1990), que a qualifica em relação a dois aspectos: quanto aos fins e quanto aos meios. 
Vergara (2006) afirma ainda que tipos de pesquisas não são mutualmente excludentes. 
 
Quanto aos fins, a pesquisa será exploratória, metodológica e aplicada. Exploratória, 
porque, conforme explicado na justificativa do estudo, embora a utilização de ontologias 
de domínio como artefato  de representação do conhecimento necessário para modelagem 
de softwares não é uma novidade no meio acadêmico, não se verificou a existência de 
estudos referentes à construção de ontologias de domínio como método de conversão de 
conhecimento tácito em explícito, com o objetivo de explicitar requisitos de software 
comuns no meio empresarial, como sistemas transacionais ou sistemas de informações 
gerenciais, apesar do construto ser explorado em pesquisas científicas de nos campos da 
Inteligência Artificial e Web Semântica. De acordo com Vergara (2006), a pesquisa 
exploratória é realizada em área na qual há pouco conhecimento acumulado e 
sistematizado. A pesquisa é metodológica, porque propõem a criação de ontologias de 
Ontologia 
Aplicada 
domínio como procedimento, complementada por um artefato, para representar requisitos 
de software. Vergara (2006) descreve a pesquisa metodológica como aquela que está 
associada a caminhos, formas, maneiras, procedimentos para atingir determinados fins. 
O fim ao qual a pesquisa se refere é a representação do conhecimento sobre determinado 
domínio, utilizado para modelagem de requisitos de software. A pesquisa também é 
aplicada uma vez que é motivada pela necessidade de resolver, ou reduzir, a dificuldade 
de analisar requisitos em um projeto de implementação de software, problema concreto, 
enfrentado pelas organizações atualmente. Adicionalmente, o caráter prático da pesquisa 
é demonstrado através da aplicação em um projeto real de uma indústria 
médica/farmacêutica. Segundo Vergara (2006), a pesquisa aplicada é motivada pela 
necessidade de resolver problemas concretos, mais imediatos, ou não, e tem finalidade 
prática, ao contrário da pesquisa pura, motivada basicamente pela curiosidade do 
pesquisador e situada sobretudo no nível da especulação. 
 
Quanto aos meios, a pesquisa será bibliográfica e de campo. Bibliográfica, porque para a 
fundamentação teórico-metodológica do trabalho será realizada um estudo desenvolvido 
com base em material publicado em livros, revistas e redes eletrônicas, sobre os seguintes 
construtos: Gestão do Conhecimento, Transferência de Conhecimento, Ontologias, 
Ontologias de Domínio, Engenharia de Software, Requisitos de Software. A pesquisa 
também será de campo pois se valerá do estudo empírico realizado dentro do contexto de 
um projeto real de implementação de software dentro de uma indústria 
médica/farmacêutica. Segundo Vergara (2006), uma pesquisa de campo caracteriza-se 
pela investigação empírica realizada no local onde ocorre ou ocorreu um fenômeno, ou 
que dispõe de elementos para explicá-lo. 
 
6.2 Coleta de dados 
 
Para a classificação do tipo da amostra de coleta de dados, toma-se como base a 
taxonomia apresentada por Vergara (1990), que a qualifica em relação a dois aspectos: 
probabilística e não probabilística. 
 
Para a etapa de campo da pesquisa, a amostra será do tipo não probabilística, por 
acessibilidade e tipicidade. Os elementos representativos da população-alvo foram 
selecionados considerando a facilidade de acesso aos mesmos, bem como o conhecimento 
específico necessário para a realização da pesquisa. Os sujeitos da pesquisa são os 
membros da equipe de projeto de implementação do projeto de Data Warehouse, a saber: 
o patrocinador do projeto, o gerente do projeto, o analista de sistemas responsável pela 
análise de requisitos, analista de BI e os três usuários-chaves responsáveis pela declaração 
dos requisitos do software. 
 
Quanto ao método de coleta de dados, a pesquisa utilizará um grupo focal. Segundo 
Vergara (2006), o grupo focal é um método de coleta de dados que consiste na realização 
de entrevistas em grupo, conduzidas por um moderador, com o objetivo de discutir um 
tópico específico. O tópico específico alvo dessa coleta de dados é a análise dos requisitos 
necessários para construir o software de Data Warehouse para a indústria 
médica/farmacêutica. O método foi escolhido por duas razões. A primeira está 
relacionada à flexibilidade necessária para conduzir as sessões de coleta de dados, 
considerando a necessidade de sincronização do cronograma da pesquisa com o 
cronograma da fase de levantamento de requisitos do projeto de implementação do 
software. São necessárias múltiplas sessões para capturar, revisar e documentar os 
requisitos, envolvendo os mesmos sujeitos da pesquisa. A segunda razão é o benefício 
trazido pela participação simultânea dos três usuários-chaves nas sessões. Como o 
objetivo é capturar e analisar requisitos de software, é necessário haver um alinhamento 
do entendimento dos sujeitos da pesquisa, mais especificamente os usuários-chaves, em 
relação à alguns aspectos importantes para a definição dos requisitos. O entendimento do 
objetivo do projeto, a delimitação do escopo do projeto, e o formato de captura da 
declaração dos requisitos são fatores importantes, que devem estar alinhados entre os 
participantes, pois irão influenciar, positivamente ou negativamente a qualidade do 
resultado das análises. 
 
6.3 Roteiro da pesquisa 
 
Para atingir os objetivos propostos nessa pesquisa, os seguintes passos serão seguidos: 
 
a) Levantamento bibliográfico 
 
Para atingir os objetivos específicos 1.1.a e 1.1.b, descritos anteriormente, serão 
selecionadas fonte bibliográficas que contenham propostas de notações de modelagem de 
requisitos de software, bem como método de construção de ontologias de domínio. Será 
realizada a leitura e o fichamento do material obtido. A partir do material estudado, os 
modelos mais relevantes na literatura encontrados serão descritos na pesquisa, como 
resultado desta etapa. 
 
b) Aplicação do modelo no projeto de Data Warehouse de uma indústria 
médica/farmacêutica. 
 
Uma indústria de manufatura da área Médica/Farmacêutica, localizada da região 
metropolitana de Belo Horizonte, MG, recentemente implementou um sistema de captura 
de dados de chão-de-fábrica. Este sistema permite que operadores de produção capturem 
o resultado de seu trabalho (peças produzidas) em tempo real, através de dispositivos 
móveis (tablets) instalados nas estações de trabalho. Além das quantidades produzidas 
por operador, o sistema captura também os tempos de cada etapa do processo de 
manufatura e a disposição de produtos (scrap, yield). 
 
Os dados capturados pelo sistema permitem aos supervisores de chão-de-fábrica realizar 
análises e gerar indicadores de performance das linhas de produção. Entretanto, o volume 
de dados gerado pelo novo sistema requer um grande esforço dos supervisores para 
consultar, selecionar, agrupar e realizar cálculos de forma manual, para chegar aos 
indicadores desejados. A proposta do novo projeto é implementar um sistema de Data 
Warehouse/BI, com o objetivo de criar um repositório de dados isolado das bases de 
produção para a partir dele gerar relatórios gerenciais, base para o cálculo automatizado 
dos indicadores de performance da produção. Para atingir o objetivo específico 1.1.c, será 
criada, utilizando-se um dos modelos identificados na fase de levantamento bibliográfico, 
uma ontologia de domínio para o projeto de Data Warehouse descrito nos parágrafos 
anteriores. O modelo selecionado deverá ser aquele que melhor se encaixe para 
representar conhecimento de requisitos em um software de data warehouse. A ontologia 
de domínio resultante deverá representar a taxonomia dos indicadores de performance, 
incluindo a relação entre eles e suas dimensões de visualização, típicas de um projeto de 
data warehouse. Após sua criação, a ontologia servirá como uma representação do 
conhecimento compartilhado dentro da empresa, sobre os requisitos do software que será 
implementado posteriormente. O analista de sistemas responsável pela implementação do 
sistema poderá utilizá-la como referência para a modelagem das fontes de dados, 
indicadores de performance e suas dimensões. Usuários do sistema de data warehouse 
também poderão consultá-la para entendimento do cálculo dos indicadores, ou para 
treinar novos colaboradores no processo de geração de indicadores de performance. A 
ontologia deverá ser atualizada quando houver necessidade de inclusão de novos 
indicadores de performance, ou a alteração de um indicador existente, em projetos 
futuros, tornando-se a referência documental dos indicadores. A ontologia deverá ser 
criada através de uma ferramenta de software, e publicada na rede da empresa em formato 
XML para visualização e compartilhamento entre os membros do projeto. 
 
Seguindo os passos sugeridos por Pfleeger et al. (2006) para a fase de levantamento de 
requisitos em um projeto de software, as seguintes atividades são previstas nesta etapa da 





Processo detalhado de captura de requisitos.  
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Quadro 1  
Detalhamento dos passos da pesquisa de campo. 
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Quadro 2  
Cronograma da pesquisa. 
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