Algoritma AdaBoost untuk Optimasi Ensemble Least Squares Support Vector Machine by Rahayu, Marliani Rara
Algoritma AdaBoost untuk Optimasi Ensemble Least Squares 
Support Vector Machine 
 
Marliani Rara Rahayu1, Armin Lawi2, Sri Astuti Thamrin3 
1 Mahasiswa Jurusan Matematika, Fakultas Matematika dan Ilmu Pengetahuan Alam, Universitas Hasanuddin 
2,3 Dosen Jurusan Matematika, Fakultas Matematika dan Ilmu Pengetahuan Alam, Universitas Hasanuddin 
E-mail: marlianirarahayu@gmail.com 
 
ABSTRAK 
 
Least Squares Support Vector Machine (LS-SVM) merupakan salah satu metode yang dapat 
digunakan untuk menyelesaikan permasalahan klasifikasi. Sama dengan SVM, LS-SVM juga berupaya 
menemukan bidang pemisah (hyperplane) terbaik dengan cara memaksimalkan nilai margin. LS-SVM akan 
menghasilkan sebuah garis pemisah (hyperplane) yang kemungkinan masih memiliki kesalahan klasifikasi 
yang bernilai besar. Untuk mengatasinya, penelitian ini menggunakan metode Ensemble Least Squares 
Support Vector Machine dengan algoritma AdaBoost untuk membangkitkan beberapa bidang pemisah 
(hyperplane) sehingga dapat diperoleh hyperplane terbaik yang memiliki nilai kesalahan klasifikasi 
terendah. Hasil penelitian ini menunjukkan bahwa metode Ensemble LS-SVM dengan menggunakan 
algoritma AdaBoost memiliki akurasi yang lebih baik dibandingkan dengan metode lainnya seperti: SVM 
tunggal, Ensemble SVM dengan algoritma AdaBoost, dan LS-SVM tunggal.  
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