A boundary-value problem in the theory of potential for the compound domain composed of two homogeneous rectangles is solved by the Green's function method.
Introduction.
One should recall the importance of Green's functions and matrices in the theory of boundary-value problems in partial differential equations and systems of elliptic type. The Green's function can also be utilized for computing the solution of the problem, once a useful expression for it is available. Because of the lack of useful representations for them, Green's functions are rarely used for these computations. In fact, construction of the Green's function or matrix is cumbersome for even the simplest problems. These constructions are done in closed form for only a few well-known cases. One of these well-known cases is the Dirichlet problem for the two-dimensional Laplace's equation on a simply connected domain. The Green's function for this problem can be (1) is useful for approximating values of the Green's functions for some domains when numerical procedures are employed for the conformal mapping.
Another practical way to determine the Green's function is the image (reflection) method.
The following example illustrates the essence of this approach. Let G{z,Ct) represent the Green's function of the Dirichlet problem for the infinite strip fis {0 < Imz < b}. Consider also the sum G*(z,C) = G(z,C) + G(z, -£), with z and C being specified in the semi-strip fl$s {0 < Rez < oo, 0 < Imz < b}. Clearly, G*(z,() represents the Green's function to Laplace's equation over Uss for the specific boundaryvalue problem with Neumann boundary conditions being prescribed along the boundary line x = 0, and Dirichlet conditions prescribed along the lines y -0 and y = b. The reflection method is obviously not appropriate either for domains with complicated shapes or simply-shaped domains with mixed boundary conditions. However, this method is helpful in some situations in which either Dirichlet or Neumann conditions are prescribed on the boundary of a simply-shaped domain.
Another well-known technique for constructing Green's functions is based on Fourier's method of separation of variables. This approach is especially applicable to the Dirichlet problem over a rectangular domain. For a rectangle of sides a and b, an expression for the Green's function is known in the form
Although this expression is widely used in mathematical physics, it is not often feasible for computational applications. Indeed, the series in Eq. (2) does not converge uniformly because of the logarithmic nature of its singularity. Some special analytic treatment to accelerate the convergence of the series would have to be applied to Eq. (2) to make it useful.
A more useful alternative for the numerical evaluation of a Green's function for the two-dimensional Laplace's equation can be directly developed from the analytical representation G^<> = s1"jrL<i+9<"'a which expresses the Green's function in terms of its logarithmically singular and regular g(z,C) components.
Using this expression for computing values of the Green's function leads to a corresponding one-parameter set of boundary-value problems for the regular term g(z, (), with ( being the parameter.
These computations, as a result, can be very time-consuming.
However, this approach can be readily applied to various boundaryvalue problems for other equations and systems of the elliptic type whose fundamental solutions are already known.
Another approach to computing Green's functions, for specific types of partial differential equations, is provided in [1] , It is based on the second Green's formula, which expresses the solution of a given boundary-value problem in terms of its boundary values, and on the derivation of the Green's function from the solution of an integral equation. This idea is applied to a certain class of equations in [2] , an excellent paper which also discusses two methods of solving the basic integral equation, the series and sequence methods. This approach to constructing Green's functions is versatile, but cumbersome.
The use of each of these methods for constructing Green's functions is limited to a specific class of problems. In response to the need for more universal methods, the first of the authors of this paper has proposed [3, 7, 8] a new technique which was originally directed to mixed boundary-value problems for equations and systems of elliptic type. The technique has proven useful for a variety of problems in applied mechanics. The first step of the approach represents the Green's function to be found by means of its Fourier series with respect to one independent variable. As a result, boundary-value problems for ordinary differential equations arise in the coefficients of the Fourier series. Green's functions for these boundary-value problems are easily obtained. The final phase in our approach deals with either the complete or partial summation of the Fourier expansions. This summation results in an expression of the singularities in the Green's function in terms of elementary functions, with the regular terms expressed by elementary functions or by uniformly convergent series.
This method of deriving the Green's functions can be applied to the analysis of a compound media, one of which is physically or geometrically nonhomogeneous.
A compound media consists of several zones, each of which is homogeneous.
To extend the definition of the Green's function to the compound media, we consider the compound domain Q, = IJQj (i = 1,..., m) ( Figure 1 ) in two-dimensional Euclidean space. Let the constants Ai specify the physical properties of the materials that comprise the homogeneous FIGURE 1. Domain n = U^i (i = 1,..., m) of a compound structure fragments
We now state the following boundary-value problem:
Ui(t) = ul+l(t), t e Tj, i = 1,... , m -1,
an* orii where A is Laplace's operator, and nl indicate directions perpendicular to the contact curves Ti, i = 1,... ,m -1.
Assume that the problem above has a unique solution, or equivalently, the corresponding homogeneous problem has only the trivial solution. Consider the vector functions We are now in a position to extend the classical concept of the Green's function to the compound medium.
Definition.
For any allowable vector function F(£), if the vector function U(£) can be represented by the integral
then the kernel matrix G(t,r) in this integral is said to be the matrix of Green's type for the homogeneous boundary-value problem corresponding to the problem stated in (3)-(6).
The entries Gij(t,r) in this matrix are defined for t G 0, and r £ ttj and possess the following properties:
1. AGij(t, t) = 0, for t e Hi, t ^ t, i = 1,..., to;
2. for t = r, Gu(t,T) (i = 1,2) possesses the logarithmic singularity written as 1 In 1 2n 1 -t| ' 3 . Gij satisfies the boundary conditions in (4) and the contact conditions in (5) and (6) for i -1,..., to and j = 1,..., to.
One of the first applications of matrices of Green's type dealt with some problems in the theory of thin shells, as described in a paper by S. P. Gavelya [4] , He later introduced the term matrix of Green's type, which is used in this paper.
Statement of the problem.
Green's function formulation. Consider a rectangular domain fi {-a < x < a, 0 < y < b} consisting of two congruent rectangles {-a < x < 0, 0 < t/ < 6} and fi2 {0 < x < a, 0 < y < b} (Figure 2 ). Suppose that fii and il-2 are composed of materials whose physical properties are specified by the constants Ai and. A2, respectively. Then the corresponding boundary-value problem is given by AUi{x,y) = 0, (x,y)€ili
dJJ -Q^-\x=-a = Q, U2\x=a = 0,
Ul\y=0,b = 0, U2 |y=0,fc = 0,
U2\y=y»,o<x<x-= C, (C is a constant).
Let G = [Gij(x,y;£,Q\i,j=1,2 represent the matrix of Green's type, which is obtained by using the technique found in [8] . 
can be used to find a solution to the boundary-value problem in (8)-(12). Indeed, these potential representations satisfy the relations in (8)-(11) for any value of the density function /i(£), which should be integrable on (0,x*). The entries G\2 and G22 in the is a continuous function throughout the square (0 < x < x*) x (0 < £ < x*).
Solution of the integral equation.
The method of solving the integral equation (15) is based on a separate treatment of the logarithmic singularities in its kernel, which are clearly seen by observing the representation in (16). The first of these is a point singularity that occurs when x = £ = 0, while the second is a line singularity that occurs along the diagonal x = £ of the kernel's domain.
We change the scale along the x and £ directions by using the following substitutions:
a=y(l + t), e=y(l + r).
This rescaling reduces the integral equation (15) 
where t* € (-1,1) is an arbitrary, fixed value of the variable £. An algorithm for solving singular integral equations of the type in (18) is described in [5] . The algorithm is based on the method of mechanical quadratures with the zeroes of the Jacobi function of the second kind being used as collocation points. Assuming that the unknown function Hi (T) possesses integrable singularities, we seek a solution of Eq. where the are zeroes of the Jacobi polynomial 3)(r), is effective for solving the integral equation (18) subject to condition (19).
As shown in [6] , the quadrature formula (24) can be successfully applied to integrals with singularities of the kind in Eq. (18) whenever t = tm (to = 1, 2,..., N -1) coincides with the zeroes of the Jacobi function of the second kind -' -P{N-a'~0)(r) (t -r)( 1 -r)a(l + t)@ dr.
We will now derive a quadrature formula for computing integrals that possess logarithmic singularities.
In doing this, consider the integral I(t) = J W(t) In \t -t|<t(t) dr, W(t) = (1 -r)~Q(l + t)"13,
associated with the integral equation (19). We rewrite the integral above as follows:
where hit) = o(t) -J W(t) In \t -t\ dr.
By using Gauss-Jacobi quadrature, we obtain
Representing n\(t) with a Lagrange interpolation polynomial based at the nodes rfc, 
After solving this system, the values of n\{rk) are substituted into (20) to approximate Ui(x,y) and U2(x,y) at any interior point in fii and O2, respectively, by using the potential representations in Eq. (13).
Numerical results.
To show the influence of the parameter N on the accuracy of the solution of the system (28), computations were performed for the following values of geometrical and physical parameters: a = 1, b = 1, x* = .5, y* = .5, and A = .3. Table 1 exhibits some results of these computations.
The values of -1) and /i*(+l) shown in the table were computed by polynomial extrapolation.
A reasonable agreement has been found in the results of (t) computed for various values of N. This agreement indicates, in one aspect, the reliability of our computations. Figure 3 depicts the function n\{t) for different values of the parameter A (curves 1, 2, and 3 relate to A = 1,3, and 10, respectively). Looking at the curves, one can see that Hi (t) depends on the value of A only near the endpoint (t = -1) of the inclusion that contacts the interface. This dependence diminishes near the opposite endpoint [t = +1) of the inclusion, and is not affected by the value of the parameter A (at least over the range considered in this study).
The fields of potential computed for the compound rectangle are illustrated in Figs. 4, 5, and 6 (for A = 100, 1, and .01, respectively).
Clearly, the nonhomogeneity of the material has a greater influence on the field when the subdomain containing the inclusion (fi2) is composed of a material whose coefficient of heat conductivity is smaller than that of the other subdomain (A2 < Ai). Conclusion. An integral equation method is applied to a compound domain composed of two rectangles, each built of a homogeneous material, and one of which contains a linear inclusion perpendicular to the interface. The Green's function method is adapted for compound domains by extending the definition of the Green's function to a matrix of Green's type. Application of these matrices for constructing kernels in the potential representations is essential to the integral equation method. The densities of the potential representations should be evaluated numerically over the inclusion segment. These potential representations, being harmonic functions (because of a basic property of the matrix of Green's type) in the interior of the domain, satisfy the prescribed set of boundary conditions on the contour of the domain and the contact conditions on the interface; this results in line integral equations exclusively along the contour of the inclusion. To numerically solve the line integral equations, we reduce them to a system of linear algebraic equations by using a specially constructed quadrature formula. The order of this system is less than that of more conventional integral equation methods.
This technique is applicable for problems with different boundary conditions on the outer contour of the domain as well as different contact conditions on the line of interface. This versatility is possible because these conditions are treated analytically in the process of constructing the matrix of Green's type. Consequently, the essential parts of the numerical procedure are not affected by a change of either boundary or contact conditions. Finally, one can compute solutions for various shapes and locations of inclusions, with various kinds of boundary conditions on their contours, simply by reformulating the line integral equations.
