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SUMMARY 
Ionic dynamics underpin the functionalities of a broad spectrum of materials and 
devices ranging from energy storage and conversion, to sensors and catalytic devices. 
Understanding the ionic dynamics on the nanoscale is, thus, crucial for improving the 
performance of these applications and designing the next generation of devices. 
Electrochemical reactivity and ionic transport in these systems are, however, complex 
processes, controlled by the interplay of charge injection and field- and diffusion-
controlled transport. These processes are often very sensitive to the environmental 
conditions and microstructure of the material. To understand the fundamental mechanisms 
underpinning the electrochemical functionality, it is vital to separate the spatial localization 
of reaction and transport processes on the nanoscale at controlled conditions, and correlate 
them with its microstructure and atomic structure.  
This study uncovers complex ionic dynamics in functional oxides via energy 
discovery platforms, which combine microfabricated lateral devices with in-situ 
microscopy and spectroscopy techniques under controlled conditions. To be specific, the 
electrochemical reactivity and proton conduction mechanisms were investigated by 
multiple techniques, such as time-resolved Kelvin probe force microscopy (tr-KPFM) and 
electrochemical impedance spectroscopy (EIS), on nanostructured ceria (NC) and yttrium-
doped barium zirconate (Y-BZO). Tr-KPFM, being a novel scanning probe technique, 
offers excellent spatial and temporal resolutions of surface potential variation that can 
directly related to the ionic reaction and conduction of the material, proving a good 
candidate for ionic dynamics study. In addition, theoretical calculations including finite 
 xxiii 
element method (FEM) and density functional theory (DFT) were utilized to explore the 
fundamental physics of the ionic dynamics.  
NC thin film with lateral Pt electrodes was first prepared for demonstration of the 
feasibility of energy discovery platforms. Placing the NC lateral device in a gas cell, the 
effect of external conditions including temperature, relative humidity, DC bias and 
atmosphere was investigated. The effect of triple phase boundaries (TPBs) was also studied 
by controlling the presence and absence of TPBs through microfabrication. The surface 
electrochemical reactions and conduction pathways between electrodes were proposed. 
Under externally applied bias, water on the NC surface or from the ambient decomposes, 
generating protons and hydroxyl groups that are transported through the NC, causing the 
surface potential variation. FEM was utilized to simulate the physical processes of the 
phenomena, and the physical parameters such as proton generation rate and ionic 
diffusivity and mobility were obtained as a function of environmental conditions. Through 
both experimental and theoretical calculation, two conduction mechanisms were identified, 
which are surface proton conduction through condensed water layer, and bulk conduction 
through chemisorbed water layer. 
The effect of internal conditions such as microstructure on the electrochemical 
reactivity and proton conductivity was also studied on NC. NC films with various surface 
roughness, grain boundaries and crystal orientation were prepared via pulsed laser 
deposition, sputter deposition and chemical solution deposition. It was found that surface 
morphology determines the water splitting rate and proton conductivity at 25 °C and wet 
condition, while grain size and crystallographic orientation became significant factors at 
higher temperature (e.g. 125 °C) and dry condition. Moreover, the grain size mainly 
 xxiv 
affected the proton generation rate and the crystallographic orientation determines the 
proton transport process along the surface. This result further demonstrates the existence 
of two conduction regimes in NC.  
The second material studied, Y-BZO thin film samples with various dopant 
concentrations were prepared by pulsed laser deposition (PLD) that showed limited grain 
boundaries. It was observed that the activation energy for proton transport monotonically 
increases with increasing dopant concentration. To understand this phenomenon, distortion 
analysis was performed on atomic resolution images obtained via scanning transmission 
electron microscopy (STEM). As dopant level increases, more Y-Y clusters form 
statistically, which increases the local lattice distortion. This dopant-dopant association 
induced increase in lattice distortion leads to an increase in trapping of defects such as 
oxygen vacancies and proton interstitials, forming defect-clusters, thereby explaining the 
observed monotonic increase in the activation energy. This finding provides ways of 
designing new proton conducting oxides by avoiding dopant cluster formation and lattice 
distortion.  
The effects of non-stoichiometry and lattice strain on proton conduction in Y-BZO 
were further studied. Non-stoichiometry, or barium deficient Y-BZO was created by high 
temperature annealing of the thin film samples. The result suggested a decreased barium 
content after annealing, with the formation of darker contrast regions, where barium 
vacancy sites are substituted with yttrium and barium. This results in a smaller lattice 
distortion in the major lattice of Y-BZO. The activation energy for proton transport 
significantly decreases from 0.65 eV to 0.55 eV after annealing, indicating a smaller energy 
barrier and better proton transport properties. In addition, the effect of Y-BZO lattice strain 
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on proton transport is studied. A variety of lattice strains were created by epitaxial 
deposition of Y-BZO on different substrates. The result showed that both the compressive 
strain and tensile strain led to an increase of activation energy for proton transport, from 
0.65 eV up to 0.70 eV. This novel discovery promises new ways of devices design to enable 
future electrochemical applications with higher performance. 
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CHAPTER 1. INTRODUCTION 
1.1 Ionic Dynamics in Solid Oxides  
The rapid development of human society and the depleting of fossil fuels 
necessitate environmental friendly and highly efficient technologies for energy generation, 
storage and conversion.1-3 Many of these technologies are underpinned by ionic conducting 
oxides, which are attracting significant scientific attention due to their considerable 
promise in electrochemical devices and energy related applications, such as solid oxide 
fuel cells (SOFCs),4-6 gas sensors,7-9 and hydrogen permeation membranes.10 In order to 
improve the performance of these applications and designing the next generation of devices, 
it is vital to understand the basic functionalities of the ionic dynamics on the nanoscale.  
The electrochemical reactions and ionic transport phenomena have been 
investigated worldwide for over a hundred years.7, 11 However, these processes are often 
complex, controlled by the interplay of charge injection and field-controlled and diffusion-
controlled transport. They often originate in multiple reactions and transport stages, 
involving the generation of ionic species and charge injection on the surfaces, interfaces, 
and triple phase boundaries (TPBs), and surface and/or bulk transport of charge carriers 
including electrons and ions. Therefore, they are easily affected by the material’s 
microstructure and environmental conditions. Moreover, as device miniaturization 
becomes a trend in the modern-day micro electromechanical systems (MEMS) study, 
chemical phenomena are intertwined with physical phenomena in micron or nanometer 
scales, making the ionic dynamics even more complicated.  
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In order to understand the fundamental mechanisms underpinning electrochemical 
functionality, it is vital to separate the spatial localization of reaction and transport 
processes of each charged carrier species, as well as the physical parameters that control 
the phenomena. If achieved, this will allow exploring complex ionic dynamics on the 
nanoscale, providing insight of mechanisms of the energy applications.  
In the following part, the working principles and materials for two major 
applications, solid oxide fuel cells and gas sensors are introduced in details, both of which 
are based on electrochemical reaction and ionic conducting solid oxides. 
1.2 Basics of Ionic Conduction in Solid Oxides 
1.2.1 Definitions of Electric Conductivity 
The electrical resistance (R) of a material is a measure of the difficulty to pass an 
electric current through it. R is defined by the Ohm’s law: 
 𝐼 = 𝑈/𝑅 (1) 
where I is the current passing through the material in units of amperes, and U is the voltage 
applied across the material in units of volts, R is in units of ohms.  
For a given material, the resistance depends on its shape. R is inversely proportional 
to the cross-sectional area, and is proportional to the length. Therefore, the R can be written 
as Equation 2, where l is the length of the conductor, A is the cross-sectional area of the 
conductor and ρ is the electrical resistivity of the material. The electrical resistivity is an 
 3 
intrinsic property of the material that quantifies the inability of a material to conduct 






The electrical conductivity σ, as shown in Equation 3, is the reciprocal of electrical 
resistivity. It is a measure of the ability of a material to conduct an electric current in units 






1.2.2 Types of Electric Conduction 
1.2.2.1 Electric Conduction in Metal 
Metals are typically a type of material that exhibit very good electric conductivity. 
The high conductivity in metal originates from the delocalized outer electrons. A metal 
consists of a lattice of atoms, each with outer shell of electrons that freely dissociate from 
their parent atoms and form a sea of electrons that conduct electric current. When a voltage 
is applied across a metal, an electric field forms, which provides driving force for electrons 
to drift towards the positive end.   
From electron band structure’s perspective, in metal, conduction bands and valence 
bands are overlapped and therefore there is no energy gap between them (Figure 1-1). Then 
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conduction band is partially occupied by electrons, who are available to move under 
electric field, resulting in a high electrical conductivity.  
1.2.2.2 Electric Conduction in Semiconductor and Insulator 
Besides electric conductors such as metals, solid state materials can be categorized 
into two other groups according to their conductivity: insulators and semiconductors. 
Typically, insulators are materials having an electrical conductivity σ < 10-8 S/cm, and 
semiconductors have a conductivity between 10-8 and 103 S/cm. In insulators, there is no 
free electrons to conduct current. In these materials, there may be forbidden electron bands 
(band gaps): energy intervals that contain no electrons, as shown in Figure 1-1. The Fermi 
level lies in the band gap, meaning that at absolute zero degree, the electrons fully occupy 
valence band and do not occupy conduction band. There are no free conduction electrons, 
and the resistance is infinite. In insulators, the band gap typically exceeds 9 eV, therefore 
thermal energy at room temperature is not sufficient to allow electrons from the valence 
band to be activated to the conduction band. Whereas for semiconductors, the band gap is 
lower compared to insulators (~1 eV). The electrons in valence band can be partially 
activated into conduction band, allowing electrons passing through, although much smaller 
compared to conductors.  
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Figure 1-1 – Electron band structures of conductor, semiconductor and insulator.  
1.2.2.3 Electric Conduction in Ionic Electrolytes 
The electric conduction introduced above are based on band electrons or holes. 
However, in many solid or liquid electrolytes, charged ions are the main charge carriers 
that show electric conduction under electric field, which have wide applications such as 
batteries, fuel cells and sensors. In liquid electrolytes, the resistivity of ionic conduction is 
largely dependent on the concentration of movable charged ions in the solution. In solid 
ionic conductors, the material contains defects such as vacancies and interstitials that allow 
the migration of ions in an electric field. In such materials, high temperature is often needed, 
and the electric conduction is not only determined by the ionic concentration, but also the 
activation energy for ions to hop within the lattice.  
The total conductivity of a material is contributed by different charge carriers. In 
solid electrolytes, the relevant charge carriers include both ions such as O2-, OH- and H+, 
and electrons (e-) and holes (h+), as shown in Equation 4: 
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 𝜎 = 𝜎𝑂2− + 𝜎𝑂𝐻− + 𝜎𝐻+ + 𝜎𝑒− + 𝜎ℎ+ (4) 
 In most of the applications of solid oxides, it is desirable to optimize the ionic conductivity 
and minimize the conductivity of electrons and holes. Therefore, factors affecting the ionic 
conductivity and ways to improve the total conduction is further introduced in the 
following part.  
1.2.3 Diffusion and Mobility 
Diffusion is a process whereby molecules or atoms in a material move from a high 
concentration region to a low concentration region. Such concentration gradient is the 
driving force for diffusion, and is described by Fick’s laws of diffusion.  
Fick’s first law, as shown in Equation 5, relates the diffusive flux to the 







In the equation, JD is the diffusion flux in units of mol/m
2s, which is defined as the amount 
of the materials passing through a unit area per unit time. D is the diffusion coefficient or 
diffusivity, which is the proportionally constant in units of m2/s. n is the concentration in 
units of mol/m3 and x is position in units of m. The negative sign of the equation indicates 
that the diffusion flux and the concentration gradient are in the opposite directions.  
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The diffusivity in solid is a temperature dependent parameter and is found to be 
well-described by the Arrhenius equation:  
 𝐷 = 𝐷0𝑒
−𝐸𝑎/(𝑘𝑇) (6) 
where 𝐸𝑎 is the activation energy, k is Boltzmann’s constant, T is the absolute temperature 
and D0 is the pre-exponential factor.  
Fick’s second law is a derivation of the first law, which describes how the 
concentration changes as a function of time in a non-steady state conditions (concentration 







In addition to diffusivity, another useful term to describe conduction in ionic conducting 
materials is mobility, which is the ability of charge carriers to move through a medium in 





where 𝜐𝑑 is the velocity in units of m/s, E is the electric field in units of V/m, and 𝜇 is the 
mobility in units of m2/Vs.  








where e is the elementary charge and z is charge number per each charge carrier. 
1.2.4 Factors Affecting the Ionic Conductivity  
Incorporating Equation 1 and Equation 2 into Equation 3, the electrical conductivity 






where J is the current density in units of A/m2. In a conductor, the current density is equal 
to the total amount of charge, Q, that travels though length l in unit time and unit area. 








= 𝑛𝑧𝑒𝜐𝑑 (11) 
where n is the charge concentration of the material. Applying Equation 8 and Equation 11 
to Equation 10, the ionic conductivity in a material can be further expressed as: 
 𝜎 = 𝑛𝑧𝑒𝜇 (12) 







Therefore, from Equation 12 and Equation 13, the important factors that affect the 
conductivity in solid oxide can be obtained. This includes temperature (T), charge carrier 
concentration (n) and the diffusivity/mobility of ions (D or 𝜇). Similar as diffusivity, ionic 






Some conclusions can be obtained from the above derivations. To optimize the 
ionic conductivity, high operating temperature is desired, because D or μ increases 
exponentially with increasing temperature. That is why most of the ionic conductors in 
solid oxide fuel cells are operating at above 800 °C. However, high temperature often 
creates problems such as high degradation rate due to high electrochemical reactivity and 
poisoning effects, and high mismatch due to the difference in thermal expansion coefficient 
of different components.  
Another way to optimize ionic conductivity is to develop new materials or dopant 
elements that can decrease the activation energy. Proton conducting solid oxide fuel cell 
has been attracted great attention in recent years mostly because that the proton conduction 
often exhibits much lower activation energy than oxygen ion conductors, allowing better 
conductivity at intermediate temperatures (400-700 °C). Ionic concentration also needs to 
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be taken into consideration, because the conductivity linearly increases with increasing 
concentration of charge carriers that transport in the material.  
However, these factors cannot be optimized at the same time, and improving one 
parameter often is in compromise to another parameter. For example, there is a trade-off 
effect of the proton concentration and the activation energy: increasing dopant 
concentration increases the amount of defects and thus ionic concentration n; on the other 
hand, the stronger trapping effect of dopants increases the activation energy that traps the 
ions stronger, impeding the conduction. As another example, while operating at high 
temperature is good for conductivity due to higher charge mobility, further increase the 
temperature at above 700 °C in proton conductors does not result in higher conductivity, 
due to the proton dissociation from the material at this temperature.  
1.3 Solid Oxide Fuel Cells 
1.3.1 Introduction to Fuel Cells 
A fuel cell is an electrochemical device that directly converts chemical energy into 
electric energy.3, 12 Fuel cells are different from batteries in that they only convert energy 
and fuels are required to be continuously supplied from other source, while batteries store 
chemicals as energy source.  
From historical perspective, fuel cell was invented nearly 2 centuries ago. In 1839, 
Sir William Robert Grove invented an electrochemical device, where hydrogen and oxygen 
are supplied to a series of electrodes emerged in solutions. He called his invention “gas 
voltaic battery”, which was the first prototype of fuel cell. The name “fuel cell”, however, 
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was from Mond & Langer, who invented the device in 1889 and achieved a current density 
up to 0.2 A/cm2. However, full cells have not come into real use until in the 1960s. During 
1961 to 1969, NASA began to use fuel cells in the spacecraft computers and life-supporting 
systems in Apollo Project, because they were safer than nuclear energy resources and 
smaller than solar cells. In addition, the astronauts drank the water produced from the 
electrolysis. Since then, fuel cells have been used in many other applications. In the past 
few decades, thousands of studies have been focused on improving the energy density and 
reliability of fuel cells. With much better performance, fuel cells are used for energy source 
of vehicles, and primary and backup power for commercial, industrial and residential 
buildings in remote or inaccessible areas.  
A typical fuel cell consists of anode electrode, cathode electrode, and an electrolyte 
between the electrodes. The working principle of a fuel cell is illustrated in Figure 1-2. The 
reacting gases, for example hydrogen and oxygen are supplied to the electrodes. Oxygen 
molecules are reduced in the cathode, generating oxygen ions that are transported through 
the electrolyte. They react with hydrogen molecules supplied in the anode, generating 
water as the only exhaust product. Meanwhile, the electrons are transported through the 
outer circuit, providing power to the load.  
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Figure 1-2 – Schematic of fuel cell working principle.13 
Fuel cells are advantageous over other types of energy generating devices. 
Compared with the combustion engines, which have fuel conversion efficiency less than 
40% due to the limitation of Carnot cycle, fuel cells offer a direct conversion from fuel to 
electricity, making it much higher efficiency (>60%) than most of the other power sources. 
Fuel cells are also clean and low-noise devices which are desirable for modern applications.   
Fuel cells are usually categorized according to their electrolytes used, shown in 
Table 1-1. The electrolyte determines the electrochemical reactions, operating 
temperatures and applications.  
Proton exchange membrane fuel cells (PEMFCs), alkaline fuel cells (AFCs) and 
phosphoric acid fuel cells (PAFCs) work at low temperatures (room temperature to 200 °C). 
Therefore, they have rather simple structures compared to other types of fuel cells 
operating at higher temperatures. However, working at low temperatures requires 
complicated and high-performance catalysts and electrodes, leading to relatively high cost, 
which is a major drawback of these fuel cells. For example, platinum is usually used in 
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PEMFC. Due to the low operating temperature, they have potential applications as power 
sources for small energy devices and vehicles. 
Table 1-1 – Types of fuel cells. 




AFC OH- KOH 50-200 Space vehicles 
PEMFC H+ Nafion 30-100 
Mobile application, 
lower power systems 





600-700 Up to MW systems 
SOFC O2-/ H+ ZrO2/Y2O3 500-1000 
Multi kW systems, 
power plants 
Proton exchange membrane fuel cells (PEMFCs), alkaline fuel cells (AFCs) and 
phosphoric acid fuel cells (PAFCs) work at low temperatures (room temperature to 200 °C). 
Therefore, they have rather simple structures compared to other types of fuel cells 
operating at higher temperatures. However, working at low temperatures requires 
complicated and high-performance catalysts and electrodes, leading to relatively high cost, 
which is a major drawback of these fuel cells. For example, platinum is usually used in 
PEMFC. Due to the low operating temperature, they have potential applications as power 
sources for small energy devices and vehicles.  
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Molten carbonate fuel cells (MCFCs) and solid oxide fuel cells (SOFCs) work at 
higher temperatures. They use less expensive nickel or perovskite oxide as catalytic 
materials, due to increased temperatures and thus electrochemical reactivity. Aside from 
their function as the catalysts, they work as well as part of the electrode. Due to the high 
operating temperature, these fuel cells are not easy to start and stop. Therefore, they are 
often used as a continues energy source, such as an alternative of a power grid.  
1.3.2 Solid Oxide Fuel Cells 
As stated previously, SOFC is a type of fuel cell that utilizes ionic conducting solid 
oxides as electrolytes. In a typical SOFC, an oxygen ion conductor, yttrium stabilized 
zirconia (YSZ), containing typically 8-10 mol% Y, is used as electrolyte; a porous ceramic-
metal composite of Ni and YSZ (typically 1:1 NiO-YSZ weigh ratio) is used as anode; and 
La1-xSrxMnO3-δ (lanthanum strontium manganite or LSM, x is typically between 0.15-0.25) 
is used as cathode. During operation, the SOFC is heated up to 800-1000 °C. Air will be 
supplied though the cathode, and oxygen molecules interact with cathode/electrolyte 
interfaces, acquiring electrons and generate oxygen ions. The oxygen ions then diffuse 
through the electrolyte side into the anode side. On the anode/electrolyte interface, the 
oxygen ions will catalytically react with the fuel, such as methane and carbon monoxide, 
generating water and/or carbon dioxide. The electrons are transported through the outer 
circuits, generating electric power. SOFCs electrolytes not only operate as oxygen ion 
conductors: some electrolytes are proton conductors, or even exhibiting both types of 
conduction. The electrochemical reactions are widely believed to occur at triple phase 
boundaries (TPBs), which are defined as the sites where gas phase, electrolyte (ionic 
conductor) and electrode (electron conductor) occur. Any breakdown of the TPBs will limit 
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the reactivity of the electrode reactions. Factors such as microstructure and composition 
greatly affect the size and distribution of the TPBs, which is crucial in determining the 
SOFC performance.  
Besides the advantages as being a fuel cell stated previously, SOFC is also superior 
to other types of fuel cells in several aspects. Firstly, cheaper catalysts are used in SOFCs, 
which greatly reduces their cost. Secondly, operating at high temperatures, they are able to 
use a wider selection of fuels, without previous external reforming. Thirdly, the exhaust 
vapours can be further used for collecting electricity, which provides even higher efficiency 
than other fuel cells. In addition, SOFCs also have longer cell life expectancy due to higher 
impurities (e.g. sulphur) tolerance. 
However, SOFCs still have some disadvantages that limit their commercialization. 
Due to the high electrolyte resistance for ionic conduction, high operating temperatures, 
often above 800 °C is required for most of the traditional SOFCs, which results in severe 
degradation and causes reliability issues. High electrode polarization is another 
disadvantage, which is due to the relatively low electrochemical reactivity, especially at 
the cathode. This leads to a high internal resistivity that results in a decreased working 
potential. To overcome these challenges, a number of studies have been focused on SOFCs 
aiming to lower the operating temperatures or the inner resistance. Generally, there are 
three ways to improve the SOFC performance: 
1. Developing new materials systems. Researchers are actively looking for 
electrolyte materials that exhibit higher ionic conductivity, which can allow 
comparable performance when operating at lower temperatures.14, 15 New 
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cathode materials and catalysts with higher performance are also being 
developed. For example, proton conducting oxides are considered promising 
electrolytes for SOFC, due to their lower activation energy for ionic transport.7, 
16 In addition, mixed ionic-electronic materials are being developed as electrode 
materials, which provide extended electrochemical reactions sites, increasing 
the reactivity of electrode reactions and reducing the total potential drop during 
operation.   
2. Developing advanced microstructures of SOFC components. Although using 
same materials, the efficiency may change, due to the accessibility of the gas 
into the reaction site. For example, porous electrodes are preferred for better 
interaction between gas and electrode/electrolyte interfaces, which overcomes 
the gas deficiency problem when operating at high power. However, porous 
structure has lower strength, which may cause pulverization over time, reducing 
the performance. Therefore, research has been focused on designing 
nanometer-sized electrodes for higher surface area, meanwhile maintaining 
similar strength and reliability.17  
3. Designing advanced SOFC structures for better performance and reliability. 
This is an engineering problem, an important step for large-scale production. 
So far, SOFC have mainly three different configurations, tubular, planar and 
monolithic. However, detailed design can be optimized to ensure the uniformly 
distribution of temperature in a SOFC: high local temperature may cause severe 
degradation of the fuel cell component, decreasing the total operating hours; 
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lower operating temperatures, on the other hand, decreases the power output 
and efficiency.  
In this thesis, we will mainly focus on the first way to improve SOFC performance, 
and several promising oxides are chosen for ionic dynamics study. Traditional and new 
materials for solid oxide electrolytes are introduced in the following.  
1.3.3 Materials for Solid Oxide Electrolytes 
As previous introduced, developing good solid oxide electrolyte is crucial in 
decreasing operating temperature, thus greatly reduce the cost and improve the 
performance of a SOFC. Some of the properties for designing new types of electrolytes 
include:  
1. High ionic conductivity  
2. Low electric conductivity 
3. Structural stable under working temperature (no phase transformation, 
compositional change or pulverization) 
4. Chemically stable under fuel and oxidant environment 
5. Thermal compatibility with other fuel cell components (thermal expansion 
coefficient match) 
The materials used for SOFC electrolyte are generally categorized into two basic 
types: oxygen ion conductors and proton conductors, both have its advantages and 
disadvantages, as detailed in the following.  
1.3.3.1 Oxygen Ion Conductors 
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1. Fluorite-structured oxides  
Traditional oxygen ion conducting material for SOFC applications are based on 
fluorite structure, AO2, including zirconium oxide (ZrO2) and cerium oxide (CeO2). The 
fluorite crystal structure is illustrated in Figure 1-3, where the cations occupy the face-
centered positions and anions occupies the tetrahedral sites between them. With acceptor 
dopants, oxygen vacancies are generated, enabling oxygen vacancies to migrate in the 
lattice, as shown in Equations 15 and 16 (Kröger-Vink notation), where M is a divalent 


















Figure 1-3 – The fluorite crystal structure (AO2). Red spheres represent O2- ions and 
yellow spheres represent A4+ ions.  
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In SOFC applications, the most widely acknowledged electrolyte is zirconia, with 
8-10 mole % of yttrium dopant, forming yttrium-stabilized zirconia, or YSZ. The word 
“stabilize” means that such dopant can help such crystal structure maintain the fluorite 
phase at high temperature: without yttrium, pure zirconia only adopts cubic fluorite 
structure at above 2300 °C.   
Ceria based material, with typical dopants including Gd2O3 and Sm2O3, is another 
fluorite system widely studied for SOFC applications.14, 18 Compared to its zirconia 
counterparts, ceria based material displays better ionic conductivity in lower temperatures 
(500 – 800 °C), so it is potential electrolyte for the development of intermediate 
temperature SOFCs. However when operating, especially under reducing environment, it 
shows some electric conductivity due to self-reduction, which is detrimental to the 
efficiency of SOFCs. Detailed introduction of ceria is introduced later in this thesis.   
2. Perovskite-structured oxides 
Perovskite structure, shown in Figure 1-4, is another type of structure that is widely 
used as SOFC electrolytes.11, 16 Although the name perovskite was originally used to 
describe CaTiO3, it is commonly used today to describe a more general group of oxides 
with a similar structure, ABO3, where the A site cation is a metal with +2 or +3 valence 
state, and the B site cation is a different metal with +4 or +3 charge, respectively. The A 
site cation is usually bigger than B cation, surrounded by 12 nearest oxygen ions, and the 
B site cation forms an octahedron with six nearest oxygen ions surrounding it. Perovskite 
structure allow stoichiometric changes by dopant, creating a wide range of properties, such 
 20 
as magnetic, electrical optical and catalytic. Due to the tunable electron structure, 
perovskites can vary from insulating material to superconductor materials. 
 
Figure 1-4 – The perovskite crystal structure (ABO3). Green and yellow spheres 
represent two types of cations, and red spheres represent O2- ions.  
3. Other types of oxygen ion conductors 
Besides fluorite- and perovskite-based materials, there are also plenty of studies 
focusing on the development of other material systems that have higher oxygen ion 
conductivities or lower operating temperatures than traditional YSZ.14 Some of these 
materials include La9Sr(SiO4)6O2.5, La2Mo2O9 (LAMOX) and apatites. However, they are 
still facing challenges before widely applied into SOFC. For example, La9Sr(SiO4)6O2.5 is 
difficult to synthesize; LAMOX undergoes a phase transition to a highly conducting phase 
at 580 °C, but suffers from chemical and thermal incompatibility with electrode materials. 
These drawbacks need to be overcome before widely applied in SOFC electrolytes.  
1.3.3.2 Proton Conductors 
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Proton conducting oxides are another type of materials that can be used as SOFC 
electrolytes. Water is generated at the anode in oxygen-conducting SOFCs, which dilutes 
the fuel and reduces the Nernst potential. However, proton-conducting SOFCs overcome 
this problem. In addition, proton conducting oxides usually have lower activation energy, 
and therefore exhibit relatively high conductivity at intermediate temperatures. Although 
the research of proton conducting oxides is still in an early stage compared with oxygen 
conducting counterparts, they have shown great potential in lowing the operation 
temperature and improving the efficiency.   
1. Intermediate-temperature proton conductors 
With proper acceptor doping, perovskite-type oxides have been shown to exhibit 
high proton conductivity at intermediate temperatures (400-700 °C).7 This phenomenon 
was first discovered three decades ago by Iwahara et al.,19 who showed cerate perovskites 
exhibiting proton conducting in humid air. Since then, proton conducting oxides have been 
widely investigated, such as barium zirconate (BaZrO3), barium cerate (BaCeO3) and 
strontium cerate (SrCeO3).
4, 13, 20  
Kreuer et al. have investigated a variety of different proton conducting oxides, as 
shown in Figure 1-5.7 These materials show Arrhenius behavior of proton conductivity 
from 200 °C to 800 °C. At higher temperatures, the proton conductivity drops drastically 
due to dehydrating of the materials. From the figure, the materials that shows the highest 
proton conductivity are mostly perovskites.  
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Figure 1-5 – Proton conductivities of various oxides as calculated from data on proton 
concentrations and mobilities.7, 21 
In these proton conduction perovskites, protons are created as interstitial defects. 
Take Y-BZO as an example, the introduction of trivalent dopant Y induces oxygen 
vacancies in the crystal structure. In Kröger-Vink notation,22 this can be written as Equation 
17. In dry conditions, oxygen vacancies provide the charge compensation for the acceptor 
dopants. However, the material is hydrated when it is supplied with water or hydrogen. For 
example, oxygen vacancy can be filled with a water molecule from ambient, dissociating 
into a hydroxyl group and a proton. The proton forms a covalent bond with a lattice oxygen 
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∙  (18) 
The proton transport in perovskites is then enabled through a Grotthuss mechanism, 
as opposed to the vehicle mechanism. The vehicle mechanism is the transport of hydronium 
or hydroxyl groups as a whole, which is usually encountered in aqueous solutions and 
polymer membranes. In solids, such as perovskites, vehicle mechanism is limited and 
Grotthuss mechanism is the main transport mechanism. Grotthuss mechanism includes two 
elementary steps, as shown in Figure 1-6: (1) proton transfer between adjacent oxygen 
atoms through breaking and reforming hydrogen bonds; and (2) rotation of hydroxyl group 
in between such transfers. The long-range distance of the proton transport is believed to go 
through a series of such transfers and rotations. The overall proton transport rate is 
dependent on the energy barriers of each step. The dopant site is believed to act as a trap 
for protons, which results in an increase of energy barrier.23 In these proton-conducting 
perovskites, protons are not part of the crystal structure, but are interstitials in the lattice, 
in equilibrium with the ambient water vapor. Therefore, the proton incorporation and 
concentration within the crystal and the resulting proton conductivity is largely affected by 
the ambient gas, humidity and temperature. For instance, since proton incorporation is 




Figure 1-6 – Sketch of Grotthuss proton transfer mechanism from the oxygen ion A 
to oxygen ion B. 
Phosphates are another type of materials that exhibit proton conduction, such as 
LaPO4.
25 When doped with Ca or Sr, they show proton conductivity up to ~800 °C. 
Brownmillerite structure such as Ba2In2O5 is another material that shows proton 
conductivity. With the presence of intrinsic oxygen vacancies, the conductivity can achieve 
for example 1.12 × 10-5 S/cm at 400 °C.26   
2. Low-temperature proton conductors  
Low-temperature (<300 °C) proton conduction has been found in a number of metal 
oxides, such as yttrium-stabilized ZrO2 (YSZ),
27-32 yttrium-doped barium zirconate,23, 33 
titania,34 and doped and undoped ceria.35-40 While at inter-mediate temperature range, 
proton conducting are mostly enabled though transporting along the lattice, at low 
temperature range, water from the ambient can condense on the surface and grain 
boundaries, and more routes are available for proton conduction, including chemisorbed 
water layer on the surface, physisorbed water layer that are in immediately approximation 






such crystal systems, and are very small in size, proton conductivity of these systems is 
extremely sensitive to the environment and defect structures. In fact, with varying 
environmental conditions – e.g. temperature, humidity and atmosphere – multiple proton 
conduction mechanisms have been reported in ceramics such as YSZ and TiO2.
27, 30, 34 
1.4 Solid State Gas Sensors 
1.4.1 Gas Sensors 
Gas detection and monitoring is important in a number of industrial and domestic 
activities.41-44 For example, flammable gas and toxic gas should always be monitored to 
prevent fire or other safety issues. In chemical industry, the concentration of different gas 
should also be monitored in order to insure the quality of the final product. The exhaust of 
factories or vehicles need to be monitored to reduce pollution. A gas sensor, which is a 
device that detects the presence of gases in an area, finds applications in these areas. In 
recent years, there is a growing demand of gas sensors with higher sensitivity, selectivity 
and reliability, as the need to protect the environment has grown.45-47  
The gas sensor work by measuring a physical property changed by 
adsorption/desorption processes or chemical reactions on the surface of a gas-sensitive 
material. Typically, gas sensors are produced to detect a single gas, such as CO, CH4, H2, 
SO2, etc. Newer development of gas sensors also allows detection of several gas, or even 
a combination of a mixed gas.  
Based on the operating mechanisms, gas sensors can be classified into physical 
process based sensors and chemical process based sensors. The previous category utilizes 
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physical property of the gas, including energy adsorption (infrared point gas sensors), 
ionization (photoionization gas sensors), acoustic characters (ultrasonic gas sensors), etc. 
The latter usually include chemical reactions between gas and sensor materials, such as 
electrochemical sensors, semiconductor sensors, etc.  
Infrared (IR) point gas sensors use IR light that pass through a known volume of 
gas.48-51 At certain frequency, some of the energy of IR light will be adsorbed by the gas. 
The amount of energy loss is proportional to the gas concentration. By comparing the 
energy change at certain frequency before and after passing though the gas, the 
concentration of the target gas can be determined.  
Photoionization gas sensors use an ultraviolet (UV) light to ionize the target gas.52-
54 If the compound has an ionization energy below that of the UV energy, the gas will be 
ionized, generating electrons that is detected by the current change. 
Ultrasonic gas sensors detect the background noise of the environment.55-58 
Because most high-pressure gas leaks generate ultrasonic sound, these sensors are able to 
pick up these frequencies from the background noise, determining whether or not there is 
a gas leak.  
Semiconductor gas sensors detect the concentration of target gas though chemical 
reactions that take place on the surface of sensor material.59-62 The electrical resistance in 
the sensor material will change when interacting with gas, and is used to calculate the gas 
concentration.  
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Electrochemical gas sensors measure the concentration of a gas though 
electrochemical reaction.63-66 In a typical electrochemical gas sensor, electrochemical 
reactions are taking place on electrode with the presence of the target gas. The target gas 
is either chemically oxidized or reduced, generating ions that diffuse though the working 
material. Meanwhile electrons transport through the outer circuit, which is detected though 
an ampere meter. Thus, the amount of current produced is indicative of how much of the 
gas is reacted at the electrode, indicating the gas concentration. 
There are a lot more types of gas sensors not introduced here. However, all of them 
are based on detecting a physical change due to the gas or gas/sensor interaction. They are 
summarized in Table 1-2.  
Table 1-2 – Types of gas sensors and the corresponding principles.  
Types of gas sensors Physics detected 
Infrared point gas sensors Energy adsorption by target gas 
Photoionization gas sensors Current change due to ionization of target gas 
Ultrasonic gas sensors Background noise change due to gas leakage 
Semiconductor gas sensors 
Electrical resistance change when contacting 
with the target gas 
Electrochemical gas sensors Current change due to electrochemical reactions 
Catalytic gas sensors Voltage or temperature change 
Field effect gas sensors Work function change 
1.4.2 Solid Oxide Gas Sensors 
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In contrast to the physical process based gas sensors, chemical sensors, which 
detect the gas by means of a selective chemical reaction with a reagent, mainly utilize solid-
state chemical detection principles. Solid oxide gas sensors are one of the best candidate 
for commercial gas sensors, and have a wide range of applications. Compared to other 
types of sensors, they have numerous advantages, like small sizes, high sensitivities in 
detecting very low concentrations. 
1.4.2.1 Semiconductor Gas Sensors  
Semiconductor gas sensors are typically based on metal oxides. Since the 1920s, 
studies have shown that the semiconductor material surface is highly sensitive to chemical 
reactions, and result in a dramatic change of charge carrier concentration. Such metal 
oxides include Cr2O3, Mn2O3, NiO, CuO, SrO, In2O3, WO3, TiO2, V2O3, Fe2O3, GeO2, 
Nb2O5, MoO3, Ta2O5, La2O3, CeO2, Nd2O3. Most of them are transition metal oxides, due 
to their higher sensitivity and easier conductivity measurements. Table 1-3 summarizes 
selected metal oxides for semiconductor gas sensors.  
Table 1-3 – Summary of selected materials reported for semiconductor gas sensors.  














Ethanol/Isopropanol/Acetone N/A 70 
CuO NO2 200 
71 
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Table 1-3 continued 
Fe2O3 Acetone/Acetic acid/Ethanol/etc. 150 
72 
In2O3 Ethanol/Formaldehyde 25 
73 
La2O3 Ethanol 300 
74 
Nb2O5 H2 440 
75 
NiO 
Formaldehyde 600 76 
H2S/Ethanol/NO2 150 
77 
SnO2 NO2 280 
78 














1.4.2.2 Electrochemical Gas Sensors  
Electrochemical gas sensors typically consist of an ionic conducting electrolyte 
sandwiched between two electrodes. Reducible gases, such as O2, Cl2, CO2 and NO2 obtain 
electrons at the cathode, while oxidizable gases such as CO, H2S and CH4 give away 
electrons at the anode. They form ions that are transported through the electrolyte. Detailed 




Table 1-4 – Summary of selected materials reported for electrochemical gas sensors. 




SmFeO3 CO/NO2 200-450 
85 
La2NiO4 Methanol 300-460 
86 
Ba(TiLa)O3 CO 175-400 
87 
Ba(ZrY)O3 H2O 400-700 
88 
LaFeO3 Methanol 400-500 
89 
BaSnO3 O2/CO/NO2 400-700 
90 
YSZ H2 500 
91 
La(NiFe)O3 Ethanol 270 
92 
LaMnO3 Methanal/CO N/A 
93 
1.5 Ionic Conducting Oxides 
As introduced previously, ionic dynamics in oxides are crucial in a number of 
electrochemical applications such as SOFCs and gas sensors. Ceria and Y-BZO are two 
promising candidates for these applications. As a result, they are chosen in this thesis study. 
Here these two materials are introduced in details.  
1.5.1 Nanostructured Ceria 
Stoichiometric ceria has a cubic fluorite structure over a wide temperature range. 
Each 𝐶𝑒4+ cation is surrounded by eight equivalent nearest 𝑂2− anions forming corners of 
a cube, and each 𝑂2− anion is surrounded by a tetrahedron of four cerium ions. Typically, 
ceria is an insulator, but doping of trivalent atoms such as Gd3+ can create a large amount 
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of oxygen vacancies in the lattice (Equation 19), while keeping the fluorite structure mostly 
unchanged. Doped ceria shows excellent oxygen ion conductivity at intermediate to high 










 Nanostructured ceria (NC) is, however, a mixed ionic-electronic conductor 
(MIEC), and has been widely studied as electrolyte for water-gas shift catalyst,94 SOFCs,95-
98 and gas sensor active components.68, 99, 100 Most of these applications are based on the 
ability of NC to conduct O2- ions, as well as store and release oxygen from the crystal 
structure through oxidation and reduction reactions, as shown in Equation 20. 
 
2𝐶𝑒4+ + 𝑂𝑂





The property to reversibly adsorb and release oxygen is often referred to as “oxygen storage 
capacity”, or OSC. This unique property in NC ensures its ability to strongly catalyze redox 
reactions, and the ability to serve as a solid-state oxygen buffer for redox reactions.  
Besides oxygen ion conduction, at low temperature, NC also exhibits proton 
conduction. Generally, porous materials are found to adsorb moisture due to their high 
surface areas. Therefore, the dependence of relative humidity on the conduction behavior 
of materials has been widely studied decades ago. As an example, Gerhardt et al. have 
performed fundamental studies on the humidity effect of porous silica gels/thin films via 
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EIS.101-104 Similarly, water molecules can be adsorbed on NC surface or grain boundary 
areas, which may strongly affect the conduction property of NC.105-108 Under electric field, 
water may split into protons and/or hydroxyl groups, allowing additional conduction 
pathways on NC. While it is believed that the proton conduction of NC is controlled by the 
nanoscale details of the NC structure, the direct correlation of the NC’s microstructure with 
conduction properties is still not fully understood. 
The oxygen vacancy that is abundant in NC and the oxidation state of Ce cations 
play a vital role in determining the catalytic and transport properties of the materials, and 
underpins its fundamental applications. Therefore, interaction between the NC surface 
defects and chemical species that is present in atmosphere or surface such as water, oxygen 
and peroxo groups has been intensely studied.105, 107, 109-111 However, the surface 
electrochemical behavior is a complex process, with multiple reaction steps and transport 
pathways. As a result, there is still no consensus with respect to the principle mechanisms 
governing MIEC conductivity in NC. Zhang et al. 112 gave an amount of anisotropic oxygen 
conductivity behavior, in which the cubic (100) ceria facets result in high OSC, whereas 
Molinari et al.106 and Maier et al. 113 have reported a proton-based conduction on the surface 
or open pores area facilitated by either water adsorption or surface defects as catalytic sites. 
In addition, questions also remain on whether proton transport pathways involve grain 
boundaries,35, 36, 38, 40 or air-exposed surfaces and residual pores.35, 37   
The electrochemical reactivity of NC and subsequent transport processes are also 
greatly affected by TPB, which is the interface of NC, electrode and gas phase.114, 115 As 
an example, ceria with embedded Pt group metal particles is reported to show great 
enhancement of catalytic activity in water-gas shift reactions.116 The metal/NC interface is 
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also an active site for low-temperature CO oxidation.117 The electrochemical reactions such 
as water-gas shifting and water splitting that take place at the TPB are expected to be highly 
sensitive to the environment, since one or more reactants or products come from the 
ambient, to which the electrochemical processes often have direct access. Thus, the effects 
of environmental conditions and the role of TPBs in water-NC surface interactions need to 
be studied in details. These ionic dynamics on the nanoscale are crucial to the development 
of high-performance ceria biased electrochemical devices, and thus calls for further 
investigation.   
1.5.2 Yttrium-Doped Barium Zirconate 
A longstanding aim of proton conducting perovskites is to find proper dopants and 
preparation methods that exhibit both high proton conductivity and good chemical stability, 
for energy applications such as electrolyte in proton conducting SOFCs. BaCeO3 based 
materials have exceptionally high proton conductivity; for example, Gd doped BaCeO3 
exhibits a proton conductivity as high as 0.05 S/cm at 600 °C.118 However, the commercial 
realization of such proton conductors has been substantially hampered because of their 
instability under CO2 and/or H2O containing environment (Equation 21 and 22), which is 
inevitable in fuel cell operation. This reactivity causes severe degradation of the material 
and precludes the applications of electrochemical devices in severe conditions, such as 
proton conducting SOFCs.  
 𝐵𝑎𝐶𝑒𝑂3 + 𝐶𝑂2 → 𝐵𝑎𝐶𝑂3 + 𝐶𝑒𝑂2 (21) 
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 𝐵𝑎𝐶𝑒𝑂3 + 𝐻2𝑂 → 𝐵𝑎(𝑂𝐻)2 + 𝐶𝑒𝑂2 (22) 
In contrast, BaZrO3 based material has very good chemical stability in the same 
operating environments, making it a promising material for energy applications. According 
to Kreuer’ review on proton conduction oxides, among all the materials studied, yttrium 
doped BaZrO3 (Y-BZO) has shown the highest conductivity.
7 Therefore, Y-BZO has been 
widely studied in the past decade.  It is worth noting that the earliest studies of Y-BZO in 
the early 1990s suggested that this material exhibits poor proton conductivity. This 
conclusion was revised in 1999, when Kreuer reported that the proton conductivity of Y-
BZO is ≈5 × 10-5 S/cm at just 140 °C. Although theoretically Y-BZO exhibits superior bulk 
proton conductivity, most of the reported proton conductivities of Y-BZO are much lower 
than the theory value and are inconsistent.119 This discrepancy is likely originated from the 
presence of extended defects in Y-BZO lattice. Due to the high refractory nature of this 
material, high temperature sintering (Tsint>1700 °C) is often needed to obtain high density 
samples. However, grain boundaries still largely remain, which have much lower proton 
conductivity than the inner grains. In addition, the high sintering temperature may also 
leads to Ba loss and emergence of lower conductivity phases (Y2O3).
33 This challenge has 
largely limited the future development of Y-BZO as proton conducting electrolytes.  
It is reported by a number of researchers that the proton conductivity of grain 
boundaries in Y-BZO is several orders of magnitude lower than that of the bulk, and the 
activation energy for proton transport in is usually 0.7-1.0 eV, much higher than that 
reported for the bulk (0.4-0.6 eV).120 It has long been speculated that the grain boundary 
resistance may be resulted from the space charges effects. The proton concentration is 
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much lower in proximity to the grain boundary core, where two crystals with different 
surface orientation join. Space charge zones form in this region, which is highly resistive 
to proton transport.121-123 
To achieve proton conductivity that is close to its bulk value, different approaches 
have been developed to obtain high-density and large-grained materials at reduced 
sintering temperatures. Nanometer-sized sintering powder with excess barium is essential 
to avoid barium loss and achieve high density.119  Inclusion of sintering aids such as 
ZnO,124-126 CuO,127, 128 NiO,129 InO130 and CaO131 has been shown to effectively promote 
the sintering ability of doped BZO. However, the addition of sintering aids, in principle, is 
detrimental to the total proton conductivity, therefore the amount of sintering aids must be 
precisely controlled. Fabrication of BaZrO3 and BaCeO3 composites is also a strategy to 
combine the good chemical stability of the former and high proton conductivity of the 
latter.132, 133  
Since the space charge layer in grain boundaries is likely the reason for low 
conductivity of Y-BZO, another approach to prepare high conductivity samples is to 
prepare Y-BZO sample with limited grain boundaries at relatively low temperature. Using 
pulsed later deposition (PLD), highly textured, grain-boundary-free Y-BZO films have 
been studied by several groups, and they not only show excellent proton conductivity (0.11 
S/cm at 500 °C),33 but also has potential use in the micro-sized proton conducting SOFCs.  
The development of high and reproducible proton conducting Y-BZO necessitates 
elucidation of the fundamental mechanisms of ionic dynamics on the nanometer or atomic 
scale. Computational simulations such as density functional theory (DFT) and the 
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molecular dynamics (MD) are considered one of the most significant techniques. They 
have been successfully applied in a number of previous investigations to explain proton 
stability at interface,134 proton diffusion,135, 136 and the role of dopant in proton 
conduction.137 On the other hand, experimental investigation of ionic dynamics at the same 
length scale is largely limited, with the characterization method being mostly electron 
microscopy and SPM technologies.138 TEM is widely used as to analyze crystal structure, 
whereas EDX and EELS are spectroscopic methods in TEM, which can measure the local 
chemical composition of the sample.139, 140 Recently Yang et al. used electrochemical strain 
microscopy (ESM) and STEM to show a correlation between the conductivity and the 
interface structural defects.141 To understand the fundamental ionic dynamics underpinning 
its functionalities, further efforts are needed to uncover how conductivity is related to 
oxygen vacancy ordering and dopant concentration in Y-BZO. Furthermore, correlation 
between the computed and experimental data is crucial: experimental result is significant 
to build and validate model, and model can in turn guide effectively experiment through 
“discover by design”.   
1.6 Thesis Organization 
Based on the literature reviews presented above, this thesis is organized as follows: 
Experiment procedures and methods (Chapter 2) 
This chapter describes the experimental techniques used for thin film deposition 
and structural characterization. The principles of techniques used for structural 
characterization and in-situ ionic dynamics measurement are introduced. Meanwhile, the 
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methods for finite element analysis and ab-initio calculations on the transport mechanisms 
are also presented.  
Ionic dynamics of NC – the effect of external conditions (Chapter 3) 
In this chapter, the ionic dynamics of NC thin films is investigated. The surface 
potential mapping as a function of distance and time is obtained on NC. The effects of 
temperature, humidity and applied bias on the surface potential mapping are studied, and 
the activation energy for the potential change are quantitatively compared. The possible 
transport species, electrochemical reactions and ionic conduction routes are discussed.  
To identify the electrochemical reaction site taking place on NC, the behavior of 
exposed and non-exposed TPB are compared as a function of temperature and humidity. 
To understand the effect of ambient gas, the measurements were performed in nitrogen and 
oxygen atmosphere. The effects of external conditions, such as temperature, humidity, 
applied bias, ambient gas and the absence of TPB on the ionic dynamics are identified.  
Finite element modeling of ionic dynamics of NC (Chapter 4) 
The electrochemical reaction and ionic transport taking place on NC are then 
quantified via finite element analysis. Four physical parameters associated with these 
processes, i.e. proton injection rate at TPB (S), proton dissipation constant (f), proton 
diffusivity (D) and mobility (μ) are obtained via fitting to the experimental data at each 
environmental condition. The activation energy for charge injection and proton diffusivity 
processes are obtained and correlated with the experiment value. The environmental 
regimes for proton transport in NC are obtained, where proton generation and conduction 
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is enabled either through the surface physisorbed water layer or through the chemisorbed 
water, with possible catalytic support from oxygen vacancies. 
Effect of microstructure on ionic dynamics of NC (Chapter 5) 
The effect of microstructure on the ionic dynamics of NC is investigated at 
temperatures below 200 °C. Five NC thin films with different microstructures, including 
surface roughness, grain boundary density and orientation, were prepared by a variety of 
deposition methods. The proton generation rate and diffusivity is quantified for each 
sample at each environmental condition via finite element modeling. The correlation 
between these quantified ionic dynamics parameters and microstructures such as surface 
roughness, grain size and surface orientation are investigated.  
Ionic dynamics study of grain-boundary-free Y-BZO (Chapter 6) 
Energy discovery platforms are also used to study the ionic dynamics of Y-BZO. 
Stoichiometric Y-BZO thin films, both single crystal and polycrystalline, with dopant 
concentration ranging from 0% to 20% are prepared by pulsed laser deposition. The surface 
potential mapping is obtained as a function of temperature and humidity, and the 
conduction species and pathways are identified. The density functional theory analysis and 
lattice distortion analysis are performed as a function of dopant concentration, and is 
correlated with the activation energy for proton transport. 
Effect of non-stoichiometry on proton conduction in Y-BZO (Chapter 7) 
The effect of non-stoichiometry on the proton transport of Y-BZO is studied. The 
non-stoichiometry, or barium deficiency is created through annealing Y-BZO thin films at 
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high temperature. The local distortion and compositional analysis are performed at atomic 
scales. The activation energy for proton transport is obtained via surface potential 
mappings. The effect of barium deficiency on the proton transport is obtained through 
structural-property correlations.  
Conclusions and future work (Chapter 8) 
Finally, the thesis work and achievements are summarized in this chapter. Future 
work is also suggested to further understand the physical and chemical behavior of nano-
devices through improved characterization capabilities via energy discovery platforms.  
  
 40 
CHAPTER 2. EXPERIMENTAL PROCEDURES AND METHODS  
This chapter presents the techniques used for NC and Y-BZO thin film growth and 
for characterizing the crystal structure, microstructure, composition and ionic transport 
properties. In addition, the theoretical analysis used for identifying the conduction 
mechanisms are also discussed.  
2.1 Deposition of Proton Conducting Oxide Thin Films 
2.1.1 NC Thin Films Deposition 
In this work, NC thin films were prepared by chemical solution deposition (CSD), 
sputter deposition (SD) and pulsed laser deposition (PLD). Detailed deposition parameters 
are detailed as follows.  
2.1.1.1 Chemical Solution Deposition 
CSD is advantageous in that it allows preparation of thin films with good control 
of the composition and homogeneity. It is also simple to implement, with relatively low 
cost on equipment. In this work, NC thin films prepared by CSD were used as the main 
sample for proton transport studies, including the effect of external conditions study 
(CHAPTER 3) and the effect of microstructure study (CHAPTER 5). 
The preparation of NC thin films through CSD is achieved via four steps: 1) 
preparation of ceria precursor; 2) preparation of substrates used for CSD of NC thin films; 
3) spin coating of ceria precursor on substrates; 4) heat treatment of the coated films. They 
are detailed in the following description.  
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The NC precursor preparation and deposition procedure was based on previous 
literatures.18, 142-146 A 0.2 M ceria precursor was prepared by dissolving 4.342 g of 
Ce(NO3)3∙6H2O (Sigma-Aldrich, Inc.) into 47 mL of ethylene glycol (Sigma-Aldrich, Inc.) 
in glove box, followed by mixing at 80 °C in an oil bath for 3 days.  
For most of the studies, Si substrate coated with a layer of Si3N4 was used for CSD 
growth of NC thin films. Silicon substrates were chosen because they are compatible with 
most of the commercial MEMS devices and circuits and therefore are expected to have a 
number of practical applications. In addition, as the etching process for Si is well developed, 
such devices can be further used to fabricate freestanding membranes for in-situ 
transmission electron microscopy (TEM) characterization of electrochemical processes. 
However, the transport characterization of NC such as time-resolved Kelvin probe force 
microscopy (tr-KPFM) and electrochemical impedance spectroscopy (EIS) in this thesis 
requires insulating substrates. Therefore, Si3N4 insulating layer was deposited on Si wafer, 
before the deposition of NC thin films.  
Si (100) substrate was purchased from Nova Electronic Materials Inc. and the 
thickness was 500 μm. An insulating Si3N4 layer (≈500 nm thick) was deposited onto Si 
substrate by low-pressure chemical vapor deposition (LPCVD). The LPCVD of Si3N4 films 
was processed in a Tystar diffusion furnace in a mixture of NH3 (17 sccm) and H2SiCl2 
(100 sccm), and the total pressure was kept at 158 mTorr. The deposition temperature was 
835 °C.  
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Besides Si/Si3N4 substrates, quartz substrates were also used for comparison 
purposes, so that the effects of dielectric coefficient of substrate on the transport process 
can be better understood.  
Before spin coating, the substrates were squirt-washed by acetone and isopropyl 
alcohol (IPA) and dried with a nitrogen gun. The substrates were further dried by placing 
on a hot plate at ≈150 °C for 1 minute. The ceria precursor solution was then spin-coated 
onto the Si/Si3N4 substrate at 3000 rpm for 30 s, followed by pyrolysis at ≈400 °C on a hot 
plate surface for 1 min. The resulting thickness of NC thin films was characterized by 
profilometer. The spin coating and pyrolysis processes were repeated to achieve desired 
thickness. Finally, the samples were rapidly thermally annealed (rapid thermal processor, 
SSI Inc.) for 1 minute at 700 °C (ramping rate ≈100 °C/s) to crystalize the film and remove 
the eventual remaining organics. 
2.1.1.2 Sputter Deposition 
SD is a physical vapour deposition (PVD) method for thin film growth. When a 
high bias (>1 kV) is applied between the target and the substrate in a chamber filled with 
argon gas, electrons released from the target collide with argon atoms, ionizing them, 
leaving them positively charged. These atoms are then accelerated towards the target and 
strike it at high energy, releasing target material and depositing onto the substrate.  
In this work, a Kurt J. Lesker PVD 75 sputterer with a 99.9% CeO2 target (Kurt J. 
Lesker Co. Ltd.) was used for NC films deposition. NC films were deposited at 80 W in 5 
× 10−3 Torr argon atmosphere. The growth rate was about 2.5 nm/min. The resulting 
thickness of NC thin films was characterized by profilometer.  
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2.1.1.3 Pulsed Laser Deposition 
PLD is a PVD method where a high-power pulsed laser beam is focused inside a 
vacuum chamber to strike a target of the material that is to be deposited. This material is 
vaporized from the target in a plasma plume, depositing onto the substrate facing the target. 
By adjusting the substrate temperature, background gas and pressure, laser energy and 
pulse frequency, the film orientation, density and grain size can be controlled.  
To prepare the NC target for PLD, 25 grams of CeO2 (99.99% Reactor Grade, 
Sigma-Aldrich Inc.) was milled in a high density polyethylene bottle with 1 cm yttria-
stabilized zirconia milling media and 20 mL of isopropanol (HPLC Grade, Fisher Scientific 
International, Inc.) for 24 hours. The powder was dried and heated to 800 °C for 12 hours. 
The powder was then collected and milled in a high-density polyethylene bottle with 3 mm 
yttria-stabilized zirconia milling media for 30 minutes. The powder was collected and 
pressed into a 1 ¼” disk. The resulting pellet was annealed at 1200 °C for 24 hours to form 
the final target. 
A KrF excimer laser (Coherent Lambda Physik GmbH) with a wavelength of 248 
nm and a pulse width of 25 ns was focused on the target with a spot size of about 2 mm2. 
The PLD system was equipped with a reflection high-energy electron diffraction (RHEED) 
system for the in-situ diagnostic of the deposition process. The NC thin films were 
deposited at 500 °C and 700 °C substrate temperature under 0.1 Torr oxygen base pressure, 
and at 500 °C substrate temperature under high vacuum (<10-6 Torr). Si/Si3N4 substrates 
with size 10×10×0.5 mm were used for PLD deposition. The target-to-substrate distance 
was 40 mm, and silver paste was used to provide thermal contact between the sample holder 
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and the deposition substrate. The laser energy density was about 1.5 J/cm2 with a repetition 
rate of 10 Hz. The total deposition time was 5 min, and the estimated growth rate was about 
0.3 nm/s.  
2.1.2 Y-BZO Thin Films Deposition 
In this thesis, PLD was used for Y-BZO thin film growth. 0%, 5%, 10%, 15% and 
20% mole percent Y-BZO pellets were prepared by powder sintering. Ceramic targets were 
fabricated using standard solid state reaction processing. 20 gram batches of starting 
material were prepared by mixing stoichiometric amounts of BaCO3 (99.95% Reaction 
Grade, Alfa Aesar), Y2O3 (99.9% Reaction Grade, Alfa Aesar), ZrO2 (99% nanopowder, 
Alfa Aesar) in a high density polyethylene bottle with 1 cm yttria-stabilized zirconia 
milling media and 20 mL of isopropanol (HPLC Grade, Fisher Scientific International, 
Inc.) for 24 hours. The powder was dried and heated to 800 °C for 12 hours. The powder 
was collected and SpexMilled in a high density polyethylene bottle with 3 mm yttria-
stabilized zirconia milling media for 30 minutes. The powder was further collected and 
pressed into a 1 ¼” disk using Duramax binder. The resulting pellet was annealed at 
1550 °C for 24 hours to form the target used for the film growth. 
Same as the PLD set-up used for NC thin film growth, an excimer laser (Lambda 
Physik GmbH, Germany) with a wavelength of 248 nm was used for Y-BZO deposition. 
RHEED system was used for the in-situ diagnostic of the deposition process. The target-
to-substrate distance was 40 mm, and the oxygen partial pressure was 40 mTorr. The 
thermal contact between the sample holder and the deposition substrate was provided by 
silver paste. The laser energy density was about 1.5 J/cm2 with a repetition rate of 10 Hz. 
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To prepare highly oriented Y-BZO films with limited defects, a good 
crystallographic matching between the film and substrate material is required. Different 
substrates were selected in this study. MgO (100) substrates (Princeton Scientific Corp.) 
were used to prepare grain-boundary-free epitaxial Y-BZO films, since the cubic structure 
of MgO (a=4.21 Å) is very close to Y-BZO (4.20-4.22 Å).33 The epitaxial Y-BZO samples 
were deposited at 750 °C substrate temperature. It was found that lower the substrate 
temperature will result in less textured film, thus polycrystalline Y-BZO films were also 
prepared on MgO (100) for comparison, and the substrate temperature was set at 600 °C. 
The thickness of Y-BZO films ranged from 30 nm to 500 nm.  
The effect of lattice non-stoichiometry on the ionic dynamics of Y-BZO is also 
investigated. To create non-stoichiometry, 20Y-BZO thin films were annealed in 
atmosphere at 1050 °C for 24 h in a tube furnace. To create strain on Y-BZO lattices, 
substrates with a slight mismatch were chosen. (100) oriented (LaAlO3)0.3(Sr2TaAlO6)0.7 
(LSAT, cubic perovskite structure, a=3.86 Å) and (110) oriented NdGaO3 (NGO) 
orthorhombic perovskite structure (a=b=3.863 Å, c=3.854 Å in the pseudocubic cell) were 
used. These films provide a compressive strain between Y-BZO films and the substrate. 
For tensile strained Y-BZO, there is no commercial substrate available with a cubic 
structure where a is slightly greater than 4.21 Å. Considering that BaCeO3 (BCO) is 
perovskite structure with a=4.5 Å, the BCO films is deposited as a buffer layer for Y-BZO, 
where ≈8% tensile strained Y-BZO substrate can be achieved. The obtained Y-BZO thin 
films were used for energy discovery platforms in tr-KPFM potential measurements as well 
as in-situ STEM characterization. 
2.2 Structural Characterization of the Films – X-Ray Diffraction 
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X-ray diffraction (XRD) is a widely used, non-destructive technique that provides 
both crystal structure and chemical composition information. A monochromatic X-ray 
beam is incident on a crystal and scans at a range of incident angles, and the reflected beam 
forms diffraction pattern due to constructive interference only at some specific angles.  
In θ-2θ scans, the diffracted beam intensity is collected at an angular position of 
twice the incident beam. As 2θ increases, the Bragg equation is satisfied at certain position, 
shown in Equation 23, where n is an integer, λ is the wavelength of the incident X-ray, a is 
the interplanar distance of the material, and θ is the incidence angle. At this condition, the 
detector reads high X-ray intensity, showing a peak at this 2θ angle in the diffraction pattern. 
The position of these peaks in the plot of the diffraction pattern represent the incidence 
angle corresponding to a specific family of atomic planes in the crystal, as determined by 
the Bragg equation. This provides information regarding the interplanar distance and thus 
the crystal structure of the material of interest (Figure 2-1).  
 𝑛𝜆 = 2𝑎 sin 𝜃 (23) 
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Figure 2-1 – Schematic of Bragg’s law of diffraction in a crystal.  
Rocking Curve, or Omega scan, is also performed in this study to detect perfection 
of crystals. In this measurement, the detector is set at the center of the expected Bragg angle 
and the sample is tilted (Ω is changed). A perfect crystal will produce a very sharp peak, 
observed only when the crystal is properly tilted so that the crystallographic direction is 
parallel to the diffraction vector. In reality, defects like mosaicity, dislocations, and 
curvature create disruptions in the perfect parallelism of the atomic planes, broadening the 
measured rocking curve.   
A phi(φ)-scan provides information about the orientation of a specific set of 
diffraction planes in the material. In this measurement, the sample is rotated around the 
axis perpendicular to the sample plane while the detector is fixed at a curtain position. 
According to the symmetric property of the measured crystal, the diffraction peak of a 
certain plane will periodically appear when the sample is rotating.  
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These measurements were characterized by a Philips Xpert XRD (Cu Kα=1.5418 
Å). The acquisition conditions were 45 kV and 40 mA. Scans were typically obtained with 
2θ ranging from 20° to 70°, with a step size of 0.02°, and a scan rate of 1 s/step. The 
obtained diffraction patterns are compared with the Joint Committee on Powder Diffraction 
Standards (JSPDS) data, as shown in Table 2.1.  
Table 2-1 – Powder diffraction file numbers used for XRD scan (from JCPDS). 






The degree of crystallographic texturing of the films along a certain orientation of 
the films was characterized by the Lotgering factor, as detailed in CHAPTER 5. 147, 148 
2.3 Surface Topography and Thickness Characterization  
2.3.1 Scanning Electron Microscopy 
Scanning electron microscopy (SEM) is a type of electron microscopy that is 
widely used to detect the surface morphology of a sample by scanning it with a focused 
beam of electrons. The electrons interact with atoms in the sample, producing various 
signals that contain information about the sample’s surface topography and composition. 
The resolution SEM can achieve can be better than 1 nanometer.  
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In this study, field emission SEM (Zeiss Merlin SEM and Ultra 60 Zeiss, Carl Zeiss 
Microscopy, LLC) was used for morphological characterization of sample surface and 
cross-section of NC thin films. SEM images were normally performed at an acceleration 
voltage of 3 kV with in-lens detection mode.  
 
Figure 2-2 – Schematic of a scanning electron microscope.149 
2.3.2 Atomic Force Microscopy 
Atomic force microscopy (AFM) is a type of scanning probe microscopy (SPM) 
that can detect the surface topography by scanning the sample with a vibrating cantilever. 
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When the tip is brought close to the sample surface, the force that the sample imposes on 
it can be used to form an image of the three-dimensional shape of a sample surface with a 
sub-nanometer resolution.   
In this study, an AFM (Bruker Inc.) was used for surface microstructure 
characterization. The standard tapping mode was used to examine the surface roughness of 
the films. Silicon cantilevers (Budget sensors, Co.; 300 kHz resonance frequency) were 
used. 
2.3.3 Profilometer 
Profilometer is a measuring instrument used to measure a surface’s profile, where 
information of thickness and roughness can be obtained. In this work, the thickness of the 
NC films was characterized by a profilometer (P15 profilometer, KLA-Tencor Corp.).  
2.3.4 Refractometry 
Refractometry is a measurement technique to characterize the thickness and 
refractive index of transparent thin films. The intensity of reflected light is measured as a 
function of wavelength. The constructively interfere of the incoming light and the reflected 
waves will result in an optical maximum, while the destructively interfere will result in a 
minimum. Then the thickness (t) of the films can be determined by determining difference 







where n is the real component of the refractive index and is assumed to be independent of 
the wavelength. In this work, the thickness of Si3N4 was determined by refractometry 
(NanoSpec 3000 film analyzer, Nanometrics Inc.).  
2.4 STEM-EELS Characterization 
2.4.1 Sample Preparation 
2.4.1.1 Mechanical Preparation 
Mechanical preparation is the most common method for STEM samples. For the 
thin films samples in this study, it usually takes 8-16 hours to prepare. The preparation 
procedure can be divided into four steps: cutting, polishing, mounting and ion milling.  
1. Firstly, two pieces of samples of the same size (thickness = 0.5 mm) were 
sandwiched together using M-bond glue, with the film side facing each other. 
After placing on hot plate at 150 °C for 4 hours, the sample was then cut into 
smaller pieces (about 1 mm × 1 mm × 0.5 mm) using a diamond saw.  
2. The sample was mounted onto a mounting plate using mounting wax, with the 
film plane perpendicular to the mounting plate. The plate was then mounted on 
Multiprep polishing system (Allied High Tech Inc.). Lapping paper with 
roughness of 6 μm, 3 μm and 1 μm was used sequentially to polish each side of 
the sample, until the final thickness of the sample decreases to about 20 μm, 
measured by a micrometer depth tool.  
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3. After polishing, the sample was glued on TEM copper ring using M-bond. 
Acetone, methanol and isopropanol (IPA) was used sequentially to remove the 
remaining wax and clean the sample.  
4. The center thickness of the sample is further decreased using ion milling 
machine (Fischione Inc. Model 1010 Ion Mill), until a hole appears, at below -
50 °C environment using liquid nitrogen. The films area that is close to the hole 
is usually around tens to hundreds of nanometers and can be used for STEM.  
2.4.1.2 Focused Ion Beam 
STEM samples were also made with focused ion beam (FIB). FIB has a similar set-
up as SEM; however, while the SEM uses a focused beam of electrons for imaging, a FIB 
uses a focused beam of ions instead. FIB utilizes liquid metal ion sources, typically Gallium 
ions, due to its low surface free energy, low volatility and low melting temperature. Ga 
metal is placed in contact with a tungsten needle and heated gallium flows from the 
reservoir to the tip of the tungsten needle via the application of electric field between the 
needle and the opposite electrodes. The electric potential causes surface tension that forms 
the gallium into a cusp shaped tip called a Taylor cone. When a threshold voltage is reached, 
the Taylor cone releases a source of ions that travel down the ion column with a controlled 
acceleration voltage and beam current. When the Ga ions collide with the sample’s surface, 
the moment is transferred from the incident ion to the sample. At high beam current, surface 
ions can be ejected, and can be applied for site specific sputtering or milling.  
The STEM sample preparation with FIB has four steps: deposition, cut-out, transfer 
and thinning. It usually takes about 2-4 hours to prepare one sample. During deposition 
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process, a layer of conductive materials, such as carbon or platinum is deposited on top of 
the sample. Then the bulk sample is gradually cut-out by Ga ions from the bulk, forming a 
thin sample that is about 20 μm long (X), 1.5 μm thick (Y) and 6 μm deep (Z). During the 
transfer process, the sample is lift out from the original sample, and transferred to a copper 
pose of the sample holder. The sample is then further exposed in Ga ion to reduce the 
thickness.  
2.4.2 Scanning Transmission Electron Microscopy 
Scanning transmission electron microscopy (STEM) is a microscopy technique in 
which a beam of electrons is transmitted through ultra-thin specimen, interacting with the 
specimen and forming an image from the electron-specimen interaction. STEM is 
advantageous over other characterization techniques due to the unprecedented high spatial 
resolution, which enables the user to examine fine details of the material, including atoms 
and defects within sub-angstrom resolution. By using STEM and a high-angle STEM 
detector, it is possible to form atomic resolution images where the contrast is directly 
related to the atomic number (Z-contrast image), as shown in Figure 2-3.  
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Figure 2-3 – Schematic of a scanning transmission electron microscopy.150 
There are, however, several drawbacks of the STEM technique. The exceptional 
spatial resolution inevitably results in the field of view being relatively small, raising the 
possibility that the analyzed region may not be characteristic of the whole sample. In 
addition, ultra-high vacuum and room temperature is often required during imaging, which 
is contrary to the working environment of most of the materials investigated. To solve this 
challenge, environmental holder is developed. By introducing gas into the sample chamber 
with controllable pressure from room temperature up to ≈1000 °C, the interaction between 
the sample and the environment can be studied in real time.151  
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In this study, an aberration corrected Nion UltraSTEM 100 (operated at 100 kV) 
was used to obtain atomic resolution images of the Y-BZO specimens. High-angle annular 
dark field (HAADF) STEM images were acquired with an electron probe convergence 
semi-angle of 31 mrad and 86-200 mrad collection semi-angle. The STEM images were 
averaged from 10 fast frames acquired with a pixel dwell time of 4 μs and 512×512 frame 
size. The frame averaging process significantly reduces scan distortion and enhances 
signal-to-noise ratio. The locations of atomic columns were identified using normalized 
cross-correlation and fitted using a 2D Gaussian distribution, which were used for lattice 
distortion analysis.  
2.4.3 Electron Energy Loss Spectroscopy 
Electron energy loss spectroscopy (EELS) is based on the same equipment of 
STEM, with the addition of an electron spectrometer. A material is exposed to a beam of 
electrons with a known, narrow range of kinetic energies. When passing through the 
material, electrons will undergo inelastic scattering, causing energy loss and deviation of 
the traveling path. With EELS, element information and even chemical bonding 
information of the material is possible in atomic resolution. In this study, Nion UltraSTEM 
100 (operated at 100 kV) was used to obtain chemical composition mapping of the Y-BZO 
specimens via EELS.  
2.5 Atom Probe Tomography  
Atom probe tomography (APT) is a material analysis technique that has capabilities 
for three-dimensional imaging and chemical composition mapping at the sub-nanometer 
length scale.152-155 The sample is prepared in the form of a very sharp tip using FIB. The 
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cooled tip is biased at high DC voltage, typically 3-15 kV. This induces high electric field 
on the tip of the sample, just below the point of atom evaporation. Under pulsed laser, one 
or more atoms are evaporated from the surface by field effect, and projected onto a position 
sensitive detector with a high detection efficiency. The detector is able to measure the 
position (x and y position) and m/q ratio (mass over charge ratio) of each ion by measuring 
the time between the laser pulse and the arrival on the detector. The former can provide 
information to reconstruct the original position of each atom on the tip, and the latter 
determines the chemical composition of this atom. As the atoms are progressively removed 
from the tip, the 3D compositional image of the material can be reconstructed at the atomic 
scale.   
An FEI Nova 200 dual-beam focused ion beam (FIB) instrument was used to 
perform lift-outs and annular milling to fabricate the needle-shaped APT specimens 
containing the Y-BZO layer. A wedge lift-out geometry was used to mount multiple 
samples on a Si microchip coupon to enable the fabrication of multiple needles from one 
wedge lift-out. APT was performed with a CAMECA instruments LEAP 4000X HR (≈36% 
detection efficiency) and a 5000 XS (≈80% detection efficiency) local electrode atom 
probe. Samples were run at a base temperature of 40 K, applying laser at 355 nm 
wavelength, 10 ps pulse time and 50 pJ power at a repetition rate of 200 kHz. The datasets 
were reconstructed and analyzed using the IVAS 3.6.12 software (CAMECA Instruments). 
The sample preparation and APT measurements were done in ORNL, by Dr. Wei Guo. The  
In this study, the normalized χ-square statistics was used to track the changes in the 







Where N is 50, which is the number of groups that the whole data is partitioned 
into; χ2 is the deviation of an experimentally measured distribution from binominal 
distribution; and the calculated μ ranges from 0 to 1, with 0 to be a random distribution and 
1 to be a complete association in the occurrence of the solute atoms. 
2.6 Ionic Transport Characterization 
2.6.1 MEMS Fabrication of Energy Discovery Platforms 
Lateral Cr/Pt electrodes (20 nm/80 nm thick) were created on or underneath the 
ceria layer by evaporation and patterned by a lift-off method, for application of the external 
voltage. The electrodes were 10 µm wide with an inter-electrode distance ranging from 50 
to 70 μm. Each die was glued to a chip holder using epoxy and the appropriate ground and 
bias electrodes were wire-bonded to the chip-level copper boards.  
The ionic dynamics affect materials in a wide range of length scales. As shown in 
Figure 2-4. To fully understand the functionalities of the devices at macroscopic level, it is 
crucial to uncover the role of microstructure, grains, TPBs, and defects and dopant 
structures, from micrometer down to sub-nanometer scale. To achieve this, there are a 
number of characterization techniques available, such as electrochemical impedance 
spectroscopy, scanning probe microscopy and micro-Raman spectroscopy; however, each 
of them has its own strengths and drawbacks, and is only optimized at a specific range of 
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length scale. The thorough study of structure-property relationship necessities the 
integration of multiple techniques and a smooth transition between each other. 
 
Figure 2-4 – The range of length scales of materials and characterization techniques.  
In order to overcome this challenge, energy discovery platforms – a synergy of 
microfabricated devices and in-situ microscopy and spectroscopy techniques – are 
developed as a method for local probing of electrochemical and transport phenomena.156 
A typical microfabricated device for tr-KPFM characterization is shown in Figure 2-5. 
Through photolithography techniques, thin films are deposited on the substrate with 
parallel electrodes for external bias. Thanks to the platform design flexibility offered by 
the microfabrication techniques, the structure can be engineered by tuning materials’ 
composition and geometry to establish a broad variety of driving electrostatic fields. At the 
same time, surfaces and interfaces can be fabricated to introduce open or covered TPB 
regions or surface coatings (comparison between Figure 2-5a and b), allowing for chemical 
and physical control of reaction space. The atmosphere and environmental conditions such 
as temperature and humidity can also be adjusted to create controllable electrochemical 

















Figure 2-5 – Preparation procedure of the lateral devices with (a) exposed TPBs and 
(b) limited TPBs.  
The same devices can be readily used for other techniques such as EIS and micro-
Raman spectroscopy. In addition, energy discovery platforms offer more characterization 
opportunities by extending characterization methods to other SPM techniques. Scanning 
impedance microscopy (SIM) and non-linear SIM can be used to explore the transport 
phenomena in the 0.1 kHz – 1 MHz range. Piezoresponse Force Microscopy (PFM) can be 
used to characterize polarization properties and domain structures in ferroelectric materials. 
These are beyond the scope of this thesis. The application of energy discovery platforms 
can also be extended to environmental (S)TEM techniques. A free-standing membrane can 
be fabricated by back-etching of silicon substrate, creating a window for in-situ observation 
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under (S)TEM. If achieved, this will fill the long-existing gap between SPM 
characterization (sub-micron resolution) and (S)TEM imaging (sub-nanometer resolution).  
In sum, the special advantages of energy discovery platforms are presented as 
follows: 
1) Easy fabrication; 
2) Flexible and designable device configuration and microstructure; 
3) Controllable external stimuli (T, RH, atmosphere and bias); 
4) Availability for in-situ/in-operando characterizations;  
5) Potentially compatible with many techniques. 
2.6.2 Time-Resolved Kelvin Probe Force Microscopy 
Time-resolved Kelvin probe force microscopy (Tr-KPFM) one of the main 
characterization technique for the ionic dynamics study in this work. KPFM is a non-
contact scanning probe microscopy (SPM) based technique providing the capability of 
imaging the local surface potential of a sample with sub-micron spatial resolution. Tr-
KFPM extends the application of KPFM by allowing the acquisition of surface potential 
variation over a period of time (2 s to 100 s in this work), with a 10 ms temporal 
resolution.157, 158 The schematic and principle of the tr-KPFM technique is illustrated in 
Figure 2-6. The measurement is carried out in a conventional AFM in dual pass mode. The 
cantilever is coated with Pt, with free oscillation frequency to be 𝜔0. During measurement, 
a waveform voltage is applied to the tip:  
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 𝑉𝑡𝑖𝑝 = 𝑉𝑑𝑐 + 𝑉𝑎𝑐cos (𝜔𝑡) (26) 
 
Figure 2-6 – Schematics of the tr-KPFM technique used in this study. 
The oscillation frequency 𝜔 is chosen to be much lower than 𝜔0 to avoid cross-
talk. Considering the tip-sample system as a capacitor, the electrostatic force between the 










′ is the capacitance gradient of the tip-sample system and the 𝑉𝑠 is surface potential 





























 𝐹𝜔𝑎𝑐 = −𝐶𝑧
′(𝑉𝑑𝑐 − 𝑉𝑠)𝑉𝑎𝑐cos (𝜔𝑡) (28) 
When the cantilever is held at a fixed distance (z) above the surface, a change in 
the surface potential is reflected in the variation in deflection signal, which is detected by 











Here, m is the effective mass of the cantilever, 𝜔0 is its free mechanical oscillation 
frequency, and 𝛾 is the damping coefficient. The surface potential can then be derived from 
the amplitude and phase of the signal:  
 
𝑉𝑠 = 𝑉0 −
1
𝑓1𝜔×𝐶𝑧′|𝑧0×𝑉𝑎𝑐
×𝐴 = 𝑉0 −𝐾 ∙ 𝐴𝑠𝑖𝑛(𝜃) (31) 
where 𝐾 is the calibration coefficient and 𝑓1𝜔 is the transference function of the cantilever 
for the first harmonic. The obtained surface potential, however, is different from the actual 
surface potential in vacuum, and the difference is given by 
 





where 𝑉𝑎𝑏𝑠 is the true surface potential, e is the elementary charge and ∆𝜒 is the work 
function difference between the tip coating and the sample surface. As the difference is 
usually smaller than 1 eV, this is not taken into account in the proposed research.  
In a typical tr-KPFM measurement, time- and space-resolved surface potential data 
of sample surface are recorded, as the tip scans over a spatially defined grid points. At each 
point of the grid, a two-step low-frequency probing voltage waveform is applied to the 
lateral electrodes. During step 1, a DC voltage, 𝑉𝑝, is applied between the electrodes for a 
period of time (t). In this stage, which is referred to bias-on, or polarization stage, field-
induced charge injection and transport is expected to be activated, causing a continuous 
potential variation. During step 2 (bias-off, or relaxation stage), both electrodes are 
grounded to allow the surface potential to relax.  
While direct impedance measurements could be difficult in micro- or nano-sized 
devices at low temperatures due to large resistance, characterization of variation in the 
surface potential provides an alternative way of studying ionic dynamics, and can be related 
to the variation of local charge concentration and distribution. Based on its outstanding 
spatial resolution, this technique overcomes the limitations of traditional macroscopic 
characterization methods. And with respect to temporal resolution, the slow dynamics of 
ionic processes are comparable with the time scale of SPM techniques, and therefore the 
use of such SPM techniques should prove a great tool for the electrochemical kinetics 
studies. 
In this work, the local electrochemical and transport phenomena were studied by 
tr-KPFM under the externally applied voltage. The measure time (t) for polarization and 
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relaxation stage ranges from 2 s to 100 s. The surface potential evolution was recorded at 
each pixel of a rectangular grid (mostly 30×3), which was overlaid on the NC surface and 
spanned the distance between the electrodes. The surface potential was averaged for each 
of the measurements performed on the pixels of the grid equidistant from the biased 
electrode. The characterization was performed in a temperature range from 25 °C to 200 
°C, with input relative humidity ranging from 0% to 90% (as measured at 25 °C) using a 
gas cell. 
2.6.3 Electrochemical Impedance Spectroscopy 
EIS is one of the most common characterization methods for electrochemical 
properties of materials. Different from direct current measurements, EIS has the ability to 
distinguish different responses of the total conduction behavior, because each 
electrochemical process typically has a unique time constant that can be resolved in the 
frequency domain.  
When performing EIS measurements, a small alternating voltage, v(t) = V0sin(wt) 
is applied on two electrodes connecting to the samples to be investigated. The responding 
current, i(t) = I0sin(wt+θ) is obtained. The phase shift and the amplitude of the resulting 
current are measured as a function of frequency, ranging from mili-Hz to mega-Hz. The 
complex impedance, Z, is calculated by taking the ratio of the voltage and current in the 









The complex impedance is usually shown in a Nyquist plot, where the real part of 
the impedance is presented in x axis and the imaginary part is presented in y axis. A typical 
Nyquist plotting from EIS measurements shows several arcs, representing different 
electrochemical processes. Equivalent circuits can be modelled corresponding to the 
Nyquist plot. 
EIS is advantageous in that it is non-destructive, and can allow time dependent 
characterization for ongoing electrochemical processes. For example, when EIS 
measurement is applied to electrochemical devices such as fuel cells, a series of impedance 
values are obtained as a function of alternating current frequency. The modeling procedure 
uses electrical circuits built from components such as resistors and capacitors to represent 
the electrochemical behavior observed of the material. The quantified value of each 
component can then be used to analyze conduction mechanisms and pathways within the 
materials. This technique is useful for studying electrochemical processes such as ionic 
transport in electrolytes, 31, 33, 36 anodic behaviors of metals,159 corrosion,160, 161 and many 
other complex electrochemical phenomena. In addition to the complex impedance plot and 
the quantified impedance value, the EIS also provides further physical parameters such as 
modulus and dielectric constant. The comparison of these factors allows easier 
interpretation of the microscopic processes responsible for the local relaxation/long range 
conduction as well as the role of pores and/or grain boundaries.162  
On the other hand, EIS does not allow an unambiguous resolution of the individual 
components, considering that the equivalent circuit is not unique, especially for complex 
systems. In addition, EIS is a macroscopic method, and individual elements cannot be 
easily resolved in space below the 10-50 µm limit. Moreover, as resistance is proportional 
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to the length to area ratio (l/A) and capacitance is proportional to A/l, the scaling down of 
electrochemical systems necessarily leads to increased resistance and reduced 
capacitances, which drastically limits the accuracy and accessible frequency range of EIS 
under such conditions.  
2.7 Finite Element Method 
Finite element method (FEM) is a numerical approach to obtain approximate 
solutions of equations for complex physical or mechanical phenomena. For most of these 
problems, there are a number of equations describing them, including partial differential 
equations. For most of the time, obtaining the exact solution is impossible. Then effort is 
needed to find a solution that approximates the exact solution. FEM subdivides a large 
problem to smaller and simpler ones that are called finite elements. The simple equations 
that model these finite elements are then assembled into a larger system of equations that 
models the entire problem. Through iteration of the calculations, the solution to the 
problem becomes closer to the reality by minimizing an associated error function. In FEM, 
dividing a big problem into smaller parts provides the following advantages: it accurately 
represents the whole complex geometry; and it also makes complex calculation much 
simpler and less time-consuming. 
In this work, FEM was performed using COMSOL Multiphysics 4.4. The transport 
parameters were exported from COMSOL and was further analyzed in COMSOL LiveLink 
for MATLAB 4.4. The physical processes such as electrochemical reactions and ionic 
transport were modeled in FEM, and the parameters governing each process were obtained 
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through fitting with the experimental data. Details of how FEM were performed is 
introduced in CHAPTER 4. 
2.8 Density Functional Theory 
Density functional theory (DFT) is a computational quantum mechanical modelling 
method that computes the electronic structure of matter.163, 164 Its applicability ranges from 
atoms, molecules and solids to classical fluids.165, 166  
In this study, the DFT calculations corresponding to the defect formation energies 
and defect migration energies were performed employing Vienna Ab initio Simulation 
Package (VASP) with the generalized gradient approximation (GGA) according to Perdew, 
Burke, and Ernzerhof and the projector augmented-wave method.167, 168 All the calculations 
on a 3×3×3 super cell encompassing 135 atoms. A 𝛤 point centered 2×2×2 k-point mesh 
was used for Brillouin zone integration and a plane wave energy cut off of 400 eV was 
used in all calculations. The lattice constant was chosen to represent the experimental value 
(4.197 Å). The structural relaxations were performed to relax the internal coordinates 
without any change to the volume until the residual force of each atom was less than 0.01 





CHAPTER 3. IONIC DYNAMICS OF NC – THE EFFECT OF 
EXTERNAL CONDITIONS  
This chapter focuses on the analysis of electrochemical reactions and transport 
phenomena taking place on the surface of NC. The role of external conditions such as 
temperature, humidity, interface and atmosphere on the ionic dynamics is also discussed.  
3.1 Materials and Experimental Set-Up 
In this chapter, most of the measurements were done on NC thin films prepared by 
CSD on Si/Si3N4 substrates (detailed in CHAPTER 2), unless otherwise stated in the text. 
The electrodes were deposited on top of the NC film, creating exposed TPB structures. A 
typical X-ray diffraction pattern of the NC film deposited by CSD is shown in Figure 3-1, 
which confirms its good crystallinity by peak comparison to the literature data (PDF card 
number: 34-0394). Figure 3-2 shows the scanning electron microscope (SEM) image of the 
as-prepared NC film. Nano-grooves, which are about 50 – 100 nm long and ≈10 nm wide, 
are observed on the surface.   
 
Figure 3-1 – X-ray diffraction pattern of the as-prepared ceria thin film. 







































Figure 3-2 – Scanning electron microscopy image of the as-prepared ceria thin film. 
Figure 3-3 shows a representative surface potential mapping as a function of 
distance and time obtained by tr-KPFM. The measurement was done at 25 °C and 80% RH, 
and the external applied bias during polarization stage was 30 V. The measure time for 
polarization and relaxation stage was 10 s each. The surface potential evolution was 
recorded at each pixel of a rectangular 100×12 grid, which was overlaid on the NC surface 
spanning the distance between the electrodes. The same data was separately presented in 
Figure 3-4a and b for polarization and relaxation stages, respectively. The local potential 
variation over time is a result of redistribution and transport of charge carriers along the 
surface. The potential profile at the initial moment (darkest blue curve) is assumed to 
represent the original equilibrium state in the absence of any electrochemical reactions or 
charge carrier transport. Biasing of the electrodes may initiate electrochemical processes, 
and migration of charge carriers in response to the applied electric field and concentration 
gradients. The arrow in Figure 3-4a shows that the surface potential profile gradually 
evolves to higher values (dark blue to light blue curve), which indicates the accumulation 
of positive charges in proximity to the biased electrode. Meanwhile, the surface potential 
slightly decreases in proximity to the ground electrode, indicating a weak accumulation of 
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negative charges at this region. When bias is turned off (green to red curve), both electrodes 
are grounded to allow the accumulated charge carriers to redistribute. During this time 
period, no new charge carriers are generated and the potential profiles tend to level out with 
time, as shown in the arrow in Figure 3-4b. 
 
Figure 3-3 – Representative surface potential mapping as a function of distance and 
time measured at 25 °C and 80% RH. The two shaded areas on the left and right side 




Figure 3-4 – (a) polarization stage (initial 0 to 10 s) and (b) relaxation stage 
(subsequent 10 to 20 s) of the surface potential mapping in Figure 3-3. The arrows 
indicate the surface potential increase and decrease with time during polarization and 
relaxation stage, respectively. The blue shaded areas correspond to the position of 
electrodes.    
Figure 3-5 presents the surface potential evolution over time as a function of 
distance, which is obtained from the same tr-KPFM measurements and contains the same 
information as presented in Figure 3-3. However, it is clearly seen that in proximity to the 
biased electrode where the surface potential change is the strongest (in this case d>40 μm), 
the surface potential has a decreased slope over time, and reaches a saturation at the end of 
each stage. Therefore, the surface potential variation at each point of NC can be quantified 
by an exponential model:169, 170  
 𝛷 = 𝐴 + 𝐵 ∙ 𝑒−𝑡/𝜏 (34) 
where Φ is the surface potential, A is the offset parameter, B is the pre-exponential factor, 
t is time, and τ is the mean lifetime, inversely proportional to the diffusion coefficient of 
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charges. Thus, a faster change in surface potential is an index of a reduction of τ, i.e. an 
enhancement of charge diffusivity.   
τ is an important factor to calculate the activation energy for ion transport. To 
understand the accuracy and reliability of tr-KPFM measurement, the exponential fitting is 
obtained on each grid point. The standard deviation of τ was obtained as a function of 
distance, as shown in Figure 3-6. At distance between 45-55 μm, where the strongest 
electrochemical reaction takes place, the error of τ is lower than 5%. Therefore the data 
obtained from this region are collected for fitting in this study. We note that, if we partly 
choose a part of data from this 100x12 grid points, say 30x3, the value of activation energy 
and fitting parameters are almost not affected. Additionally, 120x10 grid measurment is 
time consuming: for each environment condition, it will typically take a day to measure 
the full sample, with possible resulting variations of the surface at higher temperature and 
humidity. Therefore, data from 30x3 grid is representative for data with higher special 
resolution, and is used for most of the following studies. 
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Figure 3-5 – Surface potential evolution over time as a function of distance measured 
at 25 °C and 80% RH. 
 
Figure 3-6 – Standard deviation of τ as a function of distance corresponding to Figure 
3-5.  
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With these basic understandings of tr-KPFM measurements, the following sections 
report ionic dynamics study at controlled external conditions, with temperature ranging 
from 25 °C to 135 °C, RH from 0% to 90% (as measured at 25 °C), external bias from 5 V 
to 30 V.  
3.2 Effects of Humidity, Temperature and Bias 
The surface potential evolution is strongly dependent on the ambient humidity, as 
reported in Figure 3-7. While recording surface potential via tr-KPFM, the inter-electrode 
current was also recorded at each polarization and relaxation measurement (Figure 3-8), 
that is, 90 times in total for each sample (3×30 spatial grad = 90 individual measurements). 
The color scale indicates the sequence of data capture: from measurements of surface 
potential close to the grounded electrode (yellow lines), to those recorded close to the 
biased electrode (red lines).  
At 0% RH and 25 °C (Figure 3-7a), the surface potential does not show any 
noticeable potential variation. The inter-electrode current (Figure 3-8a) is not detectable 
over the space and time domain probed, indicating that the electrochemical reactivity and 
charge transport is limited at low temperature and low humidity. However, with increase 
of RH to 40% (Figure 3-7b) and 90% (Figure 3-7c), stronger polarization and relaxation 
processes are observed, and the strong potential variations extend to almost the whole inter-
electrode NC surface at 90%. During the relaxation stage the potential profile levels down, 
and finally forms an arched curve with a local maximum of ≈8 V, indicating the presence 
of residual positive charge carriers on the NC surface. The inter-electrode current is 
independent of the AFM tip position, but shows a weak memory effect at 90% RH 
 75 
(previous measurements influence the subsequent ones), as shown in Figure 3-8c. In 
addition, the current slightly decreases with time for each measurement. Such phenomenon 
is resulted from the accumulation of positive charges in proximity to the electrode over 
time, which will result in a slightly reduction of the charge generation rate and thus a 
decreasing current. The inter-electrode current is about 0.2 nA during polarization stage, 
showing a higher conduction at high humidity atmosphere. This may indicate that either 
more conduction species are generated or additional conduction pathways are created (e.g. 
thicker water layer), facilitating the overall ionic transport. 
 
Figure 3-7 – Humidity dependence of surface potential vs. time and position measured 
at 25 °C and (a) 0% RH; (b) 40% RH and (c) 90% RH. The blue shaded areas 




Figure 3-8 – Inter-electrode current evolution over time as a function of distance 
measured at 25 °C and (a) 0% RH; (b) 40% RH and (c) 90% RH. 
Figure 3-9 shows the surface potential evolution as a function of temperature in 
absence of humidity. As temperature increases, the surface potential variation becomes 
much stronger. It is worth noting that the remnant charge at the end of the relaxation stage 
(20 s) decreases from about 8 V at 75 °C to almost 0 V at 125 C, consistent with faster 
charge dissipation at higher temperatures. The inter-electrode current is almost zero for all 
cases (Figure 3-10), suggesting a substantially limited pathway for charge transport at 
elevated temperatures. 
 
Figure 3-9 – Temperature dependence of surface potential vs. time and position 
measured at 0% RH and (a) 75C; (b) 100C and (c) 125C. The blue shaded areas 
correspond to the position of electrodes.    
 77 
 
Figure 3-10 – Inter-electrode current evolution over time as a function of distance 
measured at 0% RH and (a) 75 °C; (b) 100 °C and (c) 125 °C. 
Figure 3-11 shows the surface potential mappings as a function of applied bias 
during polarization stage. All measurements were done at 25 °C and 60% RH. It is found 
that when lower bias is applied to the electrode, especially 5 V, the surface potential signal 
is more unstable due to a relatively larger error, and there is a lot more noise, probably 
caused by unexpected vibrations due to air flow, or a sudden jump on the rough surface. 
When higher voltage is applied to the electrode, the signal becomes less noisy. So 30 V is 
applied to the biased electrode during tr-KPFM measurements for the rest of the study. 
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Figure 3-11 – Bias dependence of surface potential vs. time and position measured at 
(a) 5 V; (b) 10 V; (c) 20 V and (d) 30 V. The measurements were performed at 25 °C 
and 60% RH. The blue shaded areas correspond to the position of electrodes.   
3.3 Ionic Dynamics Taking Place on NC 
3.3.1 Transport Species 
The observed surface potential change over time should be caused by migration 
and redistribution of charge carriers under electric field. According to the previous section, 
the surface potential variation is largely dependent on temperature and humidity, 
suggesting a crucial role of the surface water in the ionic dynamics. In Figure 3-7a, without 
atmospheric humidity, the water layer on NC surface is limited. The potential does not 
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show any obvious change with time, suggesting that any charge present on NC surface is 
neither accumulating nor moving, i.e. the charge is static. Whereas the observed surface 
potential variation is very different at higher RH (Figure 3-7b and c). This suggests that the 
addition of humidity in atmosphere and thus the electrochemical reactions on surface water 
layer would be the main reason for the observed ionic dynamics rather than the movement 
of other charges in the underlying NC surface or substrates.  
It has been previously shown that a significant amount of water is adsorbed on the 
surface of ceria and intergranular area even under dry atmosphere at above 300 °C,171 and 
the amount of water layer is sensitive to the environmental conditions. Therefore, protons 
and hydroxyl groups, generated from water are assumed to be the most probable charge 
carriers within the temperature range probed in this work. This assumption will be further 
confirmed in the following study. 
Electrons are another charge species that may contribute to the surface potential 
mapping. However, the electronic response time is determined by the RC constant of the 
NC lateral device and circuitry. The resistivity was estimated from the interelectrode 
current data as a function of time and the capacitance was measured by impedance 
spectroscopy. The RC constant of the NC lateral device is estimated to be on the order of 
100s (resistance is ≈1014 Ω, and capacitance is ≈10-12 F), indicating that even electrons did 
transport along the surface, they respond rather slowly to the electrical field and still are 
not be able to detected by the current settings.  
It is reported that surface defects such as oxygen vacancies are active spots for 
electrochemical reactions, and therefore may also contribute to the charge transport of NC. 
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However, direct oxygen vacancy migration is not likely to be activated due to the higher 
energy barrier for oxygen diffusion through lattice. In fact, oxygen ion conductivity is 
significant only at temperatures as high as 500 °C for doped ceria.172 The surface oxygen 
vacancies, on the other hand, may facilitate the transport of protons and hydroxyl groups, 
which will be illustrated in the following section.  
Therefore, possible electrochemical processes that facilitate conduction and cause 
the surface potential variation can be identified. 
3.3.2 Electrochemical Reactions 
3.3.2.1 Charge Generation at TPBs  
Water molecules on the NC surface can split into protons, electrons and oxygen 
molecules under the electric field (Equation 35). The electrochemical potential for water 
splitting is 𝐸𝑟𝑒𝑑
°  =1.23V.12 Since this reaction includes ions, gas and electrons, it is thus 
expected to take place in the proximity of TPBs, where the surface potential is above 20V. 
The generated protons are continuously injected into the NC and can migrate towards the 
grounded electrode. Meanwhile, the compensating electrons are transported through the 
electrodes. 
 2𝐻2𝑂(𝑙) ⇄ 4𝐻
+(𝑎𝑞) + 𝑂2 + 4𝑒
− (35) 
3.3.2.2 Charge Transport Along the NC Surface 
Surface water dissociates into proton and hydroxyl group (Equation 36), with their 
concentrations defined by the dissociation constant, Kw. As water layer is formed on the 
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NC surface, the generated ions may electromigrate in the liquid. When surface water is 
limited at higher temperatures, the protons can also be adsorbed onto the surface of ceria, 
and migrate on the solid surface under an applied electric field (Equation 37).105, 107 𝑂𝑜
𝑥_𝐻+ 
in the equation stands for a proton chemisorbed onto the surface oxygen ion in the NC 
lattice through the hydrogen bond.  
 𝐻2𝑂(𝑙) ⇄ 𝐻
+(𝑎𝑞) + 𝑂𝐻−(𝑎𝑞) (36) 
 𝐻+(𝑎𝑞) + 𝑂𝑜
𝑥(𝑠) ⇄ 𝑂𝑜
𝑥_𝐻+(𝑠) (37) 
Charge transport on NC can also go through chemical reactions at higher 
temperatures. Water molecules can be chemisorbed onto NC, filling oxygen vacancies that 
are present on NC, each releasing two protons.  The two protons can both bond to a single 
lattice oxygen ion (Equation 38) or each bond to one oxygen ion (Equation 39).105, 107 In 
this case, defects (oxygen vacancies) take part in the reaction and facilitate the water 
dissociation. Equation 39 is more common due to the stronger steric effect of double-proton 
configuration in Equation 38.105 
 𝐻2𝑂(𝑙) + 𝑉𝑜
∙∙(𝑠) ⇄ 𝑂𝑜
𝑥_2𝐻+(𝑠) (38) 




The charge generation and transport processes determine the ionic dynamics of the 
NC, and are the result of the surface potential evolution observed in tr-KPFM. Driven by 
the applied electric field, protons are generated at the TPB and accumulate in the proximity 
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of the biased electrode, which causes a potential increase in this area. During relaxation, 
without an external driving force provided by electric field, the accumulated charges slowly 
dissipate toward two grounded electrodes, which are infinite reservoir of electrons, and 
later they discharge on the electrodes. The above summarized ionic dynamics are illustrated 
in a schematic, as shown in Figure 3-12. 
 
Figure 3-12 – Schematic of the ionic dynamics taking place on NC surface. 
3.3.3 Conduction Pathways 
To understand the conduction pathways of these films, i.e. whether the protons and 
hydroxyl groups are transported through the surface or the bulk of NC films, the tr-KPFM 
measurements were performed as a function of thin film thickness. As shown in Figure 
3-13a, for sample as thin as 10 nm, obvious potential variation is still observed at 110 °C 
and 0% RH. Increasing the thickness of the samples (Figure 3-13b and c) does not show a 
stronger polarization and relaxation behavior, on the contrary, the potential variation even 
slightly decreases. This suggests that the bulk of NC does not significantly contribute to 
the proton generation and transport. For a thicker film, protons generated on the surface 
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may transport towards the grain boundaries and nano-grooves of NC, lowering the proton 
concentration at the NC surface, and therefore results in the slightly decreased surface 
potential variation.    
 
Figure 3-13 – Surface potential vs. time and position as a function of the thickness of 
NC thin films. The measurements were performed at 110 °C and 0% RH. The blue 
shaded areas correspond to the position of electrodes.   
From the above analysis, it is suggested that the protons are mostly generated on 
the surface of NC within 10 nm thick. The inner grains have limited access to water, 
therefore have less contribution to the proton generation. Moreover, the protons generated 
on the surface may transport inside the bulk, either through open pores or through inner 
grain boundaries, which lower the detected surface potential variation.   
3.3.4 Other Factors 
In addition to the contributions from the electrochemical reactions at the triple 
phase boundary (TPB) discussed in the previous section, the surface potential measured by 
tr-KPFM may also depend on several other factors. First and foremost, the surface potential 
measured by tr-KPFM is obtained from the contact potential difference (CPD) between the 
NC surface and the scanning tip. So it differs from the absolute surface potential by a factor 
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𝑉𝑎𝑐𝑡  is the actual surface potential, V is the measured surface potential and e is the 
elementary charge. The work functions of ceria and platinum are 4.69 eV and 5.4 eV, 
respectively.156 Therefore, the measured surface potential differs from the actual value by 
no more than 0.71 V, which is negligible compared to the potential changes caused by 
proton and hydroxyl transport (several or tens of volts).  
The surface potential may also have contributions of band bending behavior near a 
junction (TPB). When two materials are in contact (in this case, ceria and Pt), the band 
structure of these materials will change, due to a local imbalance of charge neutrality. 
However, the width of the depletion region due to band bending is typically less than 100 
nm, and cannot be in the micron range. The active area, where the surface potential 
significantly changes spreads tens of microns away from the TPB. Therefore, the effect of 
band bending behavior is negligible in this study.  
We note that not only contributions of CPD and band bending to surface potential 
are negligible in these experiments, they are also not dynamically active: the surface 
potential variation caused by CPD and band bending is static, and will not change over 
time, while the generation and transport of proton and/or hydroxyl groups keeps changing 
over time, resulting in surface potential variation. Therefore, any of these factors does not 
influence the analysis and theoretical simulations of the water splitting and ionic transport 
processes on NC.  
3.4 Effects of Triple Phase Boundaries 
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To study the effects of triple phase boundaries (TPBs), a second configuration of 
lateral device with limited TPBs was prepared. While the exposed-TPB devices has NC/Pt 
electrode interface directly exposed to the ambient, in the limited-TPB devices, the 
electrodes were deposited prior to the deposition of NC, so the Pt/NC interface has limited 
interaction with the environmental gas. Figure 3-14 shows the potential profiles measured 
on limited-TPB devices at various temperature and humidity. The potential profiles at 25 
°C (Figure 3-14a and b) are somewhat similar to the ones observed on the exposed-TPB 
devices. However, at 125 C and in absence of humidity (Figure 3-14c), the surface 
potential variation is substantially limited compared to the fully exposed-TPB platforms 
(Figure 3-9c).  
At lower temperatures, while TPB is not macroscopically present in the limited-
TPB devices, nanostructured grooves present on NC can serve as water and gas delivery 
micro-channels to the platinum, creating localized TPB. At higher humidity levels, water 
and oxygen molecules can permeate the NC film, resulting in electrochemical reactivity at 
the microscale TPB locations. Meanwhile, the generated protons are transported through 
the channels rapidly, resulting the strong polarization and relaxation behavior all over the 
surface. At higher temperatures and low humidity levels, however, the condensed water 
layer begins to desorb from the NC surface, substantially reducing proton transport 
pathways. Therefore, the charge transport is assumed to be a diffusion-limited process: the 
protons generated at the Pt/NC interface in the limited-TPB samples are “buried” under the 
NC layer and therefore, the accumulated products substantially reduce the electrochemical 
reactivity on the surface. 
 86 
The inter-electrode current for each of the samples are shown in Figure 3-15. For 
samples measured at 25 °C and 125 °C in absence of humidity, the current was not 
detectable (Figure 3-15a and c), which is the same as the current measured for the exposed-
TPB samples. At 90% RH and 25 °C, the current is detectable as expected, due to a rather 
strong proton generation. However, instead of a decreasing current observed in the 
exposed-TPB samples, the current increases during polarization, and reaches saturation of 
about 0.05 nA, as shown in Figure 3-15b. This is because protons are first generated 
beneath the NC film, where the current is relatively small due to limited proton transport. 
Over time the protons diffuse onto the surface through the micro-channels of NC. Protons 
are transported more easily on the surface, therefore results in an increase of the current.  
 
Figure 3-14 – Temperature and humidity dependence of surface potential vs. time 
and position for limited-TPB devices measured at: (a) 25 °C and 0% RH; (b) 25 °C 
and 90% RH and (c) 125 °C and 0% RH. The blue shaded areas correspond to the 
position of electrodes.   
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Figure 3-15 – Inter-electrode current evolution over time as a function of distance for 
limited-TPB devices measured at: (a) 25 °C and 0% RH; (b) 25 °C and 90% RH and 
(c) 125 °C and 0% RH. 
3.5 Effects of Atmosphere 
To further illustrate the role of oxygen pressure in the conduction mechanisms at 
TPB, tr-KPFM measurements were also performed in nitrogen atmosphere, as shown in 
Figure 3-16. At 25 °C (Figure 3-16a and b), no distinct difference of polarization and 
relaxation behavior is observed between nitrogen and air atmosphere. While at elevated 
temperatures (Figure 3-16c), the potential variation is much stronger as compared to the 
same conditions in air (Figure 3-9b), suggesting an enhanced proton accumulation and 




Figure 3-16 – Surface potential vs. time and position in nitrogen atmosphere 
measured at: (a) 25 °C and 0% RH; (b) 25 °C and 90% RH; (c) 100 °C and 0% RH. 
The blue shaded areas correspond to the position of electrodes.   
In nitrogen atmosphere, the effective 𝑝𝑂2  is infinitesimally small or null, and a 
larger concentration of oxygen vacancies may form in the NC film (Equation 20). 
According to the Ellingham diagram, the equilibrium oxygen partial pressure for the 
reduction of CeO2 to Ce2O3 at 400 K is as low as 10
-14 Pa, indicating the CeO2 phase is 
thermodynamically stable at measured temperatures. However a highly stable of Ce3+ can 
be expected on the NC surface.173 A combination of low oxygen partial pressure, and high 
applied voltage may allow for an increase in oxygen vacancy concentration in NC in the 
measured experimental conditions. Oxygen vacancies are reported to be the active sites for 
many electrochemical processes, especially at elevated temperatures.5, 109, 174-176 In fact, 
theoretical calculations suggest that water is more easily adsorbed onto a reduced ceria 
surface due to a lower energy barrier for water decomposition at oxygen vacancies,105 
which can serve as catalytic sites. At room temperature, in presence of physisorbed water 
layers, direct water dissociation at TPB is dominant. At the same time, the role of oxygen 
vacancies formed on the NC surface and TPB is limited, because most of the conducting 
species are not directly interacting with the NC surface. At elevated temperatures, however, 
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the water layer gradually evaporates, and a larger interaction of the charged species with 
the surface oxygen vacancy is expected, and more protons are generated due to the catalytic 
functionality of oxygen vacancies. Further quantitative analysis is carried out via 
theoretical simulation, which is presented in the next section. 
3.6 Activation Energy and Conduction Pathways 
The averaged time constant 𝜏 during both polarization and relaxation are obtained 
from fitting experimental data to Equation 34 at each temperature at RH = 0%. Figure 3-17 
shows a clear Arrhenius-like behavior of 𝜏, indicative of a thermally-activated process with 
two distinct regions, which implies contributions from two distinct conduction 
mechanisms. The activation energy for each region is calculated according to: 
 
𝜏 = 𝐴𝑒− 
𝐸𝑎
𝑘𝑇 (40) 
where A is the pre-exponential factor,  k is Boltzmann constant, and 𝐸𝑎 is the activation 
energy for charge transport.   
At T < 100 °C, 𝐸𝑎 are 0.10 ± 0.02 eV and 0.09 ± 0.02 eV for polarization and 
relaxation processes, respectively. These values are very close to the 𝐸𝑎 reported for proton 
conduction in liquid water (0.12 eV),177, 178 supporting the hypothesis of proton-assisted 
conductivity on the ceria surface in a physisorbed water layer. 179, 180  
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Figure 3-17 – The averaged time constant (τ) as a function of temperature (T) at 0% 
humidity in air during (a) polarization stage and (b) relaxation stage.  
At temperatures from 100 °C to 135 °C, the activation energy is approximately 0.27 
eV ± 0.02 eV and 0.30 eV ± 0.03 eV for polarization and relaxation, respectively. The 
oxygen ion conduction is likely not yet activated,172, 181, 182 due to the much higher 
activation energy for oxygen transport (0.5 to 1.2 eV).39, 113, 183 Under this condition, proton 
transport is still expected to be active via hopping between the first-layer water molecules 
that are chemisorbed on NC surface lattice, according to the Grotthuss mechanism 




× − 𝑂𝐻2 ⇄ 𝐶𝑒𝐶𝑒
× − 𝑂𝐻2 + 𝐶𝑒𝐶𝑒
× − 𝑂𝐻3
∙  (41) 
The higher activation energy at elevated temperature is consistent with a reduced 
contribution of proton conduction, due to water desorption and the transition from 
physisorbed to chemisorbed water. The activation energy for ceria conductivity has been 
previously reported to be 0.26 eV in dry air at 125 °C to 200 °C, which is very close to the 
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value obtained here in the 100-135 °C range.39 However, the same study did not report 
conductivity values below 125 °C, presumably due to the limitations of EIS measurement. 
The activation energy at higher temperatures found here is also similar to that reported by 
Raz et al. (0.30 eV) for proton transport in chemisorbed water, in yttrium-stabilized 
zirconia (YSZ).30 Considering that both NC and YSZ have a fluorite structure, it is 
reasonable to assume that the proton conductivity behaviors are similar in the temperature 
range where the bulk conductivity is still inactive, i.e. protons are transported along the 
physisorbed water layer at lower temperatures, and along the chemisorbed water layer at 
higher temperatures. 
3.7 Substrate Dependence 
The effect of substrate on the ionic dynamics was also studied. Figure 3-18 presents 
the representative surface potential mapping of NC deposited on quartz substrate via CSD.  
Similar to the Si3N4/Si substrate, with increase of RH at 25 °C, the surface potential 
variation becomes stronger, and with increase of temperature at 0 RH, the surface potential 
changes much faster. However, it is worth noting that the surface potential profile at the 
initial state (t = 0 s) is different from that of Si3N4/Si substrate, which is probably due to 
the different dielectric constant and screening effect of these two substrate. For 
semiconductor Si, the accumulation of negative electrons under the biased electrode results 
in a much lower surface potential around this area, which may also trap more protons. This 
is an interesting effect that allows us to control surface ionic dynamics, either making it 
concentrate more at electrodes or at bulk using external screening by substrate, and hence 
explore differences in kinetics.  
 92 
 
Figure 3-18 – Surface potential vs. time and position as a function of temperature and 
humidity measured on quartz substrates. The blue shaded areas correspond to the 
position of electrodes.    
3.8 Conclusions  
In this chapter, NC thin films grown by CSD are used for transport mechanisms 
study by tr-KPFM. We find that the detected surface potential change over time is mainly 
a result of transport of protons and hydroxyl groups. During polarization stage, water 
molecules in the ambient are decomposed into protons in proximity to the biased electrode. 
They accumulate and migrate to the grounded electrode under electric field, resulting in a 
potential increase. During relaxation stage, the accumulated charge carriers dissipates and 
move towards the two electrodes, resulting in a decrease of surface potential.  
The electrochemical reaction and transport process are studied as a function of 
external conditions. With increasing humidity and temperature, the potential change 
becomes much stronger, suggesting a crucial role of the surface water in the ionic dynamics. 
It is concluded that water splitting reaction is taking place during polarization stage, and 
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the resulting protons and hydroxyl groups are the main conducting species along the NC 
surface. These charge carriers are mainly conducting within 10 nm of the sample surface.  
It is also demonstrated that such electrochemical reactions are taking place at TPB. 
At 125 °C, the electrochemical reaction is limited for sample with limited TPBs. The proton 
transport on NC is stronger in nitrogen atmosphere than in air, suggesting that oxygen 
vacancies may facilitate the proton generation and migration along NC.  
Quantified analysis shows an Arrhenius-like behavior of 𝜏, suggesting a thermally-
activated process of proton transport. The activation energy shows two distinct regions, 
which implies contributions from two distinct conduction mechanisms. At low 
temperatures (T<100 °C), protons are assumed to generate and transport on surface 
physisorbed water. Whereas at higher temperatures (T>100 °C), protons are conducted 




CHAPTER 4. FINITE ELEMENT MODELING OF IONIC 
DYNAMICS OF NC  
4.1 Introduction and Model Description 
In this section, the finite element method (FEM) for ionic dynamics of NC was 
performed using COMSOL multiphysics® 4.4. The export of model solution and parameter 
fitting was done on COMSOL LiveLinkTM for Matlab® 4.4. The observed surface potential 
variation over time is a result of two processes, i.e. proton generation at biased electrode, 
and the subsequent proton transport toward the grounded electrode under electric field and 
chemical gradients, as discussed in the previous chapter. These physical processes can be 
expressed by Equation 42 and 43:156 
 𝜕𝑛𝑖
𝜕𝑡
= 𝛻 ∙ (−𝐷𝑖𝛻𝑛𝑖 + 𝑧𝑖𝜇𝑖𝑛𝑖𝛻𝛷) + (𝑆𝑖 − 𝑓𝑖𝑛𝑖) (42) 
 𝛻2𝛷 = −Σ𝑛𝑖𝑧𝑖𝐹/𝜀0𝜀𝑟 (43) 
(i = 𝐻+, 𝑂𝐻−) 
where t is time, 𝑛𝑖  is concentration, 𝐷𝑖  is diffusivity, 𝜇𝑖  is charge mobility, 𝑧𝑖  is charge 
number per each ion, 𝑆𝑖 is the charge injection rate and 𝑓𝑖 is the dissipation constant for the 
ith species (i = 𝐻+, 𝑂𝐻−) . 𝛷  is the surface potential, F is Farady’s constant, 𝜀0  is 
permittivity of free space, and 𝜀𝑟 is the relative permittivity of NC. In Equation 42, it is 
postulated that charge concentration 𝑛𝑖  changing over time is determined by 𝐷𝑖  from 
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Fick’s law of diffusion (chemical gradient) and 𝜇𝑖  from electron migration (electric 
potential gradient). In addition, 𝑆𝑖  is a source term, which describes proton generation 
during polarization stage due to the water splitting reaction at TPB. And the charge 
dissipation constant, 𝑓𝑖  takes into account the possibility of charge annihilation due to 
electrochemical reaction or neutralization. Equation 43 is the Gauss’s Law, which defines 
the surface potential variation due to proton concentration change over time.  
The basic assumptions, boundary conditions and initial conditions for the model 
are as follows: a) We assume an ion blocking electrode, which means that ions will not 
migrate outside or inside ceria through the electrodes. b) 𝛷 = 0 𝑉  at the grounded 
electrode and 30 V at the biased electrode during polarization. c) 𝛷 is assumed to be zero 
all over ceria, at 𝑡 = 0 𝑠. d) The dissociation constant 𝐾𝑤 = 10
−14,176 hence at 𝑝H = 7, 
initial conditions are chosen as 𝑛𝑖 = 10
−7 𝑚𝑜𝑙/𝐿 for both protons and hydroxyl groups. e) 
Diffusivity and mobility of protons are assumed to be two times that of hydroxyl groups: 
𝐷𝐻+ = 𝐷 = 2𝐷𝑂𝐻− ,  𝜇𝐻+ = 𝜇 = 2𝜇𝑂𝐻− .
184 f) Protons are generated during polarization 
stage; according to water splitting reaction (Equation 35), no hydroxyl groups are 
generated: 𝑆𝑝_𝐻+ = 𝑆, 𝑆𝑟_𝐻+ = 𝑆𝑝_𝑂𝐻− = 𝑆𝑟_𝑂𝐻− = 0. S is assumed to be a step function of 
distance, with a non-zero constant value at 1-μm-long area in immediate vicinity of the 
anode TPB, and zero on the remaining 49-μm along the ceria stripe. g) The dissipation rate 
constant of hydroxyl groups are neglected, and that of protons is assumed to be the same 
for both polarization and relaxation processes, and is mainly effective at TPB region: 
𝑓𝑝_𝐻+ = 𝑓𝑟𝐻+ = 𝑓.   
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Thus, four unknown parameters remain in this model: 1) Proton injection rate at 
TPB (S); 2) Proton dissipation constant (f); 3) Proton diffusivity (D); and 4) Proton mobility 
(μ). The first two parameters determine the electrochemical processes at TPB, and the last 
two determine the subsequent charge transport processes. For each set of the four unknown 
parameters, the finite element modeling is able to solve the proton concentration n as well 
as the surface potential 𝛷 in real time as a function of distance. These physical parameters 
determine the electrochemical reactivity and transport properties of the ions, therefore 
control the shape of the simulated mapping of potential change. For example, a higher S 
results in higher potential change during the polarization stage, because more protons are 
generated and accumulated in the system; while a higher f and μ results in a faster 
dissipation of surface charge and thus a faster change rate of surface potential. This leads 
to a smaller time constant, or, in a visualized way, more separation between subsequent (in 
the temporal scale) potential curves. The finite element analysis in this chapter aims to find 
the optimized parameter values that best match the experimental potential change 
mappings, providing quantified physical processes at each condition. The details of the 
finite element analysis are introduced as follows. 
The data obtained from tr-KPFM is a three-dimensional matrix, which is time- and 
x, y-dependent surface potential, 𝑀(𝑡, 𝑥, 𝑦). A typical measurement is 20 s long with 10 
ms temporal resolution and 2 μm spatial resolution for 60 μm × 6 μm 2D surface scan 
region (30 × 3 grid points), so the obtained data size is 2000 × 20 × 3. By averaging each 
of the three data points equidistance from the grounded electrode, the data matrix is shrunk 
to 2000 × 30: 𝑀(𝑡, 𝑑), where d is the distance along x axis (perpendicular to the electrodes).  
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In simulation, for any input parameters S1, f1, D1 and μ1, Equations 42 and 43 are 
solved, which is surface potential value as a function of time and distance. This matrix has 
dimensionality determined by the COMSOL meshgrid, and is then converted into a matrix 
of the same size (i.e. 2000 × 30) as 𝑀(𝑡, 𝑑) via extrapolation, 𝑁𝑆1,𝑓1,𝐷1,𝜇1(𝑡, 𝑑).   
The degree of similarity is calculated in one step via correlation coefficient in 
Matlab (corr2): 
 
𝑐𝑜𝑟𝑟2([𝑀,𝑁]) = 𝐶𝑀,𝑁 =
∑ ∑ (𝑀𝑖𝑗 − ?̅?)(𝑁𝑖𝑗 − ?̅?)𝑗𝑖
√(∑ ∑ (𝑀𝑖𝑗 − ?̅?)2𝑗𝑖 )(∑ ∑ (𝑁𝑖𝑗 − ?̅?)2𝑗𝑖 )
 
(44) 
The output correlation coefficient between M and N, 𝐶𝑀,𝑁 , ranges from -1 (negatively 
correlated) to 1 (positively correlated). The primary goal of the fitting is to find parameters 
that generate results with largest 𝐶𝑀,𝑁 .
185 The optimized 𝐶𝑀,𝑁  for each environmental 
condition varies, and typically ranges from 0.900 to 0.975. The surface potential data with 
strong polarization and relaxation behavior often has higher 𝐶𝑀,𝑁, due to a lower relative 
error. A threshold of 0.9 was set to distinguish between poorly fitted data and well fitted 
data. The detailed steps for parameters fitting that optimize 𝐶𝑀,𝑁 at each environmental 
condition are shown as follows: 
1. Start with an arbitrary set of initial values, S0, f0, D0 and μ0, solve FEM and obtain 
the surface potential matrix, 𝑁0(𝑡, 𝑑), and the corresponding degree of similarity 𝐶𝑀,𝑁0 
(assume the experimental data is 𝑀(𝑡, 𝑑)).  
2. Find D until getting the same time constant value as experimental one.  
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3. Utilizing the relaxation data, keep other parameters the same, and find f that gives 
largest 𝐶𝑀,𝑁 
4. Using the optimized D and f, find S that gives largest 𝐶𝑀,𝑁 using the polarization 
data.  
5. With fixed D, S, and f, find optimized μ that gives largest 𝐶𝑀,𝑁.  
6. With optimized S, f and μ, find D that gives largest 𝐶𝑀,𝑁. Update all the four 
parameters. 
7. Reiterate starting at step 3 until all parameters stabilize.  
Thus, FEM not only allows quantification of the observed processes, but also 
decoupling of the various contributions to the measured signal. Examples of the 
experimental and simulated surface potential changes (as compared to initial stage of 
polarization or relaxation) are presented in Figure 4-1, with the optimized fitting 
parameters shown in the insets of Figure 4-1b and d. The corresponding proton 
concentrations are shown in Figure 4-2. The highest proton concentration the system can 
achieve in our tr-KPFM measurements is about 5×10−6 𝑚𝑜𝑙/𝐿, or 𝑝H ≈ 5.3. Thus, the 
standard potential of NC is changed by 2.3×
𝑅𝑇
𝑛𝐹
×∆𝑝H = 0.059×(7 − 5.3) < 0.1V. The 
standard potential change of NC system is negligible when compared to the potential 
changes of the surface potential, which are mostly several or tens of volts.  
The finite element analysis was performed at a variety of external conditions on 
exposed-TPB NC/Si3N4/Si devices, i.e. the data obtained in CHAPTER 3. The “phase 
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diagrams” was constructed for each parameter as a function of temperature and humidity, 
in different atmosphere, which will be illustrated in the section 4.2. 
 
Figure 4-1 – Experimental and simulated data for potential change at (a, b) 135 °C 
and 0% RH and (c, d) 25 °C and 90% RH.  
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Figure 4-2 – Simulated proton concentration on NC surface as a function of time and 
distance for polarization (a, c) and relaxation (b, d) processes for (a, b) 135 °C and 0% 
RH and (c, d) 25 °C and 90% RH.  
4.2 Phase Diagrams of Physical Parameters 
4.2.1 The Reaction Rate Phase Diagrams 
The rates of the forward and reverse reactions of water injecting reaction (Equation 
35) are given by: −
𝑑[𝐻2𝑂]
𝑑𝑡
= 𝑘 ∙ [𝐻2𝑂] and −
𝑑[𝐻+]
𝑑𝑡
= 2𝑘′ ∙ [𝐻+]2 ∙ 𝑝𝑂2
1
2⁄ , respectively. Here 
the water concentration ([H2O]), proton concentration ([H
+]) and partial oxygen pressure 
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(𝑝𝑂2) refer to those at the TPB interface, and k and k’ are the reaction constants of the 





= 2𝑘 ∙ [𝐻2𝑂];   𝑓𝑛𝐻+ = −
𝑑[𝐻+]
𝑑𝑡
= 2𝑘′ ∙ [𝐻+]2 ∙ 𝑝𝑂2
1
2⁄  (45) 
The exponent for ni in Equation 42 and [H
+] in Equation 45 differ, since Equation 
45 is a first approximation descriptor of the system. However, Equation 45 allows a direct 
look at the rate of proton injection 𝑆 and the proton dissipation rate 𝑓, and how they are 
related to the concentration of chemical species and reaction constant.  
Figure 4-3a and b show the dependence of S on the absolute humidity (AH) and 
temperature (T), as measured in air and nitrogen atmosphere, respectively. Experiments 
performed at 25 ˚C and low humidity have relatively weak polarization and relaxation 
responses, resulting in considerable inaccuracy, so those data points are not included in the 
phase diagrams. Comparison of the phase diagrams of S for air and nitrogen atmospheres 
qualitatively demonstrates the important role of oxygen partial pressure on the 
electrochemical processes. S is larger in nitrogen than in air, especially at higher 
temperatures, indicating the important role of oxygen partial pressure and possible catalytic 
behavior of oxygen vacancies on the electrochemical reactivity. This result is consistent 




Figure 4-3 – Charge injection rate (S) phase diagrams as a function of absolute 
humidity (AH) and temperature (T) in (a) air atmosphere and (b) nitrogen 
atmosphere. The Arrhenius plot of S in air atmosphere are plotted at (c) AH = 0 mg/L 
and (d) AH = 18.4 mg/L. Red dots are experimentally measured data; colored surfaces 
in (a), (b) are interpolated data; blue line in (c) is linear fitting of experimental data.  
Reaction rate S linearly depends on humidity at 25 °C in both air and nitrogen 
atmospheres, as water can freely condense on the surface, and [H2O] increases with 
increasing humidity. Therefore, S is likewise proportional to humidity, in accordance with 
Equation 45. The temperature dependence of S in air at 0% humidity (AH = 0 mg/L) and 
at high humidity (AH = 18.4 mg/L) is extracted from Figure 4-3a, and the corresponding 
Arrhenius plots are shown in Figure 4-3c and d. The linear behavior of ln(S) in Figure 4-3c 
indicates that the proton injection at TPB is thermally activated, with activation energy to 
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be around 0.24 eV (23.16 kJ/mol). This value is much lower than the activation energy of 
water splitting reaction (k ≈ 1.1 eV),12 because S is proportional to both k and [H2O]. While 
k is expected to increase exponentially with T, [H2O] slightly decreases due to water 
desorption. Similarly, at high humidity (Figure 4-3d), the high value of S at 25 °C can be 
assigned to the ease of water condensation on NC (i.e., due to high [H2O]),
35, 171 which 
facilitates proton generation as discussed above. The desorption of this “thick” water layer 
at ≈30 to 60 °C causes tremendous decrease in [H2O], which results in a sudden drop of S. 
With further increase in temperature, the humidity has less effect on the surface water 
condensation, due to the low relative humidity, so S shows similar trend as that in absence 
of humidity. In fact, the slope of the temperature-dependence of S (0.24 ± 0.1 eV vs. 0.21 
± 0.02 eV) is similar in both cases for temperatures in excess of 325 K. 
The phase diagrams of f in both air and nitrogen atmosphere are presented in Figure 
4-4a and b. With increasing temperature, f increases due to the increase of k’. With 
increasing humidity, f also increases, presumably due to the larger proton pathways 
provided by the thick water layer, which provide more reaction sites for proton dissipation. 
A decrease of oxygen pressure may seem to decrease f according to Equation 45; however 
a higher f is obtained in nitrogen atmosphere. This indicates that compared to S, f is a much 
more complicated parameter and the reverse reaction of Equation 45 is only a first 
approximation descriptor of the system. In fact, f may also be affected by the charge 
neutralization of the ambient gas and screening effect of the surface. In nitrogen gas, the 




Figure 4-4 – Dissipation constant (f) phase diagrams as a function of absolute 
humidity (AH) and temperature (T) in (a) air atmosphere and (b) nitrogen 
atmosphere. Red dots are experimentally measured data, and others are interpolated 
data. 
The phase diagrams for S and f as a function of T and RH are shown in Figure 4-5. 
At same absolute humidity, the RH at higher temperatures is much smaller, which explains 




Figure 4-5 – Charge injection rate (S) and dissipation rate (f) phase diagrams as a 
function of relative humidity (RH) and temperature (T) in (a, c) air atmosphere and 
(b, d) nitrogen atmosphere. Red dots are simulated data, and colored surfaces are 
interpolated data. 
4.2.2 The Transport Phase Diagrams 
The behavior of diffusivity D and mobility μ reflects the proton transport process 
along the NC surface. The phase diagrams of D in air and nitrogen atmosphere are shown 
in Figure 4-6a and b, respectively. The phase diagrams of μ are presented in Figure 4-7, 
which exhibits similar behavior. The value of D is higher in nitrogen, especially at elevated 
temperatures. This behavior is also consistent with the higher oxygen vacancy 
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concentration formed in the NC film, which may facilitate proton transport. The Arrhenius 
plot of D in air atmosphere at 0% humidity (AH = 0 mg/L) and at high humidity (AH = 
18.4 mg/L) are shown in Figure 4-6c and d. D exhibits a somewhat similar behavior as S; 
however, at 0% humidity, two distinct regions can be identified with activation energies of 
0.11 ± 0.03 eV and 0.28 ± 0.02 eV at temperatures below and above ≈100 °C, respectively. 
This is in very good agreement with the activation energy values extracted from the 
analysis of τ (Figure 3-17). D is expressed as: 
 𝐷 = 𝐷0𝑒
−𝐸𝑎/𝑘𝑇 (46) 
where 𝐸𝑎 is the activation energy for proton diffusion and 𝐷0 is the pre-exponential factor. 
As the activation energy for proton transport along physisorbed water and chemisorbed 
water may significantly change, the Arrhenius plot of D also results in a kink, representing 
different transport mechanisms. We note, again, that unlike the τ plots, the S and D phase 
diagrams and Arrhenius plots present the deconvoluted picture of the studied processes. 
The absence of any clear discontinuity in the S plots, and presence thereof in the τ and D 
plots indicates that the behavior of τ is mainly due to diffusion, rather than electrochemical 
reactions. Therefore, the surface polarization and relaxation processes at the measured 
environmental conditions are diffusion limited. From the extracted D value, the diffusion 
length d in τ seconds is estimated to be around 10 μm, according to 𝑑 = √𝐷𝜏, and is on the 
order of magnitude of the inter-electrode distance of our devices (d = 50 µm). 
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Figure 4-6 – Diffusivity (D) phase diagrams as a function of absolute humidity (AH) 
and temperature (T) in air (a) and nitrogen (b) atmosphere. The Arrhenius plot of D 
in air atmosphere are plotted at AH = 0 mg/L (c) and AH = 18.4 mg/L (d). Red dots 
are experimentally measured data; colored surfaces in (a), (b) are interpolated data; 




Figure 4-7 – Mobility (μ) phase diagrams as a function of absolute humidity (AH) and 
temperature (T) in (a) air atmosphere and (b) nitrogen atmosphere. Red dots are 
experimentally measured data; colored surfaces are interpolated data.  
Similar to the analysis of the phase diagrams of S, the following descriptive model 
of the proton transport is put forward. At high humidity and room temperature, a thick layer 
of physisorbed water condenses on the NC surface, resulting in a larger number of 
pathways accessible for proton diffusion. This thick water layer desorbs from the surface 
at above ≈30 to 60 °C due to a decrease in relative humidity, and a thin physisorbed water 
layer remains on the surface, resulting the sudden drop of D. At temperatures above 100 
°C, the physisorbed water mostly desorbs from the NC surface, leaving a limited amount 
of chemisorbed water, resulting in an increase of activation energy. D has a weak 
dependence on the ambient humidity level at high temperatures. This might be due in part 
to the conduction mechanism (i.e. chemisorbed water amount is relatively independent of 
the relative humidity in the atmosphere), but also owing to the very low amount of the 
remanent (relative) humidity at higher temperatures. Similar conductivity behavior in a wet 
atmosphere has been previously reported for nanocrystalline ceria and YSZ films.38, 113 
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4.3 Conclusions  
In this chapter, electrochemical reaction and transport processes of the experiment 
performed in CHAPTER 3 were studied, and finite element method was used to quantify 
the physical parameters associated with these processes, which helps better understand the 
ionic dynamics on NC.  
Specifically, the observed surface potential variation over time is mainly a result of 
two processes, i.e. proton generation at the biased electrode, and the subsequent proton 
transport toward the grounded electrode under electric field and chemical gradients. Four 
unknown parameters, i.e. proton injection rate at TPB (S), proton dissipation constant (f), 
proton diffusivity (D) and mobility (μ) were obtained via fitting to the experimental data at 
each environmental condition. It is found that the charge injection rate is a thermally 
activated process, with the activation energy to be around 0.24 eV. The activation energy 
of proton diffusivity, on the other hand, shows two distinct regions that correspond well 
with the experimental results. We can thus identify two environmental regimes for proton 
transport in NC in the measured environmental conditions, as shown in Figure 4-8:  
a) 𝑇 ≤̃ 100 ℃: proton generation and conduction is enabled through the surface 
physisorbed water layer; in dry conditions, or wet conditions but at temperatures above a 
threshold value of ≈30-60 °C, the physisorbed layer is thinner and therefore, the overall 
conduction is limited by the proton generation and transport rates.  
b) 100 ℃ ≤̃ 𝑇 ≤̃ 135 ℃ : more protons are generated due to the increased 
electrochemical reactivity, and protons are conducted through the chemisorbed water, with 
possible catalytic support from oxygen vacancies. 
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Figure 4-8 – Sketch of the environmental regimes for proton transport in NC in the 












































CHAPTER 5. EFFECT OF MICROSTRUCTURE ON IONIC 
DYNAMICS OF NC  
5.1 Introduction  
Nanostructured ceria (NC), a mixed ionic-electronic conductor, has been widely 
studied as electrolyte in solid oxide fuel cells, catalytic devices, gas sensors, etc.117, 186-188 
Being a polar oxide, NC can strongly interact with the environment, e.g., with water vapor, 
which may significantly affect the materials properties during device operation.105-107 In 
the previous two chapters, it is concluded that water can be physi- or chemi-sorbed on the 
NC surface. Under external electric field, water split into protons and/or hydroxyl groups 
(in addition to oxygen and hydrogen gas) that transport along the material. It is believed 
that the mechanisms of the water splitting and transport process are controlled by the 
nanoscale details of the NC structure.29, 37 However, the direct correlation of the NC’s 
microstructure with conduction properties is still under debate. For example, it is still 
debatable whether the proton conductivity occurs along the grain boundaries, residual 
pores and cracks, or along specific facets of the nano-crystals.35-40 
In this chapter, energy discovery platforms were utilized to uncover the correlation 
between microstructure and the ionic conduction properties. Energy discovery platforms 
enable multiple characterization techniques on a single sample through a simple set-up, 
which can eliminate the data fluctuation originated from different samples used for 
different characterization methods: using same preparation method, two batches of samples 
are not necessarily identical in their microstructure, composition, etc. Here, time-resolved 
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Kelvin probe force microscopy (tr-KFPM) and electrochemical impedance spectroscopy 
(EIS) were employed to study the conductivity of NC under controlled environmental 
(temperature and humidity) conditions. EIS, with a well-established measurement and 
analysis procedure, is one of the most widely used techniques in electrochemical studies. 
However, it is often of a more limited scope at low temperatures, especially for thin films’ 
characterization on the nanoscale, due to the relatively weak ionic conductivity in these 
conditions.37 On the other hand, tr-KPFM detects the temporal- and spatial-resolved 
surface potential variation on the nanoscale, and can detect minute potential changes due 
to charge transport along the surface, when the flowing currents are below the detection 
limit of modern current amplifiers.189 In recent years, tr-KPFM has been successfully used 
in studying surface transport phenomena in functional oxides, and it is believed to be an 
important supplementary technique for EIS due to its high resolution and sensitivity.156, 158  
To understand the relationship between the NC microstructure and its 
electrochemical reactivity in different environmental conditions, thin films with different 
surface roughness, grain size and the crystallographic orientation were prepared through 
pulsed laser deposition, chemical solution deposition and sputter deposition. The 
preparation methods for different samples are shown in CHAPTER 2. The fundamental 
parameters for electrochemical reactions and transport phenomena were obtained through 
tr-KPFM and EIS measurement at controlled temperature and humidity conditions, and 
correlated to the microstructure. It was found that all the considered microstructure impact 
the conductivity in NC films, but their effects were dominant at different environmental 
conditions due to activation of different electrochemical processes. 
5.2 Microstructure  
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The surface tomography and cross sectional images of all thin films were 
characterized by scanning electron microscopy (SEM), and are shown in Figure 5-1. They 
have similar thickness ranging from approximately 80 nm to 100 nm, and show good 
adhesion to the substrate, regardless of the preparation method. The microstructure of the 
films, however, is largely dependent on the preparation method and growth conditions. The 
films grown by PLD at 500 °C and 13.3 Pa (0.1 Torr) oxygen pressure (PLD500, Figure 
5-1a and f) have an extremely rough surface, with grain size ranging from 20 to 50 nm. 
The films deposited by PLD at 700 °C and 13.3 Pa (0.1 Torr) O2 (PLD700, Figure 5-1b 
and g) have lower surface roughness, and exhibit a smaller grain size. The PLD films 
deposited in a vacuum at 700 °C (PLD700HV, Figure 5-1c and h) have columnar grains, 
but a smother surface, albeit with cracks and pores connecting to the surface. The films 
prepared by CSD (Figure 5-1d and i) and SD (Figure 5-1e and j) have smaller grains, with 
an average grain size of about 10 nm. The surface tomography of each film was 
characterized by atom force microscopy (AFM), as shown in Figure 5-2. The surface 
roughness (Rg) from these images are calculated and summarized in Table 5-1. The 
PLD500 films have the highest surface roughness, ≈9.8 nm. The PLD700 and CSD films 
have lower surface roughness, ≈2.6 nm and 1.9 nm. The PLD700HV and SD films have 
the lowest surface roughness, ≈1.0 nm and 0.8 nm, respectively.  
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Figure 5-1 – Representative surface (a-e) and corss sectional (f-j) SEM images for 
PLD 500 (a, f), PLD 700 (b, g), PLD 700HV (c, h), CSD (d, i) and PLD (e, j) films.  
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Table 5-1 – Summary of surface roughness, grain size and Lotgering factor for {111} 
orientation for each of the films.  
 
PLD500 PLD700 PLD700HV CSD SD 
Surface roughness 
𝑅𝑔(nm) 
9.8 2.6 1.0 1.9 0.8 
Grain size (nm) 24 ± 2 41 ± 2 37 ± 3 14 ± 1 9 ± 1 
Lotgering factor 
for {111} 
0.06 -0.27 0.92 0.45 0.72 
 
 
Figure 5-2 – Representative AFM images of nanostructured ceria thin films deposited 
by different deposition methods.  
Figure 5-3 illustrates representative X-ray diffraction (XRD) patterns for thin films 
processed through different deposition methods. The patterns are compared with the Joint 
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Committee on Powder Diffraction Standards data of 34-0394, confirming the presence of 




 – where 𝛽  is the full-width at half maximum (FWHM), k=0.9 is 
constant,  𝜆 is the wavelength of the X-ray radiation and θ is the Bragg angle – as reported 
in Table 5-1. The films deposited by PLD show shaper peaks, and the calculated grain sizes 
are approximately 24 nm ± 2 nm, 41 nm ± 2 nm and 37 nm ± 6 nm for PLD500, PLD700 
and PLD700HV films, respectively. The films prepared by CSD and SD have much wider 
peaks, and the corresponding grain sizes are estimated at 14 nm ± 1 nm and 9 nm ± 1 nm, 
respectively. The calculated grain sizes have error bars that reflect one standard deviation 
from multiple XRD measurements, and are consistent with the SEM observation. To 
quantify the preferred crystallographic orientation of the samples, the Lotgering factors for 
{111} planes, f{111}, were calculated based on the equation 47.









where 𝐼{111} is the intensity (integrated peak intensity) of the {111} NC peak,  ∑ 𝐼{ℎ𝑘𝑙} is 
the sums of the intensities of all of the NC peaks. 𝑃 is for NC films being measured in this 
study, and 𝑃0 is for the standard powder profile as reported in the PDF file. A Lotgering 
factor of 0 means that the crystals are randomly oriented, same as the standard powder. If 
Lotgering factor is higher than 0, the crystals are preferred along a certain orientation. As 
shown in Table 5-1, PLD700HV, SD, CSD and PLD500 samples has {111} preferred 
orientation, with f{111} being 0.92, 0.72, 0.45, and 0.06, respectively. PLD700 sample has 
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{110} preferred orientation, with f{110} being 0.21. However, for better understanding of 
the effect of {111} orientation, the f{111} is still calculated, which is -0.27.    
 
Figure 5-3 – XRD patterns for NC thin films prepared by different deposition 
methods.   
5.3 Electrochemical Properties 
The surface potential mappings of all the NC films at 25 °C and high humidity, and 
at 125 °C and in absence of humidity are shown in Figure 5-4. The former condition 
corresponds to conduction through the physisorbed water layer, while the latter require 
conduction facilitated by the chemisorbed water on the NC surface.30, 38 At 25 °C and wet 
condition, PLD500 and PLD700 films (Figure 5-4a and b) exhibit strong changes in the 
surface potential over time throughout the whole NC surface. A large surface potential 
variation during polarization suggests that a considerable number of protons are injected at 
the biased electrode, and are transported towards the grounded electrode under the electric 
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field. Note, that the surface potential mapping at 60% rather that 90% is used for PLD500 
film, because when RH is above 70%, the sample becomes so conductive that its resistivity 
is even smaller than the protective resistor (50 MΩ). Thus, the potential gradient over the 
sample is almost zero, and the tr-KPFM data is not comparable with other samples. In 
comparison, for CSD films (Figure 5-4d), the polarization and relaxation behavior is 
substantially weaker, and mostly concentrated in proximity to the biased electrode area. At 
the grounded electrode, the surface potential is mostly invariant over time, indicating that 
charge concentration does not significantly vary in this region. For PLD700HV and SD 
films (Figure 5-4c and e), the surface potential variation only exists in immediate proximity 
to the biased electrode, and is invariant in the rest of the film.  
At 125 °C and dry condition, the CSD and SD thin films (Figure 5-4i and j) show 
the strongest surface potential variation during polarization and relaxation, indicating a 
high proton injection rate. PLD500 and PLD700 films (Figure 5-4f and g) have weaker 
response, and the potential variation is observed close to the biased electrode. PLD700HV 
film (Figure 5-4h) also have a relatively small potential variation, however, it spans over 
the whole surface, indicating a faster proton transport across the film.  
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Figure 5-4 – Surface potential mapping as a function of time and distance for PLD500 
films (a, f), PLD700 films (b, g), PLD700HV films (c, h), CSD films (d, i) and SD films 
(e, j) as measured at 25 °C and wet conditions (a-e) and 125 °C, 0% RH (f-j). The blue 
shaded areas correspond to the position of electrodes.    
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The DC current was also measured while obtaining each of the surface potential 
mappings, and is summarized in Table 5-2. At 25 °C and 90% RH, the interelectrode 
current is ≈170 nA and ≈2 nA for PLD700 film and CSD films, respectively, and is not 
detectable for PLD700HV and SD films. Because the resistivity of PLD500 films is much 
smaller than the protective resistor, the DC current through the sample cannot be accurately 
determined by the current settings. At 125 °C and dry condition, current is not detectable 
for any of the films and therefore not shown in the table.  
As stated in the previous chapters, the observed surface potential variation over 
time is a result of two processes, i.e. proton generation at the biased electrode (Equation 
35) and the subsequent proton transport toward grounded electrode under the electric field 
and chemical gradients. These physical processes can be expressed by Equation 48 and 49: 
 𝜕𝑛
𝜕𝑡
= 𝛻 ∙ (−𝐷𝛻𝑛 + 𝜇𝑛𝛻𝛷) + (𝑆 − 𝑘𝑟𝑛
2) (48) 
 𝛻2𝛷 = −Σ𝑛𝐹/𝜀0𝜀𝑟 (49) 
where t is time, n is proton concentration, 𝛷 is surface potential, D is diffusivity, μ is 
mobility, S is proton injection rate, and kr is the reaction constant for proton dissipation. 
Compared with Equation 42 and 43, the physical model has been further simplified: 
according to the simulation performed in the previous chapter, the proton concentration in 
proximity to the biased electrode is on the order of 10-6 mol/L (Figure 4-2), which is over 
100 times higher than the concentration of hydroxyl groups, according to Equation 36. 
Therefore, the effect of hydroxyl groups is neglected, and protons are assumed to be the 
 121 
only charge carriers on NC. The last term in Equation 48 is also changed to krn
2 to better 
reflect the mechanisms of water splitting reactions (Equation 35).  The rates of the forward 
and reverse reactions of Equation 35 are given by S and krn
2, respectively, where S=kf 
·[H2O] ([H2O] is water concentration on NC surface and kf is the reaction constant for 
proton generation). We also assume that μ is linearly dependent on D according to the 
Nernst-Einstein relationship, and kr is a constant for different samples at a specific 
temperature.     
Table 5-2 – Summary of DC current, proton injection rate (S), proton diffusivity (D) 
and resistance (Rp) for NC films prepared via different methods.  
 PLD500 PLD700 PLD700HV CSD SD 
25 °C 
Wet 
DC current @ 30 V 
(nA) 
>600 170 <1·10-3 2.0 <1·10-3 
Proton injection rate 
(S) (mmol/m3s) 
>80 80 ± 20 10.0 ± 3.0 40 ± 6 5.0 ± 0.8  





5.0 ± 0.8 30 ± 8 2.0 ± 0.4 
Resistance RF (Ω) 5.0·10
4 1.6·108 >1.0·1012 1.9·1010 >1.0·1012 
125 °C 
Dry 
Proton injection rate 
(S) (mmol/m3s) 
10 ± 1.0 3.0 ± 0.2 7.0 ± 1.5 35 ± 10 45 ± 10 
Proton diffusivity (D) 
(μm2/s) 
30 ± 5 
10.0 ± 
1.0 
200 ± 30 60 ± 15 100 ± 20 
To quantify the electrochemical behavior of each sample at different environmental 
conditions, finite element method was performed, similar to CHAPTER 4. The optimized 
parameters, S and D, were solved and summarized in Table 5-2. The S and D values of 
PLD500 films in 25 °C and 90% RH are too high to be accurately simulated, so they are 
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not available in the table. The detailed method for optimization of parameters and 
determination of fitting errors using the correlation coefficient is specified as follows:  
1. For experimental data M of a certain sample, start with an arbitrary set of initial 
values, S0, D0, and 𝑘𝑟0 , solve FEM and obtain the simulated surface potential 
matrix, 𝑁0(𝑡, 𝑑), and the correlation coefficient 𝐶𝑀,𝑁0. 
2. Change D until the correlation coefficient is maximized.  
3. With a fixed D, change S until the correlation coefficient is maximized.  
4. With fixed D and S, find optimized 𝑘𝑟 that gives largest 𝐶𝑀,𝑁.  
5. Reiterate the above three steps until the parameters stabilize.  
6. Find the universally optimized 𝑘𝑟  that gives the highest sum of correlation 
coefficient for all samples at a certain temperature.  
7. Use this 𝑘𝑟 and redo step 2 and 3 to re-optimize S and D values.  
An example of the experimental and simulated surface potential changes (as 
compared to the initial stage of polarization or relaxation) is presented in Figure 5-5a and 
b, where the optimized 𝐶𝑀,𝑁 = 0.93 . The optimized 𝐶𝑀,𝑁  for each environmental 
condition varies, and is typically ranging from 0.92 to 0.95. To determine the errors bars 
of each fitting, a threshold of 0.90 of 𝐶𝑀,𝑁 was set. By setting the optimized parameters in 
the simulation model, each time changing one parameter (S or D in this case), the upper 
and lower bound of each parameter can be determined when 𝐶𝑀,𝑁 decreases below 0.90. 
Figure 5-5c-f shows the upper bound of S, lower bound of S, upper bound of D and lower 
bound of D, respectively. At these boundary values, the deviation of the potential mappings 
from the experimental data can be clearly seen: S mainly affects the “peak height”, and D 
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mainly affects the “full-width at half maximum (FWHM)”. Since the shape of the potential 
change mapping in Figure 5-5a is within the mappings in Figure 5-5c-f, the actual 
parameters are also considered between the upper and lower boundaries of S and D. This 
method was used to determine all the fitting errors in this study. 
 
Figure 5-5 – (a) Experimental data of surface potential change as a function of 
distance and time for CSD thin films measured at 25 °C and 90% RH. (b) The 
corresponding simulated data that has the optimized parameter. (c-f) The simulated 
data that shows the upper and lower bound of parameters S and D. The simulation 
parameters and CM, N are included in each figure. 
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 To further quantify the proton conduction behavior, electrochemical impedance 
spectroscopy is performed at a variety of RH values and 25 °C, as summarized in Figure 
5-6. For all cases, the real part of impedance decreases with increasing sweeping frequency, 
so the direction of frequency sweep on the Cole-Cole plots are not marked on each plot. 
PLD500 films (Figure 5-6a), when RH is less than 50%, the Cole-Cole plot shows a 
semicircular shape, indicating that the device can be described by the Randles equivalent 
circuit as shown in Figure 5-6d.190, 191 In this circuit, RS correspond to a series resistance, 
such as the contact resistance between Pt and film; RF and CF are the resistance and 
capacitance of the film. At higher RH, a linear tail appears at lower frequencies 
accompanied by a significant decrease of the semicircular part. The Warburg impedance 
element, Zw is added in series with RF to the equivalent circuit, as shown in Figure 5-6e, 
which represents the involvement of semi-infinite diffusion of protons at the NC-electrode 
interface. The linear tail is not seen in PLD700 and CSD films (Figure 5-6b and c), possibly 
due to the limited water layer on the NC surface: the equivalent circuit is represented by 
Figure 5-6d. The impedance spectra for PLD700HV and SD films are not shown in this 
study, because their impedance is too high to be measured (note, again, that despite high 
impedance, tr-KPFM allows probing their transport properties). The EIS plots are fitted to 
the proposed equivalent circuits and the resistivity RF are plotted as a function of RH, as 
shown in Figure 5f. At the same RH, PLD500 films have the lowest resistivity and CSD 
films have the highest resistivity. For all films, RF decreases with increasing humidity, 
which is consistent with proton conduction within the physisorbed layer. The RF value at 
25 °C and RH of 90% is also summarized in Table 2. The RF is 5.0·10
4 Ω, 1.6·108 Ω and 
1.9·1010 Ω, respectively. The high sensitivity to humidity makes these films good 
 125 
candidates for H2O sensors. And by controlling the microstructure through different 
deposition methods and parameters, the resistivity range can also be controlled as needed. 
It is worth noting that EIS measurements at 125 °C and in absence of humidity showed 
almost purely capacitive signal originated from the substrate instead of proton transport on 
NC films, and no DC current between electrodes was detectable. 
 
Figure 5-6 – Impedance spectra of (a) PLD500, (b) PLD700 and (c) CSD films at 
various humidity at 25 °C; (d-e) equivalent circuits of NC thin films; (f) Resistance 
(Rp) as a function of humidity for different NC thin films.   
5.4 Effect of Surface Roughness and Grain Boundaries 
The correlation between the fitting parameters (S and D) and microstructure, 
including surface roughness, grain size and f{111}, is studied according to the data provided 
in Table 5-1 and Table 5-2, as plotted in Figure 5-7. For the case of comparison, all graphs 
are plotted using the same scale for all vertical axis. It is clearly seen that at 25 °C and 90% 
RH (Figure 5-7a-c), the change of S and D for different samples is substantially larger than 
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at 125 °C and 0% RH (Figure 5-7d-f), which indicates a crucial role of the relatively thick 
physisorbed water layer in the former conditions, as elaborated in the following discussion.   
 
Figure 5-7 – Fitting parameters (S and D) as a function of surface roughness (a, b), 
grain size (c, d) and {111} Lotgering factor (e, f) at 25 °C and 90% RH (a, c, e) and 
125 °C and 0% RH (b, d, f). 
5.4.1 Effects of Surface Tomography 
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The correlation between the surface roughness and proton injection rate, S, and 
proton diffusivity, D, for each of the samples are plotted in both environmental conditions, 
as shown in Figure 5-7a and b. At 25 °C and high humidity condition, both parameters are 
positively correlated with the surface roughness (Figure 5-7a). However, at 125 °C and dry 
condition, these parameters have no significant correlation with the surface roughness 
(Figure 5-7b).  
The positive correlation between surface roughness and S and D at room 
temperature is mostly likely a result of the water layer formed on the NC surface. A rough 
surface provides more porous and capillary-filled regions, resulting in a larger amount of 
condensed water in contact with the sample. Under an applied electric field, water 
molecules are decomposed (Equation 35), generating protons that transport through this 
water layer. As previously stated, the proton generation rate S is equal to kf ·[H2O]. While 
kf is considered constant and relatively small at low temperature, [H2O] is largely 
dependent on the surface tomography of the sample. More water is overall adsorbed on the 
surface – and specifically of interest, at the Pt-NC interfaces – in the samples with higher 
surface roughness (PLD500, PLD700 and CSD). Therefore, the electric field-induced 
water splitting generates more protons in the samples, resulting in a relatively high S (Table 
5-2). For PLD700HV and SD films, however, due to the low surface roughness and 
therefore limited amount of adsorbed water, S is much smaller, resulting in much smaller 
changes in the surface potential.  
Proton diffusivity, D, follows overall the same trends in microstructural 
dependence as S, since D is expected to increase within a larger volume of adsorbed water 
layer on NC surface. When liquid water is formed on the surface, protons can be 
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transported through multiple pathways including water and water-NC interface, resulting 
in a larger D than that of samples with smaller amount of surface water, and thus limited 
proton pathways. For samples with lower surface roughness, since the condensed water is 
much thinner, the conduction pathways for protons are also limited. Therefore, D is also 
considered a qualitative measure of the thickness of water on the surface.108 The obtained 
D value is consistent with DC current and resistance RF: with increasing D, the inter-
electrode current also increases, and the resistance between electrodes decreases, as shown 
in Table 5-2. At higher T, water is mostly evaporated from the surface, so the surface 
diffusion of protons is less important. That is why no correlation between surface 
roughness and D is observed. However, other conduction pathways may exist in these 
conditions, as discussed in the following section.  
5.4.2 Effects of Crystal Size and Orientation 
To further study the effects of crystallinity on the ionic dynamics in NC, the fitting 
parameters, S and D, are also plotted as a function of grain size and f{111} for both 
environmental conditions studied, as shown in Figure 5-7c-f. At 25 °C and 90% RH, no 
obvious correlation between crystallinity and fitting parameters are observed (Figure 5-7c 
and e), since S and D are mostly determined by the physisorbed surface water formed on 
the NC, providing the primary conduction path. However, at elevated temperatures, the 
proton injection rate S decreases with increasing grain size (Figure 5-7d): the water layer 
on NC surface and connected pores have mostly evaporated, leaving only chemisorbed 
water that dominates the electrochemical reactivity.185 Such layer does not necessarily exist 
only on the surface, but can be present also at the grain boundaries within NC.36, 38 Here, 
the total amount of chemisorbed water is proportional to the area of grain boundaries. So 
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S=k·[H2O]=k’·A, where A is the grain boundary area at the reaction site (close to the Pt/NC 
interface), and is inversely proportional to the grain size, as observed experimentally. 
In contrast, the proton diffusivity does not have a clear correlation with grain size 
at 125 °C and 0% RH, as is shown in Figure 5-7d. The “outlier”, PLD700HV sample, has 
the highest D. Admittedly, the remaining four samples appear to exhibit a negative 
correlation between D and grain size; however, considering the “outlier” and the fact that 
D does not depend on the area of grain boundaries according to the definition of diffusivity, 
D might have a more direct correlation with other factors instead of grain size. The 
exceptionally high diffusivity observed in PLD700HV sample might be due to an addition 
of water diffusion pathways through large and deep cracks in this sample, as observed in 
Figure 5-1c. Furthermore, most of the protons are expected to exhibit hopping transport in 
the first water molecules layer that is chemisorbed on the NC surface lattice, according to 
the Grotthuss mechanism (Equation 41).7, 30, 179, 185 The overall diffusivity can also be 
affected by the interaction between water and the NC surface termination. Indeed, 
according to Figure 5-7f, a positive correlation between D and f{111} is observed, suggesting 
the dependence of surface crystal orientation on proton diffusion in NC. 
The ceria {111} surface is known to be the most stable surface among the low index 
surfaces of ceria, and strong water adsorption to ceria {111} plane has been observed 
experimentally.192, 193 Such adsorption can be in the form of molecular, dissociative or a 
mixture of both,105-107 but the properties of each crystallographic orientation such as water 
coverage and defect concentration is unknown. Due to this complexity, direct comparison 
of the water-ceria interaction of different surface orientation has been limited and 
contradictory.194 However, two possible reasons for the positive correlation of f{111} and D 
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can be identified: first, water adsorption on ceria surface is energetically favorable, and 
water is bonded more strongly to {100} and {110} than to {111} oriented surface, due to 
lower adsorption energies for water association.106 It is true that weaker water adsorption 
energy on {111} surface may result in a poor water layer continuity and thus decrease the 
value of D; however, since water adsorption is energetically favorable on all surfaces,106 
we assume that chemisorbed water is well dispersed onto ceria, and any variation in D 
value due to water discontinuity is a minor factor. On the other hand, protons can move 
more freely along the surfaces with lower adsorption energy, i.e. {111}, resulting in a 
higher D than other crystallographic planes. Second, due to the close packing on {111} 
surface in the fluorite-structured ceria, the distance between a proton (from adsorbed water, 
either associative or dissociative) and its nearest oxygen atom is smaller than in other 
crystallographic planes.106 According to Equation 41, proton transport is enabled through 
Grotthuss mechanism, and a smaller proton-oxygen distance is expected to result in a lower 
proton hopping energy barrier, thus leading to a higher D value for ceria {111} surface.  
As a result, within the exposed surfaces, the {111} planes might allow for higher 
proton diffusivity, while addition of cracks and open pores resulting in increased pathways 
for water and proton diffusion could also have similar effects. However, further 
investigation is needed to systematically understand the correlation between proton 
diffusivity and specific crystallographic surfaces.  
5.5 Conclusions 
In this chapter, five NC thin films with different microstructure were prepared by 
PLD, CSD and SD, and the effects of their microstructure on electrochemical reactivity 
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and proton conductivity at temperatures below 200 °C are studied. The PLD films 
deposited at oxygen atmosphere have the highest surface roughness and large grain size. 
The PLD films deposited at high vacuum, however, have smooth surface and large grain 
size, and are highly {111} oriented. The thin films prepared by CSD and SD have relatively 
low surface roughness, and the grain sizes are much smaller, with a {111} preferred 
orientation. The parameters for proton generation and transport were obtained from the 
surface potential mappings of tr-KPFM and EIS. It is found that the surface roughness is 
positively correlated with the proton generation and conductivity at 25 °C and 90% RH, 
most probably due to the proton transport through water layer condensed on the NC 
surface. In contrast, at elevated temperature (125 °C) and dry conditions, when the surface 
physisorbed water evaporates, the ionic dynamics are mainly dependent on the grain size 
and crystallographic orientation. The proton generation rate is negatively proportional to 
the gran size, while the proton transport though chemisorbed water is mainly affected by 
the surface plane orientation and the cracks and open pores connecting to the surface. The 
proton diffusivity is positively correlated with the Lotgering factor of {111} plane, most 




CHAPTER 6. IONIC DYNAMICS STUDY OF GRAIN-
BOUNDARY-FREE Y-BZO 
6.1 Introduction 
Optimizing proton conduction in solids remains the most promising solution for 
achieving intermediate temperature (≈500-700 °C) SOFC devices, electrochemical gas 
sensors, and enabling selective membranes for H2 separation.
6, 195-197 Proton conducting 
perovskites are a promising class of materials for these applications, due to relatively low 
expected activation energy for proton conduction.7 As introduced in the first chapter, the 
ionic transport is quantified by ionic conductivity (𝜎) which is written as 𝜎 = 𝑛𝑧𝑒𝜇, where 
‘n’ is the density of free carriers with charge ‘ze’ and mobility 𝜇 = 𝜇0𝑒𝑥𝑝(−
𝐸𝑎
𝑘𝑇
), where Ea 
is the activation barrier for proton transport. 
Among different proton conducting perovskites, yttrium doped barium zirconate 
(Y-BZO) shows the highest conductivity of all known materials, with an optimized dopant 
concentration at 20%.198 In Y-BZO, extended defects such as grain boundaries and 
dislocations further impede proton transport and increase the activation energy, and as such 
polycrystalline samples show an activation energy higher than 0.7 eV.33, 119, 140, 199-201 These 
defects have typically generated a wide variability in their measured conductivity values,33, 
199 which have hindered a fundamental mechanistic understanding of how (acceptor) 
doping levels correlate with the activation energy of protons to produce an optimal doping 
level for fast proton transport.  
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Beyond these microstructural effects, it is widely accepted that protons bind more 
strongly to the acceptor dopant, due to its intrinsic negative charge, and this binding can 
adversely affect proton conductivity.202 Indeed, over a wide range of possible acceptor 
dopants, the Y-dopant was shown to have the lowest activation energy (i.e. highest 
mobility) for protons in BZO, as other dopants bind protons too strongly to allow fast ionic 
conduction.203 Very early works have indicated that this binding could be due to the 
presence of localized bound polarons204-206 due to local lattice relaxations to screen the 
charged defect, but they do not give any specific information on chemical interactions, the 
nature of the polaron and how it couples to the conducting protons, as pointed out by K. D. 
Kreuer.16 The role of local relaxations have also been found in undoped BZO, confounding 
this matter.207 Calorimetry measurements on powder samples obtain negative enthalpy of 
mixing even up to 50% of Y in BZO, but it starts to level off beyond 30%, suggesting that 
some type of defects cluster at these concentrations208. But the connection is not clear 
between the spatial distribution of dopants as a function of doping level, the proton binding 
energy, and the mobility of the protons through the material.   
In this chapter, the origin of proton conduction in the Y-BZO was explored in a 
systematically range of dopant concentrations: 0, 5, 10, 15 and 20% (0, 5, 10, 15 and 20Y-
BZO). To ensure the minimal extended defects, PLD  was used to epitaxially grow Y-BZO 
thin films on (100) oriented MgO substrates as previously demonstrated.33 The results from 
grain-boundary-free stoichiometric thin-films and dense polycrystalline films were also 
compared. The structural characterization via STEM and proton transport characterization 
dynamics via tr-KPFM were combined to illustrate the correlation between the activation 
energy and lattice distortion.  
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6.2 Structural Characterization 
The crystal structure of Y-BZO films was characterized by XRD. Figure 6-1 
presents the XRD patterns for both epitaxial and polycrystalline Y-BZO films with 
different dopant concentrations.  
All of the patterns show peaks corresponding to the BZO perovskite structure 
(JCPDS 00-006-0399). In epitaxial thin films (Figure 6-1a-e), only peaks corresponding to 
(100) orientation was observed, indicating that the deposited films are epitaxial along (100) 
direction. No peak relative to a second phase was observed. For polycrystalline films 
(Figure 6-1f), multiple peaks were observed for each dopant concentration, indicating 
different crystal orientation of the grains.  
The “in-plane” crystalline structure of the epitaxial Y-BZO thin films were 
investigated by φ-scan via XRD. Figure 6-2 presents a representative φ -scan measurements 
towards the (111) asymmetric reflection on epitaxial 20Y-BZO sample, revealing the 
biaxially textured structure.  
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Figure 6-1 – XRD patterns for epitaxial (a-e) and polycrystalline (f) Y-BZO samples 
with different dopant concentrations. 
 
Figure 6-2 – Representative φ scan of the epitaxial 20Y-BZO thin films, showing a 
textured structure.  
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The surface tomography of Y-BZO thin films were characterized by AFM. They 
all show a rather smooth surface, with surface roughness (𝑅𝑔) being less than 1 nm. As an 
example, the AFM surface tomography of epitaxial 20Y-BZO is shown in Figure 6-3. The 
surface roughness is calculated to be 0.3 nm.  
 
Figure 6-3 – Representative AFM tomography of epitaxial 20Y-BZO.  
The atomic resolution images of Y-BZO epitaxial thin films at different dopant 
concentrations were obtained through STEM, as shown in Figure 6-4. It is confirmed that 
these films are highly (100) oriented without any secondary phases. The lattice constant 
was calculated to be about 4.2 Å, consistent with the data from literature (a=4.209 Å). 
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Figure 6-4 – Representative STEM images for epitaxial 0, 5, 10, 15 and 20Y-BZO 
samples. 
6.3 Transport Phenomena 
6.3.1 Conducting Species and Pathways 
Tr-KPFM was utilized for transport mechanism studies on Y-BZO samples. To 
identify the conducting species on the Y-BZO thin films, the effect of humidity on surface 
potential profiles was first investigated. 5Y-BZO polycrystalline sample was measured at 
140 °C in both 0% RH and 90% RH conditions, as shown in Figure 6-5. In Figure 6-5a, 
the sample is measured within 1 hour of exposing the sample to dry air, where the surface 
potential profile does not differ a lot from the one measured at 90% RH (Figure 6-5b). 
However, the polarization and relaxation gradually becomes weaker and finally disappears 
after 2 days’ baking at 140 °C in dry atmosphere (Figure 6-5c). When the sample is 
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measured again in high humidity atmosphere, the polarization and relaxation is not 
recovered until several days later. This phenomenon suggests a crucial role of atmospheric 
water on the electrochemical reaction in Y-BZO sample. During polarization (dark blue to 
light blue curve), water molecules from the ambient are expected to dissociate at the triple 
phase boundaries (TPBs), generating protons, electrons and oxygen molecules under the 
electric filed (Equation 35). Protons are then accumulated in the film, and are the most 
probably charge carriers that cause the potential variation. The excess protons migrate 
toward the grounded electrode under the electric field, resulting in the increase of potential 
in proximity to the biased electrode. During the bias-off stage (green to red curve), the 
accumulated protons gradually dissipate and migrate toward the two electrodes, as 
evidenced by the potential profile leveling down.  
The observed surface potential trend in Y-BZO are somewhat similar to that in NC: 
they show an increase in surface potential during polarization in proximity to the bias 
electrode, and a drop in surface potential during relaxation. However, the Y-BZO sample 
responds to the humidity much more slowly. The reason for this may come from the fact 
that in Y-BZO, protons are mostly conducted through the bulk lattice instead of along the 
surface water, which exhibits higher activation energy (>0.5 eV).7 The protons are in the 
interstitials of the lattices, and have strong interaction with the cations. Therefore, it is more 
difficult for the protons to be evaporated from the lattice, due to a rather strong bonding 
between protons and the adjacent oxygen lattice. And this explains the lower sensitivity 
towards humidity in Y-BZO samples. In order for protons to be substantially driven out of 
the lattice, high operating temperature and/or long time is needed.  
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Figure 6-5 – Surface potential profiles as a function of distance and time on 5Y-BZO 
polycrystalline samples measured at 140 °C and (a) 0% RH; (b) 90% RH; (c) 0% RH 
baking for 2 days. The blue shaded areas correspond to the position of electrodes.     
To further demonstrate the assumption that protons in Y-BZO are mostly in the 
lattice instead of on the surface, tr-KPFM measurement is also done on the same sample at 
25 °C and 90% RH, as shown in Figure 6-6. If thick physisorbed water layer is condensed 
on the surface of Y-BZO, protons are expected to freely move, causing severe surface 
potential change, as indicated in CHAPTER 5. However, the observed surface potential 
does not change over time. Therefore, the surface proton conduction pathways in Y-BZO 
are likely to be limited.  
To sum up, the ionic dynamics observed on Y-BZO samples are most probably 
result from proton transport, and the protons are assumed to conduct along the crystal bulk 
as interstitials. To ensure a proper amount of protons present in the lattice, it is necessary 
to maintain water source from the ambient, therefore the rest of the tr-KPFM measurements 
in this study were done at wet conditions (>90% RH as measured at 25 °C). To understand 
the proton conduction mechanisms in Y-BZO, tr-KPFM measurements are further 
performed at higher temperatures, where surface potential variation is stronger.  
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Figure 6-6 – Surface potential profiles as a function of distance and time for 
polycrystalline 5Y-BZO measured at 25 °C and 90% RH. The blue shaded areas 
correspond to the position of electrodes.     
6.3.2 Transport Mechanisms Study 
Figure 6-7 shows the representative surface potential mapping on polycrystalline 
5Y-BZO and 20Y-BZO films at various temperatures as a function of distance and time. 
The potential variation over time becomes appreciable at above 100 °C, suggesting that 
proton generation reaction and proton migration begin to take place at this temperature 
range. At such temperatures, during polarization, the potential profiles gradually level up 
due to the accumulation of protons in the lattice. Water is continuously injected into the 
lattice, generating protons that accumulate in the interstitials of the lattice, resulting in an 
increase of surface potential. Any other possible contribution to the surface potential value 
such as the defects created by Y doping are considered static, and therefore does not 
contribute to the potential variation. During the relaxation stage, the accumulated protons 
gradually dissipate and result in a decrease of surface potential. 
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The higher temperature increases electrochemical reactivity of water splitting 
reaction, therefore more protons are generated and accumulated in the material, resulting 
in higher potential variation. With higher yttrium concentration, more oxygen vacancies 
are formed, according to Equation 17. Water from the gas phase dissociates into a 
hydroxide ion and a proton. The hydroxide ion fills an oxygen vacancy and the proton 
forms a covalent bond with lattice oxygen, as shown in Equation 18. Therefore, higher 
dopant concentration results in an increase in proton concentration in the lattice, and thus 
a stronger potential variation.  
The inter-electrode current was measured by an ampere meter while obtaining 
surface potential mappings. For all samples and measurement conditions, the measured 
inter-electrode current is lower than the sensitivity of the instrument (<3 pA), suggesting a 
very limited conductivity at temperature below 200 ºC (R>1013 ohm). The inter-electrode 
current for 20Y-BZO is plotted in Figure 6-8, representative for all dopant concentrations 
studied. This demonstrates that tr-KPFM is able to detect ionic transport even below the 
limitation of normal impedance measurement.  
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Figure 6-7 – Surface potential profiles as a function of distance and time for 
polycrystalline 5%Y-BZO (a-c) and 20% Y-BZO (d-f) at varying temperatures: (a) 
(d) 100 °C, (b) (e) 120 °C and (c) (f) 140 °C. The blue shaded areas correspond to the 
position of electrodes.   
 
Figure 6-8 – Inter-electrode current evolution over time as a function of distance 
measured on 20Y-BZO sample, representative for all dopant concentration samples.   
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The same tr-KPFM measurements were also performed on epitaxial Y-BZO thin 
films, and the representative surface potential mappings on epitaxial 5Y-BZO and 20Y-
BZO samples as a function of distance and time are presented in Figure 6-9. The surface 
potential behaves similarly to the polycrystalline sample; however, they show a much faster 
potential variation, and this phenomenon is consistent with the blocking effect by the grain 
boundaries in polycrystalline Y-BZO. In epitaxial films, protons are transported more 
freely, and therefore the surface potential changes faster than the sample with grain 
boundaries.  
 
Figure 6-9 – Surface potential profiles as a function of distance and time for epitaxial 
5%Y-BZO (a-c) and 20% Y-BZO (d-f) at varying temperatures: (a) (d) 100 °C, (b) 
(e) 120 °C and (c) (f) 140 °C. The blue shaded areas correspond to the position of 
electrodes.  
The surface potential behavior of these samples was further quantified by 
exponential fitting, same as the analysis done for NC samples (Equation 34). The time 
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constants were obtained for each surface potential mapping, and the Arrhenius plots of the 
time constant as a function of Y concentration and microstructure (epitaxial films as well 
as polycrystalline films) are plotted in Figure 6-10a. The activation energy for proton 
transport of each sample is then calculated from the slope of the Arrhenius plot, as plotted 
in Figure 6-10b. At the same dopant level, the activation energy for polycrystalline Y-BZO 
is higher than that of the epitaxial Y-BZO. This is consistent with many of the previous 
studies, where the proton transport through grain boundaries shows much higher activation 
energy. Measurements on the epitaxial Y-BZO films show an activation energy of 0.64 eV 
at 20% Y-doping, which is in good agreement with the activation energy of 0.63 eV 
measured in prior impedance measurements on a similarly grown sample.33 These results 
suggest that tr-KFPM measurements can be used as a benchmark to determine the evolution 
of the activation energy. Activation energy decreases monotonically with decreasing Y 
doping for both polycrystalline and epitaxial films. The lowest activation energy is 
observed for the epitaxial films with 5% Y-doping, 0.45 eV. The monotonic change of 
activation energy in epitaxial sample points to an intrinsic effect on the activation energy 




Figure 6-10 – (a) Arrhenius plot of the time constant as a function of Y concentration 
and microstructure (epitaxial films vs. polycrystalline films); (b) Activation energy as 
a function of Y concentration for polycrystalline (blue) and epitaxial (red) thin film 
samples.  
6.4 Dopant Distribution Analysis 
The presence of acceptor dopants has been reported to trap protons and cause a 
higher activation energy for proton conduction. However, this alone cannot explain the 
monotonic increase in activation energy with increasing dopant concentration. Clustering 
of yttrium atoms has been speculated to lead to an increase in the activation energy.208 
Hence, atom probe tomography (APT) measurements were performed on two dopant 
concentration, i.e. 5Y-BZO and 20Y-BZO samples for cluster analysis, as shown in Figure 
6-11.209 The APT sample preparation and measurement were performed in ORNL by Dr. 
Wei Guo.  
The spatial distribution of Y atoms in 3D volumes for both samples (Figure 6-11 a 
and c) shows a rather homogeneous distribution of dopant. To statistically extract the 
distribution of dopants in Y-BZO and probe the existence of dopant clusters, the 
distribution analysis of Y-Y distance was performed on each experimental 3D APT data. 
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For each dopant atoms in APT, its nth nearest neighbor distance (nNND) is recorded. The 
distribution of such distances are plotted for n = 1, 5 and 10, as shown in Figure 6-11 b and 
d.210, 211 Meanwhile, the distribution from a purely randomly distributed dopant sample is 
also plotted in the same figure. It is found that all the normalized frequency of NND 
distribution fits perfectly with that of random distribution, suggesting that even at 20% 
doping, Y atoms are fully miscible and are homogeneously distributed across the sample.  
 
Figure 6-11 – APT characterization and analysis on 5Y-BZO (a, b) and 20Y-BZO (c, 
d) samples. (a, c) A reconstructed APT volume showing the homogeneous distribution 
of yttrium atoms (yellowish green); (b, d) Observed (red) and randomized (black) 
distribution of 1st, 5th and 10th nearest neighbor Y-Y distance. Graph and data 
courtesy of Dr. Wei Guo, Oak Ridge National Laboratory. 
 147 
This result suggests that any Y cluster, if exists, is smaller than ~2 nm and is beyond 
the detection resolution of APT. Therefore, Y clusters are homogeneously distributed in 
the lattice at nanometer scale. However, even for the random distribution of Y dopants 
suggested by APT measurements, the Y-Y cluster number should be statistically higher in 
higher dopant concentration. Therefore, the atomic distribution of each atom was simulated 
for each dopant concentration (simulation courtesy of Dr. Janakiraman Balachandran, Oak 
Ridge National Laboratory). Figure 6-12 shows the normalized distribution of the closest 
Y-Y distance for each Y atom as a function of dopant concentration. The distance of 4.20, 
5.94, 7.27, 8.40 and 9.39 Å correspond to 1NN, 2NN, 3NN, 4NN and 5NN distances. With 
increasing dopant concentration, it is more likely to find a second Y atom around a dopant, 
at one of its 6 nearest lattice site. Indeed, in Figure 6-12, the first set of bars representing 
1NN Y-Y cluster, which is a measure of the strength of Y-Y association, increases 
significantly with dopant concentration.   
 
Figure 6-12 – Normalized distribution of the closest Y distance around every Y atom 
as a function of dopant concentration for a randomly doped system. Data courtesy of 
Dr. Janakiraman Balachandran, Oak Ridge National Laboratory. 
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 To understand how an increase in such Y-Y dopant association can lead to an 
increase in the activation energy for proton conduction, detailed local atomic information 
is necessary to be related to interstitial proton migration energy from theory. Density 
functional theory (DFT) calculations were performed to uncover the influence of dopant 
cluster on the proton trapping (The DFT work was done by Dr. Janakiraman Balachandran, 
Oak Ridge National Laboratory). Specifically, the dopant-interstitial (𝑀𝑍𝑟
′ − 𝐻𝑖
∙)  
interaction energies were calculated on four different dopant models with varying Y-Y 
cluster distance, as shown in Figure 6-13a. As the Y-Y distance increases from 1NN 
(4.20Å) to infinite long distance (i.e. a model with single Y), the dopant-proton interaction 
becomes less energetically favorable. This indicates that compared with a single yttrium, 
protons are trapped more strongly at Y-Y cluster site, which corresponds to the positively 
charged proton interstitial being in between two Y dopants.   
The observed stronger proton trapping effect in Y-Y clusters is most possibly due 
to local atomic distortions. Such distortion occurs predominantly due to the polarizable 
oxygen sub-lattice that tries to screen the point charge from the defect. Its strength directly 
correlates with the strength of the defect interaction energy, where the maximal oxygen 
atom displacement is plotted as a proxy to the strength of the oxygen sub-lattice distortion. 
As shown in Figure 6-13b, the oxygen displacement, ∆𝑅𝑂, is the distance between the 
actual oxygen position of distorted lattice and the ideal position of non-distorted lattice. 
The oxygen displacement is calculated on each 1NN oxygen ions of the yttrium or yttrium 
clusters, where the maximum oxygen displacement is obtained. It was found that with 
increasing Y-Y distance, the maximum oxygen displacement also decreases, indicating a 
smaller lattice distortion. The oxygen sub-lattice distortion is an electrostrictive effect and 
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points to the formation of a localized defect-polaron i.e. a small proton-polaron204, 212, 213 at 
a proton interstitial site or a small electron-polaron214 at an oxygen vacancy site, close to 
the dopant-site. A more favorable defect–dopant interaction energy implies that protons 
would show a more sluggish diffusion i.e. slower mobility. This suggests that increasing 
number of Y-Y neighbors can lead to an increased trapping of defects, due to the increased 
local distortion, thereby leading to an increase in the activation energy.  
 
Figure 6-13 – (a) The interstitial-dopant interaction energy and the corresponding 
maximum oxygen displacement for models with different Y-Y cluster distance. (b) A 
schematic showing the oxygen displacement. Data courtesy of Dr. Janakiraman 
Balachandran, Oak Ridge National Laboratory.   
6.5 Distortion Analysis 
The above DFT calculation has suggested a positive relationship between the 
dopant-defect association with lattice distortion. Furthermore, experimental evidence is 
provided about the distortion in the lattice. Two types of local distortions were calculated 
on the local B-site coordination polyhedral directly from STEM images, i.e. B-site bond 
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angle deviation from cubic structure and B-site displacement, as shown in Figure 6-15a. 
Bond angle deviation, α, is calculated by the difference between each B-site bond angle 
with respect to the nearest B-site atoms and 90 degrees, showing how the lattice deviates 
from the cubic structure. Displacement, d, is defined as the distance between the observed 
B-site atoms and the unit cell center averaged from its four nearest A-site atoms.  
The degree of the B-site bond angle deviation and displacement is displayed as a 
color map shown in Figure 6-14 to give a sense of how these local distortions are distributed 
in small volume sampled in a typical STEM images of 0, 5, 10, 15 and 20Y-BZO epitaxial 
films. The lattice distortions are rather random, supporting the previous conclusions of 
random dopant distribution in our thin films from APT. In addition, the distortion 
distribution was analyzed statistically. The histogram of normalized frequency of these two 
distortions as a function of dopant concentration are plotted in Figure 6-15b and c, with the 
fitted normal distribution curves for better comparison.215 The peak from a histogram plot 
of the bond-angle deviation is the lowest for the 0Y-BZO sample (i.e. pure BZO) and is 
non-zero mainly due to inevitable scan distortions from STEM imaging. Compared to this 
value, both the peak and the standard deviation of the distortion distribution shift to higher 
values as the dopant concentration increases, implying an increase of lattice distortion with 
possible octahedral tilting, as shown in Figure 6-15b. Similar trend is also observed in 
displacement distribution (Figure 6-15c). From the STEM distortion analysis, it is 
demonstrated that with increasing dopant concentration, Y-BZO exhibits larger distortion 
in the lattice, which is most possibly due to the increase number of Y clusters.  
 151 
 
Figure 6-14 – Atomic resolution STEM imaging and quantitative data analysis to 
identify the bond angle deviation mapping (a-e) and displacement mapping (f-j) for 
Y-BZO sample with different dopant concentration. 
 
Figure 6-15 – (a) The representative perovskite structure of Y-BZO and the schematic 
showing how B-site bond angle deviation and B-site displacement are calculated; (b) 
Bond angle deviation distribution and the corresponding normal distribution fitting 
as a function of dopant concentration; (c) Displacement distribution and the 
corresponding normal distribution fitting as a function of dopant concentration. 
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6.6 Conclusions 
To summarize, in this chapter, thin films of stoichiometric Y-BZO with dopant 
concentration ranging from 0% to 20% were prepared by PLD. Both single crystal and 
polycrystalline films were deposited by controlling the substrate temperature. The structure 
of the obtained samples was characterized by XRD and STEM. The conduction properties 
of Y-BZO were characterized by tr-KPFM, where the activation energy was calculated 
from the time constant of surface potential variation. It is found that the major charge 
carrier in Y-BZO is proton, and the activation energy of proton transport is higher in 
polycrystalline samples than that of single crystal samples, which is consistent with the 
blocking effect of the grain boundaries. In addition, the activation energy monotonically 
increases with increasing dopant concentration. To understand this phenomenon, dopant 
distribution was performed by APT; however, no dopant cluster was observed, 
demonstrating a fully miscible dopant in the lattice within the studied dopant range at 
nanometer level. Whereas at the sub-nanometer scale, the Y-Y cluster number is 
statistically higher in higher dopant concentration. According to DFT calculation, such 
clusters have stronger trapping effect towards protons than single dopant in the lattice. 
Meanwhile, the Y-Y clusters in the lattice are easy to condense a local lattice distortion 
and trap defects such as proton interstitials, thereby leading to a monotonic decrease of 
proton mobility. The lattice distortion in the lattice was further confirmed in atomic 




CHAPTER 7. EFFECT OF NON-STOICHIOMETRY ON 
PROTON CONDUCTION IN Y-BZO 
7.1 Introduction 
Y-BZO has been widely studied for decades due to its high proton conductivity at 
intermediate temperatures, which has potential applications in fuel cell electrolytes. In Y-
BZO, the introduction of yttrium induces oxygen vacancies, which will adsorb water in the 
environment, generating protonic defects on the surface. Such defects can diffuse into the 
bulk with counter diffusion of oxygen vacancies at intermediate temperatures. Long-
distance proton transport is then enabled through Grotthuss mechanism, which includes 
proton rotating and jumping from one lattice oxygen ion to the adjacent one.7  
While the previous chapter has focused on the proton transport mechanisms in 
stoichiometric Y-BZO, during synthesis, device fabrication and service, structural and 
chemical inhomogeneities can develop thereby modifying the local structure and possibly 
affecting transport properties of the material.33, 119, 216-219 As an example, due to the highly 
refractory nature of bulk Y-BZO, high temperature sintering (Tsint>1600 °C) is often 
needed for its densification and grain growth.220 Such high temperature leads to Ba loss, 
which causes lattice distortion, the formation of stacking faults, or even the emergence of 
lower conductivity phases (Y2O3), resulting in decreased total proton conductivity.
33, 217, 
221, 222 While the decrease in proton conduction has been explained by the formation of non-
proton conducting phases and by the decreasing proton concentration due to dopant 
element taking over A-sites, the fundamental understanding of how barium loss affects the 
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local lattice structure and proton transport mechanisms is still not clear. This challenge 
mostly comes from the presence of extended defects such as grain boundaries, which is 
detrimental to the proton conductivity in the lattice and create difficulties in direct 
correlation between the local atomic structure and the proton transport.  
Inspired by the previous chapter, the PLD-grown epitaxial Y-BZO thin films is 
ideal for this study due to the limited grain boundaries and dislocations. In this chapter, the 
effect of non-stoichiometry, or more specifically, Ba-deficiency on proton conduction in 
Y-BZO is studied. To create a slight Ba deficiency, 20Y-BZO thin film samples were 
annealed in a furnace at 1050 °C for 24 h. A comprehensive study was performed to 
characterize the local structure and its influence on proton-transport properties of the thin-
film samples using a set of complementary techniques, including APT, STEM-EELS and 
tr-KPFM.  
7.2 Structural and Transport Properties 
The crystal structure of the PLD deposited Y-BZO films before and after annealing 
was characterized by X-ray diffraction (XRD), as shown in Figure 7-1. The XRD patterns 
of both samples are in agreement with the perovskite-type structure of BaZrO3 (JCPDS 00-
006-0399), and only peaks corresponding to (100) orientation were observed, indicating 
that the deposited films are epitaxial along the (100) direction. In addition, no peak relative 
to a secondary phase was observed. The rocking curves of the (100) reflection was 
measured, as shown in the insets of each figure, with the full-width at half-maximum 
(FWHM) being 0.12° for non-annealed films and 0.13° for annealed films. The similar 
value of FWHM indicates that the crystal orientation is not greatly affected by annealing.  
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Figure 7-1 – XRD patterns of non-annealed and annealed 20Y-BZO films. The insets 
show the rocking curves of (100) peak.  
Representative HAADF-STEM images from the non-annealed and annealed Y-
BZO thin films are shown in Figure 7-2. For the non-annealed samples (Figure 7-2a, b), 
the STEM images confirm that the film is well oriented along (100) and without any 
detectable defects or secondary phases. Whereas after annealing (Figure 7-2c, d), the 
existence of planar defects and dark spheres can clearly be seen. The atomic resolution 
image (Figure 7-2d) shows that the darker region has slightly different orientation than the 
rest of the lattices, which indicate localized compositional and lattice distortion variations. 
However, no trace of secondary phase was observed. The sample has two parts: “major 
region” as for most of the area and “darker contrast region” as for the dark sphere or planar 
defect region.  
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Figure 7-2 – High-angle annular dark field STEM images of the (a, b) non-annealed 
and (c, d) annealed 20Y-BZO films.  
The high temperature annealing may cause a change of lattice distortion. Similar to 
the previous chapter, two types of local distortions were calculated on the local B-site 
coordination polyhedral directly from the STEM images. The schematic of how these 
distortions were calculated are shown in Figure 7-3a. The bond angle deviation, labeled as 
α, is the difference between the actual B-site bond angle with regard to the nearest B-site 
neighbors and 90° (cubic). The displacement, labeled as d, is a measure of the distance 
between the actual B-site atom location and the geometrical center of its four nearest A-
site atoms. These two distortions are indicators of how the local lattice structure are 
deviated from the non-distorted structure.  
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Figure 7-3 – (a) The representative perovskite structure of Y-BZO and the schematic 
showing how B-site bond angle deviation and B-site displacement are measured. (b, 
c) Normalized frequency and fitting of B-site bond angle deviation and displacement 
of annealed Y-BZO sample compared with non-annealed 0, 10 and 20Y-BZO. 
While a single measured lattice distortion is not very meaningful by itself, a 
frequency-distribution obtained from hundreds of such distortions in an STEM image gives 
a statistical measure of the distortion, the distribution in which are meaningful and 
comparable. For the annealed sample, the darker contrast region is small and not 
continuous, and the corresponding lattice distortion analysis has relatively large error. 
Therefore, only the major region analysis was performed. The half-normal distribution and 
normal distribution were performed in addition to the histogram of normalized frequency 
of the two distortions, where the trend can be seen more clearly. Compared with non-
annealed 20Y-BZO, the major phase of annealed sample shows a smaller bond angle 
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deviation, as well as a smaller displacement, indicative of a smaller distortion after 
annealing. The distortion value of non-annealed 0Y-BZO and 10Y-BZO is also shown in 
the figure as a reference. The distortion in annealed 20Y-BZO is comparable with that of 
non-annealed 10Y-BZO sample. As will be detailed in the following part, the decrease of 
distortion in the annealed sample may affect the proton conductivity in the lattice, as lattice 
distortion plays a crucial role in proton trapping and thus determines the activation energy 
for proton transport.  
The observed lattice distortion change after annealing indicates a possible chemical 
composition variation in the annealed 20Y-BZO. Therefore, EELS analysis was performed 
on both major and darker contrast region of the annealed sample, as shown in Figure 7-4. 
The Ba concentration mapping at the planar defect region (Figure 7-4a) was less intense, 
suggesting a lower Ba concentration at this region. Line scan intensity profile 
measurements were also performed on the darker contrast regions, and a decreased 
intensity of Ba M4,5-edge is observed, indicative of barium deficiency (Figure 7-4b).  
 159 
 
Figure 7-4 – (a) Atomic resolution STEM image of the planar defect and 
corresponding EELS spectrum image map from the Ba M4,5-edge; (b) STEM image 
of dark sphere region and the Ba intensity mapping corresponding to the white 
scanning line.  
APT measurements were performed to quantify the amount of barium deficiency 
in the annealed samples. APT sample preparation and measurements were conducted in 
ORNL by Dr. Wei Guo. As shown in Figure 6-11c, the non-annealed samples have a rather 
homogeneous distribution of yttrium. However, the annealed sample shows an yttrium 
cluster region that is similar in size as the dark spheroidal features observed via STEM, as 




Figure 7-5 – APT analysis of annealed Y-BZO sample: (a) a reconstructed volume 
showing the distribution of yttrium atoms with two clusters envisioned by 5 at.% 
isoconcentration surfaces; (b) a reconstructed volume showing the distribution of 
barium atoms with a cluster envisioned by 20 at.% isoconcentration surfaces; (c) the 
concentration of Ba, Zr and Y atoms in matrix and cluster area, as shown dotted line 
in (a); (d) and (e) the distribution of normalized count for 10th nearest neighbor 
(10NN) of Y-Y distance at matrix and cluster region; (f) and (g) the distribution of 
normalized count for 10th nearest neighbor (10NN) of Ba-Ba distance at matrix and 
cluster region. All data and graphics courtesy of Dr. Wei Guo, Oak Ridge National 
Laboratory.  
A closer look at the concentration of each element suggests that in the dopant 
cluster area, or the darker contrast region, the barium concentration significantly reduces, 
whereas the concentration of yttrium and zirconium increases, as shown in Figure 7-5c. 
Further nearest neighbor analysis was done on the spatially resolved atom mapping, and 
the distribution of normalized count for 10th nearest neighbor (10NN) of Y-Y and Zr-Zr 
distance at the matrix and cluster regions are summarized in Figure 7-5 d-g. The Y-Y 
cluster distribution at matrix is almost the same as the random distribution from statistical 
simulation, with μ=0.0, indicating that Y is homogeneously distributed in the matrix. 
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However, at cluster region, the distribution of Y cluster is slightly off the random 
distribution, with μ=0.17. The observed distribution of Y-Y distance of 10NN is slightly to 
the left of the random distribution, as shown in Figure 7-5e. This further demonstrates that 
yttrium clusters at this area. The similar calculation was performed on the Ba-Ba distance 
distribution, where μ=0.15. On the contrary, the observed distribution of Y-Y distance of 
10NN is slightly to the right of the random distribution, suggesting a barium deficiency of 
the same area. 
Tr-KPFM was used for the surface potential mapping for both thin film samples as 
a function of temperature, where the time constant of potential variation were obtained for 
each measurement. As shown in Figure 7-6, the annealed sample shows much smaller 
activation energy for proton transport (≈0.55 ± 0.01 eV), compared to that of the non-
annealed sample (≈0.65 ± 0.01 eV). Within the measured temperature range (300 K < T < 
450 K), the time constant for the annealed sample is always lower than that of non-annealed 
sample, indicating a superior proton conductivity for the annealed samples.  
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Figure 7-6 – Arrhenius plot of time constant (τ) for both annealed and non-annealed 
samples.   
7.3 Discussions 
Recent work by Han et.al employing X-ray diffraction from synchrotron sources 
identified that the 10% Ba-deficient 20Y-BZO exhibited two phases with an addition of 
slight amount of Y2O3.
217 Both the major phase and the minor phase were barium deficient. 
The major phase contained higher Ba concentration and lower Y concentration, where the 
Y dopants mostly substituted the B-site Zr ions. On the other hand, the minor phase showed 
darker contrast in STEM, exhibiting much lower Ba concentration and higher Y 
concentration, where Y substituted both the B-site (Zr) and A-site (Ba) ions.  
In this work, instead of creating Ba deficiency of as much as 10% from the starting 
material, the Ba loss is from high temperature annealing, due to the volatile property of Ba. 
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The Ba loss is expected on the whole sample, generating Ba vacancies and oxygen 





∙∙ + BaO ↑ (50) 
The barium- and oxygen-vacancy defect dipoles can accommodate the lattice distortion 
and release the stress from yttrium dopant and especially Y-Y clusters, which explains the 
smaller lattice distortion observed in the major phase of STEM images.  
As suggested by both EELS analysis and APT results, in the darker contrast region, 
the barium deficiency is stronger than the major region. Although perovskite phase is 
retained, the A-site vacancies may have occupied by Zr or Y, as suggested by previous 
studies:223 













∙∙ → nil (53)  
In CHAPTER 6, a positive correlation between local structural distortion and 
proton activation energy was reported. With increasing distortion, the formation of a 
localized defect-polaron caused stronger trapping effect, impeding proton transport. Hence, 
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for the annealed sample that exhibits smaller local distortion, a decrease of proton trapping 
effect and thus a lower activation energy/higher proton mobility can be expected. In 
addition, according to Equation 50, the generation of oxygen vacancies in the major region 
of annealed Y-BZO provides increased proton concentration, which is also beneficial to 
the proton conduction. This is consistent with the tr-KPFM experiment in this study, where 
lower activation energy and higher mobility for proton is observed in annealed sample. 
Therefore, a slight barium deficiency is, to some extent, beneficial to the proton conduction 
property in Y-BZO. Similar effect was also observed in strained Y-BZO samples.223  
However, creating Ba deficiency cannot always result in a better proton 
conductivity. The ionic transport property of a solid electrolyte is quantified by 
conductivity 𝜎, which is defined as 𝜎 = 𝑛𝑧𝑒𝜇, where n is the density of charge carrier, z is 
charge number per ion, e is elementary charge, and μ is the mobility of the ion. Ionic 




where 𝐸𝑎 is the activation energy for ionic hopping, μ0 is the pre-exponential factor and k 
is Boltzmann’s constant. Therefore, with regard to the total proton conductivity, there is a 
trade-off effect between proton concentration and the activation energy: on one hand, slight 
Ba loss in the annealed sample induces a higher n due to the generation of oxygen vacancies 
and a lower 𝐸𝑎 due to decreased lattice distortion/proton trapping, which leads to easier 
proton transport and better conduction properties as observed in this study; on the other 
hand, with further Ba loss, more B-site atoms substitution in barium site can be expected, 
consuming oxygen vacancies in the lattice according to Equation 51 and 52, which leads 
to a decrease of available protons for conduction.  
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It can further be expected that with even higher Ba deficiency (either by higher 
annealing temperature or reducing starting material), secondary phase forms in the lattice, 
which blocks the proton transport and lowers the available protons to conduct in the 
lattice.217 Therefore, the optimization of proton conduction property of Y-BZO strongly 
depend on the quantified value of non-stoichiometry, which requires more investigation.  
7.4 Conclusions 
In this chapter, the effect of non-stoichiometry on proton transport properties in Y-
BZO is studied. Epitaxial thin films of 20Y-BZO was prepared by PLD. After annealing at 
1050 °C for 24 h, the major phase of the sample exhibited smaller local distortions 
compared to the stoichiometric non-annealed sample, which is due to the formation of Ba- 
and oxygen-vacancy dipoles that alleviate lattice distortion. Darker contrast regions 
including planar defects and dark spheres also formed after annealing, which showed even 
lower Ba concentration and higher Zr and Y concentration, indicative of possible A-site 
substitution by Zr/Y. The annealed Y-BZO showed lower activation energy for proton 
transport and higher mobility. The results identify a possible approach to improve proton 





CHAPTER 8. CONCLUSIONS AND FUTURE WORK  
This Chapter briefly summarizes the major findings in the thesis. Based on these 
findings, possible directions for future work are also recommended.  
8.1 Conclusions 
The operation of numerous electrochemical devices, such as lithium-ion batteries, 
fuel cells, gas sensors, catalysts, etc., relies on the surface/bulk electrochemistry and ionic 
transport. Understanding the ionic dynamics on the nanoscale is, thus, crucial for 
improving the performance of these applications and designing the next generation of 
devices. However, these processes are often complex and easily affected by the 
environmental conditions and the material’s microstructure. In addition, single 
characterization techniques are usually limited in detecting the mechanisms at the full 
range of the environmental conditions, and multiple length scales involved.  
To overcome these challenges, in this thesis, energy discovery platforms were 
developed, which are microfabricated lateral devices that enable multiple in-situ 
microscopy, spectroscopy, and functional characterization techniques to be performed on 
a single set-up. They provide easy control of external conditions including temperature 
(25 °C – 200 °C), humidity (0% – 90% at 25 °C), ambient gas (air and nitrogen), as well 
as applied electric field (1 V – 30 V). Through microfabrication, the composition, 
microstructure, lattice strain (-9.0% – 3.5%) and the presence and absence of TPBs of the 
material was also controlled, as needed. Multiple in-situ techniques, i.e. tr-KPFM and EIS, 
were performed on the same sample to cover a full range of ionic response. Structural and 
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compositional analysis were performed via a variety of techniques including AFM, SEM, 
XRD, STEM-EELS and APT. In addition, theoretical calculations (FEM and DFT) were 
performed to simulate and model the experimental phenomena, thus providing insight into 
the ionic dynamics.  
Specifically, the electrochemical reactivity and ionic conductivity of two ionic 
conducting oxides, NC and Y-BZO, were investigated in this thesis. The resulting insight 
into their ionic dynamics are summarized below.  
8.1.1 Ionic Dynamics of NC 
The ionic dynamics studies were first performed on NC thin films via tr-KPFM. A 
surface potential change over time was observed in NC when external bias was repeatedly 
applied and removed. It was found that the observed surface potential variations were 
mainly a result of water splitting and transport of protons and hydroxyl groups on the NC 
surface. During polarization stage, water molecules were decomposed into protons in 
proximity to the biased electrode. They accumulated and migrated to the grounded 
electrode under electric field, resulting in a potential increase. During relaxation stage, the 
accumulated charge carriers on the surface dissipated and moved towards both electrodes, 
resulting in a decrease of surface potential. Within measured temperature and humidity 
range (25 °C – 140 °C, 0 – 90 % relative humidity as measured at 25 °C), the surface 
potential variation during polarization and relaxation stages generally increased with 
increasing humidity and/or temperature.  
Further investigations suggested that such electrochemical reactions were taking 
place at the TPB, and the ionic transport was mainly taking place within 10 nm of the 
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sample surface. The atmosphere also played a crucial role in the ionic dynamics of NC: 
proton transport on NC was stronger in nitrogen atmosphere than in air, especially at higher 
temperatures, suggesting that oxygen vacancies may facilitate the process of proton 
generation and migration along NC.  
The water splitting reaction at TPB and ionic transport along the surface of NC 
were then quantified via FEM. Four physical parameters associated with these processes, 
i.e. proton injection rate at TPB (S), proton dissipation constant (f), proton diffusivity (D) 
and mobility (μ) were obtained by fitting the experimental data at each environmental 
condition. It was found that the charge injection rate was a thermally activated process, 
with the activation energy of approximately 0.24 eV. The activation energy calculated from 
temperature dependency of proton diffusivity showed two distinct regions that matched 
well with the experimental results, and therefore, two environmental regimes for proton 
transport in NC were suggested:  
• 𝑇 ≤̃ 100 ℃ : proton generation and conduction is enabled through the surface 
physisorbed water layer; in dry conditions, or wet conditions but at temperatures 
above a threshold value of ≈30-60 °C, the physisorbed layer is thinner and 
therefore, the overall conduction is limited by the proton generation and transport 
rates; 
• 100 ℃ ≤̃ 𝑇 ≤̃ 135 ℃ : more protons are generated due to the increased 
electrochemical reactivity, and protons are conducted through the chemisorbed 
water layer, with possible catalytic support from oxygen vacancies. 
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The effect of microstructure on the ionic dynamics of NC was investigated at 
temperatures below 200 °C, where five NC thin films with different microstructure were 
prepared by PLD, CSD and SD. Due to the different preparation methods and conditions, 
these films showed different surface roughness, grain boundary density and 
crystallographic orientation. It was found that the surface roughness was positively 
correlated with proton generation and conductivity at 25 °C and 90% RH, most probably 
due to the fact that proton transport is enabled through the physisorbed water layer on the 
NC surface. In contrast, at 125 °C and dry conditions - when the surface physisorbed water 
evaporates - the ionic dynamics were mainly dependent on the grain size and 
crystallographic orientation. The proton generation rate was negatively correlated with the 
grain size, while the proton transport though chemisorbed water was mainly affected by 
the surface plane orientation and presence of cracks and open pores connecting to the 
surface. Specifically, the proton diffusivity was positively correlated with the Lotgering 
factor of {111} planes, probably due to the ease of proton transport along {111} oriented 
NC surfaces.106  
8.1.2 Proton Transport Mechanisms of Y-BZO 
The energy discovery platforms were also used to study the ionic dynamics of Y-
BZO. Stoichiometric Y-BZO thin films, both single- and poly-crystalline, with dopant 
concentration ranging from 0% to 20%, were prepared by PLD. The single- and poly-
crystalline films were deposited by controlling the substrate temperature during deposition. 
Through tr-KPFM, it was found that the activation energy for proton transport was higher 
in polycrystalline samples than in single-crystalline samples, which was consistent with 
the blocking effect of the grain boundaries. In addition, the activation energy 
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monotonically increased with increasing dopant concentration. To understand this 
phenomenon, distortion analysis was performed on atomic resolution images obtained via 
STEM. As doping levels increased, Y-Y atom pairs increased statistically. These defect 
clusters are expected to condense a local lattice distortion and trap defects such as proton 
interstitials, thereby leading to a monotonic decrease of proton mobility.   
The effect of non-stoichiometry on the composition and proton conductivity of Y-
BZO was also studied. The non-stoichiometry was created through annealing 20Y-BZO 
thin films at 1050 °C for 24 h. The structural analysis of the annealed samples indicated 
the presence of two different regions. The majority of the annealed sample’s volume 
exhibited smaller local distortions compared to the stoichiometric non-annealed sample. 
This reduction in distortion was suggested to result from the presence of Ba vacancies that 
accommodate the lattice distortion and release the stress from Y dopant and Y-Y clusters. 
Small volume within the annealed sample exhibited darker contrast spheres and dark lines, 
where Zr and Y atoms might occupy the Ba-vacancy sites. From tr-KPFM, the activation 
energy for proton transport for the annealed 20Y-BZO showed 0.55 eV, much lower than 
the stoichiometric sample (0.65 eV). It was concluded that slight Ba deficiency can result 
in better proton conduction in Y-BZO lattice within the measured temperature range (25 – 
180 °C), possibly due to the reduced lattice distortion and thus the proton trapping effect 
in annealed samples.  
8.2 Preliminary Results and Future Work 
The present work has introduced ionic dynamics studies on the nanoscale through 
use of energy discovery platforms, and uncovered the effects of extrinsic and intrinsic 
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factors on the NC and Y-BZO thin films. Further studies are suggested below to extend the 
application of energy discovery platforms and confirm the theories proposed in this thesis, 
as recommended in the following sections.   
8.2.1 Preliminary Results for the Effect of Lattice Strain on Proton Conduction in Y-BZO 
From this thesis, it was concluded that the lattice distortion strongly affects the 
proton trapping effect, and thus the proton conduction properties in Y-BZO. Lattice strain 
is expected to significantly affect the distance and force between lattice ions, thus affecting 
the energy barrier for proton hopping within lattice. To date, a limited number of studies 
have been carried out to elucidate the role of lattice strain in proton conducting perovskite 
thin films. Yang et al. studied epitaxial Y-BZO thin films deposited on NGO substrates, 
and reported possible additional proton conduction pathways provided by compressive 
strain between Y-BZO and NGO interface, due to the formation of dislocation networks.141 
Chen el al. studied the effects of hydrostatic pressure applied to bulk yttrium doped barium 
cerate (Y-BCO), and found that activation energy of bulk conductivity increased from 0.62 
eV to 0.73 eV with increasing pressure.224 However, whether this change was a  result of 
inter-atomic distance change or from intragranular space change was unclear.  
To fully understand the effect of lattice strain on the proton conduction properties, 
epitaxial 20Y-BZO thin films were prepared by PLD, in order to minimize the contribution 
from other factors such as grain boundaries and dislocations. To create lattice strain, 20Y-
BZO thin films were deposited on a variety of substrates with different lattice parameters, 
as shown in Figure 8-1, creating lattice mismatch ranging from -9.0 % to +3.5 %. 33, 140, 225   
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Figure 8-1 – Schematic of different thin films studied in this work.  
The structure and lattice parameters of Y-BZO films used are shown in Table 8-1. 
Lattice parameter for 20Y-BZO cubic is 4.24 Å. NGO has a pseudocubic lattice parameter 
of 3.86 Å. LSAT has cubic structure with lattice parameter of 3.87 Å. Both NGO and LSAT 
substrates have relatively large lattice mismatch with 20Y-BZO thin films, with -9.0 % and 
-8.7 % mismatch, respectively, and the as-grown 20Y-BZO is expected to show 
compressive strain when grown on these substrates. Figure 8-2a presents the STEM image 
of LSAT/20Y-BZO interface. As expected, a number of periodic dislocations are observed 
at the interface.  Due to the formation of dislocations, the strain is partially relaxed, and the 
actual measured strain from lattice parameters are -5.0 % for NGO substrate, and -4.3 % 
for LSAT substrate.  
Table 8-1 – The crystal parameters of Y-BZO and different substrate used in this 
study. 





20Y-BZO Cubic 4.24226 N/A N/A 
NGO Pseudocubic 3.86141 -9.0 % -5.0 % 
LSAT Cubic 3.87 -8.7 % -4.3 % 
MgO Cubic 4.21 0.7 % 0.7 % 
BCO Cubic 4.39227 3.5 % 3.5 % 
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In contrast, the lattice parameter of MgO is 4.21 Å, which matches 20Y-BZO very 
well (0.7 % mismatch for both calculated and measured strain). As a result, no defects were 
observed at the interface, as shown in Figure 8-2b. Barium cerate (BCO) has similar crystal 
structure as BZO, and a larger lattice parameter of 4.39 Å. When epitaxially grown on 
(100) oriented 20Y-BCO, 20Y-BZO thin films show a slight tensile strain of about 3.5 
%.228 The STEM image of 20Y-BCO/20Y-BZO interface is shown in Figure 8-2c, where 
no obvious dislocations were observed at the interface, indicating a gradual release of 
lattice distortion. The measured strain from the STEM image is the same as the calculated 
value, 3.5 %. In this preliminary experiment, 20Y-BCO instead of pure BCO was used 
because BCO does not provide proton conduction, therefore the inner 20Y-BZO layer in 
the heterostructure that is not exposed to atmosphere cannot accept protons from the 
ambient, limiting the proton conduction.   
 
Figure 8-2 – STEM images of Y-BZO with (a) compressive strain, grown on LSAT 
substrate, (b) no strain, grown on MgO substrate and (c) tensile strain, grown on 20Y-
BCO.   
As shown in Figure 8-1, for films with compressive strain and no strain, about 30 
nanometers of 20Y-BZO were grown on NGO, LSAT and MgO substrates. For tensile 
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strained films, two methods were used: a) about 3 nm of 20Y-BZO was first grown on 
MgO substrate as a buffer layer. Then approximately 6 nm of 20Y-BCO was deposited by 
PLD on 20Y-BZO. Finally, about 27 nm of 20Y-BZO was deposited on 20Y-BCO to create 
tensile strain of 20Y-BZO. b) about 1.5 nm of 20Y-BCO was deposited separately in 
between each deposition of 20Y-BZO, creating 20Y-BZO/20Y-BCO heterostructure. 
The proton transport property of each sample was characterized by tr-KPFM at 90% 
RH and 25 – 200 °C, where surface potential mapping as a function of time were 
obtained.185, 189 The time constant of surface potential variation was obtained as a function 
of temperature, as shown in Figure 8-3. It was found that the 20Y-BZO thin film with no 
strain showed the lowest activation energy for proton transport, 0.65 eV. Both compressive 
and tensile strained sample showed an increase of activation energy. It is worth noting that 
the heterostructured 20Y-BCO/20Y-BZO sample had higher activation energy (0.70±0.01 
eV) than non-hetero counterpart (0.68±0.01 eV). In the heterostructured sample, the strain 
relaxes with distance, and the heterostructured sample preserves more strain, therefore have 
stronger trapping effect on the proton transport, leading to a higher activation energy.   
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Figure 8-3 – Arrhenius plot of time constant for Y-BZO with different strain.  
 This preliminary result has suggested that both the compressive strain and tensile 
strain lead to an increase of activation energy for proton transport, from 0.65 up to 0.70 eV. 
To explore the origin of this observation, theoretical calculations such as DFT is suggested 
to study how the slight change of lattice parameters affect the energy barriers for proton 
transport in these films.  
8.2.2 Further Development of Energy Discovery Platforms 
In this thesis, the water splitting and transport of protons and/or hydroxyl groups 
were systematically studied in NC and Y-BZO under controlled environment. The SPM 
based tr-KPFM characterization offers excellent spatial and temporal resolutions, and is 
rather sensitive in detecting weak ionic transport corresponding to sub-femto-ampere 
currents. EIS, in addition to tr-KPFM, provides conduction information when impedance 
is relatively high. This study highlighted the importance of combining multiple 
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experimental approaches in electrochemical characterization of materials, which is a major 
advantage of energy discovery platforms.  
The ionic dynamics study of NC and Y-BZO presented in this thesis demonstrate 
the feasibility of energy discovery platform. The application of such platforms, however, 
reaches far beyond this thesis. The wide functionality of functional materials is achieved 
though the understanding of the fundamental physical and chemical phenomena and their 
interactions (Figure 8-4). In the miniaturized devices, these phenomena are often 
intertwined, strongly limiting the fundamental understanding of their mechanisms. Energy 
discovery platforms take advantage of nanofabrication techniques, where device material 
and chemical gradient can be controlled as needed. Through the use of micro-Raman 
spectroscopy and SPM including tr-KPFM, piezo-response force microscopy (PFM), 
scanning impedance microscopy (SIM) and current-AFM, the local physical properties 
such as strain, and electric field can be excited and measured. The direct probing and 
correlation of these phenomena in the unprecedented resolution will enable a range of new 
discoveries and applications.  
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Figure 8-4 – Schematic of the coupling between chemical potential μ, electric field E, 
magnetic field H and stress σ.229   
To further the application of energy discovery platforms, it is also suggested to 
integrate in-situ structural and compositional characterization into the platform. In the 
current study, although atomic resolution characterization including STEM, EELS and 
APT were performed, they were characterized separately on a different sample. They 
provided quantitative information regarding the lattice distortion and local composition at 
the atomic scale, but had potential challenges in correlating the structural and 
compositional information with the transport information due to sample-to-sample 
variation.  
To enable such application, a special in-situ platform design compatible with 
STEM-EELS characterization is proposed as follows: 
1. Thin film deposition of the materials of interest on Si/Si3N4 substrate, with 
electrodes deposited on top for biasing the material. There are several 
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commercial chips available for basic application of in-situ STEM. However, for 
more complicated applications, specific design and fabrication should be used.  
2. Backside etching of silicon wafer using wet etching. Amorphous Si3N4 
performs as etch stop, and is transparent under STEM.  
This new design, when successful, will allow STEM-EELS techniques performed 
on the same (functional) material in addition to the tools already available such as SPM. It 
is envisioned to provide fundamental understanding of structure-property relationship on 
the nanometer to atomic scale. It is expected to be broadly applicable to a wide range of 
functional materials, including ferroelectric and flexoelectric materials, solid oxide 
electrolytes and battery components, where atomic scale structure and composition is 
crucial for their applications.  
With the energy discovery platforms, some of the future research is proposed: 
8.2.2.1 Transport study via controlled lattice strain 
Recent studies have shown that helium implantation offers an entirely new pathway 
for strain engineering of perovskite thin films. For example, the oxygen octahedral 
distortions can be tailored continuously by helium dosage.230 The out-of-plane lattice 
constant is also controllable by helium dosage without changing in-plane lattice constant 
in La0.7Sr0.3MnO3.
231 The induced lattice distortion or strain by helium implantation is 
proven to be reversible through annealing.  
Concluded from the present study, the lattice distortion and strain had significant 
contribution on the proton transport properties. However, the measurements were 
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performed on multiple samples for the comparison. Although they are prepared under 
controlled variables, there is potential risk of having other contributing factors such as 
defects and compositional variability between different samples, hindering the 
fundamental understanding of materials properties.  
To eliminate such uncertainties, it is proposed to use free-standing membrane 
design for proton conduction properties study, where only one sample is needed, with a 
number of assigned areas for a variety of helium dosage. According to CHAPTER 6, the 
formation of B-site lattice distortion causes higher energy barrier for proton transport. 
Therefore, in the proposed study, we expect a similar but more meaningful trend, which is 
a gradual decrease in proton conduction with increasing helium dosage. This study is 
envisioned to not only confirm what we had obtained in the current study, but also to 
directly correlate the lattice structure with the conduction property on the same region, 
which is otherwise impossible. In addition, it can be readily applied to many other materials 
and applications due to the rather simple implementation (one sample instead of multiple 
deposition, and one for each characterization techniques). 
As for detailed plan, firstly, STEM and tr-KPFM are performed on the whole 
sample, to obtain the lattice distortion and transport properties as a baseline. Then the thin 
film can be separated into multiple areas to be implanted with a variety of helium ion 
dosage. Both STEM and tr-KPFM provide nanometer-resolution that are able to identify 
each implanted area, and record the change of structure and transport properties. With this 
one-to-one correspondence of structure-property relationship, the effect of ion-induced 
lattice distortion can be obtained, which is expected to solely due to the helium induced 
lattice distortion. What is more, a third measurement can be performed after annealing as 
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a reference, when the distortion is fully relaxed and should be similar to the data before 
helium implantation.  
This study, through strain engineering and in-situ strain observation, well provide 
much deeper insight into the strain induced transport modification.  
8.2.2.2 Bias effect on lattice distortion and properties  
With externally applied bias, the lattice structure and electrochemical reactivity are 
subject to change. For example, a recent study has revealed an increase of membrane strain 
with increasing applied bias in ceria thin films, and such increase in strain correlates with 
an increase in activation energy for oxygen conduction.232 However, the spatially resolved 
electrochemical reactivity and impedance information on the nanometer scale is not 
available in most of the previous studies, and the direct correlation between such 
information with atomic scale structure and composition is not yet established.  
With the versatile design and easy fabrication of energy discovery platforms, we 
expect to have a systematical understanding of the effect of bias on the local 
electrochemical properties on the nanoscale, and structural and compositional information 
on the atomic scale. When successful, a specially resolved strain mapping that correspond 
to the conductivity or electrochemical reactivity mapping of the same location will be 
obtained, and we expect a positive correlation between the applied electric field and lattice 
strain. The increase of lattice strain is expected to cause a drop of local conductivity due to 
the trapping effect, and cause stronger electrochemical or catalytic reactivity, due to 
stronger charge imbalance.  
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Specifically, different types of electrodes can be deposited onto the thin film 
membranes, creating a wide range of electric field applied to the material. Figure 8-5 shows 
two examples of electrodes design. Electrodes 1 and 3 are facing each other, for applying 
external bias. Electrodes 2 and 4 can be used for EIS measurement. Figure 8-5a illustrates 
a design of tip electrodes that can create strong electric field at the tip area. Figure 8-5b has 
parallel electrodes design that provide uniform electric field all over the sample. When 
external bias is applied, multiple SPM based techniques such as current-AFM and 
electrochemical strain microscopy (ESM) can be utilized to identify the electrochemical 
reactivity locally, and correlates with the electric field or electric field gradience. With 
implementation of in-situ STEM on the energy discovery platforms, the atomic resolution 
lattice strain mapping can be monitored while applying a series of external bias on the 
electrodes.  
 
Figure 8-5 – Schematic of two electrode designs on material of interest.  
8.2.3 Effects of Grain Size and Lotgering Factor 
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In this thesis, a variety of NC thin films with different microstructures were 
prepared, and the structure-property relationship was obtained by correlating the structural 
parameters and the ionic dynamics parameters, including charge injection rate S and proton 
diffusivity D. It was proposed that at low temperature and high humidity, S and D were 
mainly dependent on the surface roughness: a rougher surface condensed more water, 
leading to a stronger electrochemical reaction at TPB and larger diffusivity along the 
surface. On the contrary, at high temperature and dry conditions, S was negatively 
correlated with the grain size, and D was positively correlated with Lotgering factor of 
{111} direction.  
However, other correlations, such as between S and {111} Lotgering factor, or D 
with grain size, might have been under-shadowed by outliers. The 700HV sample, for 
example, might offer the exceptionally high diffusivity due to additional proton diffusion 
pathways through large and deep cracks present in this sample (Figure 5-1c). To evaluate 
the significance of large and deep cracks in 700HV sample, it is recommended to use a 
more complete set of NC samples, with and without surface cracks. PLD processing 
parameters, such as substrate temperature and deposition pressure, can be modified in order 
to change microstructure and density of surface cracks. With such information, the 
governing structural factors on ionic dynamics at high temperature and dry condition can 
be further elucidated.   
8.2.4 Fast Proton Conduction in K-BZO 
In this work, we found that the activation energy for proton transport in Y-BZO 
was positively correlated with lattice distortion, which originated from increased presence 
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of Y-Y clusters. Therefore, there is a trade-off effect of dopant concentration: on one hand, 
higher dopant concentration increases oxygen vacancy density and thus the total available 
proton concentration for transport; on the other hand, higher dopant concentration can 
result in dopant clusters and trap protons, hindering their transport. In Y-BZO, the dopant 
atom is surrounded by an octahedron of oxygen ions. Due to the mismatch in size between 
Y and Zr ions, the octahedron is easily tilted and the lattice distorted. On the other hand, in 
A-site doped BZO structure such as K doped BZO and Na doped BZO, the dopant is 
surrounded by 12 oxygen atoms, forming a much larger cage that can accommodate a larger 
dopant with major lattice distortions. A-site doped BZO is, therefore, expected to be a 
possible solution for fast proton transport materials.  
It is thus suggested to prepare A-site doped BZO. K-BZO is proposed as a starting 
material, due to a similar atomic size between K+ (1.64 Å) and Ba2+ (1.61 Å) and thus a 
smaller lattice distortion. The distortion analysis via STEM and tr-KPFM can be used to 
identify lattice distortion and activation energy for proton transport. If the positive 
correlation between lattice distortion and activation energy in Y-BZO study holds true for 
other materials, we would expect to see a lower activation energy for proton transport in 
K-BZO compared to Y-BZO, due to smaller lattice distortion and thus a decreased trapping 
effect of dopant cluster.  
8.3 Concluding Remarks 
In this study, energy discovery platforms, a microfabricated lattice devices that 
enable multiple in-situ microscopy, spectroscopy and functional characterization 
techniques are developed, which dig into intertwined physical and electrochemical 
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properties and correlations on the nanoscale and atomic scale. The obtained comprehensive 
structure-properties relationship of NC and Y-BZO not only showcases the feasibility of 
energy discovery platforms in complex ionic dynamics study, but also facilitate material 
and device design with better performance and reliability. It is no doubt that with further 
development of energy discovery platforms, they can exhibit far more potential in the 
fundamental study of functional materials.  
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