Algorithms for Heavy-Tailed Statistics: Regression, Covariance
  Estimation, and Beyond by Cherapanamjeri, Yeshwanth et al.
ar
X
iv
:1
91
2.
11
07
1v
1 
 [m
ath
.ST
]  
23
 D
ec
 20
19
Algorithms for Heavy-Tailed Statistics: Regression, Covariance
Estimation, and Beyond
Yeshwanth Cherapanamjeri∗ Samuel B. Hopkins† Tarun Kathuria‡
Prasad Raghavendra§ Nilesh Tripuraneni¶
December 25, 2019
Abstract
We study polynomial-time algorithms for linear regression and covariance estimation in the
absence of strong (Gaussian) assumptions on the underlying distributions of samples, making
assumptions instead about only finitely-many moments. We focus on how many samples are
required to perform estimation and regression with high accuracy and exponentially-good success
probability in the face of heavy-tailed data.
For covariance estimation, linear regression, and several other problems in high-dimensional
statistics, estimators have recently been constructed whose sample complexities and rates of
statistical error match what is possible when the underlying distribution is Gaussian, but known
algorithms for these estimators require exponential time [MZ18, LM16]. We narrow the gap
between the Gaussian and heavy-tailed settings for polynomial-time estimators with:
• a polynomial-time estimator which takes n samples from a d-dimensional random vector
X with covariance Σ and produces Σˆ such that in spectral norm ‖Σˆ−Σ‖2 ≤ O˜(d3/4/√n)
w.p. 1 − 2−d. Here the information-theoretically optimal error bound is O˜(√d/n), while
previous approaches to polynomial-time algorithms were stuck at O˜(d/
√
n).
• a polynomial-time algorithm which takes n samples (Xi, Yi) where Yi = 〈u,Xi〉+ εi where
both X and ε have a constant number of bounded moments and produces uˆ such that
the loss ‖u− uˆ‖2 ≤ O(d/n) w.p. 1− 2−d for any n ≥ d3/2 poly log(d). This (information-
theoretically optimal) error is achieved by inefficient algorithms for any n ≫ d, while
previous approaches to polynomial-time algorithms suffer loss Ω(d2/n) and require n≫ d2.
Our algorithms make crucial use of degree-8 sum-of-squares semidefinite programs. Both
apply to any X which has constantly-many certifiably hypercontractive moments. We offer
preliminary evidence that improving on these rates of error in polynomial time is not possible in
the median of means framework our algorithms employ. Our work introduces new techniques to
high-probability estimation, and suggests numerous new algorithmic questions in the following
vein: when is it computationally feasible to do statistics in high dimensions with Gaussian-style
errors when data is far from Gaussian?
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1 Introduction
Much work in theoretical computer science on algorithms for high-dimensional learning and statistics
focuses on the dependence of rates of error (in estimation, regression, PAC learning, etc.) on the
number of samples n given to a learning/regression/estimation algorithm and the dimension/number
of features d of those samples. In statistics it is also of fundamental importance to understand the
dependence on the level of confidence 1−δ – predictions and estimates made from samples are most
useful if they come with small confidence intervals. Classical estimators for elementary estimation
and regression problems often have error rates r(n, d, δ) with far-from-optimal dependence on δ
unless strong assumptions are made on the underlying distribution of samples. In this work, we study
algorithms for high-dimensional statistics without strong (sub-Gaussian) assumptions, focusing on
achieving small errors with high probability in polynomial time.
Consider a prototypical estimation problem: the goal is to take independent samples
X1, . . . ,Xn ∼∼ pθ, where pθ is a member of a family of d-dimensional probability distributions
indexed by parameters θ and find θˆ such that ‖θ − θˆ‖ ≤ r with probability 1 − δ for some norm
‖ · ‖ and some rate r(n, d, δ). If we make only a weak assumption on pθ – e.g. that it has a small
number of finite moments – then the rates r(n, d, δ) achieved by classical approaches are typically
exponentially-far from optimal with respect to δ (i.e. r(n, d, δ) scales like 1/poly(δ) rather than
log(1/δ)).
Since at least the 1980s it has been known that in low-dimensional settings (e.g. d = 1) there are
estimators for basic problems like estimating the mean which achieve rates r(n, δ) whose dependence
on δ under such weak assumptions is comparable to that of classical estimators (the empirical mean)
under (sub)-Gaussian assumptions (up to constants). For instance, the median of means estimator
of the mean achieves the same r(n, δ) as the empirical mean does in the Gaussian setting but
assuming only that pθ has finite variance [AMS99a, JVV86, NY83b]. This immediately proved
useful in streaming algorithms [AMS99a].
Achieving similar guarantees for large dimensions d is much more challenging, even without
asking for computationally-efficient algorithms. A series of exciting developments in the last decade
in statistics, however, constructs estimators with r(n, d, δ) matching the rates achievable in the
Gaussian case by classical approaches but with much weaker assumptions. Such estimators are now
known for high dimensional mean estimation, covariance estimation, (sparse) linear regression, and
more [LM19b]. Unlike their one-dimensional counterparts and classical approaches, however, naive
algorithms to compute this new generation of optimal estimators take time exponential in n, d, or
both. This suggests a key question applying to a wide range of estimation, regression, and learning
problems:
Are there efficiently computable estimators achieving optimal r(n, d, δ) under weak as-
sumptions (like finitely-many bounded moments) on underlying data?
Recent work in algorithms shows that such optimal and computationally efficient estimators do
exist for the problem of estimating the mean of a random vector X under only the assumption that
X has finite covariance [Hop18a, CFB19]. The resulting algorithms, however, are heavily tailored
to estimating the mean in ℓ2; although they introduce useful techniques, it is unclear whether they
suggest any broader answers to the above.
In this work we tackle covariance estimation and linear regression with these goals in mind. We
contribute new algorithms for both problems whose error rates r(n, d, δ) improve by poly(d, log(1/δ))
factors on the previous best polynomial-time algorithms when the underlying data is drawn from
a distribution with only finitely-many bounded moments. Unlike the situation in mean estimation,
however, our estimators do not achieve information-theoretically optimal error rates. We offer
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evidence (by constructing certain moment-matching distributions) that no efficient algorithm using
the median-of-means approach we use here can significantly improve on rates achieved by our
algorithms. This suggests the possibility that the computational landscape for covariance estimation
and regression is more complicated than for mean estimation: in particular, it could be that these
problems suffer from a novel kind of tradeoff between computational efficiency and error rate in the
small δ regime. (By contrast in the regime δ = Ω(1) classical estimators typically have r(n, d, δ)
which is information-theoretically optimal with respect to n, d and are also efficiently computable.)
Whether there is indeed such a tradeoff is a fascinating open question.
WhyWeak Assumptions? We study polynomial-time algorithms for high-dimensional statistics
under weak assumptions on underlying data. Both linear regression and covariance estimation
boast well-studied and computationally-efficient algorithms which achieve statistically optimal rates
r(n, d, δ) with respect to both n and δ under (sub)-Gaussian assumptions on X (and ε): ordinary
least squares regression and the empirical covariance, respectively. These estimators are among
the oldest in statistics: Gauss and Legendre both studied the least-squares estimator for linear
regression around 1800 [Wik19b] and study of the empirical covariance dates at least to Pearson’s
invention of principal component analysis [Pea01].
However, data cannot assumed to be Gaussian in every situation. In this paper we only as-
sume boundedness conditions on a small number of moments of a random vector X (generally 8th
moments). Under such assumptions, the error rates of the empirical covariance and ordinary least
squares grow polynomially in 1/δ, while optimal error rates are logarithmic in 1/δ. Beyond allowing
us to address basic questions about which error rates are achievable in polynomial time, working un-
der weak assumptions makes our algorithms potentially useful in a variety of settings where classical
estimators break down.
First, our algorithms are useful in statistical settings involving heavy-tailed data – data drawn
from distributions with only a finite number of bounded moments. Large networks, for instance, are
well known to generate heavy-tailed data, often following a power law distribution. Other common
heavy-tailed distributions in statistics include the Student’s t distribution, and the Log-Normal
distribution – the latter describes a number of real-world phenomena, such as the distribution of
English sentence lengths, the distribution of elements in the Earth’s crust, the distribution of species’
abundances, and more [Wik19c]. Even when data are not known to follow a particular heavy-tailed
distribution, the conservative statistician may wish to avoid a Gaussian assumption if also lacking
good reason to believe that the underlying population is Gaussian-distributed.
Second, it is often convenient to use algorithmic primitives for basic tasks like covariance esti-
mation and regression as parts of more sophisticated algorithms. Algorithms for the complicated
high-dimensional statistics problems often studied in theoretical machine learning can have many
moving parts. In such situations, the samples X1, . . . ,Xn may themselves be the output of a com-
plex random process or another “upstream” algorithm. This can make it it difficult or impossible to
guarantee that X1, . . . ,Xn satisfy sub-Gaussian concentration properties, but it can be much easier
to establish that the outputs of such upstream algorithms satisfy the kind of weak finite-moment
bounds required by our algorithms. Indeed, one of the first uses of the median of means technique
we employ here (for estimation of frequency moments in a streaming setting) was for exactly this
purpose [AMS99b].
1.1 Results
“Nice” distributions Since the main goal of our work is to achieve Gaussian-style error bounds
while avoiding Gaussian assumptions in high-dimensional parameter estimation, before we lay out
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our results, we must describe the class of distributions to which they apply. Obtaining Gaussian-
style error rates does require some assumptions on the underlying random variables, for information-
theoretic reasons – typically the existence of 2nd moments is a minimal requirement [C+12]. (For
covariance estimation this becomes 4th moments of a random vector X, which are the 2nd moments
of the random matrix XX⊤.)
In this paper we make an assumption called certifiable hypercontractivity: we assume that as a
polynomial in variables u = (u1, . . . , ud),
O(1) · (E〈X,u〉2)4 − E〈X,u〉8 .
is a sum of squares.1 This in particular implies the more standard 8th moment bound E〈X,u〉2 ≤
O(E〈X,u〉8)1/4. We often call (2, 8) certifiably-hypercontractive distributions nice. We emphasize
that niceness is an “infinite-sample” assumption: it concerns population moments EX⊗8.
Certifiable hypercontractivity holds for numerous interesting heavy-tailed distributions for which
previous polynomial-time algorithms could not have achieved Gaussian-style error guarantees. For
instance, any product of univariate distributions with bounded 8-th moments, and any linear trans-
formation thereof (in particular for multivariate t-distributions) is certifiably hypercontractive. In
fact, the certifiable hypercontractivity assumption has been shown to hold for any distribution whose
8-th moments match those of some strongly log-concave distribution [KSS18] (even if, say, 9th mo-
ments do not exist). The certifiable hypercontractivity assumption also underlies recent results in
on polynomial-time high-dimensional clustering of mixture models and several robust parameter
estimation problems [KSS18, HL18, KKM18].
1.1.1 Covariance Estimation
Covariance estimation is the following simple problem. Given samples X1, . . . ,Xn from a d-
dimensional random vector with covariance Σ, find Σˆ with the smallest possible spectral norm error
‖Σˆ − Σ‖2. For simplicity, let us focus for now on the setting that TrΣ ≤ O(d) and ‖Σ‖2 ≤ O(1)
and δ = 2−d. (Our main theorem for covariance estimation handles the case of general Σ and δ.)
We also assume throughout that EX = 0; otherwise one may replace X with (X−X ′)/√2 for pairs
of independent samples X,X ′ without affecting the covariance and losing only a factor of 2 in the
sample complexity.
Consider the Gaussian setting X ∼ N (0,Σ). In this case, classical results offer the following type
of concentration bound for the empirical covariance Σ = 1n
∑
i≤nXiX
⊤
i of n independent samples:
for a universal constant C,
P
(∥∥Σ− Σ∥∥
2
≥ C
(√
d
n
+ t
))
≤ exp(−t2n) . (1.1)
(This bound becomes meaningful only when n ≥ d.) Note that by Eq. (1.1), ∥∥Σ− Σ∥∥
2
≤ O(√d/n)
with probability 1− 2−d.
Recent work by Mendelson and Zhivotovskiy [MZ18], building on earlier works by Lugosi and
Mendelson [LM18a] shows that there is an estimator Σˆ for the covariance Σ which matches this
error guarantee under only the assumption that X has hypercontractive 4-th moments. (In all the
following informal theorem statements we assume TrΣ ≤ O(d), ‖Σ‖2 ≤ O(1).)
1Our algorithms also work if instead the inequality E〈X,u〉8 ≤ (E〈X,u〉2)4 has an SoS proof of higher degree, at
a commensurate cost in running time to allow for higher-degree SoS relaxations.
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Theorem 1.1 ([MZ18]). There is an estimator Σˆ = Σˆ(X1, . . . ,Xn) which given n independent
samples from a random variable X with covariance Σ and which is (2, 4)-hypercontractive has the
guarantee ∥∥∥Σˆ− Σ∥∥∥
2
≤ O
(√
d log d
n
)
with probability at least 1− 2−d .
Up to logarithmic factors, this rate of error is information-theoretically optimal, but no algorithm
is known which achieves this guarantee in polynomial time. Prior to this work, the strongest result
known for polynomial-time algorithms was weaker by a poly(d) factor:
Theorem 1.2 ([MW18]). Under the same hypotheses as Theorem 1.1 there is a polynomial-time
algorithm which finds Σˆ such that ‖Σˆ − Σ‖2 ≤ O(d/
√
n) with probability at least 1− 2−d.
Our main result for covariance estimation in the setting TrΣ ≈ d, ‖Σ‖ ≈ 1 is the following. (For
other parameter regimes see Theorem 4.1.)
Theorem 1.3 (Main theorem on covariance estimation, informal – see Theorem 4.1). There is an
algorithm with running time poly(n, d) which when given n i.i.d. samples X1, . . . ,Xn from a nice
random vector X in d dimensions returns an estimate Σˆ of the covariance Σ of X such that
∥∥∥Σˆ− Σ∥∥∥
2
≤ O˜
(
d3/4√
n
)
with probability at least 1− 2−d .
Here O˜(·) hides logarithmic factors in the dimension d.
The general statement of our main theorem (Theorem 4.1) obtains an error rate which avoids
explicit dependence on the ambient dimension d (except for logarithmic factors); instead, it depends
only on the "effective" rank r(Σ) = Tr(Σ)‖Σ‖2 ≤ d and the operator norm ‖Σ‖2. Thus if X lies in or
near a low-dimensional subspace, our algorithm exploits this additional structure to estimate Σ with
fewer samples.
Finally, we note that our algorithm assumes access to a small number of additional parameters:
bounds on TrΣ, ‖Σ‖2, and (as with all the algorithms described in this paper beyond empirical
averages) in the case of general confidence levels 1 − δ it depends on the value of δ. The latter
dependence is intrinsic: it is not information-theoretically possible to obtain Gaussian-style error
rates in the heavy-tailed setting with estimators which do not depend on δ [C+12]. We expect that
techniques similar to those of [MZ18] can avoid the dependence on TrΣ, ‖Σ‖2 by estimating them
from samples.
The improvement from d/
√
n to d3/4/
√
n moves the algorithmic state of the art for covariance
estimation closer to information-theoretic optimality. Of course the possibility of an information-
theoretically optimal covariance estimation algorithm is tantalizing, but just as interesting from a
complexity viewpoint is the possibility that d3/4/
√
n cannot be improved upon in polynomial time.
In Section 1.1.4 we discuss evidence in this direction.
1.1.2 Linear Regression
We study the following classical linear regression problem. Let f∗ : Rd → R be a linear function –
that is f∗(x) = 〈f∗, x〉 for some vector f∗ ∈ Rd. Let X be a d-dimensional mean-zero random vector,
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and let ε be an R-valued random variable with E ε = 0. To avoid a preponderance of parameters,
in this paper we focus on the case that EXX⊤ = Id and E ε2 = 1.2
The goal is to take n independent samples of the form (Xi, Yi), where Yi = f
∗(Xi) + εi, and
find a linear function fˆ such that ‖f∗ − fˆ‖ is as small as possible. Here the norm ‖f∗ − fˆ‖ is the
2-norm induced by X; that is, (E(f∗(X) − fˆ(X))2)1/2. However, since we assume EXX⊤ = Id,
this is identical to the Euclidean norm of f∗ − fˆ considered as a vector of coefficients.
In most respects the situation for linear regression is similar to that for covariance estimation.
The classical algorithm is empirical risk minimization, also known in this setting as ordinary least
squares regression (OLS). The algorithm is simple: given (X1, Y1), . . . , (Xn, Yn), output fˆ which
minimizes the empirical loss Ei∼[n](f(Xi)− Yi)2. This minimization problem is convex, so fˆ can be
obtained in polynomial time; it also admits a closed-form linear-algebraic solution.
Analogously to the empirical covariance in the previous section, when X and ε are Gaussian,
OLS achieves small error with high probability. Concretely, one has the following:3
‖fˆOLS − f∗‖2 ≤ O
(
d
n
)
with probability 1− 2−d so long as n≫ d .
We focus for now on the setting of regression with confidence 1− 2−d: this regime provides a useful
litmus test because it is the highest probability for which the O(d/n) guarantee holds for OLS. When
X or ε has only a finite number of bounded moments, the error bound on ‖fˆOLS − f∗‖ degrades
badly, becoming exponential in d for confidence 1− 2−d.
Recent work by Lugosi and Mendelson [LM16] shows that a guarantee matching that of OLS in
the Gaussian setting is possible without Gaussian assumptions. Concretely we have the following:
Theorem 1.4 ([LM16], informal). There exists an (exponential-time) estimator fˆ which given
n independent samples (X1, Y1), . . . , (Xn, Yn) where Y = f
∗(X) + ε, EXX⊤ = Id, X is (2, 4)-
hypercontractive, and E ε2 = 1, has4
∥∥∥fˆ − f∥∥∥2 ≤ O(d
n
)
with probability 1− 2−d so long as n≫ d .
Once again, the state of the art for polynomial-time algorithms is somewhat worse (though still
far better than OLS). Until this paper, the polynomial-time algorithm with smallest error guarantees
in the 1− 2−d probability regime were achieved by an algorithm of [HS16b].
Theorem 1.5 ([HS16b], informal). There is a polynomial-time algorithm which computes an esti-
mator fˆ which given n i.i.d. samples (Xi, Yi) where X is (2, 4 + δ)-hypercontractive for some δ > 0
and Y = f∗(X) + ε for some linear function f∗ for a random variable ε with E ε = 0 and E ε2 = 1
achieves ∥∥∥fˆ − f∥∥∥2 ≤ O(d2
n
)
with probability 1− 2−d so long as n≫ d2 .
2It is trivial to show that our results also work if E ε2 = σ2, with appropriate dependence of the error rates on σ.
We also believe that our techniques will be useful in designing algorithms which achieve small error E(fˆ(X)−f∗(X))2
when EXX⊤ = Σ for general Σ, but we defer this challenge to future work. If X is not mean zero then it can be
replaced with X −X ′ for pairs of samples X,X ′, so this assumption is without loss of generality.
3It is traditional here to state bounds on ‖fˆ − f‖2 rather than ‖fˆ − f‖; note that the bound O(d/n) represents
the so-called fast rate for regression – in this paper we are exclusively concerned with fast rates, rather than the slow
rate O(
√
d/n).)
4The results of [LM16] apply to a wide variety of convex function classes rather than just linear regression; we
state here the special case for linear regression.
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Note that the error guarantees of Theorem 1.5 are weaker than what is information-theoretically
possible (Theorem 1.4) in two key ways: first of all, the error scales with d2 rather than with d, and
second, the error rate does not kick in until n ≫ d2. Our main theorem on regression completely
fixes the first problem and partially fixes on the second (but does not reach information-theoretic
optimality), for nice X.
Theorem 1.6 (Main theorem on linear regression, informal – see Theorem 5.1). There is an al-
gorithm with running time poly(n, d) with the following guarantees. Suppose X is nice, ε is a
univariate random variable with E ε2 = 1 and E ε = 0, and f∗ is a linear function. Given n i.i.d.
samples (Xi, Yi) of the form Yi = f
∗(Xi) + εi, the algorithm finds a linear function fˆ such that∥∥∥fˆ − f∗∥∥∥2 ≤ O(d
n
)
with probability 1− 2−d so long as n≫ d3/2 · (log d)O(1) .
Our main result (and all the prior work) gracefully tolerates confidence levels other than 1−2−d;
see Theorem 5.1 for details.
1.1.3 Faster algorithms for mean estimation in general norms
Our final algorithmic result concerns the problem of estimating the mean of a random vector X on
R
d with respect to an arbitrary norm ‖·‖. Our starting point is the following theorem of Lugosi and
Mendelson which constructs an estimator of the mean with respect to any norm ‖ · ‖ on Rd. In such
a general setting the question of information-theoretic optimality is somewhat murky. Nonetheless,
for many natural norms (ℓ2 and spectral norm, for instance) one may see that the guarantees of
their estimator match those of the empirical mean in the Gaussian setting. We refer the reader to
[LM18a] for further interpretation of the guarantees of the following theorem.
Theorem 1.7 ([LM18a], informal, Id-covariance case). For every n, d ∈ N and δ > 2−n and norm
‖ · ‖ on Rd there is an estimator with the following guarantee. Given n i.i.d. samples X1, . . . ,Xn
of a random vector X with mean µ and covariance Id, it finds µˆ such that
‖µ− µˆ‖ ≤ 1√
n
· O

E
∥∥∥∥∥∥
∑
i≤n
σiXi
∥∥∥∥∥∥+R
√
log(1/δ)

 with probability at least 1− δ
where σ1, . . . , σn ∼ {±1} are independent signs and R = sup‖x‖∗=1 ‖x‖2 is the norm-equivalence
constant between the dual norm ‖ · ‖∗ and ℓ2. Note that the first term is essentially the expected
error achieved by the empirical mean for the norm ‖ · ‖, and in particular is independent of δ, while
the second term determines the decay of the bound as δ becomes small.5
The naive algorithm to compute the estimator µˆ from Theorem 1.7 requires brute-force search
for a point in a non-convex set in d dimensions, taking exp(Ω(d)) time. We slightly modify the
estimator from Theorem 1.7 and show that subject to a mild computational assumption on the
norm ‖ · ‖ it can be computed by an algorithm whose running time is exponential only in log(1/δ)
rather than in d.
Theorem 1.8 (Informal, Id-covariance case, see Theorem 6.1). With the same setting and guar-
antees as Theorem 1.7, under the additional assumption that there is a polynomial-time separation
oracle for the dual ball of ‖ · ‖, there is an algorithm to compute µˆ in time poly(n, d, 1/δ).
5In [LM18a] this theorem is stated with an extra term in the error guarantee (which is typically dominated by the
first term); we provide a simplified proof which also shows that the additional term is unnecessary.
6
1.1.4 Roadblock to Improved Error Rates: Single-Spike Block Mixtures
Our main results on covariance estimation and linear regression (Theorems 1.3 and 1.6) push the
state of the art in terms of error rates achievable for heavy-tailed statistics in polynomial time, but
they do not achieve information-theoretic optimality. Our covariance estimation algorithm in the
setting of TrΣ ≤ O(d), ‖Σ‖2 ≤ O(1) achieves error ‖Σˆ − Σ‖2 ≤ O˜(d3/4/
√
n), while in exponential
time it is possible to achieve O˜(
√
d/n). (Similarly, our linear regression algorithm requires n≫ d3/2
rather than n≫ d.)
It is a fascinating open problem to understand whether these gaps can be closed. We offer here
some evidence that this is unlikely to be possible with techniques in the present paper. We focus
on covariance estimation – the relation to linear regression is more subtle (see Section 7). The key
subroutine in our covariance estimation algorithm is an algorithm for the following problem:
Problem 1.9 (Find high-variance direction). Given Σ1, . . . ,Σd ∈ Rd×d, with Σi  0, find a unit
vector x ∈ Rd such that 〈x,Σix〉 ≥ r for at least d/4 matrices Σi, or certify that none exists.
In fact, Problem 1.9 must be solved when Σ1, . . . ,Σd are empirical covariance matrices by any
algorithm performing covariance estimation using the median-of-means framework, which is the
dominant approach in constructing high-dimensional estimators with optimal r(n, d, δ) (even ig-
noring running time considerations). It will have to wait until Section 1.2 to see in more detail
why an algorithm solving Problem 1.9 is useful for covariance estimation. For now, let us note
that our subroutine solves Problem 1.9 when Σi is the empirical covariance of n/d samples from
the heavy-tailed distribution whose covariance we are estimating, and the Σi’s are all independent.
Problem 1.9 gets easier as r gets larger, but it turns out that the value of r for which we can solve
it translates directly to the error rate of our covariance estimation algorithm. Summarizing: in the
case of estimating the covariance Σ of a random variable X with TrΣ ≈ d, ‖Σ‖2 ≈ 1, our key sub-
routine solves Problem 1.9 with Σi being the empirical covariance of n/d of the samples X1, . . . ,Xn
and r ≤ O˜(d3/4/√n).
Improving the error rates of our algorithm (or any other median-of-means-based algorithm)
would thus seem to require solving Problem 1.9 with smaller r. To investigate whether this may
be possible in polynomial time, we consider an easier variant, which we call the single-spike block
mixtures problem. It is easier in two respects: it is a decision problem rather than a search problem,
and the underlying random variable X is distributed in a known, Gaussian fashion. (Note that it
appears no longer relevant that we were initially interested in heavy-tailed random vectors – we
believe computational hardness for Problem 1.9 appears even when Σi’s are empirical covariances
formed from Gaussian samples.)
Definition 1.10 (Single-Spike Block Mixtures). Let d,m ∈ N and 1 > λ > 0. In the single-spike
block mixtures testing problem the goal is to distinguish, given vectors y1, . . . , ymd ∈ Rd, between
the following two cases:
null: y1, . . . , ymd ∼ N (0, Id) i.i.d.
planted: First x ∼ {±1/√d}d and s1, . . . , sd ∼ {±1}. Then, y1, . . . , ym ∼ N (0, Id + s1λxx⊤)
and ym+1, . . . , y2m ∼ N (0,+s2λxx⊤), and so forth. That is, each block of vectors
yim, . . . , y(i+1)m−1 has either slightly larger variance in the x direction (if si = 1) or slightly
lesser variance (if si = −1) than they would in the null case.
It turns out that so long as λ ≫ 1/√m = √d/n (where n = md) it is possible to distinguish
null from planted in exponential time. (This is closely related to the fact that heavy-tailed
mean estimation can be solved with error rate O˜(
√
d/n).) But what about polynomial time? A
consequence of our main subroutine is the following theorem:
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Theorem 1.11 (Informal). If λ ≥ (d3/4/√n) poly log(d,m) then there is a polynomial-time algo-
rithm which distinguishes null from planted with high probability.
We make the following conjecture regarding optimality of this algorithm.
Conjecture 1.12. If λ ≤ d3/4−Ω(1)/√n then no polynomial time algorithm solves the single-spike
block mixture problem.
In support of Conjecture 1.12, we prove a lower bound against a certain class of restricted
algorithms, called low degree tests. A degree-D test is a function f : Rd×md → R such that
as a polynomial deg f ≤ D and EY=y1,...,ymd∼null f(Y ) = 0. We say the test is successful if
EY∼planted f(Y )/(EY∼null f(Y )2)1/2 →∞ as d,m→∞.
While such low degree tests (for D relatively small – say at most (md)o(1)) would seem to be a
quite restrictive model compared to the class of all polynomial time algorithms, it turns out that
the existence of a successful low degree test solving a hypothesis testing problem is a remarkably
accurate predictor for the existence of any polynomial time algorithm. For instance, successful low
degree tests (of logarithmic degree) appear exactly at the predicted computational thresholds for the
planted clique problem (clique size Ω(
√
n)), the random 3-SAT problem ((number of variables)3/2)
clauses), the k-community stochastic block model (the Kesten-Stigum threshold), the sparse PCA
problem (the k2 sample threshold) and beyond. Lower bounds on low degree tests are technically
distinct from but conceptually similar to statistical query lower bounds. They are also closely
related to the pseudocalibration technique for proving lower bounds against SoS algorithms. For
further discussion, see [Hop18b, KWB19].
We rule out the existence of successful low degree tests for D = (md)o(1) when λ ≤ d3/4−Ω(1)/√n.
Obtaining an impossibility result for such large D is relatively strong: in this low-degree test model
the typical proxy for polynomial time is D of degree logarithmic in the input size (in this case md2).
Theorem 1.13 (Informal, see Theorem 7.6). If λ ≤ d3/4−Ω(1)/√n then there is no successful degree
(md)o(1) test for the single-spike block mixtures problem.
1.2 Techniques
For purposes of this technical overview, we focus on covariance estimation. Our algorithm for linear
regression employs broadly similar ideas.
The median of means framework Let us first explain the basic median-of-means trick in
one dimension. Consider the problem of estimating the mean µ ∈ R of a one-dimensional random
variable X from independent samples, and suppose E(X−µ)2 ≤ 1, but make no further assumptions
on X. In this setting, the empirical mean µ =
∑n
i=1Xi of n independent samples has P(|µ − µ| >
t) ≤ 1/t2n by Chebyshev’s inequality, and no tighter bound is possible. By contrast, if X were
Gaussian, we would have the exponentially-better bound P(|µ− µ| > t) ≤ exp(−t2n).
The simplest median-of-means trick offers a family of estimators µˆδ for each δ ≥ 2−0.01n such
that P(|µˆδ − µ| > 100
√
log(1/δ)/n) ≤ δ. First we place X1, . . . ,Xn into Θ(log(1/δ)) equal-size
buckets. In each bucket i ≤ Θ(log(1/δ)) we let Zi be the average of the samples in bucket i. Then
we let µδ be the median of Z1, . . . , ZΘ(log(1/δ)).
The analysis is a straightforward use of Chebyshev’s inequality to show that each Zi has |Zi−µ| ≤
O(
√
log(1/δ)/n) with probability at least 0.9, followed by a binomial tail bound ensuring that with
probability at least 1− δ at least a 0.7 fraction of the Zi’s satisfy this inequality. Then the key step:
if more than half of Z1, . . . , Zk have distance at most r to µ, then so does their median.
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Medians in High Dimensions Extending this idea to high dimensional settings requires sur-
mounting several hurdles. The first one is to design an appropriate high-dimensional notion of
median. In the last few years, however, the techniques to do this have become relatively well un-
derstood in statistics [LM19b]. For example, the key notion in recent heavy-tailed estimators of the
mean of a random vector in d dimensions with respect to Euclidean distance is the following: for a
set of points Z1, . . . , Zk ∈ Rd and r > 0, x ∈ Rd is an r-median if for every unit direction u we have
|〈Zi, u〉 − 〈x, u〉| ≤ r for at least a 0.51-fraction of Z1, . . . , Zk. It turns out that using the median of
means trick with this notion of median leads to an information-theoretically optimal estimator of
the mean in d dimensions assuming only that the underlying random vector has finite covariance.
For covariance estimation the appropriate notion of median was first defined in [LM18a] and
fully analyzed in [MZ18]. We will call M an r-median for matrices Z1, . . . , Zk if for all unit x ∈ Rd
it holds that |〈Zi, xx⊤〉 − 〈M,xx⊤〉| ≤ r for at least a 0.51-fraction of Z1, . . . , Zk. Then (ignoring
some technical details regarding truncation of large samples) one may design a nearly information-
theoretically optimal covariance estimator for random vectors X with bounded 4th moments as
follows. Given samples X1, . . . ,Xn, as before, place them in ≈ log(1/δ) buckets. Let Σi be the
empirical covariance in bucket i, and output an r-median of Σ1, . . . ,ΣΘ(log(1/δ)) for the least r for
which such an r-median exists.
How to Compute a Median in High Dimensions The next hurdle is computational: naive
algorithms to compute the medians described above would seem to require exponential time in
n or d. Hopkins [Hop18a] uses the sum of squares method to compute the relevant median for
mean estimation in ℓ2. Our main technical contribution for covariance estimation is an algoirthm
to compute the relevant median for values of r somewhat larger (hence making finding the median
easier) than information-theoretically optimal (but exponential time) algorithms would do. We are
able to analyze our algorithm only in the average-case setting that Z1, . . . , Zk whose median we
wish to find are the empirical covariances of bucketed independent samples X1, . . . ,Xn.
The key difficulty in computing a median is knowing when we have found one. We first aim to
solve a simpler certification problem. Suppose given Σ1, . . . ,Σk which are the empirical covariances
of independent bucketed copiesX1, . . . ,Xn of a random vectorX with covariance Σ, and suppose also
given Σ. How can we certify, for as small a value of r as possible, that Σ is an r-median of Σ1, . . . ,Σk?
That is, we aim to find a certificate that for all unit directions u we have |〈Σi, uu⊤〉− 〈Σ, uu⊤〉| ≤ r
for at least a 0.51-fraction of Σ1, . . . ,Σk. To leverage the power of the median-of-means trick to
obtain estimators whose error is small with high probability, we need to successfully find such a
certificate with high probability, 1− 2−k. (This need for a high-probability guarantee will play the
same role in the algorithmic and high-dimensional context as the simple binomial concentration
bound does in the one-dimensional median-of-means estimator.)
To certify that Σ is an r-median for Σ1, . . . ,Σk we start by setting up an optimization problem
in variables b1, . . . , bk ∈ {0, 1}k and u ∈ Rd with ‖u‖2 = 1.
max
∑
i≤k
bi s.t. bi〈Σi − Σ, uu⊤〉 ≥ bir, ‖u‖2 = 1, b2i = bi . (1.2)
Notice that a feasible solution of value 0.52k to the above problem corresponds to a subset of 0.52k
of Σ1, . . . ,Σk and a unit direction u such that for all Σi in the subset, |〈Σi, uu⊤〉 − 〈Σ, uu⊤〉| ≥ r.
Ruling out such solutions (i.e. placing an upper bound on the value of the optimization problem)
would thus certify that Σ is an r-median (ignoring some small technical issues about the sign of
〈Σi − Σ, uu⊤〉).
We will pass to an efficiently-computable convex relaxation of the optimization problem above.
In particular, we use the degree-8 Sum of Squares (SoS) semidefinite programming relaxation of
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Eq. (1.2). Sum of Squares semidefinite programs are convex relaxations of polynomial optimization
problems – they have seen extensive recent use in algorithm design for high-dimensional statistics.
(See e.g. [RSS18a, Hop18b].) Roughly speaking, to show that SoS SDPs can efficiently certify a
bound on the optimum of the above optimization problem, we need to prove such an upper bound
using only arguments involving low-degree polynomials in u, bi. Now we sketch that proof, which is
the technical heart of our algorithm for covariance estimation.
First, we show by applying a bounded-differences concentration inequality to the value of the
SoS SDP that the optimum value of the relaxation of Eq. (1.2) concentrates around its expectation
with high probability (1 − 2−k). (This bounded-differences step appears in the non-algorithmic
context in [LM18b] and in the algorithmic context in [Hop18a].) Then we bound the expected value
of the above problem via
∑
i≤k
bi ≤ 1
r
∑
i≤k
bi〈Σi − Σ, uu⊤〉 ≤ 1
r
·
√
k ·

∑
i≤k
〈Σi − Σ, uu⊤〉2


1/2
,
where we have used Cauchy-Schwarz.
The polynomial on the right-hand side is a degree-4 polynomial in u with random coefficients;
the goal is to upper bound its expected maximum on the unit sphere (via an argument which applies
also to the SoS relaxation, which rules out standard approaches using ε-nets). In fact, since we need
the bound 0.51k on the
∑
i≤k bi, we will eventually take r large enough to compensate for whatever
is our bound on
∑
i≤k〈Σi − Σ, uu⊤〉2. We want to keep r small, so we want the tighest bound
possible.
Note that
∑
i≤k〈Σi − Σ, uu⊤〉2 is a sum of i.i.d. random polynomials. A standard approach to
analyze the performance of SoS for such random polynomials is to first “unfold” the polynomial to
a matrix (in this case
∑
i≤k(Σi − Σ)⊗2) and then use matrix concentration inequalities to analyze
the maximum eigenvalue of this random matrix. Such eigenvalue bounds will also apply to the SoS
relaxation we work with in the end.
We use a similar approach, with a key technical twist: in previous applications of this idea,
it was usually necessary to have an explicit expression for EM , where M is the random matrix
analogous to (Σi − Σ)⊗2, and typically also for its inverse, in order to correctly “precondition” the
random matrix before analyzing its top eigenvalue. Such an explicit representation would be easily
accessible if the underlying data X were Gaussian or had independent coordinates, for example,
which was the case in previous applications of SoS to random degree-4 polynomials. We do not
have this luxury, since we only make the niceness assumption on the underlying random vector X.
Nonetheless, we are able to carry out the preconditioning strategy (which removes spurious large
eigenvalues of (Σi − Σ)⊗2) for any nice random variable X. Along the way we prove a new (albeit
simple) SoS Bernstein inequality which may be of independent use (and in particular allows for
simplifed proofs of some previous applications of SoS to random degree-4 polynomials – e.g. that of
[BBH+12a]). See Theorem 3.3 for the SoS Bernstein inequality and Lemma 3.2 for our application
to the random polynomial
∑
i≤k〈Σi − Σ, uu⊤〉2.
Certification to Search Using similar techniques as [CFB19] developed for the case of ℓ2 mean
estimation, we turn our certification into an algorithm to find an r-median. Suppose that instead
of knowing the true covariance Σ as above, in its place we have some guess M ∈ Rd×d. If the
certification algorithm certifies that M is a median, then we can output M as our estimator for Σ.
If not, we show that by rounding the above SoS relaxation we can instead update M to make it
closer to Σ – we can replace it with M +∆ such that ‖M +∆− Σ‖ ≪ ‖M −Σ‖.
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1.3 Related Work
Robust Statistics The questions we address here are distinct from those addressed by a recent
flurry of algorithmic work in robust statistics [DKK+16, LRV16] (see also [Li18, Ste18] for further
references). In the latter setting, one studies statistics when the list of samples X1, . . . ,Xn contains
a small constant fraction ε of adversarially-chosen outliers, and the primary focus is on achieving
statistical error nearly as small as would be achieved by the classical estimators when ε = 0. By
contrast, our goal is to beat the error rate of the classical estimators when Gaussianity is violated.
One consequence is that we give estimators which come with small confidence intervals even for
error probabilities as low as 2−d; this high-probability regime is not addressed by the adversarial
corruptions model.6
Median of Means In heavy-tailed (constantly-many moments exist) settings, estimators based
on empirical averages typically have poor statistical performance, because they are sensitive to
large outliers. Our work falls in a long line which develop the median of means technique for
high-probability estimators in the face of heavy tails. The median of means framework was first
developed to estimate univariate heavy-tailed random variables [NY83a, JVV86, AMS99a]. Recent
extensions to the multivariate case typically have two flavors: they are polynomial-time computable
(e.g. [HS16a, LO11, Min15]) but statistically suboptimal, or statistically optimal ([LM19a, LM18a,
LM16]) but apparently require exponential computation time. The first major exceptions to this rule
came in 2018, starting with a polynomial-time statistically-optimal algorithm for mean estimation in
ℓ2 [Hop18a]. Because of reliance on high-degree sum of squares semidefinite programs, this algorithm
has an enormous polynomial running time. The subsequent work [CFB19] brought the running time
much closer to practicality by replacing some of the sum of squares tools with a gradient-descent
style algorithm. ([LLVZ19, LD19] brought the running times down even further.) The present work
builds substantially on ideas from both these papers.
Covariance Estimation There is a long and rich literature on the problem of covariance estima-
tion (see [FLL16] for an expository review). However, strong high-confidence guarantees for many
such estimators rely on the assumption that the samples are drawn from a sub-Gaussian distribution.
The problem of robustly estimating covariance only assuming boundedness of low-order moments
on the underlying distribution has also received attention; however many rigorous theoretical results
in this vein are either asymptotic (i.e. concern only the n→∞ limit for fixed dimensions d) and/or
often impose strong parametric assumptions on the underlying distribution (i.e. requiring elliptical
symmetry). See [T+87, FLL16] for example, for a coverage of several such results.
The state-of-the-art results for the problem we consider here have been recently achieved in
the works of [MW18] and [MZ18]. These results have come in two flavors, paralleling recent work
in the problem of heavy-tailed mean estimation: [MW18][Corollary 4.1] provides computationally-
efficient but information-theoretically suboptimal estimators while [MZ18][Theorem 1.9] provides
statistically-optimal estimators that require exponential time (in n, d) to compute.
Linear Regression Like covariance estimation, linear regression is an old and well-studied topic
and a thorough survey is out of the scope of this paper. Regression in the heavy-tailed and high-
6One recent work, [LD19], shows that while the adversarial robustness model and the ones we consider here are
incomparable, under some circumstances the same algorithm can give information-theoretically optimal estimates in
both models. This work, however, does not address covariance estimation or linear regression – it is an interesting
direction to understand to what extent algorithms for covariance estimation and linear regression can perform well
across different models.
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dimensional setting has been studied via the median-of-means framework in [LM16, HS16b, LM17].
There are also efficient outlier-robust algorithms for linear regression which use techniques besides
median-of-means estimation – for instance, the iterative methods of [SBRJ19] – but none are yet
known to achieve information-theoretically optimal error. In particular we are not aware of any
which improve on the guarantees of [HS16b] in our setting, while our algorithms offer poly(d)
improvements on the error rates of [HS16b].
Sum of Squares Algorithms for High-Dimensional Statistics There has been a significant
amount of recent work using the sum of squares (SoS) semidefinite programming hierarchy to
design computationally efficient algorithms for unsupervised learning problems (see [RSS18b] for
a survey). By now, SoS algorithms are the only ones known which gives state-of-the-art statistical
performance among polynomial-time algorithms for a wide range of problems: dictionary learning,
tensor decomposition, high-dimensional clustering, robust parameter estimation and regression, and
more [BKS15, HL18, KSS18, MSS16, KKM18, BM16].
We note that one of our techniques for exploiting 8-th moments is inspired by a certain approach
to using the Cauchy-Schwarz inequality in SoS proofs for bounding degree-3 random polynomials
by degree-4 random polynomials. This technique is in turn inspired by refutation algorithms for
random constraint satisfaction problems [FO07], and has been used in the design of SoS algorithms
for several learning problems [GM15, HSS15, BM16]. We also note that the certify-or-gradient
paradigm used by our algorithms, where gradients are furnished by solving SDPs, has previously
appeared in robust and heavy-tailed mean estimation [CDG19, CFB19]; these works do not combine
this technique with SoS SDPs of degree greater than 2.
Our algorithms using the SoS hierarchy run in polynomial time, but because of their reliance on
solving large semindefinite programs they are impractical. However, numerous slow-but-polynomial-
time SoS algorithms for high-dimensional statistics have led to algorithms with practical nearly-
linear running times [SS17, DHL19, HSSS16a, LD19, HSS19, CFB19]. We therefore hope that
additional investigation can lead to SoS-inspired and practical algorithms with improved guarantees
for heavy-tailed covariance estimation and regression.
Certifiable Hypercontractivity Our algorithms for covariance estimation and linear regression
assume the underlying random vector X is (2, 8) certifiably hypercontractive. The certifiable hyper-
contractivity assumption was introduced in [KSS18, HL18] where it was used in designing algorithms
for robust estimation and mixture model clustering. It has been used in the context of regression by
[KKM18]. Previous work using certifiable hypercontractivity assumptions (for example in clustering
mixture models) typically assumed the presence of a poly(d)-factor more samples than information-
theoretically necessary in order to ensure the convergence of empirical moments to these population
averages. Since we are interested in fine-grained questions about the number of samples required
to achieve certain rates of statistical error, a major portion of the technical work in our paper is to
show that SoS algorithms can exploit structure in the population moments even with relatively few
samples. [HL19, BBH+12b] investigate computational hardness questions surrounding certifiable
hypercontractivity.
2 Preliminaries
We write ‖M‖2 for the spectral norm of a matrix M , ‖M‖1 for its nuclear norm, and ‖M‖F for its
Frobenius norm. The notation 〈v,w〉 always indicates the Euclidean inner product of vectors, and
for matrices A,B we write 〈A,B〉 = TrAB⊤.
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2.1 SoS Basics
We refer the reader to [BS17] for most basic SoS definitions and discussion; we note here just a few
pieces of notation. If p, q are polynomials, we write p  q to denote that q − p is a sum of squares.
If A is a set of polynomial inequalities, we write A ⊢t p ≥ 0 to indicate that there is a degree-t SoS
proof that p ≥ 0 using axioms A.
2.2 Certifiably Hypercontractive Distributions
Our algorithms for regression and covariance estimation will work for a class of distributions for
which SoS can certify upper bounds on low-order moments. In particular, we make the following
definition:
Definition 2.1 (Certifiable (2, 8) Hypercontractivity). Let X be a mean-zero random variable on
R
d. We say that X is L-certifiably (2, 8)-hypercontractive for some number L > 0 if
E〈X,u〉8  L2 · (E〈X,u〉2)4
where left and right-hand sides are polynomials in u. We make the analogous definition for certifiable
(2, 4)-hypercontractivity.
Our covariance estimation and regression algorithms will concern the following class of distribu-
tions.
Definition 2.2 (Nice Distributions). We say a mean-zero random vector X on Rd is L-nice if it
has EX = 0 and it is L-certifiably (2, 8)-hypercontractive and L-certifiably (2, 4)-hypercontractive.
2.3 Random Matrices
We state the matrix Bernstein inequality which we repeatedly use throughout,
Lemma 2.3 (Matrix Bernstein – see [Tro12]). Let S1, . . . , Sn be independent symmetric random
d× d matrices. Suppose that each has ‖Sk − ESk‖2 ≤ R with probability 1. Let Z =
∑k
i=1 Si, and
let
σ2 = ‖EZ2 − (EZ)2‖2 .
Then
E‖Z − EZ‖2 ≤
√
2σ2 log(2d) +
1
3
R log(2d) .
3 Degree-8 SoS for Certifiable Distributions
In this section we state and prove a key bound on the expected maximum value of degree-8 SoS
relaxations of certain random polynomial optimization problems on the unit sphere. We will use
this bound to control the expected error of both our covariance and linear regression estimators.
Setup and truncation Let v be a d-dimensional L-nice mean-zero random vector with covariance
Σ. For α > 0, we define v˜ = v · 1(‖v‖ ≤ α) as the α-truncation of v. Let Σ˜ be the second moment
matrix of v˜, Σ˜ = E[v˜v˜⊤].
Let v1, . . . , vn be i.i.d. copies of v. Let B1, . . . , Bk partition [n] into k equal-sized buckets, and
for each i ≤ k let
Zi =
1
m
∑
j∈Bi
v˜j v˜
⊤
j − Σ˜ ,
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where m = n/k. For τ ∈ R, let Z˜i = Zi · 1(‖Zi‖2 ≤ τ) be the τ -truncation of Zi.
Definition 3.1. We study the following polynomial pv1,...,vn(u) in variables u = (u1, . . . , ud):
pv1,...,vn(u) =
∑
i≤k
〈Z˜i ⊗ Z˜i, uu⊤ ⊗ uu⊤〉 =
∑
i≤k
〈u, Z˜iu〉2 . (3.1)
Notice that 〈u, Z˜iu〉 = 1m
∑
j∈Bi〈u, v˜j〉2 − E〈u, v˜〉2, so the polynomial p measures the squared devi-
ations of the quadratic forms of Z˜1, . . . , Z˜k in the direction u.
Our main lemma gives an upper bound on p, and shows furthermore that this bound can be certified
by a degree-8 SoS SDP.
Lemma 3.2. Let v1, . . . , vn ∼ D be i.i.d and assume the distribution D satisfies Definition 2.2.
Then for p as in (3.1),
E
v1,...,vn
[
max
E˜u
E˜u p(u)
]
≤ O
(
1
n
· k3/2 · L · TrΣ · ‖Σ‖2 ·
√
log d
)
+O
(
k2
n
· L · ‖Σ‖22
)
+O
(
τ2 · log d) .
where the maximum is over all degree-8 pseudodistributions in variables u = (u1, . . . , ud) satisfying
{‖u‖2 = 1}.
Our key technical tool to obtain a sharp bound on the random fluctuations of the polynomial
p in the proof of Lemma 3.2 is a sum-of-squares generalization of the matrix Bernstein inequality.
We think this inequality may be of independent interest.
Theorem 3.3 (SoS Matrix Bernstein). Let Mi ∈ Rdr×dr be a sequence of i.i.d., mean-zero, random
symmetric matrices satisfying the conditions,
• ‖Mi‖ ≤ R almost surely,
• E[〈u⊗r,M2i u⊗r〉]  σ2‖u‖2r where the left and right-hand sides are polynomials in u.
Then,
E

max
E˜
E˜

∑
i≤k
〈u⊗r,Miu⊗r〉



 ≤ (2(log(2) + r log d)
3
· R+ 2
√
2k(log(2) + r log d) · σ
)
(3.2)
where the maximum is taken over all degree-2r pseudoexpectations satisfying the polynomial inequal-
ity {‖u‖2 = 1}.
Results in [BBH+12a, HSSS16b] anticipate the result of Theorem 3.3. However, these results
strongly exploit the Gaussianity of the underlying random matrices while Theorem 3.3 applies to a
broader class of random matrices. The core idea in the proof of the SoS matrix Bernstein inequality
is to apply the standard Matrix Bernstein inequality to an appropriately preconditioned version of
the matrix M . Crucially, this allows us to bound the fluctuations of the of the (random) polynomial
in terms of the “SoS norm” of the matrix variance term
∑
M2i as opposed to the spectral norm of∑
M2i , which would yield a much cruder bound.
Our proof of Lemma 3.2 has two steps: an expectation step in which we will control
E˜ Ev1,...,vn p(u), and a deviation step in which we control the remaining random fluctuations which
critically uses Theorem 3.3. These are captured by the following two lemmas, the proofs of which
we present below.
The first lemma exploits the rank-one structure of the tensor uu⊤ ⊗ uu⊤ inside E˜ Ev1,...,vn p(u):
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Lemma 3.4 (Expectation of p). Assume the distribution D satisfies Definition 2.2 and that vi ∼ D
i.i.d. Then for all degree-8 pseudoexpectations E˜u that satisfy the polynomial equation ‖u‖2 = 1,
E˜u E
v
p(u) =
k∑
i=1
E˜u E
v
〈Z˜i⊗Z˜i, uu⊤⊗uu⊤〉 =
k∑
i=1
E˜u E
v
〈u, Z˜iu〉2 ≤ O
(
Lk
m
)
‖Σ‖22 = O
(
k2
n
· L · ‖Σ‖22
)
.
The deviations of p are controlled by the following result.
Lemma 3.5 (Deviations of p). Assume the distribution D satisfies Definition 2.2 and that
v1, . . . , vn ∼ D are i.i.d. Recalling that for τ > 0 we defined Z˜i = Zi · 1[‖Zi‖2 ≤ τ ],
E
v
max
E˜u
E˜u
[
p(u)− E
v
p(u)
]
≤ O(log(d)τ2) +O(
√
k log d) ·
√
O
(
1
m2
)
L2(TrΣ)2‖Σ‖22 ,
where the maximum is taken over degree-8 pseudodistributions E˜u satisfying {‖u‖2 = 1}.
Now we are prepared to prove Lemma 3.2.
Proof of Lemma 3.2. We can simply center the random polynomial and apply Lemmas 3.4 and 3.5
to the first and second terms:
E
v
[
max
E˜u
E˜u p(u)
]
≤ E
v
max
E˜u
E˜u
[
p(u)− E
v
p(u)
]
+max
E˜u
E˜u E
v
p(u)
to conclude Lemma 3.2.
3.1 Proofs of Lemmas 3.4 and 3.5
We turn to the proofs of Lemmas 3.4 and 3.5, starting with the former.
Proof of Lemma 3.4. Recall that Z˜ = ( kn
∑n/k
i=1 v˜iv˜
⊤
i − Σ˜)1(‖Z‖2 ≤ τ) where v1, . . . , vn/k are i.i.d.
samples vi ∼ D. For any Z˜i we have that,
E˜u E
v
〈u, Z˜iu〉2 = E˜u E
v
〈u,Ziu〉2 − E˜u E
v
[1(‖Zi‖2 ≥ τ)〈u,Ziu〉2] ≤ E˜u E
v
〈u,Ziu〉2
noting that E˜u Ev[1(‖Zi‖2 ≥ τ)〈u,Ziu〉2] ≥ 0 to discard the second term. Continuing by expanding
Zi, we have for any E˜u,
E˜u E
v
〈u,Ziu〉2 ≤ k
n
(
E˜u E[〈vi, u〉4]− E[〈vi, u〉4 1[‖v‖2 ≥ α]]− E˜u〈u, Σ˜u〉2
)
≤ k
n
√
E˜u E[〈v, u〉8]
≤ L · k
n
·
√
E˜u(E[〈v, u〉2])4
≤ L · k
n
‖Σ‖22
noting in the first inequality E˜u[〈v, u〉4 1[‖v‖2 ≥ α]] ≥ 0 and E˜u〈Σ˜⊗Σ˜, uu⊤⊗uu⊤〉 = E˜u〈Σ˜, uu⊤〉2 ≥
0 are squares so the intermediate terms can be discarded. The second inequality appeals to pseu-
doexpectation Cauchy-Schwarz, the third to certifiable L8-L2 hypercontractivity, and the final an
SoS spectral bound. Assembling, we obtain
k∑
i=1
E˜u E
Z
〈Z˜i ⊗ Z˜i, uu⊤ ⊗ uu⊤〉 ≤ Lk
m
‖Σ‖22 .
for any E˜u.
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It remains to prove Lemma 3.5. To do so we need one further lemma, which we prove at the end
of this section. The approach to prove Lemma 3.5 is to use an application of the SoS-version of the
matrix Bernstein inequality The latter requires a careful computation of the SoS matrix variance,
which will leverage the certifiably, hypercontractive properties of the nice distribution D. This is
captured by the following lemma.
Lemma 3.6. Consider the random matrix, Z = 1m
∑m
i=1(v˜iv˜
⊤
i − Σ˜) where v˜i = vi 1[‖vi‖ ≤ α] and
vi are drawn i.i.d. from a distribution D satisfying Definition 2.2 with covariance matrix Σ. Let
Z˜ = Z 1[‖Z‖ ≤ τ ]. Then, we have that for any pseudoexpectation, E˜, satisfying ‖u‖2 = 1:
E˜〈E[Z˜2 ⊗ Z˜2]− (E[Z˜ ⊗ Z˜])2, u⊗4〉 ≤ O
(
1
m2
)
L2(Tr Σ)2‖Σ‖22.
Using Lemma 3.6 we can complete the proof of Lemma 3.5:
Proof of Lemma 3.5. Directly applying the SoS matrix Bernstein inequality
Ev maxE˜u E˜u [p(u)− Ev p(u)], along with the fact that ‖Z˜‖ ≤ τ almost surely and the sharp
computation of the SoS matrix variance term from Lemma 3.6, shows,
E
v
max
E˜u
E˜u
[
p(u)− E
v
p(u)
]
≤ O(log(d)τ2) +O(
√
k log d) ·
√
O
(
1
m2
)
L2(TrΣ)2‖Σ‖22 ,
We conclude by presenting the proof of Lemma 3.6 which uses the niceness of D.
Proof of Lemma 3.6. Firstly, we have:
E˜〈(E[Z˜ ⊗ Z˜])2, u⊗4〉 = E˜〈(u⊗2)⊤(E[Z˜ ⊗ Z˜])2, u⊗2〉 ≥ 0.
Therefore, we can ignore the second term in the inner product. From this, we get from the fact that
Z2 ⊗ Z2 is positive semidefinite:
E˜〈E[Z˜2⊗Z˜2]−(E[Z˜⊗Z˜])2, u⊗4〉 ≤ E˜〈E[Z˜2⊗Z˜2], u⊗4〉 = E˜〈E[Z2⊗Z2 1[‖Z‖ ≤ τ ]], u⊗4〉 ≤ E˜〈E[Z2⊗Z2], u⊗4〉.
We now expand the right hand side as follows:
E˜〈E[Z2 ⊗ Z2], u⊗4〉 = 1
m3
E˜
〈
E[((v˜v˜⊤ − Σ˜)2)⊗2], u⊗4
〉
+O
(
1
m2
)
E˜
〈
E[((v˜v˜⊤ − Σ˜)2)⊗ ((w˜w˜⊤ − Σ˜)2)], u⊗4
〉
+O
(
1
m2
)
E˜
〈
E[((v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜))⊗ ((w˜w˜⊤ − Σ˜)(v˜v˜⊤ − Σ˜)))], u⊗4
〉
+O
(
1
m2
)
E˜
〈
E[((v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜))⊗2)], u⊗4
〉
.
Note, that all other terms that arise vanish under expectations. For the first term, we have:
E˜
〈
E[((v˜v˜⊤ − Σ˜)2)⊗2], u⊗4
〉
= E˜ E[(u⊤(v˜v˜⊤ − Σ˜)2u)2] = E˜ E[(‖v˜‖2〈u, v˜〉2 − 2〈v˜, u〉v˜⊤Σ˜v˜ + u⊤Σ˜2u)2]
≤ E˜ E[(2‖v˜‖2〈u, v˜〉2 + 2u⊤Σ˜2u)2] ≤ 4 E˜ E[2(‖v˜‖2〈u, v˜〉2)2 + 2(u⊤Σ˜2u)2]
≤ 8 E˜ E[‖v˜‖4〈u, v˜〉4 + (u⊤Σ˜2u)2] ≤ 8 E˜ E[‖v˜‖4〈u, v˜〉4] + 8‖Σ˜‖42
≤ 8(E[‖v˜‖8])1/2(E˜ E[〈u, v˜〉8])1/2 + 8‖Σ˜‖42.
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For the second term, we have:
E˜
〈
E[((v˜v˜⊤ − Σ˜)2)⊗ ((w˜w˜⊤ − Σ˜)2)], u⊗4
〉
= E˜ E[(u⊤(v˜v˜⊤ − Σ˜)2u)(u⊤(w˜w˜⊤ − Σ˜)2u)]
≤ 1
2
· E˜ E[(u⊤(v˜v˜⊤ − Σ˜)2u)2 + (u⊤(w˜w˜⊤ − Σ˜)2u)2] = E˜ E[(u⊤(v˜v˜⊤ − Σ˜)2u)2]
≤ 8(E[‖v˜‖8])1/2(E˜ E[〈u, v˜〉8])1/2 + 8‖Σ˜‖42.
Similarly, for the third term, we get:
E˜
〈
E[((v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜))⊗ ((w˜w˜⊤ − Σ˜)(v˜v˜⊤ − Σ˜)))], u⊗4
〉
= E˜ E[(u⊤(v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜)u)(u⊤(w˜w˜⊤ − Σ˜)(v˜v˜⊤ − Σ˜)u))]
= E˜ E[(u⊤(v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜)u)2] ≤ E˜ E[(u⊤(v˜v˜⊤ − Σ˜)2u) · (u⊤(w˜w˜⊤ − Σ˜)2u)]
≤ 1
2
· E˜ E[(u⊤(v˜v˜⊤ − Σ˜)2u)2 + (u⊤(w˜w˜⊤ − Σ˜)2u)2] ≤ 8(E[‖v˜‖8])1/2(E˜ E[〈u, v˜〉8])1/2 + 8‖Σ˜‖42.
Finally, for the last term, we notice that:
E˜
〈
E[((v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜))⊗2)], u⊗4
〉
= E˜ E[(u⊤(v˜v˜⊤ − Σ˜)(w˜w˜⊤ − Σ˜)u)2].
Finally, we have:
E[‖v˜‖8] = E[‖v‖8 1[‖v‖ ≤ α]] ≤ E[‖v‖8] and ‖Σ˜‖2 = max‖u‖=1E[〈u, v〉
2
1[‖v‖ ≤ α]] ≤ max
‖u‖=1
E[〈u, v〉2] = ‖Σ‖2.
Similarly, we also have from the fact that 〈v, u〉8 is a square polynomial:
E˜ E[〈u, v˜〉8] = E˜ E[〈u, v〉8 1[‖v‖ ≤ α]] ≤ E˜ E[〈u, v〉8].
From Lemma A.3 and the certifiable hypercontractivity of D, this concludes the proof of the lemma.
3.2 Proof of Theorem 3.3
We now provide the proof of the SoS matrix Bernstein inequality.
Proof of Theorem 3.3. We apply the standard matrix Bernstein inequality to the sum of random
matrices
∑
i≤kMi which has been preconditioned with the p.s.d. operator A =
1
σ E[M
2] + σ · I,
E[‖A−1/2
∑
i≤k
MiA
−1/2‖2] ≤ 1
3
log(2dr)max
i
‖A−1/2MiA−1/2‖2 +
√
2k log(2dr)‖E[A−1/2MA−1MA−1/2]‖2.
The fact that A  σ · I =⇒ A−1  1σ · I =⇒ ‖A−1/2‖ ≤ 1√σ and submultiplicativity of the
operator norm show,
max
i
‖A−1/2MiA−1/2‖2 ≤ max
i
‖Mi‖2‖A−1/2‖22 ≤
R
σ
.
We now bound the matrix variance term using the variational characterization of the operator norm
and the Cauchy-Schwarz inequality,
‖E[A−1/2MA−1MA−1/2]‖2 = sup
x:‖x‖2=1
E[x⊤A−1/2MA−1MA−1/2x] ≤ sup
x:‖x‖2=1
E[‖x⊤A−1/2M‖2‖A−1MA−1/2x‖2]
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≤ ‖A−1‖2 sup
x:‖x‖2=1
E[‖MA−1/2x‖22] ≤ ‖A−1‖2 sup
x:‖x‖=1
x⊤A−1/2 E[M2]A−1/2x ≤ 1
σ
‖A−1/2 E[M2]A−1/2‖2.
However note by construction that E[M2]  σA =⇒ A−1/2 E[M2]A−1/2  σI, so
‖A−1/2 E[M2]A−1/2‖2 ≤ σ. Thus ‖E[A−1/2MA−1MA−1/2]‖2 ≤ 1. Assembling, we conclude,
E

‖A−1/2∑
i≤k
MiA
−1/2‖2

 ≤ log(2dr)
3
R
σ
+
√
2k log(2dr)
To conclude our final result, note that the following inequality holds deterministically in the
p.s.d. order,
A−1/2
∑
i≤k
MiA
−1/2  ‖A−1/2
∑
i≤k
MiA
−1/2‖2 · I =⇒
∑
i≤k
Mi  A‖A−1/2
∑
i≤k
MiA
−1/2‖2
Noting A  B =⇒ 〈A, u⊗k〉  〈B,u⊗k〉 (where the first  is in the semi-definite ordering and the
second  corresponds to an SoS proof) applying the pseudoexpectation and expectation operators
gives,
max
E˜
E˜〈u⊗r,
∑
i≤k
Miu
⊗r〉 ≤ ‖A−1/2
∑
i≤k
MiA
−1/2‖2 ·max
E˜
E˜〈u⊗r,
∑
i≤k
Au⊗r〉 =⇒
E[max
E˜
E˜〈u⊗r,
∑
i≤k
Miu
⊗r〉] ≤ E[‖A−1/2
∑
i≤k
MiA
−1/2‖2] ·max
E˜
E˜〈u⊗r,
∑
i≤k
Au⊗r〉
≤
(
2(log(2) + r log d))
3
R+ 2
√
2k(log(2) + r log d)σ
)
max
E˜
E˜[‖u‖2k2 ]
using the result of the previous matrix Bernstein bound and the SoS hypercontractivity assumption.
Finally note max
E˜
E˜[‖u‖2k2 ] = 1 under the conditions of the theorem.
4 Covariance estimation
In this section, we will state and prove our result on estimating covariance matrices of L-nice
distributions. Specifically, we will prove the following theorem:
Theorem 4.1. Given ε > 0, k > 0, the truncation parameter α =
(
L·‖Σ‖2
Tr(Σ) · n√k
)1/4 ·√Tr(Σ) and
a sequence of {vi}ni=1 i.i.d. samples from a O(1)-nice distribution D in d dimensions (in the sense
of Definition 2.2), Algorithm 3 returns an estimate Σ∗ satisfying:
‖Σ∗ − Σ‖2 ≤ 200max(r, ε) where
r = O
(
(log d)3/2‖Σ‖2√
n
(
k1/4r(Σ)1/2 +
√
k
))
with probability at least 1− 2−Ω(k) where r(Σ) = Tr(Σ)‖Σ‖2 . Furthermore the run-time of Algorithm 3 is
at most O˜
(
log(1ε ) · (d+ k)17n
)
.
The proof of the theorem will proceed through two main steps:
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1. First, in Subsection 4.1 we show that there exists an efficient polynomial-time algorithm to
certify if a candidate matrix is close to the true covariance (see Lemma 4.2). Our certification
algorithm is based on a sum-of-squares relaxation of the polynomial optimization problem
obtained via the analysis of the median-of-means tournament estimator for the same problem.
While the polynomial optimization problem itself is intractable, crucially we show that a
bounded degree sum-of-squares relaxation of the above problem suffices to perform such a
test.
2. Subsequently in Subsection 4.2, we show that in the event that the above certification con-
cludes that a candidate matrix is far from the true covariance matrix, such a certification
algorithm also furnishes a suitable descent direction to improve our candidate estimate of
the true covariance (see Lemma 4.9). We integrate this insight into a gradient-descent style
algorithm for covariance matrix estimation (see Algorithm 3).
4.1 Certifying the Population Covariance
We begin by constructing a SDP that can efficiently test if a candidate matrix is close to the true
covariance, using the samples vi.
A key component of our high-probability certificate requires obtaining a sharp bound on the
expected value of the SoS program. The expectation bound will rest heavily on our results from
Section 3 controlling the expected values of random degree-4 polynomials. Concentration around
the mean will follow from a bounded-differences inequality argument.
To bound the expected value of the SoS program, we let α > 0 be a truncation level to be
set in the sequel and let v˜i = vi · 1[‖vi‖ ≤ α] be a truncated version of vi. Let Σ˜ = E v˜v˜⊤. We
will eventually choose α such that ‖Σ˜ − Σ‖2 ≤ O(r), so the bias from the truncation does not
introduce too much error to our estimator. Fix k ∈ N (later we will take k = Θ(log(1/δ))) and let
B1, . . . , Bk ⊆ [n] partition n evenly into k buckets. For i ≤ k, let
Zi =
1
m
∑
j∈Bi
v˜j v˜
⊤
j − Σ˜ .
For convenience we will write m = n/k (the number of samples in each bucket).
Having partitioned our data into k buckets, solutions to the following polynomial optimization
problem can be used to certify with high probability over the draw of the data points that Σ˜ is the
covariance matrix of the distribution up to a radius of r in spectral norm.
max
b,u
1
k
k∑
i=1
bi such that
b2i = bi
‖u‖2 = 1
b4i ‖u‖2〈Zi, uu⊤〉 ≥ rbi . (Test-Cov)
Note that in our gradient descent algorithm, we actually use two nearly identical testing programs
Eq. (Test-Cov-Pos) and Eq. (Test-Cov-Neg), which differ by a sign in one of the constraints in
Eq. (Test-Cov). We defer discussion of this technicality until later.
As the above optimization problem is non-convex and it is unclear whether it can be solved in
polynomial time, we work with its SoS relaxation instead. In particular, we will use the degree-8 SoS
relaxation of the above problem. The reason we use the last constraint instead of the conceptually
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simpler constraint, bi〈Zi, uu⊤〉 ≥ rbi, is that this avoids enforcing additional polynomial constraints
of the form q(x, b)(bi〈Zi, uu⊤〉 − rbi) ≥ 0 which would complicate subsequent analysis. Informally,
the smallest value r for which the value of the SoS program is small will determine our error rate.
Notationally, we will refer to the value of this program using Test-Cov(r,Z) where Z = {Zi}ki=1.
The following is the key lemma for certifying the population covariance.
Lemma 4.2. Assume that the vi are L-nice, fix k ∈ N and let B1, . . . , Bk ⊆ [n] partition n evenly
into k buckets. For i ≤ k, let Zi = kn
∑
j∈Bi v˜j v˜
⊤
j − Σ˜ where v˜i = vi 1[‖vi‖2 ≤ α]. If the truncation
level α =
(
L‖Σ‖2n
Tr(Σ)
√
k
)1/4 · √Tr(Σ) and if r ≥ C3(log d)3/2 (L‖Σ‖2√n
(
k1/4r(Σ)1/2 +
√
k
))
for large-
enough constant C3 then,
max
E˜
1
k
E˜
k∑
i=1
bi s.t. E˜ satisfies Test-Cov(r,Z) and degree E˜ = 8
is at most 0.001 with probability at least 1− 2−Ω(k).
To prove Lemma 4.2, we note, firstly, that the random variable we wish to bound satisfies a
bounded differences inequality with respect to the random matrices, Zi (Lemma 4.3). Therefore, it
suffices to bound its expected value. That is, it suffices to control the following quantity:
E
v
max
E˜
1
k
E˜
k∑
i=1
bi s.t. E˜ satisfies above equations
Subsequently, the bulk of the proof of Lemma 4.2 rests on assembling some supporting results
to control the expected value of the aforementioned SoS program in Eq. (Test-Cov). We, first,
establish that this program obeys a bounded-differences condition:
Lemma 4.3. Let Y = (Y1, . . . , Yk) by any set of k, d-dimensional p.s.d. matrices and let Y
′ =
(Y1, . . . , Y
′
i , . . . , Yk) be an identical set except with the ith matrix replaced with Y
′
i . Now let m
denote the optimal value of Test-Cov(r,Y) and m′ the optimal value of Test-Cov(r,Y′). Then
|m−m′| ≤ 1/k.
Proof. The argument proceeds similarly to an analogous argument in [Hop18a] and [CFB19]. Let
E˜ denote any degree-8, feasible pseudoexpectation for the Test-Cov evaluated on Y . Then, de-
fine a new pseudoexpectation functional E˜
′
which satisfies E˜
′
[p(u, b1, . . . , bi−1, bi, bi+1, . . . , bk)] =
E˜[p(u, b1, . . . , bi−1, 0, bi+1, . . . , bk)] for any degree-8 polynomial in u, b1, . . . , bk. Such a E˜
′
is a feasi-
ble pseudoexpectation for the latter program Test-Cov evaluated on Y ′. Finally, 1k E˜
′
[
∑k
j=1 bj ] =
1
k E˜[
∑k
j=1 bj ]− 1k E˜[bi] ≥ 1k E˜[
∑k
j=1 bj ]− 1/k since 0 ≤ E˜[bj ] ≤ 1, 0 ≤ E˜
′
[bj] ≤ 1 for all j ∈ [k]. Since
the aforementioned argument holds for all feasible E˜ it follows that m′ ≥ m − 1k . A symmetric
argument shows that m ≥ m′ − 1/k.
With this concentration result in hand, we now turn to controlling the expected value and begin
by establishing a bound on the bias introduced by the α-level truncation of the vectors vi. Indeed,
our truncation level α will have to be chosen sufficiently large so that this bias does not dominate
our desired estimation accuracy.
Lemma 4.4. Assume the distribution D satisfies Definition 2.2, v ∼ D and v˜ = v 1[‖v‖2 ≤ α].
Then
‖Σ˜ − Σ‖2 ≤ L‖Σ‖2 TrΣ
α2
where Σ˜ = E[v˜v˜⊤].
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Proof. For unit-norm x we have that,
‖Σ˜− Σ‖ = sup
x
|E〈v, x〉2 − E〈v˜, x〉2| = sup
x
|E[(1− 1[‖v‖ ≤ α]) · 〈v, x〉2]|
≤ sup
x
(E〈v, x〉8)1/4 ·
√
P[‖v‖2 > α] ≤
√
L sup
x
(E〈v, x〉2) ·
√√
E[‖v‖82]
α4
≤ L‖Σ‖2 Tr(Σ)
α2
where we have used the Cauchy-Schwarz/Jensen inequalities, Markov’s inequality (in the form
P[‖v‖42 ≥ α4] ≤ E[‖v‖
4
2]
α4 ) and appealed to L8-L2 hypercontractivity. The result E[‖v‖82] ≤ L2(TrΣ)4
follows from Lemma A.3.
Moreover we will also use another of level of truncation of the Z ′is at level τ (appearing simply
in the analysis of Lemma 4.2 not in our algorithm). Appropriately choosing τ requires a bound on
E[‖Z‖2],
Lemma 4.5. Assume the distribution D satisfies Definition 2.2 and that vi ∼ D i.i.d. Then, letting
Z = 1m
∑
i≤m v˜iv˜
⊤
i − Σ˜,
E[‖Z‖2] ≤ O(log d)α
2
m
+O
(√
log(d)
√
LTrΣ‖Σ‖2
m
)
where v˜ = v 1[‖v‖2 ≤ α] and Σ˜ = E[v˜v˜⊤].
Proof. This follows from an application of the matrix Bernstein inequality:
E[‖Z‖2] ≤ O(log d) · α
2
m
+O(
√
log d)‖EZ2‖1/22 .
We can use Lemma A.1 along with Lemma A.2 to bound the matrix variance as
‖EZ2‖2 ≤ O


∥∥∥∥∥∥
1
m2
∑
i≤m
E[‖v˜i‖22v˜iv˜⊤i ]
∥∥∥∥∥∥
2

 = 1
m
O(‖E[‖v˜‖22v˜v˜⊤‖2) ≤ O(
1
m
LTrΣ‖Σ‖2)
Combining terms yields the result. Recall ‖Σ˜‖2 ≤ ‖Σ‖2 and Tr(Σ˜) ≤ Tr(Σ).
With these supplementary lemmas we are finally prepared to embark on the proof of Lemma 4.2.
Proof of Lemma 4.2. The primary technical challenge is bounding the expected value of the (ran-
dom) SoS program inTest-Cov since concentration around this expected value follows by a bounded
differences argument. Accordingly we begin by bounding the expected value Ev maxE˜
1
k E˜
∑k
i=1 bi.
To begin, simply for the purposes of our analysis, we partition the set of k indices corresponding
to buckets B1, . . . , Bk, into two sets, G = {i : ‖Zi‖2 ≤ τ} and B = {i : ‖Zi‖2 > τ}. Then, for any
degree-8 E˜ satisfying the constraints in Test-Cov, we have that
E
v
max
E˜
1
k
E˜
k∑
i=1
bi ≤ E
v
max
E˜
1
k
E˜
∑
i∈G
bi + E
v
max
E˜
1
k
E˜
∑
i∈B
bi.
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Now, since E‖Z‖2 ≤ O(log d)α2m + O(
√
log d/m)
√
LTrΣ‖Σ‖2 (which follows from Lemma 4.5),
taking τ = C1
(
log(d)α
2
m +
√
log(d)
√
LTrΣ‖Σ‖2/m
)
for some large-enough constant C1, we can
ensure that
E
v
max
E˜
1
k
E˜
∑
i∈B
bi ≤ E
v
1
k
∑
i≤k
1[‖Zi‖2 ≥ τ ] ≤ 1
k
∑
i≤k E‖Zi‖2
τ
≤ .00025
since E˜[bi] ≤ 1 and by appealing to Markov’s inequality. For the remainder of the argument we fix
this truncation level τ . Now to control Ev maxE˜
1
k E˜
∑
i∈G bi we have that,
E
v
max
E˜
1
k
E˜
∑
i∈G
bi ≤ 1
r
E
v
max
E˜
1
k
E˜
∑
i∈G
b4i 〈Zi, uu⊤〉 =
1
r
E
v
max
E˜
1
k
E˜
∑
i∈G
bi〈Z˜i, uu⊤〉
using the constraints in Test-Cov and defining Z˜i = Zi 1[‖Zi‖2 ≤ τ ]. Now by an application of the
SoS Cauchy-Schwarz inequality, we have
1
k
E
v
max
E˜
E˜
∑
i∈G
bi〈Z˜i, uu⊤〉 ≤ 1√
k
(
E
v
max
E˜
E˜
k∑
i=1
〈Z˜i ⊗ Z˜i, uu⊤ ⊗ uu⊤〉
)1/2
.
Now using sub-additivity of the
√·,
1√
k
(
E
v
max
E˜
E˜
k∑
i=1
〈Z˜i ⊗ Z˜i, uu⊤ ⊗ uu⊤〉
)1/2
≤
1√
k
(
O(log(d)τ2) +O(
√
k log d) ·
√
O
(
1
m2
L2‖Σ‖22 Tr(Σ)2
))1/2
+
1√
k
(
O(
Lk
m
) · ‖Σ‖22
)1/2
.
for any degree-8 E˜ satisfying the conditions of the theorem by Lemma 3.2. Note that τ is a function
of the truncation level α on the vectors vi. We now choose α appropriate to balance the bias from
truncation and the previous upper bound. For convenience we reparametrize as α = β
√
TrΣ. Recall
by Lemma 4.4 we have that our bias is ‖Σ˜ − Σ‖2 ≤ L‖Σ‖2 Tr(Σ)α2 = L‖Σ‖2β2 ≡ B(β). Similarly, after
algebraic simplifications we obtain that aforementioned upper bound is at most,
(log d)3/2 ·O
(√
k
Tr(Σ)β2
n
+
1√
n
√
LTr(Σ)‖Σ‖2 + k1/4
√
L‖Σ‖2 Tr(Σ)√
n
+
√
kL
n
‖Σ‖2
)
.
where we have used that m = n/k and define
R(β) =
√
k
Tr(Σ)β2
n
+
1√
n
√
LTr(Σ)‖Σ‖2 + k1/4
√
L‖Σ‖2 Tr(Σ)√
n
+
√
kL
n
‖Σ‖2
for convenience. Since our final estimation error for Σ will be upper bounded by O((log d)3/2R(β)+
B(β)) ≤ C2(log d)3/2(R(β) + B(β)) for some universal constant C2, we choose β to minimize
R(β) + B(β). A short computation choosing β to balance the first term in R(β) and B(β) shows
the optimal β∗ =
(‖Σ‖2·L
Tr(Σ) · n√k
)1/4
. Hence we have the final value can be upper bounded,
O
(
(log d)3/2 ·
√
L‖Σ‖2√
n
(
k1/4r(Σ)1/2 +
√
k
))
.
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By assembling this bound with our previous results and choosing r ≥
C3(log d)
3/2
(√
L‖Σ‖2√
n
(
k1/4r(Σ)1/2 +
√
k
))
, for large-enough constant C3, we can guarantee
that
E
v
max
E˜
1
k
E˜
k∑
i=1
bi ≤ .0005
where max
E˜
is taken over any degree-8 pseudoexpectation E˜ satisfying the constraints in Test-Cov.
Finally, since by Lemma 4.3, Test-Cov obeys a bounded-difference condition, simply applying
the bounded differences inequality shows that under the previous conditions,
max
E˜
1
k
E˜
k∑
i=1
bi ≤ .001
with probability at least 1− 2−Ω(k).
4.2 Gradient Descent for Covariance Estimation
We now show how the certification algorithm described in the previous subsection can be leveraged
to obtain an efficient algorithm for estimating covariance matrices. We start by proving a lemma
which will help us relate a solution to the testing semidefinite program centered at an arbitrary
matrix, x, to a solution at the mean. To start with, we formally describe the certification SDPs
below:
max
E˜
E˜
[
k∑
i=1
bi
]
such that E˜ satisfies: b2i = bi
‖u‖2 = 1
b4i ‖u‖2〈uu⊤, Zi − x〉 ≥ bir (Test-Cov-Pos)
In addition, to account for cases where the largest eigenvalue (in magnitude) of Σ˜−x is negative,
we will use the following semidefinite program:
max
E˜
E˜
[
k∑
i=1
bi
]
such that E˜ satisfies: b2i = bi
‖u‖2 = 1
−b4i ‖u‖2〈uu⊤, Zi − x〉 ≥ bir (Test-Cov-Neg)
We will use (E˜, v) = Test-Cov-Pos(Z,X, r) to denote the optimal solution, value pair of
the semidefinite program Test-Cov-Pos instantiated with Z,X and r and analogous notation for
Test-Cov-Neg. Through the rest of this subsection, we will assume the following deterministic
condition on the random matrices, Zi.
23
Condition 4.6. Given Z = {Zi}ki=1, for:
r = C3(log d)
3/2
(
L‖Σ‖2√
n
(
k1/4r(Σ)1/2 +
√
k
))
for large-enough C3, the solutions (E˜p, vp) = Test-Cov-Pos(Z, Σ˜, r) and (E˜n, vn) =
Test-Cov-Neg(Z, Σ˜, r) satisfy, vp, vn ≤ 0.001k.
We will also make use of the fact that due to the pseudoexpectations satisfying b2i = bi and
‖u‖2 = 1, the last constraints in Test-Cov-Pos and Test-Cov-Neg are equivalent to:
E˜[bi〈uu⊤, Zi − x〉] ≥ E˜[bir] and E˜[−bi〈uu⊤, Zi − x〉] ≥ E˜[bir] respectively.
Lemma 4.7. Assume Condition 4.6. Let E˜ be a pseudo-distribution over variables bi and vj satis-
fying ‖v‖2 = 1 and b2i = bi. Suppose further that E˜ satisfies E˜[
∑k
i=1 bi] ≥ 0.999k. Then, there are
sets of 0.998k indices Sp and Sn such that for all lp ∈ Sp and ln ∈ Sn, we have:
E˜[blp〈uu⊤, Zlp − Σ˜〉] ≤ E˜[blp ]r and E˜[−bln〈uu⊤, Zln − Σ˜〉] ≤ E˜[bln ]r
Furthermore, there is a subset R ⊆ [k] such that |R| ≥ 0.98k for any i ∈ R, we have E˜[bi] ≥ 0.95.
Proof. Under Condition 4.6, the optimal value of Test-Cov-Pos at the true mean Σ˜ and the radius
set to r is at most k1000 . Furthermore, the only constraints of Test-Cov-Pos(Z, Σ˜, r) that are
violated by E˜ are constraints which involve the polynomial equation b4i ‖u‖22〈uu⊤, Zi − Σ˜〉 ≥ bir.
However, note that since the polynomial constraint is of degree 8 and we are optimizing over degree-
8 pseudoexpectations, the only constraints enforced by this inequality are constraints of the form:
E˜[b4l ‖u‖22〈uu⊤, Zl − Σ˜〉] ≥ E˜[bl]r
Let the set of indices which violate the above inequality be denoted by S. By setting to 0 the
bl corresponding to all the indices in S, we obtain a feasible solution for Test-Cov-Pos (Z˜, Σ˜, r).
However, note that setting a particular bl to 0, only decreases the value of E˜[
∑k
i=1 bi] by at most 1.
Since, we reduce the value of this quantity by at least 0.998k, we conclude that the size of S is at
least 0.998k. Analogous results for Test-Cov-Neg prove the existence of Sn.
For the second claim of the lemma, let R = {i : E˜[bi] ≥ 0.95}. We have:
0.999k ≤ E˜[
k∑
i=1
bi] = E˜[
∑
i∈R
bi] + E˜[
∑
i/∈R
bi] ≤ |R|+ 0.95(k − |R|) =⇒ |R| ≥ 0.98k
In the next lemma, we show that for any point, x, we will able to accurately estimate the distance
from x to the mean.
Lemma 4.8. Assume Condition 4.6. Let x ∈ Rd×d be a symmetric matrix. Then, we have the
following guarantee for the distance estimation step run on x where dx = Distance Estimation(Z, x):
|dx − ‖x− Σ˜‖2| ≤ max(20r, 1/4‖x − Σ˜‖2)
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Proof. We first consider the case where ‖Σ˜ − x‖2 ≥ 20r. For the lower bound of the distance
estimation step, consider the singular vector u corresponding to the largest singular value of Σ˜− x.
We will assume without loss of generality that the eigenvalue corresponding to this eigenvector is
positive. Under Condition 4.6, we know that for at least 0.999k of the Zi, we have 〈Zi−Σ˜,−uu⊤〉 ≤ r
as otherwise, one can construct a feasible solution for Test-Cov-Pos(Z, Σ˜, r) with value at least
0.001k. For any i satisfying the previous property:
〈Zi − x, uu⊤〉 = 〈Zi − Σ˜, uu⊤〉+ 〈Σ˜− x, uu⊤〉 =⇒ 〈Zi − x, uu⊤〉 − ‖Σ˜− x‖2 ≥ −r
This proves the lower bound in the lemma. For the upper bound, suppose that E˜ is a solution
which attains the optimal value of Test-Cov-Pos(Z, x, 1.25‖Σ˜ − x‖) greater than 0.999k. Note
that for any Zi, we have the following:
E˜[bi〈Zi − x, uu⊤〉] = E˜[bi〈Zi − Σ˜, uu⊤〉] + E˜[bi〈Σ˜− x, uu⊤〉]
≤ E˜[bi〈Zi − Σ˜, uu⊤〉] +
(
E˜
[
b2i
])1/2 (
E˜
[
〈uu⊤, Σ˜− x〉2
])1/2
≤ E˜[bi〈Zi − Σ˜, uu⊤〉] + ‖Σ˜− x‖2
where the first inequality follows from SoS Cauchy-Schwarz. We have from the second claim of
Lemma 4.7 that there is a subset of at least 0.98k elements, R, such that for all i ∈ R:
E˜
[
bi〈Zi − x, uu⊤〉
]
≥ E˜[bi](1.25‖Σ˜ − x‖2) ≥ 1.0625‖Σ˜ − x‖2
Therefore, we have from the previous two equations that for the i ∈ R:
E˜[bi〈Zi − Σ˜, uu⊤〉] ≥ 0.0625‖Σ˜ − x‖2 > r
By constructing a pseudo-expectation, E˜
′
such that E˜
′
is identical to E˜ for monomials not involving
the bi for i /∈ R and 0 otherwise, we obtain a feasible solution for Test-Cov-Pos(Z, Σ˜, r) with
objective value at least 0.95|R| ≥ 0.5k as for each i ∈ R, we have E˜[bi] ≥ 0.95. This is a contradiction
to Condition 4.6. A similar proof for Test-Cov-Neg proves the upper bound in the case where
‖Σ˜− x‖2 ≥ 20r.
Now, consider the alternate case where ‖Σ˜−x‖2 ≤ 20r. In this case, the lower bound is trivially
true. For the upper bound, we proceed similarly to the upper bound for the previous case. Let E˜
be a solution to Test-Cov-Pos(Z˜, x, ‖Σ˜− x‖2+20r) which obtains objective value at least 0.999k.
We define the set, R similar to the previous case and we have for all i ∈ R:
E˜
[
bi〈Zi − x, uu⊤〉
]
≥ 0.95(‖Σ˜ − x‖2 + 20r) =⇒ E˜
[
bi〈Zi − Σ˜, uu⊤〉
]
≥ 19r − 0.05‖Σ˜ − x‖2 ≥ 18r
As before, we may construct as before a new pseudo-expectation, E˜
′
, which is identical to E˜
on polynomials not involving bi for i /∈ R and 0 otherwise. E˜′ is a feasible solution for
Test-Cov-Pos(Z, Σ˜, 18r) with optimal value at least 0.5k which is a contradiction to Condition 4.6.
A similar proof for Test-Cov-Neg proves the upper bound in the case where ‖Σ˜−x‖2 ≤ 20r. This
concludes the proof of the lemma.
In the next lemma, we show that we may accurately estimate a gradient from the solution of
the testing problem. In the following, we use ‖X‖1 to denote the trace norm of the matrix X which
the sum of the singular values of X.
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Lemma 4.9. Assume Condition 4.6. Let x ∈ Rd×d be a symmetric matrix satisfying ‖Σ˜ − x‖2 ≥
100r. The matrix G = Gradient Estimation(Z˜, x) satisfies:
‖G‖1 = 1, 〈G, Σ˜ − x〉 ≥ 0.5‖Σ˜ − x‖2.
Proof. Let dx = Distance Estimation(Z˜, x) and that E˜ is the solution to Test-Cov-Pos(Z˜, x, dx)
or Test-Cov-Neg(Z˜, x, dx) satisfying E˜[
∑
bi] ≥ 0.999k. Without loss of generality assume that E˜
is the solution to Test-Cov-Pos as the proof for the alternate case is similar. In this case, note
that G = E˜[uu⊤]. Furthermore, from Lemma 4.7, we have that there exists a set S of size at least
0.998k indices such that for all i ∈ S, we have:
E˜
[
bi〈uu⊤, Z˜i − Σ˜〉
]
≤ E˜[bi]r
In addition, there exists a set R of size at least 0.98k such that for all i ∈ R, we have:
E˜
[
bi〈uu⊤, Z˜i − x〉
]
≥ E˜[bi]dx ≥ 0.95dx ≥ 0.95 · 0.75‖Σ˜ − x‖2 ≥ 0.7125‖Σ˜ − x‖2
Now, consider the set T = R ∩ S. Note that the size of T is at least 0.975k. We now get the
following inequality:
0.695k‖Σ˜ − x‖ ≤ 0.7125|T |‖Σ˜− x‖ ≤ E˜
[∑
i∈T
bi〈uu⊤, Z˜i − x〉
]
= E˜
[∑
i∈T
bi〈Z˜i − Σ˜, uu⊤〉
]
+ E˜
[∑
i∈T
bi〈Σ˜− x, uu⊤〉
]
≤
∑
i∈T
E˜[bi]r + k〈Σ˜− x, E˜[uu⊤]〉 −
〈
Σ˜− x, E˜
[(
k −
∑
i∈T
bi
)
uu⊤
]〉
≤ kr + k〈Σ˜ − x, E˜uu⊤〉+ ‖Σ˜ − x‖2
∥∥∥∥∥E˜
[(
k −
∑
i∈T
bi
)
uu⊤
]∥∥∥∥∥
1
where the last inequality follows by an application of the matrix-Hölder inequality. Note that the
matrix E˜
[
(k −∑i∈T )uu⊤] is positive semidefinite as for all all v ∈ Rd, we have:
v⊤ E˜
[(
k −
∑
i∈T
)
uu⊤
]
v = E˜
[(
k −
∑
i∈T
bi
)
〈u, v〉2
]
≥ 0
where the last inequality follows because E˜ satisfies the polynomial inequality bi ≤ 1 and therefore
the inequality (k −∑i∈T bi) ≥ 0. We bound the second term in the above inequality as follows:
Tr E˜
[(
k −
∑
i∈T
bi
)
uu⊤
]
= E˜
[(
k −
∑
i∈T
bi
)
Truu⊤
]
= E˜
[
k −
∑
i∈T
bi
]
≤ k − |T | · 0.95 ≤ 0.1k
By substituting the above bound, we get:
0.695k‖Σ˜ − x‖2 ≤ kr + k〈Σ˜ − x, E˜uu⊤〉+ 0.1k‖Σ˜ − x‖2
Noting that ‖Σ˜− x‖ ≥ 100r, we get:
〈Σ˜ − x, E˜uu⊤〉 ≥ 0.5‖Σ˜ − x‖2
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Finally, note that E˜[uu⊤] is also a psd matrix and therefore, we have that:
‖E˜[uu⊤]‖1 = Tr E˜[uu⊤] = 1
We now conclude that our gradient descent algorithm returns a good solution.
Proof of Theorem 4.1. Let Σt be the sequence of iterates obtained in the algorithm. We define the
set, G = {X ∈ Rd×d : ‖X − Σ˜‖2 ≤ 100r}. We will prove the theorem under two cases:
Case 1: One of the iterates belongs to the set, G. Suppose that Σt be an iterate in G. Therefore,
we have from Lemma 4.8 applied to the iterate, Σt:
d∗ ≤ dt ≤ 120r
Finally, if Σ∗ already belongs to the set G, we are already done. Otherwise, via an application of
Lemma 4.8 to Σ∗, we get:
‖Σ∗ − Σ˜‖2 ≤ 1
0.75
d∗ ≤ 160r
This proves the lemma in this case.
Case 2: In the alternate case where none of the iterates belong G, we have via the following
inequality and Lemmas 4.9 and 4.8:
‖Σt+1 − Σ˜‖2F =
∥∥∥∥Σt − dt4 Gt − Σ˜
∥∥∥∥
2
F
= ‖Σt − Σ˜‖2F − 2
dt
4
〈
Σt − Σ˜, Gt
〉
+
d2t
16
‖Gt‖2F
≤ ‖Σt − Σ˜‖2F −
dt
4
‖Σt − Σ˜‖2 + d
2
t
16
≤ ‖Σt − Σ˜‖2F −
3
16
‖Σt − Σ˜‖22 +
25
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‖Σt − Σ˜‖22
≤ ‖Σt − Σ˜‖2F −
1
16
‖Σt − Σ˜‖22 ≤ ‖Σt − Σ˜‖2F −
1
16d
‖Σt − Σ˜‖2F
=
(
1− 1
16d
)
‖Σt − Σ˜‖2F ≤ e−
T
16d ‖Σ0 − Σ˜‖2F
where we have used the fact that ‖Gt‖F ≤ ‖Gt‖1 = 1 and the fact that ‖X‖2 ≥ 1√d‖X‖F . The
accuracy of our algorithm follows from recursively applying the above inequality.
By applying Lemma 4.2 to the the semidefinite optimization problems, Test-Cov-Pos and
Test-Cov-Neg, we see that Condition 4.6 holds with probability at least 1 − 2−Ω(k). Note that
technically the output of Algorithm 3, Σ∗, is an estimate of the "truncated" second-moment matrix
Σ˜. However as noted in the proof of Lemma 4.2, the truncation parameter α is chosen to precisely
balance the bias term (due to truncation) with the estimation error, so the overall error ‖Σ∗−Σ‖2 ≤
‖Σ∗ − Σ˜‖2 + ‖Σ˜ − Σ‖2 achieves the stated convergence rate.
Our algorithm consists of O(d log 1/ε) iterations where in each iteration, we solve an semidefinite
optimization problem with O((d + k)8) variables. Assuming standard runtimes of the Ellipsoid
algorithm, the total runtime of our algorithm can be upper bounded by O((d+ k)17 log 1/ε). This
concludes the proof of the theorem.
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Algorithm 1 Distance Estimation
1: Input: Set of sample covariance matrices, Z = {Zi}ki=1, Current estimate X
2: d∗ ← sup{r > 0 : Test-Cov-Pos(Z,X, r) ≥ 0.999k or Test-Cov-Neg(Z,X, r) ≥ 0.999k}
3: Return: d∗
Algorithm 2 Gradient Estimation
1: Input: Set of sample covariance matrices, Z = {Zi}ki=1, Current estimate X
2: d∗ ← Distance Estimation(Z,X)
3: E˜p ← Test-Cov-Pos(Z,X, d∗), vp ← E˜p[
∑k
i=1 bi]
4: E˜n ← Test-Cov-Neg(Z,X, d∗), vn ← E˜n[
∑k
i=1 bi]
5: if vp ≥ 0.999k then
6: G← E˜p[uu⊤]
7: else
8: G← − E˜n[uu⊤]
9: end if
10: Return: G
Algorithm 3 Estimate Covariance
1: Input: Set of sample points, {vi}ni=1, Error Tolerance ε, Success Probability δ
2: nit← 1000d log dε
3: k ← 106 log 1δ
4: v˜i ← vi1{‖vi‖ ≤ α}
5: Split data into k buckets, Bj =
{
v˜ (j−1)n
k
+1
, . . . , v˜ jn
k
}
for j = 1, · · · k
6: Zj ← kn
∑
v˜∈Bj v˜v˜
⊤
7: Z = {Z1, . . . , Zk}
8: Σ0 ← 0,Σ∗ ← 0, d∗ ←∞
9: for t = 0 : nit do
10: dt ← Distance Estimation(Z,Σt)
11: if dt ≤ d∗ then
12: d∗ ← dt, Σ∗ ← Σt
13: end if
14: Gt ← Gradient Estimation(Z,Σt)
15: Σt+1 ← Σt − dt4 Gt
16: end for
17: Return: Σ∗
5 Regression
In this section we prove the following main theorem.
Theorem 5.1. There is a polynomial-time algorithm and a universal constant C > 0 with the
following guarantees. For any d-dimensional O(1)-nice random variable X with EX = 0 and
EXX⊤ = Id and any R-valued random variable ε with E ε = 0 and E ε2 = 1 and any linear function
f∗ : Rd → R, given n i.i.d. samples (X1, f∗(X1)+ε1), . . . , (Xn, f∗(Xn)+εn) the algorithm produces
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fˆ such that with probability at least 1− δ it holds that
E
X
(f(X)− f∗(X))2 ≤ C ·
(
d
n
+
log(1/δ)
n
)
so long as n ≥ max(d(log(1/δ))1/2 · (log d)C , C log(1/δ)).
We will prove Theorem 5.1 from main lemmas in the next subsection, but before we do so we
need to set up some notation.
Notation Suppose that S ⊆ Rd is a finite set of vectors. They induce an inner product on
functions f : Rd → R by 〈f, g〉S = Ex∼S f(x)g(x). We also write ‖f‖S = 〈f, f〉1/2S .
Similarly, if (X,Y ) is a random variable which is clear from context and f, g are functions of
X,Y then we let 〈f, g〉 = EX,Y f(X,Y )g(X,Y ) and similarly for ‖f‖. If u ∈ Rd we denote by ‖u‖
its Euclidean norm; since in this section the random variable X will always have EX = 0 and
EXX⊤ = Id this is the same as ‖f‖ for the linear function f(X,Y ) = 〈u,X〉.
We work with the square-loss function. If X is a random vector which is clear from context,
and Y is an R-valued random variable, then L(f) = EX(f(X) − Y )2 = ‖f(X) − Y ‖2. If S =
{(X1, Y1), . . . , (Xm, Ym)}, we denote the empirical loss on S by LS(f) = E(X,Y )∼S(f(X) − Y )2 =
‖f(X)− Y ‖2S .
We often have a set {(X1, Y1), . . . , (Xn, Yn)} which we split into k buckets B1, . . . , Bk of equal
size. In this case, we shorten the notation 〈f, g〉Bi to 〈f, g〉i and similarly for ‖f‖i and Li(f).
5.1 Proof of Theorem 5.1
To set up for the proof of Theorem 5.1, we need to describe the key certifiability properties that our
main algorithm exploits. Throughout, let X1, . . . ,Xn ∈ Rd and Y1, . . . , Yn ∈ R. In the background
of all the definitions which follow there is a fixed partition B1, . . . , Bk of [n] into k equal parts.
The polynomial systems defining the SoS SDPs are all in variables f = (f1, . . . , fd) which repre-
sents a linear function on Rd by its coefficients and b1, . . . , bk which we think of as 0/1-indicators
corresponding to the buckets B1, . . . , Bk.
Definition 5.2 (Noise correlation SDP). For a number r > 0 and a linear function g, let Anoise be
the polynomial system
bi〈Y − g, f〉i ≥ rbi for i ∈ [k]
‖f‖2 = 1
b2i = bi for i ∈ [k] .
A feasible solution (b, f) is a linear function f together with the indicator of a subset of the buckets
on which its empirical correlation with Y − g is at least r. We define the noise correlation SDP
(parameterized by g, r) as
max E˜
∑
i≤k
bi such that deg E˜ = 4, E˜ satisfies Anoise
We will also employ the following semidefinite programs, which certify bounds on the deviations
between per-bucket norms and Euclidean norms.
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Definition 5.3 (Norm upper bound SDP). For C > 0 we define the following SDP over degree-4
pseudodistributions in variables b1, . . . , bk, f1, . . . , fd.
max E˜
∑
i≤k
bi‖f‖2 such that
E˜ ‖f‖4 ≤ 1
E˜ satisfies b2i = bi
E˜ bi‖f‖2i ≥ C E˜ bi‖f‖2
Definition 5.4 (Norm lower bound SDP). For c > 0 we define the following SDP over degree-4
pseudodistributions in variables b1, . . . , bk, f1, . . . , fd.
max E˜
∑
i≤k
bi‖f‖2 such that
E˜ ‖f‖4 ≤ 1
E˜ satisfies b2i = bi
E˜ bi‖f‖2i ≤ c E˜ bi‖f‖2
Our main algorithm will succeed under the following deterministic condition.
Definition 5.5 (Regression Deterministic Conditions). Let X, f∗, ε be as in Theorem 5.1 and let
Yi = f
∗(Xi)+εi. Let (X˜i, Y˜i) = (Xi, Yi) ·1(‖X‖ ≤ α), where α = C0
√
d for a large-enough constant
C0. Let k = Θ(log(1/δ)) and let B1, . . . , Bk be a fixed partition of [n] into k buckets as usual. For
some r2 = O(d/n+ log(1/δ)/n), our deterministic conditions are
noise correlation SDP ≤ 0.001k (noise)
norm upper bound SDP ≤ 0.001k (norm-upper)
norm lower bound SDP ≤ 0.001k . (norm-lower)
where the SDPs are instantiated with X˜i, Y˜i, r, f
∗ and C = 1.01, c = 0.99 and truncated samples
(X˜i, Y˜i).
We will prove Theorem 5.1 from two main lemmas. The first says that the deterministic condi-
tions above hold with high probability.
Lemma 5.6. Let X, f∗, ε, δ be as in Theorem 5.1. For k = C log(1/δ) for a large-enough constant
C, let B1, . . . , Bk partition [n] into equal-size parts. Let f
∗ be a linear function, and let r2 =
C ′(d/n + log(1/δ)/n) for some universal C ′ > 0. Let X1, . . . ,Xn, ε1, . . . , εn be i.i.d. copies of X, ε
respectively and let Yi = f
∗(Xi) + εi. Suppose n ≥ log(1/δ)1/2d(log d)C′′ and δ ≥ 2−n/C′′ , for a
large-enough constant C ′′. Then Eqs. (noise) to (norm-lower) all hold with probability at least 1− δ.
The second lemma says that when the deterministic conditions are satisfied it is possible to
estimate f∗ in polynomial time.
Lemma 5.7. There is a polynomial-time algorithm with the following guarantees. Given
(X1, Y1), . . . , (Xn, Yn) and a partition B1, . . . , Bk of [n] into k buckets and r for which Eqs. (noise)
to (norm-lower) all hold for some linear function f∗, and given some linear function f0 such that
‖f∗ − f0‖ ≤ exp(poly(n, d)) · r, the algorithm outputs fˆ such that ‖fˆ − f∗‖ ≤ O(r).
30
Proof of Theorem 5.1. The theorem follows almost immediately from Lemma 5.7 and Lemma 5.6.
The only missing ingredient is the initialization f0 for the algorithm of Lemma 5.7. This may be
obtained by running the classical ordinary least squares algorithm: even with probability δ = 2−n
it offers an estimator with ‖fˆ − f∗‖ ≤ exp(poly(n, d)).
5.2 Gradient Descent for Linear Regression – Proof of Lemma 5.7
In this section we describe and analyze our main gradient descent method for linear regression,
proving Lemma 5.7. The algorithm will produce a series of iterates f0 = g0, g1, . . . , gT = fˆ . The
key step is a subroutine to make progress: that is, if ‖f∗ − gt‖ ≫ r, we need to produce gt+1 such
that ‖f∗ − gt+1‖ ≤ 0.99‖f∗ − gt‖.
Lemma 5.8. There is a polynomial-time algorithm and a constant C > 0 with the following guar-
antees. Given (X1, Y1), . . . , (Xn, Yn) for which Eqs. (noise) to (norm-lower) all hold (for some r > 0
and a linear function f∗) and a linear function g such that ‖g − f∗‖ ≥ Cr, the algorithm produces
g′ such that
‖g′ − f∗‖ ≤ 0.999‖g − f∗‖ .
Additionally, if ‖g − f∗‖ ≤ Cr, the algorithm outputs certify.
Lemma 5.7 follows immediately from Lemma 5.8: given f0, the algorithm will iterate the proce-
dure from Lemma 5.8 until it finds g for which it outputs certify. Then this g is output as fˆ . Since
‖g′ − f‖ ≤ 0.999‖g − f∗‖ at each iteration, by our assumptions on f0 only poly(n, d) iterations are
required, so the overall algorithm runs in polynomial time. We focus now on proving Lemma 5.8.
5.2.1 Main Lemmas and Proof of Lemma 5.8
In this subsection we accumulate the main lemmas needed to prove Lemma 5.8 and prove the latter.
The first lemma states that if ‖g − f∗‖ ≫ r then it is possible to find a pseudodistribution on
functions f such that the loss of f is noticeably less than the loss of g on most buckets.
Lemma 5.9. Suppose given (X1, Y1), . . . , (Xn, Yn) and r > 0 for which Eqs. (noise) to (norm-lower)
all hold for some linear function f∗, and also given a linear function g such that ‖g−f∗‖ > Cr for a
large-enough constant C. Then it is possible to find in polynomial time a degree-4 pseudodistribution
on variables f1, . . . , fd (representing a linear function f) and b1, . . . , bk which has the following
properties, for some number s ≥ 0.99‖g − f∗‖.
E˜ satisfies b2i = bi
E˜ satisfies
∑
i≤k
bi = 0.998k
E˜ satisfies ‖f − g‖2 = s2
E˜ biLi(f) ≤ E˜ bi(Li(g)− 0.97s2)
The second lemma shows that the pseudodistribution found in Lemma 5.8 makes progress to-
wards f∗.
Lemma 5.10. Let (X1, Y1), . . . , (Xn, Yn) satisfy the same conditions as in Lemma 5.9 with respect
to some linear function f∗. Suppose g is another linear function with ‖g − f∗‖ > Cr for a large-
enough constant C, and that E˜ is a pseudodistribution of degree-4 on variables f, b with the properties
from the conclusion of Lemma 5.9. Then
E˜ ‖f − f∗‖2 ≤ 0.999‖g − f∗‖2 .
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Our last lemma shows that to detect whether a linear function g has ‖g − f∗‖ ≤ O(r) it is
enough to check for the existence of a certain SoS proof.
Lemma 5.11. For some (X1, Y1), . . . , (Xn, Yn) and r > 0 and linear function f
∗ on Rd, suppose
that Eqs. (noise) to (norm-lower) all hold. Let g be another linear function. Then if
max E˜
∑
i≤k
bi such that
E˜ satisfies b2i = bi
E˜ satisfies bi〈Y − g, f〉i ≥ bi · C · r
E˜ satisfies ‖f‖2 = 1
deg E˜ = 4
is less than 0.1k then ‖f∗ − g‖ ≤ 2Cr, while if ‖f∗ − g‖ ≤ Cr/2 then the quantity above is at most
0.1k, for any large-enough C.
Now we can prove Lemma 5.8.
Proof of Lemma 5.8. The algorithm to obtain g′ with ‖g′−f∗‖ ≤ 0.999‖g−f∗‖ follows immediately
from Lemma 5.9 and Lemma 5.10. By those lemmas, it is possible in polynomial time to obtain
E˜ with E˜ ‖f − f∗‖2 ≤ 0.999 E˜ ‖g − f∗‖2, and it suffices to output the linear function E˜ f . This is
because by Cauchy-Schwarz, ‖ E˜ f − f∗‖2 ≤ E˜ ‖f − f∗‖2. To decide whether to output certify it
suffices to solve the SDP from Lemma 5.11 for appropriate choice of C and output certify if the
optimum value is at most 0.1k.
5.2.2 Remaining proofs
It remains to prove Lemmas 5.9 to 5.11. We prove them in order.
Proof of Lemma 5.9. The polynomial-time algorithm is to binary search on the parameter s; for
each candidate value of s solving the degree-4 SoS SDP in the lemma statement.
First we show that with the value s2 = ‖f∗ − g‖2, the SoS program is feasible. The feasible
point we exhibit is given by f = f∗. We expand Li(g)− Li(f∗).
Li(g)− Li(f∗) = ‖g − y‖2i − ‖f∗ − y‖2i
= ‖g − f∗‖2i + 2〈g − f∗, f∗ − y〉i .
By Eq. (noise), for at least 0.999k buckets we have 〈g−f∗, f∗−y〉i ≥ −sr. And by Eq. (norm-lower),
for at least 0.999k buckets ‖g − f∗‖2i ≥ 0.99‖g − f∗‖2. So for at least 0.998k indices i we have
Li(g) − Li(f∗) ≥ 0.99s2 − sr. Thus, the degree-4 SoS program in the lemma statement is feasible
(using f = f∗) with the correct choice of s and a big-enough constant C.
By a similar argument, the program in the lemma statement remains feasible for any choice of
s in the range [0.99‖g − f∗‖, 1.01‖g − f∗‖], by choosing f = εg + (1 − ε)f∗ for ε = ε(s) such that
‖f − g‖2 = s2. Such s can be found by binary search.
We turn to Lemma 5.10.
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Proof of Lemma 5.10. We start by rearranging E˜ biLi(f) ≤ E˜ bi(Li(g)− 0.97s2) as
E˜ bi(‖f−f∗‖2i +2〈f−f∗, f∗−y〉i+‖f∗−y‖2i ) ≤ E˜ bi(‖g−f∗‖2i +2〈g−f∗, f∗−y〉i+‖f∗−y‖2i−0.97s2)
which after grouping terms becomes
E˜ bi‖f − f∗‖2i ≤ E˜ bi(‖g − f∗‖2i + 2〈g − f, f∗ − y〉i − 0.97s2) . (5.1)
Now we define a set G ⊆ [k] of good buckets. Let i ∈ G if the following all hold:
E˜ bi‖f − f∗‖2i ≥ 0.99 E˜ bi‖f − f∗‖2 (5.2)
E˜ bi‖g − f∗‖2i ≤ 1.01 E˜ bi‖g − f∗‖2 (5.3)
E˜ bi〈g − f, f∗ − y〉i ≤ rs . (5.4)
We claim that the contribution of buckets Bi for i /∈ G to the sum
∑
i≤k bi‖f − f∗‖2 is small in the
following sense. Let B ⊆ [k] be those buckets violating (5.2), B′ ⊆ [k] those violating (5.3), and
B′′ ⊆ [k] those violating (5.4). Below, we will show that∑
i∈B∪B′
E˜ bi‖f − f∗‖2 ≤ 0.016k E˜ ‖f − f∗‖2 and E˜
∑
i∈B′′
bi ≤ 0.006k . (5.5)
Let us first see that this is enough to complete the argument.
By definition of good buckets, if i ∈ G then it follows from Eq. (5.1) that
E˜ bi‖f − f∗‖2 ≤ 1.02 E˜ bi(1.01‖g − f∗‖2 − 0.96s2) .
(Here we also used that for a big-enough constant C it holds that s ≥ Cr.) Since E˜ satisfies∑
i≤k bi = 0.998k, we have
0.998k E˜ ‖f − f∗‖2
= E˜
∑
i≤k
bi‖f − f∗‖2
= E˜
∑
i∈G
bi‖f − f∗‖2 + E˜
∑
i/∈G
bi‖f − f∗‖2
≤ 1.02 E˜
∑
i∈G
(1.01‖g − f∗‖2 − 0.96s2) + E˜
∑
i/∈G
bi‖f − f∗‖2
≤ 0.9k‖g − f∗‖2 − 0.4ks2 + E˜
∑
i/∈G
bi‖f − f∗‖2 since s2 ≥ 0.99‖g − f∗‖2 .
If we now use that
∑
i∈B∪B′ bi‖f−f∗‖2 ≤ 0.016k E˜ ‖f −f∗‖2 from (5.5), we can rearrange to obtain
0.96k E˜ ‖f − f∗‖2
≤ 0.9k‖g − f∗‖2 − 0.4ks2 + E˜
∑
i∈B′′
bi‖f − f∗‖2
≤ 0.9k‖g − f∗‖2 − 0.4ks2 +

E˜
(∑
i∈B′′
bi
)2
1/2
(E˜ ‖f − f∗‖4)1/2 by pseudodist. Cauchy-Schwarz
≤ 0.9k‖g − f∗‖2 − 0.4ks2 + 0.1k(E˜ ‖f − f∗‖4)1/2 by E˜
∑
i∈G
bi ≥ 0.992k
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≤ 0.9k‖g − f∗‖2 − 0.4ks2 + 0.2k(E˜ ‖f − g‖4 + ‖g − f∗‖4)1/2 by pseudodist. triangle inequality
≤ 0.9k‖g − f∗‖2 − 0.4ks2 + 0.35ks2 since s2 ≥ 0.99‖f − g∗‖2 and E˜ satisfies ‖f − g‖2 = s2
≤ 0.9k‖g − f∗‖2 .
The lemma follows.
Proof of Eq. (5.5) It remains to establish Eq. (5.5). First let us establish that we may assume
E˜ ‖f − f∗‖2 ≥ s2/10. Otherwise,
E˜ ‖f − f∗‖2 ≤ s
2
10
=
1
10
E˜ ‖f − g‖2 ≤ 1
5
(E˜ ‖f − f∗‖2 + E˜ ‖g − f∗‖2)
which rearranges to imply E˜ ‖f − f∗‖2 ≤ 0.75 E˜ ‖f − g∗‖2, so the lemma would follow.
Continuing with the proof of Eq. (5.5), let B ⊆ [k] be the set of indices where (5.2) fails. If
E˜
∑
i∈B bi‖f−f∗‖2 ≥ 0.008k E˜ ‖f−f∗‖2, we claim that by modifying E˜ to set bi to zero for i /∈ B and
replacing f − f∗ with h = f−f∗2s we would obtain a pseudodistribution which violates (norm-lower).
To see this we must check feasibility for the norm lower bound SDP. The main constraint to check
is E˜ ‖h‖4 ≤ 1. For this we observe that
E˜ ‖f − f∗‖4 ≤ 2 E˜ ‖f − g‖4 + 2 E˜ ‖g − f∗‖4 ≤ 6s4
by pseudoexpectation triangle inequality. We conclude that E˜
∑
i∈B bi‖f − f∗‖2 ≤ 0.008k.
By an analogous argument, this time violating (norm-upper), if B′ is the set of indices where
(5.3) fails then E˜
∑
i∈B′ bi‖f − f∗‖2 ≤ 0.008k E˜ ‖f − f∗‖2.
Lastly we establish the second part of (5.5). If B′′ is the set of indices where (5.4) fails, if
E˜
∑
i∈B′′ bi ≥ 0.006k then by modifying E˜ by setting bi to zero for i /∈ B′′ and replacing E˜(f − g)
by E˜(f − g)/s we obtain a pseudodistribution which violates Eq. (noise).
Finally we turn to the proof of Lemma 5.11.
Proof of Lemma 5.11. We start with the second implication. Suppose ‖f∗−g‖ ≤ Cr/2, and suppose
E˜ satisfies the constraints of Lemma 5.11. Then we see that E˜ also satisfies
bi〈Y − f∗, f〉i ≥ biCr − bi〈f∗ − g, f〉i ≥ biCr − bi‖f∗ − g‖i .
Since Eq. (norm-upper) holds, this is at least biCr− 1.01bi‖f∗ − g‖ ≥ biCr/3. For large-enough C,
E˜ is feasible for the noise correlation SDP. Since Eq. (noise) holds, we must have E˜
∑
bi ≤ 0.001k.
Now we tackle the first implication. By Eq. (noise) and hypothesis on g and pigeonhole principle,
there exist at least 0.95k indices i ≤ k such that 〈Y − g, f∗−g‖f∗−g‖〉i ≤ Cr and 〈Y − f∗, g−f
∗
‖g−f∗‖〉i ≤ r ≤
Cr. The former rearranges to 〈g−Y, g−f∗‖f∗−g‖〉i ≤ Cr. Adding, we find ‖g−f∗‖2i /‖g−f∗‖ ≤ (C+1)r.
Since Eq. (norm-lower) holds, for one i for which ‖g − f∗‖2i /‖g − f∗‖ ≤ (C + 1)r we also have
‖g − f∗‖2i ≥ 0.99‖g − f∗‖2. Putting these together, we find ‖g − f∗‖ ≤ 2Cr (for large-enough C),
which proves the lemma.
5.3 Certification – Proof of Lemma 5.6
In this section we show that the conditions on a set of regression data (X1, Y1), . . . , (Xn, Yn) which
our algorithm from Section 5.2 requires hold with high probability. Our proof comes in three parts,
one for each of Eqs. (noise) to (norm-lower). We start by establishing some notation. Throughout
the section,
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• X1, . . . ,Xn are i.i.d. copies of an O(1)-nice, zero mean random variable X on R
d with covari-
ance Id.
• X˜i = Xi · 1‖Xi‖≤√d log d.
• Σ˜ = E X˜X˜⊤.
• B1 ∪ . . . ∪Bk = [n] is a partition of n into k equal parts.
• For i ≤ k, Zi = Ej∼Bi X˜jX˜⊤j − Σ˜.
• Z˜i = Zi · 1‖Zi‖2≤C E ‖Zi‖2 for a big-enough constant C.
• We assume throughout that n ≥ Ck and n ≥ k1/2d(log d)C for C large enough.
Now we prove some useful facts. The following Fact 5.12 can be proved by standard applications
of Holder’s and Markov’s inequalities.
Fact 5.12. ‖Σ˜ − Id‖2 ≤ o(1).
The following Fact 5.13 may be proved by straightforward application of the matrix Bernstein
inequality.
Fact 5.13. For all i ≤ k, E ‖Zi‖2 ≤ O(d(log d)k/n + 1) log d+O(
√
d log dk/n).
The next fact will allow us to control a key variance term in the proof of Lemma 5.6.
Fact 5.14. For any ε > 0, c > 1 there is C > 0 such that
E
Xi
max
E˜
E˜
∑
i≤k
1‖Zi‖2≤cE ‖Zi‖2(‖f‖2i − ‖f‖2)2 ≤ εk
so long as n ≥ k1/2d(log d)C and n ≥ Ck. Here the maximization is over E˜ in variables f1, . . . , fd
with E˜ ‖f‖4 ≤ 1.
Proof. Let Z˜i = Zi · 1‖Zi‖2≤cE ‖Zi‖2 . Let Σ˜ = E X˜X˜⊤. We have for any E˜ by the definitions and
triangle inequality,
E˜
∑
i≤k
1‖Zi‖2≤cE ‖Zi‖2(‖f‖2i − ‖f‖2)2 = E˜
∑
i≤k
(〈f, Z˜if〉+ 〈f, (Σ˜ − Id)f〉)2
≤ 2 E˜
∑
i≤k
〈f, Z˜if〉2 + 2 E˜
∑
i≤k
〈f, (Σ˜− Id)f〉2
≤ 2 E˜
∑
i≤k
〈f, Z˜if〉2 + o(k) by Fact 5.12 .
To bound the remaining term above, E˜
∑
i≤k〈f, Z˜if〉2, we employ Lemma 3.2. This says that
E
Xi,Yi
max
E˜
E˜
∑
i≤k
〈f, Z˜if〉2 ≤ O
(
1
n
· k3/2 · d ·
√
log d
)
+O
(
k2
n
)
+O
(
[E ‖Z‖2]2 · log d
)
.
(See note below on applying Lemma 3.2 even though we are maximizing over degree-4 pseudodis-
tributions rather than degree-8.) Using Fact 5.13 to bound E ‖Z‖2 and putting it all together, we
find that
E
Xi,Yi
max
E˜
∑
i≤k
1‖Zi‖2≤cE ‖Zi‖2(‖f‖2i − ‖f‖2)2 ≤ εk
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using α = C
√
d and n≫ k1/2d and δ ≥ 2−Θ(n). This concludes the proof
Degree 4 versus Degree 8: In the above we used Lemma 3.2, which as stated applies only to
degree-8 pseudodistributions. We briefly explain why it can be applied here. Inspecting the proof of
Lemma 3.2, we see that the only place where degree-8-ness is used is to bound EX E˜ ‖X‖4〈X,u〉4 ≤
(EX ‖X‖8)1/2 · (EX〈X,u〉8)1/2, followed by the application of certifiable (2, 8) hypercontractivity to
bound EX〈X,u〉8. In our current setting, we are working with more aggressively truncated variables
X˜i = Xi · 1‖Xi‖≤O(√d) than in the covariance estimation setting. This truncation allows for an
alternative analysis at this point of the proof of Lemma 3.2: E ‖X˜‖4 E˜〈X˜, v〉4 ≤ O(d2) E˜〈X, v〉4,
which requires only degree-4 E˜.
5.4 Proof of Eq. (norm-upper)
By a bounded-differences argument identical to Lemma 4.3, it will be enough to prove the following
claim.
Claim 5.15. With notation as in Lemma 5.6, Emax
E˜
E˜
∑
i≤k bi‖f‖2 ≤ 0.0001k where the maximum
is taken over all degree-4 pseudoexpectations such that E˜ ‖f‖4 ≤ 1, E˜ satisfies {b2i = bi}, and
E˜ bi‖f‖2i ≥ 1.01 E˜ bi‖f‖2.
Proof of Claim 5.15. We will partition [k] into good and bad sets [k] = G∪B. Let G = {i : Zi = Z˜i}
and let B = [k] \ G. For any degree-4 pseudoexpectation satisfying the constraints of the norm
upper bound SDP, we have
E˜
∑
i≤k
bi‖f‖2 ≤ |B|+
∑
i∈G
E˜ bi‖f‖2 .
Here we used E˜
∑
i∈B bi‖f‖2 ≤
∑
i∈B(E˜ b
2
i )
1/2(E˜ ‖f‖4)1/2 ≤ |B|. Bounding the second term, we
have
E˜
∑
i∈G
bi‖f‖2 ≤ 0.99
∑
i∈G
E˜ bi‖f‖2i = 0.99
∑
i∈G
E˜ bi‖f‖2 + 0.99
∑
i∈G
E˜ bi(‖f‖2i − ‖f‖2) .
This rearranges to
E˜
∑
i∈G
bi‖f‖2 ≤ 100
∑
i∈G
E˜ bi(‖f‖2i − ‖f‖2) ≤ 100
√
k
(
E˜
∑
i∈G
(‖f‖2i − ‖f‖2)2
)1/2
. (5.6)
By definition of G, we can use Theorem 5.14 to obtain
100
√
kEmax
E˜
(
E˜
∑
i∈G
(‖f‖2i − ‖f‖2)2
)1/2
≤ 0.000001k .
By Markov’s inequality E |B| ≤ 0.00001k, which completes the proof.
5.5 Proof of Eq. (norm-lower)
As in the previous section, it will suffice to prove the following claim.
Claim 5.16. With notation as in Lemma 5.6, Emax
E˜
E˜
∑
i≤k bi‖f‖2 ≤ 0.0001k where the maximum
is taken over all degree-4 pseudoexpectations such that E˜ ‖f‖4 ≤ 1, E˜ satisfies {b2i = bi}, and
E˜ bi‖f‖2i ≤ 0.99 E˜ bi‖f‖2.
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Proof of Claim 5.16. The proof is similar to that of Claim 5.16. Let the good and bad sets B,G be
as they were there. Once again, we note
E˜
∑
i≤k
bi‖f‖2 ≤ |B|+
∑
i∈G
E˜ bi‖f‖2
As before, we can use Markov’s inequality to conclude E |B| ≤ 0.000001k. So we just need to bound
the second term. We have∑
i∈G
E˜ bi‖f‖2 =
∑
i∈G
E˜ bi‖f‖2i +
∑
i∈G
E˜ bi(‖f‖2 − ‖f‖2i ) .
By the constraints on E˜, this is at most
0.99
∑
i∈G
E˜ bi‖f‖2 +
∑
i∈G
E˜ bi(‖f‖2 − ‖f‖2i ) .
So rearranging, we get ∑
i∈G
E˜ bi‖f‖2 ≤ 100
∑
i∈G
E˜ bi(‖f‖2 − ‖f‖2i ) .
The remainder of the proof proceeds as in Claim 5.15.
5.6 Proof of Eq. (noise)
The argument is identical to one which appears in [Hop18a, CFB19]. It suffices to note that
〈Y − g, f〉i = f⊤( kn
∑
j∈Bi X˜jεj) where on the RHS of this equation f is considered as a vector
of coefficients. Since the random vector kn
∑
j∈Bi X˜jεj satisfies the hypotheses of Lemma 2.8 of
[Hop18a], this completes the proof by applying Lemma 2.8.
By a bounded-differences argument as in the proof of Lemma 4.3, it is enough to prove the
following lemmas concerning the expected values of the noise SDP, norm upper bound SDP, and
norm lower bound SDP.
Lemma 5.17. Let f∗ be a linear function on Rd. Let X1, . . . ,Xn be i.i.d. copies of an O(1)-nice
random variable X on Rd with EX = 0 and EXX⊤ = Id. Let ε1, . . . , εn be i.i.d. copies of a random
variable ε on R with E ε = 0 and E ε2 = 1. Let Yi = f
∗(Xi)+εi. Let k ∈ N and let B1, . . . , Bk ⊆ [n]
partition [n] into k parts of size n/k.
E

 max
deg E˜=4
E˜ satisfies Anoise
E˜
k∑
i=1
bi

 ≤ 0.0005k
where Anoise is instantiated with the function f∗ and r2 ≥ C(d/n+k/n) and with truncated samples
(X˜i, Y˜i).
Proof of Lemma 5.17. The proof is very similar to [Hop18a, Lemma 3.2]. The only twist is that we
need to handle truncation of the samples X˜i, Y˜i.
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6 Mean estimation in (almost) any norm in poly(d, 1/δ) time
In this section we prove the following theorem, concerning estimation of the mean of a heavy-tailed
random vector in general norms.
Theorem 6.1. Let B ⊆ Rd be (the unit ball of) a norm and let O be a separation oracle for the unit
ball B∗ of its dual norm. There is a universal constant C such that for every n ∈ N and δ ≥ 2−n there
is an algorithm with the following guarantees. Let X be a random vector on Rd with µ = EX and
Σ = E(X − µ)(X − µ)⊤. Given n independent samples X1, . . . ,Xn from X the algorithm produces
an estimator µˆ such that with probability at least 1− δ,
‖µˆ − µ‖B ≤ C√
n
·max

 E
σ,X
1√
n
∥∥∥∥∥∥
∑
i≤n
σi(Xi − µ)
∥∥∥∥∥∥ , R
√
log(1/δ)


where
• σ1, . . . , σn are i.i.d. Rademacher random variables, and
• R = ‖Σ1/2‖2→B = (supx∈B∗ x⊤Σx)1/2 is the 2→ B norm of Σ1/2.
The algorithm runs in time O(dn) + poly(d, 1/δ) and makes at most poly(d, 1/δ) calls to O.
The algorithm will directly compute a simplified version of the median-of-means estimator of
Lugosi and Mendelson [LM18a]. The nontrivial aspect of our algorithm is that it avoids brute-force
search over an ε-net of size 2d; we show that instead it is possible to limit brute-force search to a
space of size O(1/δ).
To set up our algorithm and its analysis we make one important definition.
Definition 6.2. Let Z1, . . . , Zk ∈ Rd and let B ⊆ Rd be a norm. For r > 0 and p ∈ [0, 1], a
point x ∈ Rd is (r, p)-central (with respect to B) if for every u ∈ B∗ there are at most pk vectors
Z1, . . . , Zk such that 〈Zi − x, u〉 > r.
We define a median-of-means estimator for the mean with respect to a norm B. Our definition
matches that of Lugosi and Mendelson [LM18a], except for a small simplification in the definition
of the set of points the estimator chooses from to ensure convexity; it is straightforward to show
that this does not change the analysis of the estimator.
Definition 6.3 (The B mean estimator). Let B ⊆ Rd be a norm. Let n ∈ N and δ > 2−n. Let
k = C log 1/δ for some constant C and let B1, . . . , Bk ⊆ [n] partition [n] into equal-size sets. We
define the following estimator for the mean of a random vector. Given X1, . . . ,Xn i.i.d. copies of a
random vector X on Rd, let Zi = Ej∼Bi Xj . For the minimal r such that an (r, 1/10)-central point
with respect to Z1, . . . , Zk exists, find such a point x and output it.
The main statistical analysis is captured by the following main theorem of [LM18a].
Theorem 6.4 (Theorem 2 of [LM18a]). Let B ⊆ Rd be a norm. Let X be a random variable on
R
d with µ = EX and Σ = E(X − µ)(X − µ)⊤. Let n ∈ N and δ ≥ 2−n. There is a universal
constant C such that if independent copies X1, . . . ,Xn of X are partitioned into k = C log(1/δ)
buckets B1, . . . , Bk ⊆ [n] with |Bi| = n/k and we let Zi = kn
∑
j∈Bi Xj , then with probability at least
1− δ the vector µ is (r, 1/10)-central with respect to Z1, . . . , Zk, for
r ≤ O

 1√
n
·max

 E
σ,X
1√
n
∥∥∥∥∥∥
∑
i≤n
σiXi
∥∥∥∥∥∥ , R
√
log(1/δ)




where σ,R are as in Theorem 6.1.
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We note that Theorem 2 of [LM18a] has an additional term E ‖G‖ on the right-hand side, where
G is a Gaussian with covariance Σ. We provide for reference a simple proof of Theorem 6.4 in the
appendix which shows that this term is unnecessary.
The analysis of this median-of-means estimator is completed by the following simple lemma:
Lemma 6.5. Suppose Z1, . . . , Zk ∈ Rd and B is a norm, and x, y are both (r, 1/10)-central. Then
‖x− y‖B ≤ 2r.
Proof. By definition, ‖x − y‖cB = supu∈B∗〈x − y, u〉. Since x, y are (r, 1/10) central, for every u
there is Zi such that 〈Zi − y, u〉 ≤ r and 〈x− Zi, u〉 ≤ r. Adding these two, we obtain 〈x− y, u〉 =
〈x− Zi, u〉+ 〈Zi − y, u〉 ≤ 2r.
In light of Theorem 6.4 and Lemma 6.5, to prove Theorem 6.1 it will suffice to give an algorithm
which finds an (r, 1/10)-central point given Z1, . . . , Zk, if such exists. For this we prove the following
two lemmas.
Lemma 6.6. Let B ⊆ Rd be a norm and Z1, . . . , Zk ∈ Rd. For all r > 0 and p ∈ [0, 1], the set of
(r, p)-central points is convex.
Proof. For u ∈ B∗, let
Su = {x ∈ Rd : 〈Zi − x, u〉 ≤ r for at least (1− p)k Zi’s} .
The set of (r, p)-central points is exactly
⋂
u∈B∗ Su, so it suffices to show that Su is convex; it is easy
to see that Su is in fact a half-space, so we are done.
Lemma 6.7. Let B ⊆ Rd be a norm and let Z1, . . . , Zk ∈ Rd. For all r > 0 and p ∈ [0, 1] there is
a separation oracle for the set of (r, p)-central points which runs in time 2k · poly(d) and makes at
most 2k · poly(d) calls to a separation oracle O for the norm B∗.
Proof. By rearranging the definition of centrality, x is (r, p)-central if and only if for all T ⊆ [k]
with |T | = pk + 1 there is no u ∈ B∗ such that 〈Zi − x, u〉 ≥ r for all i ∈ T .
Suppose given x ∈ Rd. The separation oracle proceeds as follows. For all T ⊆ [k] with |T | =
pk+1, check via the ellipsoid method using poly(d) calls to O and poly(d) additional running time
that whether the following set is nonempty:
ST = {u ∈ B∗ : 〈Zi − x, u〉 ≥ r for all i ∈ T} .
If ST = ∅ for all T , then x is (r, p)-central. Otherwise, suppose there exists u ∈ ST for some T ⊆ [k].
Then u separates x from the set Su (as defined in the proof of Lemma 6.6), so the separation oracle
may output the linear function f(x) = 〈x, u〉+ r−〈Zi, u〉, where Zi is such that 〈Zi, u〉 is the pk-th
least number among {〈Zi, u〉}i∈[k].
There are at most 2k choices for T , and hence the separation oracle requires 2k · poly(d) calls to
O and 2k · poly(d) additional running time.
Now we can prove Theorem 6.1.
Proof of Theorem 6.1. Given X1, . . . ,Xn, our algorithm first computes bucketed means Z1, . . . , Zk
for k = C log(1/δ), with C a big-enough constant to be chosen later.. Note that for each r, together
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Lemmas 6.6 and 6.7 imply that there is an Ellipsoid-based algorithm to find an (r, p)-central point
or determine that none exists.7
It just remains to show that by binary search our algorithm can find (up to a factor of 2) a value
r′ such that r′ ≤ O(r) where r = 1√
n
·max
(
Eσ,X
∥∥∥∑i≤n σiXi∥∥∥ , R√log(1/δ)) is as in the theorem
statement.
First we show that the algorithm may easily compute an upper bound on this value of r – the
upper bound is d ·maxi,j≤k ‖Zi − Zj‖2. With probability at least 1− δ/2, we have
d ·max
i,j≤k
‖Zi − Zj‖2 ≤ r · poly(d, 1/δ)
by factor-d equivalence of B and ℓ2 together with Chebyshev’s inequality. So by running at most
poly(d, 1/δ) steps of binary search on r′, the algorithm finds r′ ≤ O(r) such that there exists an
(r′, 1/10)-central point, and outputs that point.
6.1 Proof of Theorem 6.4
We will first formulate a polynomial optimization problem to test whether a given point, x ∈ Rd is
(r, p)-central with respect to the vectors, Z1, . . . , Zk:
max
k∑
i=1
bi
bi〈v, Zi − x〉 ≥ bir
b2i = bi
v ∈ B∗ (GEN-TST)
We will denote the optimal value of the above optimization problem instantiated with vectors
Z = {Zi, . . . , Zk}, a point x and a radius r as m = GEN-TST(Z, x, r). Note now, that a point x
is (r, p)-central with respect to the points Z1, . . . , Zk if GEN-TST(Z, x, r) is less than pk. Before
we proceed with the proof of Theorem 6.4, we will first show that GEN-TST satisfies the bounded
differences condition with respect to the inputs, Zi.
Lemma 6.8. Let Z = {Z1, . . . , Zk} and Z′ = {Z1, . . . , Z ′i, . . . , Zk}; that is, the ith vector, Zi, is
replaced by Z ′i. Then, for any x ∈ Rd and r > 0, we have m = GEN-TST(Z, x, r) and m′ =
GEN-TST(Z′, x, r) satisfying:
|m−m′| ≤ 1
Proof. Let x ∈ Rd and r > 0. And let the v ∈ B∗ and b1, . . . , bkbe the maximizers of
GEN-TST(Z, x, r). Now, we may construct a candidate solution for GEN-TST(Z′, x, r), by picking
v′ = v and b′j = bj for all j 6= i and bi = 0. Note that the candidate pair, (v′,b′) is feasible for
GEN-TST(Z′, x, r) and therefore, we may conclude that:
m′ ≥
k∑
i=1
b′i ≥
k∑
i=1
bi − 1 = m− 1
7Formally to obtain this guarantee from the Ellipsoid method one must ensure that the convex set of interest is
sandwiched between exponentially-small and exponentially-large balls in Rd [GLS93]. This is straightforward in our
case by observing that if there is any (r, p)-central point then there is a small ball of (r+ ε, p)-central points for small
ε > 0, and that any central point is contained in the smallest ball containing all of Z1, . . . , Zk.
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Similarly, we may conclude that m ≥ m′ − 1. The two statements conclude the proof of the
lemma.
We will now prove a lemma useful in bounding the expected value of the GEN-TST(Z, µ, r).
Before we do this, we will restate a lemma bounding the Rademacher complexity of compositions
of Lipschitz functions with an underlying function class from [LT91]:
Theorem 6.9. Let X1, . . . ,Xn ∈ Rd be i.i.d. random vectors, F be a class of real-valued functions
on Rd and σi, . . . , σn be independent Rademacher random variables. If φ : R→ R is an L-Lipschitz
function with φ(0) = 0, then:
E sup
f∈F
n∑
i=1
σiφ(f(Xi)) ≤ L · E sup
f∈F
n∑
i=1
σif(Xi).
Lemma 6.10. Let X1, . . . ,Xn be iid random vectors with mean 0 and covariance, Σ. In addition,
for i = 1, . . . , k, let Zi =
k
n
∑ i
k
n
j= i−1
k
n
Xj . Then, we have that:
E
[
max
v∈B∗
|〈Zi, v〉|
]
≤ k
n
·
(
4E
[∥∥∥∥∥
n∑
i=1
εiXi
∥∥∥∥∥
]
+
√
knR
)
where
1. εi are independent iid Rademacher random variables
2. R = ‖Σ1/2‖2→B as in the statement of Theorem 6.4
Proof. First note that the random vectors, Zi have covariance matrices
k
nΣ. We now bound the
quantity as follows:
E
[
max
v∈B∗
k∑
i=1
|〈Zi, v〉|
]
≤ E
[
max
v∈B∗
k∑
i=1
|〈Zi, v〉| − E[|〈Z ′i, v〉|]
]
+ kmax
v∈B∗
E[|〈Z ′i, v〉|]
We bound the second term as follows:
max
v∈B∗
E
[|〈Z ′i, v〉|] ≤ max
v∈B∗
E
[〈Z ′i, v〉2]1/2 = max
v∈B∗
k
n
v⊤Σv =
k
n
R2
Let h : [n] → [k] denote the function assigning data points, Xi to buckets. For the first term,
we proceed as follows:
E
[
max
v∈B∗
k∑
i=1
|〈Zi, v〉| − E[〈Z ′i, v〉]
]
≤ E
Zi,Z′i
[
max
v∈B∗
k∑
i=1
|〈Zi, v〉| − |〈Z ′i, v〉|
]
≤ E
Zi,Z′i,σi
[
max
v∈B∗
k∑
i=1
σi(|〈Zi, v〉| − |〈Z ′i, v〉|)
]
≤ E
Zi,σi
[
max
v∈B∗
k∑
i=1
σi|〈Zi, v〉|
]
+ E
Z′i,σi
[
max
v∈B∗
−σi|〈Z ′i, v〉|
]
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= 2 E
Zi,σi
[
max
v∈B∗
k∑
i=1
σi|〈Zi, v〉|
]
≤ 2 E
Zi,σi
[
max
v∈B∗
k∑
i=1
σi〈Zi, v〉
]
= 2 · k
n
· E
Xj ,σi

max
v∈B∗
n∑
j=1
σh(j)〈Xj , v〉


= 2 · k
n
· E
Xj ,σi

max
v∈B∗
n∑
j=1
σh(j)〈Xj , v〉 − Eσh(j)〈X ′j , v〉


≤ 2 · k
n
· E
Xj ,X′j ,σi,εj

max
v∈B∗
n∑
j=1
εjσh(j)(〈Xj , v〉 − 〈X ′j , v〉)


≤ 2 · k
n
· E
Xj ,X′j ,σi,εj

max
v∈B∗
n∑
j=1
εj(〈Xj , v〉 − 〈X ′j , v〉)


≤ 4k
n
E
Xj ,σj

max
v∈B∗
〈
v,
n∑
j=1
εjXj
〉 = 4k
n
E
Xj ,σj


∥∥∥∥∥∥
n∑
j=1
εjXj
∥∥∥∥∥∥


The proof of Theorem 6.4 follows immediately by applying the bounded differences concentration
inequality to GEN-TST (Z, µ, r) for k = C log 1/δ (by Lemma 6.8) and upper bounding its expected
value as follows by an application of Lemma 6.10:
E [GEN-TST(Z, µ, r)] ≤ 1
r
· E
[
max
v∈B
k∑
i=1
|〈Zi − µ, v〉|
]
≤ k
20
7 Roadblock to Information-Theoretic Optimality: Single-Spike
Block Mixtures
We describe a simple high-dimensional testing problem which must be solved by any algorithm using
our techniques (in a sense we make precise below) to substantially improve on our quantitative error
rates in covariance estimation and linear regression. We also present some mild evidence that this
single-spike block mixtures problem may be hard for polynomial-time algorithms; we view obtaining
stronger evidence for hardness (or, of course, an efficient algorithm) as a fascinating open problem.
Definition 7.1 (Single-Spike Block Mixtures). Let d,m ∈ N and 1 > λ > 0. In the single-spike
block mixtures testing problem the goal is to distinguish, given vectors y1, . . . , ymd ∈ Rd, between
the following two cases:
null: y1, . . . , ymd ∼ N (0, Id) i.i.d.
planted: First x ∼ {±1/√d}d and s1, . . . , sd ∼ {±1}. Then, y1, . . . , ym ∼ N (0, Id + s1λxx⊤)
and ym+1, . . . , y2m ∼ N (0,+s2λxx⊤), and so forth. That is, each block of vectors
yim, . . . , y(i+1)m−1 has either slightly larger variance in the x direction (if si = 1) or slightly
lesser variance (if si = −1) than they would in the null case.
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Remark 7.2 (Relation to Covariance Estimation and Linear Regression). The median-of-means ap-
proach to covariance estimation requires us to be able to find an appropriate median of empirical
covariance matrices Σ1, . . . ,Σk. In this context, a r-median is any matrix M such that for all unit
x we have 〈xx⊤,Σi −M〉 ≤ r for at least 0.9k of Σ1, . . . ,Σk. The r for which it is possible to find
an r-median translates directly to the error rate of the eventual median-of-means estimator.
To find such an r-median, it seems crucial to be able to recognize one. The single-spike block
mixtures problem can be reformulated as the problem of deciding whether or not the identity matrix
Id is an r-median for the empirical covariances in the blocks.
Any median-of-means algorithm for covariance estimation giving rate d3/4−Ω(1)/
√
n would solve
the single-spike block mixtures problem with λ ≤ d1/4−Ω(1)/√m. This is what our moment-matching
lower bound suggests is hard.
The relationship to linear regression is a little more subtle. Our algorithm for linear regression
even in the case that X has identity covariance goes via a subroutine which, if improved to improve
the overall sample complexity of our algorithm to d3/2−Ω(1), would similarly solve the single-spike
block mixtures problem. Although whether this represents a fundamental roadblock in the case of
regression with identity covariance is unclear, we do expect that for regression where X has arbitrary
covariance Σ this will represent a similar roadblock, since often linear regression algorithms in the
latter setting implicitly solve covariance estimation problems.
Remark 7.3 (Generalizations of Single-Spike Block Mixtures). The version of the single-spike block
mixtures problem presented above has samples y1, . . . , ymd ∈ Rd split into d buckets. This
corresponds our median-of-means algorithms with parameters set to achieve success probability
1− exp(−Ω(d)). To investigate the computational complexity of the more general setting of success
probability 1 − δ, we would instead consider a variant with samples y1, . . . , ym log(1/δ) in log(1/δ)
blocks. We focus for simplicity on the case δ = 2−d, but similar computations could be carried out
for the generalized setting.
To get a feel for the problem, let us first sketch an argument that it can be solved in exponential
time if λ≫ 1/√m and m≫ 1.
Lemma 7.4. There is a constant C such that if λ ≥ C(1/√m+ 1/√d) and m≫ 1 then there is a
2d poly(d,m) time algorithm which solves single-spike block mixtures with high probability.
Proof. The algorithm is as follows. Let Σi =
1
m
∑(i+1)m
j=im yjy
⊤
j be the empirical second moment of
the samples in the i-th block. For all S ⊆ [d], compute the maximum eigenvalue of ∑i∈S(Σi − Id).
If there is S with |S| ≥ d/4 such that this eigenvalue is greater than λ|S|/2, then return planted.
Otherwise, return null.
To analyze the algorithm, we first consider what occurs in the planted case. Let S = {i : si =
1}. With high probability, |S| ≥ d/4. Consider
E
x,y
∑
i∈S
x⊤(Σi − Id)x = E |S|λ‖x‖4 ≥ |S|λ .
By standard concentration results, x⊤(
∑
i∈S Σi − Id)x ≥ |S|λ/2 with high probability in the
planted case, so the algorithm will output planted
Now let us see what happens in the null case – we wish to show that the algorithm outputs
null with high probability. First consider fixed S ⊆ [d] with |S| ≥ d/4. (Later we will take a union
bound.) Then ∑
i∈S
(Σi − Id) = 1
m
∑
i∈S
(i+1)m∑
j=im
yjy
⊤
j − |S|Id
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Now, since m ≫ 1 and |S| ≥ d/4, there are at least Cd vectors yj in the above sum, for a large-
enough constant C. By standard results on concentration of eigenvalues of Gaussian matrices,∥∥∥∥∥∥
1
m|S|
∑
i∈S
(i+1)m∑
j=im
yjy
⊤
j − Id
∥∥∥∥∥∥ ≤ O(1/
√
m) with probability at least 1− 2−100d
and hence by a union bound this holds for all |S| ≥ d/4 with high probability. So as long as
λ≫ 1/√m, the algorithm will output null.
Next, we observe that under a stronger assumption on λ, the key subroutine from both our
algorithms solves the single-spike block mixtures problem.
Lemma 7.5. If λ≫ d1/4/√m, then there is a polynomial-time algorithm to solve single-spike block
mixtures.
Proof. Let Σi =
1
m
∑(i+1)m
j=im yjy
⊤
j be the empirical second moment of the samples in the i-th block.
The algorithm is to find the smallest c such that there is a degree-8 SoS proof that
max
b,u
∑
i≤d
bi〈Σi − Id, uu⊤〉 ≤ c
subject to b2i = bi, ‖u‖2 = 1. If c ≥ λd/4, then return planted, otherwise return null.
The analysis of the algorithm follows from Lemma 3.2 via arguments as in Lemma 5.6.
Now we turn to our main theorem for this section, capturing the moment matching lower bound.
Theorem 7.6. If λ ≪ d1/4√
mpoly log(d,m)
then every degree-(md)o(1) function f : y1, . . . , ymd → R
such that Enull f(y1, . . . , ymd)
2 = 1 has |Eplanted f − Enull f | ≤ o(1).
It follows from by-now standard linear algebra that the theorem follows from the following
lemmas (in particular Lemma 7.9). See [Hop18b] for technical background.
We start with a lemma analyzing the moments of the matrix (y1, . . . , ymd) under the planted
distribution.
Lemma 7.7. For a multi-index α over [d], let Hα be the α-th (probabilists’) Hermite polynomial
[wik19a, O’D14]. Let x ∈ Rd and let λ ∈ R such that |λ|‖x‖2 ≤ 1. Let y ∼ N (0, Id + λxx⊤). Then
if α is odd, EHα(y) = 0, and if α is even,
EHα(y) = (|α| − 1)!! · λ|α|/2 · xα
where xα =
∏
i≤d x
αi
i is the monomial specified by α.
Proof. First note that N (0, Id+λxx⊤) is symmetric about the origin, from which the claim for odd
α is immediate. We turn to even α. The proof will be by induction on |α| =∑i∈[d] αi. In the base
case α = (0, . . . , 0) we have Hα(y) = 1 so the claim is clearly true.
We also consider separately the case of multilinear α; that is, α with αi ∈ {0, 1}. In this case,
Hα(y) = y
α =
∏
i∈[d] y
αi
i . By Wick’s theorem, E y
α =
∑
m∈M(α)
∏
ij∈m E yiyj , where M(α) is the
set of all matchings on {i : αi = 1}. Each term in the sum is clearly equal to λ|α|xα, so we
obtain (|α| − 1)!! · λ|α| · xα (using that the number of matchings on the complete |α|-vertex graph
is (|α| − 1)!!).
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Consider the case of α not multilinear. There must be some i ≤ d with αi > 1; fix such an i.
We can write α = β + ei. Then Hβ satisfies the following recurrence:
Hα(y) = yiHβ(y)− ∂
∂yi
Hβ(y) .
By the multivariate Stein’s lemma (see e.g. [Liu94]),
E yiHβ(y)− ∂
∂yi
Hβ(y) =
d∑
j=1
λxixj E
∂
∂yj
Hβ(y) =
d∑
j=1
λxixjβj EHβ−ej(y) ,
where in the last equality we have used that Ht(z)
′ = tHt(z) for the t-th univariate Hermite
polynomial. By induction, the above is(∑
βj
)
· λ|α|/2 · xα ·
(∑
βj − 2
)
!!
which finishes the proof, because (
∑
βj)!! = (
∑
βj) · (
∑
βj − 2)!!.
Now we can characterize the moments of the matrix (y1, . . . , ymd).
Lemma 7.8. Let α be a multi-index over [d] × [md]. Let Hα be the α-th Hermite polynomial. Let
y = (y1, . . . , ymd) be sampled according to the single-spike block mixture planted distribution. Let
α(i) be the portion of α corresponding to yim, . . . , y(i+1)m−1. Then if every α(i) is divisible by 4 and
αj , by which we mean α restricted to yj, is even for all j, and finally α restricted to each of the d
rows of the matrix (y1, . . . , ymd) is even, then
E
x,s,y
Hα(y) = (λ/d)
|α|/2 ·
∏
j∈[md]
(|αj | − 1)!!
Otherwise, Ex,s,yHα(y) = 0.
Proof. First of all, after conditioning on x and s, all of y1, . . . , ymd become independent. If α
(i) is
the portion of α corresponding to yi, then we have
E
x,s
E
y
Hα(y) = E
x,s
∏
i∈[m]
E
yi
Hα(i)(yi) .
Now we can use Lemma 7.7 to see that this is in turn
λ|α|/2 ·
∏
j∈[md]
(|αj | − 1)!! · E
x,s
∏
i∈[m]
s
|α(i)|/2
i x
α(i) .
Here by xα
(i)
we mean the monomial in x whose degree in xj is equal to the total degree of coordinates
of the form (j, ℓ) in α for any ℓ ∈ [im, (i + 1)m − 1]. If any |αi|/2 is odd, then the above is zero
using symmetry of s
|αi|/2
i . Otherwise, it is equal to Ex
α. This in turn is 0 unless α has even degree
in every row of the matrix (y1, . . . , ymd) and hence every xj appears in x
α evenly often; in this case
it is equal to d−|α|/2.
Lemma 7.9. There is a universal c > 0 such that for any t ∈ N, if tλm1/2/d1/4 ≤ c, then∑
|α|≤t
(EHα(y))
2 ≤ 1 +O(tλm1/2/d1/4) .
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Proof. Let us focus on a fixed t. Since EHα(y) = 0 if α is odd, we may assume t is even. Let us
call α satisfying the conditions of Lemma 7.8 super even. Then we have∑
|α|=t
(EHα(y))
2 = (λ/d)t ·
∑
|α|=t
∏
j∈[md]
(|αj | − 1)!! · 1[α is super even] .
Straightforward counting of the super even α’s shows that this quantity is at most(
Cλt
d
)t
· d3t/4mt/2
for some big-enough constant C.
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A Linear Algebra and Probability Results
Here we collect the statements (and proofs) of useful results from linear algebra and probability.
Lemma A.1. Let M be a (random) symmetric matrix, then ‖E[M ]2‖2 ≤ ‖E[M2]‖2 and ‖E(M −
E[M ])2‖2 ≤ 2‖E[M2]‖2.
Proof. Note that E[(M − E[M ])2]  0 =⇒ E[M2]  E[M ]2. Since both matrices are p.s.d. it
follows that ‖E[M ]2‖2 ≤ ‖E[M2]‖2. The second claim follows since ‖E(M−E[M ])2‖2 ≤ ‖E[M2]‖2+
‖E[M ]2‖2 ≤ 2‖E[M2]‖2.
Lemma A.2. Let x ∼ D be a random vector from a distribution that is L8-L2 hypercontractive –
E[〈v, x〉8] ≤ L2(E[〈v, x〉2])4 – then
‖E[‖x‖22xx⊤]‖2 ≤ LTr(Σ)‖Σ‖2
Proof. We introduce a vector v with ‖v‖2 ≤ 1. Then,
E[〈v, ‖x‖22xx⊤v〉] = E[‖x‖22〈v, x〉2] ≤ (E[‖x‖82])1/4(E[〈v, x〉8])1/4.
by Cauchy-Schwarz and the Jensen inequality. For the first term we have (E[‖x‖82])1/4 ≤
√
LTrΣ
by Lemma A.3. For the second term once again using L8-L2 hypercontractivity we have,
(E[〈v, x〉8])1/4 ≤ √LE[〈v, x〉]2 ≤ √L‖Σ‖2.
Lemma A.3. Let x ∼ D be a random vector with a distribution that is L8-L2 hypercontractive.
Then,
E[‖x‖82] ≤ L2(TrΣ)4.
Proof. A short computation using the Cauchy-Schwarz inequality and L8-L2 equivalence shows that,
E[‖x‖82] = E[(
d∑
i=1
〈x, ei〉2)4] = E[
∑
a,b,c,d
〈x, ea〉2〈x, eb〉2〈x, ec〉2〈x, ed〉2] ≤
∑
a,b,c,d
(E[〈x, ea〉8]E[〈x, eb〉8]E[〈x, ec〉8]E[〈x, ed〉8])1/4 ≤
L2
∑
a,b,c,d
E[〈x, ea〉2]E[〈x, eb〉2]E[〈x, ec〉2]E[〈x, ed〉2] ≤ L2(TrΣ)4.
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