Abstract-Accurate time series forecasting are important for displaying the manner in which the past continues to affect the future and for planning our day to-day activities. In recent years, a large literature has evolved on the use of evolving artificial neural networks (EANNs) in many forecasting applications. Evolving neural networks are particularly appealing because of their ability to model an unspecified non-linear relationship between time series variables. This paper evaluates two methods to evolve neural networks architectures, one carried out with genetic algorithm and a second one carry out with estimation of distribution algorithms. A comparative study between these two methods, with a set of referenced time series will be shown. The object of this study is to try to improve the final forecasting getting an accurate system.
I. INTRODUCTION
N order to acquire knowledge, it is interesting to know what the future will look like, i.e. forecast the future from the observed past. Time series forecasting is an essential research field due to its effectiveness in human life. It is a discipline that finds each day more applications in areas like planning, management, production, maintenance and control of industrial processes, economy, and weather forecasting.
The forecasting task can be performed by several techniques as Statistical methods [1] , and others based on Computational Intelligence like Immune Systems [2] and Artificial Neural Networks (ANN) [3] .
ANNs provide a methodology for solving many types of nonlinear problems that are difficult to solve by traditional techniques. Most time series processes often exhibit temporal and spatial variability, and are suffered by issues of nonlinearity of physical processes, conflicting spatial and temporal scale and uncertainty in parameter estimates. The ANNs have capability to extract the relationship between the inputs and outputs of a process, without the physics being explicitly provided. Thus, these properties of ANNs are well suited to the problem of time series forecasting.
This contribution reports the methodology to carry out the automatic design of ANN that tackles the forecasting of a referenced set of time series [4] . The task will consist of forecasting several time series, not all of them with the same ANN, but an automatic method will be used to obtain a different ANN to forecast each time series.
Two different steps, as it was explained in an earlier work [5] , will be done to get an ANN to forecast each time series. The first step will consist of setting the kind of ANN that will solve the forecasting task, and the learning algorithm used.
In the second step the design of the ANN will be done setting the parameter values of the ANN, i.e. number of input nodes, number of hidden nodes, learning rate for BP and finally all connections weights. These parameters are given by carrying out a search process performed by two different evolving algorithms, a Genetic Algorithm (GA), and Estimation Distribution Algorithm (EDA).
The paper is organized as follows. Sec II reviews the related work about how to tackle forecast task with ANN, and design of ANN with Evolutionary Computation. Sec III will explain how our system designs ANN with GA and EDA to forecast time series. In Sec IV experimental setup and results are shown. And finally, conclusions and future works are described in Sec V.
II. RELATED WORK

A. Time series and ANN
Several works have tackled the forecasting time series task with ANN, not only computer science researchers, but statistics as well [1] . This shows the full consideration of ANN (as a data driven learning machine) into forecasting theory [6] .
Before using an ANN to forecast, it has to be designed, i.e. establishing the suitable value for each freedom degree of the ANN [7] (kind of net, number of input nodes, number of outputs neurons, number of hidden layer, number of hidden neurons, the connections from one node to another , connection weights, etc ). The design process is more an "art" based on test and error and the experience of human designer, than an algorithm. In [6] Zhang, Patuwo and Hu present a "state of the art" of ANN into forecasting task, in [8] is proposed an "extensive modeling approach" to review several designs of ANN.
The problem of forecasting time series with ANN is considered as modeling the relationship of the value of the element in time "t" (due to the net will only have one output neuron) and the values of previous elements of the time series (t-1, t-2,.., t-k) to obtain a function as it is shown in (1):
B. ANN and Evolutionary Computation
Several works show methods to obtain ANN design by an automatic way; among them, those that use Evolutionary Computation (EC) reveal that the search process carried out by evolutionary techniques, obtain good results [9, 10, 11, 12, 13] .
Some of them use Direct Encoding Schemata (DES) [9, 10] , others use Indirect Encoding Schemata (IES) [11, 12, 13] . For DES the chromosome contains information about parameters of the topology, architecture, learning parameters, etc. of the Artificial Neural Network. In IES the chromosome contains the necessary information so that a constructive method gives rise to an Artificial Neural Network topology (or architecture). Abraham [14] shows an automatic framework for optimization ANN in an adaptive way, and Xin Yao et. al. [15] try to spell out the future trends of the field.
III. ANN DESIGN WITH GA AND EDA
A. Learning pattern set
In order to obtain a single ANN to forecast time series values, an initial step has to be done with the original values of the time series, i.e. normalize the data. And once the ANN gives the resulting values, the inverse process is carried out. This step is important as the ANN will learn just the normalized values. Therefore, the time series known values will be transformed into a patterns set, depending on the k inputs nodes of a particular ANN. Each pattern consists in:
-"k" inputs values, that correspond to "k" normalized previous values of period t: a t-1 ,a t-2 ,…,a t-k . -One output value, that corresponds to normalized time series value of period t.
This patterns set will be used to train and validate each ANN generated during the GA execution. So patterns set will be split into two subsets, train and validation. The first x% from the total patterns set will generate the train patterns subset, and the validation subset will be obtained from the rest of the complete patterns set.
B. ANN design carried out with GA
The problem of designing ANN could be seen as a search problem into the space of all possible ANN. Moreover, that search can be done by a GA [16] using exploitation and exploration. Therefore there are three crucial issues: i) the solution's space, what information of the net is previously set and what is included into the chromosome; ii) how each solution is codified into a chromosome, i.e. encoding schema; iii) and what is being looked for, translated into the fitness function.
In this approach it has been chosen Multilayer Perceptron (MLP) as computational model due to its approximation capability and inside this group, Full Connected MLP with only a hidden layer and Backpropagation (BP) as learning algorithm, according to [17] . This is because ANN with only one hidden layer are faster to be trained and easier to work than two or more hidden layer MLP.
As it was mentioned before the design of the ANN will be done by setting the parameter values of the ANN. In the case of MLP with only one hidden layer and BP, the parameters are: number of inputs nodes, number of hidden neurons, number of output neurons, (only one, it is set by the forecasting problem), which is the connection patterns (how the nodes are connected), and the whole set of connection weights (implemented by the seed used to initialize the connection weights as it will be explained later).
For our approach [5] to design ANN to forecast time series, a Direct Encoding Schema for Full Connected MLP has been considered. For this Direct Encoding Scheme the information placed into the chromosome will be: two decimal digits, i.e. two genes, to codify the number of inputs nodes (i); other two for the number of hidden nodes (h); two more for the learning factor (α); and the last ten genes for the initialization seed value of the connection weights (s) (seed in SNNS [18] is "long int" type, that is why it has been used 10 genes (decimal digits) to encode "s"). This way, the values of "i", "h", "α" and "s" are obtained from the chromosome as it can be seen in eq (2):
The search process (GA) will consist of the following steps:
1. A randomly generated population, i.e a set of randomly generated chromosomes, is obtained. The fitness value for each individual will be then the minimum validation error during the learning process (training of ANN topology), as it can be seen in eq (3): error validation minimum nction = fitness fu (3) The parameters for the GA are: population size, 50; maximum number of generations, 100; percentage of the best individual that stay unchangeable to the next generation (percentage of elitism), 10%; crossover: parents are split in one point randomly selected, offspring are the mixed of each part from parents; mutation probability will be one divided between the length of the chromosome (1/length_chrom = 1/16 ≈ 0.7), and it will be carried out for each gen of the chromosome.
Once that GA reaches the last generation, the best individual (i.e. ANN) from the last generation is used to forecast the future (and unknown) time series values.
The future unknown values (a t+1 ) will be forecasted one by one using the k previous known values (a t , a t-1 , …, a tk ). To forecast several consecutive values (a t+1, a t+2,… ), every time a new value is forecasted, it will be included in order into the previous known values set of the time series and used to forecast the next one.
C. Estimation Distribution Algorithm (EDA)
Estimation of Distribution Algorithms (EDA), sometimes called Probabilistic Model-Building Genetic Algorithms (PMBGA), are an outgrowth of genetic algorithms. In a genetic algorithm, a population of candidate solutions to a problem is maintained as part of the search for an optimum solution. This population is typically represented explicitly as an array of objects. Depending on the specifics of the GA, the objects might be bit strings, vectors of real numbers, LISP style S expressions or some custom representation. In an EDA, this explicit representation of the population is replaced with a probability distribution over the choices available at each position in the vector that represents a population member.
For example, if the population is represented by bit strings of length 4, the EDA for the populations would be a single vector of four probabilities (p1, p2, p3, p4) where each p is the probability of that position being a 1 or any other possible value. Using this probability vector it is possible to create an arbitrary number of candidate solutions.
In evolutionary computation new candidate solutions are often generated by combining and modifying existing solutions in a stochastic way. The underlying probability distribution of new solutions over the space of possible solutions is usually not explicitly specified. In EDAs a population may be approximated with a probability distribution and new candidate solutions can be obtained by sampling this distribution. This may have several advantages, including avoiding premature convergence and being a more compact representation. Better-known EDA include:
• UMDA: Univariate Marginal Distribution Algorithm, no dependencies between variables, univariate distributions.
• MIMIC: Mutual Information Maxminization for Input Clustering, variables with order one dependencies, probability distribution.
• EBNA: Estimation of Bayesian Networks Algorithm, no restriction on the numbers of dependencies.
So far it has been observed, maybe because the estimation distribution algorithm is a recent technique (came into use just a few years ago); it has only been carried out few hybrids studies (i.e. ANN+EDA) applied to classification domains [19] . The bibliography does not show any article or study of hybrid systems using ANN and estimation of distribution algorithms to perform time series forecasting.
Due to all this, here it is proposed a new hybrid method using advantages of EDA and ANN to forecast all kind of time series. Besides, as it is a totally automatic method, it is no necessary the user to be an expert at all.
D. ANN design carried out with EDA
As it was commented above, there are different kinds of EDA, but for our approach it has been chosen UMDA, with no dependencies between variables, according to [19] , due to it is faster and easier to work with them. Here we have the process for a general EDA: First step will be to obtain a random first population and all they are evaluated as it can be seen at figure 1. After this, it has to be expressed in an explicit way, using the joint probability distribution, the characteristics of those selected individuals. Using mathematical notation, as it can be seen in eq (4) 
Sampling this joint probability distribution, p 1 (X), it is obtained a new population of individuals, D k . In fig. 3 it can be observed the new 20 individuals (i.e. Se D 0 plus the ten new ones). To apply EDA to our approach it was necessary to replace the GA, who is responsible of carrying out the global search into the hybrid system, for EDA.
It can be observed that the principal differences between GA and EDA consist of steps "b" and "c", where in stead of carrying out crossover and mutation, it is estimated the empirical probability of each individual and sampling the solutions.
IV. EXPERIMENTAL SETUP AND RESULTS
A. Time Series
Five time series will be used to evaluate our methods. 
B. Experimental setup
The time series values have to be rescale, into the numerical range value [0,1], considering not only the known values, but the future values (those to be forecasted) [20] .
So, the maximum and minimum limits for normalizing (max4norm, min4norm respectively) cannot be just the maximum (max) and minimum (min) known time series values. A margin from max and min has to be set if future values were higher or lower than known values already are. This margin will depend on another parameter (Prct_inc). In those cases in which the time series is stationary a Prct_inc of 10% will be enough, but when the time series is increasing or decreasing Prct_inc should be at least of 50%. As it could be forecasted new values for a time series that will rise of a fall, it is needed a enough big margin so the new values, obtained as output of ANN, can be into the numerical range [0,1]. This Equation (5) shows how are obtained max4norm and min4norm.
C. GA versus EDA Both ways to forecast time series, hybrid system with GA and with EDA, have been executed five times for each time series a total of 200 generations each one and the average result obtained for each time series has been calculated.
To evaluate the error for each method, forecasted values are compared with real values and two error formulas are used: MSE (mean squared error) and SMAPE (symmetric mean absolute percent error [4] ); SMAPE has been used at NN3 and NN5 forecasting competitions. Results are shown in Tables I and II. In Table I , it is shown the results obtained for Passengers, Temperature, Dow-Jones, Quebec and Mackey-Glass time series in generation number 100. In this table, the columns will show: MSE and SMAPE error in forecasting (i.e. test set) for each time series.
In Table II , it is shown the results obtained for Passengers, Temperature, Dow-Jones, Quebec and Mackey-Glass time series in generation number 200. In this table, the columns will show: MSE and SMAPE error in forecasting (i.e. test set) for each time series. These errors (as it was commented before) are relative to the average of the five times experiments have been run, choosing each execution the best individual from the last generation of the GA or the EDA. As it can be observed in Table I , applying EDA in stead of GA to these time series doesn't achieve better forecasting (MSE/SMAPE) in many of the time series when the experiment has been run only 100 generations. Just Mackey-Glass and Temperature obtain a better SMAPE result with EDA and in Mackey-Glass case; the improvement is about 2.4%.
But if the experiment is run over 200 generations, it can be seen in Table II an important improvement in almost all the time series, where EDA obtain a better forecast than GA in four of the five time series. Only in Passengers time series GA is still better than EDA although both results are really close. A special consideration has to be taken on Mackey-Glass time series where the SMAPE error result is 1.798%, being the values forecasted by our method almost identical to the real time series values.
The better results obtained by EDA compared with GA after having run the experiments 200 generations could be explained because EDA, unlike GA, avoid premature convergence. So when GA gets stock in a local minimum value, EDA don't, and they keep on looking for a better result if they are given more time, in this case, more generations to look for.
To have a better idea about the forecast of each time series and how close to the real values each forecasting method was, a graph for each time series showing all the forecasts done by each method will be carried out. Figure  4 shows Passengers forecast for each method. Figure 5 shows Temperature, Figure 6 shows Dow-Jones, Figure 7 shows Quebec and Figure 8 Mackey-Glass. A zoom of Quebec will be done in Figure 9 . A zoom of MackeyGlass will be done in Figure 10 . TS(tr+val) represents the known values of the time series with which we have worked and TS(test) shows the future unknown real values that have to be forecasted (i.e. test subset). 
V. CONCLUSIONS AND FUTURE WORKS
The results of the experiments disclose that using EDA in stead of GA obtain different results, depending on the number of generations they are executed. With only 100 generations, EDA results don't improve too much compared to GA. But if 200 generations are reached, it can be observed a significant improvement, some times with a gain of 1.2% in the results, as it happens in DowJones time series. Special attention should be paid to Mackey-Glass results, where a 6.2% improvement is obtained.
As it was commented before, obtaining better results by EDA than with GA after having run the experiments 200 generations could be explained because EDA, unlike GA, avoid premature convergence. So when GA gets stock in a local minimum value, EDA don't, and they keep on looking for a better result if they are given more time, in this case, more generations to look for.
As it is a totally automatic method, it will not be necessary any previous knowledge from the user so the user will not have to be an expert in time series, statistics, mathematics or computational intelligence. The user just have to give the time series he wants to forecast and the number of future elements he wants to be forecasted to the system; and this method will give these forecasted values as result to the user. This approach was presented as an automatic method to design ANN in NN5 competition, getting the 6th position with SMAPE error of 21.9% in Neural Nets and Computational Intelligence methods (NNCI) ranking, for the reduced dataset (i.e. 11 time series). Best result on NNCI ranking and reduced data was a SMAPE error of 19.0%. Autobox tool [21] based on Box-Jenkins forecasting methodology got an error of 23.9%.
Future works with additional time series, with similar characteristics to Quebec, Mackey-Glass will allow us to obtain more accurate conclusions about the effect of using EDA in stead of GA. On the other hand, it would be really interesting to use EDA with dependencies between its variables like MIMIC (i.e. variables with order one dependencies) or even "tree" EDA, with no restriction on the numbers of dependencies.
Other interesting future works are: to use "cross validation" into the GA for a better evaluation of each individual; using sparsely connected ANN to try to improve the forecast and getting an accurate system.
