The dynamical analysis of American options has motivated the development of robust versions of the classical Snell envelopes. The cost of superhedging an American option is characterized by the upper Snell envelope. The infimum of the arbitrage free prices is characterized by the lower Snell envelope. In this paper we focus on the lower Snell envelope. We construct a regular version of this stochastic process. To this end, we apply results due to Dellacherie and Lenglart on regularization of stochastic processes and T -Systems.
Introduction
American options allow for the possibility of early liquidation. From the point of view of the buyer derives the problem of optimal exercise. It is well understood in the context of complete financial markets, that is, when the market admits a unique martingale measure P * for the price process; see Bensoussan [1] and Karatzas [14] . The key to the solution is provided by the construction of the so called Snell envelope:
The smallest P * -supermartingale dominating the payoff process of the American option. The option can be optimally exercised when the payoff process touches the Snell envelope. From the point of view of the seller, the Snell envelope characterizes the hedging strategy through the martingale part of the Doob-Meyer decomposition and the corresponding stochastic representation. In the context of incomplete markets, the analysis is substantially more complicated since there is a family of martingale measures. The analysis of American options in incomplete markets has motivated the development of robust versions of the Snell envelope. The superhedging cost of American options is characterized by the upper Snell envelope, due to the Optional Decomposition Theorem; see Föllmer and Kramkov [10] . The infimum of the arbitrage free prices is characterized by the lower Snell envelope by Föllmer and Schied [12] , Theorem 6.33, in a general discrete-time model, and by Karatzas and Kou [15] , Theorem 5.13, in a continuous-time model driven by Brownian motion.
The lower Snell envelope appears in other contexts such as the optimal exercise of American options. In this context, the preferences of the buyer are explicitly taken into account and represented through a robust utility functional ψ(·) := inf
with Q a convex class of equivalent probability measures and u a concave utility function. Thus, preferences on the face of risk are quantified as clarified by the robust extension of the classical NeumannMorgenstern Theory [17] due to Gilboa and Schmeidler [13] . An American option with payoff process H := {H t } 0≤t≤T has the maximal robust utility where the supremum is taken over the family of stopping times of the trading period. This approach to optimal exercise, and the role of the lower Snell envelope, is discussed by Föllmer and Schied [12] in discrete time for the special case where Q is a stable family of equivalent probability measures. The axiomatic framework of this special class of preferences, and the corresponding robust representation for the preference order, is due to Epstein and Schneider [9] .
Other motivation for the lower Snell envelope arise from a game theoretic point of view; see e.g., Zamfirescu [18] . Riedel [16] studies a problem of optimally stopping a process in discrete time when model uncertainty is explicitly taken into account.
In this paper we focus in the lower Snell envelope. Our main goal is to construct a regular version of this process. More precisely, we show how to apply the theory of regularization of stochastic processes and T -Systems, due to Dellacherie and Lenglart [5] , in order to obtain a càdlàg-version of the lower Snell envelope.
The rest of the paper is organized as follows. In Section 2 we formally introduce the lower Snell envelope of a stochastic process H given that a stable family of equivalent probability measures Q is fixed. We then present the main result of the paper, Theorem 2.4. The proof will need some preparation, this is distributed in the remaining sections. In subsection 2.1, we recollect a general result of optimal stopping and the classical Snell envelope. In subsection 2.2, we recollect general results about the property of stability. In Section 3, we solve a robust stopping problem involving the class of probability measures Q; see Proposition 3.1. In Section 4 we introduce the concept of T -Systems and recollect the results that we are going to apply. In Section 5 we conclude the proof of Theorem 2.4.
The lower Snell envelope
We start with some notation. We fix a stochastic base with finite horizon
The probability measure R is a reference measure, and we assume it is 0 − 1 in F 0 . We assume that the filtration F satisfies the usual assumptions of right continuity and completeness. By T we denote the class of F-stopping times with values in [0, T ]. For a stopping time τ ∈ T we define
We fix a family of equivalent probability measures Q which is stable in the sense of the following definition.
Stability under pasting 2.1 Let τ ∈ T be a stopping time and Q 1 and Q 2 be probability measures equivalent to R. The probability measure defined through
is called the pasting of Q 1 and Q 2 in τ .
The family of probability measures Q is stable under pasting or simply stable if every Q ∈ Q is equivalent to R, and if for each Q 1 and Q 2 in Q and any stopping time τ ∈ T , the pasting of Q 1 and Q 2 in τ is an element of Q.
Notice that stability is only formulated for families whose elements are equivalent to the reference probability measure R. We taked Definition 2.1 from Föllmer and Schied [12] . It is related to the concepts of fork-convexity and m-stability; see e.g., Delbaen [3] . Föllmer and Schied [12] clarify the role of stability of the family of equivalent martingale measures for the analysis of the upper and lower prices π sup (·) and π inf (·) of American options in discrete time. Another important application of the stability concept appears in the problem of representing dynamically consistent risk measures; see e.g., Föllmer and Penner [11] for details and references. We precise the payoff process H of the introduction: It is a càdlàg positive F-adapted process. We assume that the process H is of class(D) with respect to each Q ∈ Q, thus
Moreover, the process H is regular in the sense of the following definition. The concept is motivated by Definition 2.11 and Remark 2.42 of El Karoui [8] .
Definition 2.2
The stochastic process H is said to be upper semicontinuous in expectation from the left with respect to the probability measure Q if for any increasing sequence of stopping times
converging to τ , we have lim sup
For τ a stopping time we define
Definition 2.3 The lower Snell envelope of H with respect to the stable class Q is the stochastic process defined by
The main result of the paper is the following
Theorem 2.4 There exists an optional right-continuous stochastic process {U
↓ is a modification of the lower Snell envelope Z ↓ .
As guideline for notation, we emphasize that Z ↓ θ should be interpreted as a random variable associated to the stopping time θ, while U ↓ θ is a stochastic process sampled in the stopping time θ. Note also that the stochastic process (4) is adapted, but we do not have any property of regularity not of measurability. In particular, a construction like:
does not necessarily produce a stopping time in a general model. Let us comment on the strategy we follow to prove Theorem 2.4. For the first part of the proof we fix a stopping time ρ ∈ T . In Proposition 3.1 we construct a stopping time τ
This allow us to conclude that
see Corollary 3.2. In the second part of the proof, we prove that the family of random variables 
The classical non-robust stopping problem
The solution of the classical non-robust stopping problem through the Snell envelope is the content of the next theorem. It will play a key role in the solution of the robust case. We fix a probability measure Q ∈ Q. Note that in this theorem we consider starting points other than t = 0.
Theorem 2.5
1. There exists a càdlàg supermartingale denoted U Q (H), or simply U Q , such that
for any stopping time τ ∈ T . U Q is the minimal càdlàg supermartingale that dominates H. U Q is of class(D) due to the fact that H is of class(D).
Let ρ ∈ T . A stopping time
is optimal in the sense that 
Optimal stopping times exist and the minimal one is given by
τ Q ρ := inf{s ≥ ρ | H s ≥ U Q s }.(6)
Stability under pasting
The stability of the family Q is crucial for the next lemmas to hold true. They are versions in continuous time of the analysis of Föllmer and Schied [12] , Section 6.5. The first lemma will be necessary in the construction of optimal robust stopping times. The second and third lemmas will be used in the construction of a right-continuous version of the lower Snell envelope; see Lemma 5.2.
Lemma 2.7 Let Q 3 be the pasting of Q 1 and Q 2 in σ. Let Y be a positive random variable F T -measurable and Q i -integrable for i = 1, 2, 3. Then, for any stopping time τ ∈ T we have
For the second lemma it is convenient to introduce the notation:
Lemma 2.8 Let Q 0 ∈ Q be arbitrary but fixed. Then, for stopping times σ, τ, θ ∈ T with σ ≤ τ ≤ θ we have
Lemma 2.9 Let Y be a positive random variable F T -measurable such that 
is a backward Q-submartingale in the following sense: For any Q ∈ Q and i ∈ N
Moreover, lim
exists R-a.s. and in L 1 (Q) for any Q ∈ Q.
Optimal robust stopping times
Recall that H is a process of class(D) and is upper semicontinuous in expectation from the left with respect to each Q ∈ Q. The stopping time τ Q ρ was defined in (6).
Let us comment Proposition 3.1 below. In the definition (11) of the random variable τ ↓ ρ , we need to verify that this random variable is in fact a stopping time. This is non trivial and is the first part of the proposition. The second part of the proposition extends a result of Karatzas and Kou [15] , Formula (5.33). The extension consist in the facts that we consider a genreal model and we do not use an apriori regularity property of the lower Snell envelope. Instead, we use the stability of the family Q. 
is a stopping time. Moreover, it is optimal in the following sense
In particular for τ
Proof. The optimality of τ Q ρ with respect to Q follows from Theorem 2.5.
1. First we prove that (11) indeed defines a stopping time. To this end, we show that the family {τ
and let Q 3 be the pasting of Q 1 and Q 2 in σ. Then ρ . We conclude the existence of a sequence
so that τ ↓ ρ is in fact a stopping time.
2. Let Q 0 ∈ Q be arbitrary but fixed. There exists a sequence
with the further property that
be the sequence of probability measures constructed in the previous step. We only need to define Q i as the pasting of Q 0 and Q i in the stopping time σ i defined by
where
3. Now we prove (12) . Only the inequality
needs a proof. We first note that for any Q ∈ Q the inequality τ ↓ ρ ≤ τ Q ρ holds Q-a.s. and infer that
where we have used the fact that the random variable Z Recall the sequence
constructed in the previous step, so that
By definition of the stopping time τ Q i ρ , we have that
If we take limits on both sides of this identity, then we obtain:
In the first equality we have used the fact that the process H is right-continuous, and in the second equality we have used (17) . Now, for A ∈ F ρ the equality (18) develops into
where the inequality in (19) is an application of Fatou's lemma. The identity in (20) follows from the first part of (15) and (16) . The identity (21) is justified from the fact that
The equality (22) follows because A is F ρ -measurable. The equality (23) follows from (17) . In the equality (24) we have applied Lebesgue's convergence theorem, which we are allowed to do justified by (18) and the fact that the process H is of class(D) with respect to Q 0 . The last equality (25) follows because A is F ρ -measurable. Since Q 0 ∈ Q was arbitrary we conclude (12).
4. We still must prove (13) . This is a consequence of (12) as we are going to see in Corollary 3.2 below.
The next corollary establishes a minimax identity. Recall that the lower Snell envelope Z ↓ was defined in Formula (4).
Corollary 3.2 The following minimax identity
holds true. The stopping time τ ↓ ρ solves the following robust stopping problem
In particular, for ρ = 0, τ ↓ 0 solves the robust stopping problem
and sup
Proof. We show (26). The inequality ≥ is obvious. For the converse, note that we have the obvious inequality
which together with (12) implies that
This establishes (26) and at the same time (27).
The second part of the corollary follows by setting ρ = 0 in (26) and (27).
Remark 3.3 Note that
is the value process of the robust stopping problem (28). Corollary 3.2 implies that this process coincides with the lower Snell envelope Z ↓ .
T -Systems
In this section we present the concept of T -systems and recollect the results we are going to apply for the construction of a right-continous version of the lower Snell envelope.
T -System 4.1 A family of random variables indexed by the family of stopping times {X(θ)} θ∈T is a T -System if it satisfies the conditions of 1. Adaptedness. For any stopping time θ ∈ T the random variable X(θ) is F θ -measurable.
Compatibility. For any pair of stopping times
A major topic in [5] is the problem of "recollement" of T -systems: Definition 4.2 Let {X(θ)} θ∈T be a T -system. An optional stochastic process {X t } 0≤t≤T pastes the T -system if for any stopping time θ ∈ T X(θ) = X θ .
Dellacherie and Lenglart considers this problem in greater generality for chronologies T ′ ⊂ T . They present examples where there is no process pasting a T ′ -system. However, the next regularity property is sufficient for a T -system to be pasted. 
The system is called lower semicontinuous from the right, if {−X(θ)} θ∈T is upper semicontinuous from the right. A system which is both upper and lower semicontinuous from the right is simply said to be right continuous.
The next theorem solves the problem of "recollement" of a T -system. It is a difficult result, it involves fine results of Bismut and Skalli [2] , Dellacherie [4] , and Doob [7] . Proof. The adaptedness of the family is clear due to the definition of the random variable Z ↓ θ . In order to verify the property of compatibility we take two stopping times θ 1 , θ 2 ∈ T . Let us call A := {θ 1 = θ 2 }. It is clear that A is F θ 1 ∧θ 2 -measurable. By properties of conditional expectation and essential infimum we have Z
⊂ T be a decreasing sequence of stopping times converging to τ . We first verify that the T -system is upper semicontinuous from the right. To this end, let Q ∈ Q be fixed but arbitrary. It is clear that lim sup
We have lim sup i→∞ Z Q τ i = Z Q τ due to the first part of Theorem 2.5. Thus,
Since Q was arbitrary we conclude that
This last inequality shows upper semicontinuity.
Now we prove lower semicontinuity from the right.
In the minimax identity (26) of Corollary 3.2 we have proved the identity
for τ ∈ T . Then, for a fixed stopping time θ ∈ T [τ, T ] it suffices to establish the inequality
1. We prove the inequality
For Q ∈ Q fixed, we have
where the last equality holds true due to Lemma 5.3 below, since the filtration F is right continuous. Thus, if we take the essential infimum over Q ∈ Q we obtain (31).
2. For Q 0 ∈ Q arbitrary but fixed, we show
The sequence of random variables
is a Backwards-submartingale for each Q ∈ Q, due to Lemma 2.9. This same result yields that the limit inferior in (31) actually exists as a limit. Then, we get:
In (34) we have used the fact that the limit exists. In (35) we have used Fatou's lemma, which we are allowed to apply since the sequence
is, obviously, uniformly integrable with respect to Q 0 . To conclude (32) we show
(36)
For a stopping time s ∈ T , recall the notation
We observe that
Let ǫ > 0 and let Q i ∈ Q(Q 0 , τ i ) be such that
The inequality (36) will follow from
but Q i ∈ Q(Q 0 , τ ) so that
implying (37). 
4. In this step we reduce the proof of (30) to (38). We define
Then we get Z
To prove (30) it is enough to show that
We simplify the proof of (39). Note that
so that (39) will follow from the next inequality
Since R(lim i→∞ 1 {θ≥τ i } = 1) = 1 monotonously, then we can simplify the proof of (40) into the proof of the following inequality
which we know holds true due to (38).
Lemma 5.3 Let Y be a positive random variable such that
be a decreasing sequence of sub-σ-algebras of F , that is, F i+1 ⊂ F i ⊂ F. Then
Proof. This is a special case of the Backwards-martingale convergence theorem; see e.g., Theorem 2.I.5, or Theorem 2.III.16 in Doob [6] .
Now we conclude the proof of Theorem 2.4 as follows.
Proof. The family of random variables {Z ↓ θ } θ∈T is a T -system, due to Lemma 5.1. Moreover, this system is right continuous, due to Lemma 5.2. The theorem now follows from Corollary 4.5.
