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RIESZ TRANSFORMS ON Q-TYPE SPACES WITH
APPLICATION TO QUASI-GEOSTROPHIC EQUATION
PENGTAO LI AND ZHICHUN ZHAI
Abstract. In this paper, we prove the boundedness of Riesz transforms ∂j(−∆)−1/2
(j = 1, 2, · · · , n) on the Q-type spaces Qβα(R
n). As an application, we get the
well-posedness and regularity of the quasi-geostrophic equation with initial
data in Qβ,−1α (R
2).
1. Introduction
In this paper, we consider the boundedness of Riesz transforms on the space
Qβα(R
n), which was introduced in [18] and defined as the set of all measurable
functions with
sup
I
(l(I))2α−n+2β−2
∫
I
∫
I
|f(x) − f(y)|2
|x− y|n+2α−2β+2
dxdy <∞
with the supremum being taken over all cubes I with the edge length l(I) and the
edges parallel to the coordinate axes in Rn. For β = 1, the space Qβα(R
n) becomes
the classical space Qα(R
n) defined by the following norm:
(1.1) ‖f‖Qα = sup
I
(
(l(I))2α−n
∫
I
∫
I
|f(x)− f(y)|2
|x− y|n+2α
dxdy
)1/2
<∞.
This space was first introduced by M. Esse´n, S. Janson, L. Peng and J. Xiao in
[10]. As a new space between Sobolev spacesW 1,n(Rn) and BMO(Rn), it has been
studied extensively by many authors. We refer the readers to [10], [29] and [9] for
further information and details.
Since the space Qα(R
n) own a structure similar to BMO(Rn), it can be regarded
as an analogy of BMO(Rn) in many cases. It is well-known that by the equiva-
lent characterization of Hardy space H1(Rn), Riesz transforms Rj = ∂j(−∆)
−1/2,
j = 1, 2, . . . , n are bounded on H1(Rn). Then the duality between H1(Rn) and
BMO(Rn) obviously implies the boundedness of Rj = ∂j(−∆)
−1/2 on BMO(Rn).
So it is natural to ask if Rj , j = 1, 2, . . . , n are bounded on Q
β
α(R
n). In Section 2,
by an equivalent characterization of Qβα(R
n) associated with fractional heat semi-
group e−t(−∆)
β
obtained in [18], we prove that Riesz transforms Rj are bounded
on the space Qβα(R
n). As far as we know, our result is new even in the case
Qα(R
n), α ∈ (0, 1).
As an application, we consider the well-posedness and regularity of the quasi-
geostrophic equation with initial data in Qβ,−1α (R
n). In recent years, Q-type spaces
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have been applied to the study of PDE and Harmonic analysis by several au-
thors. For example, in [29], J. Xiao replaced BMO−1(Rn) in [15] by a new
critical space Q−1α (R
n) which is derivatives of Qα, α ∈ (0, 1) and got the well-
posedness of Naiver-Stokes equations with initial data in Q−1α (R
n). When α = 0,
Q−1α (R
n) = BMO−1(Rn), his result generalized the well-posedness obtained by
Koch and Tataru in [15].
In [18], inspiring by [29] and the scaling invariant, we introduced a new Q-type
space Qβα(R
n) with α > 0, max{ 12 , α} < β < 1 such that α + β − 1 ≥ 0 and
considered the generalized Naiver-Stokes equations as follows.
(1.2)
 ∂tu+ (−△)
βu+ (u · ∇)u −∇p = 0, in R1+n+ ;
∇ · u = 0, in R1+n+ ;
u|t=0 = u0, in R
n.
We proved the well-posedness and regularity of the generalized Naiver-Stokes equa-
tions with initial data in the space Qβ, −1α . For β = 1, our spaces Q
β, −1
α retreat to
Q−1α in [29]. So our result can be regarded as a generalization of those of [15] and
[29].
In Section 3, We consider the two-dimensional subcritical quasi-geostrophic dis-
sipative equation (DQG)β .
(1.3)

∂tθ + (−△)
βu+ (u · ∇)θ = 0, in R2 × R+, α > 0;
u = ∇⊥(−∆)−1/2θ;
θ(0, x) = θ0, in R
2.
where β ∈ (12 , 1), the scalar θ represent the potential temperature, and u is the
fluid velocity.
The equations (DQG)β in either inviscid or dissipative form, are special cases
of the general quasi-geostrophic approximations for the atmosphere and ocean flow
with small Rossby and Ekman numbers. Therefore, they are important models in
geophysical fluid dynamics. It was proposed by P. Constantin and A. Majda, etc
that the equations (DQG)β can be regarded as low dimensional model equations
for mathematical study of possible development of singularity in smooth solutions
of unforced incompressible three dimensional fluid equations. See e.g. [7], [11], [12],
[22], [23] and the references therein.
Recently, the equations (DQG)β have been intensively studied because of their
importance in mathematical and geophysical fluid dynamics as mentioned above.
Some important progress has been made. We refer the readers to [2], [3], [4], [5],
[6], [8], [13], [27], [28] etc. for details.
In [20], F. Marchand and P. G. Lemarie´-Rieusset studied the equations (DQG)β
and get the well-posedness of the solutions to the equation (DQG)1 with the initial
data in BMO−1(R2). However, because the space BMO−1(R2) is invariant under
the scaling: u0,λ(x) = λu0(λx), we see that for the scaling corresponding to general
β < 1,
(1.4) θλ(t, x) = λ
2β−1θ(λ2βt, λx), θ0,λ(x) = λ
2β−1θ0(λx),
the space BMO−1(R2) is not invariant under this scaling.
The above observation implies that if we want to generalize the result in [20]
to general β < 1, we should choose a new space Xβ which satisfies the following
two properties. At first, the space Xβ should be invariant under the scaling (1.4).
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Secondly, BMO−1(R2) is a “special” case of Xβ, that is, when β = 1, Xβ =
BMO−1(R2).
In [18], we have proved the space Qβ, −1α (R
2) is exactly such a space. Therefore
we could apply our approach in [18] to the (DQG)β equation and get the well-
posedness and regularity of the solution to the (DQG)β equation.
It should be pointed out that the scope of β is refined by the choice of the
space Qβα(R
n) In the definition of Qβα(R
n), the parameters {α, β} should satisfy
the condition: max{α, 12} < β < 1 and α < β with α + β − 1 ≥ 0 (see [18]). It is
easy to see that β > 12 .
In [24], the authors proved the global existence of the solutions of the subcritical
quasi-geostrophic equations with small size initial data in the Besov norms paces
B˙1−2β,∞∞ (R
2). However our well-posedness can’t be deduced by the existence result
in [24]. In addition, owing to the structure of the Qβα, we can apply the method in
[18] to get the regularity of the solutions to the equation (DQG)β .
Acknowledgements. We would like to thank our supervisor Professor Jie Xiao
for discussion on this topic and kind encouragement.
2. Riesz transform on Q-type spaces Qβα(R
n)
In this section, we will prove that Riesz transforms are bounded on Q-type spaces
Qβα(R
n). At first we recall the definition of Qβα(R
n).
Definition 2.1. Let −∞ < α and max{α, 1/2} < β < 1. Then f ∈ Qβα(R
n) if and
only if
sup
I
(l(I))2α−n+2β−2
∫
I
∫
I
|f(x) − f(y)|2
|x− y|n+2α−2β+2
dxdy <∞
where the supremum is taken over all cubes I with the edge length l(I) and the
edges parallel to the coordinate axes in Rn.
For β = 1 and α > −∞, the above spaces become the Qα(R
n) which were in-
troduced in [10] by M. Essen, S. Janson, L. Peng and J. Xiao. In [9], G. Dafni and
J. Xiao further studied the structure of this space and get an equivalent character-
ization via the heat semigroup associated with ∆. It has been proved that when
α ∈ (0, 1), Qα(R
n) →֒ BMO(Rn) and when ∞ < α < 0, Qα(R
n) = BMO(Rn)(See
[10]). Recall the definition of Morrey space Lp,λ(R
n):
(2.1) ‖f‖Lp,λ = sup
I
(
(l(I))−λ
∫
I
|f(x)− fI |
pdx
)1/p
<∞.
We see that when λ = n, Lp,λ(R
n) = BMO(Rn) by John-Nirenberg inequality. It
is natural to ask if there exists some relation between Lp,λ(R
n) and Qα(R
n). In
fact, in [29], J. Xiao proved that for α ∈ (0, 1), Qα(R
n) = (−∆)−
α
2 L2,n−2α(R
n).
Following Xiao’s idea in [29], we will prove for our space Qβα(R
n), a similar
result holds. At first we proved an equivalent characterization of L2,n−2γ(R
n) via
the semigroup e−t(−∆)
β
. Here e−t(−∆)
β
denotes the convolution operator defined
by Fourier transform:
̂e−t(−∆)βf(ξ) = e−t|ξ|
2β
f̂(ξ).
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Lemma 2.2. For γ ∈ (0, 1). Let f be a measurable complex-valued function on Rn.
Then
f ∈ L2,n−γ(R
n)⇐⇒ sup
x∈Rn,r∈(0,∞)
r2γ−n
∫ r
0
∫
|y−x|<r
∣∣∣∇e−t2β(−β)βf(y)∣∣∣2 tdydt <∞.
Proof. Taking (ψ0)t(x) = t∇e
−t2β(−∆)β (x, 0) with the Fourier symbol ̂(ψ0)t(x)(ξ) =
t|ξ|e−t
2β |ξ|2β . Define a ball B = {y ∈ Rn : |y − x| < r} and f2B =
1
|2B|
∫
2B f(x)dx
is the mean of f on 2B. We split f into f = f1+ f2+ f3 where f1 = (f − f2B)χ2B,
f2 = (f − f2B)χ(2B)c and f3 = f2B. Because∫
(ψ0)t(x)dx =
∫
t∇e−t
2β(−∆)β (x, 0)dx = 0,
we have
t∇e−t
2β(−∆)βf(y) = (ψ0)t ∗ f(y) = (ψ0)t ∗ f1(y) + (ψ0)t ∗ f2(y).
It is easy to see that∫ r
0
∫
B
|(ψ0)t ∗ f1(y)|
2 dydt
t
.
∫ r
0
∫
Rn
|(ψ0)t ∗ f1(y)|
2 dydt
t
=
∥∥∥∥∥
(∫ ∞
0
|(ψ0)t ∗ f1(·)|
2 dt
t
)1/2∥∥∥∥∥
L2(dy)
.
Because (ψ0)1 = ∇e
−(−∆)β , obviously we have
∫
(ψ0)1(x)dx = 1 and (ψ0)1 belongs
to the Schwartz class S, the function
G(f) =
(∫ ∞
0
|(ψ0)t ∗ f1(y)|
2 dt
t
)1/2
is a Littlewood-Paley G-function. So we can get∫ r
0
∫
B
|(ψ0)t ∗ f1(y)|
2 dydt
t
.
∫
2B
|f(y)− f2B|
2
dy
. rn−2γ‖f‖2L2,n−2γ(Rn).
Now we estimate the term associated with f2(y). Because
|(ψ0)t ∗ f2(y)| =
∣∣∣∣∫
Rn
t∇e−t
2β(−∆)β (y − z)f2(z)dz
∣∣∣∣
.
∫
Rn\2B
|t∇e−t
2β(−∆)β(y − z)||f(z)− f2B|dz
.
∫
Rn\2B
t|f(z)− f2B|
tn+1(1 + t−1|z − y|)n+1
dz
where in the last inequality, we have used the following estimate:∣∣∣∇e−t(−∆)β(x, y)∣∣∣ . 1
t
n+1
2β
1
(1 + t−
1
2β |x− y|)n+1
.
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Set Bk = B(x, 2
k). For every (t, y) ∈ (0, r) × B(x, r), we have 0 < t < r and
|x− y| < r. If z ∈ Bk+1\Bk, that is, |z − x| > 2
kr, we have |x− y| < |x− z|/2 and
|(ψ0)t ∗ f2(y)| .
∫
Rn\2B
t|f(z)− f2B|
(t+ |z − x|)n+1
dz
.
∞∑
k=1
t
(2kr)n+1
∫
2k+1B
|f(z)− f2B|dz
. t
∞∑
k=1
(2k+1r)n
(2kr)n+1
(
1
(2k+1r)n
∫
2k+1B
|f(z)− f2B|
2dz
)1/2
. t
∞∑
k=1
1
2kr
[(
1
(2k+1r)n
∫
2k+1B
|f(z)− f2k+1B|
2dz
)1/2
+ |f2k+1B − f2B|
]
. t
[
∞∑
k=1
1
2kr
(
1
(2k+1r)n
∫
2k+1B
|f(z)− f2k+1B|
2dz
)1/2
+
∞∑
k=1
1
2kr
|f2k+1B − f2B|
]
=: t(S1 + S2).
For S1, we have
S1 = t
∞∑
k=1
1
2kr
(
(2k+1r)n−2γ
(2k+1r)n
1
(2k+1r)n−2γ
∫
2k+1B
|f(z)− f2k+1B|
2dz
)1/2
. t
∞∑
k=1
1
2kr
r−γ‖f‖L2,n−2γ(Rn)
. tr−1−γ‖f‖L2,n−2γ(Rn).
For S2, we have
S2 . t
∞∑
k=1
1
2kr
[|f2B − f4B|+ · · ·+ |f2kB − f2k+1B|].
For ∀2 ≤ j ≤ k, it is easy to see that
|f2jB − f2j+1B| .
1
|2jB|
∫
2jB
|f(z)− f2j+1B |dz
.
(
1
|2jB|
∫
2jB
|f(z)− f2j+1B|
2dz
)1/2
. r−γ‖f‖L2,n−2γ(Rn).
Then we can get
S2 . t
∞∑
k=1
1
2kr
k · r−γ‖f‖L2,n−2γ(Rn) . tr
−1−γ‖f‖L2,n−2γ(Rn).
Therefore we can get∫ r
0
∫
B
|(ψ0)t ∗ f2(y)|
2
t−1dydt .
∫ r
0
∫
B
t2r−2γ−2‖f‖2L2,n−2γ(Rn)dydt
. ‖f‖2L2,n−2γ(Rn)r
−2γ−2|B|
∫ r
0
tdt
. rn−2γ‖f‖2L2,n−2γ(Rn).
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For the converse, let S(I) = {(t, x) ∈ Rn+1+ , 0 < t < l(I), x ∈ I} if f such that
sup
I
[l(I)]2γ−n
∫
S(I)
∣∣∣t∇e−t2β(−∆)βf(y)∣∣∣2 dydt
t
= sup
I
[l(I)]2γ−n
∫
S(I)
∣∣∣∇e−t2β(−∆)βf(y)∣∣∣2 tdydt <∞.
Denote
Πψ0F (x) =
∫
R
n+1
+
F (t, y)(ψ0)t(x− y)
dydt
t
,
we will prove that if
‖F‖Cγ = sup
I
(
[l(I)]2γ−n
∫
S(I)
|F (t, y)|
2 dydt
t
)1/2
<∞,
then for any cube J ⊂ Rn∫
J
|Πψ0F (x)− (Πψ0F )J |
2
dx . [l(J)]n−2γ‖F‖2Cγ .
We split F into F = F1 + F2 = F |S(2J) +F |Rn+1\S(2J) and get∫
J
|Πψ0F1(x)|
2
dx ≤
∫
J
|Πψ0F1(x)|
2
dx
≤
∫
S(2J)
|F (t, y)|2
dydt
t
. [l(J)]n−2γ‖F‖2Cγ .
Now we estimate the term associated with F2. We have∫
J
|Πψ0F1(x)|
2 dx
=
∫
J
∣∣∣∣∣
∫
R
n+1
+
(ψ0)t(x− y)F2(t, y)t
−1dydt
∣∣∣∣∣
2
dx
.
∫
J
(∫
R
n+1
+ \S(2J)
|(ψ0)t(x − y)||F2(t, y)|
dydt
t
)2
dx
=
∫
J
(
∞∑
k=1
∫
S(2k+1J)\S(2kJ)
|(ψ0)t(x − y)||F2(t, y)|
dydt
t
)2
dx.
Because
|(ψ0)t(x− y)| .
t
tn+1(1 + t−1|x− y|)n+1
,
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we have∫
J
|Πψ0F1(x)|
2
dx
.
∫
J
(
∞∑
k=1
∫
S(2k+1J)\S(2kJ)
t
[t+ 2kl(J)]n+1
|F2(t, y)|
dydt
t
)2
dx
.
∫
J
(
∞∑
k=1
(2kl(J))−(n+1)
∫
S(2k+1J)\S(2kJ)
|F2(t, y)|dydt
)2
dx
.
∫
J
 ∞∑
k=1
[2kl(J)]−n[2k+1l(J)]n/2
(∫
S(2k+1J)\S(2kJ)
|F2(t, y)|
2 dydt
t
)1/22 dx
. ‖F‖2Cγ [l(J)]
n−2γ .
Therefore we get∫
J
|Πψ0F (x)− (Πψ0F )J |
2
dx ≤
∫
J
|Πψ0F (x)|
2
dx
.
∫
J
|Πψ0F1(x)|
2
dx+
∫
J
|Πψ0F2(x)|
2
dx
. ‖F‖2Cγ [l(J)]
n−2γ .
Because
Πψ0F (x) =
∫
(ψ0)t ∗ (ψ0)t ∗ f
dt
t
,
by Caldero´n reproducing formula, we have Πψ0F (x) = f(x), that is, f(x) =
Πψ0F (x) ∈ L2,n−2γ(R
n). This completes the proof of Lemma 2.2. 
Theorem 2.3. For α > 0, max{α, 12} < β < 1 with α+ β − 1 ≥ 0, we have
Qβα(R
n) = (−∆)−
(α−β+1)
2 L2, n−2(α+β−1)(R
n).
Proof. For f ∈ L2, n−2(α+β−1)(R
n). Let F (t, y) = tα−β+1t∇e−t
2β(−∆)βf(y). By
Lemma 2.2, we have
r2(α+β−1)−n
∫ r
0
∫
|y−x|<r
|F (t, y)|2
dydt
t1+2(α−β+1)
. r2(α+β−1)−n
∫ r
0
∫
|y−x|<r
|tα−β+1t∇e−t
2β(−∆)βf(y)|2
dydt
t1+2(α−β+1)
. r2(α+β−1)−n
∫ r
0
∫
|y−x|<r
|t∇e−t
2β(−∆)βf(y)|2
dydt
t
. ‖f‖L2, n−2(α+β−1)(Rn).
So F ∈ T∞α,β where the space T
∞
α,β is a tent space defined in [18](See [18], Defini-
tion 3.5 for details). By Theorem 3.21 in [18], Πψ0 is bounded from T
∞
α,β to Q
β
α.
Therefore we have
‖f‖Qβα(Rn) = ‖Πψ0F‖Qβα(Rn) . ‖F‖T
∞
α,β
.
We have
F̂ (t, ξ) = tα−β+2|ξ|e−t
2β |ξ|2β f̂(ξ),
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then
Π̂ψ0F (ξ) =
∫ ∞
0
F̂ (t, ξ)(̂ψ0)t(ξ)
dt
t
=
∫ ∞
0
tα−β+2|ξ|e−t
2β |ξ|2β t|ξ|e−t
2β |ξ|2β f̂(ξ)
dt
t
= |ξ|2f̂(ξ)
∫ ∞
0
tα−β+2e−t
2β |ξ|2βdt.
Set t2β = s and |ξ|2βs = u. We can get
Π̂ψ0F (ξ) =
∫ ∞
0
s
α−β+2
2β e−2s|ξ|
2β
s
1
2β−1dsf̂(ξ)|ξ|2
= f̂(ξ)|ξ|2
∫ ∞
0
(u|ξ|−2β)
α−β+3
2β −1e−u|ξ|−2βdu
= f̂(ξ)|ξ|2|ξ|−(α−β+3)+2β−2β
∫ ∞
0
u
α−β+3
2β −1e−2udu.
Because 12 < β < 1 and 0 < α < β, the integral
∫∞
0
u
α−β+3
2β −1e−2udu is a constant.
We denote it by Cα,β , so
Π̂ψ0F (ξ) = Cα,β f̂(ξ)|ξ|
−(α−β+1).
By inverse Fourier transform, we have
Πψ0F (x) = Cα,β(−∆)
−α−β+12 f(x).
Conversely, suppose g ∈ Qβα(R
n). Set G(t, y) = t1−(α−β+1)∇e−t
2β(−∆)βg(y). We
have, by the equivalent characterization of Qβα(R
n) (see [18] for details).(
[l(I)]2(α+β−1)−n
∫
S(I)
∣∣∣t1−2(α−β+1)∇e−t2β(−∆)βg(y)∣∣∣2 dydt
t
)1/2
=
(
[l(I)]2(α+β−1)−n
∫
S(I)
∣∣∣t∇e−t2β(−∆)βg(y)∣∣∣2 dydt
t1+2(α−β+1)
)1/2
. ‖g‖Qβα(Rn),
that is, G(t, y) ∈ Cα+β−1. By Lemma 2.2, we have Πψ0G(t, y) ∈ L2, n−2(α+β−1).
We have
f̂(ξ) = Π̂ψ0G(t, ξ)
=
∫ ∞
0
t|ξ|e−t
2β |ξ|2β t1−(α−β+1)|ξ|e−t
2β |ξ|2β ĝ(ξ)
dt
t
= Cα,β |ξ|
1+(α−β)ĝ(ξ)
= Cα,β
̂
[(−∆)
α−β+1
2 g](ξ).
Then f(x) = Cα,β(−∆)
α−β+1
2 g. Thus, we getQβα(R
n) = (−∆)−
(α−β+1)
2 L2, n−2(α+β−1)(R
n).

Theorem 2.4. Suppose α > 0, maxα, 12 < β < 1 with α + β − 1 ≥ 0. For
j = 1, 2, . . . , n, the Riesz transforms Rj = ∂j(−∆)
−1/2 are bounded on the Q−type
spaces Qβα(R
n).
RIESZ TRANSFORM ON Q-TYPE SPACE 9
Proof. Notice the equivalent norm of Qβα(R
n). f ∈ Qβα(R
n) if and only if
(2.2) sup
x∈Rn,r∈(0,∞)
r2α−n+2β−2
∫ r2β
0
∫
|y−x|<r
|∇e−t(−△)
β
f(y)|2t−
α
β dydt <∞.
As a convolution operator, Riesz transform Rj and ∇ can change the order of
operation. So we only need to estimate the term
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjf(t, y)|
2 dydt
tα/β
where 0 < α < β, α+ β − 1 ≥ 0 and j = 1, 2, . . . , n. We split f(t, y) into
f(t, y) = f0(t, y) +
∞∑
k=1
fk(t, y),
where f0(t, y) = f(t, y)χB(x0,2r)(y) and fk(t, y) = f(t, y)χB(x0,2k+1r)\B(x0,2kr)(y).
We have (
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjf(t, y)|
2 dydt
tα/β
)1/2
≤
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjf0(t, y)|
2 dydt
tα/β
)1/2
+
∞∑
k=1
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjf(t, y)|
2 dydt
tα/β
)1/2
:=M0 +
∞∑
k=1
Mk.
By the L2−boundedness of Riesz transforms Rj , j = 1, 2, . . . , n, we have
M0 .
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|f(t, y)|
2 dydt
tα/β
)1/2
. Cα sup
x0∈Rn, r>0
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|f(t, y)|2
dydt
tα/β
)1/2
Now we estimate Mk. We only need to estimate the integration as follows.
I =
∫
|y−x0|<r
|Rjfk(t, y)|
2
dy.
As a singular integral operator,
Rjg(x) =
∫
Rn
xj − yj
|x− y|n+1
g(y)dy.
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By Ho¨lder’s inequality, we can get
I =
∫
|y−x0|<r
∣∣∣∣∣
∫
2kr≤|z−x0|<2k+1r
yj − zj
|y − z|n+1
f(t, z)dz
∣∣∣∣∣
2
dy
.
∫
|y−x0|<r
(
1
(2kr)n
∫
|z−x0|<2k+1r
|f(t, z)|dz
)2
dy
.
∫
|y−x0|<r
1
(2kr)n
∫
|z−x0|<2k+1r
|f(t, z)|2dzdy
.
1
2kn
∫
|z−x0|<2k+1r
|f(t, z)|2dz.
So we have
Mk =
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjf(t, y)|
2 dydt
tα/β
)1/2
.
(
r2α−n+2β−2
1
2kn
∫ r2β
0
∫
|z−x0|<2k+1r
|f(t, z)|
2 dzdt
tα/β
)1/2
.
(
2−k(2α−n+2β−2)
1
2kn
(2kr)2α−n+2β−2
∫ r2β
0
∫
|z−x0|<2k+1r
|f(t, z)|
2 dzdt
tα/β
)1/2
. (2−k(2α−n+2β−2)
1
2kn
)1/2 sup
x0∈Rn, r>0
(
r2α−n+2β−2
∫ r2β
0
∫
|z−x0|<r
|f(t, z)|2
dzdt
tα/β
)1/2
.
Therefore we can get
M0 +
∞∑
k=1
Mk
. [1 +
∞∑
k=1
2−k(α+β−1)] sup
x0∈Rn, r>0
(
r2α−n+2β−2
∫ r2β
0
∫
|z−x0|<r
|f(t, z)|2
dzdt
tα/β
)1/2
. C‖f‖Qβα(Rn).
This completes the proof of Theorem 2.4.

Similar to the proof of Theorem 2.4, we can prove the following theorem.
Theorem 2.5. For a singular operator T defined by
Tf(x) =
∫
Rn
K(x− y)f(y)dy
where the kernel K(x) satisfies:
|∂γxK(x)| ≤ Aγ |x|
−n−γ , (γ > 0)
or equivalently T̂ f(ξ) = m(ξ)f̂ (ξ) with the symbol m(ξ) satisfies:
|∂γξm(ξ)| ≤ Aγ′ |ξ|
−γ
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holds for all γ. Suppose α > 0, max{α, 12} < β < 1 with α+ β − 1 ≥ 0, we have T
is bounded on the Q−type spaces Qβα(R
n).
3. Well-posedness and regularity of quasi-geostrophic equation
In this section, we study the well-posedness and regularity of quasi-geostrophic
equation with initial data in the space Qβα(R
2). We introduce the definition of
Xβα(R
n).
Definition 3.1. The space Xβα(R
2) consists of the functions which are locally
integrable on (0,∞)× R2 such that
sup
t>0
t1−
1
2β ‖f(t, ·)‖B˙0,1∞ (R2) <∞
and
sup
x∈R2, r>0
r2α+2β−4
∫ r2β
0
∫
|y−x0|<r
|f(t, y)|2 + |R1f(t, y)|
2 + |R2f(t, y)|
2 dydt
tα/β
<∞,
where Rj , (j = 1, 2) denote the Riesz transforms in R
2.
For the quasi-geostrophic dissipative equations
(3.1)
{
∂tθ = −(−∆)
β + ∂1(θR2θ)− ∂2(θR1θ);
θ(0, x) = θ0(x)
where β ∈ (12 , 1). The solution to the equation (3.1) can be represented as
u(t, x) = e−t(−∆)
β
u0 +B(u, u)
where the bilinear form B(u, v) is defined by
B(u, v) =
∫ t
0
e−(t−s)(−∆)
β
(∂1(vR2u)− ∂2(vR1u))ds.
In order to prove the well-posedness, we need the following preliminary lemmas.
For their proof, we refer the readers to [18], Lemma 4.8 and Lemma 4.9.
Lemma 3.2. Given α ∈ (0, 1). For a fixed T ∈ (0,∞] and a function f(·, ·) on
R
1+n
+ , let A(t) =
∫ t
0 e
−(t−s)(−△)β (−△)βf(s, x)ds. Then
(3.2)
∫ T
0
‖A(t, ·)‖2L2
dt
tα/β
.
∫ T
0
‖f(t, ·)‖2L2
dt
tα/β
.
Lemma 3.3. For β ∈ (1/2, 1) and N(t, x) defined on (0, 1)× Rn, let A(N) be the
quantity
A(α, β,N) = sup
x∈Rn,r∈(0,1)
r2α−n+2β−2
∫ r2β
0
∫
|y−x|<r
|f(t, x)|
dxdt
tα/β
.
Then for each k ∈ N0 := N∪{0} there exists a constant b(k) such that the following
inequality holds:
(3.3)∫ 1
0
∥∥∥∥t k2 (−△) kβ+12 e− t2 (−△)β ∫ t
0
N(s, ·)ds
∥∥∥∥2
L2
dt
tα/β
≤ b(k)A(α, β,N)
∫ 1
0
∫
Rn
|N(s, x)|
dxds
sα/β
.
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Remark 3.4. Similarly when k = 0, we can prove the following inequality:
(3.4)∫ 1
0
∥∥∥∥(−△) 12 e−t(−△)β ∫ t
0
N(s, ·)ds
∥∥∥∥2
L2
dt
tα/β
. A(α, β,N)
∫ 1
0
∫
Rn
|N(s, x)|
dxds
sα/β
.
Now we give the main result of this paper.
Theorem 3.5. (Well-posedness)
(i) The subcritical quasi-geostrophic equation (3.1) has a unique small global
mild solution in (Xβα(R
2))2 for all initial data θ0 with ∇ · θ = 0 and ‖u0‖Qβ,−1α
being small.
(ii) For any T ∈ (0,∞), there is an ε > 0 such that the quasi-geostrophic equation
(3.1) has a unique small mild solution in (Xβα(R
2))2 on (0, T )×R2 when the initial
data u0 satisfies ∇ · u0 = 0 and ‖u0‖(Qβ,−1α, T )2
≤ ε. In particular, for all u0 ∈
(V Qβ,−1α )2 with ∇·u0 = 0, there exists a unique small local mild solution in (X
β
α,T )
2
on (0, T )× R2.
Proof. By the Picard contraction principle we only need to prove the bilinear form
B(u, v) is bounded on Xβα . We split the proof into two parts.
Part I: B˙0,1∞ (R
2)−boundedness. The proof of this part has been given in [20].
For completeness, we give the details. We have
‖B(u, v)‖B˙0,1∞ (R2)
.
∫ t
0
‖e−(t−s)(−∆)
β
(∂1(gR2f)− ∂2(gR1f))‖B˙0,1∞ (R2)ds
.
∫ t
0
Cβ
(t− s)
1
2β s1+(1−
1
β )
s1−
1
2β ‖u‖B˙0,1∞ (R2)s
1− 12β ‖v‖B˙0,1∞ (R2)ds
. ‖u‖Xβα‖v‖Xβα
∫ t
0
ds
(t− s)
1
2β s1+(1−
1
β )
.
Because when 12 < β < 1,
∫ t/2
0
1
(t− s)
1
2β s1+(1−
1
β )
ds . t
1
2β−1
and ∫ t
t/2
1
(t− s)
1
2β s1+(1−
1
β )
ds . t−2+
1
β
∫ t
t/2
1
(t− s)
1
2β
ds . t
1
2β−1.
Then we can get
t1−
1
2β ‖B(u, v)‖B˙0,1∞ (R2) . ‖u‖Xβα‖v‖Xβα
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where in the above estimates we have used for f ∈ B˙0,1∞ (R
2), ‖Rjf‖B˙0,1∞ (R2) .
‖f‖B˙0,1∞ (R2). In fact by Bernstein’s inequality, we have∑
l
‖∆lRjf‖L∞(R2) =
∑
l
‖∂j(−∆)
−1/2∆lf‖L∞(R2)
.
∑
l
2l‖(−∆)−1/2∆lf‖L∞(R2)
.
∑
l
2l2−l‖∆lf‖L∞(R2)
≤ ‖f‖B˙0,1∞ (R2).
On the other hand, by Young’s inequality, we have
t1−
1
2β ‖e−t(−∆)
β
u0‖B˙0,1∞ (R2) . ‖u0‖B˙1−2β,∞∞ (R2) ≤ ‖u0‖Qβ,−1α (R2).
Part II: L2(R2)-boundedness. Now we estimate the operation of B(u, v) on the
Carleson part of Xβα . We split again the estimate into two steps.
Step I: We want to prove the following estimate:
r2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|B(u, v)|2
dydt
tα/β
. ‖u‖Xβα‖v‖Xβα .
By symmetry, we only need to deal with the term∫ t
0
e−(t−s)(−∆)
β
[∂1(vR1u)]ds = B1(u, v) +B2(u, v) +B3(u, v)
where
B1(u, v) =
∫ t
0
e−(t−s)(−∆)
β
∂1[(1 − 1r,x)vR1u]ds,
B2(u, v) = (−∆)
−1/2∂1
∫ t
0
e−(t−s)(−∆)
β
(−∆)((−∆)1/2(I − e−s(−∆)
β
)(1r,x)vR1u)ds
and
B3(u, v) = (−∆)
−1/2∂1(−∆)
1/2e−t(−∆)
β
∫ t
0
(1r,x)vR1uds.
For B1. Because the n dimensional fractional heat kernel satisfies the following
estimate:
(3.5) |∇e−t(−∆)
β
(x, y)| .
1
t
n+1
2β
1(
1 + |x−y|
t1/2β
)n+1 . 1
(t
1
2β + |x− y|)n+1
,
we have, for 0 < t < r2β and taking n = 2 in (3.5),
|B1(u, v)(t, x)|
.
∫ t
0
∫
|z−x|≥10r
|R1u(s, z)||v(s, z)|
|x− z|2+1
dzds
.
(∫ r2β
0
∫
|z−x|≥10r
|R1u(s, z)|
2
|x− z|3
dzds
)1/2(∫ r2β
0
∫
|z−x|≥10r
|v(s, z)|2
|x− z|3
dzds
)1/2
:= I1 × I2.
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For I1, we have
I1 .
(
∞∑
k=3
1
(2kr)3
∫ r2β
0
∫
|x−z|≤2k+1r
|R1u(s, x)|
2dsdx
)1/2
.
(
∞∑
k=3
1
(2kr)3
(2kr)2α+2β−2(2kr)2−2β
∫ r2β
0
∫
|x−z|≤2k+1r
|R1u(s, x)|
2 dsdx
sα/β
)1/2
.
(
∞∑
k=3
(2kr)2−2β
(2kr)
(2kr)2α−2+2β−2
∫ r2β
0
∫
|x−z|≤2k+1r
|R1u(s, x)|
2dsdx
)1/2
. ‖u‖Xβα(
∞∑
k=3
1
2k(2β−1)
1
r2β−1
)1/2
.
(
1
r2β−1
)1/2
‖u‖Xβα .
Similarly we can get I2 .
(
1
r2β−1
)1/2
‖v‖Xβα and therefore we have
|B1(u, v)| .
1
r2β−1
‖u‖Xβα‖v‖Xβα .
Then we can get, using 0 < α < β,∫ r2β
0
∫
|x−y|<r
|B1(u, v)|
2 dydt
tα/β
.
1
r4β−2
r2
∫ r2β
0
dt
tα/β
‖u‖2
Xβα
‖v‖2
Xβα
.
1
r4β−2
r2r2β−2α‖u‖2
Xβα
‖v‖2
Xβα
. r2−2α−2β+2‖u‖2
Xβα
‖v‖2
Xβα
.
That is to say
r2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|B1(u, v)(t, y)|
2 dydt
tα/β
. ‖u‖2
Xβα
‖v‖2
Xβα
.
For B2. By the L
2−boundedness of Riesz transform, we have∫ r2β
0
∫
|x−y|<r
|B2(u, v)|
2 dydt
tα/β
.
∫ rβ
0
∥∥∥∥∫ t
0
e−(t−s)(−∆)
β
(−∆)((−∆)−1/2(I − e−s(−∆)
β
)(1r,x)vR1u)ds
∥∥∥∥2
L2
dt
tα/β
.
∫ rβ
0
∥∥∥∥∫ t
0
e−(t−s)(−∆)
β
(−∆)β((−∆)1/2−β(I − e−s(−∆)
β
)(1r,x)vR1u)ds
∥∥∥∥2
L2
dt
tα/β
.
∫ r2β
0
t2−
1
β
∫
|y−x|<r
|R1u(t, y)|
2|v(t, y)|2
dydt
tα/β
.
(
sup
t>0
t1−
1
2β ‖R1u(t, ·)‖L∞(R2)
)(
sup
t>0
t1−
1
2β ‖v(t, ·)‖L∞(R2)
)
×
∫ r2β
0
∫
|y−x|<r
|R1u(t, y)||v(t, y)|
dtdy
tα/β
.
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On one hand, by Bernstein’s inequality, we have
‖R1u(t, ·)‖L∞(R2) ≤ ‖R1u(t, ·)‖B˙0,1∞ (R2) . ‖u(t, ·)‖B˙0,1∞ (R2).
Then we get
sup
t>0
t1−
1
2β ‖R1u(t, ·)‖L∞(R2) . sup
t>0
t1−
1
2β ‖u(t, ·)‖B˙0,1∞ (R2).
On the other hand, we have, by Ho¨lder’s inequality,∫ r2β
0
∫
|x−y|<r
|R1u(t, y)||v(t, y)|
dtdy
tα/β
.
(∫ r2β
0
∫
|y−x|<r
|R1u(t, y)|
2 dtdy
tα/β
)1/2(∫ r2β
0
∫
|y−x|<r
|v(t, y)|2
dtdy
tα/β
)1/2
. r2−2α−2β+2‖u‖2Xαα‖v‖
2
Xαα
.
Hence we get∫ r2β
0
∫
|x−y|<r
|B2(u, v)(t, y)|
2 dydt
tα/β
. r2−2α−2β+2‖u‖2
Xβα
‖v‖2
Xβα
.
For B3(u, v). We have∫ r2β
0
∫
|y−x|<r
|B3(u, v)(t, y)|
2 dydt
tα/β
=
∫ r2β
0
∫
|y−x|<r
∣∣∣∣(−∆)−1/2∂1(−∆)1/2e−t(−∆)β (∫ t
0
(1r,x)vR1udh
)∣∣∣∣2 dydttα/β
.
∫ r2β
0
∥∥∥∥(−∆)1/2e−t(−∆)β (∫ t
0
(1r,x)vR1udh
)∥∥∥∥ dttα/β
. r2−2α+6β−2
(∫ 1
0
‖M(r2βs, r·)‖L1(R2)
ds
sα/β
)
C(α, β, f)
. r2−2α+6β−2r2−4βr2−4β‖u‖Xβα‖v‖Xβα
. r2−2α−2β+2‖u‖Xβα‖v‖Xβα .
Step II: For j = 1, 2, Rj are the Riesz transforms ∂j(−∆)
−1/2. We want to prove:
(3.6) r2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|RjB(u, v)|
2 dydt
tα/β
. ‖u‖Xβα‖v‖Xβα .
Similar to Step I, we can split B(u, v) into Bi(u, v), (i = 1, 2, 3). We denote by
Ai, i = 1, 2, 3
(3.7) Ai := r
2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|RjBi(u, v)|
2 dydt
tα/β
. ‖u‖Xβα‖v‖Xβα .
In order to estimate the term A1, we need the following lemma.
Lemma 3.6. For β > 0, if we denote by Kβj the kernel of the operator e
−t(−∆)βRj,
we have
(1 + |x|)n+|α|∂αe−t(−∆)
β
Rj ∈ L
∞(R2).
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Proof. By Fourier transform, we have Kβj = F
−1(
ξj
|ξ|e
−|ξ|2β ) where F−1 denotes
the inverse Fourier transform. Because[
∂αKβj (x)
]
ˆ(ξ) =
ξj
|ξ|
|ξ|αe−|ξ|
2β
∈ L1(R2),
we have
|∂αKβj (x)| ≤
∫
R2
∣∣∣∣ ξj|ξ| |ξ|αe−|ξ|2β
∣∣∣∣ dξ ≤ C.
Then ∂αKβj (x) ∈ L
∞. If |x| ≤ 1, we have
(1 + |x|)n+|α||Kβj (x)| . Cα|K
β
j (x)| . C.
If |x| > 1, by Littlewood-Paley decomposition and write
Kβj (x) = (Id− S0)K
β
j +
∑
l<0
∆lK
β
j ,
where (Id−S0)K
β
j ∈ S(R
2) and ∆lK
β
j = 2
2lωj,l(2
lx) where ω̂j,l(ξ) = ψ(ξ)
ξj
|ξ|e
−|2lξ|2β ∈
L1(R2). Then ωj,l(x)(l<0) are a bounded set in S(R
2). So we have
(1 + 2l|x|)N2l(2+|α|)|∂α∆lK
β
j (x)| . CN
and
|∂αS0K
β
j (x)|
. C
∑
2l|x|≤1
2l(2+|α|) +
∑
2l|x|>1
2l(2+|α|−N)|x|−N
. C|x|−(2+|α|).
Therefore we have completed the proof of Lemma 3.6 
Now we complete the proof of Theorem 3.5. In Lemma 3.6, we take α = 1 and
get ∣∣∣∂xRje−t(−∆)β(x, y)∣∣∣ . 1
(t
1
2β + |x− y|)n+1
.
Similar to the proof in Part I, we can get
A1 := r
2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|RjB1(u, v)|
2 dydt
tα/β
. ‖u‖Xβα‖v‖Xβα .
In the proof of Theorem 2.4, we in fact prove the following estimate: for j = 1, 2,
r2α−2+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjf(t, y)|
2 dydt
tα/β
. sup
r>0,x0∈Rn
r2α−2+2β−2
∫ r2β
0
∫
|y−x0|<r
|f(t, y)|
2 dydt
tα/β
.
By the above estimate, we have
Ai := r
2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|RjBi(u, v)|
2 dydt
tα/β
. r2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|Bi(u, v)|
2 dydt
tα/β
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where i = 2, 3. Following the estimate to Bi, i = 2, 3, we can get
Ai := r
2α−2+2β−2
∫ r2β
0
∫
|x−y|<r
|RjBi(u, v)|
2 dydt
tα/β
. ‖u‖Xβα‖v‖Xβα .
This completes the proof of Theorem 3.5.

Following the method applied in Section 5 of [18], we can easily get the regularity
of the solution to the quasi-geostrophic equation (1.3). So we only state the result
and leave the proof to the readers. For convenience of the study, we introduce a
class of spaces Xβ,kα as follows.
Definition 3.7. For a nonnegative integer k and β ∈ (1/2, 1], we introduce the
space Xβ,kα which is equipped with the following norm:
‖u‖Xβ,kα = ‖u‖Nβ,kα,∞ + ‖u‖Nβ,kα,C
where
‖u‖Nβ,kα,∞ = sup
α1+···+αn=k
sup
t
t
2β−1+k
2β ‖∂α1x1 · · · ∂
αn
xn u(·, t)‖B˙0,1∞ (Rn),
‖u‖Nβ,kα,C
= sup
α1+···+αn=k
sup
x0,r
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|t
k
2β ∂α1x1 · · ·∂
αn
xn u(t, y)|
2 dydt
tα/β
)1/2
+
2∑
j=1
sup
α1+···+αn=k
sup
x0,r
(
r2α−n+2β−2
∫ r2β
0
∫
|y−x0|<r
|Rjt
k
2β ∂α1x1 · · · ∂
αn
xn u(t, y)|
2 dydt
tα/β
)1/2
.
Now we state the regularity result.
Theorem 3.8. Let α > 0 and max{α, 1/2} < β < 1 with α + β − 1 ≥ 0. There
exists an ε = ε(2) such that if ‖u0‖Qβ,−1α;∞ (R2) < ε, the solution u to equations (1.3)
verifies:
t
k
2β∇ku ∈ Xβ,0α for any k ≥ 0.
References
[1] M. Cannone, Harmonic analysis tools for solving the incompressible Navier-Stokes equations,
In: Handbook of Mathematical Fluid DynamicsVol 3(eds. S. Friedlander, D. Serre), Elsevier,
2004, pp. 161-244.
[2] D. Chae, The Quasi-Geostrophic Equation in the Triebel-Lizorkin Spaces, Nonlinearity, 16
(2003), 479-495.
[3] D. Chae and J. Lee, Global well-posedness in the super-critical disspative quasi-geostrophic
Equations, Comm. Math. Phys., 233 (2003), No. 2, 297-311.
[4] Q. Chen, C. Miao, Z. Zhang, A new Bernsteins inequality and the 2D dissipative quasi-
geostrophic equation, Comm. Math. Phys., 271 (2007), 821-838.
[5] P. Constantin, Geometric statistics in turbulence, SIAM Rev., 36 (1994), no. 1, 73-98.
[6] P. Constantin, D. Cordoba and J. Wu, On the critical dissipative quasi-geostrophic equations,
Indiana Univ. Math. J., 50 (2001), 97-107.
[7] P. Constantin, A. Majda and E. Tabak, Formation of strong fronts in 2-D quasi-geostrophic
thermal active scalar, Nonlinearity, 7 (1994), 1495-1533.
[8] P. Constantin and J. Wu, Behaior of solutions of 2D quasi-geostrophic equations, SIAM J.
Math. Anal., 30 (1999), 937-948.
[9] G. Dafni and J. Xiao, Some new tent spaces and duality theorem for fractional Carleson
measures and Qα(Rn), J. Funct. Anal., 208 (2004), 377-422.
18 PENGTAO LI AND ZHICHUN ZHAI
[10] M. Essen, S. Janson, L. Peng and J. Xiao, Q space of several real variables, Indiana Univ.
Math. J., 49 (2000), 575-615.
[11] I. Held, R. Pierrehumbert, S. Garner and K. Swanson, Surface quasi-geostrophic dynamics,
J. Fluid Mech., 282 (1995), 1-20.
[12] N. Ju, The 2D quasi-geostrophic equations in Sobolev space, Contemporary Mathematics,
428 (2007), 75-92.
[13] N. Ju, On the two dimensional quasi-geostrophic equations, Indiana Univ. Math. J., 54
(2005), no. 3, 897-926.
[14] T. Kato, Strong Lp−solutions of the Navier-Stokes in Rn with applications to weak solutions,
Math. Zeit., 187 (1984), 471-480.
[15] H. Koch and D. Tataru, Well-posedness for the Navier-Stokes equations, Adv. Math., 157
(2001), 22-35.
[16] L. Leray, Sur le mouvement d’un liquide visqueux emplissant l’espace, Acta Math., 63 (1934),
193-248.
[17] P. G. Lemarie´-Rieusset, Recent Development in the Naiver-Stokes Problem, in: Research
Notes in Mathematics, 431, Chapman-Hall/CRC, 2002.
[18] P. Li and Z. Zhai, Well-posedness and Regularity of Generalized Naiver-Stokes Equations in
Some Critical Q-spaces, arXiv:0904. 3271v1[math.AP]21 Apr. 2009.
[19] J. L. Lions, Quelques me´thodes de re´solution des proble`mes aux limites non line´aires,
(French) Paris: Dunod/Gauthier-Villars, 1969.
[20] F. Marchand and P. G. Lemarie´-Rieusset Solutions auto-similaires non radiales pour
l’e´quation quasi-ge´ostrophique dissipative critique, C. R. Acad. Sci. Pairs, Ser. I 341 (2005),
535-538.
[21] C. Miao, B. Yuan, B. Zhang, Well-posedness of the Cauchy problem for the fractional power
dissipative equations, Nonlinear Anal. TMA., 68 (2008), 461-484.
[22] K. Ohkitan and M. Yamada, Inviscid and inviscid limit behavior of a surface quasi-
geostrophic flow, Phys. Fluids, 9 (1997), 876-882.
[23] J. Pedlosky, Geophysical Fluid Dynamics, Springer-Verlag, New York, 1987.
[24] M. Ramzi and Z. Ezzeddine, Global existence of solutions for subcritical quasi-geostrophic
equations, Communications on Pure and Applied Analysis, 7 (2008), 1179-1191.
[25] E. M. Stein, Singular Integrals and Differentiability Properties of Functions, Princeton Uni-
versity Press, Princeton, NJ, 1970.
[26] H. Triebel, Theory of Function Spaces II, Birkha¨user, Basel, 1992.
[27] J. Wu, Global solutions of the 2D dissipative quasi-geostrophic equation in Besov spaces,
SIAM J. Math. Anal., 36 (2004/05), no. 3, 1014-1030.
[28] J. Wu, The two-dimensional quasi-geostrophic equation with critical or supercritical dissipa-
tion, Nonlinearity, 18 (2005), no. 1, 139-154.
[29] J. Xiao, Homothetic variant of fractional Sobolev space with application to Navier-Stokes
system, Dynamic of PDE., 2 (2007), 227-245.
School of Mathematics, Peking University, Beijing, 100871, China
E-mail address: li ptao@163.com
Department of Mathematics and Statistics, Memorial University of Newfoundland,
St. John’s, NL A1C 5S7, Canada
E-mail address: a64zz@mun.ca
