The entire function (of z) φ(ρ, β; z) = ∞ k=0 z k k!Γ(ρk + β)
found that the corresponding Green functions can be represented in terms of the Wright function. Furthermore, extending the methods of Lie groups in partial differential equations to the partial differential equations of fractional order it was shown that some of the group-invariant solutions of these equations can be given in terms of the Wright and the generalized Wright functions. In this survey paper we consider some of the above mentioned applications of the Wright function with special emphasis of its key role in the partial differential equations of fractional order.
We also give some analytical tools for working with this function. Beginning with the classical results of Wright about the asymptotics of this function, we present other properties, including its representations in terms of the special functions of the hypergeometric type and the Laplace transform pairs related to the Wright function. Finally, we discuss recent results about distribution of zeros of the Wright function, its order, type and indicator function, showing that this function is an entire function of completely regular growth for every ρ > −1.
Introduction
The purpose of this survey paper is to outline the fundamental role of the Wright function in partial differential equations of fractional order, to consider some other applications of this function and to give its analytical properties including asymptotics and distribution of its zeros. Partial differential equations of fractional order (FPDE) are obtained by replacing some (or all) derivatives in partial differential equations by derivatives of fractional order (in Caputo, Riemann-Liouville or inverse Riesz potential sense). Mathematical aspects of the boundary-value problems for some FPDE have been treated in papers by several authors including Engler [5] , Fujita [7] , Gorenflo and Mainardi [11] , Mainardi [20] - [23] , Podlubny [32] , Prüss [34] , Saichev and Zaslavsky [35] , Samko et al. [36] , Schneider and Wyss [37] and by Wyss [45] .
From the other side, some FPDE were successfully used for modelling relevant physical processes (see, for example Giona and Roman [9] , Hilfer [15] , Mainardi [21] , Metzler et al. [26] , Nigmatullin [28] , Pipkin [31] , Pod-lubny [32] and references there). In applications, special types of solutions, which are invariant under some subgroup of the full symmetry group of the given equation (or for a system of equations) are especially important.
Recently, the scale-invariant solutions for time-fractional diffusion-wave equation (with the fractional derivative in the Riemann-Liouville sense) and for the more general time-and space-fractional partial differential equation (with the Riemann-Liouville space-fractional derivative of order β ≤ 2 instead of the second order space derivative) have been presented by Buckwar and Luchko [1] and by Luchko and Gorenflo [19] , respectively. The case of the time-fractional diffusion-wave equation with the Caputo fractional derivative has been considered by Gorenflo, Luchko and Mainardi [13] .
The plan of the paper is as follows. In Section 2, following the papers by Djrbashian and Bagian [4] , Gajić and Stanković [8] , Luchko and Gorenflo [19] , Mainardi [23] , Mainardi and Tomirotti [24] , Mikusiński [27] , Pathak [30] , Pollard [33] , Stanković [39] , and Wright [42] , [44] , we recall the main properties of the Wright function including its integral representations, asymptotics, representations in terms of the special functions of the hypergeometric type and the Laplace transform pairs related to the Wright function. Finally, we discuss new results about distribution of zeros of the Wright function, its order, type and indicator function, showing that this function is an entire function of completely regular growth for every ρ > −1.
In Section 3, we outline some applications of the Wright function, beginning with the results by Wright [41] in the asymptotic theory of partitions. Special attention is given to the key role of the Wright function in the theory of FPDE. Following Gorenflo, Mainardi and Srivastava [14] and Mainardi [20] - [23] , we consider in details the boundary-value problems of Cauchy and signalling type for the fractional diffusion-wave equation, showing that the corresponding Green functions can be represented in terms of the Wright function. We present also some results from Buckwar and Luchko [1] , Gorenflo, Luchko and Mainardi [13] , Luchko and Gorenflo [19] concerning the extension of the methods of the Lie groups in partial differential equations to FPDE. It will be shown that some of the group-invariant solutions of FPDE can be given in terms of the Wright and the generalized Wright functions.
We remark finally that the present review is essentially based on our original works. For the other applications of the Wright function, including Mikusiński's operational calculus and the theory of integral transforms of Hankel type we refer, for example, to Kiryakova [16] , Krätzel [17] , Mikusiński [27] , and Stanković [39] .
Analytical properties

Asymptotics
Probably the most important characteristic of a special function is its asymptotics. In the case of an entire function there are deep relations between its asymptotic behaviour in the neighbourhood of its only singular point -the essential singularity at z = ∞ -and other properties of this function, including distribution of its zeros (see, for example, Evgrafov [6] , Levin [18] ). It follows from the Stirling asymptotic formula for the gamma function that the Wright function
is an entire function of z for ρ > −1 and, consequently, as we will see in the later parts of our survey, some elements of the general theory of entire functions can be applied. The complete picture of the asymptotic behaviour of the Wright function for large values of z was given by Wright [42] in the case ρ > 0 and by Wright [44] in the case −1 < ρ < 0. In both cases he used the method of steepest descent and the integral representation
where Ha denotes the Hankel path in the ζ-plane with a cut along the negative real semi-axis arg ζ = π. Formula (2) is obtained by substituting the Hankel representation for the reciprocal of the gamma function
for s = ρk +β into (1) and changing the order of integration and summation.
Let us consider at first the case ρ > 0. Theorem 2.1.1 If ρ > 0, arg(−z) = ξ, |ξ| ≤ π, and
where H(Z) is given by
and the a m , m = 0, 1, . . ., are defined as the coefficients of v 2m in the expansion of
In particular, if β ∈ R we get the asymptotic expansion of the Wright function φ(ρ, β; −x) for x → +∞ in the form If we exclude from the consideration an arbitrary small angle containing the negative real semi-axis, we get a simpler result.
Theorem 2.1.2 If ρ > 0, arg z = θ, |θ| ≤ π − ǫ, ǫ > 0, and
where H(z) is given by (5).
In the case ρ = 0 the Wright function is reduced to the exponential function with the constant factor 1/Γ(β):
which turns out to vanish identically for β = −n, n = 0, 1, . . .. To formulate the results for the case −1 < ρ < 0 we introduce some notations. Let
and let
Theorem 2.1.
where
and the coefficients A m , m = 0, 1 . . . are defined by the asymptotic expansion
, valid for arg t, arg(−ρt), and arg(1 − β − ρt) all lying between −π and π and t tending to infinity.
If −1/3 ≤ ρ < 0, the only region not covered by Theorem 2.1.3 is the neighbourhood of the positive real semi-axis. Here we have the following result.
where I(Y ) is defined by (12) ,
hence
As a consequence we get the asymptotic expansion of the Wright function φ(ρ, β; x) for x → +∞ in the case −1/3 < ρ < 0, β ∈ R in the form:
and the constant c 2 can be exactly evaluated. When −1 < ρ < −1/3, there is a region of the plane in which the expansion is algebraic.
. (17) Finally, the asymptotic expansions of the Wright function in the neighbourhood of the positive real semi-axis in the case ρ = −1/3 and in the neighbourhood of the lines arg z = ± 1 2 π(−1 − 3ρ) when −1 < ρ < −1/3 are given by the following results by Wright.
where I(Y ) is defined by (12) , Y 1 , Y 2 by (14) , and J(z) by (17) .
where I(Y ) is defined by (12) and J(z) by (17) .
The results given above contain the complete description of the asymptotic behaviour of the Wright function for large values of z and for all values of the parameters ρ > −1, β ∈ C. We will use them repeatedly in our further discussions.
Representations through hypergeometric functions
Due to the relation
Wright considered the function φ(ρ, β; z) as a generalization of the Bessel function J ν (z). 
Unfortunately, since the Fox H-function is a very general object this representation is not especially informative. It turns out that if ρ is a positive rational number the Wright function can be represented in terms of the more familiar generalized hypergeometric functions. Let be ρ = n/m with positive integers n and m. Substituting s = ms 1 into (21) and making use of the Gauss-Legendre formula for the gamma function
we arrive at the representation
which is equivalent to the representation given by Pathak [30] 
allow us to represent this integral as a sum of m series of hypergeometric type:
Using the Gauss-Legendre formula and the recurrence and reflection formulae for the gamma function
to simplify the coefficients of the series in the last representation we obtain the final formula
We note that the set ∆ * (k, a) is correctly defined in our case since the number 1 is an element of the set ∆(m,
The same considerations can be applied in the case of negative rational ρ but under the additional condition that the parameter β is also a rational number. In particular, we obtain the formulae
If n = 0 we get
The formula (26) was given by Stanković [39] . He also gave the relation
,
is the Whittaker function satisfying the differential equation
The formula (27) as well as some other particular cases of the Wright function with ρ and β rational, −1 < ρ < 0, can be found in Mainardi and
Tomirotti [24] , where a particular case of the Wright function, namely, the function M (z; β) = φ(−β, 1 − β; −z), 0 < β < 1 (28) has been considered in details. For β = 1/q, q = 2, 3, . . . the representation
with
In particular, the formula (29) gives us for m = 3 the representation
with the Airy function Ai(z) . Finally, we rewrite the formulae (24), (25) by using the Kummer formula ([25, Chapter 6])
where P n (z), Q n (z) are polynomials of degree n defined as
Laplace transform pairs related to the Wright function
In the case ρ > 0 the Wright function is an entire function of order less than 1 and consequently its Laplace transform can be obtained by transforming term-by-term its Taylor expansion (1) in the origin. As a result we get (0 ≤ t < +∞, s ∈ C, 0 < ǫ < |s|, ǫ arbitrarily small)
where ÷ denotes the juxtaposition of a function ϕ(t) with its Laplace transformφ(s), and
is the generalized Mittag-Leffler function. In this case the resulting Laplace transform turns out to be analytic, vanishing at infinity and exhibiting an essential singularity at s = 0. For −1 < ρ < 0 the just applied method cannot be used since then the Wright function is an entire function of order greater than one. The existence of the Laplace transform of the function φ(ρ, β; −t), t > 0, follows in this case from Theorem 2.1.3, which says us that the function φ(ρ, β; z) is exponentially small for large z in a sector of the plane containing the negative real semi-axis. To get the transform in this case we use the idea given in Mainardi [23] . Recalling the integral representation (2) we have
again with the generalized Mittag-Leffler function according to (33) . We use here the integral representation (see Djrbashian [2] , Gorenflo and Mainardi
which is obtained by substituting the Hankel representation (3) for the reciprocal of the gamma function into the series representation (33) . The relation (34) was given in Djrbashian and Bagian [4] (see also Djrbashian [3] ) in the case β ≥ 0 as a representation of the generalized MittagLeffler function in the whole complex plane as a Laplace integral of an entire function and without identifying this function as the known Wright function. They also gave (in slightly different notations) the more general representation
An important particular case of the Laplace transform pair (34) is given by
where M (t; β) is the Mainardi function given by (28) and
is the (standard) Mittag-Leffler function. The formula (36) contains, in particular, the well-known Laplace transform pair
Using the relation ∞
the Laplace transform pair (34) and the series representation of the generalized Mittag-Leffler function (33) we can compute all the moments of the Wright function φ(ρ, β; −t), −1 < ρ < 0 in R + :
For the Mainardi function M (t; β), 0 < β < 1 we obtain from this formula the normalization property in
and the moments in the form
, n ∈ N.
Now we introduce the function (Mainardi [23] )
which is connected with the function M (z; β) by the relation
For this function we can prove the relation
Indeed, following Mainardi [23] and using the integral representation (2) we get
The Laplace transform pair (40) was formerly given by Pollard [33] and by Mikusiński [27] . By applying the formula for differentiation of the image of the Laplace transform to (40) we get the Laplace transform pair useful for our further discussions:
In the general case, using the same method as in (41), we get (see Stanković [39] ) the Laplace transform pair
Stanković [39] also gave some other Laplace transform pairs related to the Wright function including t
The Wright function as an entire function of completely regular growth
The fact that the function (1) is an entire function for all values of the parameters ρ > −1 and β ∈ C was already known to Wright (Wright [42] , [44] ). In the paper Djrbashian and Bagian [4] (see also Djrbashian [3] ) the order and type of this function as well as an estimate of its indicator function were given for the case −1 < ρ < 0. Wright [44] also remarked that the zeros of the function (1) lie near the positive real semi-axis if −1/3 ≤ ρ < 0 and near the two lines arg z = ± 1 2 π(3ρ + 1) if −1 < ρ < −1/3. In this paper we continue the investigations of the Wright function from the viewpoint of the theory of entire functions. We give exact formulae for the order, the type and the indicator function of the entire function φ(ρ, β; z) for ρ > −1, β ∈ C. On the basis of these results the problem of distribution of zeros of the Wright function is considered. In all cases this function is shown to be a function of completely regular growth.
The order and the type of the Wright function are obtained in a straightforward way by using the standard formulae for the order p and the type σ of an entire function f (z) defined by the power series
and the Stirling asymptotic formula
We thus obtain the following result. Theorem 2.4.1 The Wright function φ(ρ, β; z), ρ > −1, β ∈ C (β = −n, n = 0, 1, . . . if ρ = 0) is an entire function of finite order p and the type σ given by The basic characteristic of the growth of an entire function f (z) of finite order p in different directions is its indicator function h(θ), |θ| ≤ π defined by the equation
To find the indicator function h ρ (θ) of the entire function φ(ρ, β; z) of finite order p given by (43) its asymptotics given in Section 2.1 are used. By direct evaluations we arrive at the following theorem. 45) in the case ρ ≥ 0, We consider now the problem of distribution of zeros of the Wright function in the case ρ > −1, β ∈ R. To get the asymptotics of zeros of the Wright function we use its asymptotic expansions (4), (6) , (13), (15), (18), (19) 
1) for ρ > 0 all zeros with large enough absolute values are simple and are lying on the negative real semi-axis;
2) in the case ρ = 0 the Wright function becomes the exponential function with a constant factor (equal to zero if β = −n, n = 0, 1, . . .) and it has no zeros;
3) for −1/3 ≤ ρ < 0 all zeros with large enough absolute values are simple and are lying on the positive real semi-axis; 4) in the cases ρ = −1/2, β = −n, n = 0, 1, . . . and ρ = −1/2, β = 1/2 − n, n = 0, 1, . . . the Wright function has exactly 2n + 1 and 2n zeros, respectively; 5) for −1 < ρ < −1/3 (excluding the case 4)) all zeros with large enough absolute values are simple and are lying in the neighbourhoods of the rays arg z = ± 1 2 π(−1 − 3ρ).
We now give the precise results. Theorem 2.4.3 Let {γ k } ∞ 1 be the sequence of zeros of the function φ(ρ, β; z), ρ ≥ −1/3, ρ = 0, β ∈ R, where |γ k | ≤ |γ k+1 | and each zero is counted according to its multiplicity. Then:
A. In the case ρ > 0 all zeros with large enough k are simple and are lying on the negative real semi-axis. The asymptotic formula
is true. Here and in the next formulae p and σ are the order and type of the Wright function given by (43) , respectively.
B. In the case −1/3 ≤ ρ < 0 all zeros with large enough k are simple, lying on the positive real semi-axis and the asymptotic formula
is true. 
Remark 2.4.4 In the cases ρ = −1/2, β = −n, n = 0, 1, . . . and ρ = −1/2, β = 1/2 − n, n = 0, 1, . . . the Wright function can be represented by the formulae (30), (31) and, consequently, has exactly 2n + 1 and 2n zeros in the complex plane, respectively.
It follows from the asymptotic formulae (11), (16) and (19) that all zeros of the function φ(ρ, β; z) in the case −1 < ρ < −1/3 with large enough absolute values are lying inside of the angular domains
where ǫ is any number of the interval (0, min{π − 3π 2p , 3π 2p }). Consequently, the function φ(ρ, β; z) has on the real axis only finitely many zeros. Let
be sequences of zeros of the function φ(ρ, β; z) in the upper and lower halfplane, respectively, such that |γ
k+1 |, and each zero is counted according to its multiplicity. Theorem 2.4.4 In the case −1 < ρ < −1/3 (β = −n, n = 0, 1, . . . and β = 1/2−n, n = 0, 1, . . . if ρ = −1/2) all zeros of the function φ(ρ, β; z), β ∈ R with large enough k are simple and the asymptotic formula
is true.
Summarizing all results concerning the asymptotic behaviour of the Wright function, its indicator function and the distribution of its zeros, we get the theorem.
Theorem 2.4.5 The Wright function φ(ρ, β; z), ρ > −1 is an entire function of completely regular growth.
We recall ( [18, Chapter 3] ) that an entire function f (z) of finite order p is called a function of completely regular growth (CRG-function) if for all θ, |θ| ≤ π, there exist a set E θ ⊂ R + and the limit
It is known ([6, Chapter 2.6]) that zeros of a CRG-function f (z) are regularly distributed, namely, they possess the finite angular density
where n(r, θ) is the number of zeros of f (z) in the sector 0 < arg z < θ, |z| < r and p is the order of f (z). ¿From the other side, the angular density ν(θ) is connected with the indicator function h(θ) of a CRG-function. In particular (see [6, Chapter 2.6]), the jump of h ′ (θ) at θ = θ 0 is equal to 2πp∆, where ∆ is the density of zeros of f (z) in an arbitrarily small angle containing the ray arg z = θ 0 . In our case we get from Theorem 2.4.2, that the derivative of the indicator function of the Wright function has the jump 2σp sin πp at θ = π for ρ > 0, the same jump at θ = 0 for −1/3 < ρ < 0, and the jump σp at θ = ±(π − 
Some applications of the Wright function
Asymptotic theory of partitions
Historically the first application of the Wright function was connected with the asymptotic theory of partitions. Extending the results of Hardy and Ramanujan about asymptotic expansion of the function p(n), n ∈ N, the number of partitions of n, Wright [41] considered the more general problem, namely, to find an asymptotic expansion for the function p k (n), n ∈ N, the number of partitions of n into perfect k-th powers. Following Hardy and Ramanujan, Wright considered the generating function for the sequence {p k (1), p k (2), . . .} which is given by
the contour C being the periphery of the circle with center in the point z = 0 and radius r = 1 − 1 n . Let the contour be divided into a large number of small arcs, each associated with a point α p,q = exp(2pπi/q), p, q ∈ N.
Taking the arc associated with α 0,1 = 1 as typical, it can be shown that on this arc the generating function f k (z) has the representation
where j is a real number depending on k and ζ(z) is the Riemann zetafunction. Then, on this arc, f k (z) is approximated to by an auxiliary function F k (z), which has a singularity at z = 1 of the type of the right-hand side of (53). If the z-plane is cut along the interval (1, ∞) of the real axis, F k (z) is regular and one-valued for all values of z except those on the cut. The power series for F k (z) has coefficients given in terms of the entire function φ(ρ, β; z) and, by using this power series, an asymptotic expansion can be found for p k (n).
In the paper [41] Wright gave some properties of the function φ(ρ, β; z) in the case ρ > 0, including its asymptotics and integral representation (2) . He proved on this base the following two theorems.
If a cut is made in the z-plane along the segment (1, ∞) of the real axis, then F (z) is regular and one-valued in the interior of the region thus defined. Theorem 3.1.2 Let
where F (z) is defined by (54) and
If a cut is made in the z-plane along the segment (−∞, 0) of the real axis, then G(z) is regular and one-valued in the interiour of the region thus defined.
We see that the function F (x) has a singularity of the type of χ(z) at z = 1. In the case of the function F k (z) used to get an asymptotic expansion for the function p k (n) the values
should be taken in the previous two theorems.
Fractional diffusion-wave equation
Another field in which the Wright function plays a very important role is that of partial differential equations of fractional order. Following Gorenflo, Mainardi and Srivastava [14] and Mainardi [20] - [23] we consider the fractional diffusion-wave equation which is obtained from the classical diffusion or wave equation by replacing the first-or second-order time derivative by a fractional derivative of order α with 0 < α ≤ 2:
Here the field variable u = u(x, t) is assumed to be a causal function of time, i.e. vanishing for t < 0, and the fractional derivative is taken in the Caputo sense:
∂τ n dτ, n − 1 < α < n.
(56) We refer to the equation (55) as to the fractional diffusion and to the fractional wave equation in the cases 0 < α ≤ 1 and 1 < α ≤ 2, respectively. The difference between these two cases can be seen in the formula for the Laplace transform of the Caputo fractional derivative of order α (see Mainardi [23] ):
(57) Extending the conventional analysis to the equation (55), and denoting by g(x) and h(x) two given, sufficiently well-behaved functions, the basic boundary-value problems can be formulated as follows (0 < α ≤ 1):
If 1 < α ≤ 2 the initial values of the first time-derivative of the field variable, u(x, 0+), should be added to to the conditions (58) and (59). To ensure the continuous dependence of the solutions on the parameter α in the transition from α = 1− to α = 1+, we agree to assumeu(x, 0+) = 0. Since these problems are well studied in the cases α = 1 and α = 2 we restrict ourselves in the further considerations to the case 0 < α < 2, α = 1. For the sake of convenience we use the abbreviation
which implies 0 < β < 1. Let us introduce the Green functions G c (x, t; β) and G s (x, t; β) for the Cauchy and signalling problems for the equation (55), respectively, which represent the fundamental solutions of these problems (with g(x) = δ(x) in (58) and h(t) = δ(t) in (59)). Using the Green functions, the solutions of the two basic problems can be given, respectively, by
To get the Green functions G c (x, t; β) and G s (x, t; β) the technique of the Laplace transform is used. We consider at first the Cauchy problem (58) for the equation (55) with g(x) = G c (x, 0+; β) = δ(x) (andĠ c (x, 0+; β) = 0 if 1/2 < β < 1). Denoting the Laplace transform of the Green function byG c (x, s; β) and using the formula (57) we arrive after application of the Laplace transform to the Cauchy problem {(55), (58)} to the nonhomogeneous differential equation
with the boundary conditionsG c (∓∞, s; β) = 0.
The problem {(63), (64)} has a solution (see, for example, Mainardi [23] )
Comparing this relation with the Laplace transform pair (42) we represent the Green function for the Cauchy problem {(55), (58)} in the form
is the similarity variable and M (z; β) is the Mainardi function (28) given in terms of the Wright function. For the signalling problem {(55), (59)} (with h(t) = δ(t)) the application of the Laplace transform leads to the homogeneous differential equation
with the boundary conditions
Solving this equation, we obtaiñ
Using the Laplace transform pair (40) we get the Green function G s (x, t; β) for the signalling problem {(55), (59)} in the form
is the similarity variable and M (z; β) is the Mainardi function (28).
For more results in FPDE we refer, for example, to Engler [5] , Fujita [7] , Gorenflo and Mainardi [11] , [12] , Mainardi [20] - [23] , Podlubny [32] , Prüss [34] , Saichev and Zaslavsky [35] , Samko et. al. [36] , Schneider and Wyss [37] and by Wyss [45] .
Some applications of FPDE have been considered in papers by several authors including Giona and Roman [9] , Hilfer [15] , Mainardi [21] , Metzler et al. [26] , Nigmatullin [28] , Pipkin [31] , Podlubny [32] .
Scale invariant solutions of FPDE
Let us consider the abstract equation
First we give some definitions concerning the similarity method. Definition 3.3.1 A one-parameter family of scaling transformations, denoted by T λ , is a transformation of (x, t, u)-space of the form
where a, b, and c are constants and λ is a real parameter restricted to an open interval I containing λ = 1. η(T λ (x, t, u)) = η(x, t, u) for all λ ∈ I.
On the half-space {(x, t, u) : x > 0, t > 0}, the invariants of the family of scaling transformations (73) are provided by the functions (see [29] )
If the equation (72) is a second order partial differential equation of the form
and this equation is invariant under T λ , given by (73), then the transformation
reduces the equation (76) to a second order ordinary differential equation of the form
For a proof of this fact we refer in the case of general Lie group methods to [29] . In some cases it can be easily checked directly. Recently, the scale-invariant solutions for the equation (55) (with the fractional derivative in the Caputo and Riemann-Liouville sense) and for the more general time-and space-fractional partial differential equation (with the Riemann-Liouville space-fractional derivative of order β ≤ 2 instead of the second order space derivative in the equation (55)) have been obtained by Gorenflo, Luchko and Mainardi [13] , Buckwar and Luchko [1] and Luchko and Gorenflo [19] , respectively. In all cases these solutions have been given in terms of the Wright and the generalized Wright functions. Here we present some results from these papers.
At first we determine a group of scaling transformations for the fractional diffusion-wave equation (55) on the semi-axis (x ≥ 0) with the Caputo fractional derivative given by (56). We have in this case the following theorem.
Theorem 3.3.1 Let T λ be a one parameter group of scaling transformations for the equation (55) 
and the invariants of this group T λ are given by the expressions
with a real parameter γ = cα/2.
Remark 3.3.1 We note that the first scale-invariant η 1 of (80) coincides with the similarity variable (71) which was used to define the Green function of the signalling boundary-value problem for the equation (55). It is a consequence of the fact that the equation (55) is invariant under the corresponding group of scaling transformations.
It follows from the general theory of Lie groups and the previous theorem that the scale-invariant solutions of the equation (55) should have the form
Furthermore, the general theory says that the substitution (81) reduces the partial integro-differential equation (55) (81) is given by
where the operator in the left-hand side is the Caputo type modification of the left-hand sided Erdélyi-Kober fractional differential operator defined for 0 < δ, n − 1 < α ≤ n ∈ N by
Here
is the left-hand sided Erdélyi-Kober fractional integral operator.
Remark 3.3.2 As it follows from the definitions of the Caputo type modification of the Erdélyi-Kober fractional differential operator (83) and the Erdélyi-Kober fractional integral operator (84) in the case α = n ∈ N, the equation (82) for the scale-invariant solutions is a linear ordinary differential equation of order max{n, 2}. In the case α = 1 (the diffusion equation) we have
and (82) takes the form
In the case α = 2 (the wave equation) we get
and (82) is reduced to the ordinary differential equation of the second order:
The complete discussion of these cases one can find, for example, in [29] . The case α = n ∈ N, n > 2 was considered in [1] .
Solving the equation (83) we get the following theorems. Theorem 3.3.3 The scale-invariant solutions of the fractional diffusion equation (55) (0 < α ≤ 1) have the form
in the case −1 < γ, γ = 0, and
in the case γ = 0, where y = xt − α 2 is the first scale invariant (80) and C 1 , C 2 are arbitrary constants. Theorem 3.3.4 The scale-invariant solutions of the fractional wave equation (55) (1 < α < 2) have the form
in the case 1 − α < γ < 1, γ = 1 − α 2 , γ = 0, and
in the case γ = 0, where y = xt 
and C 1 , C 2 , C 3 are arbitrary constants.
For the elements of the theory of the generalized Wright function (91) including its integral representations and asymptotics we refer to Wright [43] in the case µ, ν > 0 and to Luchko and Gorenflo [19] in the case of one of the parameters µ, ν being negative.
We consider now the equation (55) on the semi-axis x ≥ 0 with the fractional derivative in the Riemann-Liouville sense:
(92) Also in this case the scale-invariants of a one parameter group T λ of scaling transformations for the equation (55) of the form T λ •(x, t, u) = (λx, λ b t, λ c u) are given by Theorem 3.3.1.
Following Buckwar and Luchko [1] we restrict ourselves in the further discussion to the case of the group T λ of scaling transformations of the form T λ • (x, t, u) = (λx, λ b t, u). Then the scale-invariant solutions of the equation (55) 
with arbitrary constants C 1 , C 2 .
Now we consider the case α > 2: ; z is the generalized Wright function (see [38] ):
In the case 2 < α = n ∈ N we have the following result. (99) with arbitrary constants C j , 0 ≤ j ≤ n − 1.
Finally, following Luchko and Gorenflo [19] , we consider the time-and space-fractional partial differential equation
where both fractional derivatives are defined in the Riemann-Liouville sense (92).
Theorem 3.3.9 The invariants of the group T λ of scaling transformations under which the equation (100) is invariant are given by the expressions η 1 (x, t, u) = xt −α/β , η 2 (x, t, u) = t −γ u
with an arbitrary constant γ. 
Solving the reduced equation we arrive at the following theorem. 
where v j (y) = y β−j φ((−α, 1 + γ − α + α β j), (β, 1 + β − j); y β /D),
the C j , 1 ≤ j ≤ n are arbitrary real constants, and φ((µ, a), (ν, b); z) is the generalized Wright function given by (91). In the case β = 1, this function is expressed in terms of the Wright function (y = xt −α ):
u(x, t) = t γ v 1 (y) = t γ φ(−α, 1 + γ; y/D).
