We investigate a reaction-diffusion-advection equation that models the dynamics of a single phytoplankton species in a eutrophic vertical water column. First, we extend the results of Hsu (2010 SIAM J. Math. Anal. 42 1305-33) to show that even with variable diffusion and sinking rates, the global dynamics of the model is completely determined by its unique steadystate solution. This implies that the bistable behaviour observed through numerical simulation in Ryabov et al (2010 J. Theor. Biol. 263 120-33) for the phytoplankton dynamics can only occur when one assumes limitation of nutrients in the model. Second, we examine the asymptotic profiles of the positive steady-state solution for small diffusion, large diffusion and deep water column, respectively. Our results reveal that for small diffusion, the phytoplankton population concentrates at the bottom of the water column, while for large diffusion, the population tends to distribute evenly in the water column, and when all the other factors are the same, in a water column with positive background turbidity, the total biomass is bigger in the large diffusion case than in the small diffusion case, and in a water column with zero (or negligible) background turbidity, the total biomass tends to the same limit in both cases; when the water column depth goes to infinity, the population distribution approaches that obtained in Ishii and Takagi (1982 J. Math. Biol. 16 1-24) with infinite water depth, and it reaches a unique maximum at a certain finite water level. We also give a complete answer to a question left open in Hsu and Lou (2010 SIAM J. Appl. Math. 70 245-54) regarding the behaviour of the critical death rate for deep water column, which plays a key role in determining whether a critical water depth exists.
Introduction
In this paper, we study a reaction-diffusion-advection equation that models the distribution of a single phytoplankton species in a vertical water column. Phytoplankton are microscopic plants that float in oceans and lakes and form the base of the aquatic food chain. Since they transport significant amounts of atmospheric carbon dioxide into the deep oceans, they may also play a crucial role in climate dynamics. Phytoplankton species typically compete for nutrients and light [3, 4, 12, 16, 23] . But in oligotrophic ecosystems with ample supply of light, they tend to compete only for nutrients [17, 19] , and in eutrophic environments with ample nutrient supply, they compete only for light [6, 10, 11, 22] . In a water column, a phytoplankton population diffuses due to turbulent mixing caused by wind and wave actions. In many cases, phytoplankton also sink due to their own weight. In this paper, we focus our attention on the growth of a single sinking phytoplankton species in a eutrophic water column. Our analysis is based on a nonlocal reaction-diffusion-advection model given by Huisman and co-workers in [6, 9] .
We now describe the model more accurately. Consider a vertical water column with a cross section of one unit area and depth h. Let p(x, t) be the population density of the phytoplankton at depth x ∈ [0, h] and time t. Then the change in density is governed by the following reaction-diffusion-advection problem: The boundary conditions at x = 0 and x = h imply that there is no population flux at the surface or bottom of the water column. This paper is a continuation of the recent works [5, 8] , and the much earlier research [14] . In [5] , the special case, D(x) ≡ D (a positive constant) and σ (x) ≡ 0, was considered. It was shown that for this special case, there exists a critical death rate d * > 0 such that for 0 < d < d [5] also considered the two competing species situation). However, no analysis was given in [5] on the change of behaviour of the model as the other parameters vary.
J (x, t) = D(x)p x (x, t) − σ (x)p(x, t) =
In [8] , the case D(x) ≡ D > 0 and σ (x) ≡ σ ∈ (−∞, ∞) was investigated. In this case, again it was shown that there exists a critical death rate d * so that for 0 < d < d * , (1.1) has a unique positive steady state p * (x), and it has no positive steady state when d d * . The dynamical behaviour of (1.1) was not considered in [8] This question is crucial for determining whether a critical water depth exists. We will give a complete answer to this question: there exists a unique σ * > 0 such that d * ∞ > 0 if and only if σ < σ * . In [14] , the case, D(x) ≡ D > 0, σ (x) ≡ σ > 0 and h = ∞, was studied, where the boundary condition at x = h should be replaced by p(x, t) → 0 as x → ∞. For such a case, sharp necessary and sufficient conditions were given for the existence and uniqueness of positive steady state, and it was shown that the unique positive steady state is the global attractor of (1.1) (with h = ∞) whenever it exists. (See also comments on [15] below.)
In this paper, we consider the more general model (1.1), where unlike in the abovementioned earlier works, we allow the diffusion rate D(x) and the sinking rate σ (x) to be general positive functions. We also examine the behaviour of the model with large diffusion, with small diffusion and with deep water column, respectively. Our theoretical analysis on these three cases is new.
In section 2, we give a complete description of the dynamical behaviour of (1.1). This extends the results of [5] from the special case that D(x) ≡ D > 0 and σ (x) ≡ 0 to the general case that D(x) and σ (x) are arbitrary positive functions with continuous derivatives. We note that vertical diffusion in a phytoplankton water column caused by the wind and wave actions is in general inhomogeneous. Remarkably, in a recent paper [21] , Ryabov et al made use of a variable but continuous diffusion rate D (x) in their model to demonstrate through numerical simulation that for some parameter ranges, the phytoplankton dynamics exhibits bistable behaviour: depending on the initial state, the phytoplankton population may stabilize at a steady state with maximum in an upper mixed layer (UML), or at a steady state with maximum below the UML, the latter representing a deep chlorophyll maxima (DCM). This is in agreement with earlier numerical simulation results obtained by Yoshiyama and Nakajima [24] based on a more simplified model where D(x) was assumed to be ∞ near the water surface (representing a complete mixing layer above a seasonal thermocline) and assumed to be finite and positive below the seasonal thermocline. In contrast, our results here show that the phytoplankton always stabilizes at a unique steady state, regardless of its initial state. However, this is not in contradiction to [21, 24] , since in our model ample nutrient supply is assumed while in both [21, 24] the phytoplankton compete for a limited nutrient supply. Thus our theoretical results here imply that limitation of nutrients is a necessary assumption in the model for the bistable behaviour of phytoplankton dynamics demonstrated in [21, 24] ; inhomogeneous diffusion and sinking alone cannot cause such bistable behaviour in these kinds of models.
Although the ideas in the proof of our general results on the dynamical behaviour follow [5] , significant changes are needed in the detailed arguments. The proof for the existence and uniqueness of the steady-state solution is given in section 2, but the proof of the long-time dynamical behaviour is postponed to section 4, which is devoted entirely to this proof.
In section 3, we study the asymptotic profiles of the steady-state solution in several important limiting cases; namely, small diffusion, large diffusion and deep water column. For the small diffusion case, we show that the phytoplankton population concentrates at the bottom of the water column, while for large diffusion, we prove that the population tends to distribute evenly in the water column. The concentration result in the small diffusion case appears to correspond to the widely observed DCM. (Some related research revealing similar phenomenon will be commented on below.) Our result that with large diffusion the phytoplankton distribution tends to be homogeneous in the water column is naturally expected, and it lends further support to the practice used in the modelling of phytoplankton in completely mixed water columns (e.g. [13] ).
Our theoretical results also reveal that, when all the other factors are the same, in a water column with positive background turbidity, the total biomass is bigger in the large diffusion case than in the small diffusion case, and in a water column with zero (or negligible) background turbidity, the total biomass tends to the same limit in both cases. We do not know whether this phenomenon has been observed before.
When the water column depth goes to infinity, as expected, we prove that the population distribution approaches that obtained in [14] with infinite water depth, and the population density reaches a maximum at a certain finite depth. As a by-product of this result, we completely answer the question left open in [8] mentioned above. We remark that in both [5, 8] , it was assumed that k 0 > 0. In this paper we only require k 0 0.
We end the introduction by mentioning some other closely related mathematical research. In [3, 4] a reaction-diffusion-advection model proposed by Klausmeier and Litchman [16] was studied, where both nutrient and light limitations were present, and the focus was on examining the biomass concentration under the assumption that, apart from passive diffusion caused by currents' movement, the species actively moves towards an optimal spatial position that maximizes its use of both light and nutrient. In [25] , a phytoplankton-nutrient model proposed in [12] was studied. This is also a reaction-diffusion-advection model, but the reaction term is different from the model of [16] considered in [3, 4] , and no active movement of the phytoplankton is assumed. In [18] , as in [22] , the case k 0 = 0 was considered, where D(x) and σ (x) are both positive constants, and h can be either finite or infinite. Under suitable conditions, the authors proved the existence and uniqueness of a positive steady state, and its local stability; the asymptotic profile of the positive steady state was also considered for some limiting situations.
After the paper was submitted, we learned of the 1983 paper by Ishii and Takagi [15] , in which they obtained the conclusions of our theorems 2.1 and 2.2 in the special case that D(x) ≡ D and σ (x) ≡ σ are positive constants. A sketch of the proof for these results was given in [15] , but it is very different from the approach used here.
At the stage of revision, we obtained a copy of the very recent paper by Gerla et al [7] , in which they introduced a model for phytoplankton growth in a well-mixed eutrophic vertical water column. Unlike earlier models, the reaction term of this model includes the effect of photoinhibition, a phenomenon characterized by a decreasing rate of photosynthesis with increasing light, caused by damage to the photosynthetic machinery of cells and by protective mechanisms to avoid this damage. It was demonstrated in [7] that photoinhibition can lead to bistable behaviour of a single phytoplankton species without assuming limitation of nutrients. Therefore the observation in [7] reveals a completely different cause for the bistable behaviour of phytoplankton dynamics from that of [21] , where no photoinhibition was included in the model, and as indicated earlier, limitation of nutrients and inhomogeneous diffusion rate appear to be the reason for bistability.
Global dynamical behaviour
In this section we obtain a complete understanding of the long-time dynamical behaviour of (1.1). The approach follows [5] . Since considerable modifications are needed, and the arguments will be useful for future work, we feel it is worthwhile to give the proofs in full.
Existence and uniqueness of positive steady state
This subsection is concerned with the positive steady state of (1.1). Let
The corresponding steady-state equation is
It is well known (see, e.g., [1] 
Clearly 0 < d * < ∞. We are now ready to state and prove the following existence and uniqueness result. Proof. The first equation in (2.2) can be rewritten as
Hence, if u is a positive solution, then
By the monotonicity property of the principal eigenvalue, we obtain
That is
Hence (2.2) has no positive solution for d ∈ (0, d * ). By the well-known bifurcation argument of Crandall and Rabinowitz [2] and Rabinowitz [20] , we know (2.2) has an unbounded connected positive solution branch, = {(d, u)}, that bifurcates from the trivial solution branch {(d, 0)} at (d * , 0). We prove that can only become unbounded when d → 0. In such a case, due to the connectedness of , (2.2) has at least one positive solution for any d ∈ (0, d * ). Assume there exist a sequence d n and corresponding positive solution sequence u n such that as n → ∞,
Setû n = u n / u n ∞ . Then we have 
We also haveû 0,
, by the strong maximum principle we haveû > 0 on [0, h] and
On the other hand, fromû n →û > 0 uniformly in [0, h] and u n ∞ → ∞, we have that
uniformly on any compact subset of (0, h]. This means that f ≡ 0 and hence
Therefore can only become unbounded through the existence of a sequence (d n , u n ) ∈ such that d n → 0 and u n ∞ → ∞. Moreover, the above proof shows that in such a case, u n → ∞ uniformly on [0, h]. As a consequence of the connectedness of , we conclude that (2.2) has at least one positive solution for each d ∈ (0, d * ). We next prove the uniqueness conclusion. Suppose by way of contradiction that for some
2) has two positive solutions u 1 and u 2 . We first observe that u 1 − u 2 must change sign in (0, h). Otherwise we may assume that u 1 u 2 and u 1 ≡ u 2 . From this and the equations for u 1 and u 2 we obtain
, and find that (u i , v i , w i ) are solutions of the initial value system
By the well-known existence and uniqueness theorem of ODE, we find that
We may then repeat this argument to conclude that u 1 ≡ u 2 as long as they are defined, which is a contradiction to our assumption that they are different solutions of (2.2). Therefore
By integration by parts, we deduce
Similarly, we have
and
by the boundary condition, and
Therefore (2.4) implies that
But on the other hand, from
This contradiction proves our uniqueness conclusion.
Global dynamics
In this subsection, we consider the global dynamical behaviour of equation (1.1), or equivalently, equation (2.1). We assume (1.2) and
. It is not difficult to use standard arguments to show that there exists a unique global solution u(x, t) of (2.1). By the maximum principle, u(x, t) > 0 for all t > 0 and
The main result of this subsection is the following theorem.
Theorem 2.2. If d d * , then the solution u(x, t) of (2.1) converges to 0 uniformly for
The proof of theorem 2.2 is rather long. As in [5] , it is based on a comparison lemma involving nonlocal terms, and also on a boundedness lemma. Since these arguments are not used elsewhere in this paper, we postpone the proof of theorem 2.2 to section 4 below.
Remark 2.3. If d
0, it is easy to show that the unique solution u(x, t) of (2.1) satisfies lim t→∞ u(x, t) = ∞ uniformly for x ∈ [0, h]. This case is not of biological interest though.
Asymptotic profiles of the phytoplankton distribution
In this section, we study the asymptotic profile of the phytoplankton distribution in three limiting cases: (a) small diffusion rate, (b) large diffusion rate and (c) deep water column. For simplicity we assume that D(x) ≡ D > 0, σ (x) ≡ σ > 0 throughout this section.
The small diffusion case
We will study the asymptotic profile of the positive solution of (3.2) as the diffusion rate D approaches 0. Denote by λ D 1 ( ) the first eigenvalue of the eigenvalue problem For convenience, we rewrite our equation. Choose
Then we obtain an equivalent problem to (3.2):
We then have
, and v satisfies the boundary condition
Concerning the location of x D , we have the following result. 
. It follows from (3.5) that v (y) 0 for any
This completes the proof of the lemma.
In the following, we always assume 0 < D D 0 and
Furthermore, the following holds.
Lemma 3.2. As
Proof. Let {D n } be an arbitrary sequence of positive numbers converging to 0 as n → ∞. We know from lemma 3.1 that x n := x D n = h for sufficiently large n. Thus we have 
It is readily checked that the unique solution of this initial value problem is given by 
is also small. This proves the lemma.
We now consider the function
We will show that, for small D,p D behaves like a δ-function concentrating at x = h. Indeed we have the following result.
Lemma 3.4. For any given small
Moreover,
Proof. The inequality (3.7) is clear if we notice that 0 Denote 
which contradicts the initial assumption that τ n → ∞. This finishes the proof. Proof. Assume there exists a sequence D n → 0 so that τ n → 0. Much as before, we integrate
By the mean value theorem we have
Thus letting n → ∞ in (3.10) and using lemma 3.4, we obtain
which contradicts our assumption that 0 < d < g(e −k 0 h ). This completes the proof of the lemma.
where τ * > 0 is uniquely determined by the equation
Proof. Since τ D is bounded away from 0 and ∞, for any sequence D n → 0, subject to a subsequence, we may assume that τ n := τ D n → τ * ∈ (0, ∞). We prove that τ * is uniquely determined by (3.11).
To this end we fix a δ ∈ (0, h). Integrating the equation forp n :=p D n , namely, (3.9),
Since 0 < g n (x) g(1) for all n and x ∈ [0, h], we may assume, by passing to a subsequence,
. Hence letting n → ∞ in (3.12), we
Letting δ → h, we obtain
That is,
Since τ * is uniquely determined this way, we have
This finishes the proof.
Summing up the above discussion, we have the following result.
where τ * is uniquely determined by (3.11) .
Proof. These conclusions follow directly from lemmas 3.1, 3.3, 3.4 and 3.7. We explain how (3.13) is obtained; the other conclusions are obvious.
From the definitions we obtain
and hence (3.13) follows readily from lemmas 3.3 and 3.7.
Let us observe that (3.13) and (3.14) imply that for small D, p D (x) behaves like a δ-function concentrating at x = h. 
The large diffusion case
where c * is uniquely determined by the equation
(3.16) 
Using our assumption on d and the fact thatũ
, we easily see from the above identity that u n ∞ is bounded away from ∞ and 0. Thus by passing to a subsequence, we may assume that u n ∞ → c * for some c * ∈ (0, ∞). Letting n → ∞ in the above
It follows that
As this identity uniquely determines the value of c * , we must have
The proof is now complete.
Remark 3.10. From theorem 3.9 we clearly have
with (3.11), namely
we easily deduce that
That is, when all the other parameters are the same and the water column has positive background turbidity (k 0 > 0), the total biomass of the phytoplankton in the large diffusion case is bigger than that in the small diffusion case. In view of the profiles of the phytoplankton distribution given in theorems 3.8 and 3.9, the above conclusion appears biologically reasonable, as in the small diffusion case the population concentrates near the bottom of the water column, and hence intuitively its overall use of light would be less than in the large diffusion case, where the population distribution is rather even over the water column. The fact that the total biomass tends to the same limit in both cases when k 0 = 0 appears less intuitive.
The deep water column case
From the definition, [8] . Let
Then w h (x) satisfies the equation 
Lemma 3.11. w h (x) < 0 for x ∈ (0, h).

Proof. Integrating the first equation in (3.21) over [0, h], we obtain
By the above lemma, we have w h ∞ = w h (0). Denotẽ w h (x) := w h (x)/ w h ∞ = w h (x)/w h (0) and z h (x) :=w h (x) w h (x) .
Then clearly
Moreover, the following conclusions hold.
Lemma 3.12.
lim inf 
Since zh(h) = 0, we can find a pointx ∈ (x,h) such that
It follows that
On the other hand, by (3.21) we have
Thus
We reach a contradiction. This proves that (3.25) holds. It follows that
Therefore for h > 0,
(3.24) follows readily from this inequality.
Lemma 3.13. w h (0) is bounded away from ∞.
Proof. Integrating the first equation in (3.21) over [0, h] and dividing the result by w h (0), we obtain
Lemma 3.13 then follows from lemma 3.12 and the fact that 
From (3.26) and (3.27) we deduce
where
Thus we can find a sufficiently large T such that n (x) > 0 for all x T and n 1. and assume there is a subsequence of h, say h n , such that h n → ∞ and w n (0) := w h n (0) → 0. We prove this is impossible. Using elliptic regularity, much as before, we deduce by standard argument that, subject to a subsequence,w n (x) := w n (x)/w n (0) → w 0 (x) in C 1 ( ) for any finite interval ⊂ [0, ∞), and w 0 is positive and satisfies
A direct calculation yields
But this is absurd since the above expression changes sign in (0, ∞).
We next prove that
but there is a subsequence h n → ∞ such that w n (0) := w h n (0) → τ ∈ (0, ∞). As before we may assume thatũ n (
On the other hand, from (3.22) (with k 0 = 0), we have
It follows that, for any given M > 0,
This contradiction proves the lemma.
Let
Then u h (x) is the unique positive solution of the boundary value problem Since u h (x) satisfies (3.31), we find that u h (x) is uniformly bounded on [0, T ]. Thus by the Sobolev compact embedding theorems and a diagonal argument, from any given sequence of h going to infinity, we can choose a subsequence {h n }, such that u n (x) := u h n (x) satisfies
By lemmas 3.13 and 3.14, if k 0 > 0, or if k 0 = 0 and 0
On the other hand, if
Moreover, u ∞ satisfies (in the weak sense and hence classical sense) In the following, we assume k 0 > 0, or k 0 = 0 and 0 < d < g(1) − σ 2 /4D. In this case τ ∞ ∈ (0, ∞). By the strong maximum principle we have u ∞ (x) > 0 for any x ∈ [0, ∞). We will prove that such u ∞ is unique, which implies that
We need the following lemma.
Lemma 3.16. There exist positive constants C, L and σ > σ such that
Proof. First we consider the case
Then we have, for
and for any small > 0 define
One readily checks that v satisfies
x for x > 0 (as each u h has this property due to the monotonicity of w h (x)), we may now apply the comparison principle to conclude that
and σ = 2Dξ , we readily have (3.33). This finishes the proof for the case k 0 > 0.
Next we consider the case k 0 = 0. If
for all x 0, then from (3.32) we deduce
2 u ∞ , and we can use the comparison theorem to deduce
for all x > 0 and > 0. Letting → 0 we deduce
for all x 0. But then we deduce, as x → ∞, 
We may now repeat the argument used for the case k 0 > 0 to deduce that
. The proof of the lemma is now complete. 
This fact will be useful later.
Now we are in a position to state and prove the main result of this subsection. (3.2) . Then, as h → ∞,
where p ∞ (x) is the unique positive solution to
Moreover p ∞ (x) has the following properties:
Proof. Part (b) follows from the discussion right before lemma 3.16. For part (a), let u h and u ∞ be defined as above. We prove that
If this is proved, we set
Then (3.35) and (3.36) follow readily. (3.37) is also obvious from lemma 3.16 by taking
. We already know that for any sequence of h converging to ∞, there is a subsequence {h n } such that u h n → u ∞ in C 1 loc ([0, ∞)), and u ∞ is a positive solution to (3.32). To prove that lim h→∞ u h = u ∞ , it suffices to show that the limit u ∞ is unique. We argue indirectly. Assume there is another sequence of h other that h n , sayh n , such that
We prove that u ∞ (x) =ū ∞ (x) for all x ∈ [0, ∞). This contradiction would imply the uniqueness of u ∞ . If τ ∞ =τ ∞ , by the uniqueness theorem of the initial value problem of ODEs, we readily have
Suppose τ ∞ =τ ∞ . For definiteness, we assume τ ∞ <τ ∞ . We now have two cases:
If case (1) happens, we multiply (3.32) byū ∞ and integrate it over [0, c] to obtain
Similarly, we multiply (3.38) by u ∞ and integrate it over [0, c] to obtain
. From these two identities, we deduce
we reach a contradiction. Hence case (1) cannot happen. We prove case (2) cannot happen either. Suppose in contrast case (2) happens. Then for any b ∈ (0, ∞), we have similar to case (1) that
As b → ∞, the right-hand side of this identity is bounded from below by a positive constant (it is positive and increasing in b), while by lemma 3.16 and remark 3.17,
We again reach a contradiction. This means that case (2) cannot happen either. So in all possible cases we arrive at a contradiction. This proves the uniqueness of u ∞ and hence (3.35) .
It remains to prove property (i), which will follow if we can show that
has a unique zero in [0, ∞).
It is readily checked that z satisfies
where g(x) = g(e
Obviously x ∞ is a zero for z in (0, ∞). We prove that there is no other zero of z.
We may assume that z(x) has no zero in [0,
Without loss of generality we may assume that there is no other zero in (
is strictly decreasing, we have
Hence we have either z (x ∞ ) < 0 or z (x ∞ ) = 0 and z (x * ) > 0. This implies that z(x) is negative in (x ∞ , x * ). By the mean value theorem we can findx ∈ (x ∞ , x * ) such that z (x) = 0 and z(x) < 0. Consequently,
Since g(x) is strictly decreasing, we have
Now we have
This implies that z(x) > 0 for all x ∈ (x * , ∞). Hence
But this is in contradiction to (3.37).
The proof of the theorem is complete.
Finally we use theorem 3.18 and some results in [14] to find out exactly when ( [14] , this implies that condition (B) there holds, which is equivalent to, by theorem 6.2 in [14] , ( , σ ) . By the monotonicity of K c we find that σ is decreasing in and 
as a test function we have 
By the exponential decay property of w(x)e σ x/D , we have, as h → ∞,
since by remark 3.17, we have sup
We have thus proved the following result. 
Proof of theorem 2.2
This section is devoted to the proof of theorem 2.2. We first consider the case
In such a case, we have
Let φ 1 (x) be a principal eigenfunction corresponding to d
Then we obtain, by the comparison principle,
We now consider the case 0 < d < d * . By theorem 2.1, (2.1) has a unique positive steady-state solution u d (x) . We want to show that u(x, t) → u d (x) uniformly for x ∈ [0, h] as t → ∞. For this purpose, we need two key lemmas.
Then v(0, t) = 0 and w(x, t) for x ∈ (0, h) and 0 < t t * . Hence w(x, t * ) > 0 for x ∈ (0, h). This contradicts our earlier conclusion that w(x, t * ) ≡ 0. Therefore we must have w(h, t * ) > 0. We may now apply the strong maximum principle to (4.5) to conclude that w(x, t * ) > 0 for x ∈ (0, h], which contradicts (4.3). The proof is now complete. Thus we obtain To prove the boundedness of u(x, t) we set
W (t) := max
x∈ [0,h] ,s∈ [0,t] u(x, s).
Clearly W (t) is nondecreasing. Suppose for contradiction that W (t) → ∞ as t → ∞. We are going to derive a contradiction.
Hence for t ∈ (0, τ ],
