Abstract. We design a class of numerical schemes for backward stochastic differential equation driven by G-Brownian motion (G-BSDE), which is related to a fully nonlinear PDE. Based on Peng's central limit theorem, we employ the CLT method to approximate G-distributed. Rigorous stability and convergence analysis are also carried out. It is shown that the θ-scheme admits a half order convergence rate in the general case. In particular, for the case of θ 1 ∈ [0, 1] and θ 2 = 0, the scheme can reach first-order in the deterministic case. Several numerical tests are given to support our theoretical results.
Introduction
In 1990, Pardoux and Peng in [19] proved the existence and uniqueness of the solution for nonlinear backward stochastic differential equations (BSDEs). Since then, the theory of BSDEs has grown into a indispensable tool in many areas. In particular, it is used to measure financial risk under uncertainty of probabilities.
But this type of BSDE is difficult to price path-dependent contingent claims in the uncertain volatility model (UVM). To overcome this obstacle, Peng systemically established a time-consistent fully nonlinear expectation theory and introduced G-expectation [20] [21] [22] . Under G-expectation framework, a new type of Brownian motion called G-Brownian motion was constructed and the corresponding stochastic calculus of Itô's type was established. Hu et al. [13] obtained the existence and uniqueness of solution for the following fully nonlinear BSDE driven by G-Brownian motion (G-BSDE for short, in this paper we always use Einstein convention):
1)
g ij and ξ, the equation (1.1) has a unique solution (Y, Z, K), K is a decreasing G-martingale. Furthermore, Hu et al. [14] studied nonlinear Feynman-Kac formula under the framework of G-expectation (see Theorem 2.3), which built the relationship between G-BSDEs and the fully nonlinear PDEs.
G-expectation theory and its applications have been developed in recent research [4, 6, 7, 12, 25, 26] .
Depending on the underlying volatility, it is well known that the Black-Sholes price can be presented by the solution of BSDEs. Hu and Ji [12] studied the pricing of contingent claims under G-expectation. They found that the superhedging and subhedging prices of the given contingent claim ξ are related to Y t , which is the solution of the following G-BSDE Based on contingent claim pricing models, we devote to designing a numerical scheme for the following type of G-BSDE
where B t = B Tremendous efforts have been made on the numerical computing of BSDEs (see, e.g., [1-3, 5, 9, 10, 17, 18, 27-31] and references therein), but little attention has been paid to G-BSDEs. There are some technical obstacles in developing numerical schemes for G-BSDEs. On the one hand, owing to the sublinear nature of G-expectation, many conclusions under linear expectation can not be extended to G-expectation, which increases the difficulty of theoretical analysis. On the other hand, there is no integral representation for G-normal distributed, traditional numerical integration methods of normal distribution are no longer applicable.
Zhao [29] proposed a θ-scheme to solve BSDEs directly, which is highly efficient and accurate. Unlike classical BSDEs, it is difficult to present a numerical scheme for G-BSDEs directly. To overcome it, we construct an auxiliary extended G-expectation space and design a new θ-scheme for solving Y t of the G-BSDE (1.2) in this space. Furthermore, on the basis of Peng's central limit theorem [23] , we use the CLT method to approximate G-distributed. Full stability and convergence analysis are also derived. It is shown that our θ-scheme admits a half order rate of convergence in the general case. In particular, for the case of θ 1 ∈ [0, 1] and θ 2 = 0, our schemes can reach first-order convergence in the deterministic case. To the best of our knowledge, this is the first attempt to design numerical schemes for G-BSDEs.
For simple representations, we introduce some notations that will be used extensively throughout the paper:
• |·| : the standard Euclidean norm in R and R d .
•
2 ,1 means that φ is a Lipschitz continuous function).
•Ê
The paper is organized as follow. In Section 2, we recall some basic notations and results for stochastic calculus under G-framework. In Section 3, we propose a class of θ-schemes for G-BSDEs by choosing different parameters θ i (i = 1, 2). The analysis of stability and convergence is separately discussed in Section 4 and 5.
In Section 6, we employ the CLT method for G-distributed simulation and conclude the paper in Section 7 with numerical examples that illustrate the performance of our schemes.
Preliminaries
The main purpose of this section is to recall some basic notions and results of G-Expectation, G-Brownian motion and G-BSDEs, which are needed in the sequel. More details can refer to [20] [21] [22] and references therein.
G-Brownian motion
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued functions defined on Ω, satisfies c ∈ H for each constant c and |X| ∈ H if X ∈ H. H is considered as the space of random variables.
A sublinear expectationÊ on H is a functionalÊ: H → R satisfying the following properties: for all X, Y ∈ H, we have
(Ω, H,Ê) is called a sublinear expectation space. From the definition of the sublinear expectationÊ, the following results can be easily obtained.
Definition 2.3 Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear ex-
, the space of bounded Lipschitz continuous functions on
to be independent from another random vector X = (X 1,..., X m ),
is called G-normally distributed if for each a, b ≥ 0 we have
whereX is an independent copy of X, G : S(d) → R denotes the function
where S(d) denotes the collection of d × d symmetric matrices. We assume that G is non-degenerate, i.e., there exist some constants 0 < σ 2 ≤σ 2 < ∞ such that
Then there exists a bounded and closed subset Γ ⊂ S + (d) such that
where S + (d) denotes the collection of nonnegative elements in S(d). In this paper, we also assume
Now we give definitions of G-Brownian motion, G-expectation and conditional G-expectation. 
is independent from (ξ 1 , . . . , ξ i ), i = 1, . . . , m − 1. The corresponding canonical process
Definition 2.7 We assume that ξ ∈ Lip(Ω T ) has the representation ξ = ϕ(B t1 − B t0 , . . . , B tm − B tm−1 ),
2.2 G-Itô's formula and Feynman-Kac formula [20] [21] [22] ). Consider the following n-dimensional process:
where v = 1, . . . , n, i, j = 1, . . . , d. Now we give the following G-Itô's formula.
Theorem 2.10 ( [14] ) Let the functions f , g ij be continuous with respect to t and Lipschitz continuous with respect to y, ϕ be an Lipschitz continuous function. Then the unique solution of G-BSDEs (1.2) can be
2 ,1 is the unique viscosity solution of the following PDE:
where
3 Numerical schemes for G-BSDEs 
To get the explicit expression of Y t excluding Z t , we construct an auxiliary extendedG-expectation space
2 ) and
To simplify presentation, we still denote byÊ the extendedG-expectation in the sequel. Let (B t ,B t ) t≥0 be the canonical process in the extended space, it is easy to check that B,B t = t.
Now, introducing the following linearG-SDE:
it is easy to verify that
Applying Itô's formula to X t Y t , we obtain
The semi-discrete scheme
For the time interval [0, T ], we introduce the following partition:
with ∆t n = t n+1 − t n and ∆t = max
, respectively, for t n ≤ s ≤ t n+1 . We also denote quadratic variation processes ∆ B n,s = B s − B tn and ∆ B n,s = B s − B tn , for
It is easy to verify that X tn t satisfies the followingG-SDE
Similar to numerical integration methods, using the θ-scheme to approximate the stochastic integrals in (3.6), we have
In the meanwhile, we employ Euler's method to approximate the stochastic integrals in X tn tn+1 , denoted bỹ X tn tn+1 , thenX
Replacing X tn tn+1 withX tn tn+1 in (3.9), we get the following reference equation
Let Y n denote the numerical approximation to the analytic solution Y t at time level t = t n (n = 0, 1, . . . , N − 1). To maintain the consistency of representation, we use X n to denoteX tn−1 tn
Based on (3.13), we propose the following semi-discrete θ-scheme for solving Y t of the G-BSDE (3.1). Remark 3.1 Usually, we pay more attention to the solution Y t of the G-BSDE (3.1), which reflects the hedging price of a given contingent claim. By introducing theG-SDE, we obtained the scheme 1 for solving Y t , which Z t can be excluded completely.
we can obtain a class of different θ-schemes for solving the solution Y t of the G-BSDE. Our θ-schemes can admit a first order rate of convergence when θ 1 ∈ [0, 1] and θ 2 = 0 in the deterministic case, which will be confirmed in later numerical experiments.
Stability analysis
In this section, we focus on the stability analysis of the numerical scheme. In what follows, C represents a generic constant, which may be different from line to line.
where C > 0 is a constant independent of n, X 
It is easy to verify that e x ≤ 1 + ex, ∀ 0 ≤ x ≤ 1. Therefore, for bounded processes a s , b s and sufficiently small ∆t, we draw the conclusion 1. Similarly, we can prove 2.
Theorem 4.2 Let (Y t ) 0≤t≤T be the solution of the G-BSDE (3.1) and Y n (n = 0, . . . , N ) defined in the Scheme 1, R n x and R n y are defined in (3.14) and (3.10) − (3.11), respectively. Assume that f and g satisfy (H1)-(H2) with Lipschitz constant L. Then for sufficiently small time step ∆t, we havê
4)
for n = N − 1, . . . , 0, C > 0 is a constant just depending on T, L and upper bounds of a and b. 
(4.5)
where L > 0 is the Lipschitz constant. From the inequality (4.6), we obtain
Taking square on both side of (4.7), using the inequalities (a + b)
Hölder's inequality and Lemma 4.1, we deduce
TakingG-expectation on both sides of (4.8) and substituting e i y , i = n + 1, . . . , N − 1 recursively, we consequently deduce that
The proof is complete.
Remark 4.3 Theorem 4.2 implies that Scheme 1 is stable.

Error estimates
In this section, we will discuss the error estimates of Scheme 1 for the G-BSDE (3.1) with ξ = ϕ (B T ) . Under some regularity conditions on f, g and ϕ, we first give the estimates of truncation errors R n x and R n y defined in (3.14) and (3.10)-(3.11). Then we come to the conclusion based on Theorem 4.2. 
Here C > 0 is a constant just depending on T , L, upper bounds of a and b.
Proof. 1. From the definition of R n x in (3.14) and Proposition 2.2 (iii), we can deduce
Firstly, we give the estimate ofÊ Then, by Proposition 2.2 (ii), we obtain
Under the conditions f, g, ϕ ∈ C 1 2 ,1 and Theorem 2.10, it is easy to check that Y t = u (t, B t ) ∈ C 1 2 ,1 . By Hölder's inequality, we obtain
Notice thatÊ 
Similar to Lemma 4.1, we can proveÊ
Using Hölder's inequality again, we obtain
Combing (5.11) and (5.12), from Gronwall's inequality, it follows that
Then from (5.6), (5.7) and (5.13), we havê
In the same way above, we can also obtainÊ
From (5.8) and Hölder's inequality, we can deducê
≤ CÊ 
Since a s = a(s), b s = b(s) are Lipschitz continuous functions on [0, T ], from (5.11) and (5.15), we can easily
Similarly to prove (5.1) above, (5.2) holds.
. From (5.9), (5.8) and Proposition 2.2, we can deducê
By Proposition 2.2 (ii) and (5.19) , it holds that
From (5.18) and (5.20), our conclusion follows. [11] showsÊ[B Lemma 5.4 Let R n y be the local truncation error derived from (3.10)-(3.11). Assume a s and b s are bounded processes. Then for sufficiently small ∆t, it holds that:
Here C > 0 is a constant just depending on T , L, upper bounds of a and b, upper bounds of derivatives of f, g and ϕ.
Proof. 1. From the definition of R n y1 and R n y2 , we have
We just give the estimate of the first part of (5.23), the second part can be similarly obtained. If f, g, ϕ ∈ C 1 2 ,1 , from Theorem 2.10, we know
Combining (3.8), (4.2) and Lemma 4.1, it is easy to check that R n y1 ≤ C(∆t)
From (5.26), we can deducê
Notice that
Then, R n y1 ≤ C(∆t) 2 . When θ 2 = 0, applying Itô's formula to X tn t H (t, B t ), we can similarly obtain Proof. By Lemma 5.1 and 5.4, for sufficiently small ∆t, it holds that 
G-distributed simulation
In this section, we first present the CLT method to approximate the G-distributed. Then we propose a fully discrete θ-scheme for solving Y t of the G-BSDE (3.1).
CLT method for G-distributed
Before giving the CLT method, we first recall the definition of G-distributed and Peng's central limit theorem.
where (X,η) is an independent copy of (X, η), G :
From the definition above, it is easy to check that (B 1 , B 1 ) is a G-distributed.
satisfying linear growth condition, we have
The fully-discrete scheme
To propose a fully-discrete scheme, we introduce the following space partition D h :
with the space step ∆x i = x i+1 − x i and the maximum space step ∆x = max i∈Z ∆x i . Now by (3.13), we solve Y t at the time-space point (t n , x i ) in the following form:
where R n x and R n y are truncation errors defined in (3.10)-(3.11) and (3.14),
HereŶ tn+1 is the interpolation value at the point x i + ∆B n,tn+1 (i ∈ Z).Ê 
exp(a
with the deterministic parameters θ i ∈ [0, 1] (i = 1, 2).
HereŶ n+1 is the interpolation value of Y n+1 at the point
is grid discrete approximation of the X n+1 with a 
Numerical experiments
In this section, some numerical calculations have been carried out to illustrate the high accuracy of our numerical schemes. In our numerical experiments, we let D = 3 and select a appropriate M in the CLT method. We also apply cubic spline interpolation to compute spatial non-grid points. Set x 0 = 0, the initial time t 0 = 0 and terminal time T = 1. In the following tables, |Y 0 − Y 0 | denotes the absolute error between the exact and numerical solution for Y t at (t 0 , x 0 ). We shall denote by "CR" the convergence rate. The analytic solution of (7.1) is        Y t = exp(t) sin(B t ), Z t = exp(t) cos(B t ),
2)
The solution Y t at initial time t 0 = 0 is Y 0 = 0. Errors and convergence rates for different time partitions and different σ 2 are listed in Table 1 . Figure 1 shows the convergence rates of the θ-scheme for time step varying from 2 3 to 2 7 with different parameters θ i (i = 1, 2). By contrast, we can clearly see that the convergence rate of the θ-scheme is highly correlated with θ 2 . For θ 1 ∈ [0, 1], the scheme is half-order convergence with θ 2 = 0. When θ 2 = 0, the scheme can achieve first order, which is consistent with our theoretical analysis.
Example 7.2 Consider the following nonlinear G-BSDE
3)
where f (t, y) = J ε * y 2 , g(t, y) = J ε * (−y 3 + 2.5y 2 − 1.5y) ∈ C ∞ (R) with the mollifier J ε and the convolution J ε * u(x) = R J ε (x − y)u(y)dy. The analytic solution of (7.3) is (Y t , Z t , K t ) = exp(t+Bt) 1+exp(t+Bt) , exp(t+Bt) (1+exp(t+Bt))
Conclusions
In this paper, we design a new kind of θ-scheme to approximate the solution Y t of the G-BSDE (3.1). By choosing different θ i (i = 1, 2), a class of numerical schemes have been obtained which provide useful tools for dealing with the pricing of contingent claims. We also analyze the stability of our numerical schemes and strictly prove the error estimates. As discussed in section 5, the θ-scheme admits a half order convergence rate in the general, and when θ 2 = 0, the scheme can reach first-order in the deterministic case. In addition, based on Peng's central limit theorem, we employ the CLT method to approximate G-distributed for the first time. Several numerical examples are presented to show the effectiveness of our numerical schemes.
