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We characterize those topological spaces Y for which the Isbell and ﬁnest splitting
topologies on the set C(X, Y ) of all continuous functions from X into Y coincide for
all topological spaces X . We also consider the same question for the coincidence of
the restriction of the ﬁnest splitting topology on the upper semicontinuous set-valued
functions to C(X, Y ) and the ﬁnest splitting topology on C(X, Y ). In the ﬁrst case,
the spaces in question are, after identifying points that are in each others closures, subsets
of the two point Sierpin´ski space, which gives a converse and generalization of a result
of S. Dolecki, G.H. Greco, and A. Lechicki. In the second case, the spaces in question are,
after identifying points that are in each others closures, order bases for bounded complete
continuous DCPOs with the Scott topology.
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1. Introduction
In this paper we consider various topologies, which we will deﬁne in detail later, on the set C(X, Y ) of continuous func-
tions between two spaces X and Y . Given a topology τ on C(X, Y ) we will denote C(X, Y ) with that topology by Cτ (X, Y ).
The question of when any of the compact-open (k), Isbell (I), or ﬁnest splitting topologies (T (c)) coincide, especially when
Y = R, has been the subject of a number of papers, see [5,10–12,19]. The ﬁne Isbell topology (fI) and the topology T (c+),
which lie between the Isbell and ﬁnest splitting topologies, were deﬁned in [16] in an attempt to ﬁnd conditions under
which the Isbell and ﬁnest splitting topology coincide. In [16], the author mistakenly claims that the ﬁne Isbell topology
and T (c+) are identical. However, the topologies can be distinct, as shown in [14], if X is not assumed to be completely
regular. The ﬁne Isbell topology also plays a role in the study of the continuity of algebraic operations in C(X,R), see [6].
Given two types of topologies A and B deﬁned for function spaces, we say a space Y is (A,B)-range universal provided
that CA(X, Y ) = CB(X, Y ) for every space X . Our primary motivation is to attempt to answer Question 9 from the survey
article [12] which, with different language, asks for a characterization of the (I, T (c))-range universal spaces. It is a result of
S. Dolecki, G.H. Greco, and A. Lechicki [5], that the two point Sierpin´ski space S = {{0,1}, {∅}, {1}, {0,1}} is (I, T (c))-range
universal. We improve this result and answer Question 9 by characterizing the (I, T (c))-range universal spaces. We also
characterize all of the other (A,B)-universal spaces where A,B ∈ {T (c), T (c+), fI, I,k}, except for the pairs (fI, T (c+)) and
(fI, T (c)).
E-mail address: fejord@hotmail.com.0166-8641/$ – see front matter © 2012 Elsevier B.V. All rights reserved.
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We denote the non-negative integers by ω. Also, we let ω stand for the ﬁrst inﬁnite cardinal. Given a set A we use the
symbols card(A) and P(A) to stand for the cardinality of A and the power set of A, respectively. By a space, we mean a
topological space.
Let f : X → P(Y ) be a function. By the graph of f we will mean the set {(x, y) ∈ X × Y : y ∈ f (x)}. To avoid excessive
notation, we will identify functions with their graphs. In particular, single-valued functions will not be distinguished from
singleton-valued functions. Similarly, we will treat subsets of X × Y as set-valued functions by identifying the set S ⊆ X × Y
with the function S : X → P(Y ) deﬁned by S(x) = {y ∈ Y : (x, y) ∈ S}. Given H ⊆ X we deﬁne the image of H under S ⊆
X × Y to be the set S(H) =⋃x∈H S(x). Given T ⊆ X we deﬁne the restriction of f to T to be the function f |T : X →P(Y )
deﬁned by ( f |T )(x) = f (x) if x ∈ T and f (x) = ∅ when x /∈ T .
A ﬁlter on a set X is a collection F of nonempty subsets of X that is closed under ﬁnite intersections and supersets.
Given a nonempty A ⊆ X we let (A) = {Y ∈P(X): Y ⊆ A} and call (A) the principal ﬁlter of A.
Given two families of sets F and G we say that F is coarser than G (or, G is ﬁner than F ) and write F  G provided
that for every F ∈F there is a G ∈ G such that G ⊆ F . We say two families of sets F and G mesh and write G #F provided
that F ∩ G = ∅ for every F ∈F and G ∈ G . Given two families of sets F and G we let F ∨ G = {F ∩ G: F ∈F and G ∈ G}.
3. Order
Let R be a relation on a set X . Given x ∈ X we deﬁne ⇑Rx = {y ∈ X: xRy} and ⇓Rx = {y ∈ X: yRx}. Given a set A ⊆ X
and x ∈ X we say that x is a lower bound (upper bound) of A provided that A ⊆ ⇑Rx (A ⊆ ⇓Rx). We say A ⊆ X is a down-set
provided that A =⋃a∈A ⇓Ra. Given a down-set A we say B ⊆ A generates A provided that A =⋃b∈B ⇓Rb. Given A ⊆ X we
deﬁne ⇓R A = {x ∈ X: (∀a ∈ A)(xRa)} and ⇑R A = {x ∈ X: (∀a ∈ A)(aRx)}.
We say R is a partial preorder provided that R is reﬂexive and transitive. We say R is a partial order provided that R
is reﬂexive, antisymmetric, and transitive. We say partial preorder (partial order) R is a total preorder (total order) provided
that for every x, y ∈ X either xRy or yRx.
Let  be a partial order on a set X . Given E ⊆ X we write ∨ E and ∧ E to denote the least upper bound of E or the
greatest lower bound of E , respectively, provided they exist. If
∧
E exists for every nonempty E ⊆ X we say that X is a
bounded complete partial order. We say a nonempty D ⊆ X is directed provided that for every x1, x2 ∈ D there is an x3 ∈ D
such that x1  x3 and x2  x3. We say X is a directed complete partial order (DCPO) provided that every nonempty directed
set has a least upper bound. Given x, y ∈ X we say x is way below y and write x  y provided that for every directed set
E such that y 
∨
E there is an e ∈ E such that x e. We say X is continuous provided that for every x ∈ X , we have that
⇓x is directed and x =
∨⇓x. If X is a DCPO we say that B ⊆ X is an order base for X provided that for each x ∈ X there
is a Bx ⊆ B ∩⇓x such that Bx is directed and x=
∨
Bx . The Scott topology on X is formed by declaring a set U to be open
provided that for every x ∈ U if E is a directed set such that x∨ E , then there is an e ∈ E such that e ∈ U . The following
proposition, which can be found in any book on continuous partial orders, lists two properties that we will use many times
without further reference.
Proposition 1. Let (X,) be a continuous DCPO with way below relation :
(a) the collection {⇑x: x ∈ X} is a base for the Scott topology on X,
(b) (interpolation) if M ⊆ X is ﬁnite and m  x for every m ∈ M, then there is a y such that m  y  x for every m ∈ M.
For more information on continuous partial orders, the Scott topology, and their applications the reader is referred to
[18] or [13].
4. T0-reﬂection
Let Y be a topological space. We deﬁne the specialization relation on Y by x  y provided that x ∈ cl({y}). It is easily
checked that the specialization relation is always a partial preorder. If the specialization order is a partial order, then Y is
called a T0-space.
Deﬁne the equivalence relation ∼ on Y by y1 ∼ y2 if and only if y1  y2 and y2  y1. Let Y ∗ be the set of equivalence
classes of the relation ∼ on Y . Deﬁne π : Y → Y ∗ by π(y) = {w ∈ Y : w ∼ y}. We endow Y ∗ with the quotient topology,
which will make π continuous. We will call Y ∗ the T0-reﬂection of Y and π the natural projection of Y onto Y ∗ . We say a
set is saturated provided that it is the union of equivalence classes of ∼. Since open and closed sets in Y are easily checked
to be saturated and π(
⋃
A∈A A) =
⋃
A∈A π(A) and π(
⋂
A∈A A) =
⋂
A∈A π(A) for any collection A of saturated sets, we
have the following proposition.
Proposition 2. π : Y → Y ∗ is open and closed. If A ⊆ X is open or closed, then A = π−1(π(A)).
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category:
Proposition 3. If Z is a T0-space and g : Y → Z continuous function, then there is a unique continuous function f : Y ∗ → Z such
that g(y) = f (π(y)) for every y ∈ Y .
For more information on reﬂections in general and the T0-reﬂection we refer the reader to [2, 4.16] and [21], respectively.
5. Convergences
A convergence ξ is a relation between a set X and the ﬁlters on X (if x ∈ X and a ﬁlter F on X are related, we write
x ∈ limξ F ) such that the following axioms are satisﬁed for any x ∈ X and ﬁlters F and G on X :
(a) x ∈ limξ (({x})) for every x ∈ X ,
(b) if x ∈ limξ F and G F , then x ∈ limξ G , and
(c) if x ∈ limξ F , then x ∈ limξ (F ∩ ({x})).
Note that there are a number of variants of condition (c) in the literature. For example, in [3] only conditions (a) and (b)
are included. The deﬁnition we use is from [17]. It is easy to verify that if one begins with a topological space the symbol
lim (taken in the sense of topological limit) satisﬁes axioms (a), (b), and (c) of a convergence space. So, the convergence
spaces include the topological spaces.
Let X be a set equipped with a convergence ξ . By the topological modiﬁcation of (X, ξ) we mean the topological space
(X, T (ξ)) where T (ξ) is the topology whose open sets are precisely those sets U such that for any x ∈ U and ﬁlter F on X if
x ∈ limξ F , then there is an F ∈F such that F ⊆ U . Notice that a subset A of X is closed in the topological modiﬁcation of
ξ provided that for any ﬁlter F on A, if x ∈ limξ F , then x ∈ A. Following [7, p. 73], we deﬁne the adherence (with respect
to ξ ) of a set B ⊆ X to be the collection adhξ (B) of all points x ∈ X such that there is a ﬁlter F such that B ∈ F and
x ∈ limξ F . Notice that condition (a) guarantees that B ⊆ adhξ (B). Let A ⊆ X . We deﬁne adh0ξ (A) = A. Assume that α > 0
is an ordinal and that we have deﬁned adhβξ (A) for every β < α. We deﬁne adh
α
ξ (A) = adhξ (
⋃
β<α adh
β
ξ (A)). Clearly, there
is an ordinal δ such that adhδξ (A) = adhδ+1ξ (A). Notice that adhδξ (A) is the closure of A in the topological modiﬁcation of
(X, ξ), which we denote by clT (ξ)(A).
If B ⊆ X the restriction of ξ to B is deﬁned to be the convergence ζ on B deﬁned by x ∈ limζ F if and only if x ∈ limξ F
where x ∈ B and F is a ﬁlter based in subsets of B .
Proposition 4. Let X be a set and ξ be a convergence on X and A ⊆ X. The topological modiﬁcation of the restriction of ξ to A is ﬁner
than the restriction of the topological modiﬁcation of ξ to A.
6. Topologies of C(X,Y )
A topology τ on C(X, Y ) is said to be a splitting topology provided for every space W and f ∈ C(W × X, Y ) the function
F : W → Cτ (X, Y ) deﬁned by F (w)(x) = f (w, x), is continuous.
The continuous convergence on C(X, Y ) is the convergence ξ deﬁned by g ∈ limξ F if and only if for every x ∈ X and
neighborhood V of g(x) there is a neighborhood U of x and an F ∈F such that f (u) ∈ V for every u ∈ U and f ∈ F .
Suppose Y is endowed with a topology τ . For each A ⊆ Y let A+ = {S ∈ P(Y ): S ⊆ A}. By the upper topology on P(Y )
we mean the topology with base {U+: U ∈ τ }. We denote P(Y ) with the upper topology by P+(Y ). The elements of
C(X,P(Y )) are the upper semicontinuous set-valued functions.
The continuous convergence on C(X, Y ) and C(X,P+(Y )) will be denoted by c and c+ , respectively. If Z is a subspace
of P+(Y ), then we denote C(X, Z) with the subspace topology from CT (c+)(X,P+(Y )) by CT (c+)(X, Z).
The following proposition is an immediate consequence of the fact the continuous convergence is the ﬁnest splitting
convergence. See, for example, [8] or [9].
Proposition 5. T (c) is the ﬁnest splitting topology on C(X, Y ).
A family B of open sets is said to be compact provided that it is closed under open supersets and for every B ∈ B
and open cover U of B there is a ﬁnite V ⊆ U such that ⋃V ∈ B (compact families are also known as Scott open sets).
A compact family B of open sets is said to be compactly generated provided that for every B ∈ B there is a compact K ⊆ B
such that every open superset of K is an element of B. We say X is consonant, see [5], provided that every compact family
on X is compactly generated.
Let M,N ⊆ X × Y we say N is buried in M and write N  M provided that for every x ∈ X , there exist open sets W
and V such that x ∈ W , N(x) ⊆ V , and W × V ⊆ M . It will be useful to observe that when f is a single-valued continuous
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and J ⊆P(X) we let
[J , H] = { f ∈ C(X,P+(Y )): f | J  H for some J ∈ J }.
The ﬁne Isbell topology on C(X,P+(Y )) is the topology generated by the subbase of sets of the form [J , H] where
H ⊆ X × Y is open and J is a compact family on X . We denote C(X, Y ) with the ﬁne Isbell topology by CfI(X, Y ).
The Isbell topology on C(X, Y ) is the topology generated by the subbase of sets of the form [J , X × V ] ∩ C(X, Y ) where
V ⊆ Y is open and J is a compact family on X . We denote C(X, Y ) with the Isbell topology by CI (X, Y ). The compact-open
topology on C(X, Y ) is the topology generated by the subbase of sets of the form [{K }, X × V ] ∩ C(X, Y ) where K ⊆ X is
compact and V ⊆ Y is open. We denote C(X, Y ) with the compact-open topology by Ck(X, Y ).
Notice that Ck(X, Y ) and CI (X, Y ) are exactly the compact-open and Isbell topologies as they are usually deﬁned, as in
[12]. For example, the subbasic sets for Isbell topology are usually deﬁned by ﬁxing an open V ⊆ Y and a compact family
C on X and deﬁning [C, V ] = { f ∈ C(X, Y ): f −1(V ) ∈ C}. The condition f −1(V ) ∈ C is easily checked to be equivalent to
the condition f |C ⊆ X × V , which is equivalent to saying f |C  V . So, the two deﬁnitions of the Isbell topology coincide.
A simpler argument shows the equivalence of the deﬁnitions of the compact-open topology.
The next proposition follows from Proposition 4 and Lemma 20 of [16] and gives the relationships between the topologies
discussed above on C(X, Y ).
Proposition 6. Ck(X, Y ) CI (X, Y ) CfI(X, Y ) CT (c+)(X, Y ) CT (c)(X, Y ).
7. Results
In Section 8, we show that the problem of characterizing (T (c+), T (c))-range universal spaces and (I, T (c))-range
universal spaces reduces to characterizing (T (c+), T (c))-range universal and (I, T (c))-range universal spaces T0-spaces, re-
spectively, by proving the following two lemmas.
Lemma 7. Let Y be a topological space. Y is (I, T (c))-range universal if and only if the T0-reﬂection of Y is (I, T (c))-range universal.
Lemma 8. Let Y be a topological space. Y is (T (c+), T (c))-range universal if and only if the T0-reﬂection of Y is (T (c+), T (c))-range
universal.
In [20, Example 6.12], a zero-dimensional non-consonant space W is constructed which is the topological sum of two
consonant spaces (X1, τ1) and (X2, τ2). In Section 9 we prove the following theorem, which gives full generalization of the
result of S. Dolecki, G.H. Greco, and A. Lechicki that was mentioned in the introduction.
Theorem 9. Let Y be a space. The following conditions are equivalent:
(a) Y is (I, T (c))-range universal,
(b) Y is (I, fI)-range universal,
(c) CI (W, Y ) = CfI(W, Y ),
(d) the T0-reﬂection of Y is a subspace of S, where S is the Sierpin´ski space, and
(e) the T0-reﬂection of Y is (I, T (c))-range universal.
Let Y be a space with specialization relation  (for this relation see Section 4). Given z,w ∈ Y we say that z is topo-
logically way below w , and write z  w , provided that there is an open neighborhood U of w such that z ∈⋂x∈U cl({x}).
In particular, if z  w , then z  w . We say that Y is a continuous topological space provided that for every w ∈ Y we have
w ∈ cl(⇓w). We say a nonempty set D ⊆ Y is almost directed provided that for every x1, x2 ∈ D and z1  x1 and z2  x2
there is a w ∈ D such that z1, z2  w . We say a continuous topological space is infable provided that for every nonempty
A ⊆ Y the collection ⇓A is nonempty and almost directed. It is easily checked that a DCPO Y is continuous if and only if
Y with its Scott topology is a continuous topological space.
Theorem 10. Let Y be a topological space. The following conditions are equivalent:
(a) Y is (T (c+), T (c))-universal;
(b) Y is an infable continuous topological space;
(c) the T0-reﬂection of Y is homeomorphic to an order basis of a bounded complete continuous DCPO with its Scott topology; and
(d) the T0-reﬂection of Y is (T (c+), T (c))-universal.
By Lemma 8, to prove Theorem 10 it would be enough to show that (a) implies (b), (b) implies (c), (c) implies (d), which
we will do in Section 10, Section 11, and Section 12, respectively.
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or empty. In particular, Y is (k, I)-universal if and only if the T0-reﬂection of Y is a single point or empty.
Proof. Let X be a zero-dimensional non-consonant space and Y be a space such that Ck(X, Y ) = CI (X, Y ). By way of
contradiction, assume that the T0-reﬂection of Y is not a single point and is nonempty. In this case, there exist a,b ∈ X
such that a /∈ cl({b}). By [16, Lemma 33], there is compact family C on X such that for every compact K ⊆ X , there is an
open set V K such that K ⊆ V K /∈ C . In particular, ∅ /∈ C . Since X is zero-dimensional and C is closed under open supersets,
we may assume that the set V K is simultaneously closed and open. Notice that the set [C, X × (Y \ cl({b}))] is open in
the Isbell topology of C(X, Y ). Since Ck(X, Y ) = CI (X, Y ), [C, X × (Y \ cl({b}))] is open in the compact-open topology of
C(X, Y ). Deﬁne f ∈ C(X, Y ) by f (x) = a. It is easily seen that f ∈ [C, X × (Y \ cl({b}))]. In this case, there exist compact sets
K1, . . . , Kn and open sets Z1, . . . , Zn ⊆ Y such that f ∈⋂ni=1[{Ki}, X× Zi] ⊆ [C, X× (Y \cl({b}))]. Let K =⋃ni=1 Ki and deﬁne
g ∈ C(X, Y ) so that g|V K = f |V K and g(X \ V K ) = {b}. Now, g|Ki = f |Ki ⊆ X × Zi for every i. So, g ∈⋂ni=1[{Ki}, X × Zi].
Thus, g ∈ [C, X × (Y \ cl({b}))]. There is a C ∈ C such that g|C ⊆ X × (Y \ cl({b})). By the deﬁnition of g , g(C) = {a}. So,
C ⊆ Vk . Hence, Vk ∈ C , a contradiction. Therefore, the T0-reﬂection of Y is a single point or empty.
Notice that if the T0-reﬂection of Y is a single point or empty, then Y is clearly (k, I)-universal. Since W is zero-
dimensional and non-consonant, by the ﬁrst part of the theorem, the T0-reﬂection of any (k, I)-universal space is a single
point or empty. 
8. Proof of Lemma 7 and Lemma 8
Let Y be a topological space with specialization relation  and π : Y → Y ∗ be the natural projection of Y onto its
T0-reﬂection.
Deﬁne Π : C(X, Y ) → C(X, Y ∗) by Π( f )(x) = π( f (x)) for every x ∈ X .
Lemma 12. Π : CT (c)(X, Y ) → CT (c)(X, Y ∗) is continuous.
Proof. Let M ⊆ C(X, Y ∗) be T (c)-open. Let g ∈ Π−1(M). Suppose G is a ﬁlter on C(X, Y ) and g ∈ limc G . Let Π[G] be the
ﬁlter on C(X, Y ∗) generated by the collection {Π(G): G ∈ G}. Let x ∈ X and V ⊆ Y ∗ be an open neighborhood of Π(g)(x).
Now, g(x) ∈ π−1(V ). Since π−1(V ) is open, there is a G ∈ G and an open neighborhood U of x such that h(u) ∈ π−1(V )
for every u ∈ U and h ∈ G . Now, Π(h)(u) ∈ V for every u ∈ U and h ∈ G . So, Π(g) ∈ limc Π[G]. Since M is T (c)-open and
Π(g) ∈ M , there is a G0 ∈ G such that Π(G0) ⊆ M . So, G0 ⊆ Π−1(M). Thus, Π−1(M) is T (c)-open. 
Lemma 13. If M ⊆ CT (c)(X, Y ) is open or closed, then Π−1(Π(M)) = M.
Proof. Suppose M ⊆ CT (c)(X, Y ) is closed. Clearly, M ⊆ Π−1(Π(M)). Suppose f ∈ Π−1(Π(M)). There is a g ∈ M such that
Π( f ) = Π(g). Let x ∈ X and V be an open neighborhood of f (x). There is an open neighborhood U of x such that f (u) ∈ V
for every u ∈ U . Since Π( f ) = Π(g), g(u) ∈ V for every u ∈ U . So, f ∈ limc({g}). Since M is T (c)-closed and g ∈ M , f ∈ M .
Thus, Π−1(Π(M)) ⊆ M .
Suppose M ⊆ CT (c)(X, Y ) is open. Clearly, M ⊆ Π−1(Π(M)). Suppose f ∈ Π−1(Π(M)). There is a g ∈ M such that
Π( f ) = Π(g). Let x ∈ X and V be an open neighborhood of g(x). There is an open neighborhood U of x such that g(u) ∈ V
for every u ∈ U . Since Π( f ) = Π(g), f (u) ∈ V for every u ∈ U . So, g ∈ limc({ f }). Since M is T (c)-open and g ∈ M , f ∈ M .
Thus, Π−1(Π(M)) ⊆ M . 
Lemma 14. Π : CT (c)(X, Y ) → CT (c)(X, Y ∗) is closed.
Proof. Let M ⊆ CT (c)(X, Y ) be T (c)-closed. Suppose g ∈ C(X, Y ∗) and there is a ﬁlter G on Π(M) such that g ∈ limc G .
Deﬁne f : X → Y so that f (x) ∈ π−1(g(x)). It is easy to check that f is continuous. Let Π−1(G) be the ﬁlter generated
by the collection {Π−1(G): G ∈ G}. By Lemma 13, Π−1(G) is based in M . Let x ∈ X and V be such that V is open in
Y and f (x) ∈ V . Now, g(x) = π( f (x)) ∈ π(V ). Since π(V ) is open, there is a neighborhood U of x and an H ∈ G such
that h(u) ∈ π(V ) for every h ∈ H and u ∈ U . Let j ∈ Π−1(H) and u ∈ U . Since π( j(u)) = Π( j)(u) ∈ π(V ), we have j(u) ∈
π−1(π( j(u))) ⊆ π−1(π(V )) = V . Hence, f ∈ limc Π−1(G). Since M is closed in CT (c)(X, Y ) and Π−1(G) is based in M ,
f ∈ M . So, g = Π( f ) ∈ Π(M). Thus, Π(M) is T (c)-closed in CT (c)(X, Y ∗). Therefore, Π is closed. 
Lemma 15. Π : CI (X, Y ) → CI (X, Y ∗) is continuous.
Proof. Let M be a subbasic open set of CI (X, Y ∗). In this case, there is a V ⊆ Y ∗ and a compact family C on X such that M =
[C, V ]. Let g ∈ Π−1(M). There is a C ∈ C such that π(g(C)) = π(g)(C) ⊆ V . So, g(C) ⊆ π−1(V ). So, Π−1(M) ⊆ [C,π−1(V )].
Let g ∈ [C,π−1(V )]. There is a C ∈ C such that g(C) ⊆ π−1(V ). Now, Π(g)(C) = π(g(C)) ⊆ π(π−1(V )) = V . So, Π(g) ∈ M .
Hence, [C,π−1(V )] ⊆ Π−1(M). Since Π−1(M) = [C,π−1(V )] and π−1(V ) is open, Π−1(M) is open in CI (X, Y ). Therefore,
Π is continuous. 
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Proof. Let M be a subbasic open set of CI (X, Y ). In this case, there is a V ⊆ Y and a compact family C on X such that
M = [C, V ]. Let g ∈ Π(M). There is an f ∈ M such that Π( f ) = g . There is a C ∈ C such that f (C) ⊆ V . Now, g(C) =
Π( f )(C) = π( f (C)) ⊆ π(V ). So, g ∈ [C,π(V )]. Hence, Π(M) ⊆ [C,π(V )]. Let g ∈ [C,π(V )]. There is a C ∈ C such that
g(C) ⊆ π(V ). Let h : X → Y be such that h(x) ∈ π−1(g(x)) for every x ∈ X . It is easily checked that h is continuous and
Π(h) = g . Let x ∈ C . Now, π(h(x)) = g(x) ∈ π(V ). So, h(x) ∈ π−1(π(V )) = V . So, h ∈ [C, V ] = M . Hence, g ∈ Π(M). So,
[C,π(V )] = Π(M). Since π(V ) is open, Π(M) is open in CI (X, Y ∗). Since images of subbasic open sets are open, it follows
from Lemma 13 that images of open sets are open. Therefore, Π is open. 
Proof of Lemma 7. Suppose Y is (I, T (c))-universal. Let U be open in CT (c)(X, Y ∗). By Lemma 15, Π−1(U ) is open in
CT (c)(X, Y ). Since Y is (I, T (c))-universal, Π−1(U ) is open in CI (X, Y ). By Lemma 16, U = Π(Π−1(U )) is open in CI (X, Y ∗).
Thus, Y ∗ is (I, T (c))-universal.
Suppose Y ∗ is (I, T (c))-universal. Let U be open in CT (c)(X, Y ). By Lemma 16, Π(U ) is open in CT (c)(X, Y ∗). Since Y ∗
is (I, T (c))-universal, Π(U ) is open in CI (X, Y ∗). By Lemma 16 and Lemma 13, U = Π−1(Π(U )) is open in CI (X, Y ). Thus,
Y is (I, T (c))-universal. 
Deﬁne Θ : C(X,P+(Y )) → C(X,P+(Y ∗)) by Θ( f )(x) = π( f (x)).
Lemma 17. If M ⊆ CT (c+)(X,P(Y )) is closed, then Θ−1(Θ(M)) = M.
Proof. Clearly, M ⊆ Θ−1(Θ(M)). Suppose f ∈ Θ−1(Θ(M)). There is a g ∈ M such that Θ( f ) = Θ(g). Let x ∈ X and V
be an open set such that f (x) ⊆ V . Since f is continuous, there is an open neighborhood U of x such that f (u) ⊆ V
for every u ∈ U . Since Θ( f ) = Θ(g), π(g(u)) = π( f (u)) ⊆ π(V ) for every u ∈ U . Since V is open, for every u ∈ U
we have g(u) ⊆ π−1(π(g(U ))) ⊆ π−1(π(V )) = V . So, f ∈ limc+ ({g}). Since M is T (c+)-closed and g ∈ M , f ∈ M . Thus,
Θ−1(Θ(M)) ⊆ M . 
Lemma 18. Θ : CT (c+)(X, Y ) → CT (c+)(X,P(Y ∗)) is closed.
Proof. Let M ⊆ CT (c+)(X,P(Y )) be T (c+)-closed. Suppose g ∈ C(X,P+(Y ∗)) and there is a ﬁlter G on Θ(M) such that
g ∈ limc+ G . Deﬁne f : X → P(Y ) so that f (x) = π−1(g(x)). It is easily checked that f ∈ C(X,P+(Y )). Let Θ−1(G) be the
ﬁlter generated by the collection {Θ−1(G): G ∈ G}. By Lemma 17, Θ−1(G) is based in M . Let x ∈ X and V be such that
V is open in Y and f (x) ⊆ V . Now, g(x) = π( f (x)) ⊆ π(V ). Recall π(V ) is open, since π is open. There is an H ∈ G
and an open neighborhood U of x such that h(u) ⊆ π(V ) for every u ∈ U and h ∈ H . Let j ∈ Θ−1(H) and u ∈ U . Now,
π( j(u)) = Θ( j)(u) ⊆ π(V ). So, j(u) ⊆ π−1(π( j(u))) ⊆ π−1(π(V )) = V . Thus, f ∈ limc+ Θ−1(G). Since M is closed and
Θ−1(G) is based in M , we have f ∈ M . So, g = Θ( f ) ∈ Θ(M). Thus, Θ(M) is closed. 
Lemma 19. Θ : CT (c+)(X,P+(Y )) → CT (c+)(X,P+(Y ∗)) is continuous.
Proof. Let M ⊆ C(X,P+(Y ∗)) be T (c+)-open. Let g ∈ Θ−1(M). Suppose G is a ﬁlter on C(X, Y ) and g ∈ limc+ G . Let Θ[G]
be the ﬁlter on C(X, Y ∗) generated by the collection {Θ(G): G ∈ G}. Let x ∈ X and V ⊆ Y ∗ be an open set such that
Θ(g)(x) ⊆ V . Now, g(x) ⊆ π−1(V ). Since π−1(V ) is open, there is a G ∈ G and an open neighborhood U of x such that
h(u) ⊆ π−1(V ) for every u ∈ U and h ∈ G . Now, Θ(h)(u) = π(h(u)) ⊆ π(π−1(V )) = V for every u ∈ U and h ∈ G . So,
Θ(g) ∈ limc+ Θ[G]. Since M is T (c+)-open and Θ(g) ∈ M , there is a G0 ∈ G such that Θ(G0) ⊆ M . So, G0 ⊆ Θ−1(M). Thus,
Π−1(M) is T (c+)-open. 
Proof of Lemma 8. Suppose Y is (T (c+), T (c))-universal. Let X be a topological space and A ⊆ C(X, Y ∗) be T (c)-closed.
By Lemma 12, Π−1(A) is T (c)-closed in C(X, Y ). So, Π−1(A) is T (c+)-closed in C(X, Y ). Let M be a closed subset of
CT (c+)(X,P+(Y )) such that Π−1(A) = M ∩ C(X, Y ). By Lemma 18, Θ(M) is closed in CT (c+)(X,P+(Y ∗)). Let f ∈ A. Since
Π−1(A) = M ∩ C(X, Y ), there is an m ∈ M ∩ C(X, Y ) such that Π(m) = f . Since m ∈ C(X, Y ), we have, after identifying
singleton sets with their element, Θ(m) = Π(m). So, A ⊆ Θ(M) ∩ C(X, Y ∗). Suppose f ∈ Θ(M) ∩ C(X, Y ∗). There is an
m ∈ M such that Θ(m) = f . Let g : X → Y be deﬁned so that g(x) ∈ π−1( f (x)) for every x ∈ X . It is easily checked that
g is continuous. Let x ∈ X and V be an open neighborhood of g(x). There is an open neighborhood U of x such that
g(u) ∈ V for every u ∈ U . Let u ∈ U . Now, π(m(u)) = Θ(m)(u) = f (u). So, m(u) ⊆ π−1( f (u)). Since f (u) ∈ Y ∗ , π−1( f (u))
is an equivalence class of ∼. Since V is saturated and g(u) ∈ π−1( f (u))∩ V , we have π−1( f (u)) ⊆ V . So, m(u) ⊆ V . Hence,
g ∈ limc+ ({m}). So, g ∈ clT (c+)(M) = M . Now, g ∈ M ∩ C(X, Y ) = Π−1(A). So, f = Π(g) ∈ A. So, Θ(M)∩ C(X, Y ∗) ⊆ A. Since
A = Θ(M) ∩ C(X, Y ∗) and Θ(M) is closed in CT (c+)(X, Y ∗), A is T (c+)-closed. Therefore, Y ∗ is (T (c+), T (c))-universal.
Suppose Y ∗ is (T (c+), T (c))-universal. Let X be a topological space and A ⊆ C(X, Y ) be T (c)-closed. By Lemma 14,
Π(A) is T (c)-closed in C(X, Y ∗). Since Y ∗ is (T (c+), T (c))-universal, Π(A) is T (c+)-closed in C(X, Y ∗). Let M be a
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So, it is enough to show that A = Θ−1(M) ∩ C(X, Y ). Let f ∈ A. In this case, Π( f ) ∈ Π(A) = M ∩ C(X, Y ∗). Since
f ∈ C(X, Y ), Π( f ) = Θ( f ). So, Θ( f ) ∈ M . So, f ∈ Θ−1(M). Thus, A ⊆ Θ−1(M) ∩ C(X, Y ). Suppose, now, that f ∈
Θ−1(M) ∩ C(X, Y ). In this case, Θ( f ) ∈ M . Since f ∈ C(X, Y ), Π( f ) = Θ( f ) ∈ M ∩ C(X, Y ∗) = Π(A). By Lemma 13,
f ∈ Π−1(Π( f )) ⊆ Π−1(Π(A)) = A. Thus, Θ−1(M)∩C(X, Y ) ⊆ A. Since A = Θ−1(M)∩C(X, Y ), A is T (c+)-closed. Therefore,
Y is (T (c+), T (c))-universal. 
9. Proof of Theorem 9
Proposition 20. ([15, Corollary 5]) Let X and Y be spaces, Z ⊆ Y and τ stand for the Isbell or ﬁne Isbell topology. Cτ (X, Z) is equal to
C(X, Z) with the subspace topology from Cτ (X, Y ).
Lemma 21. If Z is a topological space and CfI(W, Z) = CI (W, Z), then Z is totally preordered by the specialization relation.
Proof. Suppose Z is not totally preordered by the specialization relation. There exist z1, z2 ∈ Z such that z1 /∈ cl({z2})
and z2 /∈ cl({z1}). So, {z1, z2} with the subspace topology of Z is homeomorphic to the two point discrete space. By [16,
Example 1], CI (W, {z1, z2}) = CfI(W, {z1, z2}). By Proposition 20, CfI(W, Z) = CI (W, Z). 
Proposition 22. ([16]) Let C be a compact family on X and D ∈ C . The family C ↓ D = {C ∈ C: C ∩ D ∈ C} is a compact family.
Proposition 23. ([4]) Let C be a compact family on X and E be closed. If C # E, then the collection of all open supersets of C ∨ {E} is a
compact family.
Proof of Theorem 9. The implications (a) → (b) → (e) are immediate. That (f) implies (g) is essentially the result of S.
Dolecki, G.H. Greco, and A. Lechicki, [5], mentioned in the introduction. That (g) implies (a) is follows from Lemma 7. Let M
be the space with underlying set {0,1,2} and topology {∅, {2}, {1,2}, {0,1,2}}.
We show that (e) implies (f). Suppose CI (W, Y ) = CfI(W, Y ). By Lemma 21, Y is totally preorded by . So, Y ∗ is totally
ordered by . By way of contradiction, assume that Y ∗ is not a subspace of S. In this case, Y ∗ has at least three elements.
So, Y contains a copy of M. By Proposition 20, CI (W,M) = CfI(W,M). Since W is zero-dimensional, [15, Theorem 6] yields
that CI (W,R) = CfI(W,R) However, by [16, Example 1], CI (W,R) = CfI(W,R), a contradiction. Thus, Y ∗ is a subspace of S.
10. Proof of (a)⇒ (b)
Let Y be a space with specialization relation  and topological way below relation . By ⊥Y we denote the collection of
all elements w ∈ Y such that w  y for every y ∈ Y . Throughout this section, given a space X and f , g ∈ C(X, Y ) we write
f  g when f (x) g(x) for every x ∈ X .
Lemma 24. Let X be a space and A ⊆ C(X, Y ) be a down-set. If B generates A, then adh1c (B) = adh1c (A).
Proof. Clearly, adh1c (B) ⊆ adh1c (A). Suppose f ∈ adh1c (A). There is a ﬁlter G on A such that f ∈ limc G . For each G ∈ G let
HG = B ∩⋃g∈G ⇑g . Let H be the ﬁlter on B generated by {HG : G ∈ G}. Let x ∈ X and V be an open neighborhood of f (x).
There is a G ∈ G and an open neighborhood U of x such that g(u) ∈ V for every u ∈ U and g ∈ G . Let h ∈ HG and u ∈ U .
Since g(u) ∈ V and g(u) h(u), h(u) ∈ V . Thus, f ∈ limc H. Therefore, adh1c (A) ⊆ adh1c (B). 
Lemma 25. If ⊥Y = ∅, then CT (c+)(X, Y ) = CT (c)(X, Y ) for some metric space X.
Proof. Assume Y has ⊥Y = ∅. Let κ be the cardinality of Y and {yξ : ξ ∈ κ} be an enumeration of Y . Fix p ∈ Y and let
p : X → Y be the function deﬁned by p(x) = p for all x ∈ X .
Let A0 = {(2−n−k,2−k): n,k ∈ ω} ∪ {(2n+1,2−m): m,n ∈ ω} and A = A0 ∪ {(0,0)} ∪ {(2n+1,0): n ∈ ω}. Let
X = (A0 × κ)∪
{
(0,0)
}∪ {(2n+1,0): n ∈ ω}.
Deﬁne π : X → A by
π(x) =
{
a if x = (a, ξ) ∈ A0 × κ,
x if x /∈ A0 × κ.
Let d1 be the metric on A that is induced by the usual Euclidean metric on R2. For each a ∈ A0 let m(a) =
min({d1(a, x): x ∈ A \ {a}}). We deﬁne d : X × X → R by
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⎧⎨
⎩
d1(π(x),π(y)) if π(x) = π(y),
m(π(x)) if π(x) = π(y) and x = y,
0 π(x) = π(y) and x= y.
It is routine to check that d is a metric on X . For the remainder of this proof we will assume X has the topology induced
by d.
Deﬁne f kn : X → Y by
f kn (x) =
⎧⎪⎨
⎪⎩
yξ if x= ((2k+1,2−n), ξ),
yξ if x= ((2−k−l,2−k), ξ) and l n,
p otherwise.
Notice that f kn is continuous for every n,k ∈ ω.
Let Mk = { f kn : n ∈ ω} and M =
⋃
k∈ω Mk . Let L =
⋃
n,k∈ω ⇓ f kn . Clearly, L is a down-set and M generates L.
Let f k : X →P+(Y ) be deﬁned by
f k(x) =
{
Y if x= (2k+1,0),
p otherwise.
Notice that f k ∈ C(X,P+(Y )) for every k. It is easy to check that the sequence ( f kn )n∈ω , c+-converges to f k for every k ∈ ω.
Also, the sequence ( f k)k∈ω c+-converges to p. Thus, p ∈ clT (c+)(L). In particular, L is not closed in CT (c+)(X, Y ).
Let h ∈ adh1c (L). By Lemma 24, h ∈ adh1c (M). Let U be an ultraﬁlter on M such that h ∈ limc U .
Suppose U = ( f kn ) for some n,k ∈ ω. Suppose g ∈ limc U . Let x ∈ X and V be an open neighborhood of g(x). There
is an open neighborhood W of x such that f kn (w) ∈ V for every w ∈ W . In particular, f kn (x) ∈ V . Since V was arbitrary,
g(x) ∈ cl({ f kn (x)}). So, g ∈ ⇓ f kn ⊆ L. Thus, limc U ⊆ L.
Suppose U is a free ultraﬁlter. By way of contradiction, assume there is an h ∈ limc U . Assume that Mk ∈ U for some
k ∈ ω. Let V be an open neighborhood of h(2k+1,0). There is a U ∈ U and an open neighborhood W of (2k+1,0) such that
f (x) ∈ V for every x ∈ W and f ∈ U . We may assume that U ⊆ Mk . Since U is free, there is an inﬁnite H ⊆ ω such that
f kn ∈ U for all n ∈ H . Pick n ∈ H large enough that {(2k+1,2−n)} × κ ⊆ W . Now, Y = f kn (W ) ⊆ V . Since V was arbitrary,
h(2k+1,0) ∈ cl({y}) for every y ∈ Y . So, h(2k+1,0) ∈ ⊥Y , in contradiction to our assumption about Y . We may now assume
that Ml /∈ U for every l ∈ ω. Let V1 be an open neighborhood of h(0,0). There is a U1 ∈ U and an open neighborhood W1
of (0,0) such that f (x) ∈ V1 for every x ∈ W1 and f ∈ U1. There is a K ∈ ω such that {(2−k,2−k−l): l ∈ ω} × κ ⊆ W1 for
every k > K . Since Ml /∈ U for every l ∈ ω and U is an ultraﬁlter, there is a k > K such that U1 ∩ Mk = ∅. Let f kn ∈ U1 ∩ Mk .
Notice Y = f kn (W1) ⊆ V1. Since V1 was arbitrary, h(0,0) ∈ cl({y}) for every y ∈ Y . So, h(0,0) ∈ ⊥Y , in contradiction to our
assumption about Y . Thus, limc U = ∅ ⊆ L.
By the previous three paragraphs, L is closed in CT (c)(X, Y ). Therefore, CT (c+)(X, Y ) = CT (c)(X, Y ). 
Lemma 26. If Y is not a continuous topological space, then there is a space X with a single nonisolated point such that CT (c+)(X, Y ) =
CT (c)(X, Y ).
Proof. Suppose Y is not a continuous topological space. There is a point p ∈ Y and a neighborhood U of p such that for
every neighborhood of V of p, if V ⊆ U then V has no -lower bound in U . Let q ∈ Y \ U . Let λ denote the minimum
cardinality of a local base B = {Vα: α ∈ λ} of open neighborhoods for p. We may assume that Vα ⊆ U for every α ∈ λ. Let
κ denote the cardinality of Y . Let ∞ stand for an object that is not in κ × λ×ω and let X = (κ × λ×ω)∪ {∞}. Topologize
X so that every point of κ × λ × ω is isolated and ∞ has basic open sets of the form WH = {∞} ∪ (κ × (λ \ H) × ω) for
each ﬁnite H ⊆ λ. Notice that X is a space with one nonisolated point. For each α ∈ λ let {yαβ : β ∈ κ} be an enumeration,
possibly with repetitions, of Vα .
For each α ∈ λ and n ∈ ω deﬁne fα,n : X → Y so that
fα,n(x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
p if x= ∞,
p if x ∈ {(ξ,γ , j): γ /∈ {α,α + n+ 1}},
yαξ if x ∈ {(ξ,γ , j): γ = α + n+ 1},
q if x ∈ {(ξ,γ , j): γ = α and n j},
p if x ∈ {(ξ,γ , j): γ = α and j < n}.
Notice that fα,n is continuous.
Let Aα = { fα,n: n ∈ ω} and A =⋃α∈λ Aα . Let D =⋃(α,n)∈λ×ω ⇓ fα,n . Clearly, D is a down-set and A generates D . Let
p : X → Y be the function deﬁned by p(x) = p. We will show that p ∈ clT (c+)(D) \ clT (c)(D) which will complete the proof.
Since q ∈ fα,n(X) for every (α,n) ∈ λ ×ω and p /∈ ⇓q, p /∈ D .
1312 F. Jordan / Topology and its Applications 159 (2012) 1304–1317For each α ∈ λ, let fα : X →P(Y ) be deﬁned by
fα(x) =
{
Vα if x= ∞,
p if x = ∞.
Notice that fα ∈ C(X,P+(Y )).
Let α ∈ λ. We claim the sequence ( fα,n)n∈ω converges to fα in CT (c+)(X, Y ). Let (ξ, γ , j) ∈ X \ {∞} and V be an open
set containing fα(ξ,γ , j) = p. If γ = α, then for all n such that j < n we have fα,n(ξ, γ , j) = p. If γ = α + l + 1 for some
l ∈ ω, then fα,n(ξ, γ , j) = p for all n such that l < n. If γ /∈ {α + l: l ∈ ω}, then fα,n(ξ, γ , j) = p for all n. It follows from the
previous three sentences that there is an N ∈ ω such that fα,k((ξ, γ , j)) = p ∈ V for all k N . Now, {(ξ, γ , j)} is open and
fα,k({(ξ, γ , j)}) = {p} ⊆ V for all k N . Let Z be an open set containing fα(∞) = Vα . Notice that fα,n(W {α}) ⊆ Vα ⊆ Z for
all n ∈ ω. Hence, ( fα,n)n∈ω converges to fα in CT (c+)(X,P+(Y )). So, fα ∈ clT (c+)(D) for every α ∈ λ.
Let G be the ﬁlter on { fα: α ∈ λ} generated by sets of the form Gα = { fγ : Vγ ⊆ Vα}. Let V be a neighborhood of p.
There is an α ∈ λ such that Vα ⊆ V . Now, fγ (X) ⊆ Vγ ⊆ Vα ⊆ V for every fγ ∈ Gα . So, the ﬁlter G c+-converges to p.
Hence, p ∈ clT (c+)(D). Thus, D is not T (c+)-closed.
Let g ∈ adh1c (D). By Lemma 24, there is an ultraﬁlter J on A such that g ∈ limc J .
Suppose J = ( fα,n) for some (α,n) ∈ λ × ω. Let x ∈ X and V be an open neighborhood of g(x). There is an open
neighborhood W of x such that fα,n(w) ∈ V for every w ∈ W . In particular, fα,n(x) ∈ V . Since V was arbitrary, g(x) ∈
cl({ fα,n(x)}). So, g ∈ ⇓ fα,n ⊆ D . Thus, limc J ⊆ D .
Suppose there is an α ∈ λ such that Aα ∈ J and J is a free ultraﬁlter. Let Z be an open neighborhood of g(∞). There
is a J ∈J and a neighborhood WH of ∞ such that f (x) ∈ Z for every f ∈ J and x ∈ WH . Since J is free, Aα ∩ J is inﬁnite.
So, there is an n ∈ ω such that fα,n ∈ J and α + n + 1 /∈ H . It follows that, Vα ⊆ fα,n(WH ) ⊆ Z . Since Z was arbitrary,
g(∞) ∈ cl({v}) for every v ∈ Vα . Since g(∞) is a -lower bound of Vα , g(∞) /∈ U .
Suppose that Aα /∈ J for every α ∈ λ and J is a free ultraﬁlter. Let Z be an open neighborhood of g(∞). There is a
J ∈J and a neighborhood WH of ∞ such that f (x) ∈ Z for every f ∈ J and x ∈ WH . Since J is an ultraﬁlter, ⋃α∈H Aα /∈J .
Pick fβ,n ∈ J \ (⋃α∈H Aα). Since κ ×{β}×ω ⊆ WH , it follows that, q ∈ fβ,n(WH ) ⊆ Z . Since Z was arbitrary, g(∞) ∈ cl({q}).
Since g(∞) is a -lower bound of q and q /∈ U , g(∞) /∈ U .
By the previous four paragraphs, g(∞) /∈ U for all g ∈ adh1c (D) \ D . It now follows from a straightforward transﬁnite
induction argument that g(∞) /∈ U for all g ∈ clT (c)(D) \ D . Thus, p /∈ clT (c)(D). 
Lemma 27. Let Y be a topological space. If Y is not infable, then there is a T1-space X such that CT (c+)(X, Y ) = CT (c)(X, Y ).
Proof. Suppose Y is not infable. By Lemma 25, we may assume that ⊥Y = ∅. There is a nonempty P ⊆ Y such that ⇓P
is not both nonempty and almost directed. Since ∅ = ⊥Y ⊆ ⇓P , we have that P is not almost directed. Let a,b ∈ ⇓P
witness that ⇓P is not almost directed. In particular, there exist a0  a and b0  b such that {a0,b0} is not bounded above
by any lower bound of P . Notice ⊥Y ∩ P = ∅, otherwise ⇓P = ⊥Y , in which case ⇓P would be almost directed. Let κ be
the cardinality of P and {pα: α ∈ κ} be an enumeration of P .
Let A1 = {(2−k,2−n): k,n ∈ ω} ∪ {(2n+1,2−m): m,n ∈ ω} and A2 = {(2−k,0): k ∈ ω}. Let ∞1 and ∞2 be two points that
are not elements of R2. Let X = (A1 × κ) ∪ A2 ∪ {∞1,∞2}.
Topologize X \ {∞1,∞2} by letting τ1 be the coarsest topology on X \ {∞1,∞2} such that every point of A1 × κ is
isolated and ((U ∩ A1) × κ) ∪ (A2 ∩ U ) ∈ τ1 for every U open in the usual topology of R2. For each h : ω → ω and n ∈ ω
let V nh = ((
⋃{{(2l+1,2−k), (2−l,2−k)}: n l and h(l) k}) × κ) ∪ {(2−l,0): n l}. Let τ be the coarsest topology on X such
that τ1 ⊆ τ and {∞i} ∪ V nh is open for all i ∈ {1,2}, n ∈ ω, and h ∈ ω → ω.
Fix d ∈ ⊥Y . Deﬁne f kn : X → Y by
f kn (x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
d if x= ((2k+1,2−l), ξ) and n l,
pξ if x= ((2−k,2−n), ξ),
a if x= ∞1,
b if x= ∞2,
p0 otherwise.
Notice that f kn is continuous for every n,k ∈ ω. Let Nk = { f kn : n ∈ ω} for each k ∈ ω and let N =
⋃
k∈ω Nk . Let M =
⋃
n,k∈ω ⇓
f kn . Clearly, M is a down-set and N generates M .
Let f k : X →P+(Y ) be deﬁned by
f k(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P if x= (2−k,0),
a if x= ∞1,
b if x= ∞2,
p0 otherwise.
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k ∈ ω.
Deﬁne f : X → Y by
f (x) =
⎧⎨
⎩
a if x= ∞1,
b if x= ∞2,
p0 otherwise.
Notice that f ∈ C(X, Y ) and the sequence ( f k)k∈ω c+-converges to f . Thus, f ∈ clT (c+)(M). Since d ∈ f kn (X) for every n,k ∈ ω
and p0 /∈ ⊥Y = ⇓d, f /∈ M . In particular, M is not closed in CT (c+)(X, Y ).
Given h ∈ C(X, Y ) we say that h is admissible provided that for every z1, z2 such that z1  h(∞1) and z2  h(∞2) there is
a w such that z1, z2  w and w is a lower bound for P . Notice that f is not admissible.
Suppose h ∈ adh1c (M). By Lemma 24, there is an ultraﬁlter U on N such that h ∈ limc U .
Suppose U = ( f kn ) for some n,k ∈ ω. Suppose g ∈ limc U . Let x ∈ X and V be an open neighborhood of g(x). There
is an open neighborhood W of x such that f kn (w) ∈ V for every w ∈ W . In particular, f kn (x) ∈ V . Since V was arbitrary,
g(x) ∈ cl({ f kn (x)}). So, g ∈ ⇓ f kn ⊆ M . Thus, h ∈ limc U ⊆ M .
Assume that Nk ∈ U for some k ∈ ω and that U is a free ultraﬁlter. Let V be an open neighborhood of h(2−k,0).
There is a U ∈ U and an open neighborhood W of (2−k,0) such that u(x) ∈ V for every x ∈ W and u ∈ U . Since U is
free, there is an inﬁnite H ⊆ ω such that f kn ∈ U for all n ∈ H . Pick n ∈ H large enough that {(2−k,2−n)} × κ ⊆ W . Now,
P ⊆ f kn (W ) ⊆ V . Since V was arbitrary, h(2−k,0) ∈ cl({y}) for every y ∈ P . So, h(2−k,0) is a lower bound of P with respect
to the specialization relation of Y .
Assume that Nk /∈ U for every k ∈ ω and that U is a free ultraﬁlter. Let V1 be an open neighborhood of h(∞1). There is
a U1 ∈ U and an open neighborhood W1 of ∞1 such that u(x) ∈ V1 for every x ∈ W1 and u ∈ U1. There is a K ∈ ω and an
h : ω → ω such that {(2l+1,2−k): K  l and h(l) k} × κ ⊆ W1. There is an l  K such that U1 ∩ Nl = ∅. Let f ln ∈ Nk ∩ Ul .
Now, d ∈ f ln(W1) ⊆ V1. Since d ∈ ⊥Y , Y ⊆ V1. Since V1 was arbitrary, h(∞1) ∈ ⊥Y . Similarly, h(∞2) ∈ ⊥Y . In particular, h is
admissible.
By the previous two paragraphs, we have that if h ∈ adh1c (M) \ M , then either there is a k ∈ ω such that h(2−k,0) is a
lower bound of P or h is admissible. Suppose α > 1 is an ordinal and we have shown that if h ∈ adhβc (M) \ M and β < α,
then either there is a k ∈ ω such that h(2−k,0) is a lower bound of P or h is admissible. Let g ∈ adhαc (M) \ M . Let U be an
ultraﬁlter on
⋃
β<α adh
β
c (M) such that g ∈ limc U .
If M ∈ U , then g ∈ adh1c (M), in which case, either there is a k ∈ ω such that h(2−k,0) is a lower bound of P or h is
admissible. So, we may assume that M /∈ U .
Assume that {h: h is admissible} ∈ U . Let z1  g(∞1) and z2  g(∞2). There are open neighborhoods Z1 and Z2 of
g(∞1) and g(∞2), respectively, such that z1 ∈⋂t∈Z1 cl({t}) and z2 ∈⋂t∈Z2 cl({t}). There exist neighborhoods V1 and V2
of ∞1 and ∞2, respectively, and a U ∈ U such that for every h ∈ U we have h(V1) ⊆ Z1 and h(V2) ⊆ Z2. Let h ∈ U . Since
h(∞1) ∈ Z1 and h(∞2) ∈ Z2, z1  h(∞1) and z2  h(∞2). Since h is admissible, there is a w such that z1, z2  w and w is
a lower bound of P . Thus, g is admissible. So, we may assume that {h: h is admissible} /∈ U .
For each k ∈ ω let Ak = {h: h(2−k,0) is a lower bound of P }. Assume that Ak ∈ U for some k ∈ ω. Clearly, g(2−k,0) is a
lower bound of P . So, we may assume that Ak /∈ U for every k ∈ ω.
Since {h: h is admissible},M /∈ U , there is a U0 ∈ U such that U0 ∩ (M ∪ {h: h is admissible}) = ∅. So, U0 ⊆⋃k∈ω Ak , by
inductive hypothesis. Let U ∈ U . Since Ak /∈ U for every k ∈ ω and U is an ultraﬁlter, U ∩ Ak = ∅ for inﬁnitely many k ∈ ω.
Thus, for every U ∈ U we have U ∩ Ak = ∅ for inﬁnitely many k.
Let z1  g(∞1) and z2  g(∞2), respectively. There are open neighborhoods S1 and S2 of g(∞1) and g(∞2), respectively,
such that z1 ∈⋂t∈S1 cl({t}) and z2 ∈⋂t∈S2 cl({t}). There is a U ∈ U and open neighborhoods W1 and W2 of ∞1 and ∞2,
respectively, such that h(x) ∈ S1 ∩ S2 for every x ∈ W1 ∩ W2 and h ∈ U . There is a K ∈ ω and a j : ω → ω such that
V Kj ⊆ W1 ∩ W2. There is a k  K such that U ∩ Ak = ∅. Let h ∈ Ak ∩ U . Now, h(2−k,0) ∈ h(W1 ∩ W2) ⊆ S1 ∩ S2. Now,
z1, z2  h(2−k,0) and h(2−k,0) is a lower bound for P . So, g is admissible. Thus, if g ∈ adhαc (M) \ M , then either there is a
k ∈ ω such that g(2−k,0) is a lower bound of P or g is admissible.
By induction, if h ∈ clT (c)(M) either h ∈ M or there is a k ∈ ω such that h(2−k,0) is a lower bound of P or h is admissible.
We have already observed that f is not admissible and f /∈ M . Since h(2−k,0) = p0 for every k ∈ ω, to show that f /∈
clT (c)(M), it is enough to show that p0 is not a lower bound of P . Since a0  a  p0 and b0  b  p0, p0 is an upper
bound of {a0,b0}. So, p0 is not a lower bound of P by our choice of a and b. Thus, f /∈ clT (c)(M). Therefore, CT (c+)(X, Y ) =
CT (c)(X, Y ). 
Lemma 27 and Lemma 26 yield that (a) implies (b).
11. Proof of (b)⇒ (c)
A key tool for this section will be the round ideal completion, which we now describe. Let X be a set and ≺ be a
transitive relation on X . We say A ⊆ X is a round ideal provided that A is directed and a down-set. For each x ∈ X let
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ordered by ⊆.
If ≺ is transitive and has the property that for any ﬁnite M ⊆ X and x ∈ X such that m ≺ x for every m ∈ M there is a
y ∈ X such that m ≺ y ≺ x for every m ∈ M , then we say (X,≺) is a abstract basis.
Proposition 28. ([1, Proposition 2.2.22]) Let (X,≺) be an abstract basis. I(X) is a continuous DCPO and {i(x): x ∈ X} is an order basis
for I(X).
Proposition 29. ([1, Proposition 2.2.25]) Let (X,) be a continuous DCPO with way below relation . If B is an order basis for X ,
then the round ideal completion of (B,) is order isomorphic to X.
For the rest of this section we let Y be a continuous topological space with specialization relation  and topological way
below relation .
Lemma 30. (Y ,) is an abstract basis.
Proof. Let x  y and y  z. There is an open neighborhood U of z such that y ∈⋂u∈U cl({u}). Since x  y, x ∈ cl({y}). So, for
every u ∈ U we have x ∈ cl({y}) ⊆ cl(cl({u})) = cl({u}). Hence, x  z. Thus,  is transitive.
Let M ⊆ Y be ﬁnite and y ∈ Y be such that m  y for every m ∈ M . For each m ∈ M there is an open neighborhood Um of
y such that m ∈⋂u∈Um cl({u}). Let U =⋂m∈M Um . Since y ∈ cl(⇓ y), there is a w ∈ U such that w  y. By our choice of U ,
we also have that m ∈⋂u∈U cl({u}) for every m ∈ M . So, m  w  y for every m ∈ M . 
Let I(Y ) be the round ideal completion of Y with respect to . Let i : Y → I(Y ) be the function that associates to each
y ∈ Y the round ideal i(y) = {z ∈ Y : z  y}. By Proposition 28, I(Y ) is a continuous DCPO with base i(Y ) = {i(y): y ∈ Y }.
Let  denote the way below relation on I(Y ).
Lemma 31. Let z, y,w ∈ Y .
(a) If z y  w, then z  w.
(b) If z  y  w, then z  w.
Proof. Let z,w, y ∈ Y and z  y  w . There is an open neighborhood U of w such that y ∈⋂x∈U cl({x}). Since z  y and
y  x for every x ∈ U and  is transitive, it follows that z ∈⋂x∈U cl({x}). So, z  w .
Let z,w, y ∈ Y and z  y  w . There is an open neighborhood U of y such that z ∈⋂x∈U cl({x}). Since y  w , U is an
open neighborhood of w . Thus, z  w . 
Lemma 32. If Y is infable, then I(Y ) is a continuous bounded complete DCPO.
Proof. By Proposition 28, I(Y ) is a continuous DCPO with order base i(Y ).
Let B ⊆ I(Y ) be nonempty. Let O be the collection of all Scott open O ⊆ I(Y ) such that B ⊆ O . For every O ∈ O let
BO = {y ∈ Y : i(y) ∈ O } and TO be the set of all y ∈ Y such that there exists a w ∈ ⇓BO such that y  w .
Let O ∈O. Since i(Y ) is a base for I(Y ), BO = ∅. Since BO = ∅ and Y is infable, ⇓BO = ∅ and ⇓BO is almost directed.
Since Y is a continuous topological space and ⇓BO = ∅, TO = ∅. Clearly, TO is a down-set. We claim that TO is -directed.
Let x, y ∈ TO . There exist x1, y1 ∈ ⇓BO such that x  x1 and y  y1. Since (Y ,) is an abstract basis, there exist x2, y2 such
that x  x2  x1 and y  y2  y1. Since ⇓BO is almost directed, there is a z2 ∈ ⇓BO such that x2, y2  z2. Now, x, y  z2.
Since (Y ,) is an abstract basis, there is a z such that x, y  z  z2. Now, z ∈ TO and x, y  z. Thus, TO is -directed. Since
TO is a nonempty, -directed, down-set, we have TO ∈ I(Y ).
Let O 1, O 2 ∈O. Clearly, O 1∩O 2 ∈O. Let z ∈ TO 1 . There is a z1 ∈ ⇓BO 1 such that z z1. Let v ∈ BO 1∩O 2 . Since i(v) ∈ O 1,
z1  v . So, z1 ∈ ⇓BO 1∩O 2 . Since z  z1, z ∈ TO 1∩O 2 . Hence, TO 1 ⊆ TO 1∩O 2 . Similarly, TO 2 ⊆ TO 1∩O 2 . Thus, {TO : O ∈ O} is
directed in I(X). In particular,
∨
O∈O TO exists.
Let b ∈ B and O ∈O. Let x0 ∈ TO . There is an x ∈ ⇓BO such that x0  x. Since {i(y): y ∈ Y } is a base for I(Y ), there is
a y ∈ Y such that i(y) ∈ O and i(y)  b. Since i(y) ∈ O , x y. So, i(x) ⊆ i(y). Since x0  x, x0 ∈ i(x) ⊆ i(y) ⊆ b. So, TO ⊆ b.
Thus,
∨
O∈O TO is a lower bound for B . Suppose Q is a lower bound for B . Let s ∈ Y be such that i(s)  Q . Let O be the
collection of all Z ∈ I(Y ) such that i(s)  Z . Notice that O ∈O. So, TO ⊆∨O∈O TO . Let v ∈ i(s). Since v  s, there is a u such
that v  u  s. Let w ∈ BO . Since i(w) ∈ O , i(s)  i(w). Since u ∈ i(s)  i(w), u  w . Hence, u ∈ ⇓BO . Since v  u, v ∈ TO .
Thus, i(s) ⊆ TO . We now have i(s) ⊆∨O∈O TO . Since i(Y ) is a basis for I(Y ), Q ⊆∨O∈O TO . Hence, ∨O∈O TO =∧ B . 
Since I(Y ) is a continuous bounded complete DCPO, it is enough to show that the T0-reﬂection of Y is homeomorphic
to i(Y ) with the subspace topology from I(Y ) with the Scott topology.
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(a) y  w if and only if i(y) ⊆ i(w).
(b) y  w if and only if i(y)  i(w).
Proof. Suppose y  w . For every z  y we have z  w , by Lemma 31(b). So, i(y) ⊆ i(w).
Suppose i(y) ⊆ i(w). Let U be an open neighborhood of y. There is a z ∈ U such that z  y. Since i(y) ⊆ i(w), z  w .
Since z  w and z ∈ U , w ∈ U . Thus, y  w .
Suppose y  w . Let E be a directed set on I(Y ) and i(w) ⊆∨E . Using the directedness of E , it is easy to show that∨E =⋃E . Since y ∈ i(w) ⊆∨E =⋃E , y ∈⋃E . Let E ∈ E be such that y ∈ E . Since y ∈ E , i(y) ⊆ E . Thus, i(y)  i(w).
Suppose i(y)  i(w). Let S = {i(z): z  w}. Suppose i(z) ∈ S . Since z  w , i(z) ⊆ i(w). So, i(w) is an upper bound of S .
Suppose E ∈ I(Y ) is an upper bound of S . Let z  w . Since (Y ,) is an abstract basis, there is a v ∈ Y such that z  v  w .
Now, z ∈ i(v) ⊆ E . So, i(w) ⊆ E . Hence, i(w) =∨ S . Since (Y ,) is an abstract basis, S is directed. So, there is a u ∈ S such
that i(y) ⊆ u. Let t  w be such that i(t) = u. Now, y  t  w . Thus, y  w . 
Lemma 34. The T0-reﬂection of Y is homeomorphic to i(Y ).
Proof. Let π : Y → Y ∗ be the natural projection of Y onto the T0-reﬂection of Y . Deﬁne θ : Y ∗ → i(Y ) by θ(π(y)) = i(y).
We show that θ is well deﬁned and one-to-one. Suppose π(w) = π(z). Let v ∈ i(w). Since v  w  z, v ∈ i(z). So,
i(w) ⊆ i(z) and, by a similar argument i(z) ⊆ i(w). Thus, θ(π(w)) = i(w) = i(z) = θ(π(z)) and θ is well deﬁned. Suppose
i(z) = i(w). Let U be an open neighborhood of z. Since z ∈ cl(⇓z), there is a v ∈ U such that v  z. Since i(z) = i(w),
v ∈ i(w). So, v ∈ cl({w}). So, w ∈ U . Hence, z ∈ cl({w}). By a similar argument, w ∈ cl({z}). So, π(z) = π(w). Thus, θ is
one-to-one.
Suppose U ⊆ Y ∗ is open. Let i(y) ∈ i(Y )∩ θ(U ). Since θ is one-to-one, π(y) ∈ U . Since π is continuous, π−1(U ) is open.
Since y ∈ π−1(U ) and y ∈ cl(⇓ y), there is a v ∈ π−1(U ) such that v  y. By Lemma 33, y ∈ ⇑i(v). Notice that ⇑i(v) is
a Scott open set in I(Y ). Suppose i(t) ∈ i(Y ) ∩ ⇑i(v). Since i(v)  i(t), v  t , by Lemma 33. In particular, v ∈ cl({t}). Since
v ∈ π−1(U ), t ∈ π−1(U ). So, π(t) ∈ U . Now, i(t) = θ(π(t)) ⊆ θ(U ). Hence, i(y) ∈ i(Y ) ∩ ⇑i(v) ⊆ θ(U ). So, θ(U ) is open in
i(Y ). Thus, θ is an open function.
Suppose U ⊆ i(Y ) is open. Let π(y) ∈ θ−1(U ). Let V ⊆ I(Y ) be a Scott open set such that V ∩ i(Y ) = U . Since i(y) ∈ V and
i(Y ) is a basis for I(Y ), there is a w ∈ Y such that i(w)  i(y) and i(w) ∈ V . Since i(w) ∈ V , ⇑i(w) ⊆ V . In particular,
i(Y ) ∩ ⇑i(w) ⊆ U . By Lemma 33, y ∈ i−1(⇑i(w)) = ⇑w . It is clear from the deﬁnition of  that ⇑w is open. By
Proposition 2, π(⇑w) is open in Y ∗ . By the deﬁnition of θ , we have π(⇑w) = θ−1(⇑i(w)). So, π(y) ∈ π(⇑w) ⊆
θ−1(U ). Hence, θ−1(U ) is open. Thus, θ is continuous.
Therefore, θ is a homeomorphism. 
12. Proof of (c)⇒ (d)
Let Y be a topological space such that the T0-reﬂection of Y is an order base for a bounded complete continuous
DCPO R . We let  stand for the partial order on R and  stand for the corresponding way below relation. We will assume
throughout this section that Y ∗ has the subspace topology inherited from the Scott topology on R . We will assume that
all inﬁma and suprema are taken in R . Since Y ∗ is a base for R , Y ∗ has a smallest element ⊥ which is also the smallest
element of R .
Let X be a ﬁxed space. Given f , g ∈ C(X, Y ∗) we write f  g provided that f (x) g(x) for every x ∈ X .
We say h ∈ C(X, Y ∗) is an approximator provided that there is an open U ⊆ X and a t ∈ Y ∗ such that
h(w) =
{⊥ if w /∈ U ,
t if w ∈ U .
Let A ⊆ C(X, Y ∗). Since c+|C(X, Y ∗) = c, C(X, Y ∗) ∩ adh1c+ (A) ⊆ clT (c)(A). Suppose 1 < α and we have shown that
C(X, Y ∗) ∩ adhβc+ (A) ⊆ clT (c)(A) for every β < α.
Let f ∈ C(X, Y ∗) ∩ adhαc+ (A). Let G be a ﬁlter on
⋃
β<α adh
β
c+ (A) such that limc+ G = f . Let M be the collection of all
approximators
h(w) =
{⊥ if w /∈ U ,
t if w ∈ U
such that there is a G ∈ G such that t ∧g∈G∧ g(U ). Notice that M = ∅ since the function deﬁned by h(x) = ⊥ for every
x ∈ X is in M . For each ﬁnite nonempty H ⊆ M let J H = clT (c)(A)∩ ⇑H . Let J = { J H : H ⊆ M is ﬁnite and nonempty}.
Claim 1. J is a ﬁlter base.
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nonempty. For each h ∈ H let th ∈ Y ∗ and Uh open in X be such that
h(w) =
{⊥ if w /∈ Uh
th if w ∈ Uh.
For each h ∈ H there is a Gh ∈ G such that th ∧g∈Gh ∧ g(Uh). Let G =⋂h∈H Gh .
Let M = {Uh: h ∈ H} ∪ {X}. For each x ∈ X let Sx be the set of all U ∈ M such that x ∈ U . For each x ∈ X deﬁne
Px =⋂Sx . Notice that Px is an open neighborhood of x.
We claim that, if w ∈ Px , then Pw ⊆ Px . Let w ∈ Px . Let U ∈ Sx . Since w ∈ Px =⋂Sx ⊆ U , w ∈ U . So, Sx ⊆ Sw . So,⋂Sw ⊆⋂Sx . Thus, Pw ⊆ Px .
For each 1 i  card(M) let Li = {x: card(Sx) = i}. For every x ∈ L1, we deﬁne m(x) = ⊥.
Assume 1< i and we have deﬁned a function m :⋃i−1j=1 L j → Y ∗ so that the following conditions hold:
(1) h(x)m(x) ∧g∈G∧ g(Px) for every x ∈⋃i−1j=1 L j and h ∈ H ;
(2) m(
⋃i−1
j=1 L j) is ﬁnite;
(3) if s j < i and w ∈ Ls and x ∈ L j ∩ Pw , then m(w)m(x).
We now show to extend m to
⋃i
j=1 L j so that conditions (1), (2), and (3) are preserved. Notice that the collection
T = {Li ∩ Px: x ∈ Li} is a partition of Li .
Let T ∈ T and ﬁx xT ∈ T . Deﬁne ZT = {w ∈ X: PxT  Pw}. For each w ∈ ZT and U ∈ Sw we have xT ∈ U . So, card(Sw) < i
for each w ∈ ZT . Hence, ZT ⊆⋃i−1j=1 L j . By (1), for every w ∈ ZT and h ∈ H we have h(w)m(w) ∧g∈G∧ g(Pw). Since∧
g∈G
∧
g(Pw)
∧
g∈G
∧
g(PxT ) for every w ∈ ZT , we have h(w)m(w) 
∧
g∈G
∧
g(PxT ) for every h ∈ H and w ∈ ZT .
By (2), m(ZT ) is ﬁnite. There is, by interpolation in R , a vT1 ∈ R such that m(w) vT1 
∧
g∈G
∧
g(PxT ) for every w ∈ ZT .
Fix h such that Uh ∈ SxT . Now, h(xT ) = th 
∧
g∈Gh
∧
g(Uh) 
∧
g∈G
∧
g(PxT ). So, again using interpolation, there is a
vT2 ∈ R such that vT1 ∪ {th: Uh ∈ SxT } ⊆ ⇓vT2 and vT2 
∧
g∈G
∧
g(PxT ). Since Y
∗ is a base for R , there is a vT ∈ Y ∗ such
that vT2  vT 
∧
g∈G
∧
g(PxT ). So, h(xT ) vT 
∧
g∈G
∧
g(PxT ).
Extend m to
⋃
ji L j so that for every T ∈ T we have m(T ) = {vT }. Now, m is deﬁned on
⋃
ji L j . Let z ∈ Li and h ∈ H
be arbitrary. There is a T ∈ T such that z ∈ Li ∩ PxT . Notice that Sz = SxT . Now, h(z) = h(xT )  vT 
∧
g∈G
∧
g(PxT ) =∧
g∈G
∧
g(Pz). Thus, h(z) m(z) ∧g∈G∧ g(Pz) for all h ∈ H . So, (1) is satisﬁed. Since T is ﬁnite, m(⋃ ji L j) is ﬁnite.
So, (2) is satisﬁed.
We verify (3). By the inductive assumption, we need only consider the case s i < i+1. Assume w ∈ Ls and x ∈ Li ∩ Pw .
Let T = Li ∩ Px . Suppose s = i. In this case, w, x ∈ Li ∩ Pw , which implies that m(w) = m(x). Suppose s < i. In this case,
w ∈ ZT . So, m(w) vT =m(x). So, we have (3).
Since the collection M is ﬁnite we will, after ﬁnitely many steps, have deﬁned m on all of X . By (1), we have h m
for all h ∈ H . We check that m is continuous. Let w ∈ X and F be a ﬁlter on X such that limF = w . Let Z be an open
neighborhood of m(w). Let i be such that w ∈ Li . There is an F ∈F such that F ⊆ Pw . Let x ∈ F and j be such that x ∈ L j .
Since x ∈ Pw , i  j. So, by (3), m(w)  m(x). So, m(x) ∈ Z . So, m(F ) ⊆ Z . Hence, m is continuous. By (1), m(x)  g(x)
for every g ∈ G and x ∈ X . Since ∅ = G ⊆ ⋃β<α adhβc+ (A), m  g0 for some g0 ∈ ⋃β<α adhβc+ (A). Let β0 < α be such
that g0 ∈ adhβ0c+ (A). Let K be a ﬁlter on
⋃
ξ<β0
adhξc+ (A) such that g0 ∈ limc+ K. Since m  g0, we have m ∈ limc+ K. So,
m ∈ adhβ0c+ (A)∩ C(X, Y ∗) ⊆ clT (c)(A). Thus, J H = ∅. So we have the claim.
We now show that limc J = f . Let x ∈ X and V be a neighborhood of f (x). Pick tx ∈ V such that tx  f (x). By inter-
polation, there exist t, t1 ∈ Y ∗ such that tx  t  t1  f (x). Since f ∈ limc+ G , there is a G ∈ G and a neighborhood U of x
such that g(u) ⊆ ⇑t1 for all g ∈ G and u ∈ U . So, t  t1 
∧
g∈G
∧
g(U ). Deﬁne
h(z) =
{⊥ if z /∈ U ,
t if z ∈ U .
Now, h ∈ M and tx  j(u) for every u ∈ U and j ∈ J {h} . So, limc J = f . Since J is a ﬁlter on clT (c)(A), f ∈ clT (c)(A). So,
adhαc+ (A) ∩ C(X, Y ∗) ⊆ clT (c)(A), completing the inductive step.
Thus, C(X, Y ∗) ∩ clT (c+)(A) = clT (c)(A). Therefore, CT (c+)(X, Y ∗) = CT (c)(X, Y ∗). 
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