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SUMMARY
The problem of dynamic autonomous agent placement for tracking moving targets
arises in many real-life applications from the civil as well as the military domains, such as
rescue operations, security, surveillance, and reconnaissance. The objective of this doctoral
thesis is to develop a distributed hierarchical approach to address this problem. After the
approach is developed, it is tested on a number of urban surveillance scenarios.
This thesis classifies existing approaches according to a number of independent criteria.
The work presented here belongs to the most general class based on each classification
criterion. Some of the current state of the art approaches assume some knowledge of target
behaviors in the form of a model while others are non-model-based. A number of them
couple the agent placement with motion planning, and others employ a game-theoretic
framework to reason about agent placement for tracking non-cooperating targets. None
of the available methods integrates non-model-based and model-based tools along with an
online model building process, as suggested in this thesis.
The proposed distributed approach views the placement problem as a multi-tiered archi-
tecture entailing modules for low-level sensor data preprocessing and fusion, decentralized
decision support, knowledge building, and centralized decision support. This thesis focuses
upon the modules of decentralized decision support and knowledge building. The decen-
tralized decision support module requires a great deal of coordination among agents to
achieve the mission objectives. The module entails two classes of distributed algorithms:
non-model-based algorithms and model-based algorithms. The first class is used when no
target motion model is available. Thus, it is used as a place holder while a model is built to
describe agents’ knowledge about target behaviors. After the model is built and evaluated,
agents switch to the model-based algorithms to make better placement decisions using the
model.
To apply the approach to urban environments, urban terrain zones are classified, and
xii
the problem is mathematically formulated for two different types of urban terrain, namely
low-rise, widely spaced and high-rise, closely spaced zones. An instance of each class of algo-
rithms is developed for each of the two types of urban terrain. The algorithms are designed
to run in a distributed fashion to address scalability and fault tolerance issues. The class
of model-based algorithms includes a distributed model-based algorithm for dealing with
evasive targets. The algorithm is designed to improve its performance over time as it learns
from past experience how to deal with evasive targets. Apart from the algorithms, a model
estimation module is developed to build motion models online from sensor observations.
The approach is evaluated through a set of simulation experiments inspired from real-
life scenarios. Experimental results reveal the superiority of the developed algorithms over
existing ones and the applicability of the online model-building method. Therefore, it is
concluded that the overall distributed approach is capable of handling agent placement for
surveillance applications in urban environments among other applications.
Thus, the main contributions of this doctoral thesis can be summarized as follows:
• a distributed hierarchical approach to the agent placement problem that is applicable
to a wide variety of target tracking applications.
• a study of how to apply the approach to low-rise, widely spaced and high-rise, closely
spaced urban terrain zones.
• a parsimonious target motion model that captures both the random nature and the
dynamics of target behaviors.
• a number of distributed agent placement algorithms for the two types of urban terrain.
• an intelligent algorithm that learns how to deal with evasive targets.





This chapter discusses the motivation for studying the problem of interest to this doctoral
thesis and provides some background material. Then, it shows how the rest of the thesis is
organized.
1.1 Motivation
An important issue that arises in the automation of many security, surveillance, and re-
connaissance tasks is that of observing the movements of targets navigating in a bounded
area of interest [31] [33]. Automation is necessary for two main reasons. The first main
reason is that, as the complexity of the problem (in terms of the number of targets, the
degree of target evasiveness, the size of the region of interest, etc.) increases, placing/re-
placing agents1 in an ad-hoc manner is highly expected to result in poor coverage. In such
situations, more sophisticated methods are to be used to achieve acceptable coverage. The
second main reason is that, in dangerous missions, it is desirable to keep the human factor
out of the picture to avoid the loss of human life. For example, monitoring a hazardous spot
following a nuclear disaster is better done with unmanned agents so as to avoid the risk of
exposing human beings to harmful radiations. Another example is military reconnaissance
over hostility regions where it is highly probable to lose one or more reconnaissance agents
during the mission; using unmanned agents again is a way to keep human lives out of harm’s
way.
The size of the region of interest, along with the sensing range of agents, plays an
important role in choosing the proper framework for the problem of interest. For small
regions, a single agent with an appropriate sensing range may be sufficient to observe all
1Throughout this thesis, the term “agent” is used to refer to a sensor that possesses some motion,
processing, and communication capabilities, such as a robot, an unmanned aerial/ground vehicle, etc.
1
of the moving targets. If the size of the region of interest increases, however, multiple
agents will be required to achieve reasonable coverage, especially since agents may only
have limited sensing ranges. A key issue that arises in this case is how to place the agents
over the region of interest. Fixed deployment can arguably be used in situations where
the region of interest is small enough that the number of available agents can achieve the
desired coverage or in situations where there is no limit on the number of agents to be used.
For economic reasons, however, the number of available agents may be limited, rendering
the fixed agent deployment approach infeasible for the problem under consideration. In
such cases, dynamic placement of a limited number of agents becomes an attractive option.
When sensors are mounted on mobile agents, the (dynamic coverage) problem is reduced to
one of agent positioning. Such a capability is of obvious use in the detection of unfriendly
targets (e.g., military operations), monitoring (e.g., security), or urban search and rescue
(USAR) in the aftermath of a natural or man-made disaster (e.g., building rubble due to
an earthquake or other causes) [7].
1.2 Agent Placement versus Target Tracking
The term target tracking is often used to refer to the task of finding/estimating the motion
parameters (mainly the location and direction) of a certain moving object in a time sequence
of measurements. This task is achievable as long as the target is within the sensor’s sensing
range. For example, in computer vision, target tracking can be defined as the task of finding
a moving object in a sequence of images. If it happens that the object keeps moving away
to the point it runs off the field of view of the camera, then the target tracking task will
fail to track the moving object until the object re-enters the camera’s field of view. To
address such problems, one can mount the camera on a moving platform such as a robot or
an unmanned vehicle. We call the new setup (the camera plus the robot or the unmanned
vehicle) an agent. Thus, we can start a second task, other than the target tracking task, to
move the camera accordingly to guarantee that the object stays in view. In more general
terms, the second task is responsible for (reactively or proactively) moving the agent to
guarantee that the moving object stays within the sensor’s sensing range. That second task
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is what we call the agent placement task. The so-called active sensing-based target tracking
forms the glue between the two tasks.
As we can see, the two terms, target tracking and agent placement, are closely related
to the point that some researchers may use them interchangeably. Nevertheless, this thesis
draws the distinction between the two tasks beforehand since the work presented in the
following chapters is primarily concerned with the task of agent placement. The task of
target tracking (as defined above) is beyond the scope of this thesis. Therefore, by using
the term agent placement for target tracking, we primarily refer to the agent placement task
that may be coupled with an existing target tracking task.
1.3 Surveillance for Urban Warfare
Although the approach proposed in this thesis is general enough that it can be coupled with a
wide variety of target tracking systems, surveillance applications emerging in urban warfare
is used as an example to evaluate the approach. The following subsections first address
where the work presented in this thesis may fit in the context of military operations. Then,
the main difficulties encountered in monitoring urban environments are briefly discussed.
1.3.1 Hierarchical Decomposition of Surveillance Missions
This thesis views a surveillance mission as a multi-tiered architecture entailing modules of
situation awareness, optimum (or near-optimum) agent deployment for maximum coverage,
and dynamic agent placement for observing moving targets (see Figure 1 for a schematic
representation). The agents are charged with the responsibility of conducting target surveil-
lance and reconnaissance by placing themselves optimally. They are capable of identifying
and tracking moving targets. Target classification and prioritization allow for critical targets
to be continually observed even with limited available resources.
The module of situation awareness is concerned with making use of the available infor-
mation to develop a comprehensive view of “what is going on” in an environment (especially
in a battle space). The module of situation awareness is used to make high-level decisions
based on prior knowledge, current data, and future predictions. When a decision is made to
perform a certain mission, relevant information is passed to the mission modules from the
3
Figure 1: Hierarchical decomposition of a military surveillance mission.
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situation awareness module. Thus, in the case of surveillance missions, information about
routes, target priorities, possible current and future target locations, etc. is passed to the
surveillance mission modules. For a surveillance mission, two tasks are to be performed as
viewed by this thesis. The first task is concerned with initial agent deployment for maximum
coverage based on the information available from the situation awareness module, including
intelligence information about current and future target locations. In the absence of such
information, an alternative exploration task would be required to seek out targets, which is
outside the scope of this thesis; initial agent deployment is done in light of the information
provided by the situation awareness module. The second task is concerned with dynamic
agent re-planning based on the changes in target locations.
1.3.2 Surveillance in Urban Zones
According to a variety of hypotheses that have been posited, urban military operations will
become more frequent. Urban surveillance and reconnaissance tasks are more demanding
than those on most other types of terrain. This is mainly due to poor line of sight and intense
clutter, which make some sensor platforms of much less value in urban environments [38].
The line of sight problem arises as tall buildings tend to partially or fully occlude vision of
city roads, which may contain important targets. As a result, this can limit the effective
sensing range significantly. Ellefsen has developed an Urban Terrain Zone (UTZ) classifica-
tion system based on the physical characteristics and spatial patterns in different parts of
cities. Based on a detailed study of several cities from North America, Europe, the Middle
East, and Asia, Ellefsen [17] specified seven UTZ classes. We can roughly collapse the seven
classes into four classes (see Figure 2):
• high-rise, closely spaced,
• high-rise, widely spaced,
• low-rise, closely spaced, and
• low-rise, widely spaced.
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Each class usually represents certain parts of the city, e.g., residential areas, business areas,
etc. Figure 3 shows examples of two different UTZ categories.
Figure 2: Classification of urban terrain zones.
When performing aerial surveillance on urban streets, line of sight occlusion does not
cause a significant problem for areas occupied by widely spaced low buildings, which typ-
ically form about 76% of the city (Figure 2). Therefore, the surveillance problem can be
treated as a two-dimensional problem using aerial down-looking agents flying at a reason-
ably high altitude. In this case, buildings are expected to cause slight or zero occlusion.
However, the small percentage of the city area that contains high-rise buildings is indeed
of a great significance since those buildings are expected to contain most of the impor-
tant cultural, economic, and administrative structures of the city [38]. Performing aerial
street surveillance on such areas is not an easy task. Monitoring the vertical surfaces of
the buildings in addition to the streets may require employing several kinds of agents such
as mini-unmanned aerial vehicles (mini-UAVs) and unmanned ground vehicles (UGVs), in
addition to high altitude endurance UAVs.
1.4 Thesis Organization
The rest of the thesis is organized as follows: Chapter 2 provides a survey of the state of the
art in solving the problem of dynamic agent/sensor placement for surveillance applications
6
(a) Low-rise, widely spaced UTZ.
(b) High-rise, closely spaced UTZ.
Figure 3: Two example UTZs.
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and related problems. Chapter 3 provides the general statement of the dynamic agent
placement problem. In Chapter 4, the proposed distributed approach is outlined, and
the problem of interest is reformulated for surveillance applications in two different types
of urban terrain zones: low-rise, widely spaced and high-rise, closely spaced zones. The
following two chapters (Chapter 5 and Chapter 6) discuss the application of the approach
to each type. The chapters provide a number of algorithms to address each case. Chapter 7
contains the simulation-based experimental setup and the performance evaluation results.




STATE OF THE ART
This chapter is to mainly provide a survey of existing approaches to the agent placement
problem for tracking moving targets. The chapter starts by introducing a number of classi-
fications for the existing approaches, discussing each class at an abstract level, and showing
to which classes the proposed approach belongs. The classification is followed by a brief
discussion of the most related problems to the problem of interest to this thesis since some
of the existing approaches overlap with other problem areas. Finally, a survey of the most
relevant works is presented.
2.1 Classification of Existing Approaches
Several approaches have been devised by researchers to address the problem of interest to
this thesis. To better organize the survey and to show where the work presented in this
thesis fits in the state of the art, we classify the existing approaches according to different
independent criteria. Table 1 shows the taxonomy used to categorize existing approaches
to the problem under consideration.
Approaches can be classified according to how many agents and targets each approach
Table 1: Classification of existing approaches to the agent placement problem.
Classification Basis Classes









can handle. This criterion spawns four different categories (Table 1). The single-agent,
single-target case is probably the simplest among the four categories. Adding more targets
and agents is bound to increase the complexity of the problem by causing an exponential
blow up in the size of the state space and the action space, respectively. This concept is
widely known as the “curse of dimensionality” [9]. Alleviating the intractability associated
with the curse of dimensionality in a distributed setup, where agents can communicate with
one another, entails high degree of coordination among agents. The problem addressed in
this thesis falls in the multi-agent, multi-target category, which is the hardest and the most
general among the four categories.
Independently from the classification discussed in the previous paragraph, multi-agent
approaches can be classified as either centralized or distributed. The known superiority
of distributed approaches to centralized approaches is due to a number of reasons. When
the size of the problem of interest increases, scalability issues get raised; some approaches
are only meant for problems of a small size and would not work well for problems of larger
sizes. In these cases, distributed algorithms are known to scale better than centralized ones.
Agents can share the computational load and exploit parallelism to speed up the decision
making process. In some cases, the severity of the scalability problem can reach a point
where the centralized approach may fail to keep up with the size of the problem. A good
example for this is the problem of interest to this thesis. Consider a scenario where it is
required to perform a surveillance task over a huge metropolitan area that spans hundreds of
square miles using tens of agents. For example, assume that the scenario involves 80 agents,
each of which is loaded with only one type of sensors: a high-resolution vision camera.
Assume further that each camera delivers twenty 640×480 color frames every second. For a
strictly centralized approach where no processing (including data compression) is available

























which is a considerably high bandwidth by today’s standards, let alone the tremendous
computing power that would need to exist on a single processing node.
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Scalability is not the only advantage of distributed approaches. Fault tolerance is an-
other main concern especially in mission-critical systems. Centralized systems suffer from
an inherent problem for that matter as they possess a single point of failure, which is the
central agent where all the processing and decision making take place. Distributed sys-
tems, on the other hand, tackle this problem by eliminating this single point of failure and
distributing the decision making responsibility among a number of agents. A robust dis-
tributed approach would recover from individual agent failures easily and quickly. Thus,
the approach proposed in this thesis is a distributed approach for all the reasons described
above.
A different way to classify the agent placement strategies is based on the approach’s
predictiveness. A predictive approach would use the current observed target locations, a
history of target locations, and possibly a motion model to predict the future target locations
with some degree of uncertainty, whereas a non-predictive approach would assume that the
targets stay in their current observed locations at least until a short time before the next
measurement is taken. The advantage of predictive methods is that they can act proactively
to relocate the agents to account for target behaviors and increase the chance of achieving
better coverage. However, the model used for prediction should hold a reasonable degree
of accuracy, or else it may have a negative effect on the performance. The work presented
in this thesis combines both predictive as well as non-predictive schemes, along with online
model building, as will be discussed in detail in the following chapters.
2.2 Related Problems
The agent placement problem is related to a number of other problems such as the pursuit-
evasion problem from game theory [22], the grid coverage problem [18], the motion planning
problem [24], the art gallery problem [28], the vertex cover problem from graph theory [42],
and others. The following few paragraphs discuss some of those problems and shed light on
the salient distinctions between each problem and the problem under investigation in this
thesis.
The agent placement problem addressed in this thesis can be considered as some form of
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the pursuit-evasion problem, where pursuers correspond to agents, and evaders correspond
to targets. Pursuit-evasion games are problems of fundamental interest in many fields such
as computer science, operations research, game theory, and control theory. The goal of a
pursuit-evasion game is to find a strategy for a pursuer trying to catch an evader, which, in
turn, tries to avoid capture indefinitely [22]. This definition can obviously be extended to
multi-pursuer, multi-evader cases. Most pursuit-evasion games are designed to terminate
upon capturing the evader(s). An evader is said to be captured if a pursuer manages to
exist in the same location as the evader up to some spatial resolution. In our version of the
agent placement problem, on the other hand, no capture event is defined. Thus, agents are
required to constantly monitor targets, and the mission is assumed to continue indefinitely.
The goal of the agent placement problem then is to keep as many important targets as
possible in the agents’ field of view as long as possible.
Gage [18] divides the dynamic coverage problem into three groups of behaviors. First,
blanket coverage aims to achieve a static arrangement of agents to maximize the detection
rate of targets. Second, barrier coverage aims to achieve a static arrangement of agents with
the task of minimizing the probability of undetected target penetration through the barrier
(The barrier is formed by agents lined up according to a certain pattern). Finally, sweep
coverage represents moving barrier coverage or can be achieved using random uncoordinated
motion of agents as in [18]. According to Gage’s taxonomy of the coverage problem, the
problem of interest to this thesis falls under the blanket coverage category since the agents
are spread out over the region of interest without necessarily forming a barrier. However,
there is at least one fundamental difference between the solution proposed in this thesis
and Gage’s definition of blanket coverage. While blanket coverage aims to achieve a static
arrangement to maximize target detection rate, our agent placement problem does not seek
to achieve a static arrangement. The objective is to keep as many important targets as
possible in view by moving agents whenever needed.
The basic motion planning problem deals with finding a path or a sequence of locations
to guide a moving agent. The path is required to achieve some objective, such as avoiding
obstacles, minimizing the distance traveled by an agent, etc. Accordingly, the motion
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planning problem is a general problem that can address various application domains. If the
planning goal is set to maximizing the time during which some target is kept under agent
surveillance, the problem becomes of the same variety of problems considered in this thesis.
La Valle et al. [25] have addressed such problem for the single-agent, single-target case.
2.3 State of the Art
This section provides a brief survey of the most relevant past efforts that have addressed
the problem of dynamic agent placement for target tracking. We attempt to classify each
approach based on the taxonomy presented in Section 2.1. The relevance of each approach
to the problem under consideration is identified. Finally, pros and cons of each approach
are pointed out.
Parker et al. [31] [32] [34] have developed a number of approaches to the CMOMMT [31]
problem, which is one of the formally defined versions of the problem of interest to this
thesis. The approaches fall into the categories of multi-agent, multi-target, distributed, and
(mostly) non-predictive. Parker presented a hand-generated heuristic solution called A-
CMOMMT [31], in which local force vectors are used to direct moving agents with limited
sensing range in order to minimize the time targets escape surveillance by at least one
agent. The local force vectors are designed to attract an agent to the targets and repel
them away from other agents. The main advantages of this approach include simplicity
and scalability. It is also referred to as the “best-known human-designed policy” for the
CMOMMT problem [37]. Then, Parker introduced a lazy Q-learning approach [32] [34] that
contributed two main conclusions to the same problem. First, a dynamic deployment policy
with learning was confirmed to outperform a random policy, and more interestingly, some
user defined-policies. Second, because the proposed Q-learning approach did not take into
account the neighboring agents, a user-defined policy, such as A-CMOMMT, which takes
this information into account, is bound to exhibit better performance than the proposed
Q-learning approach [34]. In [31], the author combines the low-level local force vectors
approach with the higher-level information (the probability that a certain target actually
exists and the probability that no other agent is already observing a given target) using
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her previous effort, ALLIANCE [29] [30], to achieve better overall performance. Except for
some of the work presented in [31], the contributed approaches do not consider the high-
level information that the user may already have (e.g., intelligence information in a military
application). Including high-level information in designing an agent placement algorithm is
expected to significantly improve the algorithm performance. The collection of approaches
contributed by Parker et al. does not consider a target motion model for predicting future
target locations.
Vidal et al. [39] presented a probabilistic approach to pursuit-evasion games involving
UAVs and UGVs. They considered two computationally feasible greedy pursuit policies:
local-max and global-max. The pursuers chase the evaders while building a map in an
unknown environment. Since the authors considered a pursuit-evasion game, expected
capture time was used as the primary performance metric. The policies were implemented
on real pursuers and evaders. The work falls in the predictive, multi-agent, multi-target,
and distributed categories. The strength of the work is mainly due to the distributed nature
of the approach and the capability of predicting future target locations. The work presented
in this thesis mainly differs from Vidal’s in one aspect. As pointed out above, in this thesis,
the main objective is to keep targets under surveillance for as long as possible. No capture
event is defined, and it is assumed that the mission is not interested in capturing the targets.
Therefore, the game-theoretic framework used by Vidal would not be applicable in this case.
Batalin and Sukhatme [8] [7] have contributed a number of approaches to the dynamic
coverage problem. The approaches are classified as distributed, multi-agent, multi-target,
non-predictive approaches. In [8], they propose deploying a mobile sensor network by
dispersion and then applying local rules for sensor coverage maximization. The premise of
this algorithm is that in order to achieve good coverage as a team, agents must “spread
out” over the environment. If agents are to be placed too close to one another, their
fields of view will overlap, which will result in poor overall coverage. It is clear that this
approach resembles Parker’s A-CMOMMT, which uses local force vectors and thus has the
same main advantages and disadvantages as A-CMOMMT (i.e., it is simple and scalable
but does not take advantage of higher-level knowledge). Batalin and Sukhatme’s other
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approaches [7], on the other hand, assume that the coverage requirements are such that
every point in the environment should be covered with a certain frequency. The approaches
deploy static and mobile sensor networks and produce exploratory, patrol-like behavior.
Agents deploy communication beacons into the environment to mark previously visited
areas. These nodes act as local signposts for agents, which subsequently return to their
vicinity. By deploying such (stationary) nodes into the environment, agents can make local
decisions about their motion strategy. The main advantage of these approaches is that they
are designed under the fundamental constraint that global knowledge about the environment
(e.g., Global Positioning System or a map) is unavailable. In addition, the algorithms are
fully decentralized, making them fault tolerant. However, one can argue that incorporating
the constraint of global knowledge unavailability may not always be considered of high
significance, especially in military applications where agents are usually equipped with a
Global Positioning System device. As we can also see, the authors did not consider a motion
model for the targets, which will be shown later in this thesis to lead to better performance.
The author in [43] discusses the problem of deployment of distributed sensors in the
wireless ad hoc network domain mainly for data collection. The scheme can be classified as
a distributed, multi-agent, multi-target scheme. It may be classified as predictive although
the prediction technique used is simple: a random walk algorithm. The communication
ranges between the robots are assumed to be limited, and the environment is large enough so
that the network connectivity cannot be maintained at all times. A random-walk algorithm
is used to disperse the robot network into the environment to support communication. The
work reveals that, in mission scenarios that do not require data collection in real time and
where occasional data loss is acceptable, the proposed data collection mechanism is feasible,
robust, and economical in terms of the number of robots required. Although there is an
overlap between the work presented in [43] and the work introduced in this thesis, the focus
of the former is on maintaining communication paths between agents, not on maximizing
the coverage of targets over time. The conclusion of the work indicates that the feasibility
of the approach is questionable when considering a real-time application such as the one
under consideration in this thesis.
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La Valle et al. [25] introduced motion strategies for maintaining the visibility of mov-
ing targets. The strategies can be classified as centralized, single-agent, single-target, and
predictive. The sensing agent here is a robot with mounted vision cameras. Target mo-
tion is assumed to be fully or partially predictable. For the fully predictable targets, the
authors presented an algorithm that computes optimal numerical solutions using a dynamic-
programming framework. For the partially predictable targets, the authors presented two
online algorithms. The first algorithm adopts the strategy of maximizing the probability
that the target will remain in view in the subsequent time step while the other algorithm
adopts the strategy of maximizing the minimum time in which the target could escape the
visibility region. The main advantage of the approach taken in La Valle’s work is that it
considers a motion model for the target, which is used for prediction. However, the work
seems to be limited to the single-agent, single-target scenario. The complexity of the prob-
lem is bound to increase significantly when considering multi-observer, multi-target cases,
especially if the problem entails cooperation and coordination between observers to achieve
the global objective of the mission.
Cook et al. [14] [15] used a decision-theoretic approach to optimal agent placement,
which can be categorized as a distributed, multi-agent, multi-target, predictive approach.
Static and dynamic planning are done using multi-attribute utilities and decision theories.
The main goal is to maximize the value of information gained by sensors. Cooperation
between agents is used to balance the workload and increase the information gain. Sensor
planning is performed based on the trade-off between two conflicting attributes: maximiz-
ing the value of information acquired and minimizing the exposure to the enemy. The
observation point refinement algorithm generates a sorted list of observation point sets (ob-
servation point for each agent), where each set is rated by the utility measures. To choose
the selection points, the algorithm performs coarse sampling to the search space (which
could be an area, a path, etc.) for each agent. Then, “optimal” solutions are sought in the
vicinity of the most promising sampling points. Although the authors call their solution an
optimal solution, it is believed to be only suboptimal, since there is no guarantee for the
optimality of the decisions. The strength behind Cook’s approach is that it assumes some
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knowledge about target navigation with some degree of uncertainty. Among the drawbacks
of Cook’s approach, as understood from the articles [14] [15], is the expensive computational
complexity associated with calculating utility factors for several agents over a large area of
interest.
Isler et al. [21] studied the problem of capturing a single evader using one or more
pursuers moving on a graph. At each round, the evader tries to gather information about
the location of the pursuers but it can see them only if they are located on adjacent nodes.
It is shown that two pursuers suffice for catching an evader with such local visibility with
high probability. The authors distinguish between reactive evaders that move only when
a pursuer is visible and general evaders that can employ more sophisticated strategies.
The work presents polynomial time algorithms that decide whether a graph is pursuer-win,
that is, if a single pursuer can capture an evader of either kind on the graph. The work
belongs to the multi-agent, single-target, predictive category. Isler’s work differs from the
work presented in this thesis in two main aspects. First, this thesis considers multi-target
scenarios, whereas Isler’s work mainly addresses single-target cases. Second, Isler’s approach
is developed in a game-theoretic framework, where there is a capture event that ends the




The problem of dynamic agent placement for target tracking can be stated as:
Given a set of moving targets with different utility values and a set of agents with
limited sensing range in a bounded enclosed spatial region, how can the agents
be dynamically placed to maximize the time that important targets are under the
surveillance of at least one agent?
Figure 4: The W-CMOMMT problem.
There exists a number of efforts to formally describe the dynamic agent placement prob-
lem for target tracking. The choice is made to use a formulation of the variety of Weighted
Cooperative Multi-robot Observation of Multiple Moving Targets (W-CMOMMT) [40] [41]
since it captures the multiple-observer-multiple-target scenario with target prioritization
(see Figure 4). W-CMOMMT defines the dynamic agent placement problem for tracking
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multiple moving targets as follows:
Given:
• S : a bounded, enclosed spatial region,
• R = {ri|i = 1, 2, ...,m}: a team of m agents with observation sensors that are noisy
and of limited sensing range (SR),
• O (t) = {oj (t) |j = 1, 2, ..., n}: a set of n targets, such that target oj (t) is located
within region S at time t, and
• U: a vector of utility values such that uj reflects the utility value gained by observing
target oj .
Define an m× n Boolean matrix Γ (t), where
γij (t) =
{
1 if oj is detectable by ri
0 otherwise
. (2)

















is the logical disjunction operator, and T is the time interval during which the
tracking mission is carried out.
It is noteworthy that CMOMMT [31] is a simpler version of our problem, W-CMOMMT,
since the former assumes that targets are equally important. CMOMMT is an NP-hard
problem that requires strong cooperation for good performance [40] [41] [33]. Thus, we
conclude that the problem under consideration in this thesis, which is a harder problem
than CMOMMT, is NP-hard as well.
The problem as defined above is believed to be general enough to describe a wide variety
of scenarios. Several customizations can be made to adapt the problem to the scenario under
study. For example, throughout this thesis, discrete time is used since most smart sensors
that can be mounted on an agent deliver sampled signals to the agent. For instance, a
19
digital video camera delivers image frames at a certain rate. The spatial region of interest S
may also be continuous or discrete. Finally, we can add a set of static or dynamic obstacles
that occupy some of the region S . Including such obstacles increases the difficulty of the
problem along two dimensions. First, agents cannot move freely in S as they have to avoid
the obstacles. Second, obstacles may come in the way between an agent and a target,
limiting the former’s field of view. An intelligent target may also use the obstacle to hide
from the agent. As will be shown in the following chapters, a number of customizations are
made to the problem definition depending on the case to be addressed.
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CHAPTER IV
DISTRIBUTED AGENT PLACEMENT APPROACH
This chapter begins by providing an overview of the proposed distributed approach for the
agent placement problem and defining the scope of the research addressed in this doctoral
thesis. The general problem defined in Chapter 3 is then reformulated to fit the scope of
this thesis.
4.1 Approach Overview
An overview of the proposed hierarchical approach is depicted in Figure 5. The dashed
box represents the functionality of one agent. An agent communicates with peer agents as
well as with a common command and control module. In the following few paragraphs, the
function of each module is explained.
At the lowest level, an agent processes sensor data and locally fuses data collected from
different local sensors. For example, a UAV that has a vision camera and an infrared
camera onboard needs to preprocess both kinds of images separately in real time to detect
and identify different targets. In addition, the agent may need to fuse vision images and
infrared images to reduce the uncertainty associated with the target detection/identification
task. Recent advances in many research areas including computer vision (e.g., [13] and
[26]) have made it possible to achieve those tasks in a timely manner. Therefore, the target
identification, classification, and tracking problems are outside the scope of this thesis; it
is assumed that an agent is equipped with real-time target identification and classification
software.
Intelligent decision support is provided at two different levels. First, decentralized de-
cision support is performed at the agent level where cooperation and coordination among
agents are necessary to achieve the mission objective. Second, centralized decision support
is provided at the command and control level, where all necessary information is collected
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Figure 5: An overview of the proposed distributed agent placement approach.
and processed. Collecting and processing information at a central command and control
location can be a very costly process in terms of communication bandwidth, processing
power, and real-time requirements. As a result, centralized decisions are to be made much
less frequently than decentralized decisions. For example, it may be necessary to make a
centralized decision when a commander finds it necessary to switch the focus of the whole
mission to a different region, whereas a decentralized decision is to be made when an agent
detects that a certain target has traveled half a mile east. The proposed decentralized deci-
sion support adopts a combination of both non-model-based and model-based algorithms.
Model-based algorithms use stochastic motion models to represent agents’ knowledge about
the behavior of each type of targets. When a target motion model is not available, non-
model-based algorithms are used as place holders, while a cooperative online model learning
task takes place. After a model has been built and evaluated, agents can switch to using
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model-based algorithms.
At a higher level comes the motion model and the knowledgebase to represent the agent’s
knowledge about the target behaviors and about the best policies that the agent has tried
in the past. Each agent builds a model using fused sensor observations. Agents share their
knowledge about target behavior by fusing the target models they have built separately.
Agents communicate at different levels of abstraction to achieve several goals. First,
they communicate at the signal level in order to fuse their local sensor information. For
example, in a situation where each agent has detected the same target to a certain degree
or certainty, agents can fuse their information to reduce the uncertainty bounds associated
with the detection task. Second, agents communicate at the decentralized decision support
level in order to cooperate and coordinate their efforts to better achieve the global objective.
Consider a situation where two or more agents have detected a highly important target. If
agents were to optimize their local goals only, each of them would follow that important
target and possibly leave out other less important targets. In this case, each agent would
have optimized its local utility at the expense of the mission’s global utility, which would
have been optimized if one agent had monitored that important target while other agents
monitored other targets. Agent cooperation and coordination is a crucial issue in distributed
agent placement. Finally, agents communicate at the knowledge level in order to share their
knowledge about target behaviors and their experience of dealing with different mission
scenarios.
The output of the decentralized decision level is the next best observation points for each
agent. To actually move an agent to a new observation point, a trajectory from the current
observation point to the next observation point needs to be generated. The trajectory is
required to avoid possible collision with targets, other agents, and obstacles. The trajectory
generation task is carried out by the low-level control module. This module is outside the
scope of this thesis.
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4.2 Problem Reformulation
Referring to Section 1.3.2, this thesis divides the problem of monitoring urban terrain
zones (UTZs) into two main categories: monitoring low-rise, widely separated (LW) and
monitoring high-rise, closely separated (HC) zones. For simplicity, LW zones and HC zones
will sometimes be referred to as Type-I and Type-II urban terrain zones, respectively.
Figure 6(a) shows an example of LW zones1. In such kind of environment, the agent
placement task can be performed by employing aerial agents flying at a reasonable altitude
and looking down at the region of interest. It is clear that all the streets can be seen with
no major occlusion. HC zones, on the other hand, cause a severe line-of-sight problem (see
Section 1.3.2) as clearly seen in Figure 6(b). The following two subsections reformulate the
problem for the two different types of UTZs.
4.2.1 Reformulation for Type-I Urban Zones
As described in Section 4.1, the proposed approach uses two different classes of algorithms.
We will use a different reformulation for each class. The formulation for the non-model-
based class is the same as the one presented originally in Chapter 3 with the only exception
that discrete time is used instead of continuous time. The reason is that most smart sensors
that can exist onboard a surveillance agent already deliver sampled data (e.g., a digital
video camera). Sampling makes it easier to preprocess the sensor data using DSP chips
before being delivered to the fusion module. A two-dimensional region of interest can be
defined as the space S = [0, Dx] × [0, Dy]. With time discretization, the only difference














where t ∈ {0, 1, 2, ...}.
For the class of model-based algorithms, we use a discrete-time, discrete-state-space,
stochastic model to express the target behavior and dynamics (as will be discussed in detail
1Figure 3 is repeated in this chapter as Figure 6 for the reader’s convenience.
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(a) Type I: Low-rise, widely spaced UTZ.
(b) Type II: High-rise, closely spaced UTZ.
Figure 6: Two example UTZs (repeated).
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Figure 7: Grid-type region of interest.
in the following chapter). Consequently, the spatial region of interest S is also discretized
into cells. A two-dimensional Nx ×Ny grid can be represented as
S = {x|x = 1, 2, ..., Nx} × {y|y = 1, 2, ..., Ny} . (5)
Thus, a target position is expressed in terms of the cell in which it exists. A cell is repre-
sented by the pair (α, β), where α takes values in {x|x = 1, 2, ..., Nx}, and β takes values in
{y|y = 1, 2, ..., Ny}. Figure 7 shows an example of a grid-type discretized region of interest.
4.2.2 Reformulation for Type-II Urban Zones
In the previous subsection, we showed that an agent is free to move anywhere within S for
Type-I urban terrain zones. Extending the same approach to the three-dimensional space
is possible thinking of buildings as obstacles that agents have to avoid. Notwithstanding,
placing agents in the general three-dimensional space for monitoring a Type-II zone such
as the one shown in Figure 6(b) may make it very hard to find general systematic solutions
to the problem in real time, mainly because of the irregular nature of such environments.
Buildings in Type-I regions are assumed to be of no effect on the navigation or the observa-
tion of an agent, whereas such assumption is not always valid in the case of Type-II regions.
Therefore, there is a need for a general method of choosing the “best” observation points
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for agents. In this thesis, the choice is made to limit the observation points to street inter-
sections. The rationale behind this choice is that placing an agent at an intersection enables
it to monitor all incident street segments as well as the vertical surfaces of the buildings on
the sides of each street. Figure 8 shows a possible view from a mini-UAV hovering over a
street intersection. As evident from the picture, the mini-UAV can easily observe all the
moving vehicles on the street as well as the building surfaces all the way to the next street
intersection. Street segments around an agent placed at a street intersection can be visually
observed simultaneously using either multiple cameras or a single panoramic camera.
Figure 8: A possible view from a mini-UAV hovering over a street intersection.
Based on the previous discussion, the region of interest is better modeled as a graph
G = (V , E), (6)
where V is a set of graph vertices, such that each vertex vi represents an observation point,
and E is a set of graph edges (or arcs), such that each edge ei represents a street segment.
Starting with a street map, G can be created by placing vertices (observation points) at
the street intersections. Extra observation points can be inserted as needed. For example,
when a street segment is too long to be covered by a single agent’s sensing range, one or
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more observation points can be inserted along the segment to split that segment into two
or more segments (see Figure 9).
Figure 9: A graph representing Type-II urban terrain zone.
The agent placement problem in HC zones can thereupon be reformulated as follows:
Given:
• G = (V , E): a graph representing a bounded, enclosed spatial region (as described
above),
• R = {ri|i = 1, 2, ...,m}: a team of m agents that
– are located on U ⊆ V , and
– have observation sensors that are noisy and of limited sensing range (SR) that
can cover the longest street segment represented in G ,
• O (t) = {oj (t) |j = 1, 2, ..., n}: a set of n targets, such that, at time t, target oj (t) is
located on some edge, ek ∈ E , and
• U: a vector of utility values such that uj reflects the utility value gained by observing
target oj .
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Define an m× n Boolean matrix Γ (t), where
γij (t) =
{
1 if oj is detectable by ri
0 otherwise
, (7)
where “detectable” here means that the oj is located on an edge that is incident to the
vertex where ri is located.
The goal is to provide a dynamic agent placement policy to maximize the normalized














The reformulation discussed above only suites ground agents and aerial agents that
possess the capability of hovering (e.g., a rotary-wing agent or a helicopter), in which case,
all street segments incident to an intersection can be observed simultaneously. On the other
hand, the reformulation may not be used for fixed-wing agents because a fixed-wing agent
cannot observe multiple street segments at once since it cannot place itself over a street
intersection for long enough periods of time. To reformulate the problem for the fixed-wing
type, we can restrict an agent to fly over a single street segment for each sampling period
instead of hovering over an intersection. In this case, the agent speed will vary accordingly
with the length of the segment it is flying over. Under the assumption that the agent
can only observe a single street segment at a time, the problem becomes a much simpler
one. It only entails searching for the most important segments and flying agents over those
segments. Therefore, an optimal solution can be found by flying the m fixed-wing agents
over the m street segments that contain the most important targets. In other words, a
simple greedy policy, which sorts the street segments according to the sum of the utility
values of the targets they contain, constitutes an optimal policy in this case. In scenarios
where both types of agents need to be considered, the problem can be solved in two steps.
First, the problem can be solved for the rotary-wing (hovering-capable) agents. Then, the
fixed-wing agents can be flown over the most important street segments that have not been
covered by the rotary-wing agents. Again, the difficult component of the problem is the one
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that deals with the hovering-capable agents. Therefore, this thesis is primarily interested
in studying the harder case of the agent placement problem in Type-II urban terrain zones




AGENT PLACEMENT FOR TYPE-I URBAN ZONES
This chapter shows how to apply the distributed approach presented in Chapter 4 to Type-I
urban terrain zones. As the approach suggests, two classes of algorithms (non-model-based
and model-based) are to be used. An example algorithm of each class is developed. Then,
a novel approach to online target motion model learning is presented.
5.1 Non-Model-Based Algorithms
5.1.1 Main Assumptions
While developing the proposed algorithm, the following main assumptions have been made:
• A1 Each agent is equipped with processing and communication infrastructure,
• A2 Each agent is equipped with real-time target recognition software that enables
real-time identification of the moving targets,
• A3 The processing and inter-agent communication delays are negligibly small com-
pared to the targets’ as well as the agents’ dynamics, and
• A4 The agents possess low-level control modules with collision avoidance capabilities.
The assumptions stated above are believed to be reasonable given the technology avail-
able at the current time. A1 is satisfied in many real-life agents, such as robots, UAVs,
and UGVs. A2 is concerned with target tracking applications that usually require not only
target detection, but also target identification and classification. As mentioned in Chap-
ter 4, recent advances in many research areas including computer vision (e.g., [13] and [26])
have made it possible to achieve those tasks in a timely manner. A3 implies that no sig-
nificant changes in the positions of targets or agents will occur while the agents’ next best
locations are being computed. A4 limits the job of the algorithm to determining the next
best location of an agent. Generating a path to move the agent to that location is carried
31
out through low-level control algorithms that include collision avoidance capabilities. The
low-level motion control is beyond the scope of this doctoral thesis.
5.1.2 Algorithm Description
The proposed algorithm requires each agent to be aware of other agents that may exist in
its vicinity, possibly by broadcasting periodic “hello!” messages (known as heartbeating in
computer networking jargon). The current x-y positions of an agent and any other infor-
mation to be broadcast can be piggybacked on the periodic heartbeating messages. Agents
periodically share their local target information with their neighboring agents whenever
possible. In some cases, not all targets detected by an agent ri may be of interest to a
neighbor agent rk since some of those targets maybe too far from rk. Thus, rk chooses to
ignore the information about the targets that are more than Sk + Dk units away, where
Sk is the sensing range of rk and Dk is the maximum distance that can be traveled by
rk in a sampling period. This excludes the targets that the agent cannot detect before
the beginning of the next sampling period. For each agent ri, we call the set of targets
falling within a distance of Si + Di from ri, the set of reachable targets, and we call the
set of reachable targets being observed locally or remotely (through other agents), the set
of observed reachable targets, Ωi (t) ⊆ O (t). Both sets are time-dependent; we include the
time-dependence notation only when necessary. Given the set of observed reachable targets,












where (xc,i, yc,i) is the location of the center of mass computed by ri, (xj , yj) is the location
of target oj , and Ωi ⊆ O is the set of all observed reachable targets associated with ri. Each
agent ri will then move to the computed location; if the location is more than Di units away
from the current agent location, the agent will move as close as possible to the computed
location. The rationale behind the center-of-mass approach is that the higher the utility
value of a target is, the closer the center of mass will be to that target, and hence, the less
of a chance the targets with high utility values will escape the surveillance of the agent.
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It is possible that two or more agents keep following the same target, especially a target
with a high utility value. This is likely to happen since the center of mass approach urges
agents to observe high-utility targets and possibly ignore low-utility ones. In this case, each
agent will have optimized its own local utility (the sum of utility values of targets under
local surveillance) at the expense of the global utility. To avoid such situations, agents
have to coordinate their decisions in order to avoid tracking already tracked targets. It is
necessary for each agent to have a unique ID (e.g., the physical address of its communication
interface). Each agent broadcasts the set of targets that will be observed when the agent
moves to the new location. If an agent learns that a target will be monitored by another
agent with a lower ID, it excludes that target from the center-of-mass computation. This
guarantees that no target will be tracked by two or more agents at the expense of the global
utility. If an agent has already included a target that will be monitored by another agent




(uc,ixc − uexe, uc,iyc − ueye) , (10)
where (x̂c,i, ŷc,i) is the refined center of mass, the subscript e refers to the target to be
excluded, and uc,i is the sum of the utility values of the observed reachable set of targets.
Equation 10 is equivalent to inserting an imaginary point mass with a negative value at the
same location of the target to be excluded. This saves the agent from re-computing the new
center of mass from scratch. An agent can iteratively repeat Equation 10 for each target to
be excluded.
Finally, it may be desired to put the next desired agent location in a closed form. For
that purpose, we define the following two time-dependent sets:
• locally observed targets, Ψi (t) = {oj (t) |γij (t) = 1}: the set of targets falling within
Si at time instant t (γij (t) is defined in Equation 2), and
• exclusive observed reachable targets, Φi (t): defined as follows:
Φi(t) = Ω(t) \
⋃
k<i
Ψ̂k (t + 1) , (11)
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where Ψ̂k (t + 1) is the predicted set of locally observed targets for rk. Also, in this
equation, the subscripts i and k represent the unique IDs discussed above.












where Φi is defined in Equation 11.
The algorithm is named the Center-of-mass-based Exclusive Placement (CEP) algorithm
since it places an agent at the center of mass of targets that it can observe exclusively.
Figure 10 shows a pseudo-code description for CEP that runs on each agent ri. CEP is a
distributed algorithm and hence can easily tolerate agent failures. At those steps where the
algorithm has to wait on messages from other agents, CEP uses timeouts to avoid waiting
indefinitely for messages from a failed agent. This is illustrated using the clock symbol “”
next to the steps that are timed. If the timeout clock expires before receiving an expected
message from a certain agent that has possibly failed, rf , the algorithm will conclude that
rf has failed at this point. Nevertheless, the algorithm can still function in the absence of
the failed agents.
5.1.3 Algorithm Complexity
Referring to Figure 10, the worst-case complexity of each step can be analyzed as follows:
• Step 1: O (n); worst case corresponds to all n targets having been detected and
broadcast.
• Step 2: O ((m− 1) n) = O (mn); worst case is determined assuming that all the
other m− 1 agents are able to communicate with the current agent, and that each of
those agents has detected and broadcast all the n targets.
• Step 3: O (n); a single scan over the list of targets (n targets in the worst case) can
determine which targets fall within Si + Di distance from the agent.
• Step 4: O (n); in the worst case, an agent will include all the n targets in computing
the center of mass, in which case, Equation 9 incurs
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1. Broadcast the set of all observed targets Ψi and their locations.
 2. Wait on a message containing Ψk from each neighbor rk.
3. Determine the set of observed reachable targets, Ωi.











 5. Wait on a message from each neighbor rk with k < i; message will contain




7. For each oe ∈ Ψ , refine the center of mass position by excluding oe:
(xc,i, yc,i) = 1uc,i−ue (uc,ixc − uexe, uc,iyc − ueye).
8. Determine and broadcast the set Ψ̂i of targets that will be covered by moving
to (xc,i, yc,i).
Figure 10: CEP pseudo-code representation.
– 2n multiplication operations (n operation for the x component and n operations
for the y component),
– 3n−3 addition operations (n−1 operation for each of the following: the numera-
tor of the x component, the numerator of the y component, and the denominator
which is common for the x and the y components), and
– two division operations.
Thus, the number of operations involved in computing the center of mass is 5n − 1,
which leads to O (n) complexity.
• Steps 5 and 6: O (mn); assuming each of the other m− 1 agents has sent a message
with all the n targets, in which case, building Ψ involves scanning m− 1 lists, each of
which contains n elements.
• Step 7: O (n); that is assuming all the n targets will be excluded and using a similar
argument to the one used in Step 4.
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• Step 8: O (n) ; assuming all the n targets will be observed from the new location.
Adding up the individual complexities of each of the steps, the overall worst-case complexity
can be shown to reduce to O (mn). This means that the algorithm scales well with the
increase in the number of targets as well as the number of agents.
5.2 Model-Based Algorithms
The assumptions used for the model-based algorithms are the same as defined in the previous
section, in addition to the fact that target motion follows some stochastic model. In this
section, the target motion model is first defined. The justification of the model choice is
discussed. Then, the model-based algorithm is presented and analyzed.
5.2.1 Target Motion Model
The target motion model to be used by the distributed approach described in Chapter 4 is
required to
• R1 capture both the random nature and the dynamics of target motion,
• R2 make no assumptions regarding linearity since targets of interest are not generally
expected to adhere to a linear model,
• R3 be easily learned from fused sensor observations since the approach suggests that
a model building task will take place,
• R4 have a parsimonious representation, so it can be learned online, and
• R5 support distributed learning and fusion.
In the rest of this section, we present the model of choice and discuss how it can address
the requirements listed above (except for requirements R3 and R5, which will be discussed
in Section 5.3).
A stochastic model is used to describe the motion of each type of targets. The region
of interest can be divided into cells as shown in Figure 7. For each type of targets, the
cells in which a target cannot exist (e.g., a vehicle cannot be driven over building roofs) are
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excluded. The cell size is determined based on many factors including the agents’ sensing
range, the maximum target and agent speeds, etc.
To better illustrate the model, consider the following example. Assume that, at time
t − 1, a target ok was in a cell (α, β). Further, assume that, between time t − 1 and
t, ok had the full freedom to choose between remaining in the same cell and moving to
one of the eight neighbor cells with different probabilities. Formally, let χk (t− 1), χk (t)
express the location of ok at time t − 1 and time t, respectively. Thus, χk (t) depends
only on χk (t− 1) since the target has full freedom to choose which location out of the
nine locations to move to. Because we do not know what location the target will choose,
we treat χk (t) as discrete-space random variable (since it takes values in a discrete set,
S = {x|x = 1, 2, ..., Nx}× {y|y = 1, 2, ..., Ny}), meaning that χk is a discrete-space discrete-
time random process. In view of the fact that, at time t, χk (t) depends only on χk (t− 1),
we conclude that the location of a target of that kind obeys a first-order Markov chain [27]
such that
P (χk (t) = ci) = P (χk (t) = ci|χk (t− 1) = cj) = qij , (13)
where ci and cj are any two cells, and qij is the one-step transition probability from cell cj
to cell ci. For the specific example given above, qij is strictly zero only if ci and cj are not
eight-neighbors.
Let Xk(t−1) be a vector representing the probability distribution (over S) of the target
ok at time t−1. Xk(t−1) has as many components as the cardinality of S . Each component
represents the probability of ok being in the corresponding cell. Using this model, the cell
probability distribution of the target location at time t, can be estimated ahead of time at
time t− 1 as
X̂k(t) = QXk(t− 1), (14)
where Q is the transition probability matrix1 such that qij is defined above. As an example
from real life, assume some vehicle traveling north is currently (at time t) in cell ci corre-
sponding to a road intersection. There are different scenarios that can take place before
1Note that this thesis uses Bartlett’s convention, in accordance with which, the columns (not the rows)
of a transition matrix sum up to 1.
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t + 1; the vehicle may (1) stay in the same cell, e.g., if the light it red, (2) go straight (go
north), (3) turn right (go east), (4) turn left (go west), or (5) turn around (go south). Thus
the only nonzero entries in the ith column of Q are those corresponding to ci and to the
cells that are located north, east, south, and west of ci. Note that, in general, each cell in
S has different transition probabilities from other cells.
Now, let us consider a more interesting version of the example described above. Assume
the same vehicle was moving north at, say, 40 miles per hour as it reached the cell where
the intersection is. The dynamics of the vehicle would suggest that the most-likely scenario
to occur before the next time step is that the vehicle will be at the cell north of the
intersection’s cell. This can be expressed as a high probability at the corresponding entry
in the transition matrix. Further, it is very unlikely that the vehicle will make a turn at
that relatively high speed. This unlikeliness can be expressed by very small probabilities
at the relevant locations in the transition matrix. Furthermore, it is extremely unlikely or
impossible that the vehicle can turn around all of a sudden, which can be expressed by
a zero transition probability to the cell south of the intersection’s cell. This means that
the high-speed case violates the model given above since the probability distribution of the
vehicle location depends not only on the vehicle’s current location, but on the speed as well.
Given that speed is deducible from the last two locations of the vehicle, this means that the
probability distribution of the future vehicle location at a certain time depends on the last
two locations. To complicate the situation further, we may argue that the probability can
also depend on how much the vehicle was accelerating or decelerating as it entered the cell.
Using a similar argument, the distribution under consideration depends on the last three
vehicle locations. The same argument can go on for higher-order motion derivatives. The
higher the order of the derivative to be considered is, the more steps we have to look back
when computing the distribution.
Consequently, from the discussion provided above, we conclude that a first-order Markov
chain can model the random component of a target motion, but it seems to fall short when it
comes to modeling the dynamics of a target, especially one with heavy dynamics. To allow
the model to accommodate both the random behavior and the dynamics associated with
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target motion, we consider a high-order Markov chain [36] [11], where M th-order Markov
chain obeys
P (χk (t) = ci) = P (χk (t) = ci|χk (t− 1) = cj1 , ..., χk (t−M) = cjM ) . (15)
Thus, a model of the variety of M th-order Markov chain can address requirement R1 stated
above. As for requirement R2, it has been shown [4] [3] that a high-order Markov process
can generally model a nonlinear difference equation on the form
ξ (t + 1) = f {ξ (t) , υ (t) , ε (t)} , (16)
where f {.} is a nonlinear function, ξ (t) is the state vector, υ (t) is the input vector, and ε (t)
is an independent Gaussian random vector. The order of the representing Markov chain
depends on the order of Equation 16.
Presenting a high-order Markov chain parsimoniously has been studied by several re-
searchers including Raftery who introduced the widely known Mixture Transition Distribu-
tion (MTD) in 1985 [36]. He also showed through three examples involving real data that
MTD can model real data more successfully than other models. The MTD model avoids the
exponential increase in the model independent parameters [36] [11] that occurs if we try to
model the high-order Markov chain as a first-order Markov chain by augmenting X and Q
defined in Equation 14. Therefore, MTD was introduced as a parsimonious model that adds
only one independent parameter for every increase in the model order above the first order.
Mathematically, the model can be expressed as (note that the subscript k representing the







λi = 1, (17)
where λi describes the contribution of each lag. Thus, λi is the only independent parameter
added to the model as the model order is increased.
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Figure 11: Predicting target location using a high-order Markov chain.
A more general MTD model, called Generalized Mixture Transition Distribution (GMTD) [11],







λi = 1. (18)
Although the GMTD model bears more parameters than the MTD model, both models
are considered parsimonious since they avoid the exponential blow up in the number of
model parameters that would occur with a traditional model. Thus both models can address
requirement R4 listed above. We suggest that both models can represent the target motion
in the problem under consideration.
5.2.2 Model-Based Algorithm Description
Based on the GMTD model described in the previous subsection, at time t, an agent rk can
compute the probability distribution of the location of a target oj at a future time instant
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t + h as




λiQiX̂j (t + h− i) if h > M
h−1∑
i=1
λiQiX̂j (t + h− i) +
M∑
i=h
λiQiΞj (t + h− i) if h ≤ M
, (19)
where Ξ is a vector describing the best estimate of the location at past time instants where
fused sensor data are already available. Equation 19 handles two different cases: h > M
and h ≤ M (see Figure 11). The first case happens if the prediction is carried out for a
time instant that is very far ahead in the future compared to the model order, in which
case, the prediction depends only on other predictions since all of the lags will still be in the
future. The second case, on the other hand, corresponds to situations where the prediction
is carried out for a relatively near time instant compared to the model order. In this case,
an agent should have already obtained fused sensor observations for some of the lags, thus
the use of Ξ. Note that in most cases, Ξ is expected to represent an impulse probability
distribution over S . In other words, it is known exactly which cell the target was in at that
time instant. This becomes the case especially if the underlying sensor uncertainty bounds
are smaller than the cell size, into which S is discretized. However, no assumption is made
regarding the shape of the distribution while the algorithm is designed, and the estimation
of the target location based on sensor measurements (using Kalman filters or otherwise)
is assumed to be carried out by the lower-level sensor fusion module, which, according to
Chapter 4, is beyond the scope of this doctoral thesis.
Then, we define a quantity called probable cell outcome for each cell c over a future time
horizon H in terms of both the probability of targets existing in c during H and the utility















vh = 1, (20)
where vh describes the contribution of the future location prediction at time t + h to the
placement decision, and Yc is a binary vector with all zeros and a one at the location
corresponding to the cell c. The equation sums up the probability × utility quantities over
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all observed targets and over a future horizon H.
Every F time units (where, in general, F ≤ H), an agent ri computes its next best
location as the center of mass of the cells it can cover with probable cell outcomes used as
masses. The rationale behind using the center-of-mass approach again is that the center of
mass is known to be closer to cells with high probable outcomes, which are the cells that
will most likely contain important targets with high probabilities. Placing an agent close
to those cells minimizes the chance that those targets will escape surveillance. Note also
that the center of mass can be computed in linear time with respect to the number of cells
included in the computation, making it an attractive approach in terms of computational
requirements. Figure 12 shows a typical map of probable cell outcomes. The outcomes are
shown as “clouds” around targets, which are expressed as a ‘T’s. A brighter cell has more
probable outcome than a darker one. Agents (expressed as ‘A’s) place themselves over the
center of mass of the cells using their probable outcomes as masses. The circles in the figure
indicate the sensing range of each agent.
The model-based algorithm, named Predictive Center-of-mass-based Exclusive Place-
ment (PCEP) algorithm, can be defined from CEP (described in Section 5.1.2) by replac-
ing “target” with “cell” and “target utility” with “probable cell outcome”. The attribute
“predictive” is due to the ability of the algorithm to predict future target locations as prob-
ability distributions. The philosophy behind the center-of-mass approach and the intention
of monitoring cells exclusively by a single agent remain the same as discussed for CEP.
5.3 Online Model Building
Figure 13 shows the proposed model building approach. A subset of the fused sensor
observations is used to estimate the model parameters while the rest of the observations
are used for model evaluation. The model estimation is done in two steps. The first
step delivers a rough version of the model in order to meet the real-time requirements for
the online model estimation. The estimation process goes on until the model achieves a
minimum acceptable accuracy level. As soon as that level is reached, the model is released.
At this point, agents can switch to using the model-based algorithm. In the meantime, the
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Figure 12: Model-based agent placement using the probable cell outcomes.
model can be further optimized to achieve higher accuracy levels (the second step). Model
optimization is likely to be a time-consuming process depending on the model complexity
and the desired accuracy level. As a result, it is set to run as a background process. Note
that the optimization module is optional and the approach still works since the first step
meets the minimum acceptable accuracy requirements.
5.3.1 Order Estimation
One of the most common methods for estimating the order of an MTD-type model is by
optimizing some information-theoretic quantity such as Akaike information criterion (AIC)
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Figure 13: Overview of the model building approach.
or Bayesian information criterion (BIC) as shown in [11]. The main idea is to start off with
the assumption that the model is a first-order model and use some optimization technique
to come up with the optimal (or sub-optimal) model parameters. Based on the estimated
parameters, the information criterion, AIC or BIC, is computed for the first-order model.
Then, the process is repeated for the assumption of a second-order model. Then, AIC or
BIC is computed again, and so on. Every time the model order is increased, the AIC or
BIC is expected to improve until a diminishing-return point is reached, based on which the
model order can be decided.
The main disadvantage of the AIC/BIC-optimization method described above is that
it is extremely slow and hence unsuitable for real-time applications such as the one under
consideration. For example, to reach a conclusion that some collected observations belong
to a fifth-order Markov chain, it would require to estimate/optimize six different models.
Building a model online for a real-time application requires a fast method that can possibly
estimate the order in “one shot”. Therefore, This thesis proposes using the partial autocor-
relation function (PACF) [44] [1] for model order estimation, which is a widely used method
in time-series analysis. The PACF of a sequence Z evaluated at lag l can be defined as
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the autocorrelation between Z (t) and Z (t− l ) after removing the effect of lags 1 through
l −1. An example plot of a PACF is shown in Figure 14. The model order can be estimated
according to a desired confidence level.
Figure 14: Estimating model order from partial autocorrelation plot.
The basic autocorrelation function is generally computed for a one-dimensional sequence
of observations. In our case, each cell is represented by two different components: an x
component and a y component. Consequently, the sequence of sensor observations results
in two sequences, which will be treated separately. The order of the model is estimated as
the maximum of the two orders obtained by processing each of the two sequences separately.
5.3.2 Parameter Estimation
Berchtold has developed an iterative optimization algorithm for estimating the MTD model
parameters. Berchtold’s algorithm performs at least as good as or better than other existing
algorithms [10]. This is the approach we adopt for model estimation. The main drawback
of this algorithm, as far as the application is concerned, is the fact that it may take a
considerably long time to converge, especially since the estimation technique in our case
may have to deal with very large transition matrices. Thus, a modified version of Berchtold’s
algorithm is proposed where the severity of this drawback is considerably reduced. To better
understand the modification, consider the example illustrated in Figure 15. The left-hand
side of the figure shows a part of a certain 50 × 50-cell region of interest with all possible
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Figure 15: Modified Berchtold’s algorithm for estimating a transition matrix.
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transitions that a certain target can make. Each cell is represented by a circle, and the inter-
cell transitions are represented by arrows (transitions corresponding to the target staying
in the same cell are not shown for clarity). Since the target has a limited speed, it can
only move to those cells that are in a small neighborhood of its current cell. Suppose,
in this particular example, that a target can either stay in the same cell or move to one
of the eight neighboring cells in a single transition. If we assume that a target being in
cell cr corresponds to a target state cr, then cells other than the current cell and its eight
neighbors correspond to a single unreachable state cu, i.e., a state that cannot be reached
by a single transition given the current target location. Berchtold’s algorithms can then be
applied to optimize the parameters associated with the new setup (shown on the right-hand
side of the figure). In this case the algorithm needs to optimize 2,500 10 × 10 matrices
instead of optimizing a single large 2, 500× 2, 500 matrix. The column that corresponds to
the current cell cr will contain the actual transition probabilities, and those probabilities
will be placed in the relevant locations in the full matrix. The algorithm is repeated for
all of the cells the same way it is applied to cr. The modified Berchtold’s algorithm hence
addresses requirement R4 (see Section 5.2.1).
Not only does this modified approach reduce the computational complexity of the al-
gorithm for the problem of interest, it also enables the algorithm to be parallelized at two
different levels. The first level of parallelization can be done in a SPMD2 [16] fashion,
by having each agent compute the transition probabilities for the part(s) of the region of
interest that it has explored (requirement R5 in Section 5.2.1). The second level of paral-
lelization is concerned with the computational load within a single agent, assuming that its
computing infrastructure is a multi-processor system supporting the SIMD3 model [16], in
which case, each processor can be charged with estimating a subset of the transition matrix





AGENT PLACEMENT FOR TYPE-II URBAN ZONES
This chapter discusses in detail how to apply the distributed approach presented in Chap-
ter 4 to the high-rise, closely spaced urban terrain zones. Recall that Section 4.2.2 argued
that searching the entire three-dimensional space of a Type-II urban terrain zone is likely
to make it rather difficult to develop a general systematic solution to the agent placement
problem. The decision is made to limit the search space to the street intersections. An
agent placed at a street intersection can observe all incident street segments as well as
building surfaces on both sides of each segment. Thus, Section 4.2.2 reformulated the prob-
lem such that the region of interest is modeled as a graph G = (V , E), where V is a set
of graph vertices such that each vertex vi represents an observation point (OP), and E is
a set of graph edges (or arcs) such that each edge ei represents a street segment (refer to
Section 4.2.2 for more details). Section 4.2.2 also argued that this reformulation, which
deals with hovering-capable agents, constitutes a harder problem than the one of dealing
with fixed-wing agents that cannot hover.
As proposed in Chapter 4, the distributed approach entails two classes of algorithms:
non-model-based and model-based. The following sections introduce an instance of each
class.
6.1 Non-Model-Based Algorithms
6.1.1 Assumptions and Background
It is assumed that agents are provided with a street map of the region of interest as part
of the information received from the situation awareness module described in Section 1.3.1.
Agents can then build the relevant data structures that encode the graph G , which represents
the region of interest. Every sampling period t, each agent ri broadcasts its location vi (t) ∈
V , the set of locally observed targets Ψi (t) (targets that are located on the street segments
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incident to the street intersection where the agent is currently located), and the edges where
the targets are located. Each agent will then build a weighted version of the graph
H = (V , E , w), (21)
where w : E → R. Note that since targets change their locations over time, the edge weights
w are time-dependent, and so is H . However, the time-dependence notation is left out for
clarity; it is understood that agents update the weights every discrete-time instant. The





i.e., the sum of the utility values of all of the targets located on an edge.
The algorithm attempts to maximize the coverage defined in Equation 8 by searching for





adjU (e) w (e), (23)
where adjU : E → {0, 1}, such that adjU (e) is 1 if and only if e has at least one end in U. This
is known as the max vertex cover problem, which is an NP-hard problem [19]. Consequently,
we are only interested in approximate solutions.
Recent literature exhibits a number of approximate solutions to the max vertex cover
problem with guaranteed lower performance bounds. One of the best-known polynomial-
time solutions is based on a linear programming (LP) relaxation of the problem [2] with
an approximation ratio of 34 . A simple greedy algorithm [19] has a performance guarantee
of m|V | of the optimal solution, which would be very low for the cases considered in our
application since the number of agents is expected to be much less than the number of
street intersections, not to mention the excessive OPs that are inserted on demand. An
iterative greedy algorithm [20], provides a performance guarantee of 1−e−1, which is about
84% of the performance guarantee of the solution provided by the LP solution1.
The LP approximation is an attractive option since it provides a good approximation in
polynomial time, and thus is expected to deliver fast solutions using a centralized LP solver.
1e here refers to the natural logarithm base (≈ 2.7183).
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Nonetheless, since this doctoral thesis is interested in developing distributed solutions to
the agent placement problem, the only way to adopt the LP approach is via decentralizing
the LP solver. LP decentralization has two basic disadvantages from a distributed system’s
point of view. First, LP decentralization may use up the communication bandwidth since
agents have to exchange a large number of messages before obtaining a solution of compa-
rable quality to the centralized LP solution. Also, note that applying an LP relaxation to
an integer programming problem such as the max vertex cover problem entails applying a
rounding algorithm used (after solving the linear program) to obtain the integer solution.
This adds to the number of messages that need to be exchanged among agents. Second, a
decentralized LP solution is generally only an approximation to the centralized LP solution.
For example, Bartal et al. [5] studied a distributed LP solution to a minimization problem.
They showed that their problem can be solved in a distributed fashion within a (1 + ε) ap-
proximation ratio2 of the centralized LP solution, with a number of communication rounds
that increases with at least 1
ε4
. This closes the gap even more between the LP relaxation and
the iterative greedy approximation discussed above, making the iterative greedy algorithm
more attractive overall.
6.1.2 Algorithm Description
An iteration of the iterative greedy algorithm starts by assigning weights to the vertices




w (e). Then, it picks the vertex vmax with the maximum weight and adds
it to the cover set. The vertex vmax and the incident edges are then removed from the
graph. The whole process is repeated in the next iterations until m vertices are obtained.
Thus, the algorithm finds a solution in m iterations. The algorithm can be decentralized
by dividing the set of vertices V into m disjoint subsets; each agent ri is assigned a subset
Vi (see Figure 16). Note that, in general, there are edges connecting some vertices from Vi
with some vertices from Vj for any j 6= i.
The distributed greedy algorithm starts by having each agent ri compute the weights of
2Note that for a minimization problem, the approximation factors are greater than 1.
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Figure 16: Dividing the set of graph vertices among agents.
all of the vertices in Vi such that the weight of a vertex v is the sum of the weights of all
incident edges including any common edges between Vi and any other subset. ri broadcasts
the pair (v̂i, ŵi) containing the best local candidate vertex v̂i and its corresponding weight
ŵi. After ri has received similar broadcast messages from other agents, it compares its local
maximum weight with the remote ones. If the local maximum weight ŵi is the highest,
then v̂i is added to the solution set and removed from Vi, and all incident edges will be
removed including those that may be common between Vi and any other subset. On the
other hand, if the global best candidate vertex v̂ is different from v̂i, the agent will add v̂
to the solution. Then, it will check if there are any edges connecting any local vertex vi
and the best candidate vertex v̂ , in which case, it removes those edges, and it subtracts
their weights from the weight of vi. The previous scenario is repeated m times. Thus, the
distributed greedy algorithm entails sending O (m) messages and guarantees a solution that
is at least 1− e−1 ≈ 63% of the optimal solution and 84% of the best available centralized
solution. At the end, each agent will have a copy of the solution. Agents then move to
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the new locations. The way agents assign observation points among themselves is discussed
in Section 6.3. Figure 17 shows a pseudo-code representation of the distributed greedy
algorithm. Again , a clock symbol “” placed next to a step number indicates that a
timeout is used with the step to avoid waiting indefinitely on a message from a failed agent.
0. Initialize L = φ.




2. Pick the vertex v̂i with the maximum weight ŵi = w (v̂i) (if exists).
3. Broadcast the pair (v̂i, ŵi) (if exists, otherwise send a NULL message).
 4. Wait on a message from each agent rj containing the pair (v̂j , ŵj).
5. Choose (v̂ , ŵ) as the pair with the highest ŵ .
6. Remove each edge e (if exists) that satisfies both adj{v̂} (e) = 1 and adj{Vi} (e) = 1.
7. Add v̂ to the solution set L.
8. If v̂ ∈ Vi , remove v̂ from Vi .
9. If
∣∣L∣∣ = m, end.
10. Goto Step 1.
Figure 17: Pseudo-code representation of the distributed greedy algorithm.
6.1.3 Algorithm Complexity
In the following worst-case complexity analysis it is assumed that the set of vertices |V | are






analysis also uses ∆ as the maximum vertex degree, i.e., the maximum number of edges
incident to one vertex in G . Referring to Figure 17, the worst-case complexity of each step
can be determined as follows:
• Step 0: O (1).







; assuming all vertices in Vi have the maximum degree ∆.
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; one scan over Vi determines the vertex with the highest weight.
• Step 3: O (1); sending one message of constant size.
• Step 4: O (m); receiving m− 1 messages.
• Step 5: O (m); one scan over a list of m pairs.
• Step 6: O (∆); worst case corresponds to v̂ ∈ Vi and v̂ has a maximum degree.
• Step 7: O (1).
• Step 8: O (1).
• Step 9: O (1).
• Step 10: O (1).
Steps 1 to 10 are executed for m rounds. The worst-case complexity for each round can















. Note that the algorithm takes as an input a weighted graph. If
the algorithm were to take the currently observed targets and their locations (expressed in
edges), one pass over the set of observed targets can build the weighted graph. This pass














< |V |m + 1, making the substitution in Equation 24, the worst-case complexity
becomes O
(
n + m2 + ∆ |V |+ m∆
)
. In almost all cases, ∆ (the maximum number of street
segments incident to a street intersection) is 4. In rare situations, it may be 5 or 6. However,
it cannot increase indefinitely. Taking this into account, ∆ can be treated as a constant,
yielding a final worst-case complexity of
(
n + m2 + |V |
)
, which scales well with the number
of targets, the number of agents, and the graph size.
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Figure 18: Target transitions defined on a graph.
6.2 Model-Based Algorithms
The only extra assumption that model-based algorithms make, over those made by the non-
model-based algorithms, is that target transitions among street segments follow a stochastic
model described by an M th-order Markov chain as shown in Equation 18 in the previous
chapter. The same equation is repeated here as Equation 25 for the reader’s convenience.
A target currently residing on an edge e connecting the vertices v1 and v2 may stay on the







λi = 1, (25)
where X(t) here is a vector representing the probability distribution of target location over
the street segments at time t. Agents can use the model to predict the target locations at
future time instants as probability distributions using




λiQiX̂j (t + h− i) if h > M
h−1∑
i=1
λiQiX̂j (t + h− i) +
M∑
i=h
λiQiΞj (t + h− i) if h ≤ M
(26)
where Ξ is a vector describing the best estimate of the location at past time instants where
fused sensor data is already available. Equation 26 handles two different cases: h > M and
h ≤ M (see Figure 11). Refer to the previous chapter for more details.
The weight function of Equation 22 can then be replaced by the probable edge outcome
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vh = 1, (27)
where vh describes the contribution of the future location prediction at time t + h to the
placement decision, and Ye is a binary vector with all zeros and a one at the location
corresponding to the edge e. The equation sums up the probability×utility quantities over
all observed targets and over the set of time horizon H.
The way weights are assigned to edges is the only difference between the model-based
and the non-model-based algorithm. Thus, the model-based algorithm is the same dis-
tributed greedy algorithm described above except that the equation in Step 1 is replaced
by Equation 27. It is expected that the new edge weights will improve the overall coverage
since they account for the future target transitions, whereas a non-model-based algorithm
assumes that targets stay in their current locations at least until the next decision is made.
The model estimation approach described in Section 5.3 can still be applied to estimate
the parameters of the high-order Markov chain describing target transitions among street
segments.
6.3 Optimizing Power Consumption
At the end of each execution of any of the algorithms described in the previous sections,
each agent will have a copy of the solution L containing the best m OPs that agents have
to move to before the next sampling period. A straightforward method to assign OPs to
agents is to have each agent ri move to OP li. The problem with this method is that it is
not necessarily the optimum assignment in terms of power consumption. Hence, at the end
of each execution, agents search for the optimum assignment that causes the least average
agent motion. This in turn improves the average agent speed over the whole mission and
hence the overall consumption of power used for agent navigation.
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After finding the best m OPs, agents are charged with solving the following assignment
problem: Given:
• A set of m agents {r1, r2, ..., rm}
• A set of m OPs {l1, l2, ..., lm}
• A cost matrix C such that cij represents the cost of moving agent ri from its current
location to lj ,
the goal is to find an assignment set Θ = {(i, j) |i, j = 1, 2, ...,m} with a complete assignment




The cost of moving an agent from its current location to the new OP can be expressed
in terms of the distance to be traveled by an agent. In the case of a high altitude endurance
UAV agent, Euclidean distance can be used since the agent can fly to the next OP in a
straight line over buildings. On the other hand, the cost for a mini-UAV that flies at a low
altitude is the shortest street path from its current location to the new OP. The shortest
paths can be computed for every pair of vertices in a graph using Dijkstra’s algorithm in
polynomial time. Note that, generally speaking, since the graph G is static in terms of its
vertices’ locations and edge adjacency, the shortest paths between every pair of vertices can
be computed once beforehand and saved in a lookup table. Thus, retrieving such costs can
be done in constant time.
The centralized Hungarian algorithm [23] finds optimal solutions for the assignment
problem in polynomial time. A distributed algorithm called the auction algorithm [12] can






, where C is the maximum cost value. The algorithm optimality depends on a
control parameter ε called complementary slackness. An optimal solution is obtainable if
ε < 1m . Since the auction algorithm starts with a maximization problem, the assignment
problem described above can be reformulated as a maximization problem by updating the
cost matrix according to
c̃ij = max
k
{cik} − cij , (28)
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that is to subtract each element from the maximum element on the same row. The new
cost matrix C̃ expresses the distance saved by an agent by moving to an OP other than
the furthest one. The problem then seeks an assignment set Θ = {(i, j) |i, j = 1, 2, ...,m}
with a complete assignment (whereby lj is assigned to ri) that maximizes
∑
(i,j)∈Θ
c̃ij . In the
rest of the section, it is shown how the auction algorithm can be adapted to the agent-OP
assignment problem.
For each OP lj , the auction algorithm defines a price pj . Therefore, each agent maintains
a vector P of the prices associated with OPs. The price vector can be initialized to the zero
vector. Then, it gets updated as the algorithm is executed. The algorithm then defines the
profit margin of an agent ri as
πi = max
lj∈L
{c̃ij − pj} , (29)
which can be thought of as the benefit received by the agent ri if it is assigned lj . Based on
these quantities, the algorithm goes through two phases each iteration. Figure 19 shows a
pseudo-code representation for each iteration. The algorithm is guaranteed to terminate in
a finite number of steps resulting in a feasible assignment, which is optimal if ε < 1m . The
auction algorithm can also run in a fully asynchronous (chaotic) fashion and still terminate
in a finite number of steps [12].
6.4 Dealing with Evasive Targets
The distributed algorithms developed in this chapter and the previous chapter generally
deal with non-evasive targets. In other words, the actions taken by agents are assumed to
have no effect on the behavior of targets. This can be the case if targets cannot sense the
agents, if targets have no knowledge they are being tracked by agents, or if targets have
no reason to avoid agents. However, in many real-life situations, and especially in military
applications, targets may attempt to run away from agents. In such situations, the decision
making process on the agents’ side becomes much harder because an action taken at any
time step will affect the progress of the scenario at later steps. In consequence, agents are
required to be more careful about their placement decisions. They should account for the
effect of the decisions they make at each step on the future steps.
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Bidding Phase
1. Compute “current value” for each OP as νij = c̃ij − pj .
2. Find the best OP lj∗ having the maximum value νij∗ = max
lj
{νij}
3. Find the best value offered by an OP other than lj∗ : ω = max
lj 6=lj∗
{c̃ij − pj}.
4. Compute the bid for lj∗ as bij∗ = c̃ij∗ − ω + ε
5. Send a bid message with the pair (lj∗ , bij∗)
 6. Wait on bid messages from each agent rk.
Assignment Phase
7. For each OP lj :
7.1 If any bid is made for lj , then update pj to the maximum bid: pj = max
k
{bkj}
7.2 Remove from the assignment Θ any element (rk, lj) (if exists).
7.3 Find the agent rk∗ with the highest bid.
7.4 Add (rk∗ , lj) to the assignment Θ.
Figure 19: Pseudo-code representation of a single iteration of the auction algorithm.
6.4.1 Evasion Model
The M th-order Markov chain (used to describe non-evasive target motion) can be modified
to accommodate target evasion. The new evasive motion model can be described as a
controlled Markov chain using agents’ locations as control parameters. Let V be a vector
representing the agents’ locations in terms of the vertices they are placed on. The high-order







λi = 1. (30)
where the transition matrices Qi’s describing the target motion are now functions of agents’
locations V. Recall that each column in Qi represents a probability distribution of the next
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(a) e not observed.
(b) e observed from v1 only.
(c) e observed from v2 only.
(d) e observed from both v2 and v2.
Figure 20: Target evasion model.
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target location given that the target is on the graph edge represented by that column. In
the evasive case, the probabilities in each column (representing an edge e connecting the
vertices v1 and v2) are updated independently from other columns according to the rules
shown below. Assume a target is currently on an edge e, all the relevant scenarios that may
happen can be summarized as follows:
• If there is no agent at either v1 or v2 to observe e, the target will follow the non-evasive
model (Figure 20(a)).
• If e is observed by an agent at v1, and there is no agent at v2, the target will only
move to the edges incident to v2 (Figure 20(b)).
• If e is observed by an agent at v2, and there is no agent at v1, the target will only
move to the edges incident to v1 (Figure 20(c)).
• If e is observed by two agents at both v1 and v2, the target will stay trapped on the
same edge (Figure 20(d)).
Thus, the column corresponding to e in transition matrix is reshaped according to the agent
placement. The probabilities associated with transitions to “avoided” edges are set to zero.
The probability corresponding to staying on the same edge is scaled down by 1− ρ, where
0 ≤ ρ ≤ 1 is called the evasiveness degree because it represents how much the target is
trying to escape the current monitored street segment. The probabilities associated with
the other edges representing the “escape routes” are scaled up provided that the whole
column adds up to 1.
6.4.2 Dynamic Programming Approach
Since the environment (represented by targets) responds to the actions taken by agents in
the new set up, the problem can be modeled as a Markov Decision Process (MDP) [35]
defined by the tuple
(X , A, T , R ) , (31)
where
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X is the state space represented by all possible combinations of target locations,
A is the action space represented by all possible movements that agents can make,
T is the transition function described according Equation 30, and
R : X × A → R is the reward function defined as the sum of the utility values of all
observed targets as a result of placing the agent according to a certain action.
The nature of the new problem dealing with evasive targets is thus more amenable to
dynamic programming (DP). The main difficulty in applying the DP approach in its pure
form is the curse of dimensionality associated with the exponential increase in the size of the
state space |X | and the size of the action space |A| as the number of agents and the number
of targets increase. The curse of dimensionality has two direct impacts on the applicability
of the DP approach. First, the space complexity of the representations of the state space
may make it hard or even impossible to store all states using today’s technology. Second,
large action space sizes increase the time needed to find an optimal solution to the MDP
since the search time increases with the action space size. As a result, solving the problem
using a straightforward approach such as value iteration or policy iteration may not be
feasible for the application at hand. Moreover, using value iteration or policy iteration to
find optimum solutions entails re-solving the whole problem offline every time an agent or
a target is added. Therefore, the choice is made to apply an approach similar to real-time
dynamic programming (RTDP) [6] as described below.
6.4.2.1 State and Action Representation
The state is represented by the weights of the graph edges defined by either Equation 22 or
Equation 27. This makes the size of the state space |X | a function of the size of the region
of interest not the number of targets. The weight of each edge is quantized to l levels (form
0 to l − 1). Figure 21 shows an example graph with the system state represented by the





, which could still be a very large figure. However, it is likely that only a small
subspace of this large space is visited in real situations. Hence, a sparse representation is
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used for tables that are defined on X such as the value function as will be described later
in this section. Defining the state as a function of edge weights helps reducing the MDP
to a deterministic one. In other words, if the graph is in a state xi, and agents took a
certain action aj , the new state of the graph can be represented in terms of the probable
edge outcomes defined in Equation 27.
Figure 21: System state represented by quantized probable edge outcomes.
The action space is represented by all possible combinations defined on the vertex set
V . Each combination represents a possible agent placement over OPs.
6.4.2.2 RTDP Algorithm
The RTDP algorithm described here approximates the value iteration algorithm defined
on an infinite horizon whereby the “value” V (or the profit-to-go) of each state can be
optimized according to the iterative equation
V (xi) = max
a∈A
R (xi, a) + δ ∑
xj∈X
Pa (xj |xi) V (xj)
 = maxa∈A Q (xi, a) , (32)
where Pa (xj |xi) is the transition probability from xi to xj upon taking action a, and δ is a
discount factor such that 0 < δ < 1 to discount the future reward at a geometric rate and
thus prevent the values from increasing indefinitely. For every value function V , there is an
associated policy defined by
Π (xi) = arg max
a∈A
R (xi, a) + δ ∑
xj∈X
Pa (xj |xi) V (xj)
 = arg maxa∈A Q (xi, a) , (33)
that is to take the action that maximizes the total value. If the value function V is an
optimal value function V ∗, the policy Π corresponds to an optimal policy Π∗.
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The algorithm maintains two main data structures: the value table V and the policy
table Π, both defined over the state space X . Sparse representation is used to overcome
space limitations. Both tables can be initialized arbitrarily. The algorithm chooses an action
according to Equation 33, but instead of considering all the actions a ∈ A, it only considers
a smaller set of actions {as, ar} ∪ {ahi |i = 1, 2, ..., J}, where as = Π(x ) is the stored action,
ar is an action chosen randomly, and {ahi |i = 1, 2, ..., J} is a set of J heuristic actions. After
choosing the best action according to Equation 33, the policy table is updated to the best
action among the J + 2 actions, and the value table is updated accordingly as well. The
algorithm is guaranteed to reach an optimal policy provided that the all the states are
visited infinitely often [6]. The value and the policy tables represent the agents’ knowledge
(acquired so far) of dealing with evasive targets, and thus, they belong to the knowledge level
shown in Figure 5. The algorithm can be implemented in a distributed fashion. Figure 22
shows a pseudo-code representation of the distributed algorithm running on agent ri after
the state of the graph x (represented in terms of edge weights) has been determined.
Each step of the distributed algorithm running on an agent ri is explained as follows:
• Step 1: The agent generates a random number αri taking a value between 1 and |V |
inclusive. It then broadcasts αri.
• Step 2: The agent waits on messages with random numbers generated by other
agents.
• Step 3: If some of the random numbers αrj and αrk are similar, the agent replaces
the latter with the first available number scanning from 1 through |V |.
• Step 4: The agent forms the random action as as the tuple generated by concatenating
the random numbers generated by agents.
The purpose of steps 1 to 4 is to generate the random action in a distributed fashion. At
the end of executing the four steps, each agent will have a consistent copy of the random
action. The purpose of the random action is to explore the action space.
63
1. Generate and broadcast a random OP number αri.
 2. Wait for a message from each other agent rj with a random number αrj .
3. For every similar pair (α1, α2), replace α2 by the first available OP number.
4. Form the random action as the tuple ar = (αr1, ..., αrm).
5. Look up the stored action from the policy table as = Π (x ).
6. Compute the heuristic action tuples a(1)h , ....a
(J)
h .










 8. Wait on a message from each agent rj containing its evaluated local values qj ’s.
9. Evaluate the global values Q ’s from the local values qk ’s.
10. Choose and execute the action tuple a∗ with the best global value Q ∗.
11. Update the value table V (x ) = Q ∗.
12. Update the policy table Π (x ) = a∗.
Figure 22: Pseudo-code representation of the RTDP algorithm.
• Step 5: The agent looks up and extracts the action corresponding to the current
state x in the action table.
• Step 6: A number of heuristics are applied to the current state x , and the corre-
sponding heuristic actions are computed.
• Step 7: For each of the random action, the stored action, and the heuristic actions,
the agent evaluates its local values as its local immediate reward plus its discounted
(multiplied by δ) local future reward. The immediate reward is the sum of the weights
of those edges incident to the vertex whose number is the ith component of the action
tuple. The future reward is the sum of the probable cell outcomes after applying
the evasion model assuming agents will move according to the action tuple under
consideration.
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• Step 8: Wait for other agents to send their local values for each action to be evaluated.
• Step 9: The global value of each action is computed by adding up all the local
values. If a certain action requires that an edge be observed from both ends, the value
v accrued by monitoring the edge is subtracted once. Note that each of the two agents
would have included v in its local value.
• Step 10: The action with the best global value is chosen and executed by all agents.
• Step 11: The value table is updated at the entry corresponding to the current state
x to the best global value found in the last step.
• Step 12: The policy table is updated at the entry corresponding to the current state
x to action corresponding to the best global value.
According to the RTDP-based algorithm described above, agents evaluate actions as if
each agent ri is going to move to the street intersection encoded in the ith component of the
action tuple. However, to actually move the agents to the new locations, agents execute the





In this chapter, the performance of the distributed agent placement approach is evaluated
through sets of simulation experiments inspired from real-life scenarios. The chapter is
divided into two sections, each of which is dedicated to evaluating the performance of the
distributed approach in a different type of urban terrain.
7.1 Approach Evaluation for Type-I Urban Zones
7.1.1 Non-Model-Based Algorithms: CEP
This section compares the performance of the CEP algorithm against A-CMOMMT [31]
since it is referred to as the “best-known human-designed policy” for the CMOMMT prob-
lem [37]. Hence, the simulation baseline used is similar to the one used in [33] to evaluate
A-CMOMMT. A-CMOMMT uses virtual forces to attract an agent to targets and repel
them from other agents. The forces are scaled according to certain functions that are
defined based on the distance between an agent and targets and other agents.
Targets move according to a random linear pattern in which each target moves in a
straight line and changes direction with a probability of 5%. The direction of motion first
has a positive x component and any y component until the right boundary of the ROI is
reached. After that, it has a negative x component until the left boundary is reached, and so
on. The y component can be positive, zero, or negative at any time. The maximum target
speed is 150 units per second, and the maximum agent speed is 200 units per second. Since
both CEP and A-CMOMMT are non-model-based algorithm, agents have no knowledge
about the target motion pattern.
To illustrate the robustness of CEP, several variations are considered. Each variation
differs from the main CEP algorithm in the frequency the algorithm is applied. For example,
CEP(20%) differs from CEP in the fact that it is only applied every 5 sampling periods
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instead of every sampling period. Figure 23 shows the performance of CEP compared to
A-CMOMMT (as defined in [33]) for a set of 5 agents and 20 targets, as the size of the
region of interest (ROI) increases. The comparison is based on two metrics:














• the average distance traveled by an agent in a unit time.
The latter metric can be used as an indication of the power used by an agent for navigation
purposes. Since A-CMOMMT assigns agents a fixed speed [33], the latter metric is expected
to be constant. The set of experiments used to generate the plots shown in Figure 23
assumed that all targets have the same utility value since A-CMOMMT was originally
designed to track targets of equal utility values. Thus, G, as defined in Equation 34, reduces
to the metric A used to evaluate the A-CMOMMT performance in [33]. A single point on
any of the plots corresponds to the average value computed over a set of 100 experiments.
The figure clearly shows that all CEP variations consistently outperform A-CMOMMT in
terms of both metrics discussed above. For instance, for large ROI sizes, the main CEP
variation improves over A-CMOMMT by about 25% of the maximum achievable global
utility and requires agents to move at an average speed less than half of that required by
A-CMOMMT.
The same set of experiments is repeated for a range of target utility values that vary
from 1 to 20. For this set of experiments, a variation of A-CMOMMT that we call WA-
CMOMMT is tested, in which the local forces are scaled according to the targets utility as
well as according to the scaling functions [33] used by A-CMOMMT. This makes agents favor
targets with high utility values. Figure 24 shows the superiority of CEP over A-CMOMMT
and WA-CMOMMT. At a first glance, it may seem surprising that A-CMOMMT exhibits
better performance than WA-CMOMMT although the latter accounts for target utility
values, while the former does not. The reason behind this outcome is that the latter may
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(a) Global utility vs. ROI size.
(b) Average distance traveled by an agent per unit time vs. ROI size.
Figure 23: CEP vs. A-CMOMMT when targets are of the same utility value.
cause two or more agents to get attracted to a single target with a very high utility. The
attraction force to that target may be stronger than the repulsion force between the agents.
This scenario leaves out other targets of less utility unobserved. If one agent were to observe
that target of high utility while other agents tracked the other targets, a better global utility
would be expected.
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(a) Global utility vs. ROI size.
(b) Average distance traveled by an agent per unit time vs. ROI size.
Figure 24: CEP vs. A-CMOMMT when targets are of unequal utility values.
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Figure 25: A virtual 1 km ×1 km urban region (black lines represent roads, and white
regions represent buildings/facilities)
7.1.2 Model-Based Algorithms: PCEP
In this section, we show through a set of simulation experiments that the model-based
predictive algorithm PCEP further improves over CEP. In all experiments, we consider a
virtual 1 km ×1 km urban region (Figure 25). The region is divided into 20 meters by 20
meters cells. The stochastic model used here attempts to capture a navigation model for
an urban target. Thus, the model transition probabilities are defined such that a target
moving along a road will continue moving along the same road in the same direction with
a high probability and may pull off the road with a much smaller probability. Transition
probabilities for a target at a road intersection are defined such that a target has a chance
to continue on the same road or turn right or left with different probabilities. A target in a
cell that is not part of a road will remain in the same cell with a high probability and may
leave the cell with a small probability.
The simulation is performed for a set of four similar aerial agents with a sensing range of
160 meters in each direction, a communication range of 400 meters, and a maximum speed
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Figure 26: PCEP performance compared to CEP as the target-to-agent ratio increases.
of 576 kilometers per hour. Agents update their locations based on a thirty-second future
time horizon. Figure 26 shows the global utility (aggregate coverage) obtained using CEP
and PCEP as the number of targets vary from 2 to 18. Each point on the plot corresponds
to the average value obtained from 20 experiments with each experiment running for 8
minutes. The figure shows that PCEP consistently outperforms CEP by about 5-15% of
the maximum achievable global utility. This confirms the intuition that a model-based
predictive approach is expected to deliver better performance than a non-model-based one
since the former accounts for the future target transition, whereas the latter assumes that
targets stay still until the next decision is made.
7.1.3 Online Model Estimation
7.1.3.1 Order Estimation: PACF Approach
The PACF approach for order estimation is tested for synthesized data. Synthesized se-
quences are generated according to a high-order Markov chain defined on the region of
interest described in Section 7.1.2. The PACF is evaluated for each of the x and the y com-
ponents separately. Figure 27 shows the absolute value of the PACF for each component
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of a first-order, a third-order, and a sixth-order Markov chains 1. The order is determined
for a 90% confidence level. Thus, the order is determined as the last lag that has a value
greater than or equal 10%. For the first-order and the third-order cases, the same order
is obtained for both components according to the PACF approach (Figure 27(a) and Fig-
ure 27(b), respectively). For the sixth-order case (Figure 27(c)), the estimated order is 3
according to the x component and 6 according to the y component. Since the overall model
order is estimated as the maximum of the two estimated orders obtained for each component
separately, the PACF approach still estimated the correct order for the sixth-order case.
7.1.3.2 Parameter Estimation: Modified Berchold’s Algorithm
To evaluate the modified Berchtold’s algorithm, synthesized sequences are generated ac-
cording to a Markov chain with known parameters. The sequences are fed to the modified
Berchtold’s algorithm in an attempt estimate the parameters of the actual model. To eval-
uate the estimated model, both the estimated and the actual models are used to predict the
future target location of a target currently at cell c using Equation 19 from Section 5.2.2.
Recall that the model predicts a target location at a future time instant as a probability
distribution defined over the cells of the ROI. The two predictions of both the actual and
the estimated model are compared in terms of their mean values. The four-step ahead
prediction error magnitude (in cells) between the estimated and the actual model is shown
in Figure 28(a). The average error magnitude over the whole region of interest for the
k-step ahead prediction is shown in Figure 28(b). An error bar is shown on the plot for one
standard deviation above and below the curve. Since the curve shows the error magnitude
which is always nonnegative, the error bars are clipped at zero. As we can see, the average
prediction error for the ten-step ahead prediction is less than half a cell, meaning that the
estimated model provides reasonably accurate predictions compared to the actual model.
Small prediction errors such as the ones shown above are expected to have only very
slight effect on the performance of PCEP since the average error is very small (a fraction
of a cell) compared to the agents’ sensing range (tens of cells). Thus, the target is still





Figure 27: Estimating model order from the absolute value of the PACF (PACF is not
shown for zero lags).
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(a) Prediction error shown for each cell in the ROI.
(b) Average prediction error for different prediction steps.
Figure 28: Error in prediction due to using the estimated model.
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Figure 29: PCEP performance under actual and estimated models.
expected to fall in the agent’s sensing range under small prediction errors. To confirm
this argument, the same simulation experiments described in Section 7.1.2 are repeated
using the estimated model. Figure 29 shows that the performance of the estimated model
closely follows that of the actual model with a very small degradation in performance. Even
with this degradation, the model-based predictive algorithm, PCEP, still outperforms the
non-model-based non-predictive CEP.
To study the effect of the data size used to estimate the model on the model-based
algorithm performance, several models are estimated based on different data sets with
different sizes. Data size is determined in terms of the number of fixed-size synthesized
sequences it contains. Each of the estimated models are used to predict target locations as
probability distributions. The prediction error (as defined earlier in this section) is averaged
over all the whole ROI and is shown in Figure 30(a) for different models and for different
future prediction steps. The figure clearly shows that as the data sized used in the model
estimation increases, the prediction error consistently decreases for a fixed prediction step.
Figure 30(b) shows how the prediction error varies as the size of the data used to estimate
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(a) Prediction error shown for different prediction steps and for different models that
were estimated based on different data sizes.
(b) Three and six-step ahead predictions as the data size used to estimate the
underlying model increases.
Figure 30: Estimation data size effect on the estimated model quality.
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the underlying model increases for the three-step and six-step ahead predictions. Hence,
prediction error convergence can be used as a criterion to release the model. In other
words, if using more data to estimate the model does not improve the prediction error by
a huge margin, the model can be assumed accurate enough to be used by the model-based
algorithms.
7.2 Approach Evaluation for Type-II Urban Zones
7.2.1 Overall Coverage: Distributed Greedy Algorithms
The algorithms developed in Chapter 6 are evaluated through simulation on a high-rise
urban terrain zone whose street map is shown in Figure 31. The figure also shows OPs at
street intersections and a few excessive OPs added to split long street segments into smaller
segments. A first-order Markov chain is defined to determine how targets move from a street
segment to another within the urban terrain zone. The model-based (predictive) as well as
the non-model-based (non-predictive) versions of the distributed greedy algorithm developed
in Chapter 6 are evaluated in comparison with a simple (naive) greedy algorithm [19], a
random dynamic policy, and a fixed policy where agents are placed statically at OPs that
are close to the center of the ROI. The simple greedy algorithm differs from the iterative one
in that it picks the m OPs in one shot. This is done by sorting the graph vertices according
to their weights and picking the first m vertices. Thus, the simple greedy algorithm is
expected to place agents in such a way that several edges are observed from both ends.
Generally speaking, the simple greedy algorithm is expected to deliver less coverage since
in many cases, targets with high utility values are unnecessarily monitored by two agents.
Figure 32 shows the simulation results of applying different algorithms to the scenario
described above. It is clear that the predictive iterative greedy algorithm exhibits the best
performance among all of the algorithms under evaluation. The non-predictive version of
the same algorithm, however, delivered worse performance than the two versions of the
simple greedy algorithm, which may seem to be counterintuitive. Let us first compare
the non-model-based (non-predictive) version of both algorithms. Note that because both
algorithms assume that targets stay in their current locations (which is not the case), any
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Figure 31: A graph representing Type-II urban terrain zone.
target that escapes the surveillance at a certain point may stay out of sight until it is
“run into” by an agent at a later step. For that reason, the simple non-predictive greedy
algorithm outperforms its iterative counterpart. It places an agent at each end of an edge
containing one or more important targets, having a good grasp on those targets. Even
if a target escapes in any of the two directions, the edges it can move to will still be
monitored thanks to the two agents placed at the ends of occupied edge. The iterative
greedy algorithm, on the other hand, usually results in placements where it is unlikely that
an edge is monitored from both ends, increasing the chances that targets can run away.
Now, we see the value of using a model to predict future target locations. The predictive
version of the iterative algorithm shares with the non-predictive version the fact that it
results in placements where it is unlikely that an important edge is monitored from both
ends. However, it predicts where those targets will be in the future (up to some degree of
certainty), and hence produces better placements that account for highly important targets
and targets that are of less importance at the same time.
78
PIG: Predictive iterative greedy
NIG: Non-predictive iterative greedy
PSG: Predictive simple greedy
NSG: Non-predictive simple greedy
Figure 32: Performance of different placement algorithms for Type-II urban zones.
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7.2.2 Navigation Power Optimization: Auction Algorithm
Recall that the auction algorithms (see Section 6.3) attempts to improve the power con-
sumption by choosing the optimal way that OPs are to be assigned to agents. In this section,
the performance of the auction algorithm is evaluated in terms of the average distance trav-
eled by an agent in a unit time. This gives an indication of the power consumed by agents
for navigation purposes. The algorithm is evaluated for the same scenario defined on the
urban terrain zone represented by the graph shown in Figure 31. Two types of agents are
considered: mini-UAVs and high altitude endurance UAVs. For the mini-UAVs case, an
agent moves from its current locations to its assigned OP by flying over the shortest street
route. For regular UAVs flying at a high altitude, an agent moves from its current locations
to its assigned OP in a straight line. The performance of the auction algorithm for each
case is shown versus the unoptimized case where OPs are assigned to agents such that the
ith OP is assigned to the ith agent. Figure 33 shows simulation results for the optimized and
unoptimized cases. Note that the four cases deliver the same coverage; the only difference
lies in how OPs are assigned to agents and how agents move to their assigned OPs. The
figure indicates that using the distributed auction algorithm to solve the assignment prob-
lem achieves the same global utility while significantly reducing the average agent speed by
about 65-75% of that required by the direct assignment. This in turn has a huge impact on
the amount of power consumed by agents for navigation purposes.
7.2.3 Dealing with Evasive Targets: RTDP Approach
The RTDP algorithm presented in Section 6.4.2 is evaluated for two different scenarios. The
first scenario corresponds to some cases where the optimal policy is obvious. For example,
consider a scenario where the number of agents is at least double the number of evasive
targets. According to the evasion model defined in Section 6.4.1, an evasive target can be
trapped by placing an agent at each of the ends of the street segment where the target
is located. Enforcing such policy guarantees obtaining the full utility of all targets (100%
global utility). Notwithstanding that such scenario is trivial compared to the general case, it
is used as a proof of concept since it is one of the scenarios where the optimal policy is easy
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Figure 33: Optimizing average agent speed using the distributed auction algorithm.
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to comprehend without involving too much thinking. The RTDP algorithm is not provided
with any heuristic in this case to see if it can learn the optimal policy on its own. It only
chooses from a pool of two actions: the stored action and a random action (see Section 6.4.2
for more details). The algorithm was able to eventually learn the optimal policy on its own.
Figure 34(a) shows the global utility accrued versus the number of experiments performed
in advance to build the knowledgebase (represented in the value table and the action table).
The same set of experiments is repeated for a general case and the performance of the
RTDP algorithm is compared to the simple greedy algorithm. While a “static” algorithm
such as the simple greedy algorithm maintains the same level of performance, an intelligent
dynamic algorithm such as the RTDP algorithm is able to improve its performance over
time just by maintaining two data structures that store the knowledge gained so far from
past experience. This is clearly shown in Figure 34(b).
Figure 35 shows a case where the RTDP algorithm enabled four agents to “contain”
five evasive targets; no matter where any of the targets can go at this point, it will still be
under the surveillance of at least one agent. According to the trap or capture event shown
in Figure 20(d), none of the five targets is captured since none of the targets is observed
from both ends of the edge where it currently exists. However, each of the targets is always
observed by at least one agent, achieving 100% of the maximum achievable global utility.
This example clearly illustrates the main difference between a pursuit-evasion game, where
all targets need to be captured before the game terminates and the version of the agent
placement problem defined in this thesis, where the primary goal is to keep as many targets
as possible under surveillance for as long as possible.
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(a) RTDP algorithm captures an optimal policy.
(b) RTDP algorithm improves its performance over time.
Figure 34: Performance of the RTDP algorithm.
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This doctoral thesis studies the problem of how to place agents over a region of interest
to track navigating targets. The problem arises in may real-life application domains such
as urban search and rescue (USAR) in the aftermath of a disaster, security, and military
surveillance and reconnaissance. The nature of the problem entails dynamic autonomous
placement of agents to achieve an optimal or near-optimal coverage. Several approaches to
the problem of interest have been developed in the past few decades. This thesis classifies
existing approaches according to three independent criteria: the multiplicity of agents and
targets, the centrality of the approach, and the predictiveness of the approach. The work
presented in this thesis is shown to belong to the multi-agent, multi-target, distributed, and
predictive classes. Therefore, according to each classification criterion, the work presented
in this thesis falls into the hardest category, and thus can easily be adapted to the simpler
ones.
The thesis introduces a general distributed hierarchical approach applicable to a team
of autonomous agents that are capable of navigating across the region of interest and com-
municating among themselves. The approach entails that agents communicate at several
levels of abstraction to fuse their sensor data, coordinate their decisions, and share their
knowledge. Although this doctoral thesis uses surveillance applications in urban environ-
ments as a testbed, the approach is believed to be general and can be applied to a wide
variety of applications.
The distributed approach is applied to two different types of urban terrain zones: low-
rise, widely spaced and high-rise, closely spaced. For each type, the agent placement problem
is formulated, a target motion model is defined, and a number of algorithms are developed.
Since some of the algorithms assume a stochastic model that describes target motion (which
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may not be available prior the surveillance mission), an novel online target motion estima-
tion is developed. The distributed nature of the approach is stressed throughout the thesis.
The algorithms are described in their distributed form, where an agent goes through rounds
of local processing and communication with other agents. The algorithms are capable of
tolerating isolated agent failures. Simulation results suggest that the developed approach is
applicable to the two types of urban terrain zones providing near-optimal coverage in each
case.
This doctoral thesis is believed to have contributed the following:
• a distributed hierarchical approach to agent placement applicable to a wide variety of
target tracking applications,
• a study of how to apply the approach to two types of urban terrain zones,
• a non-model-based distributed heuristic algorithm (CEP) that outperforms the best-
existing counterpart,
• a model-based algorithm (PCEP) that improves over the performance of CEP given
a stochastic target motion model,
• a novel model estimation approach that can be applied in real time to estimate the
target motion model of targets from sensor observations,
• a graph-theoretic reformulation for the agent placement problems for urban environ-
ments,
• a distributed algorithm for the agent placement problem in urban environments with
a predefined performance guarantee,
• an optimal distributed algorithm that minimizes the average power consumed by
agents for navigation purposes, and
• a practical dynamic programming algorithm for dealing with evasive targets.
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