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ANALYTIC HYPOELLIPTICITY FOR SUMS OF
SQUARES AND THE TREVES CONJECTURE
PAOLO ALBANO, ANTONIO BOVE, AND MARCO MUGHETTI
Abstract. We are concerned with the problem of real analytic
regularity of the solutions of sums of squares with real analytic
coefficients. Treves conjecture states that an operator of this type
is analytic hypoelliptic if and only if all the strata in the Poisson-
Treves stratification are symplectic.
We produce a model operator, P1, having a single symplectic
stratum and prove that it is Gevrey s0 hypoelliptic and not better.
See Theorem 2.1 for a definition of s0. We also show that this
phenomenon has a microlocal character.
We point out explicitly that this is a counterexample to the
sufficient part of Treves conjecture and not to the necessary part,
which is still an open problem.
1. Introduction
This paper is concerned with the real analytic regularity of the dis-
tribution solutions to equations of the form
(1.1) P (x,D)u =
N∑
j=1
Xj(x,D)
2u = f,
where Xj(x,D) is a vector field with real analytic coefficients defined
in an open set Ω ⊂ Rn, u is a distribution in Ω and f ∈ Cω(Ω), the
space of all real analytic functions in Ω.
The problem of the C∞(Ω) hypoellipticity of (1.1) has been solved
completely by L. Ho¨rmander in 1967, [19], by proving that P is hy-
poelliptic if the vector fields defining it verify the condition
(H) The Lie algebra generated by the vector fields and their commu-
tators has dimension n, equal to the dimension of the ambient
space.
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We note in passing that M. Derridj, [14], showed that when the vector
fields have real analytic coefficients condition (H) is also necessary for
C∞ hypoellipticity.
As a further step in studying the hypoellipticity properties of P one
may ask if, when condition (H) is satisfied, it is analytic hypoelliptic,
i.e. if Pu = f , f ∈ Cω(Ω), for a certain distribution u ∈ D ′(Ω), implies
that actually u ∈ Cω(Ω).
In 1972 M. S. Baouendi and C. Goulaouic produced an example of a
sum of squares satisfying condition (H)—and hence C∞ hypoelliptic—
which is not analytic hypoelliptic. Their model was followed by another
found almost simultaneously by O. A. Ole˘ınik and O. A. Ole˘ınik and
E. V. Radkevicˇ in [30], [31], that is not analytic hypoelliptic and satis-
fies condition (H). The difference between the two models is important,
even though at the time was not completely understood.
In 1978 F. Treves and in 1980 D. S. Tartakoff independently pub-
lished the papers [37] and [36], where, using very different methods
of proof, they proved the analytic hypoellipticity for sums of squares
that satisfy condition (H), vanish to the exact order two on the char-
acteristic variety, Char(P ), when Char(P ) is actually a symplectic real
analytic manifold.
In 1980 Me´tivier, following the ideas of F. Treves, showed that
if P is an analytic (pseudo)differential operator of symbol p(x, ξ) =
pm(x, ξ) + pm−1(x, ξ) + · · · , where pm vanishes exactly to the order m
on a symplectic real analytic manifold and pm−j vanishes at least to
the order (m − 2j)+ on the same manifold, then, if P is C∞ hypoel-
liptic, it is also analytic hypoelliptic. The vanishing conditions on the
lower order terms are also called the Levi conditions. A few years later
Okaji, [29], generalized Me´tivier’s work, arguing along the same lines,
to a case where the vanishing is anisotropic (but exact and with Levi
conditions) on a symplectic characteristic manifold.
These papers seemed to imply that a symplectic characteristic man-
ifold should be necessary for analytic hypoellipticity. Actually Treves
in [37] conjectured that “if Char(P ), assumed to be an analytic mani-
fold, contains a smooth curve which is orthogonal for the fundamental
symplectic form to the whole tangent plane to Char(P ) at every point
(of the curve), the operator P might not be analytic hypo-elliptic. Ac-
tually it is my belief that, in this case, P is necessarily not so.”
In 1998 Hanges and Himonas, [18], observed that the Ole˘ınik and
Radkevicˇ operator has a real analytic symplectic characteristic mani-
fold, and thus no Treves’ curves, but is not analytic hypoelliptic. There-
fore the absence of Treves curves does not imply analytic hypoelliptic-
ity.
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To overcome this difficulty, in 1996, [38], F. Treves stated a conjec-
ture for the sums of squares of vector fields that takes into account all
the cases known to that date. The conjecture requires some work to
be stated precisely; see to this end the papers [38], [9], [39]. In what
follows we give a brief, sketchy account of how to formulate it.
Let P be as in (1.1). Then the characteristic variety of P is Char(P ) =
{(x, ξ) | Xj(x, ξ) = 0, j = 1, . . . , N}. This is a real analytic variety and,
as such, it can be stratified in real analytic manifolds, Σi, for i in a fam-
ily of indices, having the property that for i 6= i′, either Σi ∩ Σi′ = ∅
or, if Σi ∩ Σi′ 6= ∅, then Σi ⊂ ∂Σi′ . We refer to [40] for more details.
Next one examines the rank of the restriction of the symplectic form
to the analytic strata Σi. If there is a change of rank of the symplectic
form on a stratum, we may add to the equations of the stratum the
equations of the subvariety where there is a change in rank and stratify
the so obtained variety into strata which are real analytic manifolds
where the symplectic form has constant rank.
In the final step one considers the multiple Poisson brackets of the
symbols of the vector fields. Denote by Xj(x, ξ) the symbol of the j-
th vector field. Let I = (i1, i2, . . . , ir), where ij ∈ {1, . . . , N}. Write
|I| = r and define
XI(x, ξ) = {Xi1(x, ξ), {Xi2(x, ξ), {· · · {Xir−1(x, ξ), Xir(x, ξ)} · · · }}}.
r is called the length of the multiple Poisson bracket XI(x, ξ). For
each stratum previously obtained, say Σik, we want that all brackets of
length lesser than a certain integer, say ℓik vanish, but that there is at
least one bracket of length ℓik which is non zero on Σik. One can show
that this makes sense and defines a stratification.
Thus the strata obtained are real analytic manifolds where the sym-
plectic form has constant rank and where all brackets of the vector
fields vanish if their length is < ℓik, and there is at least one microlo-
cally elliptic bracket of length ℓik, ℓik depending on the stratum. ℓik is
also called the depth of the stratum.
We now state Treves’ conjecture:
Conjecture 1.1 (Treves, [38]). The operator P in (1.1) is analytic
hypoelliptic if and only if every stratum in the above described stratifi-
cation is symplectic.
We remark that the above statement is in agreement with a number
of known results and that no counterexamples are known. Baouendi-
Goulaouic operator does not have a symplectic characteristic manifold
and so one might expect it not to be analytic hypoelliptic. In fact one
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can prove that it propagates Gevrey s singularities along the Hamilton
leaves of the characteristic manifold, for 1 ≤ s < 2.
Consider the Ole˘ınik-Radkevicˇ operator
(1.2) D21 + x
2(p−1)
1 D
2
2 + x
2(q−1)
1 D
2
3,
where 1 < p ≤ q. It is straightforward to see that its characteristic
manifold is the manifold {(x, ξ) | x1 = ξ1 = 0, (ξ2, ξ3) 6= (0, 0)} ⊂
T ∗R3\{0}. It is also evident that the latter is a symplectic submanifold
of the cotangent bundle. Here we need to look closely at the Poisson
brackets: let us consider {X1, {X1, {. . . {X1, X2} . . .}}} = adp−1X1 X2 =
(p−1)!ξ2. The latter is not elliptic in a conic neighborhood of the point
(0, 0, 0; 0, 0, 1). Hence, if p < q, the strata are given by {(x, ξ) | x1 =
ξ1 = 0, ξ2 6= 0} and {(x, ξ) | x1 = ξ1 = 0, ξ2 = 0, ξ3 6= 0}, which is not
symplectic.
Treves and Tartakoff theorems are also in agreement with the con-
jecture, since in that case there is only one symplectic stratum and the
vanishing is exactly of order two.
We just would like to mention that a number of results have been
published over the last fifteen years in agreement with the conjecture.
As a non exhaustive and certainly incomplete list we mention the pa-
pers [11], [12], [13], [15], [16], [17], [23] as well as [2], [8].
In the present paper we exhibit an operator whose stratification
has just a single symplectic stratum and we show that the operator
is Gevrey s0 hypoelliptic and that this is the optimal Gevrey regularity
(see Theorem 2.1 for a precise definition of s0.)
As a consequence we get that a symplectic stratification does not
imply analytic hypoellipticity. In our opinion this prompts for a revi-
sion of the sufficient part of the conjecture, mainly where the Poisson
brackets are involved.
The necessary part of the conjecture, as far as we know, is still an
open problem: If there is a non symplectic stratum, so that Hamilton
leaves appear, then the operator P is not analytic hypoelliptic.
Here is the structure of the paper. In Section 2 we state the result
for two operators: one having a single simplectic stratum and the other
having a stratification where the less deep stratum is symplectic. For
the first operator we get a local Gevrey regularity, while for the second
the regularity is only at a microlocal level. See [39] for a microlocal
statement of the conjecture.
Section 3 is devoted to the proof of the optimality of the s0 Gevrey
regularity. We construct a solution to P1u = 0 which is not better than
Gevrey s0. The solution we construct has a complex phase function
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(and this is a well known phenomenon) as well as an amplitude. To
obtain the amplitude we have to discuss a semiclassical spectral prob-
lem for a stationary Schro¨dinger equation with a symmetric double well
potential depending on two parameters.
It is known that, since the bottom of the well is quadratic, for very
small values of the Planck constant h the eigenvalues, which are simple
and positive, behave like the eigenvalues of a harmonic oscillator. This
fact allows us to obtain an amplitude function that does not interfere
with the phase.
In Section 4 we prove that every solution to P1u = f is Gevrey
s0, if f ∈ Gs0. This is done using the subelliptic estimate for the
operator. Very likely one could have used different techniques, like the
FBI transform (see e.g. [34], [35] and [2]), but we thought that using
the subelliptic estimate would give the most elementary and readable
proof.
Finally we collected in Appendix A the proof for a number of L∞
estimates for the eigenfunctions of the Schro¨dinger equation with a
double well potential (actually they hold true in more general cases)
and in Appendix B the proof of a technical lemma that is used in
Section 4.
Acknowledgements. One of the authors (A. B.) would like to thank
F. Treves and P. Cordaro for a number of useful discussions.
2. Statement of the Result
Let r, p, q ∈ N, 1 < r < p < q, and x = (x1, . . . , x4) ∈ R4. The
object of this section is to state the optimal Gevrey regularity result
for the two operators
(2.1) P1(x,D) = D
2
1+D
2
2+x
2(r−1)
1
(
D23 +D
2
4
)
+x
2(p−1)
2 D
2
3+x
2(q−1)
2 D
2
4,
(2.2) P2(x,D) = D
2
1 +D
2
2 + x
2(r−1)
1 D
2
4 + x
2(p−1)
2 D
2
3 + x
2(q−1)
2 D
2
4.
First of all we remark that both P1 and P2 are sums of squares of vector
fields with real analytic coefficients satisfying Ho¨rmander bracket con-
dition, i.e. the whole ambient space is generated when we take iterated
commutators of the vector fields in the definition of Pj. In particular
both P1 and P2 are C
∞ hypoelliptic at the origin. This means that
there exists an open neighborhood of the origin, Ω, such that for every
open set V ⋐ Ω, 0 ∈ V , we have, for j = 1, 2,
Pju ∈ C∞(V )⇒ u ∈ C∞(V ),
for every distribution u ∈ D ′(Ω).
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The characteristic manifold of P1 is the real analytic manifold
(2.3) Char(P1) =
{
(x, ξ) ∈ T ∗R4 \ {0} |
ξ1 = ξ2 = 0, x1 = x2 = 0, ξ
2
3 + ξ
2
4 > 0
}
.
The characteristic manifold of P2 is the real analytic variety
(2.4) Char(P2) =
{
(x, ξ) ∈ T ∗R4 \ {0} |
ξ1 = ξ2 = 0, x2 = 0, x1ξ4 = 0, ξ
2
3 + ξ
2
4 > 0
}
.
According to Treves conjecture one has to look at the strata associated
with P1 and P2.
The stratification associated with P1 is made up of a symplectic
single stratum
Σ1 =
{
(0, 0, x3, x4; 0, 0, ξ3, ξ4) |ξ23 + ξ24 > 0
}
= Char(P1).
The stratification associated with P2 is more complicated. Actually
there are eight strata of the form
a -
Σ1,± = {(0, 0, x3, x4; 0, 0, ξ3, ξ4) | ± ξ4 > 0} ,
at depth r. This is a symplectic stratum and the restriction of
the symplectic form to Σ1,± has rank 4.
b -
Σ2,±,± = {(x1, 0, x3, x4; 0, 0, ξ3, 0) | ± ξ3 > 0,±x1 > 0} ,
at depth p. This is a non symplectic stratum and the restriction
of the symplectic form to Σ2,±,± has rank 2.
c -
Σ3,± = {(0, 0, x3, x4; 0, 0, ξ3, 0) | ± ξ3 > 0} ,
at depth p. This is a non symplectic stratum and the restriction
of the symplectic form to Σ3,± has rank 2. Note that
Σ3,± ⊂ ∂Σ2,±,± = Σ2,±,± \ Σ2,±,±.
According to the conjecture we would expect local real analyticity near
the origin for the distribution solutions, u, of P1u = f , with a real
analytic right hand side. Moreover we would also expect that (x, ξ) ∈
cWFa(u) ∩ Σ1,±, for any distribution solution of P2u = f , provided
(x, ξ) ∈ cWFa(f)∩Σ1,±. Here cWFa(u) denotes the complement of the
analytic wave front set of u in T ∗R4 \ {0}.
We are ready to state the theorem that is proved in the next section.
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Theorem 2.1. Let
1
s0
=
1
r
+
r − 1
r
p− 1
q − 1 .
Then
i) P1 is locally Gevrey s0 hypoelliptic and not better near the ori-
gin.
ii) P2 is microlocally Gevrey s0 hypoelliptic and not better at points
in Σ1,±.
It is known that a sum of squares is always microlocally Gevrey s
hypoelliptic for s ≥ σ, where σ denotes the length of the shortest non
zero Poisson bracket (see [1] for a precise statement and a proof.) We
point out that Pj, j = 1, 2, are microlocally more regular than that.
We would like to explicitly remark that deducing the Gevrey reg-
ularity from the geometry of the characteristic variety and/or of its
stratification seems beyond reach at this stage.
Moreover we also have that
Theorem 2.2. P2 is microlocally Gevrey p hypoelliptic and not better
at points in Σ2,±,± ∪ Σ3,±.
As a consequence of Theorem 2.1 we have
Corollary 2.1. The sufficient part of Treves conjecture does not hold
neither locally nor microlocally.
We note however that for a single symplectic stratum of codimension
2 and for a single symplectic stratum of dimension 2 the conjecture is
true. For the first result we refer to [12]. The proof of the second is
contained in [5].
Remark 2.1. We observe that in P1 brackets with D1 and brackets
with D2 behave differently, the latter looking closer to what happens for
the Ole˘ınik–Radkevicˇ operator (1.2). The more so that P1 is analytic
hypoelliptic if and only if p = q.
Define
P˜1(x,D) = D
2
1 +D
2
2 + (x1 + x2)
2(r−1)
(
D23 +D
2
4
)
+ (x1 − x2)2(p−1)D23 + (x1 − x2)2(q−1)D24.
P˜1 has the same properties as P1, since it differs from P1 by a rotation
and a dilation. However the brackets w.r.t. both D1 and D2 have a
similar behavior: adr−1Dj (x1 + x2)
r−1Dk = (r− 1)!Dk, j = 1, 2, k = 3, 4.
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3. Proof of Theorem 2.1 and 2.2
In this section we prove the optimality of the Gevrey regularity in
Theorem 2.1 as well as Theorem 2.2.
Actually we provide a proof of statement i) of Theorem 2.1, since
the proof of statement ii), for the operator P2, proceeds along the same
lines and is easier.
We construct a solution to the equation P1u = 0 which is not Gevrey
s for any s < s0 and is defined in a neighborhood of the origin.
In fact we look for a function u(x, y, t) defined on Rx×Ry×(R+t ∪{0})
and such that
P1(x,D)A(u) = 0,
where
(3.1) A(u)(x) =
∫ +∞
Mu
e−iρx4+x3z(ρ)ρ
θ−ρθu(ρ
1
rx1, ρ
µx2, ρ)dρ,
where
θ =
1
s0
,
µ > 0, z(ρ) and Mu > 0 are to be determined. Here we assume that
x ∈ U , a suitable neighborhood of the origin whose size will ultimately
depend on the upper estimate for z(ρ).
We have
P1(x,D)A(u)(x)
=
∫ +∞
Mu
e−iρx4+x3z(ρ)ρ
θ−ρθ
[
− ρ 2r∂2x1u− x2(r−1)1 (z(ρ))2ρ2θu
+ x
2(r−1)
1 ρ
2u− ρ2µ∂2x2u− x2(p−1)2 (z(ρ))2ρ2θu+ x2(q−1)2 ρ2u
]
dρ.
Rewriting the r.h.s. of the above relation in terms of the variables
y1 = ρ
1
rx1, y2 = ρ
µx2, we obtain
P1(x,D)A(u)(x)
=
∫ +∞
Mu
e−iρx4+x3z(ρ)ρ
θ−ρθ
[
− ρ 2r ∂21u− y2(r−1)1 (z(ρ))2ρ2θ−2
r−1
r u
+ y
2(r−1)
1 ρ
2−2 r−1
r u− ρ2µ∂22u− y2(p−1)2 (z(ρ))2ρ2θ−2(p−1)µu
+ y
2(q−1)
2 ρ
2−2(q−1)µu
]
y1=ρ1/rx1
y2=ρµx2
dρ.
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Choose now µ = 1
q
. Then the above relation becomes
P1(x,D)A(u)(x)
=
∫ +∞
Mu
e−iρx4+x3z(ρ)ρ
θ−ρθ
[
− ρ 2r
(
∂21 − y2(r−1)1
(
1− (z(ρ))2ρ2(θ−1)))u
+ ρ
2
q
(
−∂22 − y2(p−1)2 (z(ρ))2ρ2θ−2
p
q + y
2(q−1)
2
)
u
]
y1=ρ1/rx1
y2=ρ
1
q x2
dρ.
We point out that
θ − 1 < 0.
We make the Ansatz that
(3.2) |z(ρ)| < M1−θu .
We shall see that condition (3.2) will be satisfied.
Set τ(ρ) =
(
1− (z(ρ))2ρ2(θ−1)) 12r . We note that, due to condition
(3.2), the quantity in parentheses is positive. Choose
(3.3) u(y1, y2, ρ) = u1(τ(ρ)y1)u2(y2, ρ),
where
(3.4)
(
−∂21 + y2(r−1)1 τ(ρ)2r
)
u1(τ(ρ)y1) = τ(ρ)
2λu1(τ(ρ)y1),
and λ > 0 is such that, for fixed ρ > 0, the factor in front of u1 in the
r.h.s. of the above equation is in the spectrum of the quantum anhar-
monic oscillator
(
−∂21 + y2(r−1)1
(
1− (z(ρ))2ρ2(θ−1))), whose frequency
depends on both ρ and z(ρ).
We then obtain
P1(x,D)A(u)(x)
=
∫ +∞
Mu
e−iρx4+x3z(ρ)ρ
θ−ρθu1(τ(ρ)ρ
1
rx1)
[{
ρ
2
r
(
1− (z(ρ))2ρ2(θ−1)) 1r λ
+ ρ
2
q
(
−∂22 − y2(p−1)2 (z(ρ))2ρ2θ−2
p
q + y
2(q−1)
2
)}
u2(y2, ρ)
]
y2=ρ
1
q x2
dρ.
Our next step is to find u2 as a solution of the differential equation
(3.5)
(
1− (z(ρ))2ρ2(θ−1)) 1r λu
+ ρ
2
q
− 2
r
(
−∂22 − y2(p−1)2 (z(ρ))2ρ2θ−2
p
q + y
2(q−1)
2
))
u = 0,
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where we wrote u instead of u2 for the sake of simplicity. (3.5) becomes(
1− (z(ρ))2ρ2(θ−1)) 1r λu
+ ρ
2
q
− 2
r
(
−∂22 + y2(q−1)2
)
u− (z(ρ))2ρ2(θ− p−1q − 1r )y2(p−1)2 u = 0,
Since
θ − p− 1
q
− 1
r
=
(
1
q
− 1
r
)
p− 1
q − 1 ,
we set
(3.6) t = ρ
1
q
− 1
r ,
so that the above equation becomes(
1− (z1(t))2t2(r−1)
q
q−1
q−p
q−r
) 1
r
λu
+ t2
(
−∂22 + y2(q−1)2
)
u− (z1(t))2t2
p−1
q−1 y
2(p−1)
2 u = 0,
where z1(t) = z(ρ). The latter equation can be turned into a stationary
semiclassical Schro¨dinger equation if we perform the canonical dilation
y2 = yt
− 1
q−1 :
(
1− (z1(t))2t2(r−1)
q
q−1
q−p
q−r
) 1
r
λu
− t2 qq−1∂2yu+ y2(q−1)u− (z1(t))2y2(p−1)u = 0.
Set
(3.7) h = t
q
q−1 .
Note that t, h are small and positive for large ρ. Thus we may rewrite
the above equation as
(3.8)[ (
1− (z2(h))2h2(r−1)
q−p
q−r
) 1
r
λ− h2∂2y + y2(q−1) − (z2(h))2y2(p−1)
]
u = 0,
where z2(h) = z1(t).
We want to show that there are countably many choices for the
function z2(h) in such a way that equation (3.8) has a non zero solution
in L2(R), which actually turns out to be a smooth rapidly decreasing
function.
Since the term containing λ is a scalar quantity commuting with the
other terms, we consider first the operator
−h2∂2y + y2(q−1) − (z2(h))2y2(p−1).
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This is a Schro¨dinger operator with a symmetric double well potential.
The latter is not positive everywhere; in order to work with a positive
double well potential we subtract (and add) its minimum. This is
γˆz
2 q−1
q−p
2 ,
where
γˆ = −q − p
q − 1
(
p− 1
q − 1
) p−1
q−p
< 0.
Equation (3.8) becomes
(3.9)
[ (
1− (z2(h))2h2(r−1)
q−p
q−r
) 1
r
λ+ γˆz2(h)
2 q−1
q−p
− h2∂2y + y2(q−1) − (z2(h))2y2(p−1) − γˆz2(h)2
q−1
q−p
]
u = 0,
Let us make the Ansatz that z2 is a positive valued function. We make
the canonical dilation
y2 = xz
1
q−p
2 .
Then (3.9) becomes
(3.10)
[ (
1− (z2(h))2h2(r−1)
q−p
q−r
) 1
r
λ+ γˆz2(h)
2 q−1
q−p − h2z2(h)−
2
q−p∂2x
+ z2(h)
2 q−1
q−px2(q−1) − (z2(h))2
q−1
q−px2(p−1) − γˆz2(h)2
q−1
q−p
]
u = 0,
whence
(3.11)
[ (
1− (z2(h))2h2(r−1)
q−p
q−r
) 1
r
z2(h)
−2 q−1
q−pλ+ γˆ
− h2z2(h)−
2q
q−p∂2x + x
2(q−1) − x2(p−1) − γˆ
]
u = 0,
Let us consider the one dimensional Schro¨dinger operator
(3.12) −
(
hz2(h)
− q
q−p
)2
∂2x + x
2(q−1) − x2(p−1) − γˆ.
By [6] (Chapter 2, Theorem 3.1) it has a discrete simple spectrum
depending in a real analytic way on the parameter hz2(h)
− q
q−p , for
h > 0. Let us denote by
E
(
h
z2(h)
q
q−p
)
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an eigenvalue. Let u = u(x, h) be the corresponding eigenfunction.
Then (3.11) becomes
(3.13)(
1− (z2(h))2h2(r−1)
q−p
q−r
) 1
r
z2(h)
−2 q−1
q−pλ+ γˆ + E
(
h
z2(h)
q
q−p
)
= 0.
Next we are going to solve the above equation w.r.t. z2 as a function
of h, for small positive values of h.
Proposition 3.1. There is h0 > 0 such that equation (3.13) implicitly
defines a function z2 ∈ C([0, h0[) ∩ Cω(]0, h0[). In particular
z2(h)→ z˜ =
(
−λ
γˆ
) q−p
2(q−1)
> 0
when h→ 0+. Therefore we may always assume that
(3.14) z2(h) ∈
[
1
2
z˜,
3
2
z˜
]
,
for h ∈ [0, h0[.
Proof. The operator in (3.12) has a symmetric non negative double well
potential with two non degenerate minima and unbounded at infinity.
From Theorem 1.1 in [32] we deduce that
(3.15) lim
µ→0+
E(µ)
µ
= e∗ > 0.
We may then continue the function E, by setting E(0) = 0, as a
function in C([0,+∞[) ∩ Cω(]0,+∞[).
Set
(3.16) f(h, z) =
(
1− z2h2(r−1) q−pq−r
) 1
r
z−2
q−1
q−pλ+ γˆ + E
(
h
z
q
q−p
)
.
Note that f(0, z˜) = 0. We want to show that the equation f(h, z) = 0
can be uniquely solved w.r.t. z for h ∈ [0, h0], for a suitable h0.
We need the
Lemma 3.1. For every µ0 > 0 we have that ∂µE(µ) exists and is
bounded for 0 ≤ µ ≤ µ0.
Proof of Lemma 3.1. Let
Qµ(x, ∂x) = −µ2∂2x + x2(q−1) − x2(p−1) − γˆ.
From Qµv = E(µ)v we get
〈Qµ∂µv, v〉+ 2µ‖∂xv‖2 = E(µ)〈∂µv, v〉+ (∂µE(µ))‖v‖2.
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Due to the self adjointness of Qµ the first terms on both sides of the
above identity are equal, so that
∂µE(µ) = 2µ‖∂xv‖2 ≥ 0,
for every µ > 0, provided v is normalized. Again from Qµv = E(µ)v
we deduce that
(3.17) µ2‖∂xv‖2 ≤ 〈Qµv, v〉 = E(µ).
Hence
0 ≤ ∂µE(µ) ≤ 2E(µ)
µ
→ 2e∗
for µ → 0+. The existence of the right derivative in µ = 0 is a
consequence of (3.15). 
Now
∂f
∂z
(h, z) = −2
r
λ
(
1− z2h2(r−1) q−pq−r
) 1−r
r
z1−2
q−1
q−ph2(r−1)
q−p
q−r
− 2q − 1
q − p
(
1− z2h2(r−1) q−pq−r
) 1
r
z−2
q−1
q−p
−1λ− q
q − pE
′
(
h
z
q
q−p
)
h
z
q
q−p
z−1.
The above quantity is strictly negative if (h, z) ∈ [0, h0[×[z˜ − δ, z˜ + δ],
for a suitable choice of small h0, δ.
Because of the definition of z˜ and (3.16), f(h, z˜−δ) > 0, f(h, z˜+δ) <
0 possibly taking a smaller h0, δ, for 0 ≤ h ≤ h0. Since f is continuous
and strictly decreasing on the h-lines there is a unique zero of the
equation f(h, z(h)) = 0 with z(h) ∈ [z˜ − δ, z˜ + δ] for 0 ≤ h ≤ h0.
For positive h trivially z(h) is real analytic. Let us show that z(h) ∈
C([0, h0[). Arguing by contradiction assume that z(h) 6→ z˜ for h→ 0+.
Then there is a sequence hk → 0+ such that z(hk) → zˆ 6= z˜. Then
0 = f(hk, z(hk)) → f(0, zˆ) which is false since z˜ is the only zero of
f(0, z) = 0. 
Remark 3.1. Let h0 be the quantity define in Proposition 3.1. Set
h0 = ρ
( 1q−
1
r)
q
q−1
0 . Choosing Mu ≥ max{ρ0, (32 z˜)
1
1−θ } we have that the
function z2 is defined for ρ ≥ Mu and that (3.2) is satisfied, so that
1− z(ρ)2ρ2(θ−1) > 0.
We are going to need also a couple of lemmas whose proofs can be
found in Appendix A.
Lemma 3.2. There exists µ0 > 0 such that for v ∈ S (R) the following
a priori inequality holds
(3.18) µ2‖v′′‖+ ‖V v‖ ≤ C (‖Qµv‖+ µ‖v‖) ,
for a positive constant C independent of µ ∈]0, µ0[.
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Lemma 3.3. Let v(x, µ) denote the L2(R) normalized eigenfunction
corresponding to E(µ). v is rapidly decreasing w.r.t. x and satisfies
the estimates
(3.19) |v(j)(x, µ)| ≤ Cjµ−(j+1)/2,
for x ∈ R, Cj > 0 independent of 0 < µ < µ0, j = 0, 1, 2, µ0 suitably
small.
Remark 3.2. Note that because of Lemma 3.3 the formal method of
sliding the differential operator P1 under the integration sign becomes
legitimate, since a power singularity does no harm to the convergence
of the integral in ρ.
The integral A(u) in (3.1) is a convergent integral since u = u1u2,
ui is a real analytic function of xi, u1 is rapidly decreasing, while u2 is
rapidly decreasing w.r.t. x and satisfies (3.19) with µ = O
(
ρ(
1
q
− 1
r)
q
q−1
)
.
Then (3.11) holds for 0 ≤ h ≤ h0 and hence for ρ ≥ ρ0.
Going back to (3.1) we see that
P1(x,D)A(u) = 0.
Before concluding the proof of the sharpness of the Gevrey s0 regularity
for A(u), we need to make sure that the function u = u1u2 does not
have any effect on the convergence of the integral at infinity as well as
on the Gevrey behavior of A(u).
As far as u1 is concerned, this is fairly obvious, since u1 is a rapidly
decreasing function of τ(ρ)ρ
1
rx1, where τ(ρ) is defined before equation
(3.3), and, computing this function at the origin—as we need to do—
will not affect the exponential in A(u). We are thus left with u2 =
u2(ρ
1
qx2, ρ). Even though u2 is rapidly decreasing w.r.t. ρ
1
qx2, we
still need some estimate on u2 allowing us to conclude that u2 can be
polynomially bounded in ρ, uniformly for x2 in a neighborhood of the
origin and moreover that u2(0, ρ) does not vanish with so high a speed
to compromise the Gevrey s0 regularity.
Let us then consider u2 = u2(x, ℏ). It is an eigenfunction of the
operator
(3.20) Qℏ(x, ∂x) = −ℏ2∂2x + x2(q−1) − x2(p−1) − γˆ,
where, by (3.11),
(3.21) ℏ =
h
z2(h)
q
q−p
.
Note that ℏ tends to zero if and only if h tends to zero. For the sake
of simplicity we write u instead of u2; u is an eigenfunction of (3.20)
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corresponding to the eigenvalue E(ℏ)
(3.22) Qℏ(x, ∂x)u = E(ℏ)u.
Obviously u is a solution of (3.11).
We explicitly observe that the choice of both u1 and u2 is arbitrary
among the eigenfunctions of the corresponding Schro¨dinger operators
in the variables x1 and x2. It would have probably been easier to deal
with the first eigenfunction of both operators, which can be studied
with elementary methods, but we prefer to emphasize the fact that
all the eigenfunctions share the same properties that are needed to
accomplish our construction.
We are going to need an estimate of u in a classically forbidden
region, i.e. when ℏ is small (ρ is large) and x is in a neighborhood of
the origin. We recall the following theorem providing a lower bound
for the tunneling of the solution:
Theorem 3.1 (See [41], Theorem 7.7). Let U be a neighborhood of the
origin in R. There exist positive constants C, ℏ0 such that
(3.23) ‖u‖L2(U) ≥ e−Cℏ ‖u‖L2(R),
for 0 < ℏ ≤ ℏ0.
The Schro¨dinger operator Qℏ has a symmetric potential, so that its
eigenfunctions are either even or odd functions w.r.t. the variable x.
Case of an even eigenfunction. We may assume that
‖u‖L2(R) = 1, u(0, ℏ) > 0,
since u′(0, ℏ) = 0 because of its parity and if u(0, ℏ) = 0 would imply
that u, being a solution of (3.22), is identically zero.
Moreover, by (3.22), ∂2xu(0, ℏ) > 0.
Denote by x0 = x0(ℏ) the first positive zero of V (x) − E(ℏ) =
x2(q−1) − x2(p−1) − γˆ − E(ℏ). Note that u is strictly positive in the
interval 0 ≤ x ≤ x0. In fact, by contradiction, denoting by x¯ the first
zero of u in [0, x0], by (3.22), we may conclude that u
′′ > 0 in [0, x¯[
so that the same is true for u′. Hence u(x¯, ℏ) > u(0, ℏ) > 0, which is
absurd.
By (3.22), u is strictly convex for 0 ≤ x ≤ x0 and has its minimum
at the origin and its maximum at x0.
Define y = ∂xu
u
. We have y > 0 if 0 < x ≤ x0. Then, writing y′ for
∂xy,
y′ =
V −E
ℏ2
− y2.
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The function y has a maximum in the interval ]0, x0[. In fact y
′(0) >
0 and y′(x0) = −y2(x0) < 0. Denote by x¯ the point where where
the maximum is attained: it lies in the interior of the interval [0, x0].
Moreover we get
y(x¯) =
(V (x¯)−E(ℏ))1/2
ℏ
.
From the definition of y we obtain
u(0) = e−
∫ x0
0 y(s)dsu(x0) ≥ e−x0y(x¯) 1√
2x0
‖u‖L2([−x0,x0])
≥ 1√
2x0
e−
(−γˆ)1/2
ℏ e−
C
ℏ .
Here we used Theorem 3.1, x0 < 1, E(ℏ) > 0 and u is normalized. We
remark that x0(ℏ)→ xˆ0 > 0 when ℏ→ 0+.
We are now in a position to conclude the proof of Theorem 2.1 for
an even function u2. We recall that
ℏ = O
(
ρ(
1
q
− 1
r )
q
q−1
)
= O
(
ρ−κ
)
.
We compute
(−Dx4)k∂εx1A(u)(0) =
∫ +∞
Mu
e−ρ
θ
ρk+
ε
r τ(ρ)ε∂εu1(0)u2(0, ρ)dρ
≥ ∂εu1(0)C
∫ +∞
Mu
e−ρ
θ−C1ρκτ(ρ)ερk+
ε
r dρ ≥ Ck+12 k!s0,
where ε = 0 or 1 if u1 is even or odd respectively and
κ =
(
1
r
− 1
q
)
q
q − 1 < θ.
The last inequality above holds since∫ +∞
Mu
e−ρ
θ−C1ρκτ(ρ)ερk+
ε
rdρ ≥ Cτ
∫ +∞
Mu
e−cρ
θ
ρkdρ
= −Cτ
∫ Mu
0
e−cρ
θ
ρkdρ+ Ck+12 k!
s0
≥ Ck+12 k!s0
(
1− CτC−(k+1)2 Mue−cM
θ
u
Mku
k!s0
)
≥ Ck+13 k!s0,
if k is suitably large and C3 is suitable.
Case of an odd eigenfunction. We may assume that
‖u‖L2(R) = 1, u′(0, ℏ) > 0.
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Moreover, due to the parity u′′(0, ℏ) = 0. Arguing as above we obtain
that u′ is positive in [0, x0]. Set
y =
u′′
u′
.
Arguing as above we deduce
u′(0, ℏ) ≥ e− (−γˆ)
1/2
ℏ u′(x0, ℏ) ≥ 1√
2x0
e−
(−γˆ)1/2
ℏ ‖u′‖L2([−x0,x0]).
Since
‖u‖L2([−x0,x0]) ≤ x0‖u′‖L2([−x0,x0]),
we get
u′(0, ℏ) ≥ 1
x0
√
2x0
e−
(−γˆ)1/2
ℏ ‖u‖L2([−x0,x0]).
Using Theorem 3.1 as before we can conclude exactly as in the case of
an even eigenfunction.
To finish the proof of Theorem 2.1 we recall that Lemma 3.3 implies
that the integral in the definition of A(∂x2u) is absolutely convergent,
so that, arguing as before, we have
(−Dx4)k∂εx1A(∂x2u)(0)
=
∫ +∞
Mu
e−ρ
θ
ρk+
ε
r
+ 1
q τ(ρ)ε∂εu1(0)∂x2u2(0, ρ)dρ
≥ ∂εu1(0)C
∫ +∞
Mu
e−ρ
θ−C1ρκρk+
ε
r
+ 1
q dρ ≥ Ck+12 k!s0,
again provided k is suitably large.
This concludes the proof of Theorem 2.1.
Proof of Theorem 2.2. Optimality: It is enough to use a solution inde-
pendent of x4. This solves a generalized Baouendi-Goulaouic operator
and it is well known that one cannot have a Gevrey regularity better
than p.
Sufficiency: By [1], P2 is microlocally Gevrey p hypoelliptic on the
strata of depth p. 
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4. Proof of Theorem 2.1 (Cont’d)
In this section we prove that the operator P1 is Gevrey s0 hypoel-
liptic. It is useful to establish a notation for the vector fields defining
P1:
P1(x,D) = D
2
1 +D
2
2 + x
2(r−1)
1 D
2
3 + x
2(r−1)
1 D
2
4(4.1)
+x
2(p−1)
2 D
2
3 + x
2(q−1)
2 D
2
4
=
6∑
j=1
Xj(x,D)
2
We note that, using commutators of the fields up to the length r, we
generate the ambient space.
The basic idea for the proof is to use the subelliptic estimate (see e.
g. [19] and [8] for the method of proof)
(4.2) ‖u‖21
r
+
6∑
j=1
‖Xj(x,D)u‖2 ≤ C
(〈P1(x,D)u, u〉+ ‖u‖2) ,
where C is a positive constant, ‖ · ‖ 1
r
is the Sobolev norm of order 1
r
and u ∈ C∞0 (R4).
A further remark is that we may assume ξ4 ≥ 1: in fact denoting
by ψ a cutoff function such that ψ ≥ 0, ψ(ξ4) = 1 if ξ4 ≥ 2 and
ψ(ξ4) = 0 if ξ4 ≤ 1, we may apply ψ(D4) to the equation P1u = f
getting P1ψu = ψf , since ψ commutes with P1. On the other hand
ψf ∈ Gs if f ∈ Gs, for s ≥ 1, and we are interested in the microlocal
Gevrey regularity of u at the point (0; e4). We write u instead of ψu.
Let us denote by ϕN = ϕN(x3, x4), χN = χN (ξ4) cutoffs of the type
defined in Appendix B. We want to estimate the quantity ‖XjϕNDN4 u‖,
j = 1, . . . , 6, so that getting an estimate of the form ‖XjϕNDN4 u‖ ≤
CN+1N s0N will be enough to conclude that u ∈ Gs0 microlocally at
(0, e4).
As a preliminary remark we point out that if P1u = f , f ∈ Gs0(Ω),
then we may assume that u ∈ C∞(Ω) and has compact support w.r.t.
the variables x1, x2. In fact, if θ = θ(x1, x2) ∈ Gs0 ∩ C∞0 and is identi-
cally equal to 1 in a neighborhood of the origin, we obtain, multiplying
the equation P1u = f by θ, that P1(θu) = θf − [P1, θ]u. We write u
instead of θu.
Now
(4.3) ‖XjϕNDN4 u‖ ≤ ‖XjϕN(1− χN(N−1D4))DN4 u‖
+ ‖XjϕNχN(N−1D4)DN4 u‖.
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Consider the first summand above. Since (1 − χN )ψ has support for
1 ≤ ξ4 ≤ N , we deduce immediately a bound of the first summand:
‖XjϕN(1− χN (N−1D4))DN4 u‖ ≤ CNN ,
where C denotes a positive constant independent of N , but depending
on u. This means a real analytic growth rate for u. It is enough then
to bound the second summand in (4.3).
To do this we plug the quantity ϕNχND
N
4 u into (4.2) and, as a
consequence, we obtain
‖XjϕNχN(N−1D4)DN4 u‖2 ≤ ‖ϕNχN(N−1D4)DN4 u‖21
r
+
6∑
j=1
‖Xj(x,D)ϕNχN (N−1D4)DN4 u‖2
≤ C (〈P1ϕNχN (N−1D4)DN4 u, ϕNχN (N−1D4)DN4 u〉
+ ‖ϕNχN(N−1D4)DN4 u‖2
)
Our main concern is the estimate of the scalar product in the next to
last line of the above formula. We have
〈P1ϕNχN(N−1D4)DN4 u, ϕNχN(N−1D4)DN4 u〉
= 〈ϕNχN(N−1D4)DN4 P1u, ϕNχN(N−1D4)DN4 u〉
+
6∑
j=1
〈[X2j , ϕN ]χN(N−1D4)DN4 u, ϕNχN(N−1D4)DN4 u〉.
The first term in the r.h.s. of the above relation poses no problem: in
fact P1u = f ∈ Gs0 and thus the scalar product is easily estimated by
CN+1N !s0 , while the right factor can be absorbed on the left.
As for the summands containing a commutator,
(4.4) 〈[X2j , ϕN ]χN (N−1D4)DN4 u, ϕNχN(N−1D4)DN4 u〉
= 2〈[Xj, ϕN ]χN(N−1D4)DN4 u,XjϕNχN (N−1D4)DN4 u〉
− 〈N−1[Xj [Xj, ϕN ]]χN (N−1D4)DN4 u,NϕNχN(N−1D4)DN4 u〉.
Here we multiplied and divided by N the factors of the second scalar
product to compensate for the second derivative landing on ϕN because
of the double commutator. The na¨ıve idea behind this is that one
derivative of ϕN is worth N .
We are going to examine the terms with a single commutator first.
Both X1, X2 commute with ϕN at this moment, even though we shall
see shortly that this is not going to be true any longer for X2, at least in
certain cases. Moreover [Xj , ϕN ]χN(N
−1D4)D
N
4 u = x
r−1
1 ϕ
′
NχN(N
−1D4)D
N
4 u,
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for j = 3, 4. Here we just denote by ϕ′N a (self-adjoint) derivative w.r.t.
x3 or x4, since a more precise notation would only burden the exposi-
tion. For j = 5 we have [Xj, ϕN ]χN (N
−1D4)D
N
4 u = x
p−1
2 ϕ
′
NχN(N
−1D4)D
N
4 u
and for j = 6, [Xj, ϕN ]χN (N
−1D4)D
N
4 u = x
q−1
2 ϕ
′
NχN (N
−1D4)D
N
4 u.
Let us consider the terms corresponding to j = 3, 4 first.
2
∣∣〈xr−11 ϕ′NχN(N−1D4)DN4 u,XjϕNχN(N−1D4)DN4 u〉∣∣
≤ δ‖XjϕNχN (N−1D4)DN4 u‖2 +
1
δ
‖xr−11 ϕ′NχN(N−1D4)DN4 u‖2,
where δ is a positive number so small to allow us to absorb the first
summand in the r.h.s. above on the left of the subelliptic estimate.
In order to be able to apply again the subelliptic estimate to the
second summand above we need to use the formula
(4.5) ϕ′ND
N
4 =
N−1∑
j=0
(−1)jD4ϕ(j+1)N DN−j−14 + (−1)Nϕ(N+1)N .
Thus, since χN(N
−1D4) commutes with D
N
4 ,
‖xr−11 ϕ′NχN(N−1D4)DN4 u‖
≤
N−1∑
j=0
‖X4ϕ(j+1)N χN(N−1D4)DN−j−14 u‖+ C‖ϕ(N+1)N χN (N−1D4)u‖,
where we used the fact that the field X4 could be reconstructed by just
“pulling back” one x4-derivative. A completely analogous treatment
leads to an analogous conclusion when j = 6:
‖xq−12 ϕ′NχN (N−1D4)DN4 u‖
≤
N−1∑
j=0
‖X6ϕ(j+1)N χN(N−1D4)DN−j−14 u‖+ C‖ϕ(N+1)N χN (N−1D4)u‖.
Furthermore it is clear that the terms on the right of the above inequal-
ities yield a real analytic growth estimate, after using the properties of
ϕN .
We are thus left with the term for j = 5:
2
∣∣〈xp−12 ϕ′NχN (N−1D4)DN4 u,X5ϕNχN(N−1D4)DN4 u〉∣∣
≤ δ‖X5ϕNχN(N−1D4)DN4 u‖2 +
1
δ
‖xp−12 ϕ′NχN (N−1D4)DN4 u‖2
Here, again, δ is chosen so that the first term in the r.h.s. above can
be absorbed on the left of the subelliptic estimate, as before. We just
need to be concerned with the second term. Contrary to what has been
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done before, pulling back one derivative is of no help; we have to resort
to the subelliptic part of the subelliptic estimate, i.e. the 1/r–Sobolev
norm. To do this we pull back D
1/r
4 . This is well defined since ξ4 > 1,
but is a pseudodifferential operator, and its commutator with ϕN needs
some care. Using Lemma B.1 and Corollary B.1, we have
‖xp−12 ϕ′NχN(N−1D4)DN4 u‖
≤ ‖xp−12 ϕ′NχN(N−1D4)DN−
1
r
4 u‖ 1
r
+
N−1∑
k=1
ck‖xp−12 ϕ(k+1)N χN(N−1D4)DN−k4 u‖
+ ‖xp−12 aN,N(x,D)χN(N−1D4)DN4 u‖.
The last term has analytic growth and we may forget about it. The
first on the r.h.s. above can be resubjected to the subelliptic estimate
and treated as we just did. Same argument for every summand in the
sum, except that here we have to pull back a D
1/r
4 once more in order
to use the subelliptic estimate.
Hence applying the subelliptic estimate—Sobolev part—keeps pro-
ducing factors xp−12 . This procedure terminates when the exponent of
x2 becomes greater or equal to q−1. At that point we do not need the
subelliptic part, but we are able to pull back a whole derivative, thus
decreasing the powers of x2.
Before writing the product of such an iteration, we discuss also the
terms from (4.4) containing a double commutator. For j = 3, 4
∣∣〈N−1xr−11 ϕ′′NχN(N−1D4)DN4 u,Nxr−11 ϕNχN(N−1D4)DN4 u〉∣∣
≤ 1
2
‖N−1xr−11 ϕ′′NχN(N−1D4)DN4 u‖2
+
1
2
‖Nxr−11 ϕNχN(N−1D4)DN4 u‖2.
Each of the summands in the r.h.s. is then treates as before. Note that
N−1ϕ′′N counts as a first derivative and so does NϕN . Same argument
for j = 5, 6.
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Iterating the above procedure we arrive at the inquality for j =
1, . . . , 6,
(4.6) ‖XjϕNχN(N−1D4)DN4 u‖
≤
∑
‖xa5(p−1)−b(q−1)−a22 ϕ(1+a3+a4+a5+a6+k1+···+kh)N
· χN(N−1D4)DN−k1−···−kh−
a2+a5
r
−a3−a4−a6−b
r−1
r
4 u‖
+
∑
N−(a3+a4+a5+a6)‖xa5(p−1)−b(q−1)−a22 ϕ(1+2a3+2a4+2a5+2a6+k1+···+kh)N
· χN(N−1D4)DN−k1−···−kh−
a2+a5
r
−a3−a4−a6−b
r−1
r
4 u‖
+
∑
Na3+a4+a5+a6‖xa5(p−1)−b(q−1)−a22 ϕ(1+k1+···+kh)N
· χN(N−1D4)DN−k1−···−kh−
a2+a5
r
−a3−a4−a6−b
r−1
r
4 u‖,
where each sum is taken on the indices a2, . . . , a6, k1, . . . , kh, such that
(4.7) 0 ≤ N − k1 − · · · − kh − a2 + a5
r
− a3 − a4 − a6 − br − 1
r
< 1,
(4.8) 0 ≤ a5(p− 1)− b(q − 1)− a2 < q − 1.
We have to evaluate the supremum of the r.h.s. in the above relation.
From the second condition
a5(p− 1)− a2
q − 1 − 1 < b ≤
a5(p− 1)− a2
q − 1
so that from the first condition we deduce
N−1 <
h∑
j=1
kj+a2
(
1
r
− r − 1
r(q − 1)
)
+a3+a4+a5
1
s0
+a6 < N +
r − 1
r
.
Since r < q the coefficient of a2 is positive. In order to estimate (4.6)
we need to compute
max
{
h∑
j=1
kj + a3 + a4 + a5 + a6
}
,
where the maximum is on all indices verifying conditions (4.7), (4.8).
The three sums in (4.6) give the same contribution, because when an
index is missing among the derivatives of ϕN it is found at the exponent
of the factor N and, viceversa when it appears twice, it appears with
a negative sign at the exponent of N .
It is then clear that the maximum is ∼ NNs0 so that we finally get
‖XjϕNχN(N−1D4)DN4 u‖ ≤ CN+1N !s0 ,
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and this achieves the proof of the theorem.
A. Appendix
In this appendix we just include for the sake of completeness the
proofs of Lemma 3.2 and Lemma 3.3.
Proof of Lemma 3.2. From the identity
‖Qµv‖2 = µ4‖v′′‖2 + ‖V v‖2 − 2µ2Re〈v′′, V v〉,
observing that
2Re〈v′′, V v〉 = 〈(V ∂2 + ∂2V ) v, v〉
= 2〈∂V ∂v, v〉 − 〈V ′∂v, v〉+ 〈∂V ′v, v〉
= −2〈V v′, v′〉+ 〈[∂, V ′] v, v〉
= −2〈V v′, v′〉+ 〈V ′′v, v〉.
we deduce
‖Qµv‖2 = µ2‖v′′‖2 + ‖V v‖2 + 2µ2〈V v′, v′〉 − µ2〈V ′′v, v〉.
The next-to-last term above is non negative. Consider the last. Since V
is a polynomial potential we may write |V ′′| ≤ CV (V 2 + 1), for a suit-
able positive constant CV . Then−µ2〈V ′′v, v〉 ≥ −CV µ2 (‖V v‖2 + ‖v‖2)
and (3.18) ensues. 
Proof of Lemma 3.3. To start with v ∈ S (Rx) since the potential di-
verges at infinity and v is an eigenfunction.
In order to prove (3.19) we are going to show that
(A.1) ‖v(j)‖ ≤ C0,jµ−j/2,
for j = 1, 2, 3. The estimate (3.19) is then a consequence of (3.15),
(3.17), (A.1) and the Sobolev immersion theorem.
For the sake of simplicity let us write Qµ(x, ∂x) as Qµ(x, ∂x) =
−µ2∂2 + V (x), so that v is such that Qµv = E(µ)v. We may as-
sume that v is normalized in L2(R). Note that Qµ is self-adjoint. From
the latter equation we deduce that
E(µ) = 〈Qµv, v〉 = µ2‖v′‖2 + 〈V v, v〉 ≥ µ2‖v′‖2,
which implies, by (3.15),
‖v′‖ ≤ C (E(µ))
1/2
µ
≤ C1µ−1/2.
This proves (A.1) when j = 1.
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From (3.18)
µ4‖v′′‖2 ≤ C (‖Qµv‖2 + µ2‖v‖2) = C (E(µ)2 + µ2) ,
or
‖v′′‖ ≤ C2µ−1,
i.e. (A.1) with j = 2.
Let us consider now the third derivative of v. From Qµv = E(µ)v
we have Qµv
′ = E(µ)v′ − V ′v. Hence
µ2‖v′′′‖ ≤ C (‖Qµv′‖+ µ‖v′‖)
≤ C (E(µ)‖v′‖+ ‖V ′v‖+ µ‖v′‖)
≤ C ′µ1/2 + C‖V ′v‖,
where we used (A.1) for j = 1.
Since, analogously to the above argument,
|V ′| ≤ C ′V
(
µ−
1
2(2q−3)V + µ
1
2
)
,
we get that
‖V ′v‖ ≤ C ′′V
(
µ−
1
2(2q−3) ‖V v‖+ µ 12
)
and hence
µ2‖v′′′‖ ≤ C ′′µ 12 + C ′′′µ− 12(2q−3) ‖V v‖
≤ C ′′µ 12 + C1µ−
1
2(2q−3) (E(µ) + µ)
≤ C ′′µ 12 + C2µ1−
1
2(2q−3) ,
which implies (A.1) when j = 3, since q > 3/2. 
B. Appendix
Let ϕN , N ∈ N, ωN and χN be Ehrenpreis type cutoff functions,
i.e. ϕN ∈ C∞0 (R), ωN , χN ∈ C∞(R), with ϕN = 1 near the origin
and ωN = 1 for x > 2, ωN = 0 for x < 1, ϕN , ωN , χN non negative.
Furthermore we assume that χN = 0 for x < 3 and χN = 1 for x > 4,
so that ωNχN = χN .
Ehrenpreis type functions have the property that, for k ≤ RN , R >
s0, |∂kϕN(x)| ≤ Ck+1ϕ Nk and analogous estimates for the derivatives of
ωN , χN .
The purpose of this appendix is to give a proof of the
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Lemma B.1. Let 0 < θ < 1. Then
(B.1) [ωN (N
−1D)Dθ, ϕN(x)]χN(N
−1D)DN−θ
=
N∑
k=1
aN,k(x,D)χN(N
−1D)DN ,
where aN,k is a pseudodifferential operator of order −k such that
(B.2) |∂αξ aN,k(x, ξ)| ≤ Ck+1a Nk+αξ−k−α, 1 ≤ k ≤ N, α ≤ N.
Proof. From the composition formula of two pseudodifferential opera-
tors a, b
σ(a ◦ b)(x, ξ) =
∫
eizζa(x, ξ + ζ)b(x− z, ξ)dz d¯ζ,
we obtain
σ
(
[ωN(N
−1D)Dθ, ϕN ]
)
=
N−1∑
k=1
1
k!
∂kξ (ωN(N
−1ξ)ξθ)i−kϕ
(k)
N (x)
+
∫ ∫ 1
0
eizζ(1− s)N−1 ζ
N
(N − 1)!
(
ωN(N
−1ξ)ξθ
)(N)
(ξ + sζ)
· ϕN (x− z)dsdz d¯ζ.
Let us consider first the contribution to (B.1) given by the terms in the
sum in the first line of the above formula. We have∣∣∣∣∣
N−1∑
k=1
1
k!
k∑
j=0
(
k
j
)
ω
(j)
N (N
−1ξ)N−jθ(θ − 1) · · · (θ − k + j + 1)
ξθ−k+jϕ
(k)
N (x)χN (N
−1ξ)ξN−θ
∣∣∣∣∣
=
∣∣∣∣∣
N−1∑
k=1
1
k!
ωN(N
−1ξ)θ(θ − 1) · · · (θ − k + 1)ϕ(k)N (x)χN (N−1ξ)ξN−k
∣∣∣∣∣
=
∣∣∣∣∣
N−1∑
k=1
aN,k(x, ξ)χN(N
−1ξ)ξN
∣∣∣∣∣
≤ C
N−1∑
k=1
(
Ck+1ϕ
1
k!
Nk(k − 1)!
)
χN(N
−1ξ)ξN−k,
because ω
(j)
N χN = 0 if j ≥ 1 and ωNχN = χN .
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Next we are going to examine the remainder
∫ ∫ 1
0
eizζ(1− s)N−1 ζ
N
(N − 1)!
(
ωN(N
−1ξ)ξθ
)(N)
(ξ + sζ)
· ϕN (x− z)dsdz d¯ζ.
In order to deal with the integral w.r.t. ζ we partition the whole ζ-
space into the regions |ζ | ≤ ε|ξ| and |ζ | ≥ ε|ξ|, where ε denotes a
positive constant which will be chosen < 1. Let us consider the region
|ζ | ≤ ε|ξ| first. We point out that |ζ | ≤ ε|ξ| implies (1 − ε)|ξ| ≤
|ξ + sζ | ≤ (1 + ε)|ξ|. Then
∣∣∣∣
∫ ∫
|ζ|≤ε|ξ|
∫ 1
0
eizζ(1− s)N−1 ζ
N
(N − 1)!
(
ωN(N
−1ξ)ξθ
)(N)
(ξ + sζ)
· ϕN(x− z)dsdz d¯ζ
∣∣∣∣
=
∣∣∣∣
∫ ∫
|ζ|≤ε|ξ|
∫ 1
0
eizζ
(1− s)N−1
(N − 1)!
(
ωN(N
−1ξ)ξθ
)(N)
(ξ + sζ)
· ϕ(N)N (x− z)dsdz d¯ζ
∣∣∣∣
≤
∫ ∫
|ζ|≤ε|ξ|
∫ 1
0
(1− s)N−1
(N − 1)!
N∑
k=0
(
N
k
)
N−k|ω(k)N (N−1(ξ + sζ))|
· θ|θ − 1| · · · |θ −N + k + 1||ξ + sζ |θ−N+k|ϕ(N)N (x− z)|dsdz d¯ζ
≤ CCN+1ϕ
∫ 1
0
∫ ∫
|ζ|≤ε|ξ|
(1− s)N−1 1
(N − 1)!
N∑
k=0
(
N
k
)
Ck+1ω
· (N − k − 1)!|ξ + sζ |kNNdz d¯ζds|ξ|θ−N
≤ CN+11 N !|ξ|θ−N .
Here we used the fact that, on the support of a derivative of ωN , ξ+ sζ
is equivalent to N , so that for every k = 0, 1, . . . , N , (ξ+sζ)k ≤ CkNk.
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Let us consider the region |ζ | ≥ ε|ξ|. We have
∫ ∫
|ζ|≥ε|ξ|
∫ 1
0
eizζ(1− s)N−1 ζ
N
(N − 1)!
(
ωN(N
−1ξ)ξθ
)(N)
(ξ + sζ)
· ϕN(x− z)dsdz d¯ζ
=
∫ ∫
|ζ|≥ε|ξ|
∫ 1
0
eizζ
(1− s)N−1
|ζ |N+2(N − 1)!
(
ωN(N
−1ξ)ξθ
)(N)
(ξ + sζ)
· ϕ(2N+2)N (x− z)dsdz d¯ζ
As before the r.h.s. of the above relation can be estimated by
∫ ∫
|ζ|≥ε|ξ|
∫ 1
0
(1− s)N−1 1|ζ |N+2(N − 1)!
N∑
k=0
(
N
k
)
N−k
· |ω(k)N (N−1(ξ + sζ))|θ|θ − 1| · · · |θ −N + k + 1||ξ + sζ |θ−N+k
· |ϕ(2N+2)N (x− z)|dsdz d¯ζ
We consider the above quantity in the cases 0 ≤ k ≤ N−1 and k = N .
In the latter case we observe that
∫
x−suppϕN
∫
|ζ|≥ε|ξ|
N≤|ξ+sζ|≤2N
∫ 1
0
(1− s)N−1 1|ζ |2(N − 1)!
CN+1ω
εN
|ξ + sζ |θ 1|ξ|NC
2N+3
1,ϕ N
2Ndsdz d¯ζ
≤ CN+11 NN (N θ|ξ|−N),
where the factor |ζ |−2 makes the ζ-integral convergent and C1 is a
suitable positive constant.
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Let us consider the remaining cases: 0 ≤ k ≤ N − 1:
∫ ∫
|ζ|≥ε|ξ|
∫ 1
0
(1− s)N−1 1|ζ |N+2(N − 1)!
N−1∑
k=0
(
N
k
)
N−k
· |ω(k)N (N−1(ξ + sζ))|θ|θ − 1| · · · |θ −N + k + 1||ξ + sζ |θ−N+k
· |ϕ(2N+2)N (x− z)|dsdz d¯ζ
≤
∫
x−suppϕN
∫
|ζ|≥ε|ξ|
ξ+sζ≥N
∫ 1
0
1
|ζ |2(N − 1)!
N−1∑
k=0
(
N
k
)
Ck+1ω
· (N − k − 1)!N θ−N+kC2N+3ϕ N2Ndsdz d¯ζ(ε−N |ξ|−N)
≤ CN+12 NN (N θ|ξ|−N).
The two estimates in the regions |ζ | ⋚ ε|ξ| imply that
σ
(
[ωN(N
−1D)Dθ, ϕN ]
)
χN(ξ)ξ
N−θ =
N∑
k=1
aN,k(x, ξ)χN(ξ)ξ
N ,
where aN,k satisfies the estimate (B.2) when α = 0. The estimate of
the derivatives w.r.t. ξ in (B.2) are proved analogously. 
As a byproduct of the proof of the above lemma, keeping in mind
the definition of the cutoff ωN , χN , we have the
Corollary B.1. For 1 ≤ k ≤ N − 1 in (B.2) we have that
(B.3) aN,k(x,D)χN(N
−1D)DN
=
θ(θ − 1) · · · (θ − k + 1)
k!
DkxϕN(x)χN (N
−1D)DN−k.
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