This paper investigates quality monitoring of videos transmitted over packet networks. Our goal is to develop a methodology that is both simple and accurate to support quality assessment for videos over packet networks. For this purpose, this paper focus on the parameters that affect the quality of videos and uses back propagation Neural Networks (BP-NN) to mimic the way that human viewers assess the quality of videos transmitted over packet networks. Because network factors and motion change degree, that many people may ignore, are both important factors for video quality assessment, in this paper we propose a video quality assessment system considering packet loss rate (PLR), the motion change degree of video and subjective ratings as the inputs of back propagation Neural Networks (BP-NN) for training to get more precise video quality. Simulation result shows that our system can be used to measure the subjective video in real time with very good precision.
Introduction
The rapid growth of Internet and the development of packet network technology make packet networks with high bandwidth and low cost. It provides the applications not simply limited to Web, e-mail, search engines but extend to the network television (IPTV), video-on-demand video services and so on. However, packet networks provide only best-effort services, i.e. there is no guarantee that the content will be delivered without errors to the final user. It implies that videos are subjected a lot of impairments such as packet loss and also implies packet networks are likely to harm the users' quality of experience (QoE) in video services. Service providers hope to have on-line performance monitoring tools to continuously monitor the quality of video transmitted over different network paths. Therefore, to make the packet networks video services develop and operation well, it is necessary to establish an effective network video quality assessment method. This method should reflect the users' quality of experience (QoE) and monitor video quality in real time in order to make decisions on emergency situations. This paper evaluates video quality as a function of the quality-affecting parameters in an operational environment based on BP Neural Networks (BP-NN). It takes packet loss rate (PLR), the motion change degree of video as parameters affecting video quality. The paper is organized as follows: in section 2, the related work is surveyed. Section 3 gives the description of our approach to develop a system to effective evaluate in real time the quality of video transmitted through packet networks. The experiments' results are shown in section 4 and the conclusions are drawn in section 5.
Related work
Video quality assessment methods can be divided into the subjective evaluation methods and objective evaluation methods. Subjective evaluation methods are based on evaluations made by human subjects under well defined and controlled conditions [1] [2] .The most commonly used subjective video quality metric is an average of the quality ratings known as Mean Opinion Score (MOS), recommended by ITU. But it is very time-consuming, no real-time and the results are easily swayed by different people, so it's not suitable for real-time monitoring applications.
Objective evaluation methods [3] are implemented by equipment or software. The result has the characteristics of number value, operability and repeatability. So it gradually becomes the hotspot of the research on video field. The most widely used objective video quality metrics are Peak Signal-to-Nose Ratio (PSNR) [4] and Mean Square Error (MSE) [5] . Y n i j stands for the frame picture n 's single pixel luminance information of receiving end. But they are widely criticized as well for not correlating well with perceived quality measurement. There are other methods such as the moving picture quality metric (MPQM) [6] and the Media Delivery Index (MDI) [7] . The moving picture quality metric (MPQM) use a three-dimensional filter to simulate the multi-channel characteristics of HVS. Because of the frequency decomposition, the computational time is very complex and timeconsuming. The Media Delivery Index (MDI) contains two numbers separated by colon: the delay factors (DF) and the media loss rate (MLR):
DF: MLR (3) Where DF is a time value indicating how many milliseconds' worth of data the buffers must be able to contain in order to eliminate the jitter. MLR is defined as the number of lost or out-of-order media packets per seconds. However, MDI only considers network performance parameters without considering any other factors, so MDI has a large deviation from the actual video quality.
The traditional video quality assessment methods are based on video code/decode algorithm. But the network performance is pathologically ignored by the assessment, because the traditional video quality assessing measurements are mainly used to evaluate the video quality owing to the very video code/decode algorithm [8] . But in recent year video communication is often afflicted by various forms of losses such as packet loss over the packet networks, so more and more people are interested in quality assessment of videos transmitted by the packet networks. Currently, video quality assessment on the packet networks is very popular in academia, mainly investigating the impact of packet loss, jitter and other network performances on video quality and how to combine traditional video quality assessment models and video quality assessment in the packet networks.
The work presented in [9] mainly study packet loss effects on MPEG video streams. In [10] , the authors study the effect of both loss and jitter on the video quality. They claim that, if there is no mechanism to mask the effect of jitter, the video quality degrades as it degrades with losses. The main goal of [11] [12] is to research the effect of the bit rate and packet loss on the MPEG-2 video quality on the objective quality metrics (MPQM). While in [13] , the authors investigated the effect of the bandwidth, delay, packet loss on video quality by the average scores gained by subjective test. Most of the above papers assess video quality concentrated on the effect of network parameters without paying attention to video content. But in fact, different videos may display different qualities for the same loss, i.e. video content also affect the video quality under given loss condition. Because the final effect of network impairment is packet loss, so we use packet loss rate as network factor. In this paper, we create a video quality assessment system which considers the effect of not only packet loss rate but also the video content on video quality.
Description of our method
In this paper, we firstly use our own system to drop packets to simulate the packet lost owing to the terrible network performance and have a subjective test to get the ratings of the damage videos and the reference videos. Then we provide an algorithm to calculate the motion change degree of those videos. After that we use packet loss rate (PLR), the motion change degree of videos and Mean Opinion Score (MOS) of the train video sequences as the inputs to train the BP Neural Network. Finally packet loss rate (PLR) and the motion change degree of the test video sequences are inputted to the trained neural network to get the ratings. Fig. 1 shows a schematic representation of our video quality system.
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Subjective Quality Test
In this test, a group of viewers who are non-expert continuous watch a series of test sequences about 10-30 min in a controlled environment, then use statistical methods to let them rate the quality of video sequences, and finally obtain the Mean Opinion Score (MOS).There are many subjective quality test methods such as Double Stimulus Impairment Scale (DSIS), Double Stimulus Continuous Quality Scale (DSCQS), Single Stimulus Continuous Quality Evaluation (SSCQE), Degradation Category Rating (DCR) and so on. For our study, we use DSCQS method for reference.
In this method, the sequences are presented in pair: the reference and the impaired. As the subjects are faced by two sequences, he/she is asked to assess the quality of both on a vertical scale (Fig. 2) . The subjects don't know which the reference sequence is and which the sequence to be assessed is. Fig. 3 shows the sequence and timing presentations for this test. In the process we invite 20 persons to perform this test. 
Video content information extraction algorithm
Human's eyes give more attention to moving objects in the scene and ignore most of the background information. Therefore, quality assessment of video transmitted over packet networks should consider the effect of not only packet loss rate but also the video content such as sport information on visual perception. Since the video display speed was fixed, the video motion information mainly refers to the change degree between frames. The algorithm is as follows:
Where k+1 (i, j) Y and k (i, j) Y are defined as the frame picture 1 k  and k 's pixel value separately. The motion changes of adjacent frames are represented in (4). In (5), K T is used to represent the motion changes degree of adjacent frames. Finally, we use M to describe motion change degree of the whole video. For the different video sequences, the larger the value of M is, the more obvious the motion changes are, i.e. the sport information is more colorful. So in this paper, we use M as one of the inputs to investigate the effect of motion change degree on video quality.
Back Propagation Neural Networks
Back propagation Neural Networks (BP-NN) is a multilayer feed-forward network which is trained according to error back propagation algorithm and is widely used. It can learn and store a lot of inputoutput model mapping without revealing mathematical equations that describe this mapping. It continuously adjusts the weights and thresholds and minimizes the square of the error by backpropagation. The topology of BP neural network includes input layer, hidden layer and output layer and hidden layer usually uses sigmoid functions.
The input layer neurons are responsible for receiving input information from outside and pass them to the middle layer of the neurons. The middle layer is the internal information process layer which is responsible for transforming the information according to the requirements and can be designed as a single hidden layer or more hidden layers. The information transformed to each neuron of output layer from the last hidden layer is tackled further then the output layer outputs the processed result to the outside. When the actual output and expected output doesn't match, it will go into error back propagation stage. The weights on each layer are continuously adjusted until the error is reduced to an acceptable level or the number of learning set previously.
Packet loss rate (PLR), the motion change degree of videos and subjective ratings are the inputs of BP-NN for training. The implement uses a three-layer BP-NN which two neurons in the input layer (corresponding to the two inputs), five neurons in the hidden layer, and one output neuron(corresponding to the one output).The learning rate is set to 0.1. The maximal number of iterations equals 3000.The MSE threshold is 0.01. Hidden layer activation function is function tansig, the output layer activation function is function purelin, the training function is function trainlm and the implement uses Levenberg-Marquardt learning algorithm with the advantage of faster convergence and less error. Finally packet loss rate (PLR) and the motion change degree of the test video sequences are inputted to the trained neural network to get the predict ratings.
Experiments
In our experiment, there are four 10 second videos which are obtained from News, Basketball, Essay, Action movie. For these four videos we use our own system that can drop packets randomly to satisfy a given percentage loss rate to simulate the packet lost owing to the terrible network performance. The loss rate separately is 0, 0.1, 0.3, 0.5, 0.7, 1, 3, 5, 7, and 10 %. So the database includes 40 video samples. We perform the subjective tests mentioned by section III. The result is shown in Fig. 4 . In Fig. 4 , we can see that the MOS values of the videos from Basketball and Action movie are very different from those from Essay and News. Then we use our algorithm written by using C++ to extract their motion information in order to reflect motion change degree. Motion change degree of these videos is shown in Fig. 5 . In Fig.5 , we can see that motion change degree in Basketball and Action movie is more severe than those in News and Essay. Combined with Figure 4 ,we can get the conclusion that the quality of the videos with different motion change degree are different with the same packet loss rate and the quality of fast motion change videos are lower than the slow motion change videos with the same packet loss rate. It shows the video quality is related to motion change degree of video. Thus we consider motion change degree of video as a parameter that affect of video transmission over packet networks.
After carrying out the MOS experiment for the 40 samples, we divided our database into two parts: 20 samples from News and Basketball to train the BP-NN containing, and the other to test the ANN's accuracy to work in a dynamic environment, containing 20 samples. Packet loss rate (PLR), the motion change degree and Mean Opinion Score (MOS) of the train video sequences are as the inputs to train the BP Neural Network. After training the BP-NN, the BP-NN is applied to testing dataset. To facilitate comparison, we convert PSNR value to 0-5 according to a logic function. Fig. 6 shows the comparison result. It shows the performance of the BP-NN is more excellent than PSNR. 
Conclusion
Currently, this paper has proposed an automated reduced-reference video quality assessment system which can evaluate the perceptual video quality based on packet loss rate and the motion change degree of the original videos using back propagation Neural Networks (BP-NN).The result once again proves that even if packet loss condition is the same, the video quality is also different on different videos. That is to say, video content and in particular the motion change degree is important for accurately estimating the distortion for video communication over packet networks. The results of the experiments show that our model fits the way in which human rated the video quality better than PSNR. In this paper, we only simply consider motion change as video characteristic, but in fact video has many other characteristics. So we expect that more accurate loss model can improve the design and performance of video communication schemes in future.
