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1 Introduction
1.1 Electronic background of spin-glass interactions
Electrons are responsible for most of the low-temperature electro-magnetic phenomena in solids.
That is why there is a vast effort to apprehend reliably the behavior of systems with many elec-
trons in crystals. Electrons possess charge and spin, and since their mass is small, also non-
negligible kinetic degrees of freedom. Moreover, at low temperatures the Fermi statistics and
the Pauli principle add to complexity of many-electron systems. Combination of the Coulomb
repulsion, kinetic energy and Fermi statistics leads to a large scale of collective quantum phe-
nomena in which electrons are either major agents or act indirectly as mediators. The latter is
the case of metallic spin glasses.
Spin glasses are magnetic systems in which the interaction between the well formed and im-
mobile magnetic moments is frustrated and the forces from different sources are in conflict
with each other due to a frozen structural disorder . Hence, no conventional long-range order
establishes at low temperatures. Nevertheless, these systems exhibit a freezing or ordering tem-
perature signaling emergence of a new “glassy ” phase. The classical examples of spin glasses
are noble metals (Au, Ag, Cu, Pt) weakly diluted with transition metal ions, mostly Fe or Mn.
Although only the interaction between the local magnetic moments of the transition metal ions
is relevant, the metal matrix in which they are diluted supplies the mediating particles, conduc-
tion electrons. The scattering of the conduction electrons on magnetic impurities leads to an
indirect Ruderman, Kittel, Kasuya and Yosida (RKKY) [1–3] exchange interaction between the
spins that strongly oscillates with distance R,
J(R) = J0
cos(2kFR + φ0)
(kFR)
3 , R→∞ .
Here J0 and φ0 are material constants and kF is the Fermi wave number of the host metal.
Since the magnetic ions are strongly diluted in the host, the distances between the spins are
effectively random leading to a random distribution of the spin exchange with no preference for
a homogeneous magnetic order. Positive and negative signs of the exchange are then equally
likely and we can model the RKKY interaction by a randomly fluctuating exchange J(R) =
±J0/kFR3. Since the alloys are very dilute, the average distance between the active spins is
large and a mean-field approximation is well justified. In this way the first mean-field model
of spin glasses was proposed by Edwards and Anderson [4], just a few years after the first
experimental evidence of spin-glass behavior was discovered [5].
1.2 Models of spin glasses
The spin of the conduction electron of the noble metals serves only to mediate the interaction
between the local spin moments of the transition metal alloys. In modeling the spin-glass behav-
ior we can resort to purely immobile spins distributed regularly on a lattice with a random spin
exchange with no preference for either ferro or antiferromagnetic long-range order. If H[J, S]
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is a spin Hamiltonian we have to evaluate the free energy of the system in the thermodynamic
limit. We assume that the free energy is self-averaging and the system is ergodic, hence
− βF (T ) = lim
N→∞
ln TrS exp {−βH[J, S]} = 〈ln TrS exp {−βH[J, S]}〉J . (1)
We will later analyze whether any of the fundamental assumptions of the standard statistical
mechanics is broken in the mean-field theory of spin glasses. Although Heisenberg spins are
physically most interesting, the glassy behavior in random frustrated spin systems becomes so
complex that the full understanding of the new phenomena having origin in the glassy phase de-
mands either further simplifications or alternative spin models to study. We will deal with three
spin-glass models that show different scenarios of the paramagnetic to spin-glass transition.
1.2.1 Heisenberg and Ising models
The simplest lattice spin system consists of spins with the lowest value ~/2. We set ~/2 =
1, kB = 1 to simplify the resulting formulas. Since the transition temperature is relatively
high, the spins can be treated classically. The Hamiltonian of the Heisenberg spin model in a
homogeneous external magnetic field h on a regular lattice is
H[J,S] = −
N∑
i<j
JijSi · Sj −
∑
i
h · Si (2)
with a normalization condition Si · Si = 1. Although the spin rotational degrees of freedom
influence the way the system can go from the paramagnetic to the spin-glass phase [6, 7]. It
is actually the Ising model that has been mostly studied in theories of spin glasses. Only the
projection Sz of the spin vector to the easy axis, determined by the external magnetic field, are
significant in the Ising model. We use the Ising model as the generic case for the demonstration
of properties of the mean-field solutions of spin glasses. The mean-field limit of the Ising spin
glass is called Sherrington-Kirkpatrick (SK) model.
1.2.2 Potts model
The p-state Potts model is a generalization of the Ising model to p > 2 spin components.
The original formulation of Potts [8] with Hamiltonian Hp = −
∑
i<j Jijδni,nj where ni =
0, . . . , p−1 is an admissible value of spin projections of the p-state model on the lattice site Ri,
is unsuitable for practical calculations. The Potts Hamiltonian can, however, be represented via
interacting spins [9]
HP [J,S] = −1
2
N∑
i,j
JijSi · Sj −
∑
i
h · Si , (3)
where Si = {s1i , . . . sp−1i } are Potts vector variables taking values from a set of state vectors
{eA}pA=1. Functions on vectors eA are in equilibrium fully defined through their scalar product
p∑
A=1
eαA = 0 ,
p∑
A=1
eαAe
β
A = p δ
αβ , eαAe
α
B = p δAB − 1
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for α ∈ {1, ..., p − 1}. We use the Einstein summation convention for repeating Greek indices
of the vector components indicating a scalar product of the Potts vectors. Using these properties
we can construct an explicit representation of the Potts spin vectors
eαA =

0 A < α√
p(p−α)
p+1−α A = α
1
α−p
√
p(p−α)
p+1−α A > α .
The Potts model with a random spin exchange shows a transition to a glassy phase but the
scenario depends on the number of spin components p.
1.2.3 p-spin model
Potts model is not the only interesting extension of the Ising model. Another generalization
is the so-called p-spin model. It describes a system of Ising spins where the spin exchange
connects a cluster of p spins. The Hamiltonian of such a model reads [10]
Hp [J, S] =
N∑
1≤i1<i2<...<ip
Ji1i2...ipSi1Si2 . . . Sip . (4)
The p-spin model is interesting in that we can analytically study the limit p→∞ for which we
know the exact solution being the random-energy model [11, 12]. It is equivalent to the one-
level replica-symmetry breaking solution from the replica trick [13]. There were hopes that one
could understand better the genesis of the full mean-field solution of the Ising glass by using the
inverse number of the coupled spins 1/p as a small parameter starting from the random-energy
model. We show later on that 1/p expansion does not work, since it does not cure negative
entropy at zero temperature for p <∞.
1.3 Replica trick and the Sherrington-Kirkpatrick mean-field solution
Having the spin Hamiltonian one has to resolve the free energy by evaluating the right-hand
side of Eq. (1). We use the regular lattice with a frustrated random nearest-neighbor interac-
tion to simulate the magnetic properties of the diluted magnetic ions in noble metals. Since the
average distance between the ions is large, one assumes a long-range spin exchange in the spin-
glass models which leads us naturally to a mean-field theory. The modern understanding of the
mean-field approximation is the mathematical limit d → ∞ of the model on a d-dimensional
hypercubic lattice. Lattice mean-field theories with long-range interactions are also called mod-
els on fully connected graphs, where each node of the graph is connected to any other node.
The limit to infinite dimensions or the long-range interaction introduces a new large scale. To
make the thermodynamic limit meaningful the dependence of the energy on this new large scale
must be compensated by rescaling the non-local spin exchange so that the energy remains lin-
early proportional to volume or the number of lattice sites (spins). Since the linear contribution
from the spin exchange Jij is missing in the spin-glass models due to frustration that does
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prefers ferromagnetic nor antiferromagnetic order we have to rescale it as J = Jij/
√
N . To
simplify the numerics one usually chooses a Gaussian random distribution
P (Jij) =
√
N
2piJ2
exp
{
−NJ
2
ij
2J2
}
. (5)
Even with the mean-field simplification one faces a hard problem of averaging the logarithm
of the partition sum, that is to evaluate the following multiple integral
− β 〈FN〉av =
∫ N∏
i<j
d[Jij]P [Jij] ln
∫ N∏
i=1
d[Sai ]ρ[S
a
i ] exp {−βH[J,S]} . (6)
The next simplification is introduced by the application of the replica trick introduced in Ref. [4].
We create ν copies of the original spin variables and average the replicated system over the ran-
dom spin exchange. Simply counting the diagrammatic contributions to the free energy where
the spin exchange is represented by a bond, one easily finds that each closed loop contributes ν
times. Hence, the free energy can be represented as
βF = − lim
ν→0
[
1
ν
lim
N→∞
(〈ZνN〉av − 1)
]
. (7)
Representation (7) simplifies the averaging over randomness tremendously, in particular when
the Gaussian distribution of the random spin exchange from Eq. (5) is used. The integration
over the spin exchange can be explicitly performed for the replicated partition sum and then,
assuming ergodicity and the existence of the thermodynamic limit together with validity of
linear response, one can get an explicit representation for the density of the free energy of the
Ising spin glass with a single order parameter q = N−1
∑
im
2
i in the glassy phase
f(q) = −β
4
(1− q)2 − 1
β
∫ ∞
−∞
Dη ln 2 cosh [β (h+ η√q)] (8)
derived by Sherrington and Kirkpatrick [14].
At first sight, there is nothing wrong with the derivation of the Sherrington-Kirkpatrick free
energy, hence one would not expect any unphysical behavior. Nevertheless, already the authors
themselves found that entropy, calculated from free energy as S(T ) = −∂F (T )/∂T leads to
a negative value at zero temperature, S(0) = −
√
2
pi
kB ≈ −0.798kB. And this is too bad.
This unexpected result triggered an avalanche of attempts to resolve the enigma. It was found
soon by Monte-Carlo simulations that the entropy of the Sherrington-Kirkpatrick model is non-
negative and approaches zero when lowering the temperature [15, 16]. Analyzing the stability
of the SK solution de Almeida and Thouless showed that it is actually unstable in the whole
spin-glass phase. The stability condition to be satisfied by the SK solution
Λ = 1− β2
〈(
1− tanh2 [β (h+ η√q)])2〉
η
≥ 0 (9)
is broken everywhere below the transition temperature along the de Almeida-Thouless (AT)
line in arbitrary magnetic field [17]. Initially it was suggested that the replica trick and aver-
aging over the spin exchange prior to averaging the thermal fluctuations is responsible for the
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instability [18]. The theory of Thouless, Anderson and Palmer, where thermal averaging was
performed for a fixed configuration of the spin exchanges, did not, however, resolve the prob-
lem [19]. When averaging over the random exchange is applied in their theory by assuming
ergodicity, one ends up with the SK solution [20]. After a number of unsuccessful or only
partially successful attempts it was Giorgio Parisi who proposed a scheme of replica-symmetry
breaking that would lead to a (marginally) stable and thermodynamically consistent equilibrium
state [21–26]. Indeed, two decades later it was rigorously proven that the Parisi construction
of the replica symmetry breaking leads to the exact free energy of the Sherrington-Kirkpatrick
model [27, 28].
There is vast literature documenting the way to the full mean-field solution of the spin glass
models and we refer the reader to review articles [29,30] or books [31–35] for details. Here we
use an offbeat road to the full solution of the mean-field spin-glass models by trying to identify
the thermodynamic origin for the failure of the SK mean-field solution [36–39].
2 Fundamental concepts of the full mean-field theory of spin
glasses
We now know that the replica trick and the way we use it is not the cause of the instability of
the SK mean-field solution. One has to find a physical argument or a hole in the derivation
of the SK free energy. Although the SK solution is unstable within the whole glassy phase,
the major problem of this simple mean-field theory is negative entropy at very low tempera-
tures.This constitutes a severe intolerable problem. One has to find the reason for this behavior.
In deriving the mean-field solution we assumed that the fundamental principles of statistical
mechanics are valid, the thermodynamic limit exists and different statistical ensembles are
equivalent. Only if this is true we can equal the entropy calculated from the free energy of
the canonical ensemble with the entropy from the microcanonical one. The entropy in the latter
ensemble is positive from definition and hence the canonical and microcanonical ensembles in
the Sherrington-Kirkpatrick solution are not equivalent and do not lead to the same physical
results. The assumptions for the existence of the thermodynamic limit must then be revisited.
2.1 Ergodicity, thermodynamic limit and thermodynamic homogeneity
The very fundamental basis on which statistical mechanics is built is the ergodic hypothesis. It
is the means by which the long-time development of a microscopic state is related to statistical
averaging over the allowed states in the phase space. The Birkhoff ergodic theorem asserts that
for ergodic systems [40]
〈f 〉T ≡ limT→∞
1
T
∫ t0+T
t0
f (X(t))dt =
1
ΣE
∫
SE
f (X)dSE ≡ 〈f 〉S ,
holds. Here T is a macroscopic time scale,X(t) is the classical trajectory of a microscopic state,
SE is the a constant energy subspace of the phase space and ΣE its volume. It means that the
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classical trajectory of the microscopic state covers almost everywhere the allowed phase space
constrained by external macroscopic conditions. It is, however, highly nontrivial to determine
which are the allowed states indeed with only homogeneous macroscopic parameters. This is
actually the most difficult task in constructing the proper phase space in statistical models. That
is, to find out which points of the phase space are infinitesimally close to the trajectory of the
many-body system extended to infinite times. Since we never solve the equation of motion of
the statistical system, we have only static means to check the validity of ergodicity. We do it
by testing the validity of consequences of the ergodic hypothesis and its impact on the behavior
of the equilibrium state. The most important consequence of ergodicity of statistical systems is
the existence of the thermodynamic limit.
The trajectory of the many-body system covers almost the whole allowed phase space. It means
that the space covered by such trajectory does not depend on the initial state in non-chaotic
systems. In ergodic systems then the thermodynamic limit does not depend on the specific
form of the volume in which the macroscopic state is confined as well as on its surrounding
environment. The ergodic macroscopic systems can either be isolated or embedded in a thermal
bath. The thermodynamic equilibrium, the equilibrium state in the thermodynamic limit, is the
same with vanishing relative statistical fluctuations. The thermodynamic equilibrium can then
be reached by limiting any partial volume of the whole to infinity. The ergodic equilibrium state
is homogeneous in the thermodynamic limit.
Thermodynamic homogeneity is usually expressed via Euler’s lemma [41]
α F (T, V,N, . . . , Xi, . . .) = F (T, αV, αN, . . . , αXi, . . .)
telling us that the thermodynamic potential, free energy F in this case, is an extensive variable
and is a first-order homogeneous function of all its extensive variables, volume V number of
particlesN , and the model dependent other extensive variablesXi. As a consequence of Euler’s
lemma we obtain that thermodynamic equilibrium is attained as a one-parameter scaling limit
where we have only one independent large scale, extensive variable, be it either volume or
number of particles, and the other extensive variables enter the thermodynamic potentials as
volume or particle densities insensitive to fluctuations of the scaling variable.
Although the foundations of statistical mechanics are based on ergodicity, lack of ergodicity
is widespread in physical phenomena [42]. Typical examples of ergodicity breaking are phase
transitions with a symmetry breaking in the underlying Hamiltonian. Broken ergodicity is some-
times used as a generalization of spontaneous symmetry breaking [43]. Although broken global
symmetry is always accompanied by broken ergodicity, the converse does not hold. Ergodicity
is broken in the mean-field spin glass models without any symmetry of the Hamiltonian being
simultaneously broken.
Broken ergodicity represents an obstruction in the application of fundamental thermodynamic
laws. It hence must be recovered. When ergodicity is broken in a phase transition breaking a
symmetry of the Hamiltonian, one introduces a symmetry breaking field into the Hamiltonian,
being the Legendre conjugate to the extensive variable that is not conserved in the broken sym-
metry transformation in the low-temperature phase. The symmetry-breaking field allows one to
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circumvent the critical point of the symmetry-breaking phase transition and simultaneously re-
stores ergodicity. Systems with no broken symmetry of the Hamiltonian at the phase transition
do not offer natural external symmetry-breaking fields. Other techniques must be employed to
find the proper portion of the phase space covered by the trajectory of the microscopic state in
the low-temperature phase and to restore ergodicity.
2.2 Real replicas and phase-space scalings
Thermodynamic homogeneity allows us to use scaling of the original phase space. Thermody-
namic quantities remain unchanged if we arbitrarily rescale the phase space and then divide the
resulting thermodynamic potential by the chosen scaling (geometric) factor. We can do that by
scaling the energy E of the equilibrium state. If we use a scaling factor ν, that can be an arbi-
trary positive number, then the following identities hold for entropy S(E) of the microcanonical
and free energy F (T ) of the canonical ensemble with energy E and temperature T , respectively
S(E) = kB lnΓ (E) =
kB
ν
lnΓ (E)ν =
kB
ν
lnΓ (νE) , (10a)
F (T ) = − kBT
ν
ln
[
Tr e−βH
]ν
= − kBT
ν
ln
[
Tr e−βνH
]
, (10b)
where we denoted by Γ (E) the phase-space volume of the isolated system with energy E.
The scaling of the phase space with an integer scaling factor ν can be simulated by replicating
ν-times the extensive variables. That is, we use instead of a single phase space ν replicas of
the original space. The reason to introduce replicas of the original variables is to extend the
space of the available states in the search for the allowed space in equilibrium. The replicas
are independent when introduced. We use the replicated variables to study the stability of the
original system with respect to fluctuations in the surrounding thermal bath. For this purpose
we break the independence of the replica variables by switching on a (homogeneous) infinites-
imal interaction between the replicas that we denote µab. We then add a small interacting part
∆H(µ) =
∑
i
∑ν
a<b µ
abXai X
b
i to the replicated Hamiltonian with dynamical extensive vari-
ables Xi. The original system is then stable with respect to fluctuations in the bath, represented
by the interaction between the replicated variables, if the linear response to perturbation µ is
not broken. If the linear response holds then the perturbed free energy per replica relaxes, after
switching perturbation µ off, to the original one in the thermodynamic limit
−βFν(µ) = 1
ν
ln Trν exp
{
−β
ν∑
a=1
Ha − β∆H(µ)
}
−−→
µ→0
ln Tr exp {−βH} , (11)
where Trν refers to the trace in the ν-times replicated phase space. If the linear response to
the inter-replica interaction is broken, the thermodynamic limit of the original system is not
uniquely defined and depends on properties of the thermal bath represented by the replicated
variables. If there are no apparent physical fields breaking the symmetry of the Hamiltonian,
the phase-space scaling represented by replicas of the dynamical variables introduces shadow
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or auxiliary symmetry-breaking fields, inter-replica interactions µab > 0. They induce new
order parameters in the response of the system to these fields that need not vanish in the low-
temperature phase, when the linear response breaks down. The real replicas offer a way to
disclose a degeneracy when the thermodynamic limit is not uniquely defined by a single exten-
sive scale and densities of the other extensive variables. The inter-replica interactions are not
measurable and hence to restore the physical situation we have to switch off these fields at the
end. If the system is thermodynamically homogeneous we must fulfill the following identity
lim
µ→0
dFν(µ)
dν
≡ 0 (12)
for arbitrary ν. This quantification of the global thermodynamic homogeneity, thermodynamic
independence of the scaling parameter ν, will lead us to the construction of a stable solution
of mean-field spin glass models. To use equation (12) in the replica approach we will need
to analytically continue the replica-dependent free energy to arbitrary positive scaling factors
ν ∈ R+. Specific assumptions on the symmetry of matrix µab will have to be introduced. It is
evident from Eq. (11) that the linear response to inter-replica interactions can be broken only if
the replicas are mixed in the ν-times replicated free energy Fν .
2.2.1 Replicated Sherrington-Kirkpatrick model
We apply real replicas to test thermodynamic homogeneity of the Sherrington-Kirkpatrick model.
We replicate the Ising Hamiltonian ν times
[H]ν =
ν∑
a=1
Ha =
ν∑
α=1
∑
<ij>
JijS
a
i S
a
j
and add a small replica-mixing perturbation ∆H(µ) = 1
2
∑
a6=b
∑
i µ
abSai S
b
i . We assume that
ergodicity and linear response hold in the replicated phase space. The averaging over the long-
range spin exchange leads to mixing of the replicated spins and after performing averaging over
the random spin exchange we obtain in the limit µ → 0 an extended Sherrington-Kirkpatrick
free-energy density with the Sherrington-Kirkpatrick order parameter q and new off-diagonal
parameters χab, [36]
fν =
βJ2
4
[
1
ν
ν∑
a6=b
{(
χab
)2
+ 2qχab
}
− (1− q)2
]
− 1
βν
∞∫
−∞
dη√
2pi
e−η
2/2 ln Trν exp
{
β2J2
ν∑
a<b
χabSaSb + βh¯
ν∑
a=1
Sa
}
. (13)
The new parameters in the extended phase space are the response functions conjugate to the
inter-replica interaction µab and are the inter-replica susceptibilities χab = 〈〈SaSb〉T 〉av − q,
in a complete analogy to the real magnetic field to which magnetic susceptibility is a linear
response. Since we deal with a mean-field model, the susceptibilities are local. Here 〈f(S)〉T
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denotes averaging over thermal fluctuations and 〈f(S)〉av over the spin exchange. The SK order
parameter is q = 〈〈Sa〉2T 〉av and h¯ = h+ η
√
q.
Replicated spin variables introduced new order parameters that should be determined from sta-
tionarity of the free-energy density from Eq. (13). There are, however, two problems with this
free energy. First, it is not a closed expression that would give its analytic dependence on repli-
cation index ν. Second, representation (13) holds only for integer numbers ν. The replicated
spins do not have a direct physical meaning and were introduced only to simulate scalings of
the phase space to test thermodynamic homogeneity of the resulting free energy. Hence, one
has to continue analytically free energy (13) to a positive real replication index ν. A specific
symmetry of the matrix of the overlap susceptibilities must be assumed to reach this objective.
Such a symmetry was found by G. Parisi and is independent of the replica trick and the limit of
the number of replicas to zero.
2.3 Hierarchical construction of mean-field free energies
First what one notices is that the replicated free energy, Eq. (13), contains too many order
parameters, ν(ν − 1)/2. It means that the solution is degenerate. Actually, the number of
independent parameters in the ν-times replicated phase space should not be bigger than the
number of replicas, ν. Parisi assumed the following structure of the overlap susceptibilities
χaa = 0 , χab = χba ,
∑
c
(
χac − χbc) = 0 . (14)
It means that each row/column contains the same elements, only in a different order. This
is a consequence of the third condition in Eq. (14). Hence the matrix of the overlap suscep-
tibilities has just ν − 1 independent numbers. The values of the overlap susceptibilities can
appear multiple times in each row. Let us assume that we have just K different values of the
overlap susceptibilities that we denote χ1, χ2, . . . , χK . Let the corresponding multiplicities be
m1,m2, . . . ,mK . A sum rule ν − 1 =
∑K
l=1 ml then holds. An example of such a matrix for
ν = 8, K = 3 and ml = 2l−1 is illustrated in Fig. 1.
It is now straightforward to perform the sum over the spin configurations and find a closed
expression for the free energy with matrices χab fulfilling criteria (14). We label the overlap
susceptibilities so that they form a decreasing succession χl > χl+1. The averaging over the
thermal fluctuations of the replicated spins in the free energy from Eq. (13) can now be per-
formed explicitly and we obtain [36]
fK(q, {χ}; {m}) = −β
4
(1− q)2 + β
4
K∑
l=1
(ml −ml−1)χl(2q + χl) + β
2
χ1
− 1
βmK
∫ ∞
−∞
dη√
2pi
e−η
2/2 ln
[∫ ∞
−∞
dλK√
2pi
e−λ
2
K/2
{
. . .
∫ ∞
−∞
dλ1√
2pi
e−λ
2
1/2
{
2 cosh
[
β
(
h+ η
√
q +
K∑
l=1
λl
√
χl − χl+1
)]}m1
. . .
}mK/mK−1 (15a)
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
0 χ1 χ2 χ2 χ3 χ3 χ3 χ3
χ1 0 χ2 χ2 χ3 χ3 χ3 χ3
χ2 χ2 0 χ1 χ3 χ3 χ3 χ3
χ2 χ2 χ1 0 χ3 χ3 χ3 χ3
χ3 χ3 χ3 χ3 0 χ1 χ2 χ2
χ3 χ3 χ3 χ3 χ1 0 χ2 χ2
χ3 χ3 χ3 χ3 χ2 χ2 0 χ1
χ3 χ3 χ3 χ3 χ2 χ2 χ1 0

Fig. 1: Matrix of overlap susceptibilities χab for ν = 8 and with three levels (hierarchies)
of symmetry breaking K = 3 exemplifying the structure allowing for analytic continuation to
arbitrary positive ν.
with χK+1 = 0 and m0 = 1. It may appear convenient to rewrite the free-energy density to
another equivalent form
fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) = −β
4
(
1− q −
K∑
l=1
∆χl
)2
− 1
β
ln 2
+
β
4
K∑
l=1
ml∆χl
[
2
(
q +
K∑
i=l
∆χi
)
−∆χl
]
− 1
β
∫ ∞
−∞
Dη ln ZK (15b)
where we ordered the parameters so that ∆χl = χl − χl+1 ≥ ∆χl+1 ≥ 0. We further used a
short-hand notation for iterative partition functions
Zl =
[∫ ∞
−∞
Dλl Zmll−1
]1/ml
with an abbreviation for a Gaussian differential Dλ ≡ dλ e−λ2/2/√2pi. The initial partition
function for the Ising spin glass is Z0 = cosh
[
β
(
h+ η
√
q +
∑K
l=1 λl
√
∆χl
)]
. Free energy
fK is an analytic function of multiplicities (geometric parameters) ml and hence they can now
be arbitrary positive numbers. The equilibrium state in the replicated phase space is determined
from the extremal point with respect to variations of the overlap susceptibilities, the order pa-
rameters in the glassy phase. With the symmetry from Eq. (14) the order parameters are the
independent values of the overlap susceptibilities χl in representation (15a) or their differences
∆χl from (15b) and their multiplicities ml. The equilibrium values are determined from the
extremal point of the respective free energy functional. The type of the extremum from which
the stable equilibrium state is determined depends, however, on the values of multiplicities ml.
If ml > 1 then the equilibrium free energy is in minimum with respect to variations of this
parameter. If ml < 1 then the equilibrium free energy is maximal. The value ml = 1 is a degen-
eracy point at which the free energy is independent of ∆χl. It appears that the stable solution is
generated by multiplicities being all between zero and one. The free energy of the spin glass is
hence maximal in the replicated phase space.
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Each independent value of the overlap susceptibility, χl, determines a replica hierarchy. Here
K is the number of replica hierarchies. The number of replica hierarchies is also related to
the level of the replica-symmetry breaking (RSB). The concept of replica-symmetry breaking
comes from the replica trick used to average free energy via the replicated partition function,
Eq. (7), where the order parameters in the replicated space are q + χl. The number of the order
parameters is 2K + 1. If all χl = 0 and K = 0 we have a single order parameter q and the
solution is called replica-symmetric. It is the SK solution. Then non-zero values ofK are called
K-level replica-symmetry breaking (KRSB).
It is clear that the complexity of the solution increases rapidly with the increasing number of
different values of of the overlap susceptibilities or their differences ∆χi, that is, with number
K. We give here an example of the lowest replica-symmetry breaking free energy (K = 1) as
the next step beyond the SK solution
f1(q;χ1,m1) = −β
4
(1− q − χ1)2 + β
4
m1χ1(2q + χ1)
− 1
βm1
∫ ∞
−∞
Dη ln
∫ ∞
−∞
Dλ1 {2 cosh [β (h+ η√q + λ1√χ1)]}m1 . (16)
It has three parameters, q, χ1,m1 to be determined from stationarity of the free-energy func-
tional from Eq. (16). It represents a free energy with the first level of ergodicity breaking or
replica-symmetry breaking (1RSB).
Generally, free energy fK stands for ergodicity breaking onK levels, K generations of replicas.
When the replica symmetry is broken, it also means that ergodicity is broken and the thermo-
dynamic limit of the original system depends on the behavior of the spins of the surrounding
bath, being the replicated spins. The physical interpretation of breaking replica symmetry is
ergodicity breaking. The hierarchical replications of the system variables is then an iterative
way to restore ergodicity or thermodynamic homogeneity in a larger phase space. The order pa-
rameters from the replicated spaceml, ∆χl then play the role of Legendre conjugate parameters
controlling the energy exchange between the original system and its simulated thermal bath.
Free energy fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) contains 2K+1 variational parameters, q,∆χi,
mi for i = 1, 2, . . . K that are determined from the stationarity of free energy with respect to
small fluctuations of these parameters. The replica construction introduced a new parameter K
that is not a´ priori determined. It can assume any integer value in the true equilibrium. The
number of replica hierarchies is in this construction determined from stability conditions that
restrict admissible solutions, stationarity points. A solution with K levels is locally stable if it
does not decay into a solution withK+1 hierarchies. A new order parameter in the next replica
generation ∆χ may emerge so that ∆χl > ∆χ > ∆χl+1 for arbitrary l. That is, the new order
parameter may peel off from ∆χl and shifts the numeration of the order parameters for i > l in
the existing K-level solution. To guarantee that this does not happen and that the averaged free
energy depends on no more geometric parameters than m1, . . . ,mK we have to fulfill a set of
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K + 1 generalized stability criteria that for our hierarchical solution read for l = 0, 1, . . . , K
ΛKl = 1− β2
〈〈〈
1− t2 +
l∑
i=0
mi
(〈t〉2i−1 − 〈t〉2i )
〉2
l
〉
K
〉
η
≥ 0 (17)
with m0 = 0 and formally 〈t〉−1 = 0. We introduced the following short-hand notation
t ≡ tanh
[
β
(
h+ η
√
q +
∑K
l=1 λl
√
∆χl
)]
and 〈t〉l(η;λK , . . . , λl+1) = 〈ρl . . . 〈ρ1t〉λ1 . . .〉λl
with 〈X(λl)〉λl =
∫∞
−∞Dλl X(λl) and ρl = Zmll−1/〈Zmll−1〉λl . The lowest K for which all stability
conditions, Eq. (17), are fulfilled is an allowed equilibrium state. It need not, however, be the
true equilibrium state, since the stability conditions test only the local stability and cannot de-
cide which of several extremal points is the true ground state. The stability conditions, Eq. (17),
are necessary for the system to be thermodynamically homogeneous. They are, however, not
sufficient to guarantee global thermodynamic homogeneity. Note that the stability conditions
from Eq. (17) guarantee only local homogeneity, since they hold for the optimal geometric pa-
rameters ml determined by the stationarity equations. The global thermodynamic homogeneity,
Eq. (12), would demand ΛKK ≥ 0 for arbitrary positive mK . This is generally valid if ∆χK = 0.
Free energy with K hierarchies of replicated spin variables, Eqs. (15), was derived by the stan-
dard procedure utilizing ergodicity in the extended, replicated phase space. Real replicas in the
thermodynamic approach, that is without the replica trick, were introduced to include control
over thermodynamic homogeneity of the equilibrium state. The necessity to continue analyt-
ically the free energy to arbitrary positive replication index forced us to introduce a specific
structure to matrix χab as exemplified in Fig. 1. Since χab ≥ 0 we can consider it as a distance
between replicas a and b. The reduction rules, Eq. (14) lead to an ultrametric distance in the
space of replicas [13]. An ultrametric space is characterized by the existence of only equilateral
or isosceles triangles. That is, for three replica indices a, b, c either χab = χac = χbc or at
least one of these equalities holds. Ultrametricity is generated by the hierarchical structure of
successive replications used to derive free energy fK(q, {χ}; {m}).
The construction of the order parameters in the replicated phase space suggests that overlap
susceptibilities χab measure the interaction strength with which different copies (replicas) of
spins thermodynamically influence each other. That is, thermal averaging of one spin copy
(a) depends on the values of spins of another copy (b) if χab > 0. We cannot separate these
replicas although only one spin replica represents the physical system under consideration. The
non-replicated original phase variables together with temperature and the chemical potential are
hence insufficient to describe entirely the equilibrium thermodynamic states. To get rid of the
dependence of thermodynamic states on the boundary or initial conditions we have to average
over all initial/boundary values and external variables that influence the thermodynamics of the
investigated system. In the long-range, completely connected models the degeneracy of the
solutions of the mean-field equations is reflected in the dependence on the initial spin configu-
rations. We simulated this dependence by self-consistent interactions between the original and
replicated spin variables, where both spin species are subject to the same thermal equilibration.
To understand the role of the geometric parameters (replication indices) ml we look at the lth
level of replication. It appears that when ergodicity and the linear response with respect to
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inter-replica interaction is broken the solution in the replicated space has the replication indices
ordered in a decreasing succession 1 > m1 > . . .mK ≥ 0. It allows us to give a straightforward
interpretation of the successive replications. Let us take partition sum Zl−1 and perform the next
replication of the spin variables from Zl−1. The averaged interaction strength of the original
and the replicated spins is ∆χl and the averaged number of the original spins affected by the
interaction with the replicated spins is mlN . The spins from the subspace with l − 1 replica
hierarchies are affected by thermal fluctuations of the spins from the next, lth hierarchy. The
Gaussian spins from the lth hierarchy are λl and their thermal fluctuations are represented by a
Gaussian integral. The free-energy density of the systems with l replica hierarchies then is
fl(hl) =
1
ml
ln
∫
Dλl Zmll−1
(
β, hl + λl
√
∆χl
)
,
where hl is an internal magnetic field.
These hierarchical replications of the mean-field models can be understood as hierarchical em-
beddings of a finite volume V into larger volumes with the surrounding spins, see Fig. 2. The
density matrix of the spins from the lth shell is ρl = Z
ml
l−1/〈Zmll−1〉λl . We can now perform the
thermodynamic limit of the volume Vl−1 → ∞ with no surrounding spins or together with the
next shell Vl → ∞. If the the system in the volume Vl−1 is ergodic, the thermodynamic limit
should not depend on the behavior of the surrounding spins. Here is the core of the problems
and the instability of simple mean-field solutions of spin-glass models. They break ergodicity
in the whole low-temperature phase and the replica-symmetry breaking is a mathematical rep-
resentation of ergodicity breaking. The hierarchical construction is a way to incorporate the
influence of the thermal bath on the original spin systems in the thermodynamic limit.
2.4 Continuous limit: Parisi solution
Free energy fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) is an analytic function of its order parameters
derived from K hierarchical embeddings. Due to the embedded structure of the partition sums
Zl it is practically impossible to find explicit solutions forK > 2 in the whole temperature range
of the glassy phase. Parisi found that in the case of the Ising spin glass solutions for K = 1, 2
are unstable and assumed that the same holds also for all finite K’s. He then performed the
limit K → ∞ and derived a continuous version of the infinitely-times replicated system by
assuming ∆χl = ∆χ/K → dx. Second and higher powers of ∆χl with the fixed index l are
neglected [24, 44, 45]. When performing the limit K → ∞ in representations of Eqs. (15) the
free-energy functional can then be represented as [37, 38]
f(q,X;m(x)) = −β
4
(1− q −X)2 − 1
β
ln 2
+
β
2
∫ X
0
dx m(x) [q +X − x]− 1
β
〈g(X, h+ η√q)〉η (18)
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Fig. 2: The thermodynamic limit of a system of spins S0 confined in a volume V0 → ∞ can
either be performed in a free space or embedded in a bath of external spins S1 in a larger
volume V1 → ∞. The bath spins have a density matrix ρ1. If the two thermodynamic limits
are different, we must embed the system into a next bath of spins with a density matrix ρ2. We
continue with the embeddings so long until the smaller and the larger system lead to the same
thermodynamic limit.
where 〈X(η)〉η =
∫∞
−∞DηX(η). This free energy is only implicit since its interacting part
g(X, h) can be expressed only via an integral representation containing the solution itself
g(X, h) = E0(h;X, 0) ◦ g0(h)
≡ Tx exp
{
1
2
∫ X
0
dx
[
∂2h¯ +m(x)g
′(x;h+ h¯)∂h¯
]}
g(h+ h¯)
∣∣∣∣
h¯=0
, (19a)
with g(h) = ln [cosh βh]. The ”time-ordering” operator Tx orders products of x-dependent
non-commuting operators from left to right in an x-decreasing succession. The exponent of the
ordered exponential contains function g′(x;h) = ∂g(x;h)/∂h for x ∈ [0, X] and is not known
when g(x;h) is not know on the whole definition interval. This derivative can also be expressed
via an ordered exponential
g′(X, h) = E(h;X, 0) ◦ g′0(h)
≡ Tx exp
{∫ X
0
dx
[
1
2
∂2h¯ +m(x)g
′(x;h+ h¯)∂h¯
]}
g′0(h+ h¯)
∣∣∣∣
h¯=0
. (19b)
It is an implicit but closed functional equation for the derivative g′(x;h) on interval [0, X] for
a given function m(x). We have to know the full dependence of this function on parameter x
to evaluate the free energy with continuous replica-symmetry breaking. It is important to note
that free energy f(q,X;m(x)) defines a thermodynamic theory independently of the replica
method within which it was derived. It means that we can look for equilibrium states of spin-
glass models without the necessity to go through instabilities of the discrete hierarchical replica-
symmetry breaking solutions.
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Analogously we can perform the limit K → ∞ with ml − ml−1 = −∆m/K → −dm in
representation Eq. (15a). The minus sign is used, since we expect ordering ml < ml−1. Further
on, we use ∆χl → −x(m)dm. The limiting continuous free energy can then be represented
as [39]
f (q, χ1,m1,m0;x(m)) = −β
4
(1− q − χ1)2 + β
4
[
m1 (q + χ1)
2 −m0q2
]
− β
4
∫ m1
m0
dm [q + χ1 −X(m)]2 − 1
β
〈g1(m0, h+ η√q)〉η , (20)
where we denoted X(m) =
∫ m1
m
dm′x(m′) and
g1(m0, h) = E0(m0,m1, h) ◦ g1(h)
≡ Tm exp
{
−1
2
∫ m1
m0
dm x(m)
[
∂2h¯ +mg
′
1(m;h+ h¯)∂h¯
]}
g1(h+ h¯)
∣∣∣∣
h¯=0
, (21a)
and
g1(h) ≡ g1(m1, h) = 1
m1
ln
∫ ∞
−∞
dφ√
2pi
e−φ
2/2 [2 cosh (β(h+ φ
√
χ1))]
m1 . (21b)
This free energy better suits the case when the solution with continuous RSB peels off from
a solution with one-level RSB or the two solutions coexist. The space of order parameters is
restricted to an interval 1 ≥ m1 ≥ m0 and 1 ≥ χ1 ≥ X(m) ≥ 0.
If free energy fK is not locally stable and at least one of the stability conditions, Eq. (17), is
broken for all K’s, it is still a question whether the continuous limit K → ∞ is locally stable.
It can be shown that continuous free energy f(q,X;m(x)) is marginally stable and fulfills the
continuous version of stability conditions with equality [37]
1 =
〈
E(hη;X, x) ◦
[
g′′µ(x, hη)
2
]〉
η
. (22)
This equation is a consequence of the stationarity equation for the order-parameter function
m(x). We recall that the prime stands for the derivative with respect to the magnetic field and
the second derivative of gµ(x, h) obeys an integral equation
∂2gµ(x, h)
∂h2
= E(h;x, 0) ◦ g′′µ(h) +
∫ x
0
dy µ(y)E(h;x, y) ◦ [g′′µ(y, h)2] . (23)
The continuous free energy hence does not break ergodicity and is always marginally ergodic in
the whole spin-glass phase. The ferromagnetic model is marginally ergodic only at the critical
point, since the order parameter makes the ordered phase ergodic.
Both continuous free energies, Eq. (18) and (20), were derived as the limit of the number of
replica hierarchiesK →∞ where the distance between the neighboring hierarchies is infinites-
imal, that is ∆χl ∝ K−1, and ∆χl/∆ml <∞ for each l ≤ K. Representation (20) is, however,
more general, since it does not assume χK → 0 in the limit K → ∞ as free energy, Eq. (18),
does. On the other hand, condition χK → 0 guarantees thermodynamic homogeneity of the
resulting free energy.
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Fig. 3: Entropy (left panel) and free energy (right panel) in the glassy phase of the Sherrington-
Kirkpatrick model at zero magnetic field for the replica-symmetric and 1RSB solutions. Im-
provements at very low temperatures are evident, in particular, the unphysical negative value of
entropy is significantly reduced.
The continuous free energies were derived for the Ising spin glass but they can be straightfor-
wardly generalized to other spin-glass models. The symmetry of the order parameters has to be
adapted and the input single-site free energy g or g1 is to be appropriately modified [46, 38].
3 Asymptotic solutions of mean-field models: K-level replica
symmetry breaking
3.1 Ising glass
The Sherrington-Kirkpatrick model is the paradigm for the mean-field theory of spin glasses. It
is this model for which Parisi derived a free energy with continuous replica-symmetry break-
ing [23–25]. It was also later proved that the hierarchical scheme of replica-symmetry break-
ing covers the exact equilibrium state [27, 28]. The rigorous proof does not, however, tell us
whether the equilibrium state is described only by a finite number of replica hierarchies or a
continuous limit is needed. Only a few years ago we resolved the hierarchical free energy
fK(q;∆χ1, . . . , ∆χK ,m1, . . . ,mK) for arbitrary K via the asymptotic expansion below the
transition temperature in a small parameter θ = 1 − T/Tc [47]. Only this asymptotic solution
was able to resolve the question of the structure of the equilibrium state, at least close to the
transition temperature.
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3.1.1 Zero magnetic field
The order parameters in the spin-glass phase of the general K-level free energy from Eqs. (15)
cannot be solved explicitly in the whole temperature range unless we resort to solutions with
only a few hierarchical levels (K = 1, 2). The replica symmetric and 1RSB solutions in the
whole low-temperature phase are plotted in Fig. 3 where one can see the improvements of the
replica-symmetry breaking scheme in free energy and entropy. One has to go to higher replica
hierarchies. The only chance to analyze the behavior of the entire hierarchical construction
with an arbitrary number of hierarchies is to expand the solution near the critical point where
the order parameters are small.
The strategy to solve the stationarity equations for the hierarchical free energy asymptotically
near the critical temperature is to expand the partition function into powers of the small or-
der parameters and to restrict the solution only to a functional subspace generated by a fixed
polynomial expansion. We first use such an expansion to derive the leading asymptotic limit of
equations for the physical parameters q,∆χl. At this stage we do not need to assume smallness
of the geometric parameters. Smallness of ml, l = 1, . . . , K at zero magnetic field is utilized
later on when deriving the asymptotic form of mean-field equations for them.
After a rather lengthy and tedious calculations one finds the leading order of the order parame-
ters [47]
∆χKl
.
=
2
2K + 1
θ , (24a)
mKl
.
=
4(K − l + 1)
2K + 1
θ , (24b)
qK
.
=
1
2K + 1
θ . (24c)
The result proves that the limit K →∞ leads indeed to the Parisi continuous replica-symmetry
breaking, since all the order parameters are of order K−1. Each solution with a finite number of
replica generations is unstable
ΛKl = −
4
3
θ2
(2K + 1)2
< 0 , (24d)
from which it follows that the Parisi solution is the true equilibrium state in the glassy phase of
the Sherrington-Kirkpatrick model near the transition point.
Other physical quantities in the asymptotic limit are the Edwards-Anderson parameter defined
as QK = q +
∑K
l=1 ∆χ
K
l with its asymptotics
QK
.
= θ +
12K(K + 1) + 1
3(2K + 1)2
θ2 , (25a)
the local spin susceptibility
χT = β
(
1−QK +
K∑
l=1
ml∆χl
)
.
= 1− θ
2
3(2K + 1)2
. (25b)
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and the free-energy difference to the paramagnetic state
∆f
.
=
(
1
6
θ3 +
7
24
θ4 +
29
120
θ5
)
− 1
360
θ5
(
1
K
)4
. (25c)
Differences between different levels of RSB manifest themselves in free energy first in fifth
order to which one had to expand the free energy in the order parameters.
3.1.2 Non-zero magnetic field
The glassy phase in the Sherrington-Kirkpatrick model exists also in an arbitrary strong applied
magnetic field. The transition boundary separating the paramagnetic from the glassy phase is
the de Almeida-Thouless line. It is defined by vanishing of the stability function Λ = 0 of
Eq. (9). The hierarchical solution behaves in an external magnetic field differently from the
rotationally invariant case. The physical order parameter q and the geometric order parameters
ml remain finite at the transition to the paramagnetic phase and only the differences of the
overlap susceptibilities ∆χl are the genuine small parameters controlling the expansion around
the critical point. A small expansion parameter below the AT line can be chosen as
α = β2
〈
(1− t20)2
〉
η
− 1 > 0 , (26)
where we denoted t0 = tanh β
(
h+ η
√
q0
)
, and q0 = 〈t20〉η.
One must first expand the SK parameter q to the two lowest nontrivial orders in α. The solution
is then used to determine the lowest asymptotic order of χl and ml. We obtain ml = m1 +O(α)
and χ1 =
∑K
l=1∆χ
K
l with [48]
m1 =
2〈t20(1− t20)2〉η
〈(1− t20)3〉η
(27)
and
χ1 =
α
2β2m1
1
1− 3β2 〈t20(1− t20)2〉η
+O(α2) . (28)
These two parameters do not depend on the number of hierarchical levels used. Parameterm1 is
of order unity even at the boundary of the spin-glass phase (AT line) where the small parameter
α vanishes.
To disclose the leading asymptotic behavior of each separate parameter ∆χl and ml for l =
1, . . . , K we must go beyond the leading orders in parameters m and χ1. It is first the fourth
order in α from which we find that ∆χl
.
= χ1/K and
mKl
.
= m1 +
K + 1− 2l
K
∆m (29)
where we added a superscript to specify the number of hierarchical levels used to determine the
order parameters χl,ml. Further on, we introduced a parameter independent of the number of
hierarchies ∆m = m21 −m22. This parameter has an explicit asymptotic representation
∆m
.
=
β2χ1
〈
(1− t20)2
(
2 (1− 3t20)2 + 3 (t20 − 1)m (8t20 + (t20 − 1)m)
)〉
η
〈(1− t20)3〉η
(30)
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Both parameters χ1 and ∆m are linearly proportional to α. The former, however, exists already
in 1RSB, while the latter first emerges in 2RSB. Since they do not depend on the number
of hierarchies used and the latter determines a uniform distribution of parameters ml for l =
3, . . . , K, we demonstrated that all characteristic features of the asymptotic solution near the
AT instability line are contained already in 2RSB. What was, however, highly nontrivial was to
unveil equidistant distributions of both parameters χl and ml.
The stability conditions
ΛK = − 2β
2
3K2
χ1∆m
m+ 2
(31)
indicate that also in an applied magnetic field the equilibrium state is described by the continu-
ous replica-symmetry breaking K →∞.
3.2 Potts glass
The Potts model with p states reduces to the Ising model for p = 2, but differs from it for
p > 2 in that it breaks the spin-reflection symmetry. This property was used to argue that the
Parisi scheme fails to describe the equilibrium state [49]. It had been long believed that it is the
one-level replica-symmetry breaking that determines the equilibrium state below the transition
temperature [50]. The Potts glass displays a discontinuous transition to the replica-symmetry
broken state for p > 4 [51]. Discontinuous transitions do not allow us to use an asymptotic
expansion in a small parameter below the transition temperature. It is, nevertheless, possible to
test the ordered phase of the Potts glass for 2 < p < 4. We did it in Refs. [46, 52] and found an
unexpected behavior.
Studying the discrete replica-symmetry breaking we found two 1RSB solutions with the same
geometric parameter
m
.
=
p− 2
2
+
36− 12p+ p2
8(4− p) θ . (32)
One non-trivial 1RSB solution then leads to order parameters
q(1)
.
= 0 , (33a)
∆χ(1)
.
=
2
4− pθ +
228− 96p+ p2
6(4− p)3 θ
2 (33b)
while the second one has both parameters nonzero
q(2)
.
=
−12 + 24p− 7p2
3(4− p)2(p− 2) θ
2 , (34a)
∆χ(2)
.
=
2
4− pθ −
360− 204p− 6p2 + 13p3
6(4− p)3(p− 2) θ
2 . (34b)
Both the solutions have the same asymptotic free energy to the fifth asymptotic order
β
p− 1f1RSB
.
=
θ3
3(4− p) +
(p(11p− 102) + 204)θ4
12(4− p)3
− (p(p((18744− 1103p)p− 120648) + 325728)− 317232)θ
5
720(4− p)5 . (35)
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We can see that the asymptotic expansion with small parameters q and ∆χ breaks down already
at p = 4 above which we expect a discontinuous transition from the paramagnetic to a 1RSB
state at T0 > Tc = 1. Note that a transition to the replica-symmetric solution q > 0, ∆χ = 0 is
continuous up to p = 6.
The 1RSB solution has a higher free energy than the replica-symmetric one. The difference is
of order θ3,
f1RSB − fRS .= (p− 2)
2(p− 1)θ3
3(4− p)(6− p)2 . (36)
The two stationary states of the 1RSB free energy behave differently as a function of parameter
p. The former solution is physical for all values of p unlike the latter that becomes unphysical
for p > p∗ ≈ 2.82 where q(2) from Eq. (34a) turns negative. It is also the region of the parameter
p where the first solution is locally stable as can be seen from the stability function
Λ10
.
=
θ2(p− 1)
6(4− p)2
(
7p2 − 24p+ 12) > 0 . (37)
That is why the solution with q = 0 was assumed to be the true equilibrium and a solution with
a continuous replica-symmetry breaking had not been expected to exist. We, however, found
that there is a Parisi-like solution even in the region of stability of the solution from Eq. (33).
The second 1RSB solution is unstable and decays to solutions with higher numbers of replica
hierarchies as
qK
.
= − 1
3K2
12− 24p+ 7p2
(4− p)2(p− 2)θ
2 , (38a)
∆χKl
.
=
1
K
2
(4− p)θ , (38b)
mKl
.
=
p− 2
2
+
2
4− p
[
3 +
3
2
p− p2 +
(
3− 6p+ 7
4
p2
)
2l − 1
2K
]
θ . (38c)
We can see that the KRSB solution behaves unphysically in the same way as the second 1RSB
solution does. The averaged square of the local magnetization is negative for p > p∗ where
the first 1RSB solution is locally stable. Negativity of q means that local magnetizations are
imaginary and the solution is unphysical. This deficiency, however, decreases with the increas-
ing number of spin hierarchies and disappears in the limit K → ∞. It means that the resulting
solution with a continuous replica-symmetry breaking shows no unphysical behavior. It is anal-
ogous to negativity of entropy in the low-temperature solutions ofKRSB approximations of the
Sherrington-Kirkpatrick model.
Potts glass hence shows a degeneracy for p∗ < p < 4 with a marginally stable solution continu-
ously breaking the replica symmetry and a locally stable one-level replica-symmetry breaking.
To decide which one is the true equilibrium state one has to compare free energies. The differ-
ence of the continuous free energy fc and that of the KRSB solution is
β(fc − fKRSB) .= (p− 1)(p(7p− 24) + 12)
2θ5
720K4(4− p)5 (39a)
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Fig. 4: Left panel: Entropy S (left scale, dashed line) and local stability Λ (right scale, solid
line) of the 1RSB solution from Eq. (33) of the 3-state Potts glass. The solution becomes locally
unstable at ≈ 0.33Tc and entropy negative at T ≈ 0.16Tc. Right panel: The free energy
differences between the solution with continuous replica-symmetry breaking and 1RSB (left
scale, solid line) and RS (right scale, dashed line) solutions.
and that of the replica-symmetric one reads
β(fc − fRS) .= (p− 1)(p− 2)
2θ3
3(4− p)(6− p)2 . (39b)
We see that the solution with the continuous RSB has the highest free energy as the true equilib-
rium state should have for geometric factors m < 1. In this situation entropy reaches minimum
and free energy maximum in the phase space of the order parameters. The locally stable 1RSB
solution becomes unstable at lower temperatures and entropy turns negative at very low temper-
atures as demonstrated on the 3-state model in Fig. 4. This leads us to the conclusion that the
Parisi solution with a continuous replica-symmetry breaking represents the equilibrium state for
the Potts glass with p < 4.
3.3 p-spin glass
The spin model generalized to random interactions connecting p spins, the p-spin glass, was
used to simulate the dynamical transition in real glasses [53,54]. This model, analogously to the
Potts glass, generalizes the Ising spin glass to p > 2 and allows one to study the behavior of the
equilibrium state as a function of parameter p. In particular, the limit p→∞ is accessible [10]
and is exactly solvable. It coincides with the random energy model of Derrida [11,12]. For this
reason the p-spin glass was also intended to be used to study and understand the genesis of the
Parisi free energy when studying the asymptotic limit p→∞.
To cover both the boundary solutions p = 2 and p = ∞ we have to mix up the one-level RSB
scheme and the Parisi continuous RSB. Such free energy density of the mean-field p-spin glass
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reads [39]
f
(p)
T (q, χ1, µ1, µ0;x(µ)) = −
β
4
[
1− p (q + χ1) + (p− 1) (q + χ1)p/(p−1)
]
+
p− 1
4
[
µ1 (q + χ1)
p/(p−1) − µ0qp/(p−1)
]
− p− 1
4
∫ µ1
µ0
dµ [q + χ1 −X(µ)]p/(p−1)
− g1(µ0, h) , (40)
with
g1(µ0, h) = E1(µ1, µ0, h) ◦ [g1(h)] ≡ Tµ exp
{
−p
4
∫ µ1
µ0
dµx(µ)
[
∂2h¯ + µg
′
1(µ, h+ h¯)∂h¯
] }
g1(h+ h¯)
∣∣∣∣
h¯=0
, (41a)
where X(µ) =
∫ µ1
µ
dµ′x(µ′). The generating free energy is
g1(h) =
1
µ1
ln
∫ ∞
−∞
dφ√
2pi
e−φ
2/2
[
2 cosh
(
β(h+ φ
√
pχ1/2)
)]µ1/β
. (41b)
We rescaled variable m→ µ = βm. If µ = 0 or µ1 = µ0, free energy f (p) reduces to the 1RSB
approximation. On the other hand, if µ0 = 0, or µ0 = β free energy f (p) coincides with that of
the Parisi solution with a continuous replica-symmetry breaking.
The p-spin glass can be used to investigate analytically not only the p → ∞ limit but also the
T → 0 limit. In this limit simple solutions of mean-field models lead to negative entropy. It is
easy to calculate the zero-temperature entropy in the 1RSB solution. We obtain
S0(h) ∝ −p(p− 1)
8
[
exp{−µ21pχ1/4}√
pipχ1
exp{−h2/pχ1}
2CHµ(h)
]2
, (42)
where we used the following notation
2CHµ(h) = e
µ1hE(p)µ (−h) + e−µ1hE(p)µ (h) , (43a)
E(p)µ (h) =
∫ ∞
h/
√
pχ1/2
dφ√
2pi
e
−
(
φ−µ1
√
pχ1/2
)2
/2
. (43b)
The negativity of the low-temperature entropy indicates that 1RSB cannot produce a stable
ground state for arbitrary p < ∞. The negativity of entropy decreases with increasing p, see
Fig. 5, but only if a condition µ21pχ1 = ∞ is fulfilled the 1RSB solution (µ1 > 0) leads to
zero entropy at zero temperature. Nonnegative entropy is a necessary condition for physical
consistency of the low-temperature solution. It then means that the low-temperature equilibrium
state for p < ∞ must contain the Parisi continuous order-parameter function x(µ) with β >
µ1 > µ0. It can also be seen from the asymptotic free energy for p→∞ that reads
f
(p→∞)
T (q, χ1, µ1) = −
1
4T
[1− (q + χ1) (1− ln (q + χ1)]− 1
µ1
ln [2 cosh(µ1h)]
− µ1
4
[χ1 − (q + χ1) ln (q + χ1)]− µ1q
4
[
ln q + p
(
1− tanh2(µ1h)
)]
, (44)
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Fig. 5: Entropy of the 1RSB solution of the p-spin glass. Temperature dependence for different
values of p (left panel). Logarithm of the negative part of entropy at zero temperature as a
function of 1/p (right panel), from Ref. [39].
giving the leading-order solution for the variational parameters χ1, µ1 and q. The first two
parameters are of order one while the latter is exponentially small for large p,
χ1 = 1− q , (45a)
q = exp{−p(1− tanh2(µ1h)} , (45b)
µ1 = 2
√
ln [2 cosh(µ1h)]− h tanh(µ1h) . (45c)
The above nontrivial solution holds only if β > 2
√
ln [2 cosh(βh)]− h tanh(βh) (low-temp-
erature phase), otherwise µ1 = β and χ1 + q = 0 (high-temperature phase). To derive an
equation for the order-parameter function x(µ) one needs to include the next-to-leading order
contributions. To go beyond the leading asymptotic order one can use the Landau-type theory
for the order-parameter function developed in Ref. [38]. Note that the asymptotic solution of
Eqs. (45) with x(µ) = 0 suffers from a negative entropy as can be seen from Eq. (42) and is
plotted in Fig. 5. Note that the transition to the ordered phase in the p-spin glass is discontinuous
and hence, an asymptotic expansion below the transition temperature is not applicable. Only an
asymptotic expansion p→∞ makes sense.
4 Conclusions
The mean-field models of spin glasses have equilibrium states demanding nonstandard tools to
describe them quantitatively. Moreover, the replica trick standardly used is suspicious and it is
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difficult to understand and give a physical meaning to the order parameters and the functions
with the replica variables in this construction. The standard way to reach the equilibrium states
is to use the replica trick, derive representations with the replica variables and then try to give
the results a physical meaning. The reason for using the replicas remains nevertheless veiled in
this way and the physical meaning of the replica-symmetry breaking unclear [45, 13]. One has
to analyze the physical reasons for instabilities and negative entropy in non-replicated mean-
field solutions to find the genuine reason why the true equilibrium of the mean-field spin-glass
models cannot be reached without replicas.
The most prominent feature of the mean-field spin-glass models is that the combination of
randomness and frustration of the spin exchange leads to ergodicity breaking that is not ac-
companied by any symmetry breaking in the generic Hamiltonian. To restore ergodicity in the
glassy phase one can use replications of the phase space of the dynamical variables. A small
inter-replica interaction is introduced as a perturbation and the linear response of the system is
calculated. If the linear response (replica independence or symmetry) is broken, replica vari-
ables influence the behavior of the original system, and inter-replica interactions become non-
zero. The replication is then used hierarchically till one restores at least local thermodynamic
homogeneity. The principal step in this procedure is to select an adequate symmetry-breaking
of the replicated variables so that to make thermodynamic potentials analytic functions of the
originally integer replication index. Only then it is possible to test and restore thermodynamic
homogeneity and ergodicity. If infinitely-many replications are needed the Parisi solution with
the continuous replica-symmetry breaking is obtained. Real replicas allow us to restore ergod-
icity in hierarchical steps by breaking successively independence of the replicated spaces.
The solution of the full mean-field models of spin glasses in unreachable. One has to resort
to approximations or perturbative expansions. We applied the real replicas on the mean-field
Ising, p-state Potts and p-spin glass models and calculated their asymptotic solutions below the
transition temperature to the glassy phase. We thereby demonstrated that the Ising spin glass
below the transition point is described by a solution with infinitely-many replica hierarchies
with the continuous order-parameter function of Parisi. While the Ising spin glass is known to
have continuously broken replica symmetry in the equilibrium state, the Potts and p-spin glasses
allow for locally stable solutions with a one-level discrete replica-symmetry breaking. Since the
solution with the continuous replica-symmetry breaking exists independently of stability of the
solutions with finite-many replica hierarchies, the continuous RSB and 1RSB coexist in the
p-state Potts and the p-spin glass models. In both cases for p < ∞ the 1RSB state leads to
negative entropy at very low temperatures and the ultimate equilibrium state for the mean-field
spin-glass models breaks the replica symmetry in a continuos form as suggested by Parisi in
the Ising model. Our analysis indicates that a continuous RSB is indispensable to keep entropy
non-negative down to zero temperature. Spin reflection symmetry is hence not substantial for
the existence of a solution with a continuous replica-symmetry breaking as was previously
assumed.
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