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Abstract
We study the attractor of Iterated Function Systems composed of infinitely many affine,
homogeneous maps. In the special case of second generation IFS, defined herein, we conjec-
ture that the attractor consists of a finite number of non-overlapping intervals. Numerical
techniques are described to test this conjecture, and a partial rigorous result in this direction
is proven.
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1 Introduction and statement of results
Iterated function systems (IFS) [19, 12, 4, 1, 2] are collections of maps φi : R
n → Rn, i =
1, . . . ,M , for which there exists a set A, called the attractor of the IFS, that solves the equation
A =
⋃
i=1,...,M
φi(A) := Φ(A). (1)
Existence and uniqueness of A can be easily proven to hold for hyperbolic IFS, i.e. those for
which the maps φi are contractive. In this case, the right-hand side of eq. (1) defines an operator
Φ on the set of compact subsets of Rn whose fixed point is A. Since Φ is contractive in the
Hausdorff metric, the set A can be also found as the limit of the sequence Φn(K0), where K0 is
any non-empty compact set, i.e.
A = lim
n→∞
Φn(K0). (2)
Attractors of Iterated Function Systems feature a rich variety of topological structures, so that
their full characterization is far from being fully understood. Even in the one-dimensional case,
the attractor of an IFS can take on quite different forms. Consider in fact the one dimensional
IFS composed of affine maps:
φi(s) = δi(s− βi) + βi i = 1, . . . ,M, (3)
where δi are real numbers between zero and one, called contraction ratios, while βi are real
constants, that geometrically correspond to the fixed points of the maps. Taking just two maps
φ1(x) = δx, φ2(x) = δx + 1 − δ, when δ ≥ 1/2 the attractor is the full interval [0, 1]. To the
contrary, when δ is smaller that one half, the attractor is a Cantor set. Next, consider the
set of three maps: φ1(x) = x/2, φ2(x) = x/4 + 1/4, φ3(x) = x/4 + 3/4, suggested to us by
Frank Mendivil, who showed that its attractor is composed of a countable set of disjoint intervals
accumulating at one.
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In more dimensions, the problem of what compact sets appear as attractors of IFS is even
more delicate [5, 8, 9]. Clearly, many of the technical difficulties in this characterization are
typical of many dimensional spaces. Far from wishing to attack this problem, in this paper we
focus on one–dimensional systems, albeit of a very special kind: the IFS we consider are composed
of uncountably many maps. IFS with infinitely many maps have been studied in [17, 7, 20], in the
countable case. Here, to construct an uncountable set of maps we generalize the notion of finite,
homogeneous IFS following Elton and Yan [6] (successively studied and refined in [14, 15, 10])
to define a (δ, σ)–homogeneous affine IFS as follows.
Definition 1 Let σ be a positive Borel probability measure on R whose support is contained in
[0, 1], let δ be a real number in [0, 1) and let δ¯ := 1 − δ. Let the real number β parameterize the
IFS maps φδ(β, ·) as
φδ(β, s) := δs+ δ¯β.
The invariant IFS measure associated with the affine (δ, σ)–homogeneous IFS is the unique
probability measure µ that satisfies∫
f(s) dµ(s) =
∫
dσ(β)
∫
dµ(s) f(φδ(β, s)), (4)
for any continuous function f .
General theory [6, 18] guarantees that the measure µ defined above is unique. It is also termed a
balanced measure. The usual, finite homogeneous IFS can be obtained by using a point measure
σp in place of σ in eq. (4):
σp =
M∑
j=1
πjDβj , (5)
where Dx is a unit mass, atomic (Dirac) measure at the point x and πj , j = 1, . . . ,M , πi > 0,∑
i πi = 1, are the usual IFS weights.
In words, Definition 1 means that the set of IFS maps is composed of affine maps, with
homogeneous contraction ratio δ, and fixed points β distributed according to the measure σ.
The invariant measure µ can also be constructed via the usual “chaos game”, now generalized to
an infinity of maps. Construct a stochastic process in X = [0, 1] via the following rule: given a
point x ∈ [0, 1], choose a value of β at random in [0, 1], according to the distribution σ(β) and
apply the function φδ(β, ·) to map x into φδ(β, x). In so doing, the measure µ can be found,
probability one, by the Cesaro average of atomic measures at the points xj of a trajectory of the
process: 1n
∑
δxj → µ.
The properties of the measure µ as a function of σ, like e.g. singular versus absolute continuity
have been studied in [15, 10]. Approximation and inverse problems where considered in [16, 11,
14], Jacobi matrix construction in [13, 10]. We now focus on a topological, rather than measure
theoretical, problem: the structure of the attractor of such IFS. Nonetheless, find convenient to
characterize A as the support of the measure µ: A := Sµ.
This problem is still very general. Therefore, we further restrict our consideration to a specific
class of measures σ in Definition 1: those that are themselves the invariant measure of a finite
IFS of the kind (3). This statement needs to be explained in full detail, to avoid confusions: we
start from a finite IFS (that we call a first-generation IFS) whose invariant measure we label
as σ. We use this symbol because we successively use such σ in eq. (4) to construct a second,
homogeneous (δ, σ)-IFS with contraction ratio δ and distribution of fixed points σ. In so doing,
eq. (4) provides us with the invariant measure µ we want to study:
{δi, βi, πi}i=1,...,M
1
=⇒ σ
{σ, δ}
2
=⇒ µ.
(6)
The lines in this scheme describe the sequence of the first and second generation IFS that are
considered in this paper, and the arrows point to the invariant measures that are generated by
the respective IFS’s. Notice that an operator Φ of the kind (1) can be associated to each IFS: we
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shall use the same letter Φ for both, labeling them with the index 1 or 2, when necessary. Our aim
will then be to find A, the fixed point of Φ2. We will call this latter system a second-generation
IFS.
Definition 2 A second-generation IFS is a homogeneous IFS, with contraction ratio 0 < δ < 1,
whose distribution of fixed points σ is the invariant measure of a finite maps IFS.
We will mostly assume in this paper that the convex hull of the support of σ and µ is [0, 1].
In particular, this requires that zero and one be the fixed points of a map of both first and second
generation IFS. Also, the first generation IFS may, or may not, be homogeneous, and typically
we will consider it as non–overlapping.
The main result of this paper is a conjecture on the nature of the fixed point of Φ2:
Conjecture 1 The attractor of a second-generation affine, homogeneous IFS with 1 > δ > 0 and
disconnected first-generation IFS is composed of a finite number of non-overlapping intervals.
To arrive at this conjecture, in Sect. 2 we first describe two useful lemmas on the support
of a generic IFS, and on the action of the operator Φ2 on intervals. They permit to derive an
algorithm for the actual computation of the attractor A, in section 3. This algorithm converges
in a finite number of iterations if and only if the attractor A verifies conjecture 1. We always
observe this fact in our numerical experiments. In section 4 we approximate A from the outside,
via the complement of a finite set of open intervals, explicitly computed. We observe numerically
that this approximation is sometimes exact, and typically rather satisfactory. We finally conclude
in section 5 with a partial result in the way of proving conjecture 1: we prove rigorously that for
certain second generation IFS the set A contains at least an interval.
2 General results on the support of the measure µ.
In this section we present two results that will be useful in the next construction of the attractor
A. We first quote a general result, that holds for any measure σ, and not only for those considered
in the sequel. It shows that the support of µ is not too far from that of σ. To simplify formulae
it is convenient here to take [−1, 1] as the convex hull of σ and µ.
Lemma 1 Let Sµ, Sσ be the supports of µ and σ. Let Sσ ⊂ [−1, 1]. Then, for any δ > 0,
Sσ ⊂ Sµ ⊂ B2δ(Sσ).
Proof. See [15, 10]. In the above, B2δ(Sσ) is the 2δ–neighborhood of Sσ.
The second result considers the images of an interval under a finite number of homogeneous
IFS maps.
Lemma 2 Consider a subset of IFS maps, φj(x) = δ(x − βj) + βj, where β takes the set of
increasingly ordered values {βj, j ∈ J } of finite cardinality. Let I = [A,B] be an arbitrary
interval and let l be its length: l := B −A. Suppose that there exist k and h such that
βj+1 − βj ≤ lδ/δ¯ for all j = k, . . . , k + h− 1. (7)
Then, the action of the operator Φ on I contains an interval:
Φ(I) ⊇
h+k⋃
j=k
φj(I) = [φk(A), φk+h(B)]. (8)
Proof. Let Ij = φj(I) := [aj , bj], for j = k, k + 1, . . . , k + h. Observe that aj = φj(A),
bj = φj(B). We obviously suppose that k, h > 0 and B > A. Clearly, when bj ≥ aj+1 we have
that Ij ∩ Ij+1 6= ∅. A simple computation reveals that this is equivalent to βj+1 − βj ≤ lδ/δ¯. If
this holds for all j = k, . . . , k+ h− 1, then the intervals Ij form an overlapping chain, and eq (8)
holds.
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Remark that the above lemma requires that the distances between all successive fixed points
between βk and βk+h must be smaller than the quantity at r.h.s. of eq. (7), that is a constant.
Therefore, only relative positions matter, and not the location of the β’s. Furthermore, letting
dj = (βj+1 − βj)/l, we can rewrite condition (7) as
δ ≥
dj
1 + dj
for all j = k, . . . , k + h− 1, (9)
that shows that for any choice of k, k + h ∈ J there is a minimal value of δ for which condition
(7) holds.
3 Numerical evaluation of the support of the measure µ.
Suppose now that the distribution of fixed points σ is generated by a non-overlapping IFS with
a finite number of maps, of the kind (3): that is, let us consider a second-generation IFS, eq. (6).
We can devise a numerical algorithm to compute the action of the operator Φ2 on any interval
I:
Φ2(I) =
⋃
β∈Sσ
φδ(β, I) =
⋃
β∈Sσ
(δ(I) + δ¯β). (10)
Clearly, since the support of σ is uncountable, the above definition is not amenable of numerical
treatment. Nonetheless, we can make use of Lemma 2 above. In doing this, we find it convenient
to construct a countable set of points in Sσ, the band edges. In fact, under the conditions
specified above, the set Φn1 ([0, 1]) is composed of M
n disjoint intervals, that we can call the
bands at iteration n. For simplicity, label these intervals as [anj , b
n
j ]. The extrema of these
intervals constitute the set of band edges. Let now l be the length of the interval I in eq. (10).
Then, when bnj − a
n
j ≤ lδ/δ¯ holds, Lemma 2 implies that we can write⋃
β∈Sσ∩[anj ,b
n
j
]
φδ(β, I) = φδ(a
n
j , I)
⋃
φδ(b
n
j , I). (11)
That is, out of the uncountable set of maps corresponding to values of β in the i-th band at
iteration n of Φ1, just two are enough to compute the image of the interval I. We can use this
observation as the basis of the following algorithm.
A1. Computing the action of Φ2 of an interval I
Input: the IFS parameters {δi, βi}i=1,...,M , the contraction ratio δ, the interval I.
Output: the set Φ2(I) as a finite union of P non–overlapping intervals.
0: Compute ǫ := lδ/δ¯. Initialize the set of band edges with n = 0, J = 1, [a01, b
0
1] = [0, 1]. Set
L = 0.
1: For j = 1 to J and i = 1 to M : Compute the next iteration intervals φi([a
n
j , b
n
j ]).
2: Update n to n+ 1 and J to MJ . Set Z = 0.
3: For j = 1 to J : Check the inequality bnj − a
n
j ≤ ǫ. If satisfied, increase L to L + 1, put
[anj , b
n
j ] in a list of final points: [αL, βL] = [a
n
j , b
n
j ] and remove it from the list of band edges.
Else, increase Z to Z + 1.
4: Control. If Z > 0 set J = Z and loop back to [1]. Else, when Z = 0 all band edges have
been put in the final list, continue.
5: For l = 1 to L: Compute the interval φ(αl, I)
⋃
φ(βl, I).
6: By considering intersections, reduce the union of all the intervals in [5] to a sequence of
ordered, non intersecting intervals. Compute their cardinality P .
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Observe now that the length bnj − a
n
j is certainly less than maxi{δi}
n, so that the procedure
certainly stops in a finite number of steps.
We now want to apply Algorithm A1 to compute the attractor A via eq. (2), starting from
the convex hull K0 = [0, 1]: Kn = Φ
n
2 ([0, 1]). From what demonstrated above, K
n is the union of
a finite number of non–overlapping intervals. In the limit, Kn tends (in the Hausdorff metric) to
the attractor A. It is a matter of experimental observation, that we want to report in this paper,
that in all cases we have examined there exists a finite power n¯ at which the limit is attained:
Φn¯2 ([0, 1]) = Φ
n¯−1
2 ([0, 1]). This can be numerically verified by a second algorithm
A2. Computing the action of Φn2 on [0, 1].
Input: the IFS parameters {δi, βi}i=1,...,M , the contraction ratio δ, the value n.
Output: the set Φn2 ([0, 1]) as a finite union of Q non–overlapping intervals.
0: Set m = 0, J = 1. Initialize the set Φ02([0, 1]) to contain the sole interval [α1, β1] = [0, 1].
1: Set L = 0.
2: For j = 1 to J : Apply algorithm A1 to compute Φ2([αj , βj ]), where [αj , βj] is the j-th item
in the list Φm2 ([0, 1]). Add the Pj resulting intervals to a work list of new intervals. Update
L to L+ Pj .
3: By considering intersections, reduce the union of all the L new intervals computed in [2]
to a sequence of ordered, non intersecting intervals, and store it into the list Φm+12 ([0, 1]).
Compute their cardinality Q, update J to Q.
4: Control. If the computed set Φm+12 ([0, 1]) is equal to Φ
m
2 ([0, 1]), or if m+1 = n stop. Else,
increase m by one and loop back to [1].
As an example of a typical situation, let us now show the application of algorithm A2 to the
second-generation IFS given by the two maps φ1(x) = x/5, φ1(x) = 2x/5 + 3/5, and δ = 0.085.
In Figure 3 we plot the successive iterations Φm2 ([0, 1]) for m = 1 to m = 4. We observe that
these sets coincide for all m larger than two. Therefore, the support of this measure consists of
the union of a finite number of disjoint intervals, in this case five: observe in fact that two tiny
gaps also appear, in addition to the two larger ones.
It is remarkable that the same behavior has been found in all the numerical experiments we
have carried out. In other words, one might conjecture that the support of a second-generation
affine, homogeneous IFS with δ > 0 and disconnected first generation IFS is composed of a finite
number of non-overlapping intervals.
Figure 2 gives a further illustration of this fact. The basic IFS is generated by the maps
φ1(x) = 3x/10, φ1(x) = 3x/10+ 7/10, and we let the second-generation contraction ratio δ vary
between δ = .006 and δ = .1. It is immediately observed that the support is composed of a finite
number of intervals, for any finite value of δ, and that this number increases as δ diminishes.
This is perfectly understandable since, as δ tends to zero, the measure µ tends to the measure
σ. We will further develop this observation in the next section. The same phenomenon is more
evident in Fig. 3, where the variation of δ is reported in logarithmic scale.
4 Approximating the attractor.
Observe the detail of the gaps in the support of µ in Fig. 3. Most of this structure can be
explained by a refinement an analysis similar to that of Lemma 1. Letting f in eq. (4) be the
characteristic function of Bǫ(x), the ball of radius ǫ centered at x, we get the formula
µ(Bǫ(x)) =
∫
dµ(s)σ
(
Bǫ/δ
(
x− δs
δ
))
. (12)
Next, let’s take into account the fact that the support of σ is enclosed in [0, 1]. This tell us that
whenever x is such that the intersection of Bǫ/δ
(
x−δs
δ
)
with Sσ is empty for all s ∈ [0, 1], then
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Figure 1: Repeated action of the operator Φ2 on the interval [0, 1] for the IFS described in the
text. Iteration number is m, Φm2 ([0, 1]) is drawn in green and its complement in red. Already at
m = 2 we find A = Φm2 ([0, 1]).
µ(Bǫ(x)) = 0. Formally, we can write this condition as:
⋃
s∈[0,1]
[
x− δs
δ
−
ǫ
δ
,
x− δs
δ
+
ǫ
δ
]
∩ Sσ = ∅ ⇒ µ(Bǫ(x)) = 0. (13)
The union of intervals at l.h.s. can be easily computed so that we can rewrite (13) as[
x− δ
δ
−
ǫ
δ
,
x
δ
+
ǫ
δ
]
∩ Sσ = ∅ ⇒ µ(Bǫ(x)) = 0, (14)
i.e.
[x− δ − ǫ, x+ ǫ] ∩ δSσ = ∅ ⇒ µ(Bǫ(x)) = 0. (15)
Define now Nǫ precisely as the set of points that verify the l.h.s. of condition (15). It is easily
seen that Nǫ is the union of a finite number of open intervals, for any ǫ including zero. From eq.
(15) it follows that Nǫ is enclosed in G, the complement of the spectrum:
Nǫ ⊆ G := Sµ. (16)
This latter set, G, is the set of gaps, a finite or countable set of intervals. Therefore, the
complementary set of Nǫ provides an estimate of Sµ from the outside:
N ǫ ⊇ Sµ (17)
All the above is true for any ǫ, so that we may let its value tend to zero. It turns out that it is
relatively easy to compute numerically Nǫ and N0 using the same ideas employed in algorithm
A1. Let us therefore examine the nature of the set of gaps in the support of µ, as the union of
N0 and a residual set G − N0. We have done this in the same numerical example presented in
Figures 2 and 3. This is shown in Fig. 4: N0 is drawn in blue, A in red and G−N0 in green. We
observe that most of G is accounted for by N0, while a non–empty difference G−N0 is observed
6
Figure 2: Support of the IFS described in the text (green) and gaps (red) stacked one upon the
other for varying values of δ (vertical axis).
only when δ takes values in specific ranges. Therefore, the approximation of eq. (17) is rather
good. It remains therefore to be proven rigorously that G − N0 consists of a finite number of
intervals, as experimentally observed. But this cannot be done with the technique of this section.
We therefore move on to a deeper approach.
5 A rigorous result
We want to prove now that the support of the measure µ contains an interval at least. In this
perspective, it is best to consider a Fourier space representation. Take therefore f(x) = e−iyx in
eq. (4) and use the notation
νˆ(y) :=
∫
dν(x)e−iyx (18)
to indicate the Fourier transform of an arbitrary measure ν, to get the well known relation [6, 15]
µ̂(y) = µˆ(δy) · σˆ(δ¯y) (19)
that links the Fourier transforms of σ and µ. This implies the following:
Lemma 3 The invariant measure µ of an affine, homogeneous (δ, σ)-IFS is an infinite convolu-
tion product of rescaled copies of the measure σ,
µ(y) = σ(y/δ0δ) ∗ σ(y/δ1δy) ∗ σ(y/δ2δy) ∗ · · · (20)
Proof. By iterating equation (19) one obtains the Fourier transform µ in the form of the infinite
product
µ̂(y) =
∞∏
j=0
σˆ(δj δ¯y). (21)
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Figure 3: Same as Fig. 2, with vertical axis in logarithmic scale.
Using the basic property f̂ ∗ g = f̂ · ĝ and bijectivity of the Fourier transform one obtains the
thesis.
The fact that µ is an infinite convolution product of rescaled copies of the measure σ, is
known when σ is a Bernoulli measure and µ̂(y) is an infinite product of trigonometric functions
[21]. The above lemma extends this fact to the most general situation.
Observe now that the convolution of two measures µ and ν is the measure λ := µ ∗ ν such
that, for any continuous or measurable function f ,∫
f(x)dλ =
∫ ∫
f(x+ y)dµ(x)dµ(y). (22)
If we choose f(x) = χE(x) we get
(µ ∗ ν)(E) =
∫ ∫
χE(x+ y)dµ(x)dν(y), (23)
so that by the previous formula
Sµ∗ν = {z = x+ y, x ∈ Sµ, y ∈ Sν}. (24)
Let us now consider the case of the invariant measure µ of a second iteration IFS introduced
above. The support of the measure σ, Sσ, Cantor set. Formulae (20) and (24) then imply that
the support of µ is an infinite sum of Cantor sets:
Sµ =
∞∑
j=0
δ¯δjSσ. (25)
Since δ < 1 and since the support of σ is bounded, the above series converge. Cabrelli, Hare and
Molter [3] have considered finite sums of Cantor sets. By using their theory, we can prove:
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Figure 4: Magnification of a segment of figure 3, with N0 (blue line), A (red) and G−N0 (green)
as a function of δ.
Theorem 1 Let σ be the invariant measure of a two–maps, disconnected IFS with contraction
ratios smaller than one–third. Let µ be the invariant measure of a homogeneous (δ, σ)-IFS with
contraction ratio δ and distribution of fixed points σ. Then, for any δ, the support of µ contains
an interval.
Proof. Theorem 3.2 in [3] applies (in particular) to finite sums of n Cantor sets Cj , each
generated by a two–maps IFS, with contraction ratios larger than a positive lower bound a and
smaller than one–third. It predicts that, when
(n− 1)a2/(1− a)3 + a/(1− a) ≥ 1 (26)
the sums of these Cantor sets contains an interval.
To apply this theorem to our case, observe that we can take for Cj the set δ¯δ
jSσ, that is
generated by a finite IFS. Let a be the minimum of the contraction ratios of such IFS. Observe
that a is then the same for all j. Furthermore, observe that by truncating the infinite summation
(25) to a finite value n, the resulting set Snµ =
∑n
j=0 δ¯δ
jSσ is enclosed in Sµ. Since by choosing
n large enough one can satisfy equation (26), Snµ contains an interval by [3], and so does Sµ.
It is interesting to remark that Cabrelli et al.’s technique also tells us explicitly what is the
interval concerned: when applied to our case, this provides the interval I = [0, δ¯δn]. Observe
that the smaller δ, the smaller this interval. Also observe, in the proof of the above theorem,
that n does not depend on δ, but only on the “first–generation” IFS. It finally also follows that
all integer powers Φj2(I) belong to the support of µ: Φ
j
2(I) ⊆ Sµ. As seen before, they consist of
a finite union of disjoint intervals (that can reduce to a single interval).
It is likely that suitably generalizing the techniques of [3] a more general result than the above
can be proven. We leave this for further investigation.
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