Abstract. The paper describes a computational estimation of the constant β(1) characterizing the bounds of |ζ(1
Introduction
Denoting by ζ(σ + it) the Riemann zeta function, its restriction to the vertical line σ = 1 has a simple pole at t = 0 and no zeros. Away from this pole, |ζ(1 + it)| is even and continuous, and both |ζ(1 + it)| and 1/ |ζ(1 + it)| are unbounded, so that as t increases, |ζ(1 + it)| takes arbitrarily large values, as well as values arbitrarily close to zero. An illustration of this behavior is shown in Figure 1 , and its more precise formulation is based on two inequalities due to Norman Levinson. Improving upon previous work by Bohr and Landau [1] , Littlewood [2] , [3] , Titchmarsh [4] , [5] , and Chowla [6] , Levinson showed in 1972 [7] that each of the two inequalities (1) |ζ(1 + it)| ≤ ζ(2) e γ (log log t−log log log t) and |ζ(1 + it)| ≥ e γ log log t holds unconditionally for an infinite number of arbitrarily large values of t. In an arXiv preprint published in 2005, Granville and Soundararajan [8] report that in the denominator of the first of these inequalities the term log log log t can be improved to O (1) , while in the second inequality the term log log t can be improved to log log t+log log log t−log log log log t+O (1) . As will be discussed later, this second improvement is essential for the interpretation of the numerical data acquired in this paper.
Figure 1
Littlewood proved in 1928 [3] that if the Riemann hypothesis is true, then for all sufficiently large t (2) ζ (2) 2β (1) , and ν(σ) denotes the lower bound of numbers a such that log ζ(σ + it) = O(log a t) (further details on β(σ) and ν(σ) can be found in Sections 14.3 and 14.9 of [10] , but will not be of relevance here). The appearance of β(1) on both the left-and the righthand sides of (2) reflects a certain symmetry in the behavior of |ζ(1 + it)| and 1/ |ζ(1 + it)|, showing that a strengthening of either the lower or the upper bound of |ζ(1 + it)| implies a corresponding strengthening of the other bound.
Chowla showed in 1948 [6] that β(1) ≥ 1 2 holds unconditionally, which is also implied by (1) . A comparison of (1) and (2) shows that under the Riemann hypothesis, only a factor of 2 remains undetermined in the asymptotic upper and lower bounds of |ζ(1 + it)|. In Figure 1 this is illustrated by the dashed curves, showing that at least in the plotted t-range, |ζ(1 + it)| crosses both the lower and the upper bounds corresponding to β(1) = 1 2 . However, except in the neighborhood of its very first two minima, it remains well within both the upper and the lower bounds corresponding to β(1) = 1.
In principle, an extension of the plot of |ζ(1 + it)| to sufficiently large t could be used for a numerical estimation of β (1) , but in practice this approach quickly reaches the limits of computational feasibility. As far as the estimation of β (1) is concerned, such an approach would also generate a vast amount of unnecessary data, since only exceptionally small minima and exceptionally large maxima are of importance for this purpose. Still, a detailed insight into the early behavior of |ζ(1 + it)| shown in Figure 1 provides two hints for a more efficient search for exceptional extrema. First, within the plotted t-range, there are 8 increasingly small minima (ISm) and 34 increasingly large maxima (ILM, excluding here and henceforth the singularity at t = 0) of |ζ(1 + it)|. This suggests that also at larger t, the ISm and ILM should be abundant enough for a meaningful estimation of β (1) . Irrespective of the actual value of β(1), in (2) the lower bound of |ζ(1 + it)| is decreasing and the upper bound increasing, hence the restriction to the ISm and ILM seems a natural one. Second, Figure 1 suggests that it is sensible to keep the estimates at the ISm in one set, and those at the ILM in another one, since they behave quite differently: the estimate of β(1) at the first ISm is larger than 1, and the subsequent ones gradually decrease, while the first few estimates at the ILM are smaller than 1 2 , and the subsequent ones gradually increase. Section 2 describes two algorithms for a systematic search for ISm and ILM. The first one determines the smallest minimum and the largest maximum of |ζ(1 + it)| in a given t-interval, and thus its application to sufficiently narrow adjacent intervals effectively yields the complete list of ISm and ILM in the t-range under consideration. The second algorithm is much faster and quite efficient in finding small minima and large maxima of |ζ(1 + it)|, but the lists obtained are not neccessarily complete (thus, the extrema found by this algorithm are referred to as ISm candidates and ILM candidates). Section 3 presents and discusses the estimates of β (1) at the ISm and ILM determined in the range 1 < t ≤ 10 6 by the first algorithm, and at the ISm candidates and ILM candidates found in the range 10 6 < t ≤ 10
16
by the second algorithm.
Methods of computation
2.1. General. The computations were performed on a PC equipped with a 2400 MHz Intel Pentium 4 processor. For 1 < t ≤ 10 6 , the values of ζ(1 + it) were computed with Mathematica 5.0 (Wolfram Research, Urbana, IL, USA) using the Zeta routine, and the ISm and ILM were verified in Delphi 6.0 (Borland, Scotts Valley, CA, USA) with 20-digit precision using the Euler-Maclaurin formula (see Appendix A). For 10 6 < t ≤ 10 16 , the values of ζ(1 + it) were computed in Delphi 6.0 with 20-digit precision using a formula derived from the approximate functional equation [9] 
Upon setting σ = 1, t > 0, and x = t 2π , this gives
where P S (z) = 1 +
. is the Stirling series for the gamma function. Consequently
so that (3) can be rewritten as
This formula, with the Stirling series truncated after the term −t 2 /188 and the error term O(t −1/2 ) omitted, was used for the evaluation of ζ(1 + it) in the range 10 6 < t ≤ 10 16 . Where a higher accuracy was required, e.g. for precise determination of ISm and ILM, the error term O(t −1/2 ) was written in its explicit form as a series (see Theorem 4.16 in [10] ), and a suitable number of its terms were evaluated. All the located ISm and ILM were verified in Mathematica 5.0 using the Zeta routine.
Determination of ISm and ILM in the range 1 ≤ t ≤ 10
6 . The determination of ISm and ILM in the range 1 ≤ t ≤ 10 6 was based on the inequality
the proof of which is given in Appendix A. This inequality allows us to apply the maximum-slope principle in verifying whether a certain minimum (resp. maximum) of |ζ(1+it)| is the smallest (resp. largest) one in a given range 1
. Thus, to show that
, ..., until covering the t-range down to t = u min . With obvious modifications, the same approach applies in showing that |ζ(1 + it)| < b for some b > 0 and some t-range.
To obtain the list of ISm in the range 1 ≤ t ≤ 10 6 , a list of small minima in this t-range was compiled by computing |ζ(1 + it)| at t-values in increments of 0.1 and then determining the local minimum of |ζ(1 + it)| in the neighborhood of each sampled value smaller than 0.7. The ISm were then selected from the computed minima, and the maximum-slope principle described above was used to determine the t-range in which there is no smaller value of |ζ(1 + it)| than the ISm under consideration. The results of this selection are presented in Table 1 of Appendix B.
An analogous approach was used to obtain the list of ILM in the range 1 ≤ t ≤ 10 6 : the local maximum of |ζ(1 + it)| was determined in the neighborhood of each sampled value larger than 0.7, the ILM were selected, and the maximumslope principle was used to determine the t-range in which there is no larger value of |ζ(1 + it)| than the ILM under consideration. The results of this selection are presented in Table 2 of Appendix B.
Search for ISm and ILM in the range 10
6 < t ≤ 10 16 . The approach described in the preceding subsection took roughly a month to cover the range 1 ≤ t ≤ 10 6 , which was too slow to allow for an extension to substantially larger t. A more efficient approach was developed based on a consideration of the Euler product
where p runs through all the primes. Setting s = 1 + it and taking absolute values, we get
Each factor of this product is a periodic function: the factor corresponding to the prime p has periodic maxima at t = 2kπ log p and periodic minima at t = 1 For the range 10 n < t ≤ 10 n+1 , the selection criteria were set so that none of the ISm and ILM found in the range 10 n−3 < t ≤ 10 n would have been missed using the same criteria. The primes up to p = 13 were used for selection in the range 10 6 < t ≤ 10 9 , the primes up to p = 23 in the range 10 9 < t ≤ 10 12 , and the primes up to p = 37 in the range 10 12 < t ≤ 10 16 . As t increased, the selection criteria for the ILM candidates (the maximum allowed absolute deviations of log p 2π t k from an integer) set according to these rules were becoming more stringent rather rapidly, which resulted in a significant speed increase of the search algorithm. With the selection criteria for the ISm candidates (the maximum allowed absolute deviations of log p 2π t * k − 1 2 from an integer) this was much less pronounced, so that a larger number of candidates had to be verified, resulting in a slower search algorithm. Due to this, above t = 10 9 the searches for the ILM and ISm candidates were run separately. The speed difference between the two algorithms was so substantial that in approximately fourteen months of computation, the search for the ILM candidates already reached t = 10 16 while the search for the ISm candidates had only covered the range up to t = 10 12 . The data given in Appendix B thus contain the ILM candidates found up to 10 16 , and the ISm candidates found up to 10 12 . Figure 2 shows the estimates of β(1) at the ILM in the range 1 ≤ t ≤ 10 6 , ILM candidates found in the range 10 6 < t ≤ 10 16 , ISm in the range 1 ≤ t ≤ 10 6 , and ISm candidates found in the range 10 6 < t ≤ 10 12 , with solid circles corresponding to the ILM and ILM candidates, and hollow ones to the ISm and ISm candidates. As these data reveal, the behavior of these estimates of β(1) remains similar throughout the investigated t-range: as t increases, the estimates at the ILM and ILM candidates tend to increase slowly, gradually reaching values somewhat above 0.64, while the Figure 2 estimates at the ISm and ISm candidates tend to decrease slowly, gradually reaching values somewhat below 0.70.
Results and discussion
It seems reasonable to assume that asymptotically, the two sets of estimates of β(1) should both converge to the actual value of β (1) . To date, the only rigorous insight into this asymptotic behavior is provided by the recent work of Granville and Soundararajan published in an arXiv preprint in 2005 [8] . This work represents a crucial improvement with respect to Levinson's inequalities in (1) in the sense that one of the theorems characterizes, to some extent, the asymptotic behavior of the estimates of β(1) at the largest |ζ(1 + it)|, and one of the conjectures -if true -would also do this for the estimates of β(1) at the smallest |ζ(1 + it)|. In the subsequent paragraphs the numerical results obtained in this paper will be analyzed and discussed together with the implications of these theorems and conjectures. Theorem 2 in [8] asserts that there exist arbitrarily large t such that |ζ(1 + it)| ≥ e γ (log log t + log log log t − log log log log t + O(1)), which can be rewritten as (4) |ζ(1+it)| 2e γ log log t ≥ 1 2 + log log log t−log log log log t+O(1) 2 log log t .
Thus if β(1)
is actually the smallest possible, i.e. β(1) = 1 2 , then the estimates of β(1) at the ILM should in general approach this value from above. This would imply that the observed behavior of the estimates of β(1) at the ILM changes after a large-scale increase that seems to persist at least up to t = 10 16 , and the estimates of β(1) at the ILM start to decrease again. This scenario may not be too unlikely provided that (4) is very sharp, since for t = 10 16 its right-hand side, with the omission of the term O(1), equals 0.643..., while the estimate of β(1) at the largest ILM found in this study at t = 9.46... × 10
15 (see Table 3 in Appendix B) equals 0.644....
In [8] it is conjectured that (4) can be improved further to (1) continue also asymptotically, so that the actual value of β (1) is somewhere between 0.64 and 0.70, and perhaps close to 2 3 . Moreover, although it seems less likely, it is impossible to refute the possibility that β(1) is actually above 0.70 (or even above 1, provided that the Riemann hypothesis is false), which would imply that after a large-scale decrease, the estimates of β(1) at the ISm must start to increase again.
The insight provided by numerical data would improve significantly if theoretical developments would lead to an inequality characterizing -in analogy to (4) and with similar sharpness -the small values of |ζ(1 + it)|. Currently the strongest result of this kind is implied by Theorem 1 in [8] , from which it follows that there exist arbitrarily large values of t such that
e γ (log log t−O(1)) , which can be rewritten as (6) ζ (2) 2|ζ(1+it)|e γ log log t ≥ , and considerably so, which suggests that there is some space for improvement of this inequality. In [8] it is conjectured that (6) can be strengthened further to (7) ζ (2) 2|ζ(1+it)|e γ log log t ≥ 1 2 + log log log t−C+o (1) 2 log log t , with the same value of C as in (5) . This would imply that if β(1) = 1 2 , then also the estimates of β(1) at the ISm should in general approach this value from above. Still, while the right-hand sides of (5) and (7) are formulated identically, the numerical data presented in this paper show that at least for small t, the estimates of β(1) at the smallest |ζ(1 + it)| behave rather differently from those at the largest |ζ(1 + it)|. This does not necessarily suggest that either (5) or (7) is false asymptotically, but if they are both true, then it appears that the explicit functional forms of the terms o(1) in these two inequalities could differ quite considerably. 
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