Linear Discriminant Analysis (LDA) is a dimension reduction method which finds an optimal linear transformation that maximizes the class separability. However, in undersampled problems where the number of data samples is smaller than the dimension of data space, it is difficult to apply the LDA due to the singularity of scatter matrices caused by high dimensionality. In order to make the LDA applicable, several generalizations of the LDA have been proposed recently. In this paper, we present theoretical and algorithmic relationships among several generalized LDA algorithms and compare their computational complexities and performances in text classification and face ¤ This work was supported in part by the National Science Foundation grants CCR-0204109 and ACI-0305543. Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation (NSF). The work of Haesun Park has been performed while serving as a program director at the NSF and was partly supported by IR/D from the NSF. 1 recognition. Towards a practical dimension reduction method for high dimensional data, an efficient algorithm is proposed, which reduces the computational complexity greatly while achieving competitive prediction accuracies. We also present nonlinear extensions of these LDA algorithms based on kernel methods. It is shown that a generalized eigenvalue problem can be formulated in the kernel-based feature space, and generalized LDA algorithms are applied to solve the generalized eigenvalue problem, resulting in nonlinear discriminant analysis. Performances of these linear and nonlinear discriminant analysis algorithms are compared extensively.
Introduction
Linear Discriminant Analysis (LDA) seeks an optimal linear transformation by which the original data is transformed to a much lower dimensional space. The goal of LDA is to find a linear transformation that maximizes class separability in the reduced dimensional space. Hence the criteria for dimension reduction in LDA are formulated to maximize the between-class scatter and minimize the within-class scatter. The scatters are measured by using scatter matrices such as the between-class scatter matrix ( 
¢ ¡
However, for undersampled problems such as text classification and face recognition where the number of data items is smaller than the data dimension, scatter matrices become singular and their inverses are not defined. In order to overcome the problems caused by the singularity of the scatter matrices, several methods have been proposed [3, 4, 5, 6, 7, 8] . In this paper, we present theoretical relationships among several generalized LDA algorithms and compare computational complexities and performances of them.
While linear dimension reduction has been used in many application areas due to its simple concept and easiness in computation, it is difficult to capture a nonlinear relationship in the data by a linear function. Recently kernel methods have been widely used for nonlinear extension of linear algorithms [9] . The original data space is transformed to a feature space by an implicit nonlinear mapping through kernel methods. As long as an algorithm can be formulated with inner product computations, without knowing the explicit representation of a nonlinear mapping we can apply the algorithm in the transformed feature space, obtaining nonlinear extension of the original algorithm. We present nonlinear extensions of generalized LDA algorithms through the formulation of a generalized eigenvalue problem in the kernel-based feature space.
The rest of the paper is organized as follows. In Section 2, a theoretical comparison of generalized LDA algorithms is presented. We study theoretical and algorithmic relationships among several generalized LDA algorithms and compare their computational complexities and performances. Computationally efficient algorithm is also proposed which computes the exactly same solution as that in [4, 10] 
Two-Class Problem
We now consider a simple case when the data set has two classes, since in that case a comparison of generalized LDA algorithms is easy to illustrate. The two-class problem in LDA is known as Fisher Discriminant Analysis (FDA) [2] . In a two-class case,
and the eigenvalue problem (3) is simplified to by LDA is obtained as
, the regularized LDA gives the solution
and the regularization parameter affects the scales of the principal components of U £ .
In the regularized LDA, the parameter is to be optimized experimentally since no theoretical procedure for choosing an optimal parameter is easily available. Recently, a generalization of LDA through simultaneous diagonalization of U ¡ and & £ using the generalized singular value decomposition (GSVD) has been developed [4] . This LDA/GSVD, summarized in the next section, does not require any parameter optimization.
LDA based on the Generalized Singular Value Decomposition
Howland et al. [4, 10] 
where belongs to a class
for any given data item
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An Efficient Algorithm for LDA/GSVD
The algorithm to compute the GSVD for the pair
was presented in [4] as follows. 
which results in the EVD of
By substituting X in (12) 
¤ £ R
which are eigenvectors corresponding to zero eigenvalues.
Two-Class Problem
Now we consider the two-class problem in LDA/GSVD. By Eq. (5), we have 
Eq. (23) shows that LDA/GSVD is equal to the classical LDA when £ is nonsingular.
In face recognition, in the efforts to overcome the singularity of scatter matrices caused by high dimensionality, some methods have been proposed [5, 6] . The basic principle of the algorithms proposed in [5, 6] is that the transformation using a basis of either rangeD
is performed in the first stage and then in the transformed space the second projective directions are searched. These methods are summarized in the next two sections
where we also present their algebraic relationships.
A Method based on the Projection onto null
Chen et al. [5] proposed a generalized method of LDA which solves undersampled problems and applied it for face recognition. The method projects the original space onto the null space of ¤ £ using an orthonormal basis of nullD
£ R
, and then in the projected space, a transformation that maximizes the between-class scatter is computed.
Consider the SVD of ) as an abbreviation.
Two-Class Problem
In the two-class problem, ¡ is expressed as in (5) and
. Hence the transformation matrix 
The second equation holds due to (24) . Eqs. in (27) (28) imply that the column vectors of 
A Method based on the Transformation by a Basis of range
In this section, we review another two-step approach by Yu and Yang [6] proposed to handle undersampled problems, and illustrate its relationship to other methods. Contrary to the method discussed in Section 2.3, the method presented in this section first transforms the original space by using a basis of rangeD
¡ R
, and then in the transformed space the minimization of within-class scatter is pursued.
Consider the EVD of 
The authors in [6] proposed the transformation matrix Table 2 . After dimension reduction, 1-NN classifier was used in the reduced dimensional space.
A Method of PCA plus Transformations to range( ¢ ¤
) and null( 
In [7] , it was claimed that the orthonormal eigenvectors of¨© 
Other Approaches for generalized LDA

PCA plus LDA
Using PCA as a preprocessing step before applying LDA has been a traditional technique for undersampled problems and successfully applied for face recognition [13] . In this approach, data dimension is reduced by PCA so that in the reduced dimensional space the within-class scatter matrix becomes nonsingular and classical LDA can be performed.
However, choosing optimal dimensions reduced by PCA is not easy and experimental process for it can be expensive. 
D ¤ £ R
and GSLDA should be same.
Uncorrelated Linear discriminant analysis
Instead of the orthogonality of the columns 
Experimental Comparisons of Generalized LDA Algorithms
In order to compare the discussed methods, we conducted extensive experiments using two types of data sets in text classification and face recognition. For all text data sets 3 , they were randomly split to the training set and the test set with the ratio of " ¤ F
. Experiments are repeated 10 times to obtain mean prediction accuracies and standard deviation as a performance measure. Detailed description of text data sets is given in Table 3 . After computing a transformation matrix using training data, both training data and test data were represented in the reduced dimensional space. In the transformed space, the nearest neighbor classifier was applied to compute the prediction accuracies for classification. For each data item in test set, it finds the nearest neighbor from the training data set and predicts a class label for the test data according to the class label of the nearest The text data sets were downloaded and preprocessed from http://wwwusers.cs.umn.edu/¡ karypis/cluto/download.html, which were collected from Reuter-21578 and TREC-5, TREC-6, TREC-7 database.
neighbor. Table 4 reports the mean prediction accuracies from 10 times random splitting to training and test sets.
The second experiment, face recognition, is a task to identify a person based on given face images with different facial expressions, illumination and poses. Since the number of pictures for each subject is limited and the data dimension is the number of pixels of a face image, face recognition data sets are typically severely undersampled.
Our experiments used two data sets, AT blocks. Detailed description of face data sets is also given in Table 3 . Since the number of images for each subject is small, leave-one-out method was performed where it takes one image for test set and the remaining images are used as a training set. Each image serves as a test datum by turns and the ratio of the number of correctly classified cases and the total number of data is considered as a prediction accuracy. Table 4 
Analysis of Computational Complexities
In this section we analyze computational complexities for the discussed methods. The computational complexity for the SVD decomposition depends on what parts need to be explicitly computed. We use flop counts for the analysis of computational complexities where one flop (floating point operation) represents roughly what is required to do one addition/subtraction or one multiplication/division [12] . For the SVD of a matrix 
Nonlinear Discriminant Analysis based on Kernel Methods
Linear dimension reduction is conceptually simple and has been used in many application areas. However, it has a limitation for the data which is not linearly separable since it is difficult to capture a nonlinear relationship with a linear mapping. In order to overcome such a limitation, nonlinear extensions of linear dimension reduction methods using kernel methods have been proposed [20, 21, 22, 23, 24, 25] . The main idea of kernel methods is that without knowing the nonlinear feature mapping or the mapped feature space explicitly, Table 5 : Prediction accuracies(¢ ) by the classical LDA in the original space and the generalized LDA algorithms in the nonlinearly transformed feature space. In the Mfeature dataset, the classical LDA was not applicable due to the singularity of the within-class scatter matrix.
Experimental Comparisons of Nonlinear Discriminant Analysis Algorithms
For this experiment, six data sets from UCI Machine Learning Repository were used. By randomly splitting the data to the training and test set of equal size and repeating it 10 times, ten pairs of training and test sets were constructed for each data. . After finding the optimal¨values, mean prediction accuracies from ten pairs of training and test sets were calculated and they are reported in Table 5 . In the regularization method, while the regularization parameter was set as 1, the optimalv alue was searched by the cross-validation. Table 5 also reports the prediction accuracies by the classical LDA in the original data space and it demonstrates that nonlinear discriminant analysis can improve prediction accuracies compared with linear discriminant analysis. Figure 3 illustrates the computational complexities using the specific sizes of the training data used in Table 5 . As in the comparison of the generalized LDA algorithms, the method To-£ D ¤ ¡ R [5] gives the lowest computational complexities among the compared 
Conclusions/Discussions
We presented the relationships among several generalized Linear Discriminant Analysis algorithms developed for handling undersampled problems and compared their computational complexities and performances. As discussed in the theoretical comparison, many algorithms are closely related, and experimental results indicate that computational com-plexities are important issues in addition to classification performances. The LDA/GSVD showed competitive performances throughout the experiments, but the computational complexities can be expensive especially for high dimensional data. An efficient algorithm has been proposed, which produces the same solution as LDA/GSVD. The computational savings are remarkable especially for high dimensional data.
Nonlinear extensions of the generalized LDA algorithms by the formulation of generalized eigenvalue problem in the kernel-based feature space were presented. Experimental results using data sets from UCI database demonstrate that nonlinear discriminant analysis can improve prediction accuracies compared with linear discriminant analysis.
