New near-infrared galaxy counts in the J and K bands are presented over a total area of 0.70 and 0.97 deg2, respectively. The limiting magnitudes of the deepest regions are 19.5 in J and 18.0 in K. At J [ 16 and K [ 15, our J-and K-band number counts agree well with existing surveys, provided that all data are corrected to a common magnitude scale. There are real di †erences from Ðeld to Ðeld, and the European Large-Area ISO Survey (ELAIS) N1 and N2 Ðelds show an overdensity of J \ 16, K \ 15 galaxies. The slopes of log N(m)/dm are D0.40È0.45 at 15 \ K \ 18 and 16 \ J \ 19.5. Our counts favor galaxy models with a high normalization of the local luminosity function and without strong evolution.
INTRODUCTION
Counting galaxies as a function of magnitude has established itself as a powerful way to study galaxy evolution. This is especially true in the near-infrared (NIR), where K-corrections are smaller and dust extinction of less importance than in the visible. There have been numerous K-band galaxy surveys for over a decade now. These have shown the pitfalls of deriving any deÐnite evolutionary conclusions from a single wavelength : e.g., the excess of faint galaxies seen especially in blue bands (see Ellis 1997 for a comprehensive review) is not nearly as severe in the K band.
Another NIR waveband, the 1.25 km J band, is now added to the available data. Bershady, Lowenthal, & Koo (1998) and Saracco et al. (1999) have published deep J counts, and there are preliminary wide-Ðeld Deep Near-Infrared Survey (DENIS ; Mamon 1998) and Two-Micron All-Sky Survey (2MASS) counts (Skrutskie 1999 ) available at J \ 16. Ultra-deep Hubble Space T elescope (HST ) NICMOS counts are also available in the J and H bands (Thompson et al. 1999 ; Yan et al. 1998 ; Teplitz et al. 1998 ). The only intermediate-magnitude J counts to date are those of Teplitz, McLean, & Malkan (1999) ; our survey covers a slightly shallower magnitude range, but has a sky coverage 15 times as large.
The range of magnitudes, J \ 12.5È19.5, in the present survey is too bright to be of direct interest to cosmology and high-redshift galaxy evolution studies. However, modeling of the faintest counts to study the evolution of distant galaxy populations relies heavily on accurate normalization of the models at brighter magnitudes. Indeed, the normalization is often left as a free parameter, signifying that the local galaxy population is still quite uncertain. The bright and medium counts are thus instrumental in studies of both the local galaxy population and the evolving properties of galaxies with large look-back times.
Our survey Ðelds are within the European Large-Area ISO Survey (ELAIS) regions (see Oliver et al. 2000) . ELAIS Ðelds will be heavily studied in wavelengths ranging from X-rays to radio bands, with much of the scientiÐc interest lying in high-redshift, dust-obscured star formation, active galactic nuclei (AGNs), and ultraluminous infrared sources.
Our observations were done as part of NIR follow-up for the ELAIS project. This paper presents our galaxy counts and compares them to some available data and models. We also address the question of whether this Ðeld, selected because of its low 100 km emission, is a representative sample of the extragalactic sky. The discussion of individual objects relating to Infrared Space Observatory (ISO) sources will be presented elsewhere.
OBSERVATIONS AND DATA
All the observations were carried out using the STELIR-Cam instrument (E. V. Tollestrup & S. P. Willner, in preparation), mounted on the 1.2 m telescope of the Fred Lawrence Whipple Observatory on Mount Hopkins. The camera contains two InSb detector arrays with 256 ] 256 format, which view the same Ðeld simultaneously through di †erent Ðlters. Our J-and K-band images were taken during a total of 16 nights in 1997 April and June and 1998 April. During the 1997 June run the J array was unavailable, resulting in larger coverage in the K band in our survey. The pixel scale was used for all observations, 1A .2 and the seeing varied between and 1A .8
2A .3. Each frame was a 60 s integration, typically consisting of six coadds. A 5 ] 5 dither pattern was used, resulting in a 25 minute integration time per pointing. Data reduction followed a commonly used sequence of linearizing, skysubtracting, Ñattening, and then coadding the frames. Cosmic rays were also removed in the process. The partially overlapping 25 minute pointings were then mosaicked together to produce the Ðnal images. NIR standard stars used to calibrate the data were taken from Elias et al. (1982) . We estimate the calibration on the instrumental system (Barr Ðlters) to be accurate to 0.04 mag.
The survey consists of two areas located in the ELAIS N1 and N2 regions. The central coordinates are (a, d) \ 16h09m00s, 54¡40@00A and 16h36m00s, 41¡06@00A (J2000), respectively. The Galactic latitudes for N1 and N2 are b \ and During the Ðrst run we mostly took data 45¡ .0 42¡ .3. around ISO detections. Later we Ðlled in the gaps, but coverage of the N1 Ðeld remains fairly nonuniform. The total areas observed are 0.70 deg2 in J and 0.97 deg2 in K, less than half of the ELAIS N1 and N2 areas, which comprise more than 2 deg2.
We used the SExtractor version 2.0.18 package (Bertin & Arnouts 1996) for the source detection and photometry. At the deepest regions of our maps (see Table 1 for the areas), the noise background level corresponds to J \ 23.0 mag arcsec~2 and K \ 21.3 mag arcsec~2 in J and K, respectively.
SExtractor computes object magnitudes in several ways : isophotal, various Ðxed apertures, and a composite referred to as "" BEST magnitudes.ÏÏ The BEST magnitude is usually the Kron magnitude (see Bertin & Arnouts 1996 ; Kron 1980) , which is photometry in an elliptical aperture with the shape determined by the shape of the detected object and size, chosen to include almost all the objectÏs Ñux.5 However, in very crowded regions the BEST magnitude is the isophotal magnitude instead. In our data, this happens with fewer than 5% of detections. Based on our simulations using di †erent detection parameters, corrections, tests on subÐelds, etc., the BEST magnitude is the most robust. It does not need aperture corrections, and thus there is no 5 The prescription for computing Kron magnitudes is as follows. First, the second-order moments of the object proÐle are used to deÐne a bivariate Gaussian proÐle with mean standard deviation An elliptical p ISO . aperture whose elongation, v, and position angle are deÐned by these moments is scaled to 6
Next, within this aperture the Ðrst moment is p ISO . computed via Finally, the elliptical aperture used in r 1 \ [&rI(r)]/[&I(r)]. actual photometry is deÐned by the axes and In addition, the vkr 1 kr 1 /v. smallest accessible aperture size is set to 3 to avoid erroneously small p ISO apertures in the lowest S/N regions. To arrive at a balance of systematic and random errors, a value of k B 2 is usually used. We used k \ 3, which we found minimized the fraction of lost Ñux for our undersampled data while still not increasing errors signiÐcantly. need to account for di †erences in Ñux measurements due to object proÐles and sizes. Corrections for the di †ering seeing conditions during many observing nights are also rendered unimportant. (There is an input parameter in SExtractor for a Gaussian convolution used for detecting objects, but it does not a †ect photometry. Simulations showed that the range of seeing observed had a less than 5% e †ect on the number of detections even at the faintest levels.) Figure 1 shows the results of one of our simulations. At each magnitude bin, 104 objects were placed individually on the real data frames and extracted in exactly the same way as the Ðnal source catalog. The simulations shown here are all for galaxies, both disk and elliptical, because they best show the complications in photometric measuring techniques. The aperture magnitudes lose a signiÐcant amount of Ñux when measuring bright, extended galaxies. Even large 17A apertures typically underestimate the brightness of K B 13 galaxies by nearly 0.2 mag. Small apertures, while more robust at faint levels, need very large (and often uncertain, due to, e.g., seeing e †ects) corrections to total magnitudes at bright levels. The pure isophotal magnitudes underestimate the Ñux at all magnitudes, especially near the detection limit. The faint point sources are also a problem with large apertures. While in general point sources behave much better at all magnitude scales (typical Ñux losses of D0.1 mag), the corrections to total are very di †erent for them, complicating the task of placing the whole survey on FIG. 1.ÈInput minus output magnitude with di †erent magnitude measuring systems for simulated objects with galaxy proÐles. The error bars are the standard deviation of Ñuxes of the detected sources. They are similar in all data sets and are plotted for only one set for clarity. These results are from Monte Carlo simulations in which D104 sources in each bin were randomly placed in the deepest 25% of the K-band maps. Images were generated by IRAFÏs MKOBJECTS package and have random inclinations. The BEST magnitudes refer to SExtractor output, which essentially uses the Kron magnitude (see text) to measure the Ñux. In this case, the lowest bin in our catalog would be the one at K \ 17.25 mag. a consistent magnitude scale. The BEST magnitudes, in contrast, remain very robust over the whole range of magnitudes and object types, and no corrections are needed. Figure 1 also shows that all the magnitude systems used in the simulations signiÐcantly overestimate the Ñux at the faintest level. This upturn happens at D30%È50% completeness limit and thus does not a †ect our Ðnal catalog. (In the case shown, the catalog cuto † would have been the K \ 17.25 bin, although the deepest parts go down to bins at J \ 19.25, K \ 17.75.) On the other hand, all commonly used magnitude-measuring systems su †er biases against low surface brightness objects (Dalcanton 1998) , and ours is no exception.
We have compared the BEST magnitude number counts against all the mentioned measuring techniques (along with appropriate corrections). All the di †erences remain at less than 10% down to the catalog limit (J \ 19.5, K \ 18.0). The Ðnal uncertainties are larger than this, so although the BEST magnitude is adopted for all subsequent discussion, the results would be about the same for aperture or isophotal magnitudes.
NUMBER COUNTS

Completeness Corrections
The noise of our mosaics is nonuniform, owing to our use of frames from three di †erent runs, with di †erent sky conditions, and varying exposure times from dithering and overlapping frames. We thus counted the objects in di †erent bins according to the depth of regions in the Ðnal images. (See Bershady et al. 1998 for a similar approach.)
Completeness corrections were calculated using Monte Carlo simulations. As mentioned in the previous section, simulated sources were randomly placed on our real data frames and extracted in the same way as the Ðnal catalog of sources. This gave the completeness levels as a function of magnitude for the depth reached in each region of the survey. Figure 2 shows an example of completeness levels in the deep regions of the J images using point sources and galaxy proÐles. The simulation results gave a matrix of input/output magnitudes. This matrix contains not only incompleteness at a given magnitude level but also the amount of "" bin jumping,ÏÏ i.e., sources found at another Ñux level than their intrinsic magnitude. The original counts can be calculated by inverting the matrix using the observed counts (see, e.g., Moustakas et al. 1997 ; Minezaki et al. 1998 ). We also have a powerful internal check for the completeness corrections : the corrected counts from the shallow regions of our map should be consistent with the observed counts from the deepest depth bins. As an example, Figure 3 shows a case in which the N2 J-band counts from the deepest area of the map are plotted with counts from a shallower region. The completeness-corrected shallow counts do indeed match the deeper data.
Completeness simulations were done with real data frames, so the corrections include the e †ect of confusion, the overlapping of sources. Depending on object morphology, the completeness limit would have been overestimated by 0.25È0.4 mag if source-free noise frames had been used in the simulations.
Star/Galaxy Separation
The separation of stars and galaxies was done in di †erent ways for di †erent magnitude ranges. For the brightest FIG. 2.ÈCompleteness levels from the photometric simulations. Here the fraction of detected sources in the deeper parts of J maps are shown for di †erent object classes. Point sources (solid line) are detected to nearly 0.5 mag fainter levels than normal galaxy proÐles (dashed and dot-dashed lines). The results shown here use a simple deÐnition for a "" detection ÏÏ : the extracted source was found within of the input source and had a Ñux 1A .5 within^4 p of the extracted spread of Ñuxes in the bin. For the pointsource case, a result using an additional requirement for detection (dotted line) is also shown : the extracted Ñux had to be within^0.25 mag of input Ñux. This deÐnition would allow a crude completeness correction, but both of these deÐnitions overlook the issue of the derived magnitudes for sources that are extracted but not within 0.25 mag of the correct Ñux. For a better completeness correction, curves such as these are not enough. One also needs the information on where the rest of the original sources of the bin are extracted ("" bin jumping ÏÏ). This information is included in the Monte Carlo results. objects, stars and galaxies were easily separated by eye, with the SExtractor CLASS parameter used as a check.
At magnitudes J [ 15.5 and K [ 14.0, the spatial resolution of our infrared images is not good enough for a morphological separation of stars and galaxies to be secure. Down to 1.5 mag fainter than these limits, we used a combination of visible classiÐcations and visible and infrared colors to classify each object as a star or galaxy. Visible data came from the APS catalog6 (Pennington et al. 1993) , which lists magnitudes derived from Palomar Observatory Sky Survey (POSS) images. Two sets of color-color plots were used for both J and K sources to decrease uncertainties : Figure 4 shows the resulting B[R versus R[K plot for sources brighter than K \ 15.5, which is slightly worse than the other color-color separation for the K band. We 6 The Automated Plate Scanner (APS) databases are supported by the National Science Foundation, the National Aeronautics and Space Administration, and the University of Minnesota, and are available at http ://aps.umn.edu/.
FIG. 3.ÈJ-band total counts in two di †erent depth bins of the N2 area. The squares show raw counts from the deepest D30% of the map, and the diamonds are from the second-shallowest of the four di †erent depth bins (D25% of total area). The solid curve shows the shallower counts after the completeness correction is applied. Although the last point on the curve seems consistent, it has an e †ective correction factor of about 7, and in practice is not included in our catalog. The corrected curve lies below the original raw count at some points because of bin-jumping e †ects : many faint sources have erroneously been detected at the bin, and the correction moves them back to their intrinsic, fainter bin. The total (summed over the four depth bins) N2 J-band raw and corrected counts are shown in Fig. 4. show this for comparison with equivalent plots by Saracco et al. (1997 ; their Fig. 3) and McCracken et al. (2000) . Saracco et al. found this classiÐer to failÈstars and galaxies completely overlap each other. It seems as if their galaxies are missing K-band Ñux. The reason for this remains unclear, since they use exactly the same aperture for the optical and NIR bands. Their aperture is quite small, however ; only 5A. Our plot, in contrast, shows "" total ÏÏ magnitudes, which can be criticized by claiming that they introduce di †erent samplings of source proÐles in di †erent bands. However, we Ðnd consistent results whether we use either of the two sets of color-color plots, the APS classi-Ðcation (which is morphological in nature), or our eyeballing/SExtractor classiÐcation. In any case, we are not trying to produce exact color-color tracks for stars and galaxies here, but only to separate them, and for that purpose our magnitudes and those of the APS catalog seem to be very well suited.7
In the faintest bin where the color method was used (J \ 16.75, K \ 15.25), the fraction of J or K sources that do not have APS correspondents is B15%. The intrinsically reddest galaxies are the Ðrst to be missing from the APS list, but with our data it is impossible to quantify exactly the proportions of nonmatched stars and galaxies. Since the correction is small, we simply divided the unidentiÐed sources between stars and galaxies, taking 2/3 to be galaxies in this bin and half to be galaxies in brighter bins. Even if all the missing sources were classiÐed as gal- FIG. 4 .ÈAn example of the color-color classiÐcation for the K \ 15.5 sources. Objects separate into two groups in the B[R/R[K plane, although at the red end there is more overlap. The classiÐcation is very consistent, however, with the morphological classiÐcation of the APS catalog : the crosses represent galaxies and dots stellar sources. In this plot "" B ÏÏ and "" R ÏÏ actually mean the POSS plate blue (O) and red (E) magnitudes. For the color correction see, e.g., Humphreys et al. (1991). axies, the change in number counts would still be well within the uncertainties of the Ðnal galaxy counts.
Beyond J [ 17, K [ 15.5, the number of missing sources grows rapidly. Instead of attempting a classiÐcation of individual objects, we subtracted a model (Cohen 1994 ) of the Galactic point-source foreground from the total counts to give the galaxy counts. Figure 5 shows the resulting J-band star counts in the N2 Ðeld. The scatter is small, and is similar in the N1 Ðeld and in the K band. The SKY model counts (Cohen 1994) used to derive galaxy counts for the faintest magnitudes (J [ 17, K [ 15.5) are also shown in Figure 5 . The model counts were computed speciÐcally for our two Ðelds, but were scaled by a factor of 0.9 in order to better Ðt the star counts in the faintest bins where direct separation worked. The same model has previously been applied to galaxy counts by Minezaki et al. (1998) and Hall, Green, & Cohen (1998) . The latter authors found a precedent for one Ðeld (Q0736[063) with a chance underdensity in foreground star counts compared to SKY. As can be seen, the SKY model Ðts our star counts very well. Table 1 and Figures 6 and 7 show our Ðnal galaxy counts. The error bars are calculated from Poisson statistics (Gehrels 1986 ). In addition, an uncertainty derived from the di †erent star/galaxy classiÐcations and an assumed 10% uncertainty of the SKY model are included at bright and faint magnitudes, respectively. In the four faintest bins, an estimated uncertainty of the completeness corrections is also included. (Cohen 1994) prediction for this Ðeld, including the factor of 0.9 normalization. The total counts, stars plus galaxies, are also shown as raw (dashed line) and completeness corrected (dotted line).
Count Results and T heir Uncertainties
The uncertainty from galaxy-galaxy correlations is negligible. Calculating equation (5) of Huang et al. (1997) with our survey characteristics shows that at most (at the faintest magnitude), the contribution from galaxy-galaxy corre- lations starts to approach 50% of the Poisson uncertainties, which in turn are small compared to our completenesscorrection uncertainties at these magnitudes. As noted by Huang et al. (1997) , uncertainties due to large-scale structures such as rich clusters and voids are poorly known and hard to quantify. Indeed, these might well be a major reason for surprisingly varying results in galaxy counts (°4.1).
The e †ect of systematic magnitude errors (D0.05 mag) on the Ðnal number counts can be estimated from equation (7) of Huang et al. (1997) . The uncertainty remains below Poisson uncertainties in our counts until K \ 17, and after that it is well below completeness-related uncertainties. Photometric errors can change the counts only in the horizontal direction, but random errors can also a †ect the log N slope. As seen in Figure 1 , photometric uncertainties increase from 0.02 at K \ 12 to 0.5 mag at K \ 17.5. Using HuangÏs equation (9) and a slope of 0.5 (°5), this translates to an error of B0.01 in the slope, which is smaller than our derived 0.03 1 p uncertainty in the slope Ðtting. In any case, this e †ect, resulting from galaxies jumping from bin to bin (and preferentially to a brighter magnitude bin near the detection limit) is corrected for in our completenesscorrection method.
Even if all corrections and the uneven depth of our map were ignored, the derived counts would not change signiÐcantly until the faintest two or three bins. Treating the varying noise areas in detail and modeling the bin-jumping gives us conÐdence to present the corrected counts all the way to J \ 19.5 and K \ 18.
COMPARISON WITH OTHER DATA
In the K band there have been numerous surveys for over a decade. Figure 8 shows a compilation of available K surveys at magnitude ranges similar to ours. Our counts appear clearly and systematically higher than other surveys.
FIG. 8.ÈK-band galaxy counts ( Ðlled symbols) along with other available data at similar magnitude ranges. All other data are plotted as published. Our counts show an excess compared to others, especially at bright magnitudes. The comparison is split into two panels for clarity only ; there is no underlying di †erence between the two sets. To show the relative signiÐcance of the di †erent counts, the approximate sky coverages (in deg2) of the surveys are given in parentheses. The preliminary DENIS counts are a sample from all-southern-sky counts (Mamon 1998) . HWS, HMWS, and HMDS are from Gardner et al. (1993) . The rest of the surveys are Jenkins & Reid (1991) , Glazebrook et al. (1994) , Gardner et al. (1996) , Huang et al. (1997) , Saracco et al. (1997) , Minezaki et al. (1998) , Szokoly et al. (1998) , Ferreras et al. (1999) , Teplitz et al. (1999), and & Wagner (2000) .
Ku mmel
The di †erence is approximately a factor of 2 at K \ 15. (At K \ 13 the statistical signiÐcance is small, but at 13 \ K \ 15 the di †erence is greater than 3 p.) There is a factor of D1.4 di †erence at 15 \ K \ 17 ; the most signiÐcant di †erences are with the Huang et al. (1997) and Gardner et al. (1996) surveys, due to their large areas (D10 deg2). Nonuniform sky coverage is unlikely to explain the e †ect. N2 was covered very uniformly, while N1 was not, and K more uniformly than J, yet we see similar counts in both regions and bands.
There are two classes of explanation for the systematic di †erences. The ELAIS Ðelds may have galaxy populations that di †er from those in other survey Ðelds, or di †erent surveys may have used di †erent magnitude scales. The latter would imply a 0.2È0.3 mag di †erence at the fainter Ñux levels and 0.5 mag and more at K \ 15. The following sections discuss each possibility.
Galaxy Clusters and L ocal Overdensity
Known galaxy clusters have a modest e †ect on our number counts. The N2 region contains two galaxy clusters, A2211 and A2213. Both are of richness 1, approximately 15@ in diameter, and lie at a redshift of z B 0.15. A "" typical ÏÏ cluster member is expected to have R B 18, J B 16, and K B 15. We estimated the e †ect of these clusters on the counts by excluding the areas around them (16@ diameter) and recalculating the galaxy counts in N2. Compared to the original counts, we Ðnd correction factors ranging from 0.77 to 0.97 between J \ 14.25 and 18.25, the largest correction being at J \ 15.25, as expected. In K, the corrections are somewhat smaller (the K sky coverage being larger), averaging to a factor of D0.9 between K \ 13.75 and 16.75. The largest correction is 0.80, at K \ 14.75. The clustercorrected counts are tabulated in Table 1 and shown in Figures 6 and 7 .
The N1 Ðeld has a cluster (A2168) near the edge of the region. It lies at z B 0.06 and thus covers a larger area on the sky. Whether some of its members (expected brightnesses K \ 13) are part of our N1 Ðeld is impossible to determine with the available data. In any case, the statistics are poor at J \ 15 and K \ 14, and we did not attempt corrections. The same holds for a nearby cluster (A2197 ; z B 0.03) 1¡ west of N2. If there is contamination from this cluster, it would only be at J B 12, K B 11.
The e †ect of Ðeld selection on prior counts cannot be ignored either. Many surveys purposely avoid regions near clusters of galaxies. While this is understandable so as not to contaminate "" Ðeld galaxy ÏÏ counts, it may bias the counts to voids and otherwise selectively underdense regions. Most signiÐcantly, the largest surveys to date, Gardner et al. (1996) and Huang et al. (1997 ;  hereafter the Hawaii survey) both avoided clusters.
In order to try to quantify the e †ects of Ðeld selection, we extracted blue magnitudes of galaxies from the Ðelds of selected K surveys. Figure 9 shows the blue (O plate) APS galaxy counts in the Ðelds of the Hawaii survey, , Szokoly et al. (1998), and & Wagner Ku mmel (2000) , along with APS counts in the regions of the present survey. All these surveys have greater than 0.6 deg2 sky coverage. The APS counts are consistent with prior B-band counts in the Ðelds of Gardner et al. (1996 ; using In the range B \ 18È20, which roughly corresponds to K \ 14È16, the N2 region shows an excess by a factor of 1.1È1.3 compared to the other survey regions (including N1). This excess in N2 is explained by the clusters discussed above. The correction factors can be obtained from Table 1 .
The Ðelds of the Hawaii survey (Huang et al. 1997) show systematically lower blue counts compared to other survey regions, by a factor of about 1.3. This survey contained numerous subÐelds (including the areas of Glazebrook et al. 1994 counts) , of which we could examine 75%. (The SB area was not available in the APS catalog.) There were large Ðeld-to-Ðeld variations, as pointed out by Huang et al. (1997) . The lower amplitude of the Hawaii K survey thus seems to be a result of a systematic underdensity at their survey regions, and we adopt a factor of 1.3 correction to the Hawaii K counts. In fact, Huang et al. interpret their counts (mainly the slope) as pointing toward a large local void. The blue counts of the other large survey region are at the same level as in our (corrected) Ðelds. The authors have excluded a region around an unspeciÐed cluster, and thus the extracted APS counts from these Ðelds are possibly slightly higher than the corresponding optical survey of Gardner et al. (1996) . There is a di †erence between their two Ðelds, NGP and NEP ; the NEP Ðeld showed higher counts than the NGP Ðeld, even though the cluster mentioned above is in the NGP Ðeld (Baugh et al. 1996) . Thus, the known cluster cannot explain the di †erence between Ðelds.
The other two surveys & Wagner 2000 ; (Ku mmel Szokoly et al. 1998 ), although smaller, show blue counts consistent with those in our regions and those of .
All the above evidence shows that it is practically impossible to deÐne a pure "" Ðeld galaxy ÏÏ population when sky coverage is of the order of a square degree. There are always clusters, bright or faint, rich or poor, in or just outside the Ðeld. One can avoid the bright clusters, but never all the fainter ones, so one necessarily expects a somewhat biased sample. A search using the NASA Extragalactic Database (NED)8 at the regions of the relatively uniform K surveys in the literature produced rich Abell clusters within 1¡ of nearly every Ðeld center. More distant (z D 0.5) rich clusters are expected to be numerous inside a 1 deg2 Ðeld (see, e.g., Lidman & Peterson 1996) . For example, the SC Ðeld of Glazebrook et al. (1994) and Huang et al. (1997) has a rich Abell cluster just outside the Ðeld, but more than 10 fainter galaxy clusters closer to the Ðeld center (NED ; Lidman & Peterson 1996) . The best one can do is to estimate the magnitude of the e †ect of either having clusters in Ðeld or avoiding them. Some surveys (Saracco et al. 1997 ; Ferreras et al. 1999) consist of tens of small, random subÐelds. In cases like these, it is easier to quantify the Ðeld-to-Ðeld variations, and in fact Saracco et al. (1997) Ðnd their systematically low counts to be consistent with Ðeld-to-Ðeld count Ñuctuations. On the other hand, it is more difficult to accurately estimate the e †ective covered area due to large fraction of edges in the images.
In summary, there is a small (D10%) overdensity due to rich galaxy clusters in our N2 Ðeld. There is likewise a systematic underdensity of galaxies in some of the Hawaii Ðelds. In addition, there are nearby clusters outside both of our Ðelds, which might a †ect the brightest (J \ 14, K \ 13) counts.
Aperture Corrections
As mentioned above, the source of the di †erence between our counts and the others could also be that magnitude scales are not directly comparable, resulting in discrepancies in the horizontal scale of the log N magnitude plot. We discuss this in the spirit that all magnitudes should be total, since ultimately we wish to compare data with models of galaxy populations, which implicitly assume total luminosities for the galaxies. For the reverse train of thought, we refer the reader to an enlightening work by Yoshii (1993) , which models the photometric selection e †ects to enable comparison of galaxy models with raw counts acquired with a given magnitude-measuring method.
The Glazebrook et al. (1994) counts have been measured for the most part with 4A apertures. Such an aperture is very small for galaxies in the 13 \ K \ 16 range and results in large corrections. The authors present a correction to physical, redshift-dependent, 20 h~1 kpc apertures (Glazebrook et al. 1995) ; the corrections range from [1.0 to [0.1 mag at z \ 1.0, being typically [0.3 to [0.5 mag around K \ 15. Based on our simulations, we brightened their counts by an additional [0.4 mag at K \ 14È16, and by [0.5 and [0.3 at bins brighter and fainter than this range, respectively. Although the Glazebrook et al. counts still remain somewhat lower than ours, the correction brings them to within 2 p. Figure 10 plots these and other counts discussed below in their "" corrected ÏÏ form.
The Teplitz et al. (1999) counts are based on very small aperture magnitudes (D2A), and we expect corrections of at least [0.5 mag at K \ 14, decreasing to [0.2 mag at K [ 16.5. These corrections make their counts somewhat brighter (or higher) than our counts, although still consistent. The data of Gardner, Cowie, & Wainscoat (1993 ), Ferreras et al. (1999 , and the K [ 16.5 bins of & Ku mmel Wagner (2000) are also Ðxed-aperture magnitudes. The apertures range from 6A to 8A. Based on our simulations (see, e.g., Fig. 1) , even the 10A aperture underestimates the total Ñux of galaxies by D0.4È0.2 mag between K \ 14 and 17. We corrected the Gardner et al. .ÈComparison of K surveys that have magnitude systems directly comparable to ours, plus those for which we were able to estimate a magnitude correction. The latter are plotted in their corrected form. Data here are a subset of those in Fig. 8 . The "" Gardner93 ÏÏ label now contains the HWS, HMWS, and HMDS data. Most error bars are omitted for clarity. The Hawaii survey (Huang et al. 1997 ) is corrected for its systematic underdensity of galaxies, and our N2 counts are corrected for their small overdensity (°4.1, Fig. 9 ), but otherwise there are no Ðeld corrections. The K [ 15 counts are all consistent. At brighter magnitudes, while our statistics are poor, we seem to have an overdensity of galaxies. Wagner (2000) were corrected by [0.2 mag. Gardner et al. (1996) used 10A apertures, but the results were corrected to "" total ÏÏ magnitudes using I-band growth curves. However, the corrections and the equivalent aperture for the total magnitude are not available. Saracco et al. (1997) and Minezaki et al. (1998) , as well as & Wagner (2000) in the brighter part of their mag-Ku mmel nitude range, use FOCAS "" total magnitudesÏÏ ( Jarvis & Tyson 1981) . All these authors note that the FOCAS magnitudes tend to underestimate faint source Ñuxes (see also Thompson et al. 1999) . The latter two groups thus apply additional corrections : [0.06 to [0.25 mag at 17.5 \ K \ 19 (Saracco et al. 1997 ) and D[0.1 mag (Minezaki et al. 1998 ). The Saracco et al. (1997) counts lie below the bulk of other data, and the other two are also fainter than our data by D0.3 mag. We have not explored FOCAS photometry and thus cannot quantify the exact di †erences involved here ; simple isophotal photometry, which the FOCAS total magnitudes are based on, clearly underestimates the Ñux, as noted before (see Fig. 1 and also Saracco et al. 1999) . Huang et al. (1997) measure their magnitudes in 8A apertures, but correct them to 20A using curves of growth. The corrections for galaxies are fairly large, ranging from [0.55 to [0.2 mag, consistent with the results of our simulations. At K \ 13, Huang et al. use isophotal magnitudes for gal-axies, which underestimate the total Ñux by 0.05 mag according to our simulations. Comparing the 20A Ðxed apertures to our BEST magnitude, we still Ðnd evidence of small 0.05È0.1 mag di †erences at 14 \ K \ 17, part of which could also be due to a small overestimation of Ñux with BEST magnitudes (Fig. 1) . The cluster-corrected Hawaii counts are consistent with ours. (See°4.1 ; without the factor of 1.3 correction due to underdensity, their counts would lie below ours with D3 p signiÐcance).
The counts of Szokoly et al. (1998) are the only ones that use exactly the same magnitude scale as we do. Their counts also lie below ours with a di †erence of D0.3 mag at K [ 15 (or a factor of about 1.3 in number), although they are not more than 1.5 p away from our counts.
Of the currently available counts, the most consistent with ours without corrections over the whole measured magnitude range are those of Jenkins & Reid (1991) . Considering the observational technique, these counts are quite di †erent in nature from the other counts. They are a result of statistical evaluation of the K-band background Ñuctuations in random patches of sky. The method has been widely used in radio and X-ray source counts (e.g., Condon 1974 ; Scheuer 1974) and should in principle be free of all the uncertainties arising from incompleteness in detecting and measuring Ñuxes of individual sources. Moreover, Jenkins & Reid (1991) do not purposely avoid clusters of galaxies, while many of the other surveys do. Figure 10 compiles those counts that had directly comparable magnitude systems or for which we have adequate information to make a magnitude correction. Only those surveys using small apertures (Gardner et al. 1993 ; Glazebrook et al. 1994 ; Ferreras et al. 1999 ; Teplitz et al. 1999 ; & Wagner 2000 at K [ 16.5) were corrected. Ku mmel Jenkins & Reid (1991) , the Hawaii counts, and Szokoly et al. (1998) do not need photometric corrections compared to our counts. Most of the other surveys used FOCAS "" total ÏÏ magnitudes, and we lack data to make a quantitative correction to the Kron-type magnitudes. Although not plotted here for consistency, Saracco et al. (1997) and Minezaki et al. (1998) made corrections using their own simulations. In addition, Gardner et al. (1996) applied unspeciÐed corrections to their aperture magnitudes. After correction, all of the counts are consistent for K [ 15.
There are fewer data to compare with in the J band (Fig.  11) . The bright galaxy overdensity in both N1 and N2 is also clearly seen in J band compared to DENIS counts. At fainter J magnitudes, our counts are in unison with the published Teplitz et al. (1999) counts and also connect very well with the deeper counts of Bershady et al. (1998) . The most recent J counts (Saracco et al. 1999 ) are consistent within the uncertainties, although they are clearly lower than, e.g., the Teplitz et al. (1999) counts beyond our magnitude range. The counts of Teplitz et al. (1999) were measured with small (D2A) apertures, and after magnitude correction we would expect them to be somewhat brighter than our data, as is the corresponding K data.
The Saracco et al. (1999) survey was measured with a 2A .5 aperture. Although the magnitude range is deeper than ours and small apertures are thus justiÐed, the size of the aperture might still result in some Ñux loss, even with the Ðxed [0.25 mag aperture correction applied. Moreover, the Ðeld was centered on the New Technology Telescope (NTT) deep Ðeld, which is possibly biased against "" bright ÏÏ (here J D 19 mag) objects. FIG. 11 .ÈDi †erential J-band galaxy counts. Our data are shown as solid symbols, circles for N1 and squares for N2 (cluster-corrected). Counts of Bershady et al. (1998 ; triangles) , Teplitz et al. (1999 ; open circles) , and Saracco et al. (1999 ; crosses) are shown, along with preliminary counts from DENIS (Mamon 1998 ; diamonds) . Teplitz et al. (1999) counts are the only ones done at a similar magnitude range, and their survey area is indicated in parentheses. All points are plotted as published. We would expect aperture corrections to make the Teplitz et al. (1999) counts D0.2È 0.5 mag brighter. Thus, our counts would lie between them and the Saracco et al. (1999) counts, while being most consistent with the Bershady et al. (1998) data. There are several models plotted, all of which have luminosity evolution included. The lines labeled "" G ÏÏ show model counts using the LF of Gardner et al. (1997) , while "" S ÏÏ is for the Szokoly et al. (1998) LF, which has more faint galaxies. A model with a cosmological constant is shown by the dashed curve. The dash-dotted line (j 0 \ 0.8) ("" B ÏÏ) shows a model in which the local LF parameters were chosen to Ðt an empirical simulation from Bershady et al. (1998 ;  after 1/V max , q 0 \ 0), which luminosity evolution was added. Bershady et al. (1998) also determined magnitudes using small D2A apertures, but the measurements were dynamically corrected to total magnitudes using the size of the object, in much the same manner as the Kron magnitudes we used. Our counts thus lie in the middle of the available J [ 16 data.
In summary, the di †erences among di †erent sets of K counts at K [ 15 mag are partially due to di †erences in magnitude scales. After appropriate aperture and clustering corrections, our J [ 16, K [ 15 galaxy counts agree with those in the literature. Our bright (K \ 15, J \ 16) counts are still higher than most other data by a factor of up to 2. This is probably due to a real overdensity of bright Ðeld galaxies in our survey regions as compared to other regions. There are nearby clusters outside our Ðelds, but it is hard to see how they could increase the counts by as much as a factor of 2.
COMPARISON WITH MODELS
Models incorporating cosmology and galaxy evolution should be able to explain both the number counts themselves and the slope of the number counts with magnitude. Although a rigorous modeling of galaxy evolution and galaxy populations requires a knowledge of redshift distributions, it is nonetheless informative to calculate how predictions from standard parameterizations of the local luminosity function (LF) Ðt our Ðnal NIR counts.
In a nonevolving model, the slope and amplitude of the counts are dependent on the LF and the K correction. The latter depends on galaxy type mixes and spectral energy distributions (SEDs) of galaxies, but these di †erences are small in the NIR. For a given LF, di †erent cosmologies have a negligible e †ect on the counts in the bright range we consider. Thus, the only signiÐcant parameters are the local luminosity function and luminosity evolution, which steepens the slope, d log N/dm, at our magnitude range.
To be sure that we are not a †ected by the bright galaxy excess in our Ðelds, we examine the ranges J \ 16.5È19.5 and K \ 15.5È18.0. All slopes, unless otherwise stated, refer to these magnitude ranges. Our J counts show welldetermined slopes of 0.40^0.01 and 0.38^0.02 in N1 and N2, respectively (errors are 1 p uncertainties of the Ðtted gradient). In the K band, we measure slopes of 0.41^0.02 and 0.45^0.03. The cluster correction in N2 steepened the slope slightly ; without the correction, the K slope would have been 0.43^0.02. Other recent counts, e.g., Szokoly et al. (1998) , Minezaki et al. (1998), and & Wagner Ku mmel (2000) , give similar values for the slopes in K. These are signiÐcantly shallower than the steep 0.65È0.70 slopes at K \ 16 found in the Hawaii survey and by Gardner et al. (1996) , even after taking into account the magnitude range di †erence. To explain the steep slope of the Hawaii survey, Huang et al. (1997) invoked a signiÐcant underdensity of galaxies in the local universe at very large scales of over 300 h~1 Mpc. Our data do not show evidence for this local hole scenario.
To model the counts, we Ðrst adopt the largest to-date NIR LF determination, that of Gardner et al. (1997 ; hereafter Gardner LF) , as the baseline model (M K * \ [24.6 mag, a \ [0.9, r \ 2.1 ] 10~3 Mpc~3, with km H 0 \ 50 s~1 Mpc~1). We also make use of GardnerÏs (1998) galaxy number counts software, and we use a basic parameter set found in the same paper, which includes six types of passively evolving galaxies with a galaxy mix from Gardner et al. (1997) . The Gardner LF with pure luminosity evolution results in a slope of B0.46 in the J band and B0.48 in the K band. No-evolution models give shallower slopes of B0.41 and B0.44, respectively. For reference, this same nonevolving model gives a slope of 0.60 at K \ 10È15, and 0.53 at K \ 13È18.
The nonevolving Gardner LF model best Ðts both our J and K slopes, although the evolving slopes are within the D3 p conÐdence limits. To see how model-dependent the slopes are, we calculated the relevant slopes for other observed LFs. Mobasher, Sharples, & Ellis (1993) , Cowie et al. (1996) , Szokoly et al. (1998) , and Loveday (2000) LFs result in slopes similar to that of the Gardner LF, while the Glazebrook et al. (1995) LF gives slightly steeper slopes : 0.52 for the evolving model in K. Clearly, LFs resulting in steeper slopes than this would be ruled out at the more than 3 p level by our counts.
Examining both the slope and the amplitude of the counts (see Figs. 11 and 12 ), the baseline model underpredicts our J and K counts by more than 3 p at 13 \ K \ 17. This is easily understood, however, since the Gardner LF determination acquired the number density, r, by Ðtting the counts of Gardner et al. (1996) and Huang et al. (1997) . These counts were seen (°°4.1 and 4.2) to be lower than ours. A factor of 1.5 higher value for the normalization r in the Gardner LF Schecter parameterization would give an excellent Ðt to our NIR counts.
In fact, the two most recent K-band LF determinations (Szokoly et al. 1998 ; Loveday 2000) give direct observational support for LFs resulting in a higher amplitude of number counts. (Both determined r by maximizing the likelihood of their Schecter parameters from their galaxy sample rather than Ðtting any given number count.) While the exact value of the number density r remains poorly constrained by all present surveys, the best-Ðt values of both Szokoly et al. (1998) and Loveday (2000) produce excellent Ðts to our counts and have the same factor of 1.5 higher amplitude at K \ 17 compared to the baseline FIG. 12.ÈDi †erential K-band galaxy counts. Our data are shown as solid symbols, circles for N1 and squares for N2 (cluster-corrected). Preliminary counts from DENIS (Mamon 1998 ) are shown as triangles. Bright and medium deep counts are plotted here as open circles without separating them ; the same data sets are shown individually in Fig. 10 . The deep counts are shown separately. At 16 \ K \ 20, the points below other data are those of Saracco et al. (1997 Saracco et al. ( , 1999 ) ; see discussion therein for possible reasons for the underdensity. Other deep survey data are from Soifer et al. (1994) , Djorgovski et al. (1995) , McLeod et al. (1995) , Moustakas et al. (1997) , Saracco et al. (1997 ; ESOKS1) , and Bershady et al. (1998) . Following Bershady et al. (1998) , the Djorgovski et al. (1995) data are corrected by [0.5 mag, all other deep data are plotted as published. The same models as in the previous J-band counts Ðgure are overplotted. model. Figures 11 and 12 show predicted counts calculated from the Szokoly et al. (1998) LF mag, (M K * \ [25.1 a \ [1.3, and r \ 1.5 ] 10~3 Mpc~3). This LF includes signiÐcantly more faint galaxies than the baseline model, but also more [L * galaxies. The predicted counts from this LF, as well as that of Loveday (2000) , are consistent with the fainter counts in both NIR bands when evolution is included.
By giving more freedom to LF parameters, it is possible to construct a realistic counts model that produces the shallow slope (D0.4) of our NIR counts even with evolution included, along with the correct amplitude, and a Ðt to the faintest counts. Bershady et al. (1998) show counts from their observationally based simulations. We Ðtted "" 1/V max ÏÏ a model to their curve a \ [1.3, and q 0 \ 0 (M K * \ [26.1, r \ 5.0 ] 10~4 Mpc~3 gave a good Ðt) and added luminosity evolution. This LF has greater numbers of luminous galaxies than previously discussed LFs and also has more faint galaxies than the baseline model (although not as many as the Szokoly et al. 1998 LF) . While the Ðt to our own counts is convincing, the LF seems to overpredict the preliminary DENIS counts.
As noted before, redshift distributions are essential in constraining the models more accurately, e.g., in separating particular evolutionary models and di †erent LFs producing similar number counts. There has been substantial progress in deÐning IR-selected N(z) samples (e.g., Cowie et al. 1996) . The ELAIS regions are currently being followed up with redshift surveys, as well as multicolor imaging surveys ; there will thus be much improvement in the breadth of useful data in the near future. We are in the process of getting our J coverage on a par with the K survey, and will also defer the discussion of J[K color distributions to a follow-up work.
In summary, nonevolving or passively evolving galaxy models best Ðt our NIR galaxy number count data. Models with stronger evolution or large local voids (which both result in steeper slopes) are ruled out at more than 3 p conÐdence. The data favor local luminosity functions with relatively large populations of faint galaxies and those that produce a high normalization of midrange NIR counts.
SUMMARY
Our J and K-band galaxy counts in two ELAIS Ðelds (N1 and N2) represent the largest areas to date in the ranges 15 \ J \ 19.5 and 16 \ K \ 18. The J-band counts are the Ðrst wide-Ðeld galaxy counts at this magnitude range. For J [ 16, K [ 15, the data are consistent with existing surveys, provided that signiÐcant magnitude scale corrections and large-scale structure e †ects are taken into account. In particular, the N2 region has a 10% overdensity of galaxies due to rich clusters. The Ðelds of the large Hawaii survey (Huang et al. 1997 ) seem to have a systematic underdensity of about a factor of 1.3, which explains their counts without the need for a local void.
At J \ 16 and K \ 15, the counts in the ELAIS Ðelds are higher than previous results by up to a factor of 2. This is probably due to a real overdensity of Ðeld galaxies in the regions, although nearby large galaxy clusters outside the Ðelds may a †ect the very brightest magnitude bins. This overdensity needs to be taken into account when interpreting results of surveys in other wavelengths in these regions.
Our galaxy counts favor a high normalization of the local LF. The slope of the counts, d log N/dm B 0.40È0.45, together with the amplitude of the counts at K \ 15È18 and J \ 16È19, are best Ðtted by minimally evolving galaxy models and luminosity functions having relatively large numbers of faint galaxies.
