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TILTING THEORETICAL APPROACH TO MODULI SPACES OVER
PREPROJECTIVE ALGEBRAS
YUHI SEKIYA AND KOTA YAMAURA
Abstract. We apply tilting theory over preprojective algebras Λ to a study of moduli space of
Λ-modules. We define the categories of semistable modules and give an equivalence, so-called
reflection functors, between them by using tilting modules over Λ. Moreover we prove that the
equivalence induces an isomorphism of algebraic varieties between moduli spaces. In particular,
we study in the case when the moduli spaces related to the Kleinian singularity. We generalize
a result of Crawley-Boevey which is known another proof of the McKay correspondence of Ito-
Nakamura type.
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1. Introduction
In this paper we attempt to apply tilting theory of algebras to a study of moduli spaces of
modules over algebras. Throughput this paper K denotes an arbitrary algebraically closed field.
For any K-algebra Λ, ModΛ denotes the category of right Λ-modules.
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The motivation is a study of moduli spaces of modules over algebras related to singularities
on algebraic varieties. We especially focus on the quotient singularity. When we discuss about
the quotient singularity, we always assume that the characteristic of K is zero. In this paper, we
consider the 2-dimensional case. Let G be a finite subgroup of SL(2,K). Then G acts naturally
on an affine space A2 = A2K and its coordinate ring S = K[A
2]. The quotient singularity A2/G
has a lot of names like Kleinian singularity, Gorenstein quotient singularity, rational double
point and so on. Since the observation of McKay [M], a field of singularities related to the
McKay correspondence has been developed. In particular, after Ito-Nakamura [IN] introduced
the G-Hilbert scheme, moduli spaces of G-clusters, G-sheaves, G-constellations or McKay quiver
representations have been investigated in connection with resolutions of singularities by many
researchers (e.g. [BKR, CI] etc.). On the other hand, in representation theory of the invariant
ring SG, the skew group ring S ∗ G has been studied (cf. [A, AR]). The non-commutative ring
S ∗ G is also called a non-commutative crepant resolution in [VdB, IW] because it is considered
as a non-commutative analogue of the crepant resolution. In fact, all G-clusters, G-sheaves etc.
are regarded as modules over the skew group ring S ∗ G, so the resolution of the singularity is
recovered as a moduli space of S ∗G-modules.
By the way, the skew group ring S ∗ G is Morita equivalent to the preprojective algebra
Λ = KQ/〈R〉 of an extended Dynkin quiver Q (cf. [R-VdB, BSW]). Here Q is the double of
Q and R is the preprojective relation. In this paper, therefore, we deal with modules over any
preprojective algebra Λ which is not necessarily Morita equivalent to S ∗ G. Since the category
of Λ-modules is equivalent to the category of representations of (Q,R) (cf. [ASS, Chapter 3]), we
often confuse Λ-modules and representations of (Q,R). By virtue of King [Ki], moduli spaces of Λ-
modules are constructed by using geometric invariant theory. We identify dimension vectors with
elements in ZQ0 and denote by (ZQ0)∗ the dual lattice. We call Θ = (ZQ0)∗ ⊗Z Q the parameter
space. For any θ ∈ Θ, we denote by Mθ,α(Λ) the moduli space of θ-semistable Λ-modules of
dimension vector α, which is actually a coarse moduli space parametrizing S-equivalence classes
of θ-semistable modules of dimension vector α.
The purpose of this paper is to study a relation between variation of parameter θ and variation
of moduli space Mθ(Λ, α) by using tilting theory over the preprojective algebra Λ. We want to
deal with θ-semistable Λ-modules categorically, hence we give the following definition.
Definition 1.1. For any parameter θ ∈ Θ, we define the full subcategory Sθ(Λ) of ModΛ con-
sisting of θ-semistable Λ-modules. Moreover we denote by Sθ,α(Λ) the full subcategory of Sθ(Λ)
consisting of θ-semistable Λ-modules of dimension vector α if Sθ,α(Λ) is not empty.
The tilting theory is a theory to deal with equivalences of derived categories of modules over
algebras, which is applied to fields around the representation theory of algebras (cf. [AHK, Hap]).
Tilting modules, or more generally tilting complexes, play an important roll in the tilting theory.
If a tilting module T is given, then the derived category D(ModΛ) becomes equivalent to the
derived category D(ModEndΛ(T )) (cf. [Ri]). On the other hand, preprojective algebras were
introduced by Gelfand and Ponomarev [GP] and have been studied by many researchers (for
example [Boc, BGL, BIRS]). Buan, Iyama, Reiten and Scott [BIRS] studied tilting theory on
preprojective algebras. They constructed a set of tilting modules over preprojective algebras of
projective dimension at most one as follows. For each vertex i ∈ Q0 with no loops, they defined
the two sided ideal Ii and proved that any products of these ideals are tilting modules. We
denote by I(Λ) the set of such tilting modules. Moreover they showed that, for any T ∈ I(Λ)
the endomorphism ring EndΛ(T ) is isomorphic to the original ring Λ, and I(Λ) is related to the
Coxeter group WQ associated to Q, that is, there exists a bijection WQ −→ I(Λ) ; w 7−→ Iw
where Iw is well-defined as the product Ii1 · · · Iiℓ for any reduced expression w = si1 · · · siℓ.
For a tilting module Iw, we have the derived auto-equivalence
D(ModΛ)
RHomΛ(Iw,−) //oo
−
L
⊗ΛIw
D(ModΛ)
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which induce the main result in this paper. The coxeter group WQ acts on both of the set of
dimension vectors and the parameter space Θ.
Theorem 1.2 (Theorem 4.2 and 4.8). For any preprojective algebra Λ and any θ ∈ Θ with
θi > 0, there is a categorical equivalence
Sθ(Λ)
HomΛ(Ii,−) // Ssiθ(Λ)
−⊗ΛIi
oo .
For any element w ∈ WQ and any sufficiently general parameter θ ∈ Θ, an equivalence between
Sθ(Λ) and Swθ(Λ) is given by a composition of them. Moreover it preserves stable objects and
S-equivalence classes. Moreover it induces the equivalence between Sθ,α(Λ) and Swθ,wα(Λ).
We call these functors the reflection functors. The above equivalence induces a bijection on sets
of closed points of Mθ,α(Λ) and Mwθ,wα(Λ). It is natural to hope that this bijection is extended
to an isomorphism of algebraic varieties. In this paper, we prove it in a more general setting in
view of applications: for example, Λ is a d-Calabi-Yau algebra and L is a partial tilting Λ-module
and so on.
Theorem 1.3 (Theorem 5.6). For a finite quiver (Q,R) with a relation, let Λ = KQ/〈R〉. For
a Λ-module L which satisfies an appropriate condition (see Proposition 5.5), we assume that
Γ = EndΛ(L) is of the form Γ = KQ
′/〈R′〉 for a finite quiver (Q′, R′) with a relation. If the
functors HomΛ(L,−) and −⊗Γ L give a categorical equivalence
Sθ,α(Λ)
HomΛ(L,−) // Sη,β(Γ)
−⊗ΓL
oo
which preserve S-equivalence classes, then they are extended to morphisms of algebraic varieties
and give an isomorphism of algebraic varieties:
Mθ,α(Λ)
∼
−→Mη,β(Γ).
We remark that Nakajima [N] has already considered about similar isomorphisms between
quiver varieties, which is a space of representations over a deformed preprojective algebra. But it
is defined as a hyper-Ka¨hler quotient and his method is differential geometric. Maffei [Maf] also
study them by using technics in geometric invariant theory. So our result is more or less known.
However we define the reflection functor by using unconventional tactics and the fact that it is
induced by the equivalence between derived categories has never known. Furthermore since our
reflection functor is realized as a equivalence of categories, it gives the correspondence between
not only the objects but also morphisms between them.
Now we return to the Kleinian singularity case, that is, the case when Λ is Morita equivalent
to the skew group ring S ∗ G. Let Q be the extended Dynkin quiver whose type is the same of
that of G. Then the double Q of Q coincides with the Mckay quiver of G. Denote the vertexes
of Q by 0, 1, . . . , n where 0 corresponds to the trivial representation of G. We fix the dimension
vector d whose entries are the dimension of irreducible representations of G. Let Θd be a subset
of Θ consisting of parameters with θ(d) = 0. Then it is known by [Kr, CS, BKR] that, if θ ∈ Θd
is generic, then Mθ,d(Λ) gives a minimal resolution of A
2/G. Since we especially interested in
the minimal resolution, we only consider generic parameters θ in Θd. Then categories Sθ(Λ) are
classified by the chamber structure of Θd. If we denote the generic locus of Θd by Θ
gen
d
, then it
decomposes into connected components by using the elements of the Weyl group W whose type
is the same as that of G: Θgen
d
=
∏
w∈W C(w). Thus for a θ ∈ C(w), we just denote Sθ,d(Λ) and
Mθ,d(Λ) by Sw and Mw respectively. For the identity element 1 ∈ W , Crawley-Boevey [CB]
observed that the G-Hilbert scheme is naturally identified with M1 via the Morita equivalence
between S ∗G and Λ.
The purpose in this case is to study properties of stable modules. As an application of Theo-
rem 1.2 and 1.3, we give a module theoretical description of stability condition and exceptional
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curves. The complexes Swi = RHomΛ(Iw, Si) defined in Section 6.3 play an important role in the
arguments. It is actually a complexes concentrated in degree 0 or 1 and [Sw1 ], . . . , [S
w
n ] form the
simple root system w∆ for any w ∈ W , where ∆ := {e1, . . . , en} is a simple root system and ei
denotes the dimension vector of Si for any i ∈ Q0 (see Section 6 for details). We denote by Π the
positive root system associated to ∆. Then we have the following result.
Theorem 1.4 (Proposition 6.15 and Theorem 6.12). Let M be a Λ-module of dimension vector
d. Then M ∈ Sw if and only if, M satisfies{
HomΛ(M,S
w
i ) = 0 if wei ∈ Π,
HomΛ(S
w
i [1],M) = 0 if wei ∈ −Π
for all i = 1, . . . , n.
Next we give a characterization of exceptional curves onMw. This is a generalization of a result
of Crawley-Boevey [CB] known as another proof of the McKay correspondence of Ito-Nakamura
type [IN]. For any i ∈ {1, . . . , n}, let Ei := {M ∈ M1 | Si ⊂ M} be a closed set of M1 and E
w
i
is the image of Ei under the isomorphism M1 →Mw obtained by Theorem 1.2 and 1.3.
Theorem 1.5 (Theorem 6.16). If i ∈ {1, . . . , n}, then the set Ewi is a closed subset of Mw
isomorphic to P1. Moreover Ewi meets E
w
j if and only if i and j are adjacent in Q, and in this
case they meet at only one point. Moreover M ∈ Ewi if and only if{
Swi is a submodule of M if wei ∈ Π or
Swi [1] is a factor module of M if wei ∈ −Π.
We explain the contents of each sections. In Section 2, we recall preprojective algebras and
their tilting theory shown in [BIRS]. Since we are dealing with non-completed algebras, we give a
proof for readers. Moreover we study the change of dimension vectors and the structure of finite
dimensional modules over the preprojective algebra associated to an extended Dynkin quiver. In
Section 3, we prepare necessary notations about moduli spaces of modules. In Section 4, we prove
Theorem 1.2. The arguments are separated into two parts. First we consider the simple reflection
case. Second we prove the simple reflection functor satisfies the Coxeter relation in the general
case. In Section 5, we prove Theorem 1.3. In Section 6, we study the reflection functor in this
case and prove Theorem 1.4 and 1.5. Finally in Section 7, we give an example in the Kleinian
singularity case with G is the abelian group of order three.
Acknowledgements. The authors would like to thank Professor O. Iyama for a lot of kindly
and useful advices and giving us lectures on preprojective algebras. The first author is grateful
to Professor Y. Ito for giving him a chance to study McKay correspondence and related topics
and her warm encouragement. They also thank K. Nagao for useful advices about the proof of
Theorem 5.6. They also thank A. Craw, Y. Kimura and M. Wemyss for useful comments. They
thank T. Hayashi for pointing out the lack of an assumption in Lemma 5.1. They also thank
A. Nolla de Celis for his kind advice in correcting our English.
2. Tilting theory on preprojective algebras
In this section, we study representation theory of preprojective algebras which plays a key
role in this paper. In Section 2.1 we recall the definition of preprojective algebras and its basic
facts. In Section 2.2, we construct a set of tilting modules over preprojective algebras whose
endomorphism ring is isomorphic to the original algebra, and in 2.3 show that it is described by
the Coxeter group. Almost results shown in those sections were proved in [BIRS]. In Section
2.4 we study the change of dimension vectors of finite dimensional modules under the derived
equivalence which are induced by tilting modules constructed in Section 2.2. In Section 2.5 we
observe torsion pairs over finite dimensional modules. In Section 2.6 we study the structure of
the category of finite dimensional modules over preprojective algebras of extended Dykin quivers.
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For an algebra Λ, we always deal with right Λ-modules. We denote by ModΛ the category of
all right Λ-modules and D(ModΛ) the derived category of ModΛ. For a Λ-module M , we denote
by addM the full subcategory of ModΛ whose objects consist of direct summands of direct sums
of finite copies of M . We put D := HomK(−,K) the K-dual.
2.1. Preprojective algebras. In this subsection, we recall the definition of preprojective alge-
bras and properties of preprojective algebras of non-Dynkin quivers.
A quiver is a quadruple Q = (Q0, Q1, s, t) which consists of a vertex set Q0 and an arrow set
Q1, and maps s, t : Q1 → Q0 which associate to each arrow a ∈ Q1 its source sa := s(a) ∈ Q0
and its target ta := t(a) ∈ Q0, respectively. We call a ∈ Q1 a loop if sa = ta. A quiver is called
non-Dynkin if its underlying graph is not a Dykin graph.
Definition 2.1. Let Q be a finite connected quiver. We define the double quiver Q of Q by
Q0 := Q0
and
Q1 := Q1
⊔{
j
α∗
−→ i | i
α
−→ j ∈ Q1
}
.
Then we have a bijection ∗ : Q1 −→ Q1 which is defined by
α∗ :=
{
α∗ (α ∈ Q1),
β (α = β∗ for some β ∈ Q1).
We define a relation ρi for any i ∈ Q0 by
ρi :=
∑
i
α
−→j∈Q1
ǫααα
∗
where
ǫα :=
{
1 (α ∈ Q1),
−1 (α∗ ∈ Q1).
A relation
∑
i∈Q0
ρi is called a preprojective relation. We call an algebra
KQ/〈ρi | i ∈ Q0〉
the preprojective algebra of Q.
Remark 2.2. We give two remarks.
(1) Let Q and Q′ be quivers which have the same underlying graph. Then the preprojective
algebra of Q and that of Q′ are isomorphic to each other as K-algebras.
(2) The preprojective algebra of Q is not finite dimensional if and only if Q is a non-Dynkin
quiver.
Throughout this section, let Λ be the preprojective algebra of a finite connected non-Dynkin
quiver Q which has no loops with the vertex set Q0 = {0, 1, . . . , n}. We denote by I the two-
sided ideal of Λ which is generated by all arrows in Q, ei the primitive idempotent of Λ which
corresponds to a vertex i ∈ Q0, and Si the simple Λ-module which corresponds to a vertex i ∈ Q0.
In this setting, simple Λ-modules S0, S1, . . . , Sn have projective resolutions, which plays a
crucial role in the representation theory of Λ.
Proposition 2.3 ([BBK, Section 4.1]). For any i ∈ Q0, the following hold.
(1) A complex
0 −→ eiΛ
(ǫαα∗)
i
α−→j∈Q1−−−−−−−−−→
⊕
i
α
−→j∈Q1
ejΛ
(α)
i
α−→j∈Q1−−−−−−−→ eiΛ −→ Si −→ 0(2.1)
is a projective resolution of the right Λ-module Si.
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(2) A complex
0 −→ Λei
(ǫα∗α
∗)
j
α−→i∈Q1−−−−−−−−−−→
⊕
j
α
−→i∈Q1
Λej
(α)
j
α−→i∈Q1−−−−−−−→ Λei −→ Si −→ 0(2.2)
is a projective resolution of the left Λ-module Si.
The following property is called 2-Calabi-Yau property.
Lemma 2.4. There exists a functorial isomorphism
HomD(ModΛ)(M,N) ≃ DHomD(ModΛ)(N,M [2]).
for any M ∈ D(ModΛ) whose total homology is finite dimensional and any N ∈ D(ModΛ).
Proof. See [BK, Theorem 9.2] and [Ke, Lemma 4.1]. 
Now we show a useful lemma. The dimension vector dimM of a finite dimensional Λ-module
M is defined by
dimM :=t (dim(Me0),dim(Me1), . . . ,dim(Men)) ∈ Z
Q0 .
Let (−,−) be a symmetric bilinear form on ZQ0 defined by
(α, β) =
∑
i∈Q0
2αiβi −
∑
a∈Q1
αsaβta.
We define (M,N) := (dimM,dimN) for any finite dimensional Λ-modules M,N .
Lemma 2.5 ([CB, Lemma 1]). LetM andN be finite dimensional Λ-modules. Then the following
holds.
(M,N) = dimHomΛ(M,N) − dimExt
1
Λ(M,N) + dimExt
2
Λ(M,N)
= dimHomΛ(M,N) − dimExt
1
Λ(M,N) + dimHomΛ(N,M).
The following holds for general K-algebra Λ.
Lemma 2.6 ([CE, Chapter VI Proposition 5.1]). We have a functorial isomorphism
ExtiΛ(M,DN) ≃ DTor
Λ
i (M,N)
for any M ∈ ModΛ, N ∈ ModΛop and i ∈ N ∪ {0}.
2.2. Tilting theory on preprojective algebras. In this subsection, we recall the construction
of tilting modules over preprojective algebras of non-Dynkin quivers which was shown in [IR,
BIRS], and properties of those tilting modules. We keep the notations in the previous subsection.
We start with recalling the definition of tilting modules.
Definition 2.7. A Λ-module T is called a tilting module if it satisfies the following conditions.
(1) There exists an exact sequence
0 −→ P1 −→ P0 −→ T −→ 0(2.3)
where P0, P1 ∈ addΛ.
(2) Ext1Λ(T, T ) = 0.
(3) There exists an exact sequence
0 −→ ΛΛ −→ T0 −→ T1 −→ 0(2.4)
where T0, T1 ∈ addT .
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Let T be a tilting Λ-module. We put Γ := EndΛ(T ). [Ri] showed that T induces a triangle
equivalence
D(ModΛ)
RHomΛ(T,−) // D(ModΓ)
−
L
⊗ΓT
oo .
Thus it is important for representation theory which has been developed by using derived
categories to study constructions or classifications of tilting modules. The construction of tilting
modules over preprojective algebras of non-Dynkin quivers was given by [BIRS] as follows.
We define a two-sided ideal Ii of Λ by
Ii := Λ(1− ei)Λ
for any i ∈ Q0. Then we have an exact sequence
0 −→ Ii −→ Λ −→ Si −→ 0(2.5)
of (Λ,Λ)-bimodules for any i ∈ Q0 since Q has no loops. We consider a set
I(Λ) := {Ii1Ii2 · · · Iiℓ | l ∈ N ∪ {0}, i1, i2, . . . , iℓ ∈ Q0}
where Ii1Ii2 · · · Iiℓ is an ideal which is obtained by product of ideals Ii1 , Ii2 , . . . , Iiℓ . Then the
following result holds.
Theorem 2.8 ([BIRS, Proposition III.1.4. Theorem III.1.6.]). Any T ∈ I(Λ) is a tilting Λ-
module with EndΛ(T ) ≃ Λ.
In the following we give a proof of the above result since the setting in this paper is different
from that of [BIRS]. Namely they dealt with completed preprojective algebras of non-Dynkin
quivers, but we deal with non-completed one.
To prove Theorem 2.8, we need the following lemma which was pointed out to us by Osamu
Iyama and Idun Reiten.
Lemma 2.9. Let T be a tilting Λ-module, S a simple Λop-module. Then exactly one of the
statements T ⊗Λ S = 0 and Tor
Λ
1 (T, S) = 0 holds.
Proof. First we assume that T ⊗Λ S = 0 = Tor
Λ
1 (T, S). Then we have T
L
⊗ S = 0. But this is a
contradiction since
T
L
⊗ − : D(ModΛop) −→ D(ModEndΛ(T )
op).
is a triangle equivalence.
Since T is a tilting Λ-module, there exists an exact sequence
0 −→ P1
a
−−→ P0
b
−−→ T −→ 0
where P0, P1 ∈ addΛ. Now we claim that HomΛ(P1, P0) = aEndΛ(P1) + EndΛ(P0)a. We take
f ∈ HomΛ(P1, P0). By applying HomΛ(−, T ) to the above exact sequence, we have an exact
sequence
HomΛ(P0, T ) −→ HomΛ(P1, T ) −→ Ext
1
Λ(T, T ) = 0.
Therefore there exists c ∈ HomΛ(P0, T ) such that ca = bf . Since P0 is projective, there exists
d ∈ HomΛ(P0, P0) such that c = bd.
0 // P1
a //
f

P0
b //
c
d~~}}
}}
}}
}}
T // 0
0 // P1 a
// P0
b
// T // 0
Since b(f − da) = bf − bda = bf − ca = 0, there exists e ∈ HomΛ(P1, P1) such that f − da = ae.
Thus we have f ∈ aEndΛ(P1) + EndΛ(P0)a.
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Next we put Γ := EndΛ(S)
op. We consider the following commutative diagram.
aEndΛ(P1) + EndΛ(P0)a
−⊗ΛS

HomΛ(P1, P0)
−⊗ΛS

(a⊗Λ S)EndΓ(P1 ⊗Λ S) + EndΓ(P0 ⊗Λ S)(a⊗Λ S)

 // HomΓ(P1 ⊗Λ S,P0 ⊗Λ S)
Since the right vertical map is surjective, we have
(a⊗Λ S)EndΓ(P1 ⊗Λ S) + EndΓ(P0 ⊗Λ S)(a⊗Λ S) = HomΓ(P1 ⊗Λ S,P0 ⊗Λ S).
This implies that any morphism
· · · // 0 //

0 //

P1 ⊗Λ S
a⊗ΛS //

P0 ⊗Λ S //

0 //

· · ·
· · · // 0 // P1 ⊗Λ S
a⊗ΛS
// P0 ⊗Λ S // 0 // 0 // · · ·
of complexes of Γ-modules is null-homotopic. Since Γ is a division algebra, any f ∈ HomΓ(Ker(a⊗Λ
S),Coker(a⊗Λ S)) can be extended to f˜ ∈ HomΓ(P1 ⊗Λ S,P0 ⊗Λ S). But
· · · // 0 //

0 //

P1 ⊗Λ S
a⊗ΛS //
f˜

P0 ⊗Λ S //

0 //

· · ·
· · · // 0 // P1 ⊗Λ S
a⊗ΛS
// P0 ⊗Λ S // 0 // 0 // · · ·
is null-homotopic, we have f = 0. Thus we have HomΓ(Ker(a⊗Λ S),Coker(a⊗Λ S)) = 0. Since Γ
is a division algebra, we have TorΛ1 (T, S) = Ker(a⊗Λ S) = 0 or T ⊗Λ S = Coker(a⊗Λ S) = 0. 
Proof of Theorem 2.8. First we show that Ii is a tilting Λ-module for any i. We remark that
Ii = (
⊕
j 6=i ejΛ)⊕ eiIi. By Proposition 2.3, there exists an exact sequence
0 −→ eiΛ −→
⊕
j→i
ejΛ −→ eiIi −→ 0.
Thus we have exact sequences of the forms (2.3) and (2.4) in Definition 2.7. We show Ext1Λ(Ii, Ii) =
0. By applying HomΛ(−, Ii) to the exact sequence (2.5), we have an exact sequece
0 = Ext1Λ(Λ, Ii) −→ Ext
1
Λ(Ii, Ii) −→ Ext
2
Λ(Si, Ii) −→ Ext
2
Λ(Λ, Ii) = 0.
By this and Lemma 2.4, we have
Ext1Λ(Ii, Ii) ≃ Ext
2
Λ(Si, Ii) ≃ DHomΛ(Ii, Si) = 0.
Thus Ii is a tilting Λ-module.
Next we show EndΛ(Ii) ≃ Λ. By applying HomΛ(−,Λ) to the exact sequence (2.5), we have
an exact sequece
0 −→ HomΛ(Si,Λ) −→ HomΛ(Λ,Λ) −→ HomΛ(Ii,Λ) −→ Ext
1
Λ(Si,Λ).
Since ExtjΛ(Si,Λ) ≃ DExt
2−j
Λ (Λ, Si) = 0 for j = 0, 1 by Lemma 2.4, we have HomΛ(Λ,Λ) ≃
HomΛ(Ii,Λ). By applying HomΛ(Ii,−) to the exact sequence (2.5), we have an exact sequence
0 −→ HomΛ(Ii, Ii) −→ HomΛ(Ii,Λ) −→ HomΛ(Ii, Si) = 0.
Thus we have
HomΛ(Λ,Λ) ≃ HomΛ(Ii,Λ) ≃ HomΛ(Ii, Ii).
Since the above isomorphism is given by
HomΛ(Λ,Λ) ∋ a· 7−→ a· ∈ HomΛ(Ii, Ii),
we have a K-algebra isomorphism Λ ≃ EndΛ(Ii).
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Finally we show that Iiℓ · · · Ii2Ii1 is a tilting Λ-module with EndΛ(Iiℓ · · · Ii2Ii1) = Λ for any
ℓ ∈ N ∪ {0} and i1, i2, . . . , iℓ ∈ Q0 by induction on ℓ. If Iiℓ · · · Ii2Ii1 = Iiℓ · · · Ii2 , it is a tilting
Λ-module with EndΛ(Iiℓ · · · Ii2Ii1) = Λ by inductive hypothesis.
We assume Iiℓ · · · Ii2Ii1 6= Iiℓ · · · Ii2 . By [Yek, Corollary 1.7.(3)], Iiℓ · · · Ii2
L
⊗Λ Ii1 is a tilting
complex in D(ModΛ), so we have
HomD(ModΛ)(Iiℓ · · · Ii2
L
⊗Λ Ii1 , Iiℓ · · · Ii2
L
⊗Λ Ii1) ≃ HomΛ(Iiℓ · · · Ii2 , Iiℓ · · · Ii2) ≃ Λ.
Hence it is enough to show that
(Iiℓ · · · Ii2)
L
⊗Λ Ii1 = (Iiℓ · · · Ii2)⊗Λ Ii1 = Iiℓ · · · Ii2Ii1
and pd(Iiℓ · · · Ii2Ii1) ≤ 1.
Since pdSi1 = 2, we have Tor
Λ
j (Iiℓ · · · Ii2 , Ii1) ≃ Tor
Λ
j+2(Λ/(Iiℓ · · · Ii2), Si1) = 0 for any j 6= 0.
Thus we have (Iiℓ · · · Ii2)
L
⊗Λ Ii1 = (Iiℓ · · · Ii2)⊗Λ Ii1 .
Now we show TorΛ1 (Iiℓ · · · Ii2 , Si1) = 0. By applying Iiℓ · · · Ii2 ⊗Λ − to an exact sequence
0 −→ Ii1 −→ Λ −→ Si1 −→ 0,
we have a commutative diagram
TorΛ1 (Iiℓ · · · Ii2 , Si1)
// (Iiℓ · · · Ii2)⊗Λ Ii1
//
f

(Iiℓ · · · Ii2)⊗Λ Λ
g

// (Iiℓ · · · Ii2)⊗Λ Si1
Iiℓ · · · Ii2Ii1 // Iiℓ · · · Ii2
such that the first row is exact, f is an epimorphism and g is an isomorphism. If Iiℓ · · · Ii2⊗ΛSi1 =
0, we have Iiℓ · · · Ii2Ii1 = Iiℓ · · · Ii2 . This is a contradiction, hence we have Iiℓ · · · Ii2 ⊗Λ Si1 6=
0. By Lemma 2.9 and the induction hypothesis, TorΛ1 (Iiℓ · · · Ii2 , Si1) = 0 holds. Thus f is a
monomorphism, hence we have (Iiℓ · · · Ii2) ⊗Λ Ii1 = Iiℓ · · · Ii2Ii1 . Since pd(Iiℓ · · · Ii2) ≤ 1 and
pd((Iiℓ · · · Ii2)/(Iiℓ · · · Ii2Ii1)) ≤ 2, we have pd(Iiℓ · · · Ii2Ii1) ≤ 1. The assertion follows. 
2.3. Description of I(Λ) via the Coxeter group. In the previous subsection we constructed
the set I(Λ) of tilting Λ-modules. However elements in I(Λ) has many expressions (e.g. Ii = I
2
i ).
Thus, in this subsection, we describe elements in I(Λ) by using the Coxeter group associated to
Q, which was investigated in [BIRS]. We keep the notations in the previous subsection.
First we recall the definition of the Coxeter group associated to a finite quiver.
Definition 2.10. For any finite connected quiver Q with no loops (not necessarily non-Dynkin),
the Coxeter group WQ associated to Q is defined as a group whose generators are s0, . . . , sn with
the relations
s2i = 1,
sisj = sjsi if there is no arrows between i and j in Q,
sisjsi = sjsisj if there is precisely one arrow between i and j in Q.
In particular, if Q is a Dynkin quiver, we call WQ the (finite) Weyl group, and if Q is an extended
Dynkin quiver, we call WQ the affine Weyl group.
Define the length ℓ(w) of w to be the smallest r for which such an expression exists and call
the expression reduced. By convention ℓ(1) = 0. Clearly ℓ(w) = 1 if and only if w = si for some
i ∈ Q0.
Now we define a correspondence between WQ and I(Λ). For w ∈ WQ, we take a reduced
expression w = siℓ · · · si2si1 . Then we put
Iw := Iiℓ · · · Ii2Ii1 ∈ I(Λ).
This gives a correspondence
WQ ∋ w 7−→ Iw ∈ I(Λ).
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The following results imply that the correspondence is actually well-defined and bijective. We
omit proofs because they are shown by the quite same arguments as in [BIRS].
Proposition 2.11 ([BIRS] Proposition III.1.8.). The following hold.
(1) I2i = Ii.
(2) IiIj = IjIi if there is no arrows between i and j in Q.
(3) IiIjIi = IjIiIj if there is precisely one arrow between i and j in Q.
Theorem 2.12 ([BIRS] Theorem III.1.9.). The correspondence WQ ∋ w 7−→ Iw ∈ I(Λ) is a
bijection.
For any w ∈WQ, RHomΛ(Iw,−) and −
L
⊗Λ Iw are decomposed by using reduced expression of
w as follows.
Proposition 2.13. Let w be an element of WQ. We take a reduced expression w = siℓ · · · si2si1 .
Then the following hold.
(1) RHomΛ(Iw,−) = RHomΛ(Iiℓ ,−) ◦ · · · ◦RHomΛ(Ii2 ,−) ◦ RHomΛ(Ii1 ,−).
(2) −
L
⊗Λ Iw = −
L
⊗Λ Iiℓ
L
⊗Λ · · ·
L
⊗Λ Ii2
L
⊗Λ Ii1 .
Proof. (2) Since w = siℓ · · · si2si1 is a reduced expression and [BIRS, Proposition III.1.10.], we
have a strict descending chain of tilting ideals
Iiℓ · · · Ii2Ii1 ⊂ Iiℓ · · · Ii2 ⊂ · · · · · · ⊂ Iiℓ .
Thus by the proof of Theorem 2.8, we have
Iiℓ
L
⊗Λ · · ·
L
⊗Λ Ii2
L
⊗Λ Ii1 = Iiℓ · · · Ii2Ii1 = Iw.
The assertion follows.
(1) There is an adjoint isomorphism
RHomΛ(L
L
⊗Λ M,N) ≃ RHomΛ(L,RHomΛ(M,N))
for any L,N ∈ D(ModΛ) and M ∈ D(Mod(Λop ⊗K Λ)). By (2) and the above isomorphism, we
have the assertion. 
2.4. The change of dimension vectors. In this subsection, we study equivalences between
some full subcategories of D(ModΛ) which are restrictions of auto-equivalences on D(ModΛ)
induced by tilting Λ-modules in I(Λ). We keep the notations in the previous subsection.
We denote by fdΛ the full category of ModΛ whose objects consist of finite dimensional Λ-
modules. The category fdΛ has a duality
D : fdΛ −→ fdΛop
such that D ◦D is isomorphic to the identity functor.
We denote by D the full subcategory of D(ModΛ) whose objects consist of complexes whose
total homology is in fdΛ.
First we observe that tilting modules which lie in I(Λ) induce triangle auto-equivalences on D.
Lemma 2.14. Let T be a tilting Λ-module which lies in I(Λ). Then the restriction of the triangle
equivalence
D(ModΛ)
RHomΛ(T,−) // D(ModΛ)
−
L
⊗ΛT
oo
to D induces a triangle equivalence
D
RHomΛ(T,−) //
D
−
L
⊗ΛT
oo .
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Proof. By the condition (1) in the Definition 2.7, for any finite dimensional Λ-moduleM , HomΛ(T,M)
and Ext1Λ(T,M) is finite dimensional. 
Next we study the above equivalence in the level of dimension vectors. We consider a map
[−] : D −→ ZQ0
defined by
[X•] =
∑
i∈Z
(−1)idimHi(X•).
We define an action of WQ on Z
Q0 by
si(x) := x− (x, ei)ei.
Then the following result holds.
Theorem 2.15. The following diagrams commute.
D
RHomΛ(Ii,−) //
[−]

D
[−]

ZQ0
si //
ZQ0
D
−
L
⊗ΛIi //
[−]

D
[−]

ZQ0
si //
ZQ0
Proof. It is enough to show that for any finite dimensional Λ-moduleM , si[M ] = [RHomΛ(Ii,M)]
holds. Let M be a finite dimensional Λ-module, and put α = (αi) := dimM .
First we have
HomΛ(Ii,M)ej =
{
HomΛ(eiIi,M) (i = j)
HomΛ(ejΛ,M) ≃Mej (i 6= j)
and
Ext1Λ(Ii,M)ej =
{
Ext1Λ(eiIi,M) (i = j)
Ext1Λ(ejΛ,M) = 0 (i 6= j).
Next by applying HomΛ(−,M) to the exact seqneuce
0 −→ eiΛ −→
⊕
j→i
ejΛ −→ eiIi −→ 0
obtained from Proposition 2.3, we have an exact sequence
0 −→ HomΛ(eiIi,M) −→
⊕
j→i
HomΛ(ejΛ,M) −→ HomΛ(eiΛ,M) −→ Ext
1
Λ(eiIi,M) −→ 0.
Thus we have
dimHomΛ(eiIi,M)− dimExt
1
Λ(eiIi,M) =
∑
j→i
dimHomΛ(ejΛ,M)− dimHomΛ(eiΛ,M)
=
∑
ta=i
αsa − αi.
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Consequently we have
[RHomΛ(Ii,M)] = dimHomΛ(Ii,M)− dimExt
1
Λ(Ii,M)
=
∑
j 6=i
αiej + (dimHomΛ(eiIi,M)− dimExt
1
Λ(eiIi,M))ei
=
∑
j 6=i
αjej +
(∑
ta=i
αsa − αi
)
ei
= α−
(
2αi −
∑
ta=i
αsa
)
ei
= α− (α, ei)ei = siα.
On the other hand, by s2i = 1 and [RHomΛ(Ii,M
L
⊗Λ Ii)] = [M ] for any M ∈ D, we have
[M
L
⊗Λ Ii)] = si[M ]. 
2.5. Torsion pairs. In the latter sections, we study semistable modules. To study a behavior of
them in more detail, it is better to restrict the derived equivalence induced by a tilting module
to the modules categories. At that time, the notion of the torsion pair becomes important. We
define full subcategories T (T ) and F(T ) of fdΛ by
T (T ) := {M ∈ fdΛ | Ext1Λ(T,M) = 0}
and
F(T ) := {M ∈ fdΛ | HomΛ(T,M) = 0}.
We also define full subcategories X (T ) and Y(T ) of fdΛ by
X (T ) := {M ∈ fdΛ | M ⊗Λ T = 0}
and
Y(T ) := {M ∈ fdΛ | TorΛ1 (M,T ) = 0}.
The pairs (T (T ),Y(T )) and (F(T ),X (T )) form torsion pairs in fdΛ. By the definition, T (T ) and
X (T ) are closed under images, extensions and finite direct sums, and F(T ) and Y(T ) are closed
under submodules, extensions and finite direct sums.
The following result immediately follows from Lemma 2.14.
Lemma 2.16. Let T be a tilting Λ-module which lies in I(Λ). Then there are categorical
equivalences
T (T )
HomΛ(T,−) // Y(T )
−⊗ΛT
oo
and
F(T )
Ext1Λ(T,−) // X (T )
TorΛ1 (−,T )
oo .
In the case T = Ii, we have explicit descriptions of the above full subcategories.
Lemma 2.17. The following hold.
(1) T (Ii) = {M ∈ fdΛ | Si is not a direct summand of M/(MI)}.
(2) F(Ii) = addSi.
(3) X (Ii) = addSi
(4) Y(Ii) = {M ∈ fdΛ | Si is not a direct summand of Soc(M)}.
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Proof. (1) Let M be a finite dimensional Λ-module. By applying HomΛ(−,M) to the exact
sequence (2.5), we have Ext1Λ(Ii,M) ≃ Ext
2
Λ(Si,M), and by Lemma 2.4, we have Ext
1
Λ(Ii,M) ≃
DHomΛ(M,Si). Thus the assertion follows.
(2) Let M be a finite dimensional Λ-module. If M lies in addSi, we have HomΛ(Ii,M) = 0.
Conversely we assume HomΛ(Ii,M) = 0. Then by applying HomΛ(−,M) to the exact sequence
(2.5), we have M ≃ HomΛ(Si,M) ∈ addSi.
(3) and (4) follow from similar arguments. 
The following immediately follows from Theorem 2.15.
Corollary 2.18. For a finite dimensional Λ-module M , the following hold.
(1) If M ∈ T (Ii), then dimHomΛ(Ii,M) = [RHomΛ(Ii,M)] = si(dimM).
(2) If M ∈ F(Ii), then dimExt
1
Λ(Ii,M) = −[RHomΛ(Ii,M)] = −si(dimM).
(3) If M ∈ X (Ii), then dimTor
Λ
1 (M, Ii) = −[M
L
⊗Λ Ii] = −si(dimM).
(4) If M ∈ Y(Ii), then dimM ⊗Λ Ii = [M
L
⊗Λ Ii] = si(dimM).
2.6. The categories of finite dimensional modules over preprojective algebras of ex-
tended Dynkin quivers. In this subsection, we determine the structure of the category fdΛ
of finite dimensional modules over the preprojective algebra Λ of an extended Dynkin quiver Q
whose double Q is one of quivers appeared in Figure 1.
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Figure 1. The double Q of extended Dynkin quivers and dimension vectors d
These preprojective algebras are important from viewpoint of quotient singularities. Each
quiver Q is called the McKay quiver of G which is a finite subgroup of SL(2,K) of type
An,Dn, E6, E7 or E8. The skew group algebra S ∗ G is Morita equivalent to the preprojec-
tive algebra of Q (see [R-VdB, BSW]). The Λ-modules of dimension vector d are important
since they form the moduli spaces which are isomorphic to the minimal resolution of the Kleinian
singularity A2/G.
The purpose of this subsection is to represent fdΛ as a direct product of its full subcategories.
A Λ-moduleM is called nilpotent if there exists an m ∈ N such thatMIm = 0. We remark that a
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Λ-module M is finite dimensional nilpotent if and only if M has finite length and its composition
factors consist of S0, S1, . . . , Sn. We define the full subcategory nilpΛ of fdΛ which consist of
finite dimensional nilpotent Λ-modules. We denote by S the set of isomorphism classes of finite
dimensional simple Λ-modules which are not isomorphic to S0, S1, . . . , Sn. For any S ∈ S, we
define the full subcategory fdSΛ of fdΛ which consists of finite dimensional Λ-modules whose
composition factors consist only of S.
Proposition 2.19. The following holds.
fdΛ = (
∏
S∈S
fdSΛ)× nilpΛ.
In the rest of this subsection, we give a proof of Proposition 2.19. The assertion of Proposition
2.19 follows from Lemma 2.21 (2).
We use the symmetric bilinear form (−,−) defined in subsection 2.
Lemma 2.20. For α ∈ ZQ0 , a function
(α,−) : ZQ0 −→ Z
is zero if and only if α = md for some m ∈ Z where the d is the vector appeared in Figure 1.
Proof. The assertion is verified by easy calculations. 
Lemma 2.21. Let M be a finite dimensional simple Λ-module which is not nilpotent. Then the
following hold.
(1) The dimension vector of M is md for some m ∈ N.
(2) Let N be a simple Λ-module. If M is not isomorphic to N , then we have Ext1Λ(M,N) =
Ext1Λ(N,M) = 0.
Proof. (1) We write d = (d0, d1, . . . , dn). SinceM is not isomorphic to Si for any i ∈ Q0, we have
dimExt1Λ(M,Si) = −(M,Si)
for any i ∈ Q0 by Lemma 2.5. Thus we have (M,Si) ≤ 0 for any i ∈ Q0. On the other hand, we
have
0 = (d,dimM) =
∑
i∈Q0
di(Si,M).
Since di(M,Si) ≤ 0 for any i ∈ Q0, we have (Si,M) = 0. Consequently a function
(dimM,−) : ZQ0 −→ Z
is zero. By Lemma 2.20, the assertion follows.
(2) The assertion follows from Lemma 2.5 and (1). 
As a consequence of Lemma 2.21, we have the following result.
Corollary 2.22. Let M be an indecomposable finite dimensional Λ-module. If dimM = d, M
is either nilpotent or simple.
3. Moduli space of modules
We recall moduli spaces of modules defined in [Ki]. In this section, Λ = KQ/〈R〉 denotes the
preprojective algebra associated to a finite connected quiver Q with no loops. Denote by Q0 =
{0, . . . , n} the vertex set of Q. We confuse Λ-modules and representations of (Q,R) since there is
a categorical equivalence between the category of Λ-modules and the category of representations
of (Q,R) (cf. [ASS, Chapter 3]). We regard a dimension vector (αi)i∈Q0 as a element
∑
i∈Q0
αiei
in ZQ0 where e0, . . . , en denote the canonical basis of Z
Q0 . Also we denote by (ZQ0)∗ the dual
lattice of ZQ0 with the dual basis e∗0, . . . , e
∗
n. We define the parameter space
Θ := (ZQ0)∗ ⊗Z Q.
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By the canonical pairing, we define θ(M) := 〈θ,dimM〉 =
∑
i∈Q0
θi dimK(Mei) for any θ =
(θi)i∈Q0 ∈ Θ and any finite dimensional KQ-module M . King provided the notion of stability
for modules.
Definition 3.1 ([Ki]). For any θ ∈ Θ, a KQ-module M is called θ-semistable (resp. θ-stable) if
θ(M) = 0 and, for any non-zero proper submodule N of M , θ(N) ≥ 0 (resp. > 0). Moreover for
a given indivisible vector α, θ is called generic if all θ-semistable modules of dimension vector α
are θ-stable.
For any θ ∈ Θ and any dimension vector α, we denote by Mθ,α(Λ) the moduli space of θ-
semistable Λ-modules of dimension vector α. In fact, it is a coarse moduli space parametrizing
S-equivalemce classes of θ-semistable Λ-modules of dimension vector α where two θ-semistable
modules are S-equivalent if they have filtrations by θ-stable modules with the same associated
graded modules. For an indivisible vector α, if θ is generic, then Mθ,α(Λ) becomes a fine moduli
space. In the case, S-equivalence classes are just isomorphism classes.
Recall that the function (−,−) : ZQ0 × ZQ0 → Z denotes the symmetric bilinear form defined
in Section 2.1. We define actions of the Coxeter group WQ associated to Q on Z
Q0 and (ZQ0)∗
as follows. For any simple reflection si, any α ∈ Z
Q0 and any θ ∈ (ZQ0)∗, we put
siα := α− (α, ei)ei,
siθ := θ − θi
n∑
j=1
(ei, ej)e
∗
j .
These determine actions of WQ on Z
Q0 and (ZQ0)∗. Moreover it is extended to Θ linearly. Then
it is easy to see that siθ(α) = θ(siα) for any α ∈ Z
Q0 and θ ∈ Θ.
4. Reflection functor
In this section, Λ denotes the preprojective algebra associated to a finite connected quiver Q
with no loops. Recall that, in Section 1, we defined the full subcategory Sθ(Λ) of ModΛ consisting
of θ-semistable Λ-modules and the full subcategory Sθ,α(Λ) of Sθ(Λ) consisting of θ-semistable
Λ-modules of dimension vector α if Sθ,α(Λ) is not empty. The category Sθ(Λ) is closed under
extensions and direct summands. In this section, we give an equivalence between Sθ(Λ) and
Swθ(Λ) for any Coxeter element w ∈ WQ by using tilting theory over preprojective algebras
studied in Section 2.
4.1. Simple reflection case w = si. First of all we consider the case when w ∈WQ is a simple
reflection si since the general case is obtained by a composition of the simple case. The required
equivalence is given by the tilting module Ii, which gives the derived equivalence
RHomΛ(Ii,−) : D(ModΛ)→ D(ModΛ).
Recall that T (T ) and Y(T ) are full subcategories of fdΛ defined in Section 2.5.
Lemma 4.1. For any θ ∈ Θ the following hold.
(1) If θi > 0, then Sθ(Λ) ⊂ T (Ii).
(2) If θi < 0, then Sθ(Λ) ⊂ Y(Ii).
Proof. (1) Take anyM ∈ Sθ(Λ). By Lemma 2.17 we need to show that Si is not a direct summand
ofM/MI. If Si is a direct summand ofM/MI, there is an exact sequence 0→ X →M → Si → 0,
so θi = θ(Si) = θ(M)− θ(X) ≤ 0. This contradicts the assumption.
(2) Take any M ∈ Sθ(Λ). By Lemma 2.17 we need to show that Si is not a direct summand of
Soc(M). If Si is a direct summand of Soc(M), there is an exact sequence 0→ Si →M → X → 0,
so θi = θ(Si) = θ(M)− θ(X) ≤ 0. This contradicts the assumption. 
Now we state a main result in this paper.
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Theorem 4.2. For any θ ∈ Θ with θi > 0, there is a categorical equivalence
Sθ(Λ)
HomΛ(Ii,−) // Ssiθ(Λ)
−⊗ΛIi
oo .
Under this equivalence S-equivalence classes are preserved and θ-stable modules correspond to
siθ-stable modules. In particular it induces the equivalence between Sθ,α(Λ) and Ssiθ,siα(Λ).
Proof. By Lemma 4.1, we have functors HomΛ(Ii,−) : Sθ(Λ) → Y(Ii) and − ⊗Λ Ii : Ssiθ(Λ) →
T (Ii). Since HomΛ(Ii,−) and −⊗ΛIi give the equivalence between T (Ii) and Y(Ii), it is sufficient
to show that HomΛ(Ii,M) ∈ Ssiθ(Λ) for anyM ∈ Sθ(Λ) andM⊗ΛIi ∈ Sθ(Λ) for anyM ∈ Ssiθ(Λ).
Take any M ∈ Sθ(Λ). We show that M
′ := HomΛ(Ii,M) is siθ-semistable. Since M ∈ T (Ii),
by Corollary 2.18 we have
(siθ)(M
′) = (siθ)(si(dimM)) = θ(M) = 0.
Take any non-zero proper submodule N ′ of M ′. Since Y(Ii) is closed under submodules, N
′ ∈
Y(Ii). By applying −⊗Λ Ii to the exact sequence
0 −→ N ′ −→M ′ −→M ′/N ′ −→ 0,
we have an exact sequence
0 −→ TorΛ1 (M
′/N ′, Ii) −→ N
′ ⊗Λ Ii
f
−−→M.
Since X := Imf is a submodule of M , we have θ(X) ≥ 0. By Lemma 2.6 and the 2-CY property,
we have TorΛ1 (M
′/N ′, Ii) ≃ Tor
Λ
2 (M
′/N ′, Si) ≃ DExt
2
Λ(M
′/N ′, Si) ≃ HomΛ(Si,M
′/N ′) ≃ Smi for
some integer m. Therefore by Corollary 2.18 we have
(siθ)(N
′) = (siθ)(si(dimN
′ ⊗Λ Ii)) = θ(N
′ ⊗Λ Ii)
= θ(TorΛ1 (M
′/N ′, Ii)) + θ(X)
= θ(Smi ) + θ(X)
= mθi + θ(X) ≥ 0.
ThusM ′ is siθ-semistable. Furthermore if M is θ-stable, then θ(X) > 0, so (siθ)(N
′) > 0. Hence
M ′ is siθ-stable.
Conversely we take any M ∈ Ssiθ(Λ). We show that M
′ := M ⊗Λ Ii is θ-semistable. Since
M ∈ Y(Ii), by Corollary 2.18 we have
θ(M ′) = θ(si(dimM)) = (siθ)(M) = 0.
Take any non-zero proper submodule N ′ of M ′. Since T (Ii) is closed under images, M
′/N ′ ∈
T (Ii). Consider an exact sequence
0 −→ N ′ −→M ′ −→M ′/N ′ −→ 0.
By applying HomΛ(Ii,−) to the above exact sequence, we have an exact sequence
M
g
→ HomΛ(Ii,M
′/N ′)→ Ext1Λ(Ii, N
′)→ 0
Since X := Img is a factor module of M , we have siθ(X) ≤ 0. By the 2-CY property, we have
Ext1Λ(Ii, N
′) ≃ Ext2Λ(Si, N
′) ≃ DHomΛ(N
′, Si) ≃ S
m
i for some integer m. So by Corollary 2.18
we have
θ(N ′) = −θ(M ′/N ′) = −θ(si(dimHomΛ(Ii,M
′/N ′))
= −(siθ)(dimHomΛ(Ii,M
′/N ′)
= −(siθ)(Ext
1
Λ(Ii, N
′))− (siθ)(X)
= −(siθ)(S
m
i )− (siθ)(X)
= −mθi − (siθ)(X) ≥ 0.
Hence M ′ is θ-semistable. Furthermore if M is siθ-stable, then (siθ)(X) < 0, so θ(N
′) > 0.
Hence M ′ is θ-stable.
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Now it is trivial that the obtained equivalence preserves S-equivalence classes, and induces the
equivalence between Sθ,α(Λ) and Ssiθ,siα(Λ) by Lemma 4.1 and Corollary 2.18. 
Definition 4.3. The functors HomΛ(Ii,−) and −⊗ΛIi in Theorem 4.2 are called simple reflection
functors, which are denoted by s+i and s
−
i respectively.
As a corollary we have the following results.
Corollary 4.4. For any θ ∈ Θ with θi 6= 0, the simple reflection functors s
+
i and s
−
i induce a
bijection between closed points of Mθ,α(Λ) and Msiθ,siα(Λ)
It is natural to hope that the above bijection is extended to an isomorphism of algebraic
varieties. Indeed it is proved in the next section.
Example 4.5. Let Q be a extended Dynkin quiver of type A˜2. Put d = (1, 1, 1). For the
parameter θ = (θ0, θ1, θ2) with θ(d), θ1 = 0 and θ2 > 0, the following two representations are
contained in Sθ,d(Λ) and which give the same S-equivalent class.
Q =
0
1 2
~~ **
SS

jj
>>
M1 =
K
K K
a
 0 ++
0
SS
1

b
kk
0
??
M2 =
K
K K
0

B ++
0
SS
1

0
kk
A
??
By Lemma 2.17, it follows that M1 ∈ T (I1), but M2 6∈ T (I1). So Sθ,d(Λ) 6⊂ T (I1), hence
HomΛ(I1,−) does not give an equivalence between Sθ,d(Λ) and Ss1θ,d(Λ). This means that the
assumption that θ1 6= 0 in Theorem 4.2 is essential.
Before proceeding to the general case, we state a result.
Proposition 4.6. Let θ ∈ Θ with θi 6= 0 and M ∈ Sθ(Λ).
(1) If θi > 0, M ≃ s
+(M) if and only if Si is not a direct summand of SocM and (M,Si) = 0.
(2) If θi < 0, M ≃ s
−(M) if and only if Si is not a direct summand of M/(MI) and (M,Si) = 0.
Proof. Take any M ∈ Sθ(Λ). We only show (1) because (2) is similar. We assume that M ≃
HomΛ(Ii,M). Since M ∈ T (Ii), HomΛ(Ii,M) ∈ Y(Ii), so M ∈ Y(Ii). Thus Si is not a direct
summand of SocM by Lemma 2.17. Moreover since M ≃ HomΛ(Ii,M) and M ∈ T (Ii), by
Corollary 2.18, we have dimM = dimHomΛ(Ii,M) = si(dimM), which implies (M,Si) = 0.
Conversely we assume that Si is not a direct summand of SocM and (M,Si) = 0. By applying
HomΛ(−,M) to the exact sequence 0→ Ii → Λ→ Si → 0, we have an exact sequence
HomΛ(Si,M) −→ HomΛ(Λ,M) −→ HomΛ(Ii,M) −→ Ext
1
Λ(Si,M).
Thus it is enough to show that HomΛ(Si,M) = 0 and Ext
1
Λ(Si,M) = 0. By the assumption, we
have HomΛ(Si,M) = 0. On the other hand, since M ∈ T (Ii), by Lemma 2.17, Si is not a direct
summand of M/(MI). Hence by Lemma 2.5, we have
dimExt1Λ(Si,M) = dimHomΛ(Si,M) + dimHomΛ(M,Si)− (Si,M) = 0.
Therefore the assertion follows. 
4.2. General case w = siℓ · · · si1. First we introduce the notation si for any i ∈ Q0 as follows:
• If θi > 0, then si := s
+
i = HomΛ(Ii,−) : Sθ(Λ)→ Sθsiθ(Λ),
• If θi < 0, then si := s
−
i = −⊗Λ Ii : Sθ(Λ)→ Sθsiθ(Λ).
Let w be an element of the Coxeter group WQ. If we take a expression w = siℓ · · · si1 , a
composition siℓ · · · si1 of the simple reflection functors gives an equivalence between Sθ(Λ) and
Swθ(Λ) for a general θ ∈ Θ. The next result implies that it does not depend on the choice of the
expression of w up to isomorphisms.
Proposition 4.7. The functors si satisfy the Coxeter relation, namely
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(1) sisi ≃ id,
(2) sjsi ≃ sjsi if there is no arrows between i and j in Q,
(3) sisjsi ≃ sjsisj if there is precisely one arrow between i and j in Q.
where θi 6= 0, θj 6= 0 and θi + θj 6= 0.
Proof. (1) is trivial. (2) There are 4 cases: (i) θi > 0, θj > 0, (ii) θi > 0, θj < 0, (iii) θi < 0, θj > 0
and (iv) θi < 0, θj < 0. For example, if θi > 0 and θj < 0, then for a θ-semistable Λ-module of
M , by Proposition 2.11 and 2.13 we have
s−j s
+
i (M) ≃ Hom(Ii,M)⊗ Ij ≃ Hom(Ii,Hom(Ij ,M ⊗ Ij))⊗ Ij ≃ Hom(IiIj,M ⊗ Ij)⊗ Ij
≃ Hom(IjIi,M ⊗ Ij))⊗ Ij ≃ Hom(Ij ,Hom(Ii,M ⊗ Ij))⊗ Ij = Hom(Ii,M ⊗ Ij)) = s
+
i s
−
j (M).
The others are similar. (3) There are 6 cases and the proof is similar to (2). 
Thus we denote by w the composition siℓ · · · si1 of simple reflection functors for any expression
siℓ · · · si1 of w. We call w the reflection functor. Summary we have the following result.
Theorem 4.8. For any w ∈ W , if θ ∈ Θ is sufficiently general, then there is a categorical
equivalence
Sθ(Λ)
w // Swθ(Λ).
w−1
oo
Under this equivalence S-equivalence classes are preserved and θ-stable modules correspond to
wθ-stable modules. In particular it induces the equivalence between Sθ,α(Λ) and Swθ,wα(Λ).
If we impose some assumption, w has a explicit description by using the tilting module Iw.
Proposition 4.9. For any w ∈WQ, take a reduced expression w = siℓ · · · si1 . Put wj = sij · · · si1
for j = 1, . . . , ℓ and w0 = 1. For any θ ∈ Θ, if (wj−1θ)ij > 0 holds for any j = 1, . . . , ℓ, then we
have Sθ(Λ) ⊂ T (Iw),Swθ(Λ) ⊂ Y(Iw) and
w = siℓ · · · si1 = s
+
iℓ
· · · s+i1 = HomΛ(Iw,−) : Sθ(Λ)→ Swθ(Λ).
Also if (wj−1θ)ij < 0 holds for any j = 1, . . . ℓ, then we have Sθ(Λ) ⊂ Y(Iw),Swθ(Λ) ⊂ T (Iw) and
w = siℓ · · · si1 = s
−
iℓ
· · · s−i1 = −⊗Λ Iw : Sθ(Λ)→ Swθ(Λ).
Proof. Since siℓ · · · si1 is a reduced expression, the assertion follows from Lemma 4.1 and Propo-
sition 2.13. 
5. Functor induces morphism
In this section we prove that an equivalence between categories obtained in the previous section
induces a isomorphism of varieties. In view of applications, we prove it in a more general setting.
Here a variety means a separated reduced scheme of finite type over K. Let Var be the category
of varieties, R be the category of finitely generated reduced commutative K-algebras and Set the
category of sets. By Yoneda’s lemma (cf. [EH, Proposition VI-2]), Var is equivalent to the full
subcategory of the category of functors from R to Set. So a variety X is regarded as a covariant
functor hX : R → Set the so-called functor of points. For simplicity, for any K-algebra A, any
A-module M and any R ∈ R, AR and MR stands for Λ⊗K R and M ⊗K R respectively. For any
R ∈ R, Max(R) denotes the set of maximal ideal of R. King [Ki] provided a notion of families for
a K-algebra Λ = KQ/〈R〉 where (Q,R) is a finite quiver with relations. A family of θ-semistable
Λ-module of dimension vector α is defined as a θ-semistable ΛR-module of dimension vector α
which is finitely generated and locally free over R. Here a ΛR-module M is called θ-semistable
if M ⊗R k(m) is θ-semistable for any m ∈ Max(R), also is called of dimension vector α if the
dimension vector of M ⊗R k(m) is α as a Λ-module for any m ∈ Max(R) where k(m) = Rm/mRm.
Similarly Sθ,α(Λ
R) denotes the category of θ-semistable Λ-modules of dimension vector α which
is finitely generated and locally free over R.
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Lemma 5.1. Let R ∈ R. We assume that a finitely generated R-moduleM satisfies the following
condition. For any m ∈ Max(R), there exists a non-negative integer d such that
dimk(m)M ⊗R k(m) = d.
Then M is locally free over R. Consequently a ΛR-module of dimension vector α is locally free
over R. In particular, such module is flat over R.
Proof. The function
ψ(p) = dimk(p)M ⊗R k(p)
is upper-semi-continuous by [Har, Exercise 5.8], that is, for any n ∈ Z the set U≥n = {p ∈
SpecR | ψ(p) ≥ n} is closed. Also trivially the set U≤n = {p ∈ SpecR | ψ(p) ≤ n} is open.
Max(R) denotes the set of maximal ideals of R. Then by the assumption we have
Max(R) ⊂ U≥d and Max(R) ⊂ U≤d.
Since R is finitely generated over K, by [Ma, Theorem 5.5] it follows that (0) =
⋂
m∈Max(R)m.
So we have U≥d = SpecR = U≤d, hence Ud := U≥d ∩ U≤d = SpecR. Therefore by [Har, Exercise
5.8] M is locally free. Moreover, for a Noetherian commutative ring R and a finitely generated
R-module M , being locally free is the same as being flat. 
We denotes by Fθ,α,Λ the moduli functor with respect to θ-semistable Λ-modules of dimension
vector α, namely Fθ,α,Λ is a covariant functor from R to Set defined by
Fθ,α,Λ(R) =
{
S-equivalence classes of θ-semistable ΛR-modules of dimension
vector α which are finitely generated (and locally free) over R
}
for any R ∈ R. By the definition of coarse moduli spaces, for any θ ∈ Θ, there is a morphism
Φθ,α,Λ : Fθ,α,Λ −→ hMθ,α(Λ)
such that Φθ,α,Λ(K) is bijective and, for any variety X and any morphism Ψ : Fθ,α,Λ → hX , there
is a unique morphism Ω : hMθ,α(Λ) such that Ψ = Ω ◦ Φθ,α,Λ. In particular if Mθ,α(Λ) is a fine
moduli space, then by the definition Φθ,α,Λ is an isomorphism.
Let (Q,R), (Q′, R′) be finite quivers with relations. Put Λ = KQ/〈R〉 and Γ = KQ′/R′.
Suppose that there is a functor F : Sθ,α(Λ)→ Sη,β(Γ) which preserves S-equivalence classes where
α and β are dimension vectors. Moreover we assume that the functor F (R) : Sθ,α(Λ)→ ModΓ
R
is given for each R ∈ R such that F (K) = F . Then F defines a map f(K) : hMθ,α(Λ)(K) →
hMη,β(Γ)(K). We prove that this map is extended to a morphism of varieties.
Proposition 5.2. If (−⊗R S) ◦ F (R) ≃ F (S) ◦ (−⊗R S) holds for each morphism R→ S in R,
namely there is a commutative diagram
Sθ,α(Λ
R)
F (R) //
−⊗RS

ModΓR
−⊗RS

Sθ,α(Λ
S)
F (S) // ModΓS,
then F is extended to a morphism f : hMθ,α(Λ) → hMη,β(Γ) of functors, therefore a morphism
f :Mθ,α(Λ)→Mη,β(Γ) of varieties.
Proof. Let R ∈ R. Take any M ∈ Sθ,α(Λ
R). For any m ∈ Max(R), we have a natural surjection
R→ k(m). So by the assumption we have an isomorphism
F (R)(M)⊗R k(m) ≃ F (k(m))(M ⊗R k(m)).
Since M ⊗R k(m) ∈ Sθ,α(Λ) and k(m) ≃ K as a K-algebra, it follows that F (k(m))(M ⊗R
k(m)) = F (M ⊗R k(m)) ∈ Sη,β(Γ). Since F preserves S-equivalence classes, it defines a map
f ′(R) : Fθ,α,Λ(R) → Fη,β,Γ(R). By the assumption, trivially f
′(R) is functorial in R, hence we
have a morphism f ′ : Fθ,α,Λ → Fη,β,Γ of functors. Thus by the definition of coarse moduli spaces,
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for a composition Φη,β,Γ ◦ f
′, there exists a morphism f : hMθ,α(Λ) → hMη,β(Γ) which makes the
following diagram commutative:
Fθ,α,Λ
Φθ,α,Λ//
f ′

hMθ,α(Λ)
f

Fη,β,Γ
Φη,β,Γ// hMη,β(Γ).
By Yoneda’s lemma, there exists the corresponding morphism f : Mθ,α(Λ) → Mη,β(Γ) of vari-
eties. 
In particular, we consider the case when F is given as either a hom functor or a tensor functor.
We use the following useful basic facts without a proof.
Lemma 5.3. Let Λ be aK-algebra, R a commutative K-algebra and S a commutative R-algebra.
(1) Let P,M be ΛR-modules and N an R-module. Then there exists a morphism
HomΛR(P
R,M)⊗R N
∼
−→ HomΛ(P,M ⊗R N)
given by ϕ⊗ n 7−→ (x 7−→ ϕ(x⊗ 1)⊗ n), which are functorial in P,M and N . Moreover
if P is finitely generated projective, then it is an isomorphism.
(2) For any Λop-module L, ΛR-module M and R-module N , there exists an isomorphism
which is functorial in L,M and N
M ⊗ΛR (L⊗K N) ≃ N ⊗R M ⊗Λ L.
(3) Let P be a finitely generated projective ΛR-module. Then for any ΛR-module M which
is flat over R, HomΛR(P,M) is also flat over R.
Proposition 5.4. Suppose F = − ⊗Λ L for a Λ
op-module L. Let F (R) = − ⊗ΛR L
R for each
R ∈ R. Then (−⊗R S) ◦ F (R) ≃ F (S) ◦ (−⊗R S) holds for each morphism R→ S in R.
Proof. For any M ∈ Sθ,α(Λ
R), by Lemma 5.3 (2) we have
(M ⊗ΛR L
R)⊗R S = (M ⊗ΛR (L⊗K R))⊗R S ≃ (M ⊗Λ L)⊗R S ≃ S ⊗S (S ⊗R M)⊗Λ L
≃ (S ⊗R M)⊗ΛS (L⊗K S) ≃ (M ⊗R S)⊗ΛS L
S .

In the hom functor case, we need some assumption. However it is satisfied in the setting
in the previous section and probably in the higher dimensional case, for example, when Λ is a
d-Calabi-Yau algebra and L is a partial tilting module and so on.
Proposition 5.5. Suppose F = HomΛ(L,−) for a Λ-module L of projective dimension d such
that L has a resolution by finitely generated projective modules and ExtiΛ(L,M) = 0 for any
M ∈ Sθ,α(Λ) and i ≥ 1. Let F (R) = HomΛR(L
R,−) for each R ∈ R. Then (− ⊗R S) ◦ F (R) ≃
F (S) ◦ (−⊗R S) holds for each ring homomorphism R→ S in R.
Proof. Let M ∈ Sθ,α(Λ
R). First we show that ExtiΛR(L
R,M) = 0 for any i ≥ 1. It is sufficient to
show that ExtiΛR(L
R,M) ⊗R k(m) = 0 for any m ∈ max(R). By the assumption of L, there is a
projective resolution
0 −→ Pd
fd−→ Pd−1
fd−1
−→ Pd−2
fd−2
−→ · · ·
f2
−→ P1
f1
−→ P0
f0
−→ L→ 0(5.1)
of L where Pi is finitely generated over Λ for any i = 1, . . . , d. For any i = 0, . . . , d, by putting
Ci = Imfi we have short exact sequences
0 −→ Ci+1 −→ Pi −→ Ci −→ 0.(5.2)
Note that C0 = L and Cd = Pd. By applying HomΛR(−⊗K R,M) = (HomΛR(−,M)) ◦ (−⊗K R)
to (5.2), we obtain
Extj
ΛR
(CRi+1,M) ≃ Ext
j+1
ΛR
(CRi ,M),
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for any j ≥ 1, so we have Ext1ΛR(C
R
i ,M) ≃ Ext
i+1
ΛR
(LR,M) for any i = 0, . . . , d − 1. Hence it is
enough to show that Ext1ΛR(C
R
i ,M) ⊗R k(m) = 0 for any i = 0, . . . , d− 1 and any m ∈ Max(R).
For any m ∈Max(R), by applying (−⊗Rk(m))◦(HomΛR(−⊗KR,M)) and HomΛ(−,M⊗Rk(m))
to the exact sequence (5.2), by Lemma 5.3 (1) we have a commutative diagram
HomΛR(P
R
i ,M)⊗R k(m)
ai+1 //
gi

HomΛR(C
R
i+1,M)⊗R k(m)
//
hi+1

Ext1ΛR(C
R
i ,M)⊗R k(m)
// 0
HomΛ(Pi,M ⊗R k(m))
a′i+1 // HomΛ(Ci+1,M ⊗R k(m)) // Ext1Λ(Ci,M ⊗R k(m))
// 0
with exact rows where gi is isomorphic, and
Extj+1Λ (Ci,M ⊗R k(m)) ≃ Ext
j
Λ(Ci+1,M ⊗R k(m))
for any j ≥ 1. So, since C0 = L and M ⊗R k(m) ∈ Sθ,α(Λ), by the assumption we have
Ext1Λ(Ci,M ⊗R k(m)) ≃ Ext
i+1
Λ (L,M ⊗R k(m)) = 0 for any i = 0, . . . , d− 1.
Now we use an induction on i to prove Ext1ΛR(C
R
i ,M) ⊗R k(m) = 0. We assume that
Ext1ΛR(C
R
j ,M) ⊗R k(m) = 0 holds for any j = i + 1, . . . , d − 1 and hi+1 is isomorphic. Then
Ext1Λ(Ci,M ⊗R k(m)) = 0 implies Ext
1
ΛR(C
R
i ,M) ⊗R k(m) = 0. Furthermore, by the induction
hypothesis, by applying HomΛR(− ⊗K R,M) to (5.1) we have an exact sequence
0→ HomΛR(C
R
j ,M)→ HomΛR(P
R
j ,M)→ HomΛR(P
R
j+1,M)→ 0
for any j = i, . . . , d − 1. By applying − ⊗R k(m) to it, since HomΛR(Pj ,M) are flat over R
by Lemma 5.3 (3), we have TorRℓ (HomΛR(C
R
j ,M), k(m)) ≃ Tor
R
ℓ+1(HomΛR(C
R
j+1,M), k(m)) for
any j = i . . . , d − 1 and ℓ ≥ 1. So, since Cd = Pd, we have Tor
R
1 (HomΛR(C
R
i+1,M), k(m)) ≃
TorRd−i(HomΛR(P
R
d ,M), k(m)) = 0. Thus by Lemma 5.3 (1) we have a commutative diagram
0 // HomΛR(C
R
i ,M)⊗R k(m)
bi //
hi

HomΛR(P
R
i ,M)⊗R k(m)
ai+1 //
gi

HomΛR(C
R
i+1,M)⊗R k(m)
hi+1

0 // HomΛ(Ci,M ⊗R k(m))
b′i // HomΛ(Pi,M ⊗R k(m))
a′i+1 // HomΛ(Ci+1,M ⊗R k(m))
where each row is exact. Since gi, hi+1 are isomorphic, hi is also isomorphic.
In the case i = d−1, since Cd = Pd, we have Ext
1
ΛR(C
R
d ,M)⊗Rk(m) = 0, and hd is isomorphic.
Consequently it follows that ExtiΛR(L
R,M) = 0 for any i ≥ 1.
Now we prove that (−⊗R S) ◦F (R) ≃ F (S) ◦ (−⊗R S) holds for each morphism R→ S in R.
Since ExtiΛR(L
R,M) = 0 for any i ≥ 1, by applying HomΛR(− ⊗K R,M) to the exact sequence
(5.1), we have an exact sequene
0→ HomΛR(L
R,M)→ HomΛR(P
R
0 ,M)→ · · · → HomΛR(P
R
d ,M)→ 0
Further by applying − ⊗R S to this sequence, since HomΛR(P
R
i ,M) is flat over R for any i =
0, · · · , d by Lemma 5.3, we have an exact sequence
0→ HomΛR(L
R,M)⊗R S → HomΛR(P
R
0 ,M)⊗R S → HomΛR(P
R
1 ,M)⊗R S.
So by applying HomΛS (−⊗K S,M ⊗R S) to the exact sequence (5.1), we have a diagram
0 // HomΛR(L
R,M)⊗R S // HomΛR(P
R
0 ,M)⊗R S
//

HomΛR(P
R
1 ,M)⊗R S

0 // HomΛS (L
S ,M ⊗R S) // HomΛS(P
S
0 ,M ⊗R S)
// HomΛS (P
S
1 ,M ⊗R S)
where each row is exact and, by Lemma 5.3 the vertical maps are isomorphism which make the
diagram commutative. Therefore we have the required isomorphism F (R)(M)⊗RS ≃ F (S)(M⊗R
S). 
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Combining these results, we have the following result.
Theorem 5.6. Let L be a (Γ,Λ)-bimodule satisfying the condition in Proposition 5.5 as a right
Λ-module. If HomΛ(L,−) and −⊗Λ L give a categorical equivalence
Sθ,α(Λ)
HomΛ(L,−) // Sη,β(Γ),
−⊗ΓL
oo
then there is an isomorphism Mθ,α(Λ)→Mη,β(Γ) of varieties.
Proof. By Proposition 5.2, 5.4 and 5.5, the functors HomΛ(L,−) and −⊗Λ L induce morphisms
f :Mθ,α(Λ)→Mη,β(Γ) and G :Mη,β(Γ)→Mθ,α(Λ) such that fΦθ,α,Λ = Φη,β,Γf
′ and gΦη,β,Γ =
Φθ,α,Λg
′:
Fθ,α,Λ
Φθ,α,Λ//
f ′

hMθ,α(Λ)
f

Fη,β,Γ
Φη,β,Γ// hMη,β(Γ).
Fθ,α,Λ
Φθ,α,Λ//
OO
g′
hMθ,α(Λ)OO
g
Fη,β,Γ
Φη,β,Γ// hMη,β(Γ)
where f ′(R), g′(R) are maps given by HomΛR(L,−) and −⊗ΓR L. Since all Φθ,α,Λ(K), Φη,β,Γ(K),
f ′(K), g′(K) are bijective, we have g(K)f(K) = idhMθ,α(Λ)(K)
and f(K)g(K) = idhMη,β (Γ)(K)
.
This implies that f and g give an isomorphism of varieties. 
Now we return to the setting in the previous section.
Corollary 5.7. For any preprojective algebra Λ = KQ/〈R〉, any element w of the Coxeter group
WQ and any sufficiently generic parameter θ ∈ Θ, the equivalence w induces the isomorphism of
algebraic varieties:
Mθ,α(Λ)
∼
−→Mwθ,wα(Λ).
Proof. The functor w is given by a composition of simple reflection functors si. Thus it follows
from Theorem 4.2 and 5.6. 
6. Kleinian singularity case
In this section, we especially investigate the Kleinian singularity. We assume K is an alge-
braically closed field of characteristic 0. Let G be a finite subgroup of SL(2,K) of type Γ, that
is, Γ = Am(m ≥ 1),Dm(m ≥ 4), E6, E7 or E8. We denote by Γ˜ the type of the extended Dynkin
diagram of Γ. We denote by Λ the preprojective algebra associated to the extended Dynkin quiver
of type Γ˜. Note that the double Q of Q is the so-called McKay quiver of G (see Figure 1). The
vertex set of Q is denoted by Q0 = {0, 1, . . . , n} where 0 corresponds to the trivial representation
of G.
6.1. Moduli space and Parameter space. First we recall the relation between moduli spaces
of Λ-module and the Kleinian singularity A2/G, and the chamber structure of the parameter
space Θ and the Weyl group W .
Let d be the dimension vector whose entries are the fimensions of irreducible representations of
G (see Figure 1). Since we are especially interested in moduli spaces of Λ-modules of dimension
vector d, we define a subset Θd of Θ as follows:
Θd = {θ ∈ Θ | θ(d) = 0}.
Then θ ∈ Θd is called generic if any θ-semistable module is θ-stable. It is known that, for any
θ ∈ Θd, the moduli space Mθ,d(Λ) gives a partial resolution of the Kleinian singularity A
2/G.
Moreover if θ is generic, the next result is well-known.
Theorem 6.1 ([Kr],[CS],[BKR]). If θ ∈ Θd is generic, thenMθ,d(Λ) is isomorphic to the minimal
resolution of the Kleinian singularity A2/G via a natural projective morphism
Mθ,d(Λ)→M0,d(Λ) ∼= A
2/G.
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Historically, for the first time Kronheimer proved the above theorem when K = C by con-
structing it as a hyper-Ka¨hler quotient, and next Cassens-Slodowy interpreted it in terms of GIT
quotients. On the other hand Bridgeland-King-Reid proved it in a more general setting and their
method is valid for any algebraically closed field of characteristic 0.
Next we recall the chamber structure of Θd given in [Kr, CS]. We prepare some notations
about root systems (cf. [Hu]). We write X˜∗ = Z
Q0 which is regarded as the affine root lattice of
type Γ˜ with a symmetric bilinear form (−,−) defined in Section 2.1. In this case we have
(ei, ej) =

2 i = j
−1 i and j are adjacent vertices in Q
0 i and j are adjacent vertices in Q
.
Since d ∈ X˜∗ is a minimal imaginary root of X˜∗, namely (α,d) = 0 holds for any α ∈ X˜∗ and
any d′ 6= 0 with such property is written as d′ = md for some m ∈ Z, the quotient lattice
X∗ := X˜∗/Zd
becomes the finite root lattice of type Γ with the induced bilinear form, again we denote it
by (−,−). We denote the image of α ∈ X˜∗ by α. Then e1, . . . , en form a basis of X∗ since
e0 = −d1e1 − · · · − dnen holds. The dual of X∗ is given as the sublattice
X∗ := {θ ∈ X˜∗ | θ(d) = 0}
of X˜∗. For any θ ∈ X∗, since θ(d) = 0, we can define θ(α) := θ(α) for any α ∈ X∗. For the finite
root lattice X∗, let Φ be the finite root system, ∆ = {e1, . . . , en} ⊂ Φ a simple root system of Φ
and Π (resp. −Π) the positive (resp. negative) root system corresponding to ∆ i.e. Π = Φ∩Z≥0∆.
Let W be the finite Weyl group associated to the finite root system Φ, which is a finite group
generated by simple reflections s1, . . . , sn where si is defined by si(α) = α − (α, ei)ei for α ∈ Φ.
Note that W is regarded as a subgroup of the Coxeter group WQ. For any element w ∈ W ,
w∆ := {we1, . . . , wen} is also a simple root system of Φ.
Now we describe a chamber structure of Θ. Let Θgen be a subset of Θ consisting of generic
parameters. Each connected component in Θgen is called a GIT chamber. θ and θ′ are contained
in the same GIT chamber if and only if Sθ(Λ) = Sθ′(Λ) holds. On the other hand, for any element
w ∈W the subset
C(w) = {θ ∈ Θ | θ(α) > 0 for any α ∈ w∆},
of Θ is called a Weyl chamber.
Proposition 6.2 ([Kr, CS]). For any θ ∈ Θ, θ is generic if and only if θ(α) 6= 0 for any real root
α ∈ X˜∗ strictly between 0 and d, equivalently if and only if θ(α) 6= 0 for any α ∈ Φ.
Thus GIT chambers coincide with Weyl chambers:
Θgen =
∐
w∈W
C(w).
We call them just chambers. It is known that W acts on the set of chambers simply transitive
([Hu]).
In the rest of this section, we only consider the generic parameter. Then the category Sθ,d(Λ)
and the moduli space Mθ,d(Λ) are classified by the element of W , thus we give the following
definition.
Definition 6.3. For any θ ∈ C(w), we write Sw = Sθ,d(Λ) and Mw =Mθ,d(Λ).
The next fact is used in the following.
Lemma 6.4. Let w ∈W and i ∈ {1, . . . , n}. Then the following are equivalent;
(1) ℓ(siw) > ℓ(w),
(2) ei ∈ wΠ, equivalently −ei ∈ siwΠ,
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(3) θi > 0 for any θ ∈ C(w),
(4) θi < 0 for any θ ∈ C(siw),
Proof. (1) ⇔ (2) follows from [Hu, 1.6]. By the definition of chambers the rest is clear. 
6.2. Description of the Reflection functor. Next we revisit the reflection functor in Kleinian
singularity case. First we consider the simple reflection case.
Proposition 6.5. For any w ∈W , if ℓ(w) < ℓ(siw), then we have Sw ⊂ T (Ii) and Ssiw ⊂ Y(Ii),
and there is a categorical equivalence
Sw
s
+
i =HomΛ(Ii,−) // Ssiw.
s
−
i =−⊗ΛIi
oo
Proof. If we take a θ ∈ C(w), then by Lemma 6.4 we have θi > 0. So the assertion follows from
Theorem 4.2. 
By virtue of Proposition 4.7, for any w ∈W , the corresponding reflection functor w = siℓ · · · si1
does not depend on an expression siℓ · · · si1 of w up to isomorphisms, so we especially choose a
route through C(1). First we observe the relation between S1 and Sw for any w ∈W .
Proposition 6.6. For any w ∈W , we have S1 ⊂ T (Iw) and Sw ⊂ Y(Iw) and there is a categorical
equivalence
S1
w≃HomΛ(Iw,−) // Sw.
w−1≃−⊗ΛIw
oo
Proof. Let θ ∈ C(1). Take any reduced expression siℓ · · · si1 of w. If we write wj = sij · · · si1 for
any j = 1, . . . , ℓ and w0 = 1, then ℓ(sj+1wj) > ℓ(wj) holds for any j = 0, . . . , ℓ− 1. So by Lemma
6.4, we have (wjθ)ij+1 > 0 for any j = 0, . . . , ℓ− 1. Hence the assertion follows from Proposition
4.9. 
Theorem 6.7. For any w1, w2 ∈W , there is a categorical equivalence
Sw1
w2w
−1
1 ≃HomΛ(Iw2 ,−⊗ΛIw1 ) // Sw2 ,
w1w
−1
2 ≃HomΛ(Iw1 ,−⊗ΛIw2 )
oo
Proof. By Proposition 6.6, we have categorical equivalenecs
Sw1
−⊗ΛIw1 // S1
HomΛ(Iw1 ,−)
oo
HomΛ(Iw2 ,−)// Sw2 .
−⊗ΛIw2
oo
Therefore the assertion follows. 
Corollary 6.8. For any w1, w2 ∈W , Mw1 is isomorphic to Mw2 as a variety, which is given by
w2w
−1
1 and w1w
−1
2 .
Proof. It follows from corollary 5.7. 
Remark 6.9. We only considered the case when θ ∈ Θd is generic. However we can prove similar
results for any θ ∈ Θ and any dimension vector α if we impose some assumptions on θ to use
Theorem 4.2.
6.3. Properties of Swi = RHomΛ(Iw, Si). In the rest of this section, we study properties of
modulesM contained in Sw by using the obtained results. We consider the following two problems.
(1) Is there an equivalent condition that being M ∈ Sw?
(2) Is there a characterization of the exceptional curves on Mw?
The complexes defined below will play an important role to solve the above problems. Recall
that Si denotes the simple Λ-module corresponding to a vertex i ∈ Q0 and ei = dimSi. For any
w ∈W and i ∈ Q0, S
w
i denotes a complex RHomΛ(Iw, Si).
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Lemma 6.10. Precisely either Si ∈ T (Iw) or Si ∈ F(Iw) holds. Moreover
(1) Si ∈ T (Iw) if and only if wei ∈ Π. In this case dimHomΛ(Iw, Si) = wei.
(2) Si ∈ F(Iw) if and only if wei ∈ −Π. In this case dimExt
1
Λ(Iw, Si) = −wei.
Proof. By Lemma 2.9, precisely either Iw ⊗Λ Si = 0 or Tor
Λ
1 (Iw, Si) = 0 holds. However, by
Lemma 2.6, we have HomΛ(Iw, Si) ≃ D(Iw⊗ΛSi) and Ext
1
Λ(Iw, Si) ≃ D(Tor
Λ
1 (Iw, Si), so the first
assertion follows. Thus the rest follows from the equality
wei = [S
w
i ] = dim(HomΛ(Iw, Si))− dim(Ext
1
Λ(Iw, Si))
which is given by Theorem 2.15 
By Lemma 6.10 we have
Swi =
{
HomΛ(Iw, Si) if wei ∈ Π,
Ext1Λ(Iw, Si)[−1] if wei ∈ −Π
and [Swi ] = wei. So in the case wei ∈ −Π, S
w
i [1] stands for Ext
1
Λ(Iw, Si). For any w ∈ W , the
dimension vectors [Sw1 ], . . . , [S
w
n ] induce the simple root system w∆ = {we1, . . . , wen}. Also we
note that any Swi is a 2-spherical object in the derived category of Mod(Λ) and the collection
{Sw1 , . . . , S
w
n } is a Γ-configuration (cf. [BT]), though we do not use these properties here.
6.4. Homological interpretation of the stability condition. We give an equivalent condi-
tion that being M ∈ Sw for any w ∈ W . Fix a vertex v ∈ Q0. Then Λ-module M is said to
be v-generated if the dimension of Mev is 1 and M is generated by an element of Mev. For
a nilpotent Λ-module M , M is v-generated if and only if M/MI ≃ Sv. For any M ∈ Sw, the
dimension of Me0 is d0 = 1. For the identity element 1 ∈W , the following holds.
Lemma 6.11. For any Λ-module M of dimension vector d, the following are equivalent.
(1) M ∈ S1.
(2) M is 0-generated.
(3) HomΛ(M,Si) = 0 holds for all i = 1, . . . , n.
Proof. (1)⇔ (2) is well known result (see [C, Exercise 4.12]). We show (2)⇔ (3). By Proposition
2.19, M is either simple or nilpotent. IfM is simple, then M satisfies both of (2) and (3). IfM is
nilpotent, then the assertion follows from an isomorphism HomΛ(M,Si) ∼= HomΛ(M/MI, Si). 
Next we consider the general case. The next is the main result in this subsection.
Theorem 6.12. For any w ∈ W and any Λ-module M of dimension vector d, the following are
equivalent.
(1) M ∈ Sw.
(2) For all i = 1, . . . , n, the following hold.{
HomΛ(M,S
w
i ) = 0 if wei ∈ Π,
HomΛ(S
w
i [1],M) = 0 if wei ∈ −Π.
To prove Theorem 6.12, we need the next technical lemma.
Lemma 6.13. For a w ∈ W , we take a a reduced expression w = siℓ · · · si1 . Then there exists
i ∈ {1, . . . , n} such that wei ∈ −Π and HomΛ(S
w
i [1], Siℓ) 6= 0. In particular S
w
i [1]/S
w
i [1]I contains
Siℓ as a direct summand.
Proof. By Lemma 2.17, Siℓ ∈ Y(Iiℓ) holds, so we have Siℓ ⊗Λ Iiℓ = 0. Hence we have Siℓ ⊗Λ Iw =
Siℓ ⊗Λ Iiℓ ⊗Λ Isiℓw = 0. Thus we have Siℓ ∈ X (Iw) and Tor
Λ
1 (Siℓ , Iw) ∈ F(Iw). By Corollary 2.18,
we have dimTorΛ1 (Siℓ , Iw) = −[Siℓ
L
⊗Λ Iw] = −weiℓ , hence S0 does not appear in composition
factors of TorΛ1 (Siℓ , Iw). Since Tor
Λ
1 (Siℓ , Iw) is nilpotent, there exists i ∈ {1, . . . , n} such that
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HomΛ(Si,Tor
Λ
1 (Siℓ , Iw)) 6= 0. This implies Si is a submodule of Tor
Λ
1 (Siℓ , Iw). Since F(Iw) is
closed under submodules, Si ∈ F(Iw). By Lemma 6.10, wei ∈ −Π. Moreover we have
HomΛ(S
w
i [1], Siℓ) ≃ HomD(RHomΛ(Iw, Si[1]), Siℓ) ≃ HomD(Si[1],Tor
Λ
1 (Iw, Siℓ)[1])
≃ HomΛ(Si,Tor
Λ
1 (Iw, Siℓ)) 6= 0.

Proof of Theorem 6.12. Take any Λ-module M of dimension vector d. If M is simple, then the
assertion is trivial. So we suppose that M is nilpotent. Put ℓ = ℓ(w). We prove the assertion by
induction on ℓ(w). In the case ℓ(w) = 0, since w = 1, the assertion follows from Lemma 6.11. We
assume that ℓ > 0 and the assertion holds for any w′ with ℓ(w′) < ℓ. Take a reduced expression
w = siℓ · · · si1 . We put w
′ = siℓw = siℓ−1 · · · si1 . We remark that ℓ(w) > ℓ(siw) holds.
Now we show (1) ⇒ (2). Assume that M ∈ Sw. Then by Proposition 6.5, we have M ∈ Y(Iiℓ)
and N :=M ⊗Λ Iiℓ ∈ Sw′ . So by the induction hypothesis, for all i = 1, . . . , n, N satisfies{
HomΛ(N,S
w′
i ) = 0 if w
′ei ∈ Π,
HomΛ(S
w′
i [1], N) = 0 if w
′ei ∈ −Π.
(i) The case w′ei ∈ Π and ei 6= eiℓ . In this case wei = siw
′ei ∈ Π holds, so by Lemma 6.10,
Si ∈ T (Iw′). Thus by Proposition 2.13, we have HomΛ(M,S
w
i ) ≃ HomD(M,RHomΛ(Iiℓ , S
w′
i )) ≃
HomD(M
L
⊗Λ Iiℓ , S
w′
i ) ≃ HomΛ(N,S
w′
i ) = 0.
(ii) The case w′ei ∈ −Π. In this case wei ∈ siℓw
′ei ∈ −Π holds, so by Lemma 6.10 we have
Si ∈ F(Iw). Thus by Proposition 2.13, we have HomΛ(S
w
i ,M) ≃ HomD(RHomΛ(Iiℓ , S
w′
i ),M) ≃
HomD(S
w′
i ,M
L
⊗Λ Iiℓ) ≃ HomΛ(S
w′
i [1], N) = 0.
(iii) In the case w′ei = eiℓ . In this case wei = siℓw
′ei = −eiℓ , so by Lemma 6.10 we have
Swi [1] ≃ Siℓ . By Lemma 2.17, M ∈ Y(Ii) implies that HomΛ(Si,M) = 0. Thus we have
HomΛ(S
w
i [1],M) = 0.
Since (i),(ii) and (iii) cover all cases, M satisfies the condition (2).
Next we show (2) ⇒ (1). Assume that M satisfies the condition (2). By Lemma 6.13, there
exists i ∈ {1, . . . , n} such that Swi [1]/S
w
i [1]I contains Siℓ as a direct summand. The assumption
HomΛ(S
w
i [1],M) = 0 implies HomΛ(Siℓ ,M) = 0, hence Si is not a direct summand of Soc(M).
Thus by Lemma 2.17 we have M ∈ Y(Iiℓ). By repeating a similar argument in the above, we see
that N :=M ⊗Λ Iiℓ satisfies the condition (2). So by the induction hypothesis, we have N ∈ Sw′ .
Therefore by Proposition 6.5, M =∈ Sw. 
6.5. Analogues of the McKay correspondence. We give a characterization of the exceptional
curves on Mw for any w ∈W .
Crawley-Boevey [CB] observed that M1 is identified with G-Hilbert scheme via the Morita
equivalence between Λ and the skew group ring. Ito and Nakamura [IN] explained the McKay
correspondence, which is a one-to-one correspondence between the set of exceptional curves on
the minimal resolution of A2/G and the set of non-trivial irreducible representation of G, by using
the G-Hilbert scheme. Crawley-Boevey [CB] reformulated it in terms of Λ-modules as follows.
Theorem 6.14 ([CB, Theorem 2]). Let N ∈ S1. Then the socle of N has at most two simple
summands, and if two, they are not isomorphic. If i ∈ {1, . . . , n}, then
Ei := {N ∈ S1 | Si is a submodule of N}/ ≃
is a closed subset of M1 isomorphic to P
1
K . Moreover Ei meets Ej if and only if i and j are
adjacent in Q, and in this case they meet at only one point.
We generalize Theorem 6.14 for any w ∈ W . For all i ∈ {1, . . . , n}, we define a subset Ewi of
Mw by
Ewi := {HomΛ(Iw,M) |M ∈ Ei}/ ≃ .
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Proposition 6.15. If i ∈ {1, . . . , n}, then Ewi is a closed subset of Mw isomorphic to P
1
K .
Moreover Ewi meets E
w
j if and only if i and j are adjacent in Q, and in this case they meet at
only one point.
Proof. It follows immediate from Theorem 5.6 and 6.14. 
Now we state a main result in this subsection. Although each exceptional curve Ei is charac-
terized by a simple module Si, each exceptional curve E
w
i is characterized by S
w
i .
Theorem 6.16. We take any w ∈W and i ∈ {1, . . . , n}. For any M ∈ Sw, the following hold.
(1) If wei ∈ Π, then M ∈ E
w
i if and only if S
w
i is a submodule of M .
(2) If wei ∈ −Π, then M ∈ E
w
i if and only if S
w
i [1] is a factor module of M .
In the rest we prove Theorem 6.16.
Lemma 6.17. For any N ∈ Ei, there exist non-split exact sequences
0 −→ Si −→ L
+
i −→ N −→ 0,(6.1)
0 −→ Si −→ N −→ L
−
i −→ 0(6.2)
such that L+i and L
−
i are 0-genrated nilpotent Λ-module of dimension vector d + ei and d− ei
respectively.
Proof. By Theorem 6.14 we have dimHomΛ(Si, N) = 1. So by Lemma 2.5 we have dimExt
1
Λ(N,Si) =
1. We denote by L+i the module corresponding to a non-zero element in Ext
1
Λ(N,Si). Also we
denote by L−i the cokernel of a inclusion Si → N . Then it is trivial that the exact sequences (6.1)
and (6.2) exist and dimL+i = d + ei and dimL
−
i = d − ei. Moreover since these are real roots,
[CB, Lemma 2] claims L+i and L
−
i are 0-generated and nilpotent. 
Lemma 6.18. For any 0-generated Λ-module M , it is contained in T (Iw) for any w ∈ W . In
particular, L+i , L
−
i ∈ T (Iw) for any w ∈W and i ∈ {1, . . . , n}.
Proof. For any a 0-generated Λ-module M , Ext1Λ(Iw,M) ≃ Ext
2
Λ(Λ/Iw,M) ≃ DHomΛ(M,Λ/Iw)
holds. Since S0 doesn’t appear in composition factors of Λ/Iw, HomΛ(M,Λ/Iw) = 0. Thus the
assertion follows. 
For any i = 1, . . . , n, we put (L+i )
w := HomΛ(Iw, L
+
i ) and (L
−
i )
w := HomΛ(Iw, L
−
i ).
Lemma 6.19. For any M ∈ Ewi , there exist non-split exact sequences:
(1) If wei ∈ Π,
0 −→ Swi −→M −→ (L
−
i )
w −→ 0.
(2) If wei ∈ −Π,
0 −→ (L+i )
w −→M −→ Swi [1] −→ 0.
Proof. By the definition, there isN ∈ Ei withM = HomΛ(Iw, N). Thus by applying HomΛ(Iw,−)
to the exact sequence (6.1) and (6.2) in Lemma 6.17, we have exact sequences
0→ HomΛ(Iw, Si)→ HomΛ(Iw, L
+
i )→ HomΛ(Iw, N)→ Ext
1
Λ(Iw, Si)→ Ext
1
Λ(Iw, L
+
i ),
0→ HomΛ(Iw, Si)→ HomΛ(Iw, N)→ HomΛ(Iw, L
−
i )→ Ext
1
Λ(Iw, Si)→ Ext
1
Λ(Iw, L
−
i ).
By Lemma 6.18 L+i , L
−
i ∈ T (Iw), so the assertion follows. 
Proof of Theorem 6.16. Take any M ∈ Sw. Then by the equivalence in Proposition 6.6, there is
N ∈ S1 such that M = HomΛ(Iw, N). First we consider in the case wei ∈ Π. If M ∈ E
w
i , then
by Lemma 6.19 Swi is a submodule of M . Conversely if S
w
i is a submodule of M , by Proposition
6.6 and Lemma 6.10, we have N,Si ∈ T (Iw), thus HomΛ(Si, N) ≃ HomΛ(S
w
i ,M) 6= 0. So Si is
a submodule of N , hence N ∈ Ei, therefore M ∈ E
w
i . Next we consider the case wei ∈ −Π. If
M ∈ Ewi , then by Lemma 6.19 S
w
i [1] is a factor module of M . Conversely if S
w
i [1] is a factor
module of M , there is a non-split exact sequence 0 → X → M → Swi [1] → 0. By applying
− ⊗Λ Iw to it, since M,X ∈ Y(Iw) and S
w
i [1] ∈ X (Iw), we have an non-split exact sequence
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0→ Si → X ⊗Λ Iw → N → 0. By Lemma 2.5 we have dimHomΛ(Si, N) = dimExt
1
Λ(N,Si) 6= 0.
Hence N ∈ Ei, therefore M ∈ E
w
i . 
7. Example
Let G be a finite subgroup of SL(2,K) of order three which is generated by σ = diag(ǫ, ǫ2)
where ǫ is a primitive third root of unity. Then the McKay quiver Q of G, a preprojective relation
R and the dimension vector d of the irreducible representations are given by
Q =
0
1 2
a1
~~ a2 **
a3
SS
b3

b2
jj
b1
>>
R =

a1b1 − b3a3,
a2b2 − b1a1,
a3b3 − b2a2
 d = 11 1.
The chamber structure of the parameter space Θ ∈ Q2 is as follows.
θ1 = 0θ2 = 0











11
11
11
11
11
11
11
11
11
11
11
C(s1)
C(1)
C(s2)
C(s2s1)
C(s1s2s1)
C(s1s2)
θ1 + θ2 = −θ0 = 0
First we considerM1. Then the exceptional set E1∪E2 is a chain of two P
1’s and by Theorem
6.14, these are given as follows.
E1 = {M ∈ Sθ,d(Λ) | HomΛ(S1,M) 6= 0} = {
K
K K
a

 1
1
11
b
oo | (a, b) ∈ P
1
K}/ ≃,
E2 = {M ∈ Sθ,d(Λ) | HomΛ(S2,M) 6= 0} = {
K
K K
1

 c
1
11
d // | (c, d) ∈ P
1
K},
and the intersection of E1 and E2 is
E1 ∩ E2 = {
K
K K
1

 1
1
11
} .
Note that we omit to write zero maps in each representations and actually consider isomorphism
classes of them. Pictorially M1 is described as follows where (x, y) 6= (0, 0) is a point in A
2.
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Next we observe the relation between M1 and Ms1 .
Es11 = {
K
K K
a′
FF
1
1
11
b′
// | (a
′, b′) ∈ P1K},
Es12 = E2 \ {
K
K K
1

 1
1
11
} ∪ {
K
K K
1


1 // } = {
K
K K
d′

 c′
1
11
1 // | (c
′, d′) ∈ P1K},
and the intersection of Es11 and E
s1
2 is
Es11 ∩ E
s1
2 = {
K
K K
1
1
11
1 // }
.
Now s1∆ = {−e1, e1 + e2}, and the dimension of Ext
1
Λ(I1, S1) ≃ S1 is e1.
We express the exceptional curves on Ms1 by
Es11 :
•
⊗ •
FF
// 
11
11
11
1
Es12 :
•
⊕ ⊕



//
1
11
11
1
where ⊗ implies the quotient Ext1Λ(I1, S1) and ⊕ −→ ⊕ the submodule HomΛ(I1, S2).
For all chambers, if we draw the exceptional curves by using the above expression, then the
result is described in Figure 2.
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Figure 2. Characterization of exceptional curves
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