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FREE MUTUAL INFORMATION FOR TWO PROJECTIONS
TAREK HAMDI
Abstract. The present paper provides a proof of i∗(CP + C(I − P );CQ + C(I − Q)) =
−χorb(P,Q) for two projections P,Q without any extra assumptions. An analytic approach
is adopted to the proof, based on a subordination result for the liberation process of sym-
metries associated with P,Q.
1. Introduction
In classical information theory, the mutual information I(X, Y ) between two random vari-
ables X, Y can be formally expressed in terms of their Shannon-Gibbs entropies as follows
I(X, Y ) = H(X) +H(Y )−H(X, Y ).
Motivated by the above expression, Voiculescu introduced the so-called free mutual infor-
mation i∗ in [11], via the liberation theory in free probability, as a way to have invariants to
distinguish von Neumann algebras. In this way, Hiai, Miyamoto and Ueda introduced in [6],
[10] the so-called orbital free entropy χorb which also plays a role of free analog of mutual
information (see also its new approaches due to Biane and Dabrowski in [2]). This quantity
χorb has many properties in common with i
∗, but there is no general relationship between
them so far. A few years ago, Collins and Kemp [3] gave a proof of the identity
i∗ (CP + C(I − P );CQ+ C(I −Q)) = χorb(P ) + χorb(Q)− χorb(P,Q) = −χorb(P,Q)
for two projections of traces 1
2
and the same result was subsequently proved by Izumi and
Ueda in [8] with a completely independent proof. Motivated both by the ideas in [8] and
the heuristic argument in [7, Section 3.2], we developed in [5] a theory of subordination
for the liberation process of symmetries which allowed us to establish some partial results
generalizing the equality i∗ = −χorb for two projections.
Throughout the present notes, let (A , τ) be a W ∗-probability space and Ut, t ∈ [0,∞) a
free unitary Brownian motion in (A , τ) with U0 = 1. For given two projections P,Q in A
that are independent of (Ut)t≥0 we denote by R = 2P − 1 and S = 2Q − 1 the associated
symmetries. Let a = |τ(R) − τ(S)|/2 and b = |τ(R) + τ(S)|/2. In a recent paper ([5]), we
studied the spectral distribution νt of the unitary operator RUtSU
∗
t for arbitrary value of
a, b. The key result proved in [5] is the following characteristic equation:
H(t, φt(z))
2 −H(∞, φt(z))2 = H(0, z)2 −H(∞, z)2 (1.1)
for given initial data H(0, z) and t > 0, where φt is a flow defined on a region Ωt of D, the
function
H(t, z) :=
∫
T
ξ + z
ξ − zdνt(ξ)
1
is the Herglotz transform of the measure νt and
H(∞, z) =
√
1 + 4z
αβ (1 + z)2 + (α− β)2 z
(1− z2)2 .
Note that this type of result was proved in [4] in the special case P = Q. In fact, the equality
(1.1) turns out to an exact subordination relation (see [5, Proposition 3.4]): K(t, z) =
K(0, ηt(z)) for a subordinate function ηt (the inverse of φt) which extend to a homeomorphism
from the closed unit disc D to Ωt where
K(t, z) :=
√
H(t, z)2 −
(
a
1− z
1 + z
+ b
1 + z
1− z
)2
.
This subordination relation is used in [8, Lemma 4.4] to prove that the equality i∗ = −χorb
holds, for any two projections, under the assumption that K(t, .) define a function of Hardy
class H3(D) for any t > 0. Note that the function H there is exactly our 1
4
K2 (notation
and definitions that are used throughout this paper are the same as in [5]). Thus we mainly
investigate the boundary behavior of the function K(t, z) in what follows. Our main result
here is the following.
Theorem 1.1. The equality i∗ (CP + C(I − P );CQ+ C(I −Q)) = −χorb (P,Q) holds for
any pair of projections.
The paper has four sections including this introduction. Section 2 contains remainder
of the main results proved in [5] and preliminaries about boundary results associated with
subordinate functions. Section 3 deals with regularity properties of the regions Ωt. Section
4 gives a proof of the Theorem 1.1.
2. Remainder and preliminaries
We studied in [5] the relationship between the spectral distributions µt and νt of the self
adjoint operator PUtQU
∗
t and the unitary operator RUtSU
∗
t where the projections {P,Q}
and the symmetries {R, S} are associated in A and freely independent from Ut. Let ψ(t, z)
be the moments generating function of the spectral measure µt and set Hµt(z) = 1+2ψ(t, z).
From [5, Corollary 4.2], the Herglotz transform of the measure νt satisfies
H(t, z) =
z − 1
z + 1
Hµt
(
4z
(1 + z)2
)
− 2(α+ β) z
z2 − 1 (2.1)
where α = τ(R) and β = τ(S). Thus, according to [3, Theorem 1.4], H(t, z) is analytic in
both z ∈ D and t > 0. Moreover, from [5, Proposition 2.3], H(t, z) solves the pde
∂tH +
z
2
∂zH
2 =
2z (αz2 + 2βz + α) (βz2 + 2αz + β)
(1− z2)3 . (2.2)
Using the method of characteristic, we deduce the existence of a subordinator function φt
satisfying the following coupled ordinary differential equations (ode for short)
∂tφt = φtH(t, φt), φ0(z) = z, (2.3)
∂t [H(t, φt)] =
4(α2 + β2)φ2t (1 + φ
2
t ) + 2αβφt(1 + 6φ
2
t + φ
4
t )
(1− φ2t )3
. (2.4)
2
Recall that the ode (2.3) is nothing else but the Lo¨wner equation determined by the 1-
parameter family of probability measures t 7→ νt. Then (see [9, Theorem 4.14]) it defines a
unique 1-parameter family of conformal transformations φt from Ωt := {z ∈ D : t < Tz} onto
D with φt(0) = 0 and ∂zφt(0) = e
t, where Tz is the supremum of all t such that φt(z) ∈ D
for fixed z ∈ D. Integrating the ode (2.3), we get
φt(z) = z exp
(∫ t
0
H(s, φs(z))ds
)
. (2.5)
Its known that (see, e.g., [9, Remark 4.15]) φt is invertible and the inverse ηt := φ
−1
t from
D onto Ωt solves the radial Lo¨wner pde:
∂tηt(z) = −z∂zηt(z)H(t, z), η0(z) = z.
The function φt satisfies the properties in [1, Theorem 4.4, Proposition 4.5]. Thus, we have
Proposition 2.1. [1]
(1) ηt extends continuously to the boundary of D, and ηt is one-to-one on D.
(2) Ωt is a simply connected domain bounded by a simple closed curve. This domain
coincide with ηt(D) and its boundary is ηt(T).
(3) If ζ ∈ T satisfies ηt(ζ) ∈ D, ηt can be continued analytically to a neighborhood of ζ.
(4) A point ζ ∈ T belong to the boundary of Ωt, if and only if the limit lt = φt(ζ) =
limr→1− φt(rζ) exists, lt ∈ T and ζlt∂zφt(ζ) ∈ [0, 1).
(5) If ζ ∈ T ∩ Ωt and ζlt∂zφt(ζ) > 0 then φt(rζ) approaches φt(ζ) ∈ T nontangentially as
r → 1−.
Here is a sample application.
Corollary 2.2. The function
Φt(z) := a
1− φt(z)
1 + φt(z)
+ b
1 + φt(z)
1− φt(z)
has a continuous extension to T ∩ Ωt.
Proof. By Proposition 2.1, φt has a continuous extension to T∩Ωt. Assume both a 6= 0 and
b 6= 0, then according to [5, Lemma 3.7] the boundary ∂Ωt = ηt(T) does not contain the
points ±1. More precisely, the boundary ∂Ωt intersect the x-axis at two points x(t)± from
either side of the origin with (x(t)−, x(t)+) ⊂ (−1, 1) and φt(x(t)±) = ±1. Thus φt(z) does
not take the values ±1 on T ∩ Ωt and the result follows immediately. 
Finally we notice that, by [5, Proposotion 3.5], the transformation φt coincides on the
interval R ∩ Ωt = (x(t)−, x(t)+) with(√(
b2 − a2 − c− det√c)2 − 4a2c−√(b2 − a2 + c− det√c)2 − 4b2c)2
4cdet
√
c
,
where c = c(z) := K(0, z)2 + (a+ b)2 and
d(z) =
1
x
[
b2x2 −
(√
c−
√
c− (c− a2 + b2)x+ b2x2
)2]
, x =
−4z
(1− z)2 .
3
3. Regularity properties of Ωt
Recall from Proposition 2.1 that Ωt is simply connected and its boundary is a simple
closed curve. We use here polar coordinates to provide explicit descriptions for Ωt and its
boundary. The following result shows that (Ωt)t>0 is decreasing on D.
Lemma 3.1. Given 0 < s < t, then Ωt ⊂ Ωs ⊂ D.
Proof. Since ℜH(u, φu(z)) > 0 for any u > 0, we have∫ s
0
ℜH(u, φu(z))du ≤
∫ t
0
ℜH(u, φu(z))du
for s < t. Thus, |φs(z)| ≤ |φt(z)| and hence Ωt ⊂ Ωs. 
For fixed ζ ∈ T and r ∈ (0, 1), define
ht(r, ζ) = 1−
∫ t
0
1− |φs(rζ)|2
− ln r
∫
T
1
|ξ − φs(rζ)|2dνs(ξ)ds.
Then, we have
ln |φt(rζ)| = ln r + ℜ
∫ t
0
H(s, φs(rζ))ds = (ln r)ht(r, ζ). (3.1)
To study the boundary of Ωt, we need the following result.
Lemma 3.2. Given t > 0 and eiθ ∈ T ∩ Ωt. Let φ′t(z) = ∂zφt(z), then
lim
r→1−
1− |φt(reiθ)|2
− ln r =
2eiθ
φt(eiθ)
φ′t(e
iθ) ∈ [0, 2).
Proof. Let θ ∈ [−pi, pi]. According to [1, Proposition 4.5], the limit
lim
r→1−
φt(e
iθ)− φt(reiθ)
(1− r)φt(eiθ) =
eiθ
φt(eiθ)
φ′t(e
iθ) ∈ [−∞, 1)
exists and is non-negative when eiθ ∈ T ∩ Ωt. Hence, keeping in mind that |φt(eiθ)| = 1, the
assertion follows by the following elementary calculus.
lim
r→1−
1− |φt(reiθ)|2
− ln r = limr→1−
(1− r)|φt(eiθ) + φt(reiθ)|2
− ln r
1− |φt(reiθ)|2
(1− r)|φt(eiθ) + φt(reiθ)|2
= lim
r→1−
(1− r)|φt(eiθ) + φt(reiθ)|2
− ln r ℜ
[
φt(e
iθ)− φt(reiθ)
(1− r)φt(eiθ)
]
= 2|φt(eiθ)|2 e
iθ
φt(eiθ)
φ′t(e
iθ).

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From Lemma 3.2, we have for fixed θ ∈ [−pi, pi]
lim
r→1−
ht(r, e
iθ) = lim
r→1−
ln
∣∣φt(reiθ)∣∣
ln r
= lim
r→1−
ln
∣∣φt(reiθ)∣∣
1− |φt(reiθ)|2
1− |φt(reiθ)|2
ln r
=
eiθ
φt(eiθ)
φ′t(e
iθ) ∈ [−∞, 1).
Define Rt : [−pi, pi]→ [0, 1] and ht : [−pi, pi]→ R ∪ {−∞} as follows:
Rt(θ) = sup
{
r ∈ (0, 1) : ht(r, eiθ) > 0
}
= sup
{
r ∈ (0, 1) :
∫ t
0
1− |φs(reiθ)|2
− ln r
∫
T
1
|ζ − φs(reiθ)|2dνs(ζ)ds < 1
}
,
and ht(θ) = limr→1− ht(r, eiθ). Let
It = {θ ∈ [−pi, pi] : ht(θ) < 0} =
{
θ ∈ [−pi, pi] : e
iθ
φt(eiθ)
φ′t(e
iθ) < 0
}
.
The next result gives a description of Ωt and its boundary.
Proposition 3.3. For any t > 0, we have
(1) Ωt = {reiθ : ht(r, eiθ) > 0}
(2) ∂Ωt ∩ D = {reiθ : ht(r, eiθ) = 0 and θ ∈ It}.
(3) ∂Ωt ∩ T = {eiθ : ht(r, eiθ) = 0 and θ ∈ Ict }.
Proof. From (3.1), we have
reiθ ∈ Ωt ⇔ |φt(reiθ)| < 1⇔ ht(r, eiθ) > 0
which proves (1). Referring also to (3.1) and by Proposition 2.1, we have
reiθ ∈ ∂Ωt ⇔ |φt(reiθ)| = 1⇔ ht(r, eiθ) = 0.
Hence the desired assertions follow since we have by definition of It: θ ∈ It if and only if
Rt(θ) < 1. 
Remark 3.4. Note that this description is analogous to the one obtained by Zhong in [12,
Theorem 3.2] when a = b = 0 (i.e. τ(P ) = τ(Q) = 1/2) where the measure νt/2 becomes iden-
tical to the probability distribution of a free unitary Brownian motion with initial distribution
ν0 (see [5, Remark 4.7]).
4. Proof of the main result
Our approach to Theorem 1.1 relies on a study of the boundary behavior of K(t, .) for
any t > 0. Form the identity K(t, z) = K(0, ηt(z)) together with the equality ηt(D) = Ωt,
it suffices to investigate the behavior of K(0, .) on the boundary ∂Ωt ∩ T since K(0, .) is
analytic in D, and then it extends analytically to Ωt ∩ D for any t > 0. Without loss of
generality, we may restrict our study to a subset Vt of Ωt which does not meet the boundary
∂Ωt ∩ D and whose boundary in T is exactly ∂Ωt. Recall that the function φt is analytic in
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Ωt and has a continuous extension to Ωt by Proposition 2.1. The identity ∂zφt(0) = e
t and
(2.5) imply that
φt(z)
z
= exp
(∫ t
0
H(s, φs(z))ds
)
(4.1)
extends to z ∈ Ωt. Since
|ℑH(s, φs(z))| =
∣∣∣∣
∫
T
2ℑ(ξφs(z))
|ξ − φs(z)|2dνs(ξ)
∣∣∣∣
≤
∫
T
2 |φs(z)|
|ξ − φs(z)|2dνs(ξ)
=
2|φs(z)|
1− |φs(z)|2ℜH(s, φs(z)),
we then have that ∣∣∣∣ℑ
∫ t
0
H(s, φs(z))ds
∣∣∣∣ ≤
∫ t
0
2|φs(z)|
1− |φs(z)|2ℜH(s, φs(z))ds
≤ 2|φt(z)|
1− |φt(z)|2
∫ t
0
ℜH(s, φs(z))ds
≤−2|φt(z)| ln |z|
1− |φt(z)|2 .
where the second inequality follows from the fact that |φs(z)| ≤ |φt(z)| for s ≤ t and the last
inequality is due to the definition of Rt(θ). Let
ht(z) :=
−2|φt(z)| ln |z|
1− |φt(z)|2 ,
then from Lemma 3.2, ht(.) is bounded on Vt for t ≥ 0. In particular, for t = 0 we have
|h0(z)| = −2|z| ln |z|
1− |z|2 ≤ 1.
Therefore there is some t0 > 0 such that |ht(z)| < pi, for t ∈ [0, t0) and thus, we can take
logarithms in both sides of (4.1). This implies that the exponent
∫ t
0
H(s, φs(z))ds in the
right-hand side of (4.1) has a continuous extension to Vt ∩ T for t ∈ (0, t0). Next, we can
apply integration by parts to write
tH(t, φt(z)) =
∫ t
0
H(s, φs(z))ds +
∫ t
0
s∂s[H(s, φs(z))]ds, (4.2)
where we recall from (2.4) that
s∂s[H(s, φs(z))] = 2sφs(z)
(
b2
1 + φs(z)
(1− φs(z))3 − a
2
1− φs(z)
(1 + φs(z))3
)
.
The function φs(z) is continuous jointly in both variables for s ∈ [0, t] and z ∈ Vt since
we have Vt ⊂ Ωt ⊂ Ωs, hence so does s∂s[H(s, φs(z))] too since φs(z) 6= ±1. Thus,∫ t
0
s∂s[H(s, φs(z))]ds is a continuous function of z on Vt as consequence of the theorem
of continuity under integral sign. It follows from (4.2) that H(t, φt(z)) extends continuously
6
to Vt ∩ T. Now, the identity K(t, φt(z)) = K(0, z), implies that H(t, φt(z)) rewrites as√
K(0, z)2 + Φt(z)2 with
Φt(z) = a
1− φt(z)
1 + φt(z)
+ b
1 + φt(z)
1− φt(z) .
Since Φt(z) has a continuous extension to the boundary T ∩ Vt by Corollary 2.2, we deduce
that K(0, .) extends continuously to T ∩ Vt for every t ∈ (0, t0).
Remark 4.1. We notice that Vt ∩ T = Ωt ∩ T. Since (Ωt)t>0 is decreasing on D, K(0, .)
extends continuously to Ωt ∩ T for every t ≥ t0.
The discussions so far are summarized as follows.
Proposition 4.2. For every t > 0, the function K(0, .) extends analytically to ∂Ωt ∩D and
has a continuous extension to ∂Ωt ∩ T.
This bring us to the proof of the main result.
Proof of Theorem 1.1. Form the identity K(t, z) = K(0, ηt(z)) and the fact that ηt(D) = Ωt
together with Proposition 4.2, we deduce that the function K(t, .) has a continuous extension
to D, for any t > 0. Thus, K(t, .) becomes a function of Hardy class H∞(D) for every t > 0
and the desired result follows easily from [5, Lemma 5.1]. 
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