Abstract. This article applied GARCH model instead AR or ARMA model to compare with the standard BP and SVM in forecasting of the four international including two Asian stock markets indices.These models were evaluated on five performance metrics or criteria. Our experimental results showed the superiority of SVM and GARCH models, compared to the standard BP in forecasting of the four international stock markets indices.
INTRODUCTION
There is a powerful method, available in the literature for univariate time series forecasting, known as Box-Jenkins [2] Autoregressive Moving Average (ARMA) approach on stationary time-series. In such conventional econometric models, the variance of the disturbance is assumed to be constant. But many economic and financial time series such as exchange rates, indices, market returns, inflation rate etc exhibit periods of unusual large volatility, followed by periods of relative tranquility. In such circumstance, Engle [5] showed that it is possible to model the mean and the variance of a series simultaneously by a model named Autoregressive Conditional Heteroskedastic (ARCH). In latter, Bollerslev [1] extended Engle's original work by developing a technique that allows the conditional variance to be an ARMA process and that extended process is known as the GARCH process.The classical methods are based on some specific assumptions, such as linearity; or on error distributions, such as normality. In this circumstance, ANNs were developed to meet the increasing demand that can predict, detect, classify and summarize the structure of variables and define the relationships between them -without relying too much on such assumptions. Not all relationships in economics and finance are direct. But the hidden layer of an ANN can capture all non-direct relationships between input and output variables. On the other hand, the SVM, originally developed as an implementation of Vapnik's Structural Risk Minimization (SRM) principle (Vapnik [12] ), is now being used to solve a variety of learning, classification and prediction problems. In many ways, an SVM performs the same function as an ANN. It has the following advantages over ANN: (1) it can obtain the global optimum and (2) the overfitting problem can be easily controlled.
Steiner and Wittkemper [8] investigated the performance of several ANN models that forecast the return of a single stock. Kamruzzaman and Sarker [7] modeled and forecasted currency of exchange rates using three ANNs and a comparison was made with traditional ARIMA model. Tay and Cao [9] examined the feasibility of SVM in financial time series forecasting by comparing it with a multilayer BPNN and they showed that SVM outperforms the BPNN. Kim and Han [14] showed that SVM provides a promising alternative to stock market prediction comparing it with BPNNs. In most of studies like the above, they showed that SVM outperformed both BPNN and traditional statistical models. Again the simple neural learning procedures, such as BP algorithms easily outperformed the best practice of traditional statistical models. Chen and Wu [3] compared SVMs and BPs taking Autoregressive (AR) as a benchmark in forecasting the six major Asian stock markets. They showed that both the SVMs and BPs outperform the traditional models, ARs. They did prediction of transformed data, but not level data.
In this paper, our main contribution is to examine the capacity of the GARCH model comparing with the standard BPNN and simple SVM in forecasting financial time series at level data. We are going to use the monthly data in our empirical study for its Aggregational Gaussianity property.
The methodology including two prediction methods in this paper is discussed in Section 2. The results and discussion are presented in Section 3. Finally, our conclusion is in Section 4.
METHODOLOGY

The GARCH Modeling
Engle [5] showed that the serial correlation in squared returns, or conditional heteroskedasticity, can be modeled using an ARCH model. An important extension of the ARCH model proposed by Bollerslev [1] replaces the AR (p) representation in the variance series of ARCH process with an ARMA (p,q) formulation of the form
where E t−1 [.] represents expectation conditional on information available at time t − 1 and z t is a sequence of iid random variables with mean zero and unit variance. In the GARCH model z t is assumed to be iid standard normal. And the coefficients a i (i = 0, ..., q) and b j (j = 1, ..., p) are all assumed to be positive to ensure that the conditional variance σ 2 t is always positive. The model in (3) together with (1)- (2) is known as the generalized ARCH or GARCH (p,q) model.
Hansen and Lunde [6] , provided compelling evidence that it is difficult to find a volatility model that outperforms the simple GARCH (1,1). So we use GARCH(1,1) in this paper. For testing ARCH/GARCH effects, assessing the fit, diagnostic checks for model adequacy and estimation see Enders [4] .
Support-vector Regression (SVR)
The SVM deals with the classification and regression problems by mapping the input data into the higher-dimensional feature spaces. Our problem is regression.Firstly, we discuss the simplest model of SVR, a linear regression in the feature space. The SVR algorithm tries to construct a linear function such that training points lie within a distance ε(i.e., ε-insensitive zone in the error loss function).
Given a set of training data {(
where X denotes the space of the input patterns, the goal of SVR is to find a function f (x) that has at most ε deviation from the targets y i for all the training data and, at the same time, is as flat as possible. Let the linear function f takes the form:
The optimal regression function is given by the minimum of the functional,
where C is pre-specified value, and ξ − i , ξ + i are slack variables representing upper and lower constraints on the outputs of the system. Flatness in (5) means a smaller w . Using -insensitive loss function, we get our required solutions.
To enable the SVR to predict a non-linear situation, we map the input data into a feature space. By using a kernel function, it is possible to compute the SVR without explicitly mapping in the feature space. See Scholkopf and Smola [13] , and Chen and Wu [3] for more details. We use the radial basis kernel function k(x, y) = exp (−γ|x − y| 2 ) from several typical kernel functions as it performs well under general smoothness assumptions. Table 1 . The time periods cover many important economic events, which we believe are sufficient for the training models. We transform the original closing price into white noise series differencing two times at lag one for each series except the market NK, where we take one time difference. According to Thomason [10] , [11] and Tay and Cao [9] , this transformation has many advantages. The modification is known, so we can reverse it to compare the forecasts with the original series. Each of the four data sets is partitioned into three subsets according to the time sequence in the ratio 95: 2.5: 2.5. The first part is used for training; the second is a validating set that selects optimal parameters for the GARCH and SVR, and prevents the overfitting found in the BP neural networks selecting its number of inputs and units for the hidden layer, and the last is used for testing.
RESULTS AND DISCUSSION
Data Source, Nature and Preprocessing of the Models
Comparison and Discussion
For each market, we also design different ordered ARMA models as to show the necessity of GARCH model. The Autocorrelation Function (ACF) of squared residuals for each fitted ARMA indicates the presence of GARCH effects. The forecasting results of the ARMA, GARCH, BP and SVM for the test set are collated in Table 2 . According to Tay and Cao [9] and Thomason [10] [11], the prediction performance is evaluated using the following statistics: Mean Square Error (MSE), Normalized Mean Squared Error (NMSE), Mean Absolute Error (MAE), Directional Symmetry (DS) and Weighted Directional Symmetry (WDS). See Chen and Wu [3] for more details. In general, GARCH, BP and SVM models outperform the ARMA model in the deviation performance criteria except only one market, HS. However, in the either direction and weighted direction performance criteria, the ARMA model sometimes shows better results comparing with BP and SVM models, possibly because SVMs and BPs are trained in terms deviation performance; the former to find the error bound and the latter to minimize MSE.The results of ARMA model are not added in the Table due to space constrain. The deviation criteria, such as NMSEs are less than 1, except for the HS index in the SVMs. The NMSEs, both of GARCH and BP are greater than 1 for the two markets, HS and FT. It is remarkable that the NMSE of the BP is not only greater than 1 but also 2 for the market, HS. In the NK and HS data sets, the SVM models perform better than the GARCH and BP models. On the other hand, the GARCH method performs better than SVM and BP in only one market, FT; the BP models also perform better than the GARCH and SVM in only one market, DX. If we make comparison only between GARCH and NN, then GARCH shows better results than NN in three markets out of four.
CONCLUSION
In this article, we examine the feasibility of applying two Artificial Intelligence (AI) models, SVM and standard BP, and one classical statistical model, GARCH to financial time-series forecasting. Our experiments demonstrate that both models, SVM and BP perform better than the ARMA model in the deviation measurement criteria. Previous research also claims that the NN method is superior to the classical statistical method, ARMA or AR. If we consider the classical statistical method GARCH (just extended version of ARMA process), it is superior to the NN method except in the only one market DX of indices. It is not only superior to the NN method but also it shows close performance to the SVM method. The classical methods, ARMA and GARCH, require large number of sample size for better forecasting and these drastically reduce the original sample size when the high order model is fitted. The SVMs and GARCH models are more parsimonious than the NN models since the SVMs and GARCH models take smaller number of parameters for better forecasting. The SVMs and GARCH models are also more interpretable than that of NN because the ANN structures contain hidden layers which are not interpretable. In general, the GARCH, BP and SVM models perform well in the prediction of indices behavior in terms of the deviation criteria. Our experiments also show that both the statistical (GARCH) and the AI techniques can assist the stock market trading and the development of the financial decision support systems. But if we consider predictability along with interpretability, parsimonious and intrinsic properties, then we recommend the GARCH models with SVMs in financial time series prediction.
