Abstract. We study an instance of the Affine Sieve, producing a level of distribution beyond that which can be obtained from current techniques, even assuming a Selberg/Ramanujan-type spectral gap. In particular, we consider the set of hypotenuses in a thin orbit of Pythagorean triples. Previous work [Kon07, Kon09, KO12] gave an exponent of distribution α < 1/12 coming from Gamburd's [Gam02] gap θ = 5/6, thereby producing R = 13 almost primes in this linear sieve problem (see §1 for definitions). If conditioned on a best possible gap θ = 1/2, the known method would give an exponent α < 1/4, and R = 5 almost primes. The exponent 1/4 is the natural analogue of the "Bombieri-Vinogradov" range of distribution for this problem, see Remark 1.19.
1. Introduction
Level of Distribution.
The purpose of this paper is to inject bilinear forms, the dispersion method, and incomplete sums into the Affine Sieve to improve on known levels of of distribution for a certain thin set of integers. By this we mean the following.
We call a set S ⊂ Z n thin if there is some ε > 0 so that
for all N large; here B N refers to the Euclidean ball of radius N about the origin in R n , and Zcl(S) is the Zariski closure of S. When n = 1 and S ⊂ Z is infinite, the Zariski closure Zcl(S) = A is just affine space, so a set of integers being thin means that
for N large. We say the set S ⊂ Z is of Affine Sieve type if there exists a triple (Γ, x 0 , f ) with
• Γ ⊂ GL n (Z) a finitely generated, not virtually abelian semigroup, • x 0 ∈ Z n a primitive vector, giving rise to the orbit O := x 0 · Γ ⊂ Z n , and • f : Z n → Z a polynomial, so that S = f (O).
Remark 1.1. The orbit O could be thin without the set S being so. For just two examples, the Apollonian orbit is thin, while the set of curvatures is not (see [Kon13, BK12] for definitions and statements); likewise the orbit of absolutely Diophantine fractions is thin, while recent progress on Zaremba's conjecture [BK11a, BK11b] shows that the set of corresponding denominators is not.
Let A = {a N (n)} n∈Z be a sequence of nonnegative numbers supported on S ∩ [−N, N ]. Let X be roughly the full "mass" of this sequence, that is, a quantity satisfying X ∼ |A| := n a N (n).
For a square-free integer q ≥ 1, let
a N (n).
If S does not often favor multiples of some integers over others, then one might expect, for q not too large relative to N , that |A q | = β(q)X + r(q).
(1.2)
Here the "remainder" r(q) should be thought of as an error term, and β(q) is a multiplicative "local density," which in our application will be roughly 1/q on average. 1 In particular, we require that for any 2 ≤ w < z,
for some C > 0. Then a level of distribution is a number Q so that the total error E, that is, the remainders |r(q)| summed up to Q, still does not exceed the full mass:
E := q<Q |r(q)| < X 1−ε .
(1.4)
Note that the level Q is not intrinsic to the set S, but is instead a function of what one can prove about S. A key observation in the Affine Sieve, pioneered by Bourgain-Gamburd-Sarnak [BGS06, BGS10] , is that if Γ is an expander (that is, has a uniform spectral gap over congruence towers, see (2.3)), then the sequence S has a level of distribution
for some α > 0, called the exponent of distribution.
We now describe our particular sequence S.
Thin Orbits of Pythagorean Triples.
A Pythagorean triple x = (x, y, z) ∈ Z 3 is an integral point on the cone F = 0, where F (x) := x 2 + y 2 − z 2 .
Let G := SO
• F (R) = SO • (2, 1)
1 More generally, β(p) could be about κ/p on average, for a fixed constant κ called the sieve dimension; our applications here will deal with a linear (κ = 1) sieve. be the connected component of the identity of the special orthogonal group preserving F , and let Γ < SO
• F (Z) be any geometrically finite subgroup with integer entries. Assume further that Γ has no unipotent elements besides I (otherwise, classical tools are available in the problem below). For a fixed Pythagorean triple x 0 , say x 0 = (1, 0, 1), consider the orbit O := x 0 · Γ, and let f (x) be the "hypotenuse" function,
Then we take the set S of integers to be
that is, S is the set of "hypotenuses" of triples in O. This set is clearly of Affine Sieve type. A sample such orbit is illustrated in Figure 1 , where triples are marked according to whether or not their hypotenuses are prime. Let δ = δ Γ ∈ [0, 1] be the critical exponent of Γ, that is, the abscissa of convergence of the Poincaré series for Γ; equivalently, δ is the Hausdorff dimension of the limit set of Γ. We will soon assume that δ is very near 1, so consider henceforth the case δ > 1/2. Then the set S is thin if and only if δ < 1; indeed, it is known [Kon07, Kon09, KO12] that
Theorem 1.6. Fix notation as above. Then for any ε > 0, there is some δ 0 = δ 0 (ε) < 1 with the following property. Whenever Γ has exponent δ > δ 0 , there exists a sequence A = {a N (n)} supported on S so that (1.2)-(1.4) hold, with exponent of distribution α = 7/24 − ε.
(1.7)
See §3.2 for a precise construction of A.
Corollary 1.8. There is an absolute δ 0 < 1 so that if δ > δ 0 , then the set S in Theorem 1.6 contains an infinitude of R = 4 almost primes.
Remark 1.9. It may be possible to push the method to prove the exponent α = 7/24 + ε 0 for a tiny ε 0 > 0, see Remark 5.18. We have no applications for this improvement, so do not pursue it here.
Remark 1.10. The exponent α in (1.7) improves on the best previously available exponent α = 1/12 − ε, produced in [Kon07, Kon09, KO12] . Conditioned on an optimal spectral gap, the limit of that method gives α = 1/4 − ε, see §1.3. A key feature of our method is to divorce the exponent of distribution from the spectral gap. Indeed, were we to assume unproved hypotheses on infinite volume spectral gaps, the final value of our α would not improve (though the value of δ 0 would), see Remarks 4.9 and 6.6.
Remark 1.11. We have made no effort to optimize the values of δ 0 (ε) and δ 0 in Theorem 1.6 and Corollary 1.8, respectively. Our proof shows that δ 0 (ε) = 1 − 10 −15 ε suffices in Theorem 1.6, and δ 0 = 1 − 10 −17 suffices for Corollary 1.8. These values can surely be improved.
Before explaining the source of this progress, we first reformulate and parametrize the problem. The group SO • F (R) has a double cover by SL 2 (R), given explicitly by the map ι :
Observe that, with x 0 = (1, 0, 1), we have
Because the map ι is quadratic, a ball of radius N in Γ is a ball of radius T in ι −1 (Γ), where T 2 N.
(1.12)
Abusing notation, we henceforth call G = SL 2 (R), rename ι −1 (Γ) to just Γ < SL 2 (Z), and let x 0 := (0, 1). Then we have the orbit O = x 0 ·Γ, and rename
The set S of integers is then the same as before. This reformulation is just an easy consequence of the ancient parametrization
of Pythagorean triples, in which the hypotenuse is a sum of two squares. We now sketch the key new ideas which give the above claimed improvements.
The Main Ingredients.
This section is intended to be a heuristic discussion for the reader's convenience; statements are not made precisely. We first illustrate the "standard" Affine Sieve procedure used in [Kon07, Kon09, KO12] .
Recalling (1.12), we switch to T as our main parameter. A natural candidate for the sequence A = {a T (n)} is to take
(1.14)
where · is the Frobenius norm, γ 2 = tr(γ t γ). Then a T (n) is clearly supported on S ∩ [−N, N ], with N = T 2 , and we have
Let Γ(q) be the "principal congruence" subgroup of Γ, that is, the kernel of the mod q projection map. Then Γ(q) is still a thin group, but has finite index in Γ. By Strong Approximation, we may assume the projection is onto, so Γ/Γ(q) ∼ = SL 2 (q). Moreover, let Γ x 0 (q) be the stabilizer of x 0 mod q,
(1.16) Clearly Γ(q) < Γ x 0 (q) < Γ. Then (1.15) can be decomposed as
The inner sum (suitably smoothed) is analyzed by spectral and representationtheoretic methods (see Theorem 2.9), which prove modular equidistribution in essentially the following form:
Here θ < δ is a spectral gap for Γ (see §2.1), and both θ and the implied constant are independent of q and γ 0 . For example, if δ > 5/6, then θ = 5/6 is known [Gam02] , whereas θ = 1/2 would be a Selberg/Ramanujan quality gap (such a gap can be false in general).
It is easy to compute the index [Γ : Γ x 0 (q)] ∼ q 2 , and the number of γ 0 with f (x 0 · γ 0 ) ≡ 0(q) is about q. We thus have (1.2) and (1.3), with
Then the level of distribution Q is determined by requiring that
be an arbitrarily small power less than X . Compared to (1.18), we can take Q = N α with α almost as large as (δ − θ)/2. Assuming δ is very near 1 and applying Gamburd's gap θ = 5/6 gives an exponent α almost as large as 1/12. Under Selberg/Ramanujan, the biggest we could hope to make δ − θ is just below 1/2, giving the conditional exponent α < 1/4, as claimed in Remark 1.10. Remark 1.19. Recall that for the sequence of primes in an arithmetic progression, the exponent of distribution 1/2 follows from the Generalized Riemann Hypothesis, and the celebrated Bombieri-Vinogradov Theorem recovers this exponent unconditionally. The Elliott-Halberstam Conjecture predicts the exponent 1 − ε, and some spectacular applications follow from any improvement on the exponent 1/2. Returning to our sequence, the elements in Γ are taken of size T , and, as just explained, Selberg/Ramanujan would give the level Q almost as large as T We now outline the new ingredients introduced to prove Theorem 1.6. Instead of the decomposition (1.17), we convert the problem into one on abelian harmonics, which are often better understood. To this end, write
where we have decomposed into primitive harmonics. Then
and we could try to break the q | q sum according to whether the modulus q is below or above some parameter Q 0 < Q. In the low range, we apply the standard spectral procedure as before. For q large, we hope that there is sufficient cancellation already to treat the entire contribution as error. Summing these terms up to the level Q, we need to estimate an exponential sum essentially of the form
The trivial bound here is X Q, so we need to save a tiny power more than Q. It seems hopeless to estimate the γ sum over the intractable thin group Γ, so we use Cauchy-Schwarz to get rid of it. Recalling the parametrization (1.13), we estimate
It is here that we have made critical use of the assumption that Γ has no parabolic elements: the bottom row (c, d) of γ determines γ uniquely, allowing us to extend the (c, d) sum to all of Z 2 . In so doing, we have essentially replaced the thin group Γ by all of SL 2 (Z), a loss we can only overcome if the dimension δ is at least some δ 0 sufficiently close to 1.
Having squared, we now need to save a bit more than Q 2 from E 2 . Unfortunately, the diagonal in (1.21) contributes at most a savings of Q 2 and no more, so this is hopeless. Taking a cue from Vinogradov's bilinear forms methods, as we did in [BK10, BK11b, BK12] , we return to the sequence A, replacing (1.14) by
where XY = T . Clearly a T is still supported on S ∩ [−N, N ], but we are now taking greater advantage of the group structure of Γ. We treat X as the long variable, being near T 1−ε , and Y small, of size T ε . Following the above procedure, (1.21) is now replaced by
Here we have enough variables inside the square to hope to get cancellation. Expanding the square, the resulting modulus can be as large as Q 2 while the length of the c, d sum is T , so to get beyond
, we need to analyze incomplete sums. This is more-or-less standard, but unfortunately it is still impossible to get the desired cancellation. The issue now is that, on computing the relevant Gauss sums, there is insufficient cancellation due to a lower order "main" term. This is a familiar feature in Linnik's work on quadratic forms, and we must develop a variant on his dispersion method here. Instead of just decomposing (1.20) according to q < Q 0 or q ≥ Q 0 , we add and subtract off this lower order main term, see §3.3.
This change almost does the job but still not quite. We need to save in the ω sum (over the thin group Γ) with a certain modular restriction for all moduli q < Q, while ω is only of small size Y . To do so, we make one final technical modification, breaking the ω sum into two, one of size Y 1 and another of much smaller size Y 2 , with Y 1 Y 2 = Y . For q not too large, we apply spectral theory in Y 1 . For larger q, we use the fact that Y 2 is very much smaller to turn the modular restriction into an archimedean one, giving the desired savings; see Theorem 2.17.
Outline.
The paper proceeds as follows. We use §2 to recall some facts about infinite volume spectral and representation theory, spectral gaps, and decay of matrix coefficients. These are used to prove certain counting statements needed in the sequel. In §3, we construct the sequence A and divide it into a main term and error. The former is analyzed in §4 and the latter in §5. These estimates are collected in §6 to complete the proofs of Theorem 1.6 and Corollary 1.8.
Notation.
We use the following standard notation. Define e(x) := e 2πix and set e q (x) := e( x q ). We use f g and f = O(g) interchangeably; moreover f g means f g f . Unless otherwise specified, the implied constants may depend at most on Γ, which is treated as fixed. The letter ε always denotes an arbitrarily small positive constant; when it appears in an equation, the implied constant may also implicitly depend on ε. The letter C is a positive constant, not necessarily the same at each occurrence. The letter p always represents a prime number. The symbol 1 {·} is the indicator function of the event {·}. The greatest common divisor of n and m is written (n, m) and their least common multiple is [n, m]. The cardinality of a finite set S is denoted |S| or #S. The transpose of a matrix g is written t g. The prime symbol in Σ Let Γ < SL 2 (Z) be a finitely generated thin subgroup with critical exponent δ > 1/2. The hyperbolic Laplacian ∆ = −y 2 (∂ xx + ∂ yy ) acts on L 2 (Γ\H), where H = {x + iy : x ∈ R, y > 0} is the hyperbolic upper half plane. Then the spectrum Spec(Γ) is purely continuous above 1/4 and consists of a finite number of discrete eigenvalues below 1/4 [LP82] . Labeling the discrete eigenvalues as
For a square-free integer q ≥ 1, let Γ(q) be the principal congruence subgroup of Γ. Write the discrete spectrum of Γ(q) as
The inclusion Γ(q) < Γ induces the reverse inclusion
and we call Spec new (q) the complementary set of "new" spectrum of level q. It is easy to see that Γ(q) and Γ have the same base eigenvalue λ 0 (q) = λ 0 , but the next eigenvalue λ 1 (q) could a priori approach λ 0 as q increases. We say Γ is an expander if this doesn't happen. More precisely, we say Γ has a uniform spectral gap
so that for all (q, B) = 1, the new spectrum lies above θ(1 − θ),
. Every Γ as above has some spectral gap θ < δ. Moreover if δ > 5/6, then Γ has the absolute spectral gap θ = 5/6.
The group G = SL 2 (R) acts by the right regular representation on V := L 2 (Γ(q)\G). By the Duality Theorem [GGPS66] , we have the decomposition corresponding to (2.1) and (2.3):
Here each V λ j is a complementary series representation of parameter 1/2 < s j < 1, where λ j = s j (1 − s j ), and V ⊥ does not weakly contain any complementary series representation of parameter s > θ.
The following theorem on the decay of matrix coefficients is wellknown [CHH88] .
as g → ∞.
Counting Statements.
We give here some infinite volume counting statements needed in the sequel. These are more-or-less standard, but we give sketches for the reader's convenience. Our first goal is to show that, in smooth form, we can count norm balls in Γ, uniformly in congruence towers with sharp rates. Once and for all, fix a smooth bump function ψ on G/K, that is, we assume G/K ψ = 1, ψ is non-negative, and supported in a ball of radius 1/100, say, about the origin. Then for X > 1 and g ∈ G, the integral
is well-defined, since our norm is bi-K-invariant. It is easy to see that
X, ∈ [0, 1] otherwise, so Υ X is a smoothed version of the indicator function 1 g <X .
Theorem 2.9. Let Γ have exponent δ > 1/2 and spectral gap θ < δ, as above. Then we have
10)
as X → ∞. Moreover, for any γ 0 ∈ Γ, any square-free q coprime to B, and anyΓ(q) satisfying Γ(q) <Γ(q) < Γ, we have
The implied constant does not depend on q or γ 0 .
Sketch of proof.
Let
and 
(2.12) Expanding spectrally according to (2.5), we have
where ϕ j is an L 2 -normalized eigenfunction corresponding to λ j . Similarly expand Ψ γ 0 , and insert these expansions into the last inner product of (2.12). Setting q = 1, γ 0 = I and applying (2.7) gives (2.10) after a standard calculation. (Here we used that Ψ ⊥ ≤ Ψ 1, since the support of ψ is absolute). For (2.11), we observe that ϕ j are "oldforms", and that their normalization in L 2 (Γ(q)\H) differs from that in L 2 (Γ\H) by the factor [Γ :Γ(q)] −1/2 , whence the claim follows.
Next we need to save a small power of q for a modular restriction in a ball, where q can be much larger than the size of the ball. We accomplish this by replacing the ball by a product of two balls with vastly different sizes (a related trick was used already in [BK12, §5] ).
Let Γ have exponent δ and spectral gap θ as above, and set
14) and let Ω Y denote the multi-subset of Γ given by
16) by [LP82] . Recall from (1.13) that f (c,
Theorem 2.17. Given any sufficiently small η > 0, and any parame-
18)
we have the following. For any square-free q < Q with (q, B) = 1, and any x ∈ Z 2 with (x, q) = 1, we have
Sketch of proof. The proof decomposes into two cases, depending on the size of q.
. Starting with the left side of (2.19), fix ω 2 , and decompose ω 1 as
where Γ x (q) is the subgroup of γ ∈ Γ for which x · γ ≡ x(q). Applying Theorem 2.9 to the innermost sum and estimating, we get
. Thus in this range we can prove (2.19) with η = 1.
. Using (2.14) and (2.13), we have in this range that
Now we fix ω 1 (with Y 2δ 1 choices) and play with ω 2 . We wish to use the discrepancy in the huge modulus q relative to the small size Y 2 to convert the modular restriction into an archimedean one, as follows.
Set y = x · ω 1 , and note that (y, q) = 1, since det ω 1 = 1. Drop the subscript from ω 2 , and write y = (u, v), ω = a b c d . We may assume without loss of generality that (u, q) = 1, so that the condition f (y · ω) ≡ 0(q) is equivalent to
We need to estimate the cardinality of T = T (Y 2 ; u, v) := {ω ∈ Γ : ω < Y 2 and (2.21) holds}.
For each ω ∈ T , let P ω ∈ Z[U, V ] be the (linear) polynomial
and note that it has logarithmic height at most h := 2 log Y 2 .
Consider the affine variety It is easy to see that the set of rational points V(Q) is then also non-empty, and hence, after clearing denominators, there exist coprime integers t * , u * , v * so that
for all ω ∈ T . Hence we have finally lifted the modular restriction to an archimedean one. Now choose a prime Y 2(δ−θ)/3 2 , replace f * (ω) = 0 by the weaker condition f * (ω) ≡ 0( ), and proceed as before:
by assumption on the size of . By (2.14) and (2.18), we have thus saved Y
as desired.
3. Setup, Construction of A, and Dispersion
Initial manipulations.
Recall that Γ is a thin, finitely generated subgroup of SL 2 (Z) with no parabolic elements and dimension δ > 1/2. Our sieve problem concerns the set S, where
2 +d 2 , and S = f (O). We first perform some initial manipulations.
By Strong Approximation, Γ(mod p) is all of SL 2 (p) except for a finite list P of "bad" primes. We may increase P if necessary to make sure that 2 ∈ P, and also that P contains all the primes dividing B in (2.2). Then renaming B := p∈P p, it follows from Goursat's Lemma that if q is square-free with (q, B) = 1, then
At the cost of decreasing S, we may replace Γ by its principal congruence group Γ(B) of level B, renaming Γ and the resulting set S. Then observe that if A = {a N (n)} is supported on S and (q, B) > 1, then |A q | = 0, since there will be no a b c d
Similarly, |A q | vanishes if q contains a prime factor p ≡ 3(mod 4). We thus assume henceforth that any numbers q, q are square-free, with prime divisors p ≡ 1(mod 4) and p B.
Next we manipulate the function f . To each γ ∈ Γ, we attach the binary quadratic form
Moreover, for another ω ∈ Γ, we have
Construction of A.
We are now in position to construct our sequence A. Let T be our main growing parameter, and write
with parameters X and Y to be chosen in §6. Recalling the smoothing function Υ X in (2.8), and the multi-set Ω Y in (2.15), we define
We emphasize that Ω Y is a multi-set, so the ω sum in (3.3) is with multiplicity.
Since f is quadratic, the support of
By (2.10) and (2.16), we have crudely that
For q < Q < X < T , set
Recall that q is square free and a product of primes p ≡ 1(4), p B.
Setting Up the Dispersion Method.
We apply a novel version of the dispersion method. Let ρ(q) and Ξ(q) be multiplicative functions, defined at p by
and
Here ρ is a "main term" being subtracted off at each prime factor to make Lemma 5.8 hold.
Then inserting
into (3.6) gives
For a parameter Q 0 < Q < T to be chosen in §6, we write
say, where we decomposed according to whether q < Q 0 or q ≥ Q 0 . The "main term"
will be analyzed by spectral methods in the next section. Thereafter, we must control the net error
up to level Q, with Q as large as possible.
Analysis of M q
Keeping the previous notation, the goal of this section is to prove the following Theorem 4.1. Let β be a multiplicative function defined on primes by
and let
Then there is a decomposition
Proof. Inserting (3.3) into (3.10), we have that
Of course Ξ(q; n) only depends on the residue class of n(mod q). Let Γ x 0 (q) be the stabilizer of x 0 (mod q) in Γ, as in (1.16), and decompose the γ sum as
By (3.1), we have
Apply (2.11) to the inner brackets, giving
where
Here we used (3.7) and (3.8) to estimate |Ξ| ≤ 1 and ρ(q) q ε /q. Then (4.5) follows immediately from (3.5).
Returning to M
(1) q , we add back in the large factors q | q and subtract them away, writing
say, where
Since γ 0 ranges over the full quotient, we may drop ω from Ξ, giving
Here X is given by (4.3), and ρ 1 is a multiplicative function defined on primes by
A calculation from (4.7) and the definitions shows that It remains to estimate
It is easy to see that |ρ 1 (q)| ≤ 1/q, and hence we have again that
Then (4.6) follows immediately.
Remark 4.9. For our application, (4.5) is sufficient as long as
so Q 0 cannot be too big. But for (4.6) to also suffice requires us to take Q 0 > T ε 0 . Hence we do need to know that Γ has some spectral gap, but any gap will do; cf. Remark 1.10. Note also that these error terms pose no restriction on Q beyond Q < T C .
Analysis of E
Recall from (3.11) and (3.9) that the net error is given by
The goal of this section is to prove the following Theorem 5.1. Fix any small η > 0, and assume (2.18). Then we have the bound
Before proceeding with the proof, we first perform some initial manipulations to E. Let ζ(q) := sgn r(q), and reverse orders of summation, giving
Inserting (3.3) gives
For γ = * * c d ∈ Γ, the map γ → (c, d) is 1-to-1 because Γ has no parabolic elements. Apply Cauchy-Schwarz in the γ variable, replacing the sum on Γ by a smooth sum on (c, d) ∈ Z 2 of norm at most X:
Proposition 5.12. We have the estimate
We again begin with some local lemmata. Let
Lemma 5.14. We have
Proof. By multiplicativity, we reduce to the case q = p. If k ≡ ≡ 0(p), then S 4 = S 1 = 0 by Lemma 5.8. Otherwise, we evaluate
since at least one of k, is non-zero. Assuming without loss of generality that (A, p) = 1, we have that
Evaluating the Gauss sums in c and d gives
from which the claim follows.
We treat S 5 even more trivially than S 2 .
Lemma 5.15.
Proof. Again, we consider q = p, and estimate trivially
The claim then follows.
Proof of Proposition 5.12. Recalling the notation in (5.10), we complete the incomplete sums, giving
by Poisson summation. Sinceq = q 1 q 1q , the S 3 sum factors as
Applying (5.17) and Lemmata 5.14 and 5.15, we obtain
(f ω ( , −k), q 1 ) (q 1 ) 2 · 1 q .
Observe that sinceq > X, we have Q 2 >= q 11q =qq > Xq, 6. Proofs of Theorem 1.6 and Corollary 1.8
6.1. Proof of Theorem 1.6. Let A be the sequence given by (3.3). For some small η > 0 to be chosen later, assume (2.18). Collecting (3.9), (4.2)-(4.6), and (5.2), we see that |A q | = β(q)X + r with x + y = 1. For (1.4) and (2.18) to hold, we need the following inequalities:
6α 0 < 2(δ − θ)x (6.1) α 0 > 0 (6.2) (1 − δ)x < α 0 η (6.3) 2y + 12α < (δ + 5/2)x (6.4) y < 3αη(C + 1)/(δ − θ).
(6.5)
Remark 6.6. With δ very near 1 and y very near 0 (hence x near 1), it is clear that (6.4) will determine the exponent α. Notice that this condition does not depend on the spectral gap Θ, cf. Remark 1.10. Heuristically, we should take y tiny, and η even much smaller so that (6.5) holds; then (6.3) determines how close δ must be to 1, and (6.1), (6.2) pose no serious restriction. Let us make this precise.
Now we fix ε > 0 and set α = 7 24 − ε, as required for Theorem 1.6. We will take δ very near 1, so may already assume that δ > 14/15. Then using Gamburd's gap θ = 5/6 (see Theorem 2.4), we have 1 10 < δ − θ < 1 6 .
Since X is treated as the large variable, assume x > 1/2. Then we can set α 0 = 1 100 , whence (6.1) and (6.2) are easily satisfied. Using x = 1 − y, rewrite (6.4) as 7 24 − ε = α < 7 24 − 1 12 (1 − δ) − 7 24 + 1 12 (1 − δ) + 1 6 y.
Hence it will suffice to make 1 − δ < ε and y < ε, say. We will soon impose much more stringent restrictions on δ, so focus on y.
Let us set y = 1 2 ε, say. Then we can take η = 10 −13 ε, so that (6.5) is satisfied using (2.13).
It only remains to ensure that (6.3) holds. The variables α 0 , η, and x = 1 − y are now all determined, so this is a restriction on δ. It is easy to see that 1 − δ < 10 −15 ε suffices, so we set δ 0 (ε) = 1 − 10 −15 ε, see Remark 1.11. This completes the proof of Theorem 1.6.
6.2. Proof of Corollary 1.8. The corollary follows easily from the theorem. Since 1/α ∈ (3, 4), we are in position to capture R = 4 almost primes.
By the best available linear weighted almost-prime sieve due to Greaves [Gre86, (1.4)], we can produce R = 4 almost primes as long as − ε, we may take ε as large as ε = 3 100 .
suffices, as claimed in Remark 1.11. This completes the proof. 
