ABSTRACT: State monitoring is usually carried out for fault diagnosis of machinery that works in severe environments or situations. This paper applies the BP neural network novelty in the state monitoring of the cutting arm on the roadheader in the purpose of improving efficiency and accuracy of corresponding fault diagnosis the training method is Fast BP Method. To evaluate the fore-mentioned proposal, the real state monitoring data of a working roadheader were collected, the real data is analyzed by MALTAB, multiple sets of eigenvectors were extracted and a signature database was established by analyzing the real data, followed by fault diagnosis based on BP neural network and the simulation results are analyzed at the end of the text. The diagnosis results show that our proposal gives high efficiency and accuracy, which presents its feasibility and practicability evidently.
INTRODUCTION
With the development of coal production capacity in China, the application of roadheader is more widely in mining engineering, and roadheader has become the core equipment of comprehensive mechanized coal mining in the major coal mines. Because of the high ambient temperature and greater humidity in the coal mine, the failure rate of roadheader is higher, and it also increased the difficulty of roadheader fault detection. For the sophisticated equipment such as roadheader, more factors can lead to failure and usually affect each other, and there are also some logical relationships between the faults. Therefore, it is difficult to diagnose the faults of roadheader. In recent years, the scholars and experts in China put forward some roadheader fault diagnosis methods from different angles, including Acoustic Emission Method [1], decision tree diagnostic method based on data mining [2] , principal component analysis method [3] , expert system diagnosis method [4] , neural network diagnosis method [5, 6, 7] and fault tree analysis method [8, 9] . But put boom-type roadheader as research subjects and use BP neural network as diagnostic method is also little introduced. BP neural network is currently the most widely used neural network and it has general advantages of neural network, they are nonlinear mapping ability, self-learning and adaptive capacity, generalization and fault tolerance. Neural networks can reflect its superiority when a system cannot be described by precise mathematical expression. Establishing a reliable sample database and using neural network to diagnose the faults of roadheader can increase the efficiency and accuracy of roadheader fault diagnosis. So the method of using BP neural network to monitor the condition of roadheader is proposed.
THE STRUCTURE AND ALGORITHM OF BP NEURAL NETWORK
The algorithm of BP neural network is error backpropagation method. Structurally, each neuron is represented by a node. Network consists of input layer nodes, hidden layer nodes and output layer nodes, front layer node and rear layer node are connected by weight, nodes of front and rear layers are connected to each other, and nodes of same layer are not connected with each other.
Neurons' activation function in BP network usually uses S-type activation function. There are two commonly used S-type activation functions: logarithmic S-type activation function and hyperbolic tangent S-type activation function.
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Learning of BP neural network
The learning rule of BP network is δ learning rule, whose learning process consists of two parts: forward-propagation of the information and back-propagation of the error.
During the forward-propagation of the information, input information is transmitted to the output layer from input layer by the processing of hidden layer. The state of the previous layer neurons only affects that of the next layer neurons. If the output layer does not get the desired output, then calculate the error change value of output layer and start back-propagation.
The output of i-th neuron of the hidden layer:
The output of k-th neuron of the output layer:
Error function:
In the formula, w1ij is the weights between input layer and hidden layer, w2ki is the weights between hidden layer and output layer, pj is the input, b1i is the bias of hidden layer, b2k is the bias of output layer, tk is output layer, f1 and f2 is the activation function.
In the error back-propagation process, the network returns the error signal through the original path to modify the weights and bias of the neurons to minimize the error signal.
Weights and bias changes of the output layer:
Weights and bias changes of the hidden layer:
Learning factor η is between 0 and 1.
The optimization method of BP neural network
Additional momentum method can be used to avoid BP network falling into local minima. Based on BP algorithm, add a value which proportional to the previous weight change to the changed value, and generate new weights based on BP algorithm. That is to say, modify the weight increment formula, the weight increment formula is:
Similarly, the deviation increment formula is:
In the formulas, α is the momentum factor, it is between 0 and 1, and they are generally choose from 0.6 to 0.95.
The adjustment formula of adaptive learning rate method is:
The initial learning factor η(0) choose from 0 to 1. The combined method of adaptive learning rate method and additional momentum method is also called fast BP method. The method used herein is fast BP method. Additional momentum method reduces the sensitivity of the error surface subtle changes of the neural network, and the learning process oscillation trend is reduced, so that the convergence of the network has been well improved. Adaptive learning rate method improved the stability, speed and precision of the network by changing the learning rate.
EXPERIMENTAL DATA PRCOESSING
The data collection tools used in research is the large capacity data recorder. The structure diagram of data recorder is shown in Figure 2 . The signal used in this research is vibration signal of the horizontal measuring point on the roadheader cutting arm. The sampling frequency of the large capacity data recorder is 10 KHz, so this research plans to collect the eigenvalues in each second and draws them into a time-domain waveform. The correlation between the input vectors should be smaller, which should also be more sensitive to the fault. By analyzing the related articles about fault diagnosis based on vibration signal, most of them select valid value, kurtosis and standard deviation as time domain, valid value reflects the size of the vibrational energy, kurtosis reflects the size of the degree of impact, and standard deviation reflects the degree of deviation from the mean. If the vibration energy is abruptly higher in normal conditions, a mechanical failure may occur. So, variance, valid values and kurtosis can be used to reflect the state.
Because the cutting motor has a bigger influence on the vibration of the cutting arm, and cutting motor fault will directly lead to the fault of the cutting arm, electric motor status should also be monitored. Cutting motor's three-phase current abnormity can directly reflect the state of cutting motor. Therefore, the three-phase current can be selected as the eigenvectors of cutting motor.
Because the inputs which BP neural network need should be converged between 0 and 1, so these eigenvalues need normalization. Using vibration data 14101874715(At 7:47:15 on October 18th, 2014) as an example, using MATLAB write a drawing program and draw waveforms in Figure 3 to Figure 5 . The part indicated by the arrows in Figure 6 is the impact signal at when cutting motor and pump motor open, these signals are useless and they can affect the value of other signals after normalization. So these data should be deleted. The processed picture is shown in Figure 7 .
The cutting motor current value is collected by PLC and they are stored in a 60-character db file, data 3 to 8 is the data of cutting motor's three-phase current. Because the data is collected once per second, thus it is the three-phase current value per second. The three-phase current of cutting motor is shown in Figure 8 and the normalization of the A-phase current of cutting motor is shown in Figure 9 . According to Figure 8 , it can not only get the three-phase current data of the roadheader, but also can get its operating status, and classify these data according to the operating status.
Because the current signal is in a normal state, the following rules can be found by analyzing Figure 8 : firstly, time-domain signals are nearby 0 before cutting motor opens; secondly, time-domain index will generate greater volatility and the cutting motor current will increase in the cutting state because the load rising in the cutting state. The windowed part on Figure 9 is the current when cutting.
Because the signal between light condition and cutting condition shows relatively large difference, it may appear misjudgment if they were processed together by one BP neural network. Therefore, these signals can be classified into two types: light condition and cutting condition, two BP neural networks can be established to train and test these data to ensure the monitoring reliability. Due to the adequacy and the comprehensiveness of the training sample would directly affect the performance of the BP neural network, thus more states should be considered.
THE CONSTRUCTION AND SIMULATION OF
BP NEURAL NETWORK
The initial parameter selection
Because the purpose of this project is to determine whether the cutting arm is fault, so the number of output vector is set to 2, they are fault and non-fault, and respectively represented by [1, 0] and [0, 1]. After time domain analysis, the six vectors include RMS, variance, kurtosis and three-phase current of cutting motor are selected as input vectors. The number of hidden layer and neuron number should be adjusted in training to achieve the best training status. Because the BP neural network with one hidden layer can deal with most problems, and the problem which declared here can be solved by one hidden layer, so the number of the hidden layer is one. The number of neural can be computed by formula N=2n+1, n is the number of input vectors, N is the number of neural, so the number of neural is 2*6+1=13. Because the value range of input vector and output vector is 0~1, so both of the activation function can be determined as logarithmic s-shaped activation function. To solve the problem of local minimum values and the longer training time, fast BP method is selected to train the BP neural network. Neural network parameters are shown in Table  1 . 
Sample selection
100 groups of data are selected as the sample data, the number of no-load data is 50, the number of cutting data is 50, each divided into two groups, they are fault and no fault. 20 groups of number is of the test data is 20, every state has 5 groups of data，they are used to test the network. The feature of fault data is very obvious. For example, when cutting arm fails, the amplitude of kurtosis, RMS, variance and three-phase current of cutting motor will sudden increase, and this anomaly can repeat. When cutting motor fails, its three-phase current is usually higher than the rated value. The no fault data and fault data can be selected according to the characteristic which analyzed above. The selected learning sample of BP neural network is shown in Table 2 . 
Training step
The step of the BP neural network training is as follows. 1) Initialize the network and learning function, such as the initial weights and bias network, learning factor η, additional momentum factor α and so on; 2) Provide training mode and training network until all training modes meet the requirement of error.
3) The forward propagation process: calculate the output of the network based on the input of the network, and then compared it with the expected pattern, if the error exists turned to step 4), or return to 2); 4) The back propagation process: a) Calculating the bias of each layer respectively, then correcting the weight and bias; b) Return to 2). The training step is shown in Figure 10 . 
Simulation results
The health data and fault data are trained and tested by the BP neural network. Figure 11 shows that the BP neural network complete training with 120 steps and it took five seconds, the training error is less than 0.001, and the gradient is 0.00158. From Figure 11 we can see, the training speed of the BP neural network is fast, it has less training step and the training error meets requirement. Figure 11 . Training progress. Figure 12 shows the graph of training performance. From the picture we can see, the error declines faster after 80 steps, it achieves the goal at 120 steps, and it finally meets our expectation. Figure 13 shows the training state of the BP neural network, including gradient, val fail and learning rate. From Figure 12 we can see, the BP neural network can automatically adjust its learning rate, the learning rate is still increasing, and the gradient`s overall tendency is drops. The training speed of this BP neural network can become faster because of the automatically adjust of learning rate. When training finished, test data are used to test the BP neural network. The state which test data corresponding to is known. The testing results can be displayed in Matlab. The testing results are included in Table 3 .
Because fault is represented by [0, 1], non-fault is represented by [1, 0], Table 3 shows that the results of non-fault is close to [1, 0] and the results of fault is close to [0, 1], their bias is less than 0.05, it means that all the states of roadheader cutting arm can be identified by this BP neural network, and it has high diagnostic accuracy. So the performance and accuracy of the BP neural network is outstanding. The statistical results of BP neural network test are shown in Table 4 .
According to Table 4 , this BP neural network can identify the fault state and no-fault state of cutting arm. In summary, this BP neural network can achieve the target of the state monitoring of roadheader cutting arm, and it can be used in engineering practice. 
CONCLUSION
The eigenvectors are determined by analyzing the vibration of roadheader cutting arm, and the time domain figure of eigenvectors are draw. According to the time domain figure of eigenvectors, sample data are find out and a signature database is established. The results shows that the states of roadheader cutting arm identified accurately by using BP network. So the state monitoring method based on BP network is feasible in practice.
