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Abstract
We give quadratic bounds on the dimension of the space of conjugacy classes of subgroups of SLn(R)
that are limits under conjugacy of the diagonal subgroup. We give the first explicit examples of abelian
n− 1 dimensional subgroups of SLn(R) which are not such a limit, and show all such abelian groups are
limits of the diagonal group iff n ≤ 4.
Let C ≤ SLn(R) be the group of positive diagonal matrices, which is a Cartan subgroup. The limits of
C under conjugacy are classified for n ≤ 4 in [4], [7], [8]. It is an open problem to classify the conjugacy
limits of C when n ≥ 5.
The set of all closed subgroups of a group is a Hausdorff topological space with the Chabauty topology on
closed sets (see [2], [5], [4]). Following notation in [6], the set of all closed abelian subgroups Âb(n) = {G ≤
SLn(R) : G ∼= (Rn−1,+)}, is a subspace, as is the set of conjugacy limit groups R̂ed(n) = {G ≤ SLn(R) :
G is a limit of C}. Taking the quotients by conjugacy, we have two topological spaces with the quotient
topology: Ab(n) = Âb(n)/conjugacy and Red(n) = R̂ed(n)/conjugacy. In general these are not Hausdorff.
For example, Theorem 16 in [7] shows Red(2) = {C,P}, where P is the parabolic group. Since C → P ,
every neighborhood of P contains C.
Every conjugacy limit of C is isomorphic to Rn−1, so Red(n) ⊂ Ab(n) by [6], Proposition 1. From [7]
and [4], we know Ab(3) = Red(3), which has 5 points corresponding to 5 conjugacy classes of groups, and
Ab(4) = Red(4), which has 15 points. When n ≤ 6, Suprenko and Tyshkevitch, [11], have classified maximal
commutative nilpotent (i.e. adx is nilpotent for all x ∈ X) subalgebras of sln(C). Their results imply Ab(5)
has finitely many points, so Red(5) has finitely many points. Iliev and Manivel, [6], ask if Red(n) is finite
when n ≥ 6 (Question C). The answer follows for n ≥ 7 from the main result of this paper:
Theorem 1. If n ≥ 7, then n
2
−8n+12
8 ≤ dimRed(n) ≤ n
2 − n.
The upper bound is given in [6]. This leaves the case n = 6 open. Haettel, and Iliev and Manivel show
dimRed(n) < dimAb(n) for n > 6. We also give the first explicit examples of elements of Ab(n)−Red(n) for
n = 5, 6, 8 by describing certain properties of limit groups, which answers Question A in [6]. In particular,
we show
Theorem 2. If n ≤ 4, then Ab(n) = Red(n). If n ≥ 5, then Red(n) ( Ab(n).
1 A Family of Conjugacy Limit Groups
In this section, we define a family of groups, LT , and show each is a conjugacy limit of the Cartan subgroup.
Definition 3. Let T be an m by n matrix, and ρT : R
m+n → SLm+n+1(R) be the homomorphism given by
1
ρT (a1, ..., am, b1, ..., bn) =


1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1︸ ︷︷ ︸
(m+1)×(m+1)
T11a1 T12a1 . . . T1na1
T21a2 T22a2 . . . T2na2
...
...
. . .
...
Tm1am Tm2am . . . Tmnam
b1 b2 . . . bn
0 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0︸ ︷︷ ︸
n×(m+1)
1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1︸ ︷︷ ︸
n×n


.
The image of ρT is a group, LT ≤ SLm+n+1(R).
One may easily check that ρT is a homomorphism and LT is a group, since matrix multiplication is given
by (
I P
0 I
)(
I Q
0 I
)
=
(
I P +Q
0 I
)
.
Lemma 4. For any m by n matrix T , with at least one nonzero entry in every row, the group LT is a
conjugacy limit of the positive diagonal Cartan subgroup.
Proof. Let C = diag〈x1, ...xm+n+1〉 ≤ SLm+n+1(R), be the positive diagonal Cartan subgroup, so x1 · x2 · · ·
xm+n+1 = 1. Let {Pr}∞r=0 be the sequence of matrices
Pr =


1 0 . . . 0 0 T11r T12r . . . T1nr
0 1 . . . 0 0 T21r T22r . . . T2nr
...
...
. . .
...
...
...
...
. . .
...
0 0 . . . 1 0 Tm1r Tm2r . . . Tmnr
0 0 . . . 0 1 r2 r2 . . . r2
0 0 . . . 0 0 1 0 . . . 0
0 0 . . . 0 0 0 1 . . . 0
...
...
. . .
...
...
...
...
. . .
...
0 0 . . . 0 0 0 0 . . . 1


Conjugating, PrCP
−1
r =


column m+ 2
x1 0 . . . 0 0 T11r(x1 − xm+2) T12r(x1 − xm+3) . . . T1nr(x1 − xm+n+1)
0 x2 . . . 0 0 T21r(x2 − xm+2) T22r(x2 − xm+3) . . . T2nr(x2 − xm+n+1)
...
...
. . .
...
...
...
...
. . .
...
0 0 . . . xm 0 Tm1r(xm − xm+2) Tm2r(xm − xm+3) . . . Tmnr(xm − xm+n+1)
row
m+1 0 0 . . . 0 xm+1 r
2(xm+1 − xm+2) r2(xm+1 − xm+3) . . . r2(xm+1 − xm+n+1)
0 0 . . . 0 0 xm+2 0 . . . 0
0 0 . . . 0 0 0 xm+3 . . . 0
...
...
. . .
...
...
...
...
. . .
...
0 0 . . . 0 0 0 0 . . . xm+n+1


2
Assume for simplicity that all entries in the first column of T are non-zero. Given an element lT ∈ LT ,
we will find a sequence of elements in PrCP
−1
r which converges to lT . Then the definition of convergence
implies that LT is a subgroup of the limit of PrCP
−1
r .
Given xm+1 for 1 ≤ i ≤ n define
xm+1+i = −r
−2bi + xm+1.
This ensures row m+ 1 of lT and of PrCP
−1
r are equal since
r2(xm+1 − xm+1+i) = bi. (1)
For i ≤ m define xi in terms of xm+1 by
xi = r
−1ai − r
−2b1 + xm+1.
It follows that column m+ 2 of lT and of PrCP
−1
r are equal because
xi − xm+2 = (r
−1ai − r
−2b1 + xm+1)− (−r
−2b1 + xm+1) = r
−1ai. (2)
The determinant condition x1 · · · xm+n+1 = 1 determines xm+1. Observe that xi → xm+1 as r →∞, so the
determinant is approximately (xm+1)
m+n+1. Thus every xi → 1 as r →∞.
We have now determined xi for 1 ≤ i ≤ m+ n+ 1. It remains to show convergence in the remainder of
the entries. Using equation (1) since r →∞,
r(xm+1 − xm+1+i)→ 0.
By taking the difference of any two of these terms,
r(xm+1+j − xm+1+k)→ 0,
and, in particular
r(xm+2 − xm+1+k)→ 0. (3)
Consider the (j,m+ 1 + k) entry, for 1 ≤ j, k ≤ n. Using (2) and (3), implies
Tjkr(xj − xm+k+1) = Tjkr(xj − xm+2)− Tjkr(xm+2 − xm+1+k)→ Tjkaj − Tjk0 = Tjkaj .
This completes the proof when the entries in the first column of T are non-zero. Suppose some entries
in the first column of T are zero. By hypothesis, T has a nonzero entry in every row, say Tjk. Pick xi for
1 ≤ i ≤ m so that Tjkm(xj − xm+1+k)→ ajTjk. Since Tjk 6= 0, proceed as in the rest of the proof. Thus we
have found a sequence diag〈x1, ...xm+n+1〉 such that PrCP
−1
r → lT .
This shows LT is contained in the limit of PrCP
−1
r . For dimension reasons ( [3] Proposition 3.1), and
since C and LT are connected and isomorphic to R
m+n (see [6] Proposition 1), then PrCP
−1
r → LT .
2 A Continuum of Conjugacy Classes of Limit Groups in SL7(R)
In this section we find some conjugacy invariants of the group LT and use them to produce a family of
conjugacy classes of dimension at least (n2 − 8n+ 12)/8 when n ≥ 7. We first illustrate this when n = 7.
A subgroup G ≤ SLn(R) acts on RPn−1. The orbit of a point, x ∈ RPn−1 is G.x = {g.x : g ∈ G}.
Denote by G.x the orbit closure of x.
Lemma 5. Suppose G,H ≤ SLn(R) and Q ∈ SLn(R) so that G = QHQ−1. Then [Q] is a projective
transformation taking the orbit closures of G to the orbit closures of H.
Proof. Since Q conjugates G to H , then Q takes the orbits of G to the orbits of H . Hence Q takes orbit
closures of G to orbit closures of H .
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Given G ≤ SLn(R). The orbit dimension function, RG : RPn−1 → N, is RG(x) = dim(G.x). As a
corollary of Lemma 5, RG(Q(x)) = RQGQ−1(x) for all x ∈ RP
n−1.
Next we define some conjugacy invariants of the action of a group on RPn−1. To do this we need an
invariant, the unordered generalized cross ratio, of a collection of points in general position in projective
space, which generalizes the cross ratio of 4 points on a projective line. This invariant is a finite subset of a
product of projective spaces. Let P(S) denote the power set of S.
Let {e1, ..., en} be the standard basis in Rn. The standard projective basis in RPn−1 is {[e1], ..., [en], [e1+
· · ·+ en]}, and an augmented basis in RPn−1 is a set of m ≥ n+ 2 points in general position, which means
every subset of (n+ 1) points is a projective basis.
Definition 6. 1. The ordered generalized cross ratio is the function, C : (RPn−1)m → (RPn−1)m−(n+1)
defined as follows. Given any (ordered) augmented basis (y1, y2, ..., ym) in RP
n−1, there is unique pro-
jective transformation, Q, which maps (y1, ..., yn+1) 7→ ([e1], ..., [en], [e1+···+en]). Define C(y1, y2, ..., ym) :=
(Q(yn+2), Q(yn+3), ..., Q(ym)).
2. Given an (unordered) augmented basis in RPn−1, the unordered generalized cross ratio, UC : (RPn−1)m →
P((RPn−1)m−(n+1)) is the set of all generalized cross ratio tuples, UC(y1, ..., ym) := {C(yσ(1), ..., yσ(m)) :
σ ∈ Sm}.
For example, if A = {[1 : 0] : [1 : 1], [1 : 2], [1 : α]} ⊂ RP 1, then
UC(A) =
{2(α− 1)
α
,
α
2(α− 1)
,
α
2− α
,
2− α
α
,
2(α− 1)
α− 2
,
α− 2
2(α− 1)
}
⊂ RP 1.
Thus UC(A) is the set of all possible cross ratios of the points in A.
Proposition 7. Let {y1, ..., ym} and {x1, ..., xm} be unordered augmented bases in RPn−1, so m ≥ n + 2.
Then UC(y1, ..., ym) = UC(x1, ..., xm), if and only if there is a projective transformation, Q : RPn−1 →
RPn−1, such that Q({y1, ..., ym}) = {x1, ..., xm}.
Proof. First, suppose UC(y1, ..., ym) = UC(x1, ..., xm). For the generalized cross ratio tuple coming from
the identity permutation, C(x1, ...., xm) ∈ UC(x1, ..., xm), there is some reordering, σ ∈ Sm, such that
C(x1, ...., xm) = (z1, ..., zm−n−1) = C(yσ(1), ..., yσ(m)) ∈ UC(y1, ..., ym). That is, there exist projective trans-
formations Q1, Q2 : RP
n−1 → RPn−1 such that Q1((x1, ...., xn+1)) = ([e1], ..., [en], [e1 + · · · + en]) and
Q2((yσ(1), ..., yσ(n+1))) = ([e1], ..., [en], [e1 + · · · + en]), and also Q1(xn+1+i) = zi = Q2(yσ(n+1+i)), for
1 ≤ i ≤ m − (n + 1). Set Q := Q−12 Q1, so Q is a projective transformation such that Q((x1, ...., xm)) =
(yσ(1), ..., yσ(m)).
Conversely, suppose there exists a projective transformation Q0 : RP
n−1 → RPn−1 such that
Q0({x1, ...., xm}) = {y1, ..., ym}. Recall UC(x1, ...xm) = {C(xσ(1), ..., xσ(m)) : σ ∈ Sm}. Set Qσ : RP
n−1 →
RPn−1 to be the unique projective transformation such that Qσ((xσ(1), ..., xσ(n+1))) = ([e1], ..., [en], [e1 + · ·
·+ en]). Then UC(x1, ...xm) = {Qσ(xσ(m)) : σ ∈ Sm}. Since QσQ
−1
0 ((yσ(1), ..., yσ(n+1))) = ([e1], ..., [en], [e1+
· · · + en]), and such a projective transformation is unique, so UC(y1, ...ym) = {QσQ
−1
0 (yσ(m)) : σ ∈ Sm} =
UC(x1, ..., xm).
Proposition 7 shows that unordered cross ratio of an unordered augmented basis is a complete projective
invariant. As a warm-up, we show Red(7) contains a subspace homeomorphic to an interval.
Definition 8. Let α ∈ R− {0, 1, 2} be fixed, and let ρα : R6 → SL7(R) be the homomorphism defined by
ρα(a, b, c, d, s, t) =


1 0 0 0 0 a 0
0 1 0 0 0 b b
0 0 1 0 0 c 2c
0 0 0 1 0 d αd
0 0 0 0 1 e f
0 0 0 0 0 1 0
0 0 0 0 0 0 1


.
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The image of ρα is a group, Lα ≤ SL7(R).
An application of Lemma 4 shows that Lα is a conjugacy limit group. We use the unordered generalized
cross ratio to distinguish conjugacy classes of limit groups.
Proposition 9. Given α, β ∈ R, then Lα is conjugate to Lβ if and only if
β ∈
{2(α−1)
α
, α2(α−1) ,
α
2−α ,
2−α
α
, 2(α−1)
α−2 ,
α−2
2(α−1)
}
.
Proof. We showed in Lemma 5 that if two groups are conjugate, there is a projective transformation taking
the orbit closures of the first group to the orbit closures of the second. The group Lα partitions RP
6 into
orbit closures, and we will use the cross ratio to give an invariant of such a partition.
Let {e1, ...e7} be the standard basis for R7 := V . Let U = 〈e1, .., e5〉, andW = 〈e6, e7〉. Then V = U⊕W ,
and denote the quotient map q : V → V/U ∼=W . Given [te6+e7] ∈ P(W ), define the 5-dimensional projective
subspace Ht := P〈e1, ..., e5, te6+e7〉 = P〈q−1(te6+e7)〉. We show the orbit closure of a typical point x ∈ RP 6
is some Ht, but there are 4 exceptional Ht, which are the pre-images of 4 points in P(W ). The unordered
cross ratio gives an invariant of these points in P(W ) ∼= RP 1.
For convenience, denote the orbit dimension function for Lα by Rα := RLα . Let x = [x1 : · · · : x7] ∈ RP
6.
The action of Lα is given by Lα.x =
[x1 + ax6 : x2 + b(x6 + x7) : x3 + c(x6 + 2x7) : x4 + d(x6 + αx7) : x5 + ex6 + fx7 : x6 : x7]. (4)
If x ∈ P(U), then Rα(x) = 0, since P(U) = Fix(Lα). By (4), if x ∈ P(V − U), then Rα(x) = 5, unless
one or more of the coefficients on a, b, c, d are zero, i.e., x satisfies one of the equations
x6 = 0, x6 + x7 = 0, x6 + 2x7 = 0, x6 + αx7 = 0. (5)
Since x ∈ V −U , at least one of x6, x7 is not zero, and x satisfies at most one equation in (5). Consequently,
Rα(x) =


0 if x ∈ P(U)
4 if x ∈ Ht and t ∈ {0, 1, 2, α}
5 if x ∈ Ht and t 6∈ {0, 1, 2, α}.
Then A := {[1 : t] ∈ RP 1 : t = 0, 1, 2, α}, is an augmented basis in RP 1, and
UC(A) =
{2(α− 1)
α
,
α
2(α− 1)
,
α
2− α
,
2− α
α
,
2(α− 1)
α− 2
,
α− 2
2(α− 1)
}
⊂ RP 1.
Therefore Lα is conjugate to Lβ if and only if β ∈ UC(A).
We have shown the map R → R̂ed(7) given by α → Lα is at most 6 to 1. Therefore Red(7) contains a
continuum of non-conjugate limits.
Recall the covering dimension of a topological space, X , is smallest number, n, such that any open cover
has a refinement in which no point is included in more than n+ 1 sets in the open cover. (See [9]). Denote
the covering dimension of X by dimX . Covering dimension is a topological invariant. We will show later
that dimRed(7) ≥ 1.
3 The General Case: Bounds for dimRed(n)
In this section, we exploit the unordered generalized cross ratio to obtain bounds on dimRed(n) for n ≥ 7.
Definition 10. Let G ≤ SLn(R) and x ∈ RPn−1. Let H be a projective subspace of RPn−1.
1. Set MG := max {RG(x) : x ∈ RPn−1}.
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2. We call x typical if RG(x) = MG. The subspace H is typical if H is the orbit closure of a typical
point.
3. We say x is exceptional if 0 < RG(x) < MG. The subspace H is exceptional if H is the union of orbit
closures of exceptional points, and dim H =MG.
Thus there are three types of points: fixed points with RG(x) = 0, exceptional points when 0 < RG(x) <
MG, and typical points where RG(x) =MG. In our previous example, MLα = 5 is the dimension of a typical
subspace, andHt is the orbit closure of a typical point. There are 4 exceptional subspaces {Ht : t = 0, 1, 2, α}
that break into orbit closures of smaller dimension. Next we generalize this example.
Definition 11. An m by n matrix, T , is generic if all collections of n row vectors of T are linearly indepen-
dent. Set T̂ := {T ∈ Matm×n : T is generic}. When m ≥ n+ 2, the rows of a generic matrix, T , determine
an augmented basis, T˜ ⊂ RPn−1. Define an equivalence relation on T̂ by T ∼ S if UC(T˜ ) = UC(S˜). Define
T := T̂ / ∼, and denote by [T ]T ∈ T the equivalence class of T .
We give T a topology as follows. Take the subspace topology on T̂ ⊂ Rm×n, then T has the quotient
topology. Since T̂ is an open subset of Rn×m, it follows dim T̂ = nm.
Proposition 12. dim T = nm− n2 −m+ 1.
Proof. Consider the map Φ : T̂ → (RPn−1)m, where Φ(T ) = T˜ ∈ (RPn−1)m, so Φ projectivizes the rows of
T . The unordered generalized cross ratio is the surjective map UC : (RPn−1)m → (RPn−1)m−(n+1). Given
T, S ∈ T̂ , then T ∼ S if and only if UC(Φ(T )) = UC(Φ(S)). The image of UC ◦Φ is open since it consists of
all sets of points in general position, and
dim T = dim(UC(Φ(T̂ ))) = (n− 1)(m− n− 1) = nm− n2 −m+ 1.
Our earlier example, Lα ≤ SL7(R), had a 2 × 4 matrix T , so n = 2, and m = 4. We normalized by
sending the first three rows to a projective basis of RP 1, so dimRed(7) ≥ 2 · 4− 22 − 4 + 1 = 1.
A set of hyperplanes is in general position in RPn, if the set of dual points in the dual projective space
to these hyperplanes is in general position. Let [L] denote the conjugacy class of a group L, and T t denote
the transpose of T .
Proposition 13. Suppose m ≥ n + 2, and n ≥ 2. The function f : T → Red(m + n + 1) given by
f([T ]T ) = [LT ] is well defined and injective.
Proof. First we show f is well defined. Suppose [S]T = [T ]T . Then there is a linear map Q : R
n → Rn such
that Q maps the rows of T to the rows of S. That is, Q(T t) = St, and taking the transpose of both sides,
TQt = S. Set Qt = P . Then LT is conjugate to LS by Im+1 ⊕ P−1, because:(
I 0
0 P−1
)(
I T
0 I
)(
I 0
0 P−1
)−1
=
(
I TP
0 I
)
=
(
I S
0 I
)
So if [T ]T = [S]T then [LT ] = [LS]. This shows f is well-defined.
To prove f is injective, we show if [T ]T 6= [S]T , then the actions of [LT ] and [LS ] partition RP
m+n into
orbit closures which are not projectively equivalent.
Let {e1, ...em+n+1} be the standard basis for V = Rm+n+1. Define U = 〈e1, ..., em+1〉, and W =
〈em+2, ..., em+n+1〉, then V = U ⊕W . Let q : V → V/U ∼= W be the quotient map. Given [v] ∈ P(W ),
let Hv be the (m + 1)-dimensional projective subspace Hv = P〈e1, ..., em+1, v〉 = P〈q−1(v)〉. We show the
orbit closure of a typical point x ∈ RPm+n is Hv, and the exceptional subspaces are the pre-image of m
hyperplanes in P(W ), which determine an invariant of LT .
6
The orbit dimension function for LT by RT := RLT , has maximum MT := MLT . The action of LT on
RPm+n is given by
LT .[x1 : · · · : xm+n+1] =
[x1 + a1(
n∑
i=1
T1ixm+1+i) : x2 + a2(
n∑
i=1
T2ixm+1+i) : · · · :
xm + am(
n∑
i=1
Tmixm+1+i) : xm+1 +
n∑
i=1
xm+1+ibi : xm+2 : · · · : xm+n+1].
(6)
Set
φj(xm+2, ..., xm+n+1) =
n∑
i=1
Tjixm+1+i, 1 ≤ j ≤ m, (7)
a collection of linear functionals φj : R
n → R. Then we may rewrite
LT .[x1 : · · · : xm+n+1] =
[x1 + a1φ1(xm+2, ..., xm+n+1) : x2 + a2φ2(xm+2, ..., xm+n+1) : · · · :
xm + amφn(xm+2, ..., xm+n+1) : xm+1 +
n∑
i=1
xm+1+ibi : xm+2 : · · · : xm+n+1].
(8)
Since T ∈ T is generic, any n rows of T are linear independent, so by (8), MT = m + 1. If x ∈ P(U),
then the group LT fixes x, so RT (x) = 0. We want to find the exceptional points. From (8) the coefficient
on ai is φi. Thus RT (x) < m+ 1 if and only if φi is zero, i.e., (xm+2, ..., xm+n+1) ∈ ker(φi).
The set Wj := ker(φj) ⊂ W is a hyperplane. Then RT (x) < m + 1 if and only if x ∈ q−1(Wj) =
U ⊕Wj , for some 1 ≤ j ≤ m. Thus, the set of exceptional points is the pre-image of the m hyperplanes,
P(Wj) ⊂ P(W ) ∼= RPn−1. Let wj ∈ P(W ∗) denote the point in the dual projective space determined by the
hyperplane Wj ⊂W .
By hypothesis, T ∈ T is generic, so these hyperplanes are in general position. The points {wj}
m
j=1 are in
general position, and form an augmented basis,
δ(T ) ≡ {w1, · · · , wm} ⊂ P(W
∗) ∼= RPn−1 (9)
We are now able finish the proof that f is injective. Suppose [T ]T , [S]T ∈ T with f([S]T ) = f([T ]T ).
That is, LS is conjugate to LT , so Lemma 5 implies this conjugacy takes the exceptional hyperplanes in the
orbit closures of LT , to the exceptional hyperplanes in the orbit closures of LS . The dual conjugacy takes
the dual augmented basis, δ(T ), to the dual augmented basis, δ(S). By Proposition 7, UC(δ(T )) = UC(δ(S)),
so there is a projective transformation taking δ(T ) to δ(S). A row of T determines a dual vector, φi, with
kerφi =Wi, dual to wi = [φi] ∈ δ(T ). So the dual transformation takes the (projectivized) rows of T to the
(projectivized) rows of S. Thus [T ]T = [S]T , and f is injective.
Proposition 13 shows there are infinitely many non-conjugate limits of the positive diagonal Cartan
subgroup in SLk(R) when k ≥ 7. We want to give bounds for dimRed(k). In the remainder of the section,
set k = m+ n+ 1.
Theorem 14. Let m− 2 ≥ n ≥ 2. The function fˆ : T̂ → R̂ed(k) defined by fˆ(T ) = LT , is continuous and
one to one on an open subset, X ⊂ T̂ , and dimX = dim T .
Proof. Recall from Definition 3 the linear map ρT : R
m+n → SLm+n+1(R) ⊂ End(Rm+n+1). Thus ρT ∈
Hom(Rm+n,Matm+n+1). Since T ∈ Rm+n = Hom(Rn,Rm), the map T 7→ ρT is a continuous linear map, as
it maps one matrix to a larger one. Remember LT is defined as the image of ρT , so we view LT ⊂ End(Rk).
Since fˆ(T ) = LT , the image fˆ(T̂ ) ⊂ End(Rk), and fˆ is continuous.
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Define X ⊂ T̂ as follows. The symmetric group Sm−n−1 acts on Mat(m−n−1)×n by permuting rows. Pick
a matrix A0 ∈ Mat(m−n−1)×n so that Sm−n−1 acts freely on the orbit of A0. Let N be a tiny neighborhood
around A0. Denote v = (1, .., 1) a row vector. Set
X := {T =

 Inv
A

 : A ∈ N} ⊂ T̂ .
Then X is the collection of m × n matrices where the first n + 1 rows have a projectivization that is the
standard basis for RPn−1, and the projectivization of the last m − n − 1 rows is in general position in
RPn−1 (because T is generic). Since N is a tiny neighborhood around A, no two points in X have the same
unordered generalized cross ratio. Thus X contains one representative of each equivalence class in T̂ , and
f : X → R̂ed(k) is one to one. By the same argument as in the proof of Proposition 12,
dimX = dim(UC(Φ(X))) = (n− 1)(m− n− 1) = nm− n2 −m+ 1 = dim T .
Corollary 15. If k ≥ 7, then dimRed(k) ≥ k
2
−8k+12
8 .
Proof. Proposition 12 says dimX = nm− n2 −m+ 1, and Theorem 14 implies dim R̂ed(k) ≥ dimX . Since
k ≥ 7, we may choose m− 2 ≥ n ≥ 2.
We may change the size of the m by n matrix (as long as m − 2 ≥ n ≥ 2), so dimRed(k) is bounded
below by the maximum of mn− n2 −m+ 1. Since m+ n+ 1 = k, and k is fixed, we want to maximize
g(n) = n(k − n− 1)− n2 − (k − n− 1) + 1 = kn− 2n2 − k + 2.
The maximum occurs at n = k4 and m =
3k−4
4 . However, we need m,n ∈ Z. An easy computation with
k ≡ 0, 1, 2, 3 (mod 4) shows the maximum of nm− n2 +m+ 1 subject to k = m+ n+ 1 for m,n ∈ Z is at
least k
2
−8k+12
8 .
In particular, k
2
−8k+12
8 > 0 for k ≥ 7. Below is the proof of an upper bound of dimRed(k), given in [6]
for (Krull) dimension of Red(k).
Theorem 16. dimRed(k) ≤ k2 − k.
Proof. Let C denote the positive diagonal Cartan subgroup, and let P ∈ GLk(R). By [10] Theorem 1, or [12]
Theorem 2.9.7, the dimension of the set of all conjugates of C is k2−k, since PCP−1 = C if and only if P is
a diagonal matrix or a permutation matrix. Since C is a semi-algebraic set ( [1] Proposition 2.1.8), the set
of conjugates of C is a semi-algebraic set ( [1] Proposition 2.2.7). Thus the set of conjugacy limits of C is
the boundary of the Zariski closure of the set of conjugates. Applying Propositions 2.8.2 and 2.8.13 from [1],
gives dim(Red(k)) ≤ k2 − k.
Corollary 15 and Theorem 16 imply Theorem 1.
4 Abelian Groups which are Not Conjugacy Limit Groups
In this section, we give examples of elements of Ab(n)−Red(n). There are two properties of conjugacy limit
groups of C which are not universal amongst abelian groups. The first property is a conjugacy limit group is
flat, and the second is that it contains a one parameter subgroup with a particular Jordan block structure.
Suppose L is a conjugacy limit of C in SLn(R). Then we claim L is the intersection of a vector space
with SLn(R) ⊂ End(Rn), which is a vector space. Such a group is a flat group. The positive diagonal Cartan
subgroup is flat, and conjugacy is a linear map, so it preserves this property. Thus conjugacy limits of C are
flat groups.
8
Definition 17. Let µk : R
k−1 → SLk(R) be the representations below for k = 5, 6.
µ5(a, b, c, d) =


1 a 0 a
2
2 b
0 1 0 a 0
0 0 1 c d
0 0 0 1 0
0 0 0 0 1

 , µ6(a, b, c, d, e) =


1 a a
2
2 0 b c
0 1 a 0 0 0
0 0 1 0 0 0
0 0 0 1 d e
0 0 0 0 1 0
0 0 0 0 0 1


Set Mk ≤ SLk(R) to be the respective images of µk.
It is easy to check that Mk is an abelian group of dimension k − 1. Moreover, neither is a limit of C,
since these are not flat groups.
Thus we have given examples of elements in Ab(n) − Red(n) for n = 5, 6. This shows Ab(n) 6= Red(n)
when n = 5, 6, which answers Question A in [6]. By Proposition 2 in [6] or Lemma 3.4 in [4], there is an
abelian subalgebra of dimension n− 1 which is not the conjugacy limit of a Cartan subalgebra. Combining
these results implies Ab(n) = Red(n) if and only if n ≤ 4. For n = 5, 6, we have shown Red(n) ( Ab(n).
This completes the proof of Theorem 2.
We give another property satisfied by conjugacy limit groups of C, and an example of an element of
Ab(8)−Red(8), which is a flat group, but does not satisfy this additional property. Thus to determine if a
group is a conjugacy limit of C, it is necessary but not sufficient for the group to be a flat group.
Suppose Rn−1 ∼= G ≤ SLn(R), and let rk(A) denote the rank of a matrix A. Define the tier of G to be
tier(G) = τ(G) := max
g∈G
rk(g − In). If rk(g − In) = τ(G), then g is generic. In the special case when G is a
unipotent group, one may compute the tier from the Jordan Normal Form (JNF) of a generic group element,
by counting the number of off-diagonal entries.
Proposition 18. Suppose G ≤ SLn(R) is a unipotent group, and L is a conjugacy limit of G. Then
τ(L) ≤ τ(G).
Proof. Given l ∈ L, let (gm) be a sequence of conjugates of g ∈ G that converges to l. Since G and L are
unipotent, g− In and l− In are are conjugate to strictly upper triangular matrices. Passing to a convergent
subsequence of (gm), we may assume the rank of gm is constant. Since rank is lower semi-continous,
lim inf
m→∞
rk(gm − In) ≥ rk(l − In)
and the result follows.
Suppose G ≤ SLn(R) is isomorphic to (Rn−1,+). A flag of subgroups in G is a collection of subgroups
Hi ∼= (Ri,+) with 1 ≤ i ≤ n− 1, and Hi−1 ≤ Hi.
Corollary 19. If L is a conjugacy limit of C, then L contains a flag of subgroups, Hi, with τ(Hi) ≤ i for
all i. In particular, L contains a 1 parameter subgroup H1 with τ(H1) = 1.
Proof. Suppose PCP−1 → L by some P ∈ SLn(R). Set C1 = diag〈a, 1, 1, ..., 1〉, and let L1 be the conjugacy
limit of C1 by P . By Proposition 18, τ(L1) ≤ τ(C1) = 1. Since L1 ∼= R, then L1 cannot be the identity
group, so τ(L1) = 1. All of the elements in C1 are contained in C, and their limits under conjugacy by P
are contained in L. Therefore L1 is a tier 1 subgroup of L.
In general, C has a flag of subgroups with tier 1, ..., n − 1, as more of the entries on the diagonal are
allowed to vary. The conjugacy limits of this flag of subgroups of C give a flag of conjugacy limits.
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Set E ≤ SL8(R) to be the image of the representation ρ : R7 → SL8(R):
ρ(a, b, c, d, e, f, g) =


1 0 0 0 0 c g f
0 1 0 0 c b f e
0 0 1 0 b a e d
0 0 0 1 a g d 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


.
It is easy to check that E is an abelian subgroup, since matrix multiplication is given by(
I A
0 I
)(
I B
0 I
)
=
(
I A+B
0 I
)
.
Proposition 20. The group E has no 1 parameter subgroups of tier 1.
Proof. A matrix has rank 1 if and only if every 2× 2 minor is zero. We show that ρ(a, b, c, d, e, f, g)− I8 has
rank 1 if and only if (a, b, c, d, e, f, g) = (0, ..., 0). Consider the 2× 2 minors of

0 c g f
c b f e
b a e d
a g d 0

 .
Since the upper left minor must be zero, then c = 0. Looking at the minor directly below, implies
b = 0. Continuing in this fashion, b = 0, a = 0, d = 0, e = 0, f = 0 and g = 0. (Alternatively, take all of
the minors, and check (0, 0, ..., 0) is the only solution.) Thus ρ(a, b, c, d, e, f)− I8 has rank 1 if and only if
(a, b, c, d, e, f, g) = (0, ..., 0). But if (a, b, c, d, e, f, g) = (0, ..., 0) then ρ(0, .., 0) − I8 is the zero matrix, with
rank 0. Therefore E (the image of ρ) contains no tier 1 subgroups.
Combining Corollary 19 and Proposition 20, shows the abelian group, E, is not a conjugacy limit of C.
Thus there are two necessary conditions for a group to be a limit group: the group must be a flat group,
and contain a tier 1 subgroup. Are these conditions sufficient?
Further, there are many more questions we might ask about the spaces Red(n) and Ab(n). For example:
are they connected? Does every component of Ab(n) contain a component of Red(n), and is it possible to
retract from Ab(n) to Red(n)? What properties characterize Red(n) that are not inherited by Ab(n)?
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