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Abstract
We study the 2D Hubbard model using the Composite Operator Method
within a novel three-pole approximation. Motivated by the long-standing ex-
perimental puzzle of the single-particle properties of the underdoped cuprates,
we include in the operatorial basis, together with the usual Hubbard oper-
ators, a field describing the electronic transitions dressed by the nearest-
neighbor spin fluctuations, which play a crucial role in the unconventional
behavior of the Fermi surface and of the electronic dispersion. Then, we
adopt this approximation to study the single-particle properties in the strong
coupling regime and find an unexpected behavior of the van Hove singularity
that can be seen as a precursor of a pseudogap regime.
Keywords: strongly correlated electron systems, operatorial approach,
Hubbard model, Composite Operator Method, three-pole approximation,
single-particle properties
1. Introduction
The Hubbard model [1–3], and its derivatives [4, 5] and extensions [6–9],
constitutes still one of the most studied model in condensed matter the-
ory because of its relevance to almost all strongly correlated systems and,
in particular, transition metal oxides. We report on a solution of the two-
dimensional Hubbard model in the framework of the Composite Operator
Method (COM) [10–12] within a novel three-pole approximation [12]. The
COM, which is based on the equations of motion and Green’s function for-
malisms, is highly tunable and expressly devised for the characterization of
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strongly correlated electronic states and the exploration of novel emergent
phases. Motivated by the long-standing experimental challenge posed by the
puzzling single-particle properties of the underdoped cuprates [13, 14] (Fermi
arcs, pseudogap, non-Fermi liquid behavior, extreme momentum dependence
of spectral properties, . . . ) , we adopt a basis of fields containing the two
Hubbard operators and a third operator specifically designed to describe the
electronic transitions dressed by the nearest-neighbor spin fluctuations and
to capture the effects of these latter on all electronic properties. The spin
fluctuations may play a crucial role in the mechanism of pseudogap forma-
tion and evolution as well as in the unconventional behavior of the Fermi
surface, the spectral weights and the electronic dispersion [15–17]. Thus,
we have designed this non canonical, but very efficient, operatorial represen-
tation of correlated electrons to provide a reliable analytical computational
tool. The quality of this approximation has already been assessed positively
by comparing its results against the numerical ones for many integrated/local
quantities and for the band dispersion [12]. In this short paper, we adopt
this approximation to study the single-particle properties of the model in the
strong coupling regime, where the effects of the spin fluctuations, accurately
treated in our approach, are more relevant and can induce unconventional
features in all analyzed spectral properties. In particular, we find an unex-
pected behavior of the van Hove singularity only for high enough values of
the on-site Coulomb repulsion that can be seen as a precursor of a pseudogap
regime.
2. Model and method
The two-dimensional Hubbard model reads as
H =
∑
i
(−4tc† (i) · cα (i) + Un↑ (i)n↓ (i)− µn (i)) (1)
where c† (i) =
(
c†↑ (i) c
†
↓ (i)
)
is the electronic field operator, in spinorial
notation (· stands for the inner (scalar) product in spin space) and Heisenberg
picture (i = (i, ti), being i = ri a Bravais lattice vector and ti the time),
and σ =↑, ↓ the electronic spin. nσ (i) = c†σ (i) cσ (i) is the particle density
operator for spin σ at site i and n (i) =
∑
σ nσ (i) = c
† (i) · c (i) is the total
particle density operator at site i. cα (i, t) =
∑
j αijc (j, t) where αij =
1
2d
δ〈ij〉
2
is the nearest-neighbor projector. U is the on-site Coulomb repulsion, t is
the nearest-neighbor hopping integral and µ is the chemical potential.
According the the COM recipe [11], we adopt a three-field basis
Ψ (i) =
 ψ1 (i)ψ2 (i)
ψ3 (i)
 =
 ξ (i) = (1− n (i)) c (i)η (i) = n (i) c (i)
cs (i) = nk (i)σk · cα (i)
 (2)
where η (i) and ξ (i) are the local Hubbard operators describing the transi-
tions which change the electron numbers per site from 2 to 1 and from 1
to 0 respectively, and cs (i) describes the electronic transitions dressed by
nearest-neighbor spin fluctuations, being nk (i) = c† (i) · σk · c (i) the spin
density operator and σk the Pauli matrices. We choose cs as third basis com-
ponent according to the idea that the spin fluctuations are a key ingredient to
describe strong correlations and they influence the dynamics more substan-
tially than the other types of fluctuations (charge, pair, ...). The operators ψn
are products of c operators and, accordingly, they are composite operators.
The vectorial current J of the basis, J (i) = i
∂
∂t
Ψ (i) = [Ψ (i) , H], can be
rewritten as J (i) =
∑
j ε (i, j) Ψ (j, t)+ δJ (i), where the first term represents
the operatorial projection of the current J on the basis Ψ and the second
term is the residual current δJ . The energy matrix ε is obtained by means
of the constraint
〈{
δJ (i, t) ,Ψ† (j, t)
}〉
= 0, which assures that δJ retains
only the physics orthogonal to the relevant one described by the chosen basis
Ψ: ε (k) = m (k) I−1 (k). We have introduced, for the sake of simplicity,
the m-matrix m (i, j) =
〈{
J (i, t) ,Ψ† (j, t)
}〉
= 1
N
∑
k e
ik·(ri−rj)m (k) and the
normalization matrix I (i, j) =
〈{
Ψ (i, t) , Ψ† (j, t)
}〉
= 1
N
∑
k e
ik·(ri−rj)I (k);
〈...〉 stands for the thermal average in the grand-canonical ensemble and k
runs over the first Brillouin zone. ε (k), which is the Fourier transform of
ε (i, j) – ε (i, j) = 1
N
∑
k e
ik·(ri−rj)ε (k) –, has real eigenvalues E(ν) (k), which
represent the excitation energy spectrum of the system, and its eigenvectors
identify the elementary excitations of the system, within this approxima-
tion. We consider the thermal retarded Green’s function (GF) G(i, j) =
〈R [Ψ(i)Ψ†(j)]〉 and its Fourier transform G (k, ω), which can be obtained
solving its Dyson’s equation in the frequency-momentum space (once the
residual current is neglected)
G(k, ω) =
1
ω − (k) + iδ I(k) =
∑
ν
σ(ν)(k)
ω − E(ν)(k) + iδ (3)
3
E(ν)(k) act as bands of the system and σ(ν) (k) are the matricial spectral
density weights per band σ(ν)mn(k) =
∑
c Ωmν(k)Ω
−1
νc (k)Icn(k), where the ma-
trix Ω (k) has the eigenvectors of ε (k) as columns. The correlation functions
of the fields of the basis Ψ, Cmn (i, j) =
〈
ψm (i)ψ
†
n (j)
〉
, can be determined in
terms of the GF by means of the spectral theorem
Cmn (k, ω) = 2pi
∑
ν
[
1− fF
(
E(ν) (k)
)]
σ(ν)mn (k) δ
(
ω − E(ν) (k)) (4)
where fF is the Fermi function.
2.1. The equations of motion
The fields ξ(i) and η(i) satisfy the following equations of motion
i
∂
∂t
ξ (i) = −µξ (i)− 4tcα (i)− 4tpi (i) (5)
i
∂
∂t
η (i) = (U − µ) η (i) + 4tpi (i) (6)
where pi (i) = 1
2
nµ(i)σ
µ ·cα (i)+c†α (i) ·c (i)⊗c (i) is a higher-order composite
field, nµ (i) = c† (i) ·σµ ·c (i) is the charge- (µ = 0) and spin- (µ = 1, 2, 3 = k)
density operator, σ0 = 1 is the identity matrix and ⊗ stands for the outer
product in spin space. The field cs (i) satisfies the following equation of
motion
i
∂
∂t
cs (i) = −µcs (i) + 4tκs (i) + Uηs (i) (7)
where κs (i) =
(
cα† (i) · σk · c (i)− c† (i) · σk · cα (i)
)
σk · cα (i) − nk (i)σk ·
cα
2
(i), ηs (i) = nk (i)σk · ηα (i) and cα2 (i, t) =
∑
jl αijαjlc (l, t).
2.2. The normalization matrix I
The normalization I (k) matrix is symmetric by construction and its en-
tries have the following expressions
I11 (k) = I11 = 1− n
2
, I12 (k) = 0, I22 (k) = I22 =
n
2
(8)
I13 (k) = 3C
α
ξc +
3
2
α (k)χαs (9)
I23 (k) = 3C
α
ηc −
3
2
α (k)χαs (10)
I33 (k) ∼= 4Cαcsc +
3
2
Cηη + 3α (k)
(
fs +
1
4
Cαcc
)
(11)
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where n = 〈n (i)〉 is the filling, χαs = 13
∑
k 〈nαk (i)nk (i)〉 is the nearest-
neighbor spin-spin correlation function, fs = 13
〈
c† (i) · σk · cα (i)nαk (i)
〉
is a
higher-order (up to three different sites are involved) spin-spin correlation
function, and Cαmn =
〈
ψαm (i)ψ
†
n (i)
〉
. Higher-order terms (involving more
distant sites) in I33 (k) have been neglected [12].
2.3. The m-matrix
The m (k) matrix is symmetric by construction and its entries have the
following expressions
m11 (k) = −µI11 − 4t [∆ + (p+ I11 − I22)α (k)] (12)
m12 (k) = 4t [∆ + (p− I22)α (k)] (13)
m13 (k) = − (µ+ 4tα (k)) I13 (k)− 4tα (k) I23 (k)− 2tI33 (k)− 4tγmα (k)
(14)
m22 (k) = (U − µ) I22 − 4t [∆ + pα (k)] (15)
m23 (k) = (U − µ) I23 (k) + 2tI33 (k) + 4tγmα (k) (16)
m33 (k) ∼= −µI33 (k) +m0r33 +mαr33α (k) (17)
where ∆ = Cαξξ−Cαηη, p = 14 (χα0 + 3χαs )−χαp is a combination of the nearest-
neighbor charge-charge χα0 = 〈nα (i)n (i)〉, spin-spin χαs and pair-pair χαp =〈
[c↑ (i) c↓ (i)]
α c†↓ (i) c
†
↑ (i)
〉
correlation functions, γm, m0r33, and mαr33 are the
combinations of many higher-order correlation functions [12]. Higher-order
terms (involving more distant sites) in m33 (k) have been neglected [12].
2.4. Self-consistency and Algebra constraints
Algebra Constraints (ACs), exact relationship between the correlation
functions of the fields of the chosen operatorial basis dictated by the non-
canonical algebra they close, offer a very reliable way to fix unknown param-
eters and allow, at the same time, to impose to the system under analysis
algebraic relations and/or symmetry requirements that are valid for any cou-
pling and any value of the external parameters. In this case, we can recognize
the following exact Algebra Constraints
Cξξ = 1− n+D, Cξη = 0, Cηη = n
2
−D (18)
Cξcs = 3C
α
ξc, Cηcs = 0 (19)
5
where D = 〈n↑ (i)n↓ (i)〉 is the double occupancy. These relations lead to
the following very relevant ones: n = 2 (1− Cξξ − Cηη) and D = 1 − Cξξ −
2Cηη. On the other hand, we can compute χα0 , χαs , χαp and fs by operatorial
projection [12]
χα0 ≈ n2 − 2
I11
(
Cαcη
)2
+ I22
(
Cαcξ
)2
Cηη
(20)
χαs ≈ −2
I11
(
Cαcη
)2
+ I22
(
Cαcξ
)2
2I11I22 − Cηη (21)
χαp ≈
CαcξC
α
ηc
Cηη
(22)
fs ≈ −1
2
Cαcξ −
3
4
χαs
(
Cαcξ
I11
− C
α
cη
I22
)
− 2C
α
cξ
I11
(
Cα
2
cξ −
1
4
Ccξ
)
− 2C
α
cη
I22
(
Cα
2
cη −
1
4
Ccη
)
(23)
and use the three left ACs to compute γm, m0r33, and mαr33 .
3. Single-particle properties
We can now analyze the behavior of the single-particle properties of the
system: energy bands, density of states and Fermi surface. In particular,
we can study the energy bands of the system E(ν) (k) along the principal
directions of the first Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) → M =
(pi, pi) → X = (pi, 0) → Γ = (0, 0)) as well as the corresponding electronic
spectral density weight σ(ν)cc (k) =
∑2
n,m=1 σ
(ν)
nm (k). This latter corresponds
to the component per band of the momentum distribution function per spin
n (k) at T = 0 for those bands and momenta below the chemical potential.
Giving to each energy band E(ν) (k) a thickness proportional to σ(ν)cc (k) shows
the effective relevance of each energy band, momentum per momentum, with
respect to actual occupation and possible hole/electron doping. The den-
sity of states, N (ω) = 1
N
∑
k
∑
ν σ
(ν)
cc (k) δ
(
ω − E(ν) (k)), depends on both
the electronic spectral weight, σ(ν)cc (k), and the actual shape (through the
curvature ∇kE(ν) (k)) of the bands
δ
(
ω − E(ν) (k)) = ∑
p
δ
(
k− k(ν)p (ω)
)
|∇kE(ν) (k)|k=k(ν)p
(24)
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Figure 1: (top row) Energy bands E(ν) (k) along the principal directions of the first
Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) → M = (pi, pi) → X = (pi, 0) → Γ = (0, 0))
for T = 0 and U = 4 (left) and U = 8 (right). The thickness of each band is proportional
to the value of the corresponding electronic spectral density weight σ(ν)cc (k). The different
colors correspond to different values of the doping according to the legends in the bottom
row. (bottom row) Density of states N (ω) for T = 0 and U = 4 (left) and U = 8 (right).
The different colors correspond to different values of the doping.
where k(ν)p (ω) are the zeros of ω − E(ν) (k) = 0. Finally, we can inves-
tigate the shape of the Fermi surface by means of the spectral function
A (k, ω) = − 1
pi
= [Gcc (k, ω)] =
∑
ν σ
(ν)
cc (k) δ
(
ω − E(ν) (k)), where Gcc (k) =∑2
n,m=1Gnm (k) is the electronic Green’s function. In fact, the position of
the maxima of A (k, ω = 0) provides the effective Fermi Surface as measured
by ARPES (Angle Resolved Photo-Emission Spectroscopy) experiments. In
all calculations, δ (ω) has been replaced by a Lorentzian function
1
pi
ε
ω2 + ε2
with ε = 0.05.
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In Fig. 1, the energy bands E(ν) (k) along the principal directions of the
first Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) → M = (pi, pi) → X =
(pi, 0)→ Γ = (0, 0)) for T = 0 and U = 4 (top row, left panel) and U = 8 (top
row, right panel) are reported. The thickness of each band is proportional
to the value of the corresponding electronic spectral density weight σ(ν)cc (k).
The different colors correspond to different values of the doping according to
the legends in the bottom row. At the smaller value of U , U = 4, the bands
show a monotonous behavior on decreasing the doping down to half filling,
n = 1, where the central band crosses the chemical potential exactly along
the main anti-diagonal (X − S − Y = (0, pi)) as in the non-interacting case.
The great majority of the weight is concentrated in the central band at all
values of the filling and, just close to half filling, the other two bands acquire
some non negligible weight for the momenta closer to the chemical potential.
For the same momenta, these two bands become almost completely flat. For
the higher value of U , U = 8, the behavior is dramatically different at all
momenta and, in particular, at the M point where the curves do not follow
anymore a monotonous behavior. The weights of the two non-central bands
result much higher, in particular, close to half filling, where the first van Hove
singularity (vHs) crossing seems to happen for a value of doping smaller than
n = 1.
In order to better explore the different features of the energy bands and of
the electronic weights, taking fully into account also the actual shape/curvature
of the energy bands, between the two values of U , the density of states N (ω)
for T = 0 and U = 4 (bottom row, left) and U = 8 (bottom row, right)
has also been reported in Fig. 1. The legend clearly reports the relationship
between the different colors and the different values of the doping analyzed.
Again, for the smaller value of U , U = 4, the behavior is clearly monotonous
and the vHs is clearly the higher peak at all dopings and reach the chem-
ical potential only once at half filling following the evolution of the central
band. The increase of weight in the other two bands, together with their
going flat close to half filling, is now clearly visible in terms of well defined
peak structures surrounding the main central peak. The indications of an
unexpected and unconventional behavior coming from the energy bands at
the higher value of U , U = 8, is completely confirmed by the evolution of the
density of states, which can also help us to better understand which is the
emergent behavior. First, it is now evident that the vHs crossing happens
twice: once at half filling as required by the Luttinger theorem, but also at
8
Figure 2: Fermi surface in the top-right quadrant of the first Brillouin zone read out
through the maxima of A (k, ω = 0) for various values of the doping at T = 0 and U = 8.
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a lower filling (n = nvHs ∼= 0.895) signaling the establishment of quite strong
correlations modifying the shape and the weights of the bands well beyond
the weak-intermediate coupling limit well represented by the U = 4 results.
Moreover, the central peak is not anymore the highest one (at sufficiently
low dopings): the two facts together can be interpreted as the precursors of
the emergence of a pseudogap in the system in the region of doping close to
half filling. The peaks of the other two bands get evidently higher and higher
on decreasing the doping signaling the clear tendency towards the opening
of the Mott-Hubbard gap. This latter was always somehow there between
the two other bands, but the central band was filling it in for lower values
of U . This mechanism will lead to a finite value of U for the metal-insulator
transition (MIT), that seems already close for U = 8.
In Fig. 2, we report the doping evolution of the Fermi surface in the top-
right quadrant of the first Brillouin zone read out through the maxima of
A (k, ω = 0) at T = 0 and U = 8. It is now clear that the Fermi surface
changes concavity not at half filling as for U = 4, according to the con-
ventional weak-intermediate coupling scenario leading to a Fermi-like liquid
abiding the Luttinger theorem, but at n ∼= 0.895 leading to a clear violation
of the Luttinger sum rule. This can be explained only taking into account
that, in particular in the strong coupling regime, the new quasi-particles es-
tablishing in the system, and replacing the original electrons, are composite
operators not satisfying canonical commutation relations and, accordingly,
whose Green’s function is not bound to obey the Luttinger theorem.
Finally, in Fig. 3, we report the density of states at the chemical potential
N (ω = 0) (top row, left), the chemical potential µ (top row, right), the
compressibility κ = 1
n2
∂n
∂µ
(bottom row, left) and the nearest-neighbor spin-
spin correlation function χαs (bottom row, right) as functions of the filling
n for T = 0 and U = 4 (red dashed line) and U = 8 (black solid line). In
all panels, the dotted blue line marks the filling at which N (ω = 0) has a
maximum (n = nvHs). Looking at the doping evolution of the density of
states at the chemical potential N (ω = 0), it is now clear the fundamental
difference of behavior between the solution at U = 4 and at U = 8. The
former shows the typical behavior of a metal, the latter is on the verge of a
MIT that is approached in a very unusual way: the vHs is efficiently crossed,
with the related enhancement of the density of states, for a value of the
filling smaller than n = 1, namely n = nvHs. This can be clearly seen also
in the chemical potential µ where the sudden change of slope at the same
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Figure 3: Density of states at the chemical potential N (ω = 0) (top row, left), chemical
potential µ (top row, right), compressibility κ (bottom row, left) and nearest-neighbor
spin-spin correlation function χαs (bottom row, right) as functions of the filling n for
T = 0 and U = 4 (red dashed line) and U = 8 (black solid line). In all panels, the dotted
blue line marks the filling at which N (ω = 0) has a maximum.
value of filling is more than evident as well as the clear tendency to reach a
µ− value, as it would happen at the MIT, rather than U
2
. Even more, the
compressibility κ reports a clear kink at the same value of filling and a sudden
reduction for smaller values of the doping, clearly signaling the upcoming
emergence of an instability driven by the proximity to the MIT. As a matter
of fact, it is the whole region of doping between n = nvHs and half filling to
exhibit clear fingerprints of strong correlations. In fact, the nearest-neighbor
spin-spin correlations, captured by χαs , show a net increase of intensity in
that entire region of doping, also denouncing the origin of such behavior.
The antiferromagnetic correlations, although still short range, appear to be
strong enough, in the proximity of an incipient MIT, to dramatically modify
the nature of the elementary excitations emerging in the system leading to
the necessity of a description in terms of composite operators not necessarily
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obeying canonical commutation relations, whose treatment definitely requires
an operatorial approach.
4. Conclusions
We have studied the single-particle properties of the 2D Hubbard model
using the Composite Operator Method within a novel three-pole approxi-
mation whose operatorial basis includes, together with the usual Hubbard
operator, a third field describing the electronic transitions dressed by the
nearest-neighbor spin fluctuations. These latter have proved to play a crucial
role in the unconventional behavior of the energy bands, the density of states
and the Fermi surface of the system in the strong coupling regime (U ≥ 8).
In particular, so strong, although still short range, spin-spin correlations lead
to the violation of the Luttinger sum rule that can be seen as a precursor
of a pseudogap regime in proximity of an incipient MIT. The analysis of the
doping evolution of the density of states at the chemical potential, of the
chemical potential itself, of the compressibility and of the nearest-neighbor
spin-spin correlation function provides further evidence that this scenario
seems to be the one realized in the system. These findings also prove the
necessity of a description of so strongly correlated systems in terms of com-
posite operators, not necessarily obeying canonical commutation relations,
within an operatorial approach.
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