Information geometry, that is a differential geometric method of information theory, gives a natural definition of informational quantity from the projection theorem. In this letter, we report that the second law of thermodynamics can be obtained from this projection onto the manifold of reversible dynamics. We also show that the recent result in stochastic thermodynamics with information theory, called as the second law of information thermodynamics, is also regarded as the projection onto the manifold of local reversible dynamics. The hierarchy of these second laws can be discussed in terms of inclusion property of manifolds.
Information geometry, that is a differential geometric method of information theory, gives a natural definition of informational quantity from the projection theorem. In this letter, we report that the second law of thermodynamics can be obtained from this projection onto the manifold of reversible dynamics. We also show that the recent result in stochastic thermodynamics with information theory, called as the second law of information thermodynamics, is also regarded as the projection onto the manifold of local reversible dynamics. The hierarchy of these second laws can be discussed in terms of inclusion property of manifolds.
PACS numbers:
Information geometry [1, 2] is a theory of differential geometry for organizing various results in information theory, probability theory and statistics. The application of information geometry has been discussed in a variety of fields including the machine learning [3] , neuroscience [4] , statistical physics [5, 6] and thermodynamics [7] [8] [9] [10] . In application of information geometry, the projection theorem for the Kullbuck-Leibler divergence [11, 12] has a crucial role. For example, the projection theorem provides the conventional definitions of information quantities such as Shannon entropy, mutual information, the transfer entropy and the integrated information [2, 13, 14] .
In last two decades, the second law of thermodynamics for stochastic dynamics has been discussed in the field of stochastic thermodynamics [15, 16] . In stochastic thermodynamics, the discussion of the Jarzynski equality [17] and the Crooks fluctuation theorem [18] leads to an expression of the second law by the Kullbuck-Leibler divergence [19] . The recent results of the relationship between stochastic thermodynamics and information theory [20] , such as the second law of information thermodynamics [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] , are also based on expressions by the Kullbuck-Leibler divergence [32] . Although there are several attempts to seek a link between thermodynamics and geometry [7] [8] [9] [10] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] , the relationship between these second laws and information geometry based on the Kullbuck-Leibler divergence has been elusive.
In this letter, we show that the second law of thermodynamics can be derived from the projection theorem for the Kullbuck-Leibler divergence in information geometry. To introduce the manifold of reversible dynamics for stochastic process, the entropy production in stochastic thermodynamics can be considered as the minimum distance from this manifold, and its non-negativity gives the second law of thermodynamics. This fact is given by the sufficient conditions of the projection theorem, which are the generalized Pythagorean theorem [2] and the flatness of the manifold.
In addition, we show that the second law of information thermodynamics can also be derived from the projection onto the manifold of local reversibility for bivariate dynamics. Because the set of local reversible dynamics includes the set of reversible dynamics, we obtain the hierarchy that the bound by the second law of information thermodynamics is always tighter than the bound by the second law of thermodynamics. We finally discuss the additivity of the entropy change for bivariate dynamics from the view point of inclusion property of manifolds.
The reversible manifold.-We consider the time evolution of the system X . We assume that the system X has a binary state {0, 1} for a sake of simplicity, however this result is generalized for arbitrarily probability distributions.
Let X and X ′ be the random variables of the state of X at time t and time t + dt, respectively. The joint probability distribution of X and X ′ at states x ∈ {0, 1} and x ′ ∈ {0, 1} is generally given by the exponential family (1) where φ X,X ′ (θ) := ln[exp(θ 1 ) + exp(θ 2 ) + exp(θ 1 + θ 2 + θ 12 ) + 1] is the normalization constant which satisfies
x,x ′ p X,X ′ (x, x ′ ) = 1. The set of the probability distribution p X,X ′ is given by the 3-dimensional manifold, where the set of parameters θ = (θ 1 , θ 2 , θ 12 ) represents the coordinate of the manifold.
From the Bayes' rule, the transition probability of dynamics in X is given by
with φ X ′ |X (x|θ) := ln[exp(θ 2 + xθ 12 ) + 1]. We define the backward probability p B X|X ′ (x|x ′ ) := p X ′ |X (x|x ′ ) from the transition probability of the forward dynamics p X ′ |X (x|x ′ ). The backward probability is given by
This backward probability p B X|X ′ (x|x ′ ) is generally different from the conditional probability p X|X ′ (x|x ′ ) from the Bayes' rule, because ln p X|X ′ (x|x ′ ) is calculated as
We here introduce the 2-dimensional sub-manifold M R called as the reversible manifold,
This manifold gives the condition that the backward probability is equal to the conditional probability. On the manifold, we can not distinguish between stochastic dynamics of the forward path X → X ′ and the timereversed path X ′ → X. Then dynamics of X are reversible in time on the manifold. We also show that the flatness of the manifold M R . The manifold M is flat when the condition of M is given by the linear constraint of parameters Aθ = b [2] . The reversible manifold M R is flat, because the condition of the manifold M R is given by the linear relationship between θ from Eqs. (3) and (4),
The second law of thermodynamics and the projection theorem in information geometry.-We next discuss the relationship between the projection onto the reversible manifold and the second law of thermodynamics. The second law of thermodynamics is given by the non-negativity of the entropy production σ X tot := σ X bath + σ X sys ≥ 0, where the entropy change of the system σ X sys is defined as the Shannon entropy change
and the entropy change of the bath σ X bath for this case is defined as the local detailed balance [16] 
The entropy production σ X tot is zero if and only if dynamics of X are reversible in time (i.e., p X,
). In other words, the entropy production σ X tot is zero if and only if the path probability p X,X ′ is on the manifold M R In the sense of information geometry, we quantify a distance from reversible dynamics by considering the projection from the distribution p X,X ′ (x, x ′ ) to the reversible manifold M R (Fig. 1 ). We consider two distributions on the reversible manifold, q * X,X ′ ∈ M R and q X,X ′ ∈ M R . In the case q *
, we have the following Pythagorean theorem in information geometry
where
is the Kullback-Leibler divergence between two distributions P X (x) and Q X (x). This Pythagorean theorem indicates that the geodesic connecting p and q * is orthogonal to the geodesic connecting q * and q. Because the reversible manifold M R is flat, we can use the projection theorem, that is
From Eqs. (7) and (8), the Kullback-Leibler divergence D(p X,X ′ ||q * X,X ′ ) is given by the entropy production
In consequence, the second law of thermodynamics can be regarded as the minimum distance from the reversible manifold M R :
The second law of information thermodynamics for a feedback system and the feedback reversible manifold.-We here discuss the second law of information thermodynamics for a feedback system [21] [22] [23] . We consider the time evolution of the system X in the presence of the binary memory Y.
Let Y be the random variable of the memory Y. We consider the joint probability distribution of X, Y and X ′ at the states x ∈ {0, 1}, y ∈ {0, 1} and x ′ ∈ {0, 1}, respectively. To simply the calculation, we introduce the spin notation s = (s 1 , s 2 , s 3 ) = (x, y, x ′ ) with s i ∈ {0, 1}. The joint probability is given by the following exponential family
where φ X,Y,X ′ (θ) is the normalization constant that satisfies s p X,Y,X ′ (s) = 1. The set of the probability distribution p X,Y,X ′ is given by the (2 3 − 1)-dimensional manifold.
The backward transition probability for a feedback system is given by p
. We define the feedback reversible manifold M FR as
which indicates that dynamics of X are reversible under the realization of the memory state y. The feedback reversible manifold M FR is flat, because the condition of M FR is given by the linear relationship between θ,
We consider the projection onto the feedback reversible manifold M FR . We obtain the Pythagorean theorem
where q X,Y,X ′ ∈ M FR and q * X,Y,X ′ (x, y,
is given by the following thermodynamic quantities
where the total entropy change σ X tot := σ X bath + σ X sys for a feedback system is defined as σ X sys := H X ′ − H X and
and the mutual information difference ∆I is defined as
From the flatness of M FR and Eq. (18), the projection theorem gives the second law of information thermodynamics for a feedback system [22, 23] .
Therefore, the second law of information thermodynamics for a feedback system is given by the minimum distance from the feedback reversible manifold M F R , If dynamics are reversible in the sense of feedback [45] , the joint distribution p X,Y,X ′ is placed on the manifold M F R and the equality σ X tot + ∆I = 0 holds. The second law of thermodynamics and the second law of information thermodynamics for bivariate dynamics.-We here discuss the second laws for bivariate dynamics [24] [25] [26] [27] [28] [29] [30] [31] . We consider the time evolution of the coupled systems X and Y . For bivariate dynamics, we have the second law of thermodynamics for the total systems {X , Y}, and the second law of information thermodynamics for the subsystem X (Y) both.
Let X (Y ) and X ′ (Y ′ ) be the random variables of the system X (Y) at time t and time t + dt, respectively. We consider the joint probability distribution of X, Y , X ′ and Y ′ at the states x ∈ {0, 1}, y ∈ {0, 1}, x ′ ∈ {0, 1} and y ′ ∈ {0, 1}, respectively. The joint probability distribution p X,Y,X ′ ,Y ′ (x, y, x ′ , y ′ ) is given by the exponential family
where we use the spin notation s = (s 1 , s 2 , s 3 , s 4 ) = (x, y, x ′ , y ′ ), and φ X,Y,X ′ ,Y ′ (θ) is the normalization constant that satisfies s p X,Y,X ′ ,Y ′ (s) = 1. We assume the bipartite condition M BI :
for discussing the entropy change in the subsystem [24, 25] . The bipartite condition corresponds to the manifold M BI : θ 34 = 0, θ 134 = θ 234 = 0, θ 1234 = 0.
For bivariate dynamics, we can also define the backward probability as
. Under the bipartite condition, the backward probability is given by
For this case, the reversible manifold for bivariate dynamics is defined as
The condition of the reversible manifold under the assumption (23) This manifold is flat, because the condition of M R ∩M BI is given by the linear relationships of between θ. We consider the projection onto the reversible manifold M R ∩ M BI , and then we obtain the second law of thermodynamics for the coupled systems
where the total entropy production σ X Y tot := σ X Y bath + σ X Y sys is given by the entropy change of the coupled system σ X Y sys := H X ′ ,Y ′ − H X,Y and the entropy change of the bath attached to the coupled systems σ X Y bath :
To consider the second law of information thermodynamics, we next introduce the local reversible manifold of X (see also Fig. 2) ,
This manifold is flat because the condition of M X LR under the assumption (23) is given by
We have the Pythagorean theorem for the local reversible manifold M X LR ∩ M BI ,
where subsystem X [24, 27, 29] from the projection onto the local reversible manifold
where ∆I := I X;Y − I X ′ ;Y ′ is the mutual information difference, and I X →Y tr is the transfer entropy [46] defined as
and the backward transfer entropy [29] I X →Y Btr is defined as
The equality of Eq. (33) holds if dynamics of X are locally reversible, i.e., Eq. (30) . Hierarchy of the second laws for bivariate dynamics.-We finally discuss the hierarchy of the second laws (27) and (33) .
From Eqs. (26) and (31) , M X LR and M Y LR are sub-manifolds of M R . We then have min q∈MR∩MBI D(p||q) ≥ min q∈M X LR ∩MBI D(p||q) ≥ 0, or equivalently
It means that the bound of the second laws of information thermodynamics (33) is always tighter than the bound of the second law (27) (see Fig. 2 ).
The hierarchy of the second laws (37) is related to the second law of information thermodynamics for subsystem Y. For the system Y, we also have
Especially under the bipartite condition for time-
, the difference between wo bounds (37) and (38) exactly vanishes,
It implies the additivity of the entropy production σ X Y tot = σ X + σ Y with σ X := σ X bath + σ X sys − Θ X →Y [47] . From the view point of information geometry, the additivity (39) gives an interesting mathematical property (see also Fig. 3 ). The local reversible manifold of Y is given by M Y LR : θ 2 = θ 4 , θ 14 = θ 23 , θ 124 = θ 234 , and the condition M * BI is given by M * BI : θ 12 = 0, θ 124 = θ 134 = 0, θ 1234 = 0. From these conditions and Eqs. (26) and (31), the intersection of the local reversible manifolds
Under the bipartite conditions M BI ∩ M * BI , we have the additivity Eq. (39), i.e., D(p||q * ) = D(p||q X * )
, and the generalized Pythagorean theorem for the local reversible manifold, i.e., D(p||q * ) = D(p||q X * ) + D(q X * ||q * ). These two equations yield the relationship
and vice versa
, which means that the parallel sides of a quadrangle has the same length. We add that the parallel sides of a quadrangle generally have different lengths in information geometry, and then this result is nontrivial.
We also mention that the stationary condition M SS : p X,Y (x, y) = p X ′ ,Y ′ (x, y) is related to the condition (40) . The stationary condition is given by M SS : θ 1 = θ 3 , θ 2 = θ 4 , θ 12 = θ 34 , θ 14 = θ 23 , θ 123 = θ 134 , θ 124 = θ 234 . It yields
Then, the additivity (39), (41) holds in a stationary state M SS , in spite of the condition M * BI .
Additivity:
FIG. 3: Schematic of the additivity. Under the bipartite conditions MBI ∩ M * BI (MBI ∩ MSS), the reversible manifold is equal to the intersection of the local reversible manifolds. The additivity of entropy production indicates that the parallel sides of a quadrangle (p, q X * , q * , q Y * ) have the same length.
Conclusion and discussion.-By applying informationgeometric framework, we clarify the relationship between the second law of thermodynamics and information thermodynamics. This result is complement to other geometric expressions of the second law, such as the principle of Carathèodory [48] and the maximum entropy thermodynamics [49, 50] , while our result is based on the manifold of reversibility unlike the other.
Because the second law of information thermodynamics would be essential for biochemical information processing [27, [51] [52] [53] [54] [55] [56] , this work would give a geometric insight into the biological information processing. It is also interesting that the concept of the second law of information thermodynamics is similar to the integrated information theory [13, 14, 57, 58] in this information-geometric framework.
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