The inverse scattering method within the J-matrix approach to the two coupled-channel problem is discussed. We propose a generalization of the procedure to the case with different thresholds.
I. INTRODUCTION
In the J-matrix approach [1, 2] to the many-channel problem the partial wave potentials
are given by the expansion
Here, α is the channel index that contains the orbital angular momentum ℓ α , x = r/ρ, the relative coordinate in units of the oscillator radius ρ = /µω, where µ is the reduced mass.
In the case of collisions with neutral targets, the harmonic oscillator basis functions
are applied.
In [3, 4, 5] an inverse scattering formalism within the J-matrix method has been proposed and developed, where potentials (1), (2) are determined from a given S-matrix. In the previous version [3, 4, 5] we have restricted ourselves to the case of a two-channel system without a threshold.
In this paper we attempt to extend the inverse scattering procedure [3, 4, 5] to the two coupled channels with different thresholds: ∆ 1 = 0, ∆ 2 = ∆ > 0. The channel wave numbers k α are related by
We measure the energy E in ω, i. e. E = ωǫ and ǫ = q 2 /2, where q = ρk. Thus, the elements H 
Here, T (n + 1) n + ℓ + 
of the ℓth partial wave kinetic energy operator
Recall that generally, with a finite order potential matrix it is possible to reproduce the scattering data only in finite energy interval. The S-matrix (S(k)) features in a given interval k ∈ [0, k 0 ] determine the optimal combination of N and ρ that is best suited to the task of the potential (1), (2) construction.
Within the framework of the method the eigenvalues {λ j } and rows {Z N,j }, {Z N ,j } of the eigenvector matrix Z of the Hamiltonian matrix H are derived from the S-matrix. As has been shown in Ref. [5] , the set {λ j , Z N,j , Z N ,j } N j=1 suffices to determine the Hamiltonian matrix H of the quasitridiagonal form
The present paper is organized as follows. In Sec. II we outline the multichannel Jmatrix formalism. Sec. III is devoted to the generalization of the J-matrix inverse scattering formalism to the case of two coupled channels in the presence of the threshold. An example illustrated all steps of the presented inverse procedure is given in Sec. IV. Conclusions are drawn in Sec. V. The Appendix consists of a brief discussion of the J-matrix version of the two-channel Marchenko equations.
II. PRELIMINARIES
The components ψ (αβ) (k, r) of 2 × 2 matrix solution to the coupled radial Schrödinger equation, within the J-matrix formalism, are expanded in the oscillator function series [2] 
For the potential (1), (2) the expansion coefficients c
of two linearly independent solutions
to the three-term recursion relation
which is the basis-set representation of the free Schrödinger equation.
In turn, the component ψ
of the bound eigenstate of energy
coefficients satisfy the boundary conditions
The completeness relation of the scattering and bound states [7] can be transformed for the solutions
The J-matrix expressions for the S-matrix elements have the form
where
The functions P α β (ǫ) are defined by
The eigenvalues λ j are thus the poles of P α β (ǫ).
III. DESCRIPTION OF THE METHOD
In this energy region all channels are open, the S-matrix is unitary. Thus the method [3, 5] can be applied to calculate the eigenvalues λ j ∈ [
] and corresponding eigenvector components Z N,j , Z N ,j . Firstly, the functions P α β (ǫ) are defined by inverting (21)- (24) relative to P α β (ǫ),
Then the eigenvalues λ j are the roots of
In turn the residues of P α β (ǫ) (26) at the poles λ j determine Z N,j , Z N ,j squared and the component products:
Notice that the unitarity of the S-matrix provides that (for N sufficiently large) the poles and residues of the functions P α β (ǫ) (26) are real:
and
To define the functions P α β (26) for this energies an analytic continuation of the S- 
Then the eigenvalues λ j < 
Finally, the components Z N ,j are assumed to be zero. 
In the previous papers (see, e. g. [5] ) the "external" parameters are obtained through the use of a standard fit to the data on the interval k ∈ [0, k 0 ]. In doing this the constraints
that follow from orthogonality of the eigenvector matrix Z, are allowed for the parameters
In the paper to this end we use the discrete version of the Marchenko equations [8] generalized to the two coupled-channel case (see Appendix). Let us assume that, as in an example discussed below, only two largest eigenvalues λ j lie to the right of 
To obtain the quantities a Before we can use the Marchenko equations, we need to define the matrix S(k) in the integrands on the right-hand side of (A6) for 0 ≤ k < ∞. For this purpose suppose that there exists k max > 0 such that
Notice that the integrands in Eq. (A6) contain the solutions C n, ℓ (q) which are exponentially large as q → ∞ [8] : 
Hence choosing N large enough, the integrated terms involving f n (k) (n ≥ N − 2) for k < √ ∆ can be made as small as we please. Thus for N sufficiently large the approximation
is acceptable for the matrix S(k) in Eq. (A6).
Let S (0) (k) denote the S-matrix corresponding to the Hamiltonian matrix (8) 
Bound states
To every bound state with κ ν , M
(1)
ν there corresponds the triplet {λ ν , Z N, ν , Z N , ν }. The "bound" parameters {λ ν , Z N, ν , Z N , ν } and κ ν , M (48) and (18) through the functions P α β (25). In turn, κ ν , M
ν are involved in the kernels Q (α β) n m (A6) of the Marchenko equations. Thus all of the unknown parameters {λ j , Z N, j , Z N , j },
∆ and {λ ν , Z N, ν , Z N , ν } are found by solving the system that consists of (42), (43), (48) and two out of four Eqs. (18).
IV. EXAMPLE
As an example, we consider the S-matrix
corresponding to a model s-wave 2 × 2 potential discussed in Ref. [10] with a = −2, b = 0.6, x = 3. A threshold energy ∆ = 10 is assumed in the second channel. (We take = µ = 1.)
We found that the number N = 5 of the basis functions (3) used in the expansion (2) and the oscillator radius quantity ρ = 0.495 are best suited to the task of a potential (1), (2) construction that reproduces the S-matrix ( Table I .
The eigenvalues λ j ∈ [0,
∆], j = 2, 3 (see Table I ) and the corresponding components Z N,j , Z N ,j are found from the approximate Eqs. (40)- (41). Notice that if we use the expression (49) for the S-matrix in (30), we obtain that the equation (31) has not real roots
The calculations of the eigenvalues λ j > 
The "bound" parameters {λ 1 , Z N,1 , Z N ,1 } and the "external" ones {λ j , Z N,j , Z N ,j }, j = 9, 10 are found by solving the system that consists of (42), (43), (48), (50). In the calculations of a
(1) and the mixing parameter ε corresponding to the matrix S(k) in the integrands on the right-hand side of (A6) (thin solid line) and the resulting matrix S (0) (k) (dashed line).
In order to evaluate the effect of the closed channel the iteration procedure described in the previous section is applied. The convergence of a
N −1 , u N −1 on the left-hand side of (43) depending on the number of iterations is displayed in Table II A comparison of (a) and (b) results shows that, as we might expect, the off-diagonal part V (12) = V (21) of the interaction (1), (2) is most sensitive to the used approximations.
The mixing parameter ε behavior (see 
V. CONCLUSION
A generalization of the J-matrix inverse scattering approach to the case of two coupled channels with different threshold energies has been discussed. All the modification introduced in the inverse scheme [3, 5] (employed in the case of a two-channel system without threshold) appear to be plane and relatively obvious. An inverse procedure is proposed which focuss on reproducing the scattering data in a given energy interval. On the other hand, the procedure allows us to evaluate the contribution from the closed channel to the sought-for potential. 
