Abstract-We propose a new approach for designing classifiers for a -class ( 2) problem using genetic programming (GP). The proposed approach takes an integrated view of all classes when the GP evolves. A multitree representation of chromosomes is used. In this context, we propose a modified crossover operation and a new mutation operation that reduces the destructive nature of conventional genetic operations. We use a new concept of unfitness of a tree to select trees for genetic operations. This gives more opportunity to unfit trees to become fit. A new concept of OR-ing chromosomes in the terminal population is introduced, which enables us to get a classifier with better performance. Finally, a weight-based scheme and some heuristic rules characterizing typical ambiguous situations are used for conflict resolution. The classifier is capable of saying "don't know" when faced with unfamiliar examples. The effectiveness of our scheme is demonstrated on several real data sets.
I. INTRODUCTION

G ENETIC PROGRAMMING (GP) introduced by Koza and his group
is popular for its ability to learn relationships hidden in data and express them automatically in a mathematical manner. GP has already spawned numerous interesting applications such as [2] - [12] . GP has been used by many authors [13] - [18] to design classifiers or to generate rules for two class problems. Although genetic algorithm has been used by many researchers to design classifiers for multiclass problems, only a few attempts have been made to solve the same problem using GP. Holland [19] provides a nice discussion about designing classifier systems. Rauss et al. [13] used GP to evolve binary trees (equations) involving simple arithmetic operators and feature variables for hyper-spectral image classification. A data point is assigned a class if the response for that class is positive and responses for all other classes are negative. Agnelli et al. [14] also applied GP for image classification problems. In addition to simple arithmetic operations, they considered exponential function, conditional function and constants to construct binary trees. The generation of rules using GP for two class problems has been addressed by Stanhope and Daida [15] and Falco et al. [16] . Binary trees consisting of logical functions, comparators, feature variables and constants have been generated to represent possible classification rules. During the construction of binary trees, some restrictions are imposed to enforce a particular structure, so that they can represent logical statements or rules. Dounias et al. [17] implemented GP to generate both crisp and fuzzy rules for classification of medical data. Multicategory pattern classification using GP has been attempted by a few researchers [12] , [20] - [22] . Loveard et al. [20] proposed five methodologies for multicategory classification problems. Of these five methodologies, they have shown that dynamic range selection method is more suitable for multiclass problems. In this dynamic range selection scheme, they record the real valued output returned by a classifier (tree or program) for a subset of training samples. The range of the recorded values is then segmented into regions to represent class boundaries. If the output of the classifier for a pattern falls in the region , then the th class is assigned to . Once the segmentation of the output range has been performed, the remaining training samples can then be used to determine the fitness of an individual (or classifier). Chien et al. [21] used GP to generate discriminant functions using arithmetic operations with fuzzy attributes for a classification problem. In [22] , Mendes et al. used GP to evolve a population of fuzzy rule sets and a simple evolutionary algorithm to evolve the membership function definitions. These two populations are allowed to co-evolve so that both rule sets and membership functions can adapt to each other. For a -class problem, the system is run times. Kishore et al. [12] proposed an interesting method which considers a class problem as a set of two-class problems. When a GP classifier expression (GPCE) is designed for a particular class, that class is viewed as the desired class and the remaining classes taken together are treated as a single undesired class. So, with GP runs, all GPCEs are evolved and can be used together to get the final classifier for the -class problem. They have experimented with different function sets and incremental learning. For conflict resolution (where a pattern is classified by more than one GPCE) each GPCE is assigned a "strength of association" (SA). In case of a conflicting situation, a pattern is assigned the class of the GPCE having the largest SA. They have also used heuristic rules to further reduce the misclassification.
Lim et al. presented an excellent comparison of 33 classification algorithms in [23] . They used a large number of benchmark data sets for comparison. None of these 33 algorithms use GP. The set of algorithms includes 22 decision tree/rule-based algorithms, nine statistical algorithms, and two neural networkbased algorithms. We shall use the results reported in [23] for comparison of our results.
In this paper, we propose a method to design classifiers for a -class pattern classification problem using a single run of GP. For a class problem, a multitree classifier consisting of trees is evolved, where each tree represents a classifier for a particular class. The performance of a multitree classifier depends on the performance of its constituent trees. A new concept of unfitness of a tree is exploited in order to improve genetic evolution. Weak trees having poor performance are given more chance to participate in the genetic operations so that they get more chance to improve themselves.
In this context, a new mutation operation called nondestructive directed point mutation is proposed which reduces the destructive nature of mutation operation. During crossover, not only is swapping of subtrees among partners performed but also swapping of trees is allowed. As a result, more fit trees may replace the corresponding less fit trees in the classifier. Multiple classifiers from the terminal population are then combined together by a suitable OR-ing operation in order to further improve the classification result. A conflict situation occurs when a pattern is recognized by more than one tree to their respective classes. Each tree of the classifier is assigned a weight to help conflict resolution. In addition, heuristic rules, that characterize typical situations when the classifier fails to make unambiguous decisions, are used to further enhance the classifier performance. For a reasonably large number of training points, if the classifier fails to make unambiguous decision, and the response of the classifier for each such data point is the same, then it is likely that those training points come from some particular area of the input space. Heuristic rules exploit this information and try to resolve situations when more than one tree of the classifier produce positive responses. A combination of all of these results in a good classifier.
II. BRIEF INTRODUCTION TO GP
GP [1] , [2] , [24] evolves a population of computer programs, which are possible solutions to a given optimization problem, using the Darwinian principle of survival of the fittest. It uses biologically inspired operations like reproduction, crossover and mutation. Each program or individual in the population is generally represented as a tree composed of functions and data/terminals appropriate to the problem domain. The set of functions and set of terminals/inputs must satisfy the closure and sufficiency properties. The closure property demands that the function set is well defined and closed for any combination of arguments that it may encounter. On the other hand, the sufficiency property requires that the set of functions in and the set of terminals be able to express a solution of the problem [1] . The function set may contain standard arithmetic operators, mathematical functions, logical operators, and domain-specific functions. The terminal set usually consists of feature variables and constants. Each individual in the population is assigned a fitness value, which quantifies how well it performs in the problem environment. The fitness value is computed by a problem-dependent fitness function.
A typical implementation of GP involves the following steps.
Step 1) GP begins with a randomly generated population of solutions of size .
Step 2) A fitness value is assigned to each solution of the population.
Step 3) A genetic operator is selected probabilistically. Case i) If it is the reproduction operator, then an individual is selected (we use fitness proportionbased selection) from the current population and it is copied into the new population. Reproduction replicates the principle of natural selection and survival of the fittest. Case ii) If it is the crossover operator, then two individuals are selected. We use tournament selection where number of individuals are taken randomly from the current population, and out of these , the best two individuals (in terms of fitness value) are chosen for the crossover operation. Then, we randomly select a subtree from each of the selected individuals and interchange these two subtrees. These two offspring are included in the new population. Crossover plays a vital role in the evolutionary process. Case iii) If the selected operator is mutation, then a solution is (randomly) selected. Now, a subtree of the selected individual is randomly selected and replaced by a new randomly generated subtree. This mutated solution is allowed to survive in the new population. Mutation maintains diversity.
Step 4) Continue Step 3), until the new population gets solutions. This completes one generation.
Step 5) Unlike GA [25] , GP will not converge. So,
Step 2)-4) are repeated till a desired solution (may be 100% correct solution) is achieved. Otherwise, terminate the GP operation after a predefined number of generations.
III. PROPOSED MULTITREE GP-BASED CLASSIFIER
A classifier D is a mapping, , where is the -dimensional real space and is the set of label vectors for a -class problem and is defined as . For any vector , is a vector in -dimension with only one component as 1 and all others as 0. In other words, a classifier is a function which takes a feature vector in dimension as input and assigns a class label to it.
In this paper, our objective is to find a using GP. We shall use a multitree concept for designing classifiers. The beauty of using this concept is that we can get a classifier for the multiclass problem in a single run of GP.
Given a set of training data and its associated set of label vectors , our objective is to find a "good" using GP. For a two class problem, a possible classifier or an individual is generally represented by a single tree ( ). For a pattern if class else class
The single tree representation of the classifier is sufficient for a two-class problem. This scheme can be extended to a multicategory classification problem. In our design, every chromosome or individual will have a tree for every class. So, the th chromosome will have trees, and these will be denoted by , . If the identity of the chromosome is not important, then for clarity we will ignore the superscript and use only the class index, i.e., the subscript. So a possible solution or an individual for the GP is represented by trees . For a pattern if and for all , , then .
If more than one tree show positive responses for the pattern , then we require additional methodologies for assigning a class to . The steps followed to achieve our goal are summarized in the following sections.
A. Initialization
Each of the trees for each individual is initialized randomly using the function set which consists of arithmetic functions and the terminal set containing feature variables and constants. The function set and terminal set used here are as follows:
and feature variables , where R contains randomly generated constants in [0.0,10.0]. We have initialized trees using the ramped half-and-half method [1] .
B. Training and Fitness Measure
The GP is trained with a set of training samples, . Instead of training the GP with all training samples at a time, it is accomplished in a step-wise manner increasing the number of training samples in steps. The step-wise increment of training samples is accomplished by a preset number of generations . The step-wise learning can reduce the computational overhead significantly [27] , [28] and can improve the performance [12] . If we use steps, then each step size will be generations. And the incremental change in the size of training subset in each step will be . Let be the set of the training samples at step , . At the first step and at the last step, . After step-wise learning GP is continued with all N training samples up to the maximum number of generation M, where . While training, the response of a tree for a pattern is expected to be as follows:
In other words, a classifier with trees is said to correctly classify a sample , if and only if all of its trees correctly classify that sample. We emphasize that if a training sample is from class , then we say that tree correctly classifies , if
. On the other hand, the tree is said to correctly classify , if . For each correct classification of a training sample by a classifier, its raw fitness is increased by 1.
At the initial stage of learning (evolution), if some but not all of the trees of a classifier are able to do a good job, then that should not necessarily be considered a bad classifier. Because by giving more chance to unfit trees to take part in subsequent genetic operations, unfit trees may be made to converge to more fit trees and, hence, may result in a better overall classifier. We will take into account this factor, while computing the fitness value. Let trees correctly classify a training sample . Then, we increase the raw fitness by irrespective of the class label of . In other words, we give equal importance to all trees. So, if all trees correctly classify a data point, then the raw fitness is increased by 1 as mentioned above. This partial increment of raw fitness function by (for ) is considered only during the stepwise learning, i.e., only up to generations. This helps to refine the initial population. After completion of the step-wise learning, the fitness function considers only the correctly classified samples. We again emphasize the definition of correct classification by a tree. If is from class , then for a chromosome, if , then 's classification is correct, and also, if , then also classifies correctly.
Let be the number of trees that correctly classify . So the fitness function at step of the step-wise learning task is defined as (1) In (1), Number of training samples used at step .
After step-wise learning we consider the samples which are correctly classified by all trees of the classifier. So, the fitness function after step-wise learning is defined as shown in (2), at the bottom of the page.
Thus, during initial evolution, individuals with potential (partially good) trees are given some extra importance in the fitness calculation. Note that fitness function (1) or (2) can be used for selection of individuals. Algorithm fitness shows the procedure for evaluating the fitness of an individual during the step-wise learning process. 
Algorithm
C. Unfitness of Trees
When all trees are able to classify a pattern correctly then the said classifier will recognize the pattern correctly. On the other hand, if there are some unfit trees in the classifier, they should be given more chance to evolve through genetic operations in order to improve their performance. In addition to the fitness functions, we need another unfitness function, to select a tree after an individual is selected [using (1) or (2)] for genetic operations.
So after an individual is selected for genetic operation, we compute the degree of unfitness of its each constituent tree , . The total number of training samples for which is unable to classify correctly is counted. Let be the total number of training samples not correctly classified by . To compute , , we proceed as follows: If a training sample is from class and , then is increased by 1 and also if , then is increased by 1. If , then is more unfit then . Let (3) This is used as the probability of selection of the th tree by the Roulette wheel selection as an unfit tree for genetic operations as described in Sections III-D and E. In this way, the unfit trees are given more chance to take part in the genetic operations to rectify themselves.
D. Modified Crossover Operation
Crossover plays a vital role in GP for evolution. To select trees (within a chromosome) for crossover, we use as the probability of selection and this gives more preference to unfit trees for the crossover operation. We use the tournament selection scheme for selecting chromosomes for the crossover operation. The fitness function defined in (1) or (2) is used for the selection of a pair of chromosomes. Let the selected chromosomes be and . Each of and has trees , , . Now, we select a tree from chromosome using Roulette wheel selection based on the probability , .
is computed using (3). We now randomly select a node from each of and , where the probability of selecting a function node type is and that of a terminal node type is , . After selecting one node from each of the two trees and , we swap the subtrees rooted at the selected nodes. In addition to this, we also swap the trees and for all . That means we swap trees of chromosome with of chromosome for all . This crossover operation has three interesting aspects. First, we swap subtrees between classifiers from the same class. The motivation is that, good features of one classifier may get combined with good features of another classifier. Note that a subtree of the good classifier for class , may not be very useful for a class , of a different classifier. The second interesting aspect of this crossover operation is that it also exchanges classifier trees as a whole between two chromosomes. The third point is that, by selecting trees for the crossover operation according to their unfitness, the chance of unwanted disruption of already fit trees is reduced and the chance of evolution of weak trees is increased. Thus, we not only try to change weak trees but also try to protect good trees from the destructive nature of the crossover operation. Fig. 1 illustrates the crossover operation. In Fig. 1(a) and (b), two chromosomes are selected for crossover. Suppose of is selected using (3) . A node of and a node of (shown by the dotted circles) are then randomly selected (the probability of selecting a function node is , and that of a terminal node is ) for crossover operation. Now, the subtrees rooted at the selected nodes are swapped. Also, are swapped, respectively, with . The resultant chromosomes obtained after crossover are shown in Fig. 1 (c) and (d) .
A schematic description of the crossover operation is given next.
Algorithm Crossover
Step 1) Randomly select (tournament size) individuals from the population for tournament selection.
Step 2) Select the best two individuals ( and , say) of the tournament for the crossover operation.
Step 3) Compute , of using (3).
Step 4) Select a tree of , by the Roulette-wheel selection using the unfitness probability, .
Step 5) Choose a node type-a function (internal) node type is chosen with probability and a terminal (leaf) node type is selected with probability . Randomly select a node of the chosen type from each of the trees and .
Step 6) Swap the subtrees rooted at the selected nodes of and .
Step 7) Swap with , for all .
E. Modified Point Mutation Operation
The conventional GP mutation is usually a destructive process, because it swaps a subtree for a randomly generated tree. For this reason, we have utilized point mutation with some additional precautions. It is just like the fine-tuning of a solution.
In case of point mutation, a node is randomly picked. If it is a function (terminal) node then it is replaced by a randomly chosen new function (terminal) node (having the same arity). Thus, it causes a very small change. To make a considerable change, it is repeated a number of times. Although, usually it is not expected to severely affect the tree, sometimes its effect could be significant. So, we introduce a kind of directed mutation, which always accepts mutations that improve the solution, but also occasionally, with some probability, accepts a mutation that does not improve the solution. This involves comparison of the fitness of the mutated tree with that of the original tree. To reduce computation time, we evaluate fitness of the mutated tree and fitness of original tree using only 50% of the training samples of the th class. If equals , then we use the remaining 50% of training samples of the th class to find . If the mutated tree is equal or more fit than the original tree, then the mutated tree is retained. Otherwise, it is ignored with probability th. We have taken th . Mutation causes random variation and unfit trees need such variation more than fit ones. Consequently, after selecting an individual for mutation, the more unfit trees are given more chances to mutate. In other words, more fit trees are given more opportunities to protect themselves from the destructive nature of mutation. To achieve this, we proceed as follows.
We randomly select a chromosome and then select a tree from the chromosome. The tree is selected using Roulette wheel selection criterion with in (3). This is tree selection with a probability proportional to the unfitness of the tree. Then, we select % of nodes from the selected tree for point mutation. A function node is selected with probability and a terminal node is selected with probability , . After mutation, a decision is made as to whether the mutated tree will be retained or ignored. This procedure is repeated times for the selected individual. The basic steps of the point mutation are schematized in Algorithm Mutation.
Algorithm Mutation
Step 1) Randomly pick an individual(C) for mutation (from the old population).
Step 2) Compute unfitness probability , of C using (3).
Step 3) Select a tree of with Roulette wheel selection using , .
Step 4) Randomly select a node from with probability of selecting a function node and that of a terminal node for point mutation.
Step 5) If the selected node is a function node, replace it with a randomly chosen function node (having the same arity). Otherwise, replace it with a randomly chosen terminal node.
Step 6) Repeat Step 4) and Step 5) for % of the total nodes in .
Step 7) Evaluate the fitness of the mutated tree and fitness of the original tree using 50% of training samples of the th class.
Step 8) If then evaluate again and using the remaining 50% of training samples of the th class.
Step 9) If then accept the mutated tree, else retain it with probability 0.5.
Step 10) Repeat Step 3) through Step 9) times.
F. Termination of GP
The GP is terminated when all training samples are classified correctly by a classifier (an individual of the GP population) or a predefined number of generations are completed. If all of the training samples are correctly classified by the GP, the best individual (BCF) of the population is the required optimum classifier CF. Otherwise, when the GP is terminated after completion of M generations, the best individual (BCF) of the population is passed through an OR-ing operation to obtain the optimal classifier CF.
The best individual (BCF) is selected as follows. Let hit number of correctly classified training samples by the classifier . The individual which scores the maximum is considered the best classifier BCF. If more than one individual score the same hit (maximum), then the individual which has the smallest number of nodes is chosen as the best individual BCF.
G. Improving Performance of Classifier with OR-ing
It is possible that the terminal GP population contains two chromosomes and such that is good for a particular segment of the feature space, while models well another segment of the feature space. The overall performance, in terms of misclassification, of and could be comparable or different. In this case, combining and by OR-ing may result in a much better classification tree. This is the principle behind this OR-ing operation. The best individual BCF of the GP run, which is unable to classify correctly all training samples is further strengthened by this operation. BCF is OR-ed in a consistent fashion with every individual of the terminal population. From this set of (OR-ed) pairs, the best performing (in terms of number of misclassifications) pair is taken as the optimum classifier CF. However, OR-ing is to be done carefully. Next, we explain how the OR-ing is done. We introduce a set of indicator variables , for the best chromosome BCF as if otherwise where
In other words, if the th tree of BCF shows a positive response for a sample , then for that sample is 1; otherwise, it is 0. Now, to combine the BCF with any other chromosome , we define another set of indicators , as if otherwise
For notational clarity, we consider a set of indicators to represent the combined classifier using BCF and . . .
The combined classifier is, thus, defined by . Given a data point , assigns a class label to as follows.
If and , for all and i, then .
In this way, if the population has chromosomes then we will get , combined classifiers. The combined classifier which correctly classifies the maximum number of training samples, is taken as the resultant classifier CF.
H. Conflict Resolution
The resultant classifier CF, thus obtained, is now ready for validation with the test data set. For a test data point , to make an unambiguous decision, we need and (or and ), for some , . However, it can happen that more than one tree of CF show positive responses. In this case, we face a conflicting situation.
To resolve it, we use a set of heuristic rules followed by a weighting scheme. The heuristic rule-based scheme described next is a slightly modified version of the rule proposed by Kishore et al. [12] .
Extraction of the Rules: The classifier CF is used to classify all training samples. The objective of the heuristic rules is to identify the typical situations when the classifier cannot make unambiguous decisions and exploit that information to make decisions. Let be the number of unclassified training samples of class for which either two or more trees or none of the trees of CF show positive response. For each such unclassified sample , , we compute a response vector in dimension as follows: if otherwise
As an illustration, consider a four-class problem, where a training sample from class 1 is not classified by CF, because more than one tree show positive responses. Suppose , , and show positive responses, and shows a negative response for the training example. Then, the corresponding response vector will be . Similarly, if a training sample of class 1 is unclassified because all trees show negative responses, i.e., , then the response vector is . If there are classes, then there can be at most possible distinct response vectors when the classifier fails to make a decision. Let these vectors be . Clearly, . The classifier may produce a particular vector for several data points from class . If this is so, then represents a typical conflicting or ambiguous situation for class when the classifier cannot make a decision. Since several training data points generated the same response vector, , it is likely that those training points came from some particular area of the input space and the classifier failed to model that area correctly. These points are expected (but not necessarily) to form a cluster in the input space. Therefore, for a test data point , if CF fails to classify unambiguously and the response vector corresponding to matches , then it may be reasonable to classify to the th class. We call a rule for conflict resolution. We emphasis that unless is supported by a sufficient number of instances, we should not use as a rule for conflict resolution for class . In other words, the number of cases from class for which the response vector is produced should be large. Suppose, of the unclassified samples, is obtained for times. We may use a threshold on to decide on the acceptance of as a rule. Using such a threshold, may also become a rule for a different class, but a particular should be used as a rule for only one class.
So, for a , we find the class for which is the maximum. Then, is used to represent a rule only for class . The difference of our rules from those of Kishore et al. [12] is that authors in [12] used a threshold on the percentage of training samples to pick up the rules, while we threshold on the number of samples. The reason for such a choice, as explained earlier, is that if any is supported by a reasonable number of points , it should be considered a rule, and thus is independent of the size of . The heuristic rules are derived from the behavior of the classifier when it fails. So unless there are sufficient number of failure cases, the rules may not be useful. Based on a few experiments with the training data we decided to use . A better strategy would be to use a validation set to decide on the value of .
If the classifier fails to classify a pattern unambiguously and that pattern produces a response vector which matches a heuristic rule, then the class corresponding to that rule is assigned to that pattern. If there is no heuristic rule for that response vector, then the weight-based scheme discussed next is used to assign a class to the pattern. If there is no heuristic rule at all, then we directly use the weight-based scheme.
Weighting Scheme: The classifier CF is used to classify all training samples. Now, we compute a matrix of dimension , where is the total number of cases such that the instance is from class , but the th tree of classifier CF shows a positive response, i.e., , . In other words, gives the number of data points from class for which the tree gives a positive response. Consequently, diagonal elements of represent the number of cases correctly classified and the off-diagonal elements represent the number of misclassified cases by the trees. For an ideal classifier, the sum of all diagonal elements will be and the sum of all off-diagonal elements will be zero. Now, gives the number of data points from all classes except class for which . So, gives the number of data points from other classes which are wrongly classified to class by tree .
represents the false positive cases. The classifier CF will make mistake for these cases.
If
, then the tree can be held most (or at least, significantly) responsible for the misclassification reported by the classifier CF.
For a row in , the difference between the total number of patterns of class and the diagonal element indicates the number of cases from class for which tree did not predict the result correctly. In other words, is related to how tree failed to represent its own class.
represents the false negative cases. Let ; then the th tree is also a determinant of the poor performance of classifier CF.
Therefore, for a tree , we define a weight that provides the relative importance of the tree in making a correct prediction as follows.
For the th tree of the CF, we compute where Total number of training samples (4) . These weights can be used for resolution of conflict, when needed.
For a test data point , if we find that CF identifies a conflict between classes and (in other words, both and give positive responses), then is assigned to class , if ; otherwise, is assigned to class . Note that, this weight scheme is different from the one used by Kishore et al. [12] .
We recommend using the heuristic rules first because each heuristic rule represents a typical mistake, a scenario represented by an adequate number of data points. Moreover, as pointed out by Kishore et al. [12] , the weight-based scheme has some limitations. It cannot assign a class label, if none of the , . Also, in some cases, it may happen that for , and for another tree , with
. Then, will be misclassified to class by the weight scheme. So, we suggest to use the heuristic rules first. If the heuristic rule cannot resolve the conflict, the weight scheme should be used.
It is possible that neither the weight-based scheme nor the heuristic rule is able to assign a class label to a test data point. This must not be viewed as a disadvantage, but rather a distinct advantage. The classifier is able to say "don't know" when faced with very unfamiliar examples. This is better than giving a wrong class. Moreover, if there are too many such "don't know" cases, then these indicate that either the training set used was not a sufficient representative of the population that generated the data, or the identified classifier is a poor one. So, a redesign of the classifier is required.
Note that the OR-ing operation, the heuristic rule generation, and computation of the weights are done only once after the GP terminates. Consequently, the additional computation involved for the postprocessing, as we shall see later, is much less than the time required for the GP to evolve. The complete algorithm is now schematized in Algorithm Classifier. In this case, class is assigned to the pattern . This is the simplest case that does not require further operations. Case 2) For more than one tree or more than one are 1. Each tree for which or is called a competitive tree. To resolve this conflict or to assign only one class to the pattern , we first try to use the heuristic rules. If it cannot assign a class then we apply the weight-based scheme. Also, if there is no heuristic rule available, then we directly use the weight-based scheme. As an illustration, in a four-class problem, let , , and . In this case, and are the competitive trees and, hence, the vector will be
Algorithm
. If there exists a heuristic rule which assigns class , , then that class is assigned to the pattern . Otherwise, the weight-based method will be tried. If , then class 3 will be assigned to , else class 4 will be assigned. Note that weights and rules will be computed only when the classifier CF makes mistakes on the training data set. So if CF makes 100% correct classification of the training data then weights and rules will not be available. Case 3) For all trees or all . In this case, none of the trees can recognize the pattern . So only the heuristic rules may resolve this situation. Here, all components of the vector are zero. If there is a null (vector whose all components are zero) heuristic rule that maps to class , then class is assigned to the pattern . Otherwise, no class will be assigned to , and it becomes a "don't know" case.
IV. EXPERIMENTAL RESULTS
We have used five data sets for training and validating our methodology. These are all real data sets, named, IRIS [29] , WBC [30] , BUPA [30] , Vehicle [30] , and RS-DATA [31] . WBC, BUPA, and vehicle data sets are extensively studied in [23] .
A. Data Sets 1) IRIS Data:
This is the well-known Anderson's Iris data set [29] . It contains a set of 150 measurements in four dimensions taken on Iris flowers of three different species or classes. The four features are sepal length, sepal width, petal length, and petal width. The data set contains 50 instances of each of the three classes. We used tenfold cross validation to estimate the misclassification error.
2) Wisconsin Breast Cancer (WBC):
It has two classes with 699 instances. Sixteen of the instances have missing values and, hence, we removed them. All reported results are computed on the remaining 683 data points. Each data point is represented by ten attributes. Misclassification error rates were estimated using tenfold cross validation.
3) BUPA Liver Disorders (BUPA): It consists of 345 data points in six dimensions distributed into two classes on liver disorders. Performance of our methodology on this data is determined using tenfold cross validation.
4) Vehicle Data:
This data set has 846 data points distributed in four classes. Each data point is represented by 18 attributes. Here also, we used tenfold cross validation.
5) RS-Data:
It is a Landsat-TM3 satellite image of size pixels captured by seven sensors operating in different spectral bands [31] . With each spectral band/channel, we get an image with intensities varying between 0-255. The 512 512 ground truth data provide the actual distribution of classes of objects captured in the image. From these images, we produced the labeled data set with each pixel represented by a seven-dimensional feature vector and a class label. Each dimension of a feature vector comes from one channel and the class label comes from the ground truth value. The class distribution of the samples is given in Table I . We used only 200 random points from each of the eight classes as training samples. In other words, out of 262 144 data points, we considered only 1600 instances for training.
The five data sets are summarized in Table II .
B. Results
The experiments have been performed using lilgp [32] on Alpha server DS10. The computational protocols which are common to all data sets are given in Table III . The data specific parameters are listed in Table IV as follows: P population size; number of steps for step-wise learning; total number of generations for step-wise learning; M total number of generations the GP is evolved; maximum allowed depth of a tree; maximum allowed number of nodes for an individual. We use following indices to describe the performance: average percentage of correctly classified test samples over ten runs; average misclassification including unclassified points (error rate) on the test set over ten runs For each of the first four data sets, we used the following computational protocol. We make a tenfold random partitioning of the data and make two GP runs on each fold with a different initial population but keeping all other GP parameters the same. This process is then repeated five times, each with a different tenfold partitioning of the data. In this way, we make ten GP runs, each involving a tenfold validation. (Note that, here each GP run essentially involves ten runs, each with one of the ten folds). This helps to compare our results with other reported results.
In the case of the RS data set, we do not use ten fold validation to keep the results consistent with other results reported in the literature [31] . For this data set, as used by other authors, we generate a training-test partition with 200 points from each class for the training set and rest for the test set. Here also, we make five such random training-test partitions and for each partition we make two GP runs.
The average classification accuracy on the test data , average misclassification error rate , and standard deviation of error rates over ten runs for IRIS, WBC, and BUPA data sets are given in Table V , and for vehicle and RS data, these are shown in Table VI . Table V has four rows R1-R4, where R1 = without any postprocessing method, R2 = with only OR-ing operation, R3 = with OR-ing and (then) weighting scheme and R4 = with only weighting scheme. Table VI has six rows, where Rw1 = without any postprocessing method, Rw2 = with only OR-ing operation, Rw3 = with OR-ing and then applying heuristic rules, Rw4 = with OR-ing, heuristic rules and then weighting scheme, Rw5 = with only heuristic rules, and Rw6 = with only weight-based scheme.
The results after each postprocessing operation (like OR-ing, heuristic rules and weighting scheme) are given in order to provide a clear understanding of the performance of each postprocessing method. The mean GP run time for each data set is given in Table VIII . The GP run time in Table VIII includes time taken for partitioning the data sets, evolving the GP, input/output file handling, post processing, and validation. As discussed earlier, the postprocessing time is insignificant compared with the evolution time of GP. Later, we shall report some illustrative values for the vehicle data set.
For IRIS, 96.87% of the test data are classified correctly without using any postprocessing methods. After OR-ing operation, we achieved 98% test accuracy. As there was no heuristic rule, we used only the weight-based scheme. Combination of both OR-ing and (then) weight-based scheme could improve the test accuracy to 98.67% as shown in Table V . Without OR-ing, the weight-based scheme alone can improve the result to 97.33%. In average, a GP run required 8.4 s to complete (Table VIII) .
As an illustration, the (preorder) expressions of a classifier (three trees) for the IRIS data are shown below:
• tree 1:
• tree 2:
• tree 3:
, , and represent four features or attributes of IRIS data. After simplifying the above expressions, we can write the following rules: For a pattern :
class 3. In case of WBC data, 95.15% of the test data are classified correctly without using any postprocessing method. After OR-ing operation, the result improved to 96.66%. As there was no heuristic rule available, we used only the weight-based scheme. Table V shows that with both OR-ing and (then) weighting schemes, we achieved 97.19% test accuracy (0.0281% error rate). Without OR-ing operation, the weighting scheme could improve the result to 96.41%. This data set has been extensively studied in [23] , where 33 non-GP classifiers are compared. Table VII summarizes the error rates reported in [23] . For this data set, the error rate for the 22 tree/rule-based classifiers and nine statistical classifiers varied between 0.0308-0.0848 and 0.0337-0.0482, respectively [23] . For the two neural networks, the error rates are 0.0278 and 0.0337. For the proposed classifier, the error rate is 0.0281. So, for this data set our classifier performed better than 32 of the 33 classifiers. One of the neural network classifiers performed better than ours. Even for the five GP methods given in [20] , the error rates for this data set varied between 0.032-0.036. Thus, our method also performed better than the five GP-based methods in [20] . The comparisons are summarized in Table VII. For the BUPA data, 60.87% test points are classified correctly without using any postprocessing method. After OR-ing operation, we achieved 68.99% test accuracy. Since we do not get any heuristic rule, we used only the weighting scheme. The [20] . The comparison reported in Table VII shows that our method clearly outperforms other GP methods, the neural network methods and several other methods.
In case of the vehicle data set, we achieved only 48.63% classification accuracy without using any postprocessing scheme (Table VI) . The OR-ing operation could improve the result to 58.23%. The average number of heuristic rules generated without using OR-ing and after using OR-ing for the vehicle and RS data sets are shown in Table IX . Using the heuristic rules after OR-ing operation, we got 58.89% test accuracy. Combination of OR-ing, heuristic and weighting schemes could improve the result from 48.63% to 61.75%, that is an improvement of 13.12%. These results demonstrate the usefulness of all postprocessing schemes. With only heuristic scheme and weighting method, we get 58.63% and 56.90% test accuracies, respectively. The error rates produced by our method are also compared in Table VII with other 38 approaches. For this data set the nine statistical classifiers perform much better then the rest. Our method is quite comparable with the five GP-based methods and the neural network-based classifiers. As shown in Table VIII , the mean GP run time for the vehicle data is 9 min 12 s. Without any postprocessing, the mean GP run time is 9 min 6 s. So, the computational overhead for postprocessing operation is negligible (less than 2%) compared with the mean GP run time.
Table VI also includes the results for the RS data set. For this data set 70.9% test data are classified correctly without using any postprocessing method. (Table IX) . OR-ing and heuristic rules can improve the recognition accuracy by 4.6%. Combination of all three operations (OR-ing, heuristic rules, and then weighting method) could improve the accuracy by 9.1%. Thus, we achieved 80% recognition accuracy with all three operations. In Table VI , we also included the results with only weighting scheme and only heuristic scheme just for understanding of the effectiveness of each post processing scheme. Using the maximum-likelihood (ML) method and artificial neural networks, 79.03% and 79.56% test accuracies are attained for this data set as reported in [31] . So, for this data set too, the proposed GP classifier does a good job.
In any learning scheme, when the training error attains the minimum value, the generalization (test error) may not be the best. In order to investigate this, the misclassification (error rate) for the training and test sets in a typical run for the vehicle data are noted after every 20 generations and displayed in Fig. 2. Fig. 2 has four panels: (a) shows the error rates without using any postprocessing scheme; (b) shows the error rates after OR-ing; (c) depicts the error rates after using OR-ing and heuristic rules; and (d) shows the error rates after using OR-ing, heuristic rules, and weighting scheme. The solid lines with triangular marks show the error rates for the training data. The dotted lines display the error rates for the test data. For Fig. 2(a) and (b), we find that both training and test error rates decrease with generations, but for Fig. 2(c) and (d), we observe that the best training and test error rates occur around generation number 100. We have analyzed such plots for other data sets as well. In most cases, we found that training error and test error follow a consistent pattern and the training and test errors decrease with generations. However, Fig. 2(c) and (d) suggests that use of a validation set may further improve the classifier performance.
So far, we have not investigated how different trees evolve with generations. As an illustration, in Fig. 3 , we show the performance of the eight trees of a typical GP run for RS data. Fig. 3(a) shows the performance of the trees in the first 20 generations and Fig. 3(b) shows the performance of trees from 20 generations to 520 generations. The performance has been measured as the ratio of number of training samples correctly classified by a tree and the total number of training samples. Fig. 3 reveals that some trees start exhibiting very poor performance initially but improve faster than the trees which start with relatively better performance. This demonstrates the effectiveness of the concept of unfitness of the tree. It also shows that the performance of trees improve with generations. 
V. CONCLUSION
We have proposed a GP approach to design classifiers. It needs only a single GP run to evolve an optimal classifier for a multiclass problem. For a -class problem, a multitree classifier consists of trees, where each tree represents a classifier for a particular class. Unlike other approaches, we take an integrated view where GP evolves considering performance over all classes at a time.
Each tree recognizes patterns of a particular class and rejects patterns of other classes. Trees are independent of each other and each has an equal responsibility for classification, but all trees are tied together through fitness evaluation of chromosomes which governs the evolution of GP. An individual is selected according to its fitness value for genetic operation. However, its trees are selected according to their degree of unfitness. In this way, we give more opportunities to unfit trees to rectify themselves by genetic operations (crossover and mutation). At the same time, we reduce the chance of unwanted disruption of already fit trees by the genetic operations. In the case of crossover operation, we not only allow exchange of subtrees between trees meant for the same class but also complete exchange of some trees designated for the same class. Our mutation operation is designed to reduce the destructive nature of conventional mutation.
To obtain a better classifier we have proposed a new scheme for OR-ing two individuals. We have used a heuristic rule-based scheme followed by a weight-based scheme to resolve conflicting situations. The heuristic rules model typical situations where the classifier indicates ambiguous decisions and try to resolve them. The weight-based scheme assigns a higher weight to a tree which is less responsible for making mistakes.
Our contributions in this paper are summarized as follows. 1) We proposed a comprehensive scheme for classifier design for multicategory problems using a multitree concept of GP. It is an integrated evolutionary approach where classifier trees for all classes are evolved simultaneously. 2) For genetic operations, trees are selected on the basis of their unfitness. 3) We proposed a modified crossover operation. 4) We used a new mutation operation called nondestructive directed point mutation. 5) An OR-ing operation is introduced to optimize the classifier-this can be applied with any GP-based classifier. 6) We proposed a weight-based scheme for conflict resolution. This is a modified version of the scheme suggested in Kishore et al. [12] . 7) The heuristic rule of Kishore et al. is also modified. We tested our classifier with several data sets and obtained quite satisfactory results. Our future work will focus on reducing the size of the trees and feature analysis simultaneously with designing the classifier. We also want to investigate the utility of the logical and other functions for designing classifiers.
