We consider a multi-class G/G/1 queue with a finite shared buffer. There is task admission and server scheduling control which aims to minimize the cost which consists of holding and rejection components. We construct a policy that is asymptotically optimal in the heavy traffic limit. The policy stems from solution to Harrison-Taksar (HT) free boundary problem and is expressed by a single free boundary point. We show that the HT problem solution translated into the queuelength processes follows a specific triangular form. This form implies the queuelength control policy which is different from the known cµ priority rule and has a novel structure.
Introduction
We consider the problem of finding asymptotically optimal (AO) controls for the multiclass G/G/1 queue with a single shared buffer, in heavy traffic. The system is characterized by I classes of arriving tasks. Each task class has its designated queue. The queues share a single buffer, such that the total number of tasks in all queues is limited by its size. We assume that tasks of all classes occupy equally sized storage slots. Upon arrival of a task of class i (with i ∈ {1, . . . , I}, a decision maker (DM) may either accept or reject it.
If the task is admitted it joins the tail of one of the I queues. In addition, the DM controls the fraction of effort devoted by the server to the task at the head of queue i, for each i. Denote holding cost per time unit and rejection cost per customer of class-i as h i and r i , respectively. Denote reciprocal mean service time by µ i . We refer to the two elements of control as admission control and scheduling control. The problem * Postal address: Haifa 32000, Israel considered is to minimize the combination of holding and rejection costs. The motivation for this setting is inspired by the results demonstrated in [3] . However, there is crucial difference which is expressed in the buffer structure.
We assume a critical load condition and observe the model at the diffusion scale. In the scaling (diffusion) limit, the heavy traffic limits of Queuing control problem (QCP) turn to be a Brownian control problem (BCP). It is shown in [3] that there is an equivalence of an I-dimensional BCP and reduced BCP (RBCP), where a workload is a one-dimensional controlled state process. See references therein for additional discussion on BCP reduction.
The specific one-dimensional RBCP is related to Hamilton-Jacobi-Bellman (HJB) equation which, in our setting, takes the form of an ordinary differential equation. The solution to this problem was analyzed by Harrison and Taksar [10] , as a singular control problem for a Brownian motion (BM), and is given by a reflected BM (RBM), and by a free boundary point of the workload, denoted by x. Thus, we are interested in the solution to the one-dimensional workload control in the interval of the form [0, x * ].
Hence, we treat Harrison-Taksar free boundary problem, specializing in the shared buffer. While the admission control is based on the simple indexing of r i µ i and the free boundary point x * , the scheduling control is complex. Namely, the difficulty comes from the shared buffer constraint, and is expressed in understanding the structure of the holding cost of the workload process. The expression for the workload holding cost, denoted byh, (equation (27)), is motivated by the aforementioned equivalence of the BCP and RBCP. In particular,h(w), where w is a given workload point, is minimized. In contrary to the case of dedicated buffers, the solution for the holding cost in case of a shared buffer, is not immediate. Therefore, we formulate and solve this problem as a linear programming (LP) problem. Additionally, the solution is numerically demonstrated in this work.
Using the solution obtained from the LP and the simple rµ indexing, we construct a particular AO admission and scheduling policy which is specified by the free boundary point that is used in solving the BCP. To shortly summarize the policy, the domain of the queuelengths in a shared buffer can be geometrically represented by an I-simplex in the positive orthant. For example, in 2-dimensional system, it can be described by a triangle and in the 3-dimensional system by a tetrahedron. We show that the solution is such that the queuelength process always follows one of the edges of the simplex. Hence, because of this structure of the queuelength, we merely term it as triangular policy.
The indexes of h i and µ i are used for scheduling. We make a comparison between the case with dedicated buffers for all task classes analyzed in [3] (we name it as a rectangular case) and the shared buffer system which is analyzed here, the triangular case. We demonstrate that the priority indexing differs from the one used for the rectangular case and, in particular, from the cµ priority rule ( [6] ). In contrary, as we analyze in section 5, the resulting solution shows that there are at most two classes that can be concurrently present in the shared buffer. The key for setting the indexes follows from partitioning of the workload (one-dimensional) scale as follows. First, the buffer is filled up with tasks of the index, which is picked by the lowest h i µ i . This is the first index. Next, then the buffer is full and the workload increases, tasks of second index class are accumulated, at expense of tasks of the first one. Once the workload continues to grow, the classes with higher indexes gradually replace those with the lower indexes. Thus, there are J ≤ I workload intervals, such that a unique pair of classes is designated to each interval. The indexes of the classes which fill the buffer are found by the LP.
Following the LP solution at the limit, we formulate the asymptotically optimal policy, such that when the workload level is below x * , all arrivals are admitted, with high probability. That is, forced rejections, which occur when the buffer size constraint is reached, have low probability. This is done by assigning dynamic priorities, such that classes which do not belong to the pair of classes which fill the buffer are immediately served. As a result, nearly all rejections occur when the workload exceeds x * , and only from one class, which is identified by the lowest rµ product. Under the AO policy, the I-dimensional queuelength process converges to the process solving the RBCP. This convergence is a form of a state space collapse (SSC). Namely, the queuelength process limits are dictated by the workload process limit. Note that the full statement of AO is accomplished by proving that the BCP value function is a lower bound on the limit inferior of QCP costs under any sequence of policies. This part is sufficiently general and is not covered in this paper. (See in [3] , Theorem 1 for the details and the proof).
Various models associated with BCP were treated in [7] , [11] , [8] , [9] , [12] and others. Examples of characterization of the BCP and RBCP value functions as solutions to HJB equations are found in [1] , [2] .
Scheduling policies, such as cµ rule and extensions can be also studied from [6] and [18] , and references therein. A general setting of SSC was considered in [5] and [19] .
We finalize the introduction by bringing the practical motivation for the described setting. Our primary interest in this problem comes from recent developments in the application area of cloud computing. In particular, the constantly growing intensity of incoming, outgoing and traversing traffic in the public cloud (e.g. Amazon) makes the diffusion approximation, which we use as our main analytical tool, rather practical.
We bring two concrete practical examples. First, consider a hybrid cloud, where a private cloud (namely, a local server ) has a given capacity and memory limits. The tasks are served by sharing the computing effort among various task types. Once the incoming tasks cannot be queued for the local processing, they are rejected from a private cloud and sent to a public cloud, where a fixed charge per usage applies. In this context, [3] only treated the case where locally processed tasks compete for the server, having dedicated storage resources. In our case, the problem introduces additional motivation; namely, tasks of different types compete with each other over the storage resources as well. In this work, the common storage is modeled by a shared buffer. The second example refers to virtual machines (VM) allocation, a procedure which is performed by a hypervisor residing on the side of the cloud 's hardware. The VM allocation is based on a common computational resource, and their total number is naturally limited by hardware constraints. Since VM for various types of tasks are instantiated by a single hypervisor, one can view this resource as a buffer. Different types of tasks have different communication and computation demands which are expressed in differentiated service effort. (Assume the overhead and order of VM release and allocation are embodied in the service rate.) The rejection stands for inability to allocate an additional VM, while the rejection price stands for the VM migration cost. For further details on modeling of hybrid cloud applications, control and additional practical examples for the model analyzed in this work the reader is referred to [16] , [15] and references therein.
Notation
We will use the following notation. Given k ∈ N, {e (i) , i = 1, . . . , k} denote the standard basis in R k .
The modulus of continuity of y is given byw
Denote A[s, t] = A(t) − A(s) for any process A.
The structure of the rest of the paper is as follows. In sections 2 and 3 we bring the definitions, which, in most parts, closely follow the definitions from [3] . We start with the queuing and diffusion models. We next define the Brownian control problem (BCP), and the reduced Brownian control problem (RBCP).
Proposition 3.1 shows the relation between these two problems. These components are consistent with [3] , and we bring them here because we will use them in the proof in section 5. We analyze HT solution for the shared buffer and bring a detailed numerical example in section 4. Section 5 constitutes the formulation of nearly optimal scheduling and admission policy. In Section 6 we state and prove Theorem 6.1, which, altogether with the lower bound stated in [3] , implies the AO of the proposed policy. We conclude in Section 7.
Queueing and diffusion models
We start with definitions of queueing and diffusion models. Consider a sequence of systems, indexed by a superscript n ∈ N. The system has a single server and single shared buffer, where tasks of all classes can occupy exactly one slot per task. The capacity of the buffer is limited. Customers that arrive at the system are judged by the DM to either be accepted or rejected. Those that are accepted are queued in the common queue. Within each class, service is provided in the order of arrival. Processor sharing is allowed, in the sense that the server is capable of serving up to I customers (of distinct classes) simultaneously, but the service cannot be shared within the customers of the same class. Denote an allocation vector of size I, representing the fractions of effort dedicated to the classes, and is chosen from the set
where, I = {1, 2, . . . , I}.
We assume a given probability space (Ω, F , P) with expectation w.r.t. P denoted by E. Arrivals occur according to independent renewal processes. The parameters λ n i > 0, i ∈ I, n ∈ N, satisfying λ n i = nλ i + √ nλ i + o( √ n), with fixed positive λ i andλ i ∈ R, represent the reciprocal mean inter-arrival times of class-i tasks in the n-th system. The parameters µ n i > 0, i ∈ I, n ∈ N, satisfying µ n
with fixed positive µ i andμ i ∈ R, represent the reciprocal mean service times of class-i tasks in the n-th system. Let {IA i (l) : l ∈ N} i∈I be independent sequences of strictly positive i.i.d. random variables with
The number of arrivals of class-i customers up to time t, for the n-th system, is given by
Let independent sequences {ST i (l) : l ∈ N} i∈I of strictly positive i.i.d. random variables be given, with mean E[ST i (1)] = 1 and squared coefficient of variation Var
The time required to complete the l-th service to a class-i customer in the n-th system is given by ST i (l)/λ n i units of time dedicated by the server to this class. This is also known as potential service time processes, that is
S n i (t) is the number of class-i jobs completed by the time when the server has dedicated t units of time to work on jobs of this class. We assume the sequences {IA i } and {ST i } are independent. We assume the critical load condition
The number of class-i rejections until time t and customers present at time t in the n-th system is denoted by Z n i (t) and X n i (t), correspondingly. Since rejections occur only at times of arrival, we have
for some process z n,i .
We call X n = (X n i ) i∈I the queuelength process. We assume, deterministic X n i (0) and that no partial service has been provided to any of the tasks present in the system at time zero. Let B n = (B n i ) i∈I be a process taking values in the set B. Then
gives the time devoted to class-i customers up to time t. The number of service completions of class-i jobs during the time interval [0, t] is given by
We thus have
It is assumed that B n , S n , Z n , D n , X n , T n have RCLL sample paths. Next define a rescaled version of the processes at diffusion scale aŝ
We shared buffer structure is specified as follows
We assume that the rescaled initial conditionX n (0) also lies in X . The buffer constraint is always met, namely:X
The rejection mechanism assures the condition above by rejecting arrivals occurring at a time t when (X n (t−)+e (i) )/ √ n ∈ X . We refer to these rejections as forced rejections. In our setting, we distinguish them from admission/rejection decisions which are part of the control process. Note that the actual un-normalized buffer size scales like √ n.
The control process U n = (Z n , B n ), which is determined based on observations from the past (and present) events in the system, is defined as follows.
Definition 2.1. (Admissible control, QCP) Fix n ∈ N and consider fixed processes (A n , S n ) given by (1) and (2). A process U n = (Z n , B n ), taking values in R I + × B, having RCLL sample paths with the processes Z n i , i ∈ I having nondecreasing sample paths and given in the form (4), is said to be an admissible control for the n-th system if the following holds. Let the processes T n , D n , X n be defined by the A n and S n and control processes, (A n , S n ) and (Z n , B n ), via equations (5), (6) and (7), respectively. Then
• One has a.s., that, for all i ∈ I and t ≥ 0,
An admissible control under which the scaled versionX n of X n satisfies (9) is said to satisfy the buffer constraint.
We denote the class of all admissible controls U n = (Z n , B n ) satisfying the buffer constraints, by U n . Fix
The QCP value is given by
Denote by θ n = (θ n i ) i∈I , θ n i = 1/µ n i , and θ = (θ i ) i∈I , θ i = 1/µ i . The process θ n · X n , referred to as workload, its normalized version θ n ·X n and its formal limit, θ · X, will take part in the state-space collapse.
The Brownian control problems
We address now the limit problems. First, we show that scaled processes defined in the previous section give rise to the limit processes of the queuelengths. Hence, the definition of the I-dimensional BCP of the queuelengths follows. Next, we define the one-dimensional BCP of the workload. Finally, we show the equivalence of the value functions of these two problems.
Using (3), (7) and the definition of the rescaled processes, the following identity holds for i ∈ I and t ≥ 0:
where, denoting
Since i ρ i = 1 and one always has i B n i (t) ≤ 1, it follows that θ n ·Ŷ n is a nonnegative, nondecreasing process.
We are interested in limit problem, where the diffusion coefficient n is taken to infinity. As far as the real system is concerned, we view configuration where task arrival rate and, consequently, the service rate grow large. This connection makes the following model to be of a particular practical interest. Formally, the limits of (13)- (16) and (11)- (12) give rise to a control problem associated with diffusion. Consider equation (13) .
We assume that the scaled initial conditionsX n (0) converge to x as n → ∞. Next, the centered, rescaled renewal processÂ n i [resp.,Ŝ n i ] converges weakly to a BM starting from zero, with zero mean and diffusion coefficient Section 17 of [4] ). Assume the processes involved in (13) give rise to a limiting BCP. Then it followsŶ n in (15) are order one as n → ∞ and, consequently, T n (t) converge to ρt. Thus, applying the time change in the second term of r.h.s. of (14) , one sees thatŴ n converges to (m, σ)-BM starting from zero, with drift vector m = (m i ) i∈I and diffusion matrix σ = diag(σ i ), where
As forŶ n , it gives rise to a process Y such that θ · Y is nonnegative and nondecreasing. The processẐ n gives rise to a process θ · Z with nonnegative, nondecreasing components.
The BCP Definition 3.2. (Admissible control, BCP) An admissible control for the initial condition x 0 ∈ X is a filtered probability space (Ω ′ , F ′ , {F ′ t }, P ′ ) for which there exists an (m, σ)-BM, W , and positive process U = (Y, Z), with RCLL sample paths, such that the following conditions hold:
• θ · Y and Z i , i = 1, . . . , I, are nondecreasing;
• With
one has
In what follows we will always assume that (Y, Z) are admissible controls. Denote the class of such controls as A(x 0 ), where x 0 stands for the initial condition. Let
The BCP is to find (Y, Z) that minimize J(Y, Z) and achieve the value
The RBCP
The reduced one-dimensional problem is obtained as follows. Multiply equation (19) and the processes
is a filtered probability space (Ω ′ , F ′ , {F ′ t }, P ′ ) for which there exist an (m,σ)-BM,W , and a positive process U = (Ȳ ,Z) with RCLL sample paths, such that the following conditions hold:
one hasX
We writeĀ(x 0 ) for the class of admissible controls for the initial conditionx 0 . Given (Ȳ ,Z) ∈Ā(x 0 ), let
where the holding cost and the rejection cost for the one-dimensional problem are defined as follows:
One interpretsr as a minimal rejection penalty per unit of work. Note thath is convex by convexity of the set X . Note also that as members of (0, ∞) I , θ and h cannot be orthogonal, thush(w) > 0 for any w > 0.
Sinceh(0) = 0, it follows thath is strictly increasing. Let
The following definitions will relate the two problems as follows. See, that the extremal points of the set
Fix such i * and the corresponding ζ. See that i * can is expressed via
By definition, γ(w) ∈ X , θ · γ(w) = w, and h · γ(w) =h(w) ≤ h · ξ for every ξ ∈ X for which θ · ξ = w. Hence, as it will become clear soon, these definitions of the costs will imply the equivalence of the value functions of BCP and RBCP.
Remark 3.1. One observes that the rejection process in the problem of dedicated buffers (denote it as a rectangular case) and that of a shared buffer (which we term as a triangular case) will follow the same rule.
However, as opposed to [3] , the solution forh(w) in the case of shared buffer is not immediately understood.
We analyze this in the sequel of this section.
We now state the key proposition which determines the relation between the BCP and RBCP. This proposition, together with proposition 4.2 stated in sequel, leads to the formulation of the AO control policy.
ii. Conversely, let an admissible control (Ω ′ , F ′ , {F ′ t }, P ′ ,W ,Ȳ ,Z) forx 0 for the RBCP be given, and assume the probability space supports an (m, σ)-BM W . Assume W is {F ′ t }-adapted and satisfies θ · W =W and (17). Construct (X, Y, Z) by
Note that the proposition holds for any convexh. Hence, we skip the proof, which the interested reader can find in [3] .
The Harrison-Taksar free boundary problem
We now focus on the one-dimensional problem. The functionV is C 2 [0, x] and solves the following Bellman
This result has been demonstrated by Harrison and Taksar [10] . They showed that an optimal control is such that the processX is a RBM. We introduce a Skorohod map, next. Let a > 0. The Skohorod map on 3 . It solves Skorohod Problem, and its solution is a map ψ → (ϕ, η 1 , η 2 ), for a given ψ, a triplet (ϕ, η 1 , η 2 ), such that
η i are nonnegative and nondecreasing, and
See [14] for existence and uniqueness of solutions, and continuity and further properties of the map. In particular, it is well-known that Γ [a,b] is continuous in the uniformly-on-compacts topology.
The following proposition is mostly a result of [10] .
The functionV is C 2 on [0, x] and solves (32) uniquely among all C 2 functions. Denote
LetW be an (m,σ)-BM and letX,Ȳ andZ be the corresponding RBM on [0, x * ] and boundary terms for 0 and x * , defined as
Then (Ȳ ,Z) is optimal forV (x 0 ), i.e.,J(x 0 ,Ȳ ,Z) =V (x 0 ).
The reader is referred to [3] for the proof. An optimal control for the BCP stems from propositions 3.1 and 4.2.
Solution forh
As mentioned, the specifics imposed by the shared property of a buffer implies non-trivial solution to the one-dimensional holding cost. The structure of the workload process is such thatX = θ·X is given as a RBM on [0, x * ], where the free boundary point x * is dictated by the Bellman equation. The multidimensional queuelength process X is recovered fromX by X = γ(X).
Recall that the shared buffer domain has the form
for some fixed b > 0. As mentioned, there is no difference between the cases of the shared and the dedicated models, in rejection structure. Namely, the BCP solution implies that in the scaled model, rejections should occur only when the scaled workload exceeds the level x * , and only from class i * , for which r i µ i is minimal.
Next, the relationX
between the queuelength and workload processes must hold. We solve for the minimizing curve γ, where X takes the form (36). Equation (29) can be written as
To compare a rectangular system and a triangular system, one sees that the description ofh in the latter case is not trivial. This is because the minimization is done under restriction of the shared buffer. Namely, in rectangular case, it is clear that as long as the workload grows, the buffers with lower priorities are filled up until their limits are reached. However, in triangular case, one have to explicitly solve forh in order to understand which task types are being preferred for each workload point.
Hence, we findh by the linear program (LP). Assume first the buffer is full, and the total workload is w.
We later extend the solution for the workload points where the buffer is partially empty. The standard LP form is written
Without loss of generality, consider two classes, denoted by class 1 and class 2, such that θ 2 > θ 1 , and
These conditions are general, and will be needed for the convenience of the canonical representation of the LP. Rewrite (38) in matrix canonical representation:
In the case all the coefficients of the new objective function in the above display are positive, by [Theorem 3.4.1, [17] ] the minimum forh is achieved at
and is expressed byh
θ1−θ2 ) is negative. Then, we act according to the simplex algorithm, as presented in [17] and perform a pivot operation. This gives the following problem:
One sees that the solution to this problem has a similar form. Hence, in the case all coefficients in the function to be minimized are positive, the minimum forh is achieved at this time
See from [17] , (section 3.8) that there is a finite number of pivot steps which brings the canonical representation above to the form with object function with non-negative coefficients. (There are additional options, such that the object function is unbounded and/or degenerate cases which we rule out since they imply non-physical properties of the problem setting.) Therefore, for any w, the minimalh(w) is achieved when only tasks belonging to at most two classes are present in the buffer. Note that the solution above is not necessarily unique, as more than one pair of θ i may satisfy the conditions above. However, once initial workload is at 0, the tasks of some class, denote it for a moment as j, are accumulated first. This class has the lowest h j /θ j . That is, the first type of task to be accumulated in the buffer follows the well-known cµ rule, till it holds w = bθ j . We derive next the rule how to find the two tasks which minimize theh, for w > bθ j . See that the maximal workload associated with tasks of (the cheapest) type j, is the lowest workload possible provided the buffer is full. Now assume that additional amount of workload worth of ǫ is added. This workload addition is translated into reduction of number of tasks of type j and addition of tasks of other types. Denote the number of tasks subtracted from type j as X. Then, the number of added tasks of all other types is I i=1,i =j c i X, for non-negative c i , such that I i=1,i =j c i = 1. Total workload change is given by
Then, the total number of tasks of type j that were displaced (by saying displaced we mean served, and no additional tasks of that type were admitted) is
We find the optimal cost associated with the workload addition worth of ǫ, denote it as P .
Alternatively, cost addition "per workload worth of ǫ" is
The following lemma is a straight-forward consequence of the theorem [3.4.1] mentioned above: See that once the buffer is full with tasks of some type j, only tasks of the type with the lowest ratio h k −hj θ k −θj are admitted. That is, the additional cost accumulated due to the workload increase is minimal. Heuristically, as the workload continues to increase, this admission pattern continues till the buffer is full with tasks of type k, while all tasks of type j have been displaced. Then, the tasks of the next type which comply to the similar condition are accumulated, instead of those of type k. The addition of the workload cannot go further if the free boundary is reached. Note that the first class to be admitted (when the buffer is not full) is the one with the lowest ratio h k θ k . We name this heuristically described procedure as order of accumulation. Figure 1 demonstrates the description above, in 4 possible cases, for systems with 3 and 2 classes. We use these results to give a formal definition for the AO policy in the next section.
Numerical example of Harrison-Taksar problem and its solution.
In what follows we present the numerical example. The graphs below demonstrate the numerical solution of Harrison-Taksar problem for a shared buffer with maximal occupancy given by b = 125 tasks, and other parameters given in Table 1 .
We assumedλ i =μ i = 0 for all i (so thatm = 0), thatσ 2 = 0.91, and took the discount parameter α = 10.
The ordering of r i µ i is such that class 2 is the less expensive as far as rejections are concerned. Thus, this class is rejected at the free boundary. 
The functionh is defined bȳ
where X = [0, 125] and θ i = µ −1 i , which by numerical solution of the corresponding LP is translated into the followingh Table 2 : Order of task accumulation. j stands for the class which, in case the workload grows, fills up the buffer.
The optimal selection, within each row, is in bold. As long as the buffer is not full, only class I is admitted. Next, tasks of class II are admitted. As the workload grows, tasks of class I are displaced, while tasks of class II fill up the buffer. Finally tasks of class III ate accumulated, till free boundary is reached. We put blanks where the classes were already chosen for lower workload intervals.
The optimal curve γ is given by the following 
A nearly optimal policy
We introduce the curve γ for the triangular domain, given by (36). The parameter x associated with the RBCP is given by θ m b, where m = arg max i θ i . This corresponds to the buffer being full with most processorconsuming tasks. The tasks of this class contribute the maximal per-task workload. In what follows, we label the classes according to their order of accumulation, which was heuristically described in previous section. Again, assume that the workload grows from 0 to x. This ordering will form the accumulation priorities p(j), and it will be used to formulate the mapping from w to γ(w). The numbering j ∈ {1, · · · , I}, refers to the workload pointsŵ j , where the buffer is solely full with tasks of some type i = p(j), such that w j <ŵ j+1 . (Note that in sequel we redefine this ordering in order to obtain i = p(i).)ŵ 0 = 0, stands for the zero workload.ŵ 1 is defined as w 1 in the previous subsection, i.e the minimal load then the buffer is full. Namely,ŵ The calculation of p(j) > 1 is performed recursively.
Observe that the restriction h i > h p(j−1) , θ i > θ p(j−1) means that no class can be chosen twice. (For otherwise that i would be chosen for the lower p(j)). In addition, the condition on θ i assures that the workload added by each task of class p(j) is higher than that of task of class p(j − 1). See that |p(j)| ≤ I. Note that some classes can never be optimal, (for example, those with comparatively high h i and low θ i ) and thus be never accumulated. However, the tasks of class with maximal θ i are always assigned to the last j. Note that by See that D can be an empty set. Next, for simplicity of notation, we reorder the class indexing such that
That is, the tasks are rearranged in the order of their accumulation in the buffer (i.e. the order of i is equivalent to the order of j before the reordering).
Denote J = |E|. The workload intervals are denoted by ω j .
Given w ∈ [0, x], (j, ξ l , ξ h ) = (j, ξ l , ξ h )(w) are determined by w ∈ ω j and we use the solution to (39) to set
in case j > 1, and
in case j = 1. With this notation, γ is given by
Clearly, the curve, which is expressed by γ defined above, can lie along the boundary ∂X of X , where it holds ∂ + X := {x ∈ X : i x i = b}, i.e. the buffer is full. Note that γ is the solution to the BCP which, in addition, comes in concert with the free boundary solution found from the RBCP, according to which only rejections at the workload level x * are allowed. Thus, these two properties of the solution can be seen as contradicting, when treating the QCP. Hence, we propose a policy which approximates γ by introducing an alternative curve, which is closed to γ and is bounded away from the buffer limit boundary at the same time.
Let ε ∈ (0, b) be given. Let a = b − ε, and a * := x * ∧ (θ J a) < x = θ J b. In the case ε is small, we have then a * = x * (unless x * = x). Note that the buffer can be full for various values of ξ l , ξ h . Therefore, we define additional margins that can vary according to the workload w. Let ε l = ε l (w) and ε h = ε h (w). For each w we set ε l and ε h as follows
Let χ l = ξ l − ε l and χ h = ξ h − ε h . The approximation γ a : [0, x] → X of γ is as follows. For w ∈ [0, θ J a), the variables j = j(w) and χ l = χ l (w), χ h = χ h (w) are determined via
and γ a (w) = χ l e (j−1) + χ h e (j) .
Note that the triplet (j, χ l , χ h ) is unique. We will refer to it as the representation (j, χ l , χ h ) of w via (47).
Denote w χ = θ l χ l + θ h χ h and w ξ = θ l ξ l + θ h ξ h , where θ l and θ h refer to the classes which are associated with ξ l and ξ h , correspondingly. We need the function γ a to be continuous on [w χ , w ξ ] and satisfy the relation θ · γ a (w) = w. Hence, we define the linear interpolation between the points w χ and w ξ as follows:
We next specify the policy. Z n (t) defines the rejection policy, while B n (t) describes the server allocation policy, as a function of X n (t). In what follows the policy is set considering the index correction after the reordering above.
Rejection policy: The multidimensional rejection process Z has only one nonzero component, namely the i * -th component, which increases only whenX ≥ x * . This structure is translated to the queueing model.
Hence, we use it to construct the rejection component of the asymptotically optimal policy. The latter occurs when θ ·X n ≥ a * . The forced rejections only occur in order to keep the buffer size constraint.
Service policy: For each x ∈ X define the low priority:
That is, the tasks of type j and j − 1, where j = j(w) have always low priority as long as their quantity is below χ l and χ h , correspondingly. The complement set defines the high priority classes: 
B n (t) = ρ ′ (X n (t)).
Note that when H + (x) = ∅,
That is, all classes which receive service are allocated a fraction of effort strictly greater than their traffic intensity. See that i B n i = 1 wheneverX n is nonzero. Hence, the proposed policy is work conserving. Figure 4 demonstrates two cases of service policy for 6 classes. The reader may also consider to go back to Table 2 to review the example of the order of accumulation. Remark 5.1. The tasks of type i > J (if exist) have always high priority once arrive to the system. This is because these tasks are never optimal to have them accumulated in the buffer, according to the solution ofh. However, one of these task types may be chosen to be rejected at free boundary, according to ther.
Remark 5.2. Note, that the rejection policy resembles that of the rectangular case, because the calculation ofr follows the same rule. The class i * is the only class which is subject to the non-forced rejection.
State space collapse.
In this section, we prove the main theorem which states the upper bound for the value function under proposed policy. The theorem is written as follows. Theorem 6.1. For each ε > 0 and n, denote the policy constructed above by U n (ε).
Then, lim sup n→∞ J n (U n (ε)) ≤ V (x 0 ). Remark 6.3. The combination of Theorem 6.1 above and Theorem 3.1 in [3] (which states the general lower bound) provides the AO of the policy U n (ε).
Proof. For fixed ε in U n (ε), write U n = (Z n , B n ) and denote by τ n the time of the first forced rejection.
We perform most of the analysis on the processes before τ n is reached. We show that the cost of QCP, under proposed policy, weakly converges to the value function associated with BCP solution as n → ∞. We divide the proof into two major steps. First step shows that the workload process θ n ·X n converges to RBM. This results in that only rejections from class i * occur, and only when θ n ·X n ≈ a * . The second step, shows thatX n lies close to the minimizing curve at all times. Hence, the running cost is locally minimized. This establishes that in any finite time, τ n is not reached.
We prove for the case where the system starts with initial condition close to the minimizing curve, namelŷ X n (0) − γ a (θ ·X n (0)) → 0 as n → ∞, and θ n ·X n (0) ∈ [0, a * ] for all n large.
(53)
The assumption on initial condition can be relaxed in a straightforward manner. Shortly, given a general initial condition, there will be a jump towards a position located on the curve. We skip the technical details which can be found in [3] .
Denote some ε ′ , a distance from the minimizing curve γ a (θ · x), small enough to assure that forced rejections within that distance do not occur. Observe that σ n ≤ τ n , where σ n =ζ n ∧ ζ n ,
In this sense,ζ n refers to the time of violating of the free boundary of the workload, while ζ n refers to the time when distance of number of tasks of any tasks-type from the optimality curve overcomes ε ′ . Now multiply equation (13) by the vector θ n = (1/µ n i ) i∈I and denote W #,n = θ n ·Ŵ n , X #,n = θ n ·X n , Y #,n = θ n ·Ŷ n , Z #,n = θ n ·Ẑ n .
We have
Let W •,n := W #,n (· ∧ τ n ) denote the process W #,n when stopped at the time τ n . Define similarly X •,n , Y •,n and Z •,n .
The following lemma states that the free boundary is not violated (that is,ζ n is not reached).
Lemma 6.1. any subsequential limit (W ,X,Ỹ ,Z) of the sequence (W •,n , X •,n , Y •,n , Z •,n ) is C-tight, and satisfies a.s.,
The detailed proof is given in [3] . (See Theorem 4.1, Step 1).
Hence, we straightly proceed to prove our main result, which constitutes the proof of the state-space collapse. Our objective is to show that the multidimensional processX n lies close to the minimizing curve.
That is, as n → ∞,
uniformly on compacts.
It suffices to show that P(σ n < T ) → 0, for any small ε ′ > 0 and any T . Fix ε ′ and T . Thanks to the fact that σ n ≤ τ n ,
From lemma 6.1 it follows that P(ζ n ≤ T ∧ τ n ) → 0 as n → ∞. It therefore suffices to prove the following lemma.
Proof. On ζ n ≤ T ∧ τ n let x n := X #,n (ζ n ) = X •,n (ζ n ) and let j = j n and χ n l , χ n h be the corresponding components from the representation (j, χ l , χ h ) of x n (with w = x n ).
The proof strategy is to define a covering of the workload domain [0, x] by intervals. Then, we assume w being present in one of these intervals and prove the lemma for all possible cases. More precisely, we show that it is sufficient to distinguish between four different types of intervals in order to treat all possibilities.
To that end, fix a positive integer We use the characterization of C-tightness as in Proposition VI.3.26 of [13] and apply it to X •,n . Given δ > 0 there exists δ ′ = δ ′ (δ, T, ε 1 ) > 0, such that for all sufficiently large n, |X •,n (s) − X •,n (t)| ≤ ε 1 for all s, t ∈ [0, T ], |s − t| ≤ δ ′ , with probability at least 1 − δ.
(59)
Fix such δ and δ ′ . Denote by T n the interval [(ζ n − δ ′ ∨ 0), ζ n ]. Define the following event,
By simple probabilistic manipulations, using that X #,n = X •,n on [0, τ n ], it can be shown that for all large n,
We fix the index k, which is associated with the k-th interval in the workload covering, and analyze Ω n,k .
We aim to show that P(Ω n,k ) → 0 as n → ∞, for each k. The value assigned by the policy to B n (see (51)) remains fixed asX n varies within any of the intervals (ω j ) defined in (43). However, this is not necessary the case. There are several cases, which we separately define and treat as it follows below.
(I)Ξ k ⊂ (0, a * ) and for all j,ŵ j / ∈Ξ k . That is,X n remains in the same interval during the time window T n . Hence, the region ω j is constant. To prove in this case, see that all points x inΞ k are translated to happened, we haveX n i [η n , ζ n ] ≥ ε ′′ /2. Consequently,
must hold. However, the probability of this event goes to zero as n → ∞.
In the second case we assume that ζ n − η n ≥ r n . Hence, by (65) we omit ε ′′ /2 and change sides,
for some constant c > 0. Observe that since r n > 0, the probability of the event above goes to zero as well.
Summarizing, the probability in (62) is bounded by
which converges to zero as n → ∞, by C-tightness ofŴ n . This proves (62). Consequently, the classes which do not belong to the {j − 1, j} stay at zero with high probability. Moreover, forced rejections of these classes happen with low probability.
Note that in the case i / ∈ {j − 1, j} we demonstrated that X n (t) lies near zero. Hence, we could assume that γ a j (X •,n = 0. In order to prove for the case j − 1 and j we aim to show, for every ε ′′ ∈ (0, ε ′ ), P(Ω n,k ∩ {∆ n j (ζ n ) > ε ′′ }) → 0 as n → ∞.
That is, classes j − 1 and j are bounded away from ξ l and ξ h by predefined constants ε l and ε h , respectively.
Therefore, we will show that the distance from the curve, ∆ n j [η n , ζ n ], goes to zero with high probability. For simplicity of notation, define C n (t) = γ a j (X •,n (t)). Then ∆ n j =X n j − C n . Recall that by policy definition for i = j,
j ∈ L(X n (t)) wheneverX n j (η n ) < χ h .
We refer to the first option first. Similarly to (63), there exists η n ≤ ζ n such that
Again, we distinguish between two cases: ζ n − η n < r n and ζ n − η n ≥ r n . We have now two terms of modulus of continuity, referring to the processes W n i and C n . Recall that we by definition, γ a j is continuous ((48)-(49)) and by Lemma 6.1 X •,n (t) is C-tight. Hence, C n is C-tight. Therefore, proving similarly as for i / ∈ {j − 1, j}, the probability in (67) is bounded by
Note that in the second option of (68) class i is not served and thus jumps immediately to the point χ h with high probability, as n → ∞. This accomplishes the proof for i = j. The proof for i = j − 1 is similar, with the only difference that χ h is substituted by χ l . We now separately treat the case j = 1. For this case j − 1 = 0 and χ l = 0, which is treated as for the task classes i / ∈ {j − 1, j}, and (62) holds. The proof for the j itself is similar to the case where j > 1 and (67) holds. Thus,
We can now show that P(Ω n,k ) → 0 as n → ∞. See that by definition of γ, the minimizing cost, and by the convergence established for the workload process θ · γ a (θ · x) = θ · x for all x ∈ X and θ n → θ. Combining this with (62) (67), (71), we bound |∆ n i (ζ n )| as follows
Since ε ′′ is arbitrarily small, it follows from the definition of ζ n that P(Ω n,k ) → 0 as n → ∞.
(II) We consider the caseΞ k ⊂ (0, a * ) butŵ j ∈Ξ k for some j ∈ {1, 2, . . . , J}. That is, the buffer is mostly filled with tasks of class j. Let (j n (t), ξ n (t)) denote the representation (47) for X #,n (t). In the case j n > 2, in the time window T n , j n , (j − 1) n vary in the range of j − 1, j and j + 1. More precisely, we have to analyze the fluctuation between {j − 1, j} and {j, j + 1}. The case j n = 2, stands for fluctuation between 1, (then buffer is not nearly full) and {1, 2}. In case j n = 1 we haveŵ 0 ∈Ξ k which is separately treated in case (III ).
We first treat the case where 2 ≤ j < J. In this case, the buffer is mostly filled with tasks of class j. See by (44) that if w >ŵ j , the tasks of class j are associated with χ l . Define
Otherwise, if w ≤ŵ j , the number tasks of type j are are associated with χ h . Define
Observe, that in the first case the buffer is full with tasks of type j − 1, j, while in the second case the buffer is full with tasks of type j, j + 1. The way we treat this is by bounding ∆ n from above by a quantity that depends on ε 1 , rather than by an arbitrarily small ε ′′ . Recall that ε 1 refers to the bound applied for the C-tightness of X •,n in (59) and is used to set the size of each interval in the covering Ξ k andΞ k .
Define c 1 = 4/θ min andθ min = min i (θ i+1 − θ i ), where for convenience, we denote θ 0 = 0. We have for any w ∈Ξ k , |w −ŵ j | ≤ 4ε 1 , sinceŵ j is also inΞ k . Now, if w ≤ŵ j , then for coordinate j of the minimizing curve it holds γ a j (w) = χ
h . In this case,
We have χ
(2) l ≤ 4ε 1 /(θ j − θ j−1 ), and consequently γ a j−1 (w) ≤ 4ε 1 /(θ j − θ j−1 ). Thus, γ a j (w) = a − χ
Otherwise, if w ≥ŵ j , it follows that γ a j−1 (w) = χ (1) l , and
We have χ (1) h ≤ 4ε 1 /(θ j+1 − θ j ) and consequently γ a j (w) ≤ 4ε 1 /(θ j − θ j−1 ). Thus, γ a j (w) > a − 4ε1 θj+1−θj . This shows that in this case on Ω n,k , γ a j−1 (X #,n (t)) ≥ a − c 1 ε 1 , t ∈ T n ,
Consequently, by position of X #,n associated with the regionΞ k in case (II), we have by (73) and (74) that the minimizing curve is bounded away from X #,n by order of ǫ 1 . Now, (62) is valid for all i / ∈ {j − 1, j, j + 1}, by the proof given in case (I).
For the case j n = 2, if w ≥ŵ 1 , the proof is identical. In the case w ≤ŵ 1 , by (45), γ a 1 (w) = w/θ 1 . Sincê w 1 = aθ 1 , it follows aθ 1 − w ≤ 4ε 1 and γ a 2 (w) ≥ a − 4ε 1 /θ 1 ≥ a − c 1 ε 1 . This shows that (73) holds in this case as well. Finally, for the case j n = 1, if w >ŵ j then the proof is similar to the cases 1 ≤ j n < J. (the fact that γ a 1 may assume the value zero does not affect the proof). Note that (62) is valid for all i > 2, by the proof given in case (I). For the particular case j n = J we haveŵ J = a * , because this is the maximal buffer load. Thus, we have only the case where w ≤ŵ J , which is treated in the similar way.
Combining all the estimates for all small ε ′′ , P(Ω n,k ∩ {max i =j ∆ n i (ζ n ) > ε ′′ }) → 0.
The estimate (67) and the bounds (73),(74) give P(Ω n,k ∩ {∆ n j (ζ n ) > 2c 1 ε 1 }) → 0 as n → ∞. This gives P(Ω n,k ∩ {max i≤I |∆ n i (ζ n )| > 4c 1 ε 1 }) → 0, as n → ∞.
We now determine the constant c 0 used to define K. The objective is to determine the relation between ε ′ , which used to set ζ n , the first time the difference between the scaled process and the minimizing curve is greater than ε ′ , and ε 1 . We do this in such a way that 4c 1 ε 1 < ε ′ /2. In particular, any constant c 0 > 8c 1 x = 32x/θ min will do.
We have bounded ∆ n i (ζ n ) by arbitrarily small ε ′ in case (I ) and by ε 1 in case (II ), and set the relation between these two bounds. This way we obtain P(Ω n,k ) → 0 as n → ∞.
(III) 0 ∈Ξ k . The is no difference of this case from case (I) with exception thatX n may be at zero at some t. The analysis in case (I) results in the same conclusion, namely P(Ω n,k ) → 0 as n → ∞.
(IV) a * ∈Ξ k . This case corresponds to the rejections at free boundary. It is treated by adding a negative term in the equations written in case (I). (Note that we can pick ε to be sufficiently small to avoid treating (II) here).
Having shown that P(Ω n,k ) → 0 in all cases, using (61) and the fact that δ > 0 is arbitrary completes the proof of the lemma.
As a consequence of the lemma and (58), we have P(σ n < T ) → 0 as n → ∞. Since ε ′ is arbitrary, (57) is established.
To accomplish the proof one has to show the weak convergence of the costs, i.e. Then, the final result follows once V (x 0 , ε) → V (x 0 ) as ε → 0 is seen. These technical steps are covered in [3] and are omitted here. Therefore, this accomplishes the proof of the theorem.
Conclusion
In this paper, we analyzed the problem of service scheduling and admission of multi-class tasks arriving to the shared buffer. The main motivation for this problem comes from the growing utilization of cloud computing resources. We demonstrated that in the limit, the queuing control is expressed via one-dimensional reduced workload control problem. Using the fact the the value function of the reduced and multi-task problem in the limit are coincide, we formulated the policy for which we proved, that once applied to the multi-task scaled problem, it attains the upper bound for the value function. Hence, we proved that the AO policy constitutes a form of state-space collapse. In particular, we demonstrated that the shared buffer is either occupied by two classes of tasks, or it is not full. The classes of the tasks are determined by the workload.
The workload process notion has a particular importance in computing systems. Namely, it indicates the remained computing effort till the buffer becomes empty. The AO policy we presented has an advantage of being simple to implement, which is important in cloud computing, then the managing overhead is of sensible weight. Moreover, as the rate of incoming tasks and cloud computing capabilities increase, the policy becomes more close to the optimal one and the optimality gap decreases. We conclude that diffusion approximation method has applicative meaning of constantly growing importance in this context. We suggest that other cloud computing configurations and computer networks in general can be similarly treated.
