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Para el desarrollo adecuado de esta implementación, se plantea a partir del 
problema una serie de pasos, en donde se deberá establecer a partir de la 
topología, los requerimientos básicos de la red, respecto de los equipos físicos 
de la misma, posteriormente se establecen las necesidades de configuración e 
interconexión de los mismos cumpliendo con una topología estándar bridada en 
la quía de trabajo. 
Estas habilidades nos da a conocer la topología de red las cual nos sirve para 
nuestra vida profesional y así comprender y realizar redes de acceso, como 
también podemos agregar configuraciones de network address 
translation(NAT), listas de control de acceso (ACL). Estas pueden implementar 
en routers para la seguridad de una red y políticas de entrada y salida de 
paquetes para algunos equipos en específicos. También podemos observar 
que un usuario de router puede tener de dos o más computadoras, deben que 
atender ciertas necesidades de comunicación de cientos de datos o miles de 
computadoras. 
Como vemos en este trabajo una empresa tiene sucursales distintas las cuales 
han distribuidos a las ciudades de Bogotá y Medellín en donde el dispositivo 
que forma parte logre quedar acorde con los lineamientos las cuales forman 
parte de la topología de la red. 
Para el direccionamiento IP, debemos tener en cuenta el enrutamiento y demás 
aspectos de la red en donde el estudiante debe administrar una red la cual 
deberá configurar e interconectar entre si como veremos a continuación 
comenzaremos a realizar nuestras topologías de las cuales se debe entender 
cada paso a segur definiendo lo primero que es el enrutamiento y por 
consiguiente el acceso restringido ya que con este podemos tener nuestra 
configuración de red segura 
8 
 
Concordando con esto, se deben establecer el direccionamiento IP de la red y 
sus dispositivos, para posteriormente configurar un protocolo e enrutamiento 
OSPFv2, con algunos criterios definidos en el problema. Continuando con el 
desarrollo se deberá configurar las VLANs, solicitadas en la misma guía, aplicar 
parámetros de seguridad básicos y estándar de las redes cisco, implementar 
DHCP y NAT junto con listas ACL de tipos estándar y extendidos según las 
necesidades observadas por el administrador de la red. De esta manera se 








Una empresa posee sucursales distribuidas en las ciudades de Bogotá y 
Medellín, en donde el estudiante será el administrador de la red, el cual deberá 
configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, protocolos de enrutamiento y demás aspectos que forman 





Este escenario plantea el uso de RIP como protocolo de enrutamiento, 
considerando que se tendran rutas por defecto redistribuidas; asimismo, 
habilitar el encapsulamiento PPP y su autenticación. 
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Los routers Bogota2 y medellin2 proporcionan el servicio DHCP a su propia red 
LAN y a los routers 3 de cada ciudad. 
Debe configurar PPP en los enlaces hacia el ISP, con autenticación. 









Como trabajo inicial se debe realizar lo siguiente. 
 
• Realizar las rutinas de diagnóstico y dejar los equipos listos para 
su configuración (asignar nombres de equipos, asignar claves de 
seguridad, etc). 
 









Router(config-if)#ip address 209.17.220.1 255.255.255.252 
 









Router(config-if)#ip address 209.17.220.5 255.255.255.252 
 



















Router(config-if)#ip address 172.29.6.1 255.255.255.252 
 







Router(config-if)#ip add 172.29.6.9 255.255.255.252 
 








Router(config-if)#ip address 172.29.6.13 255.255.255.252 
 








Router(config-if)#ip address 172.29.6.2 255.255.255.252 
 





Router(config-if)#ip address 172.29.6.5 255.255.255.252 
 



















































Router(config-if)#ip address 172.29.3.9 255.255.255.252 
 





Router(config-if)#ip address 172.29.3.1 255.255.255.252 
 






Router(config-if)#ip address 172.29.3.5 255.255.255.252 
 















Router(config-if)#ip address 172.9.3.13 255.255.255.252 
 





























PARTE 1: CONFIGURACIÓN DEL ENRUTAMIENTO 
 
A. Configurar el enrutamiento en la red usando el protocolo RIP versión 2, 















Router(config-router)#do show ip route connected 
C 172.29.6.0/30 is directly connected, Serial0/0/1 
C 172.29.6.8/30 is directly connected, Serial0/1/0 
C  172.29.6.12/30 is directly connected, Serial0/1/1 












Router(config-router)#do show ip route connected 
C 172.29.4.0/25 is directly connected, FastEthernet0/0 
C 172.29.6.0/30 is directly connected, Serial0/0/0 


















Router(config-router)#do show ip route connected 
C 172.29.4.128/25 is directly connected, FastEthernet0/0 
C 172.29.6.4/30 is directly connected, Serial0/1/0 
C  172.29.6.8/30 is directly connected, Serial0/0/0 














Router(config-router)#do show ip route connected 
C 172.29.3.0/30 is directly connected, Serial0/1/0 
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C 172.29.3.4/30 is directly connected, Serial0/1/1 
C 172.29.3.8/30 is directly connected, Serial0/0/1 












Router(config)#do show ip route connected 
C 172.9.3.12/30 is directly connected, Serial0/0/1 
 
C  172.29.1.0/24 is directly connected, FastEthernet0/0 
















C 172.29.0.0/24 is directly connected, FastEthernet0/0 
C 172.29.3.0/30 is directly connected, Serial0/0/0 
C 172.29.3.4/30 is directly connected, Serial0/0/1 
 











VERIFICACIONES EN BOGOTÁ1 
Router>show ip route 
 
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP 
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area 
 
* - candidate default, U - per-user static route, o - ODR 
P - periodic downloaded static route 
 
Gateway of last resort is not set 
 
 
172.9.0.0/30 is subnetted, 1 subnets 
 
R 172.9.3.12 [120/1] via 172.29.3.10, 00:00:15, Serial0/0/1 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
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R 172.29.0.0/24 [120/1] via 172.29.3.2, 00:00:17, Serial0/1/0 
[120/1] via 172.29.3.6, 00:00:17, Serial0/1/1 
R 172.29.1.0/24 [120/1] via 172.29.3.10, 00:00:15, Serial0/0/1 
 
C    172.29.3.0/30 is directly connected, Serial0/1/0 
C    172.29.3.4/30 is directly connected, Serial0/1/1 
C 172.29.3.8/30 is directly connected, Serial0/0/1 
R 172.29.3.12/30 [120/1] via 172.29.3.2, 00:00:17, Serial0/1/0 
[120/1] via 172.29.3.6, 00:00:17, Serial0/1/1 
209.17.220.0/30 is subnetted, 1 subnets 
 
 
VERIFICACIONES EN MEDELLIN1 
 
Router>show ip route 
 
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP 
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area 
 
* - candidate default, U - per-user static route, o - ODR 
P - periodic downloaded static route 
 
Gateway of last resort is not set 
 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
 
R 172.29.4.0/25 [120/1] via 172.29.6.2, 00:00:22, Serial0/0/1 
 
R 172.29.4.128/25 [120/1] via 172.29.6.10, 00:00:04, Serial0/1/0 
[120/1] via 172.29.6.14, 00:00:04, Serial0/1/1 
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C 172.29.6.0/30 is directly connected, Serial0/0/1 
 
R 172.29.6.4/30 [120/1] via 172.29.6.2, 00:00:22, Serial0/0/1 
[120/1] via 172.29.6.10, 00:00:04, Serial0/1/0 
[120/1] via 172.29.6.14, 00:00:04, Serial0/1/1 
 
C 172.29.6.8/30 is directly connected, Serial0/1/0 
C 172.29.6.12/30 is directly connected, Serial0/1/1 
209.17.220.0/30 is subnetted, 1 subnets 
 
C 209.17.220.0 is directly connected, Serial0/0/0 
 
 
B. Los routers Bogota1 y Medellín deberán añadir a su configuración de 
enrutamiento una ruta por defecto hacia el ISP y, a su vez, redistribuirla 










Se revísa en medellin2 
 
Router#show ip route 
 
Gateway of last resort is 172.29.6.1 to network 0.0.0.0 
172.29.0.0/16 is variably subnetted, 9 subnets, 6 masks 
C 172.29.4.0/25 is directly connected, FastEthernet0/0 
 
R 172.29.4.128/25 [120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
 
C 172.29.6.0/30 is directly connected, Serial0/0/0 
C 172.29.6.4/30 is directly connected, Serial0/0/1 
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R 172.29.6.8/30 [120/1] via 172.29.6.1, 00:00:25, Serial0/0/0 
[120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
R 172.29.6.12/30 [120/1] via 172.29.6.1, 00:00:25, Serial0/0/0 
[120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 












Se comprueba en el router de Bogota3 
 
Router#show ip route 
 
172.9.0.0/30 is subnetted, 1 subnets 
 
R 172.9.3.12 [120/2] via 172.29.3.1, 00:00:03, Serial0/0/0 
 
[120/2] via 172.29.3.5, 00:00:03, Serial0/0/1 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
C 172.29.0.0/24 is directly connected, FastEthernet0/0 
R 172.29.1.0/24 [120/2] via 172.29.3.1, 00:00:03, Serial0/0/0 
[120/2] via 172.29.3.5, 00:00:03, Serial0/0/1 
C 172.29.3.0/30 is directly connected, Serial0/0/0 
C 172.29.3.4/30 is directly connected, Serial0/0/1 
R 172.29.3.8/30 [120/1] via 172.29.3.1, 00:00:03, Serial0/0/0 
[120/1] via 172.29.3.5, 00:00:03, Serial0/0/1 
C 172.29.3.12/30 is directly connected, Serial0/1/0 
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R* 0.0.0.0/0 [120/1] via 172.29.3.5, 00:00:03, Serial0/0/1 








C. El router ISP deberá tener una ruta estática dirigida hacia cada red 
interna de Bogotá y Medellín para el caso se sumarizan las 
subredes de cada uno a /22. 
Router#conf term 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# ip route 172.29.4.0 255.255.252.0 209.17.220.2 





Parte 2: Tabla de Enrutamiento. 
 
a) Verificar la tabla de enrutamiento en cada uno de los routers para 




Router>show ip route 
 
Gateway of last resort is 209.17.220.1 to network 0.0.0.0 
 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
 
R 172.29.4.0/25 [120/1] via 172.29.6.2, 00:00:07, Serial0/0/1 
 
R 172.29.4.128/25 [120/1] via 172.29.6.10, 00:00:23, Serial0/1/0 
[120/1] via 172.29.6.14, 00:00:23, Serial0/1/1 
C 172.29.6.0/30 is directly connected, Serial0/0/1 
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R 172.29.6.4/30 [120/1] via 172.29.6.2, 00:00:07, Serial0/0/1 
[120/1] via 172.29.6.10, 00:00:23, Serial0/1/0 
[120/1] via 172.29.6.14, 00:00:23, Serial0/1/1 
 
C 172.29.6.8/30 is directly connected, Serial0/1/0 
C 172.29.6.12/30 is directly connected, Serial0/1/1 
209.17.220.0/30 is subnetted, 1 subnets 
 





Router>show ip route 
 
Gateway of last resort is 172.29.6.1 to network 0.0.0.0 
 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
C 172.29.4.0/25 is directly connected, FastEthernet0/0 
R 172.29.4.128/25 [120/1] via 172.29.6.6, 00:00:22, Serial0/0/1 
 
C 172.29.6.0/30 is directly connected, Serial0/0/0 
C 172.29.6.4/30 is directly connected, Serial0/0/1 
R 172.29.6.8/30 [120/1] via 172.29.6.6, 00:00:22, Serial0/0/1 
[120/1] via 172.29.6.1, 00:00:20, Serial0/0/0 
R 172.29.6.12/30 [120/1] via 172.29.6.6, 00:00:22, Serial0/0/1 
[120/1] via 172.29.6.1, 00:00:20, Serial0/0/0 





Router>show ip route 
 





172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
 
R 172.29.4.0/25 [120/1] via 172.29.6.5, 00:00:01, Serial0/1/0 
 
C 172.29.4.128/25 is directly connected, FastEthernet0/0 
 
R 172.29.6.0/30 [120/1] via 172.29.6.13, 00:00:13, Serial0/0/1 
[120/1] via 172.29.6.5, 00:00:01, Serial0/1/0 
[120/1] via 172.29.6.9, 00:00:13, Serial0/0/0 
 
C      172.29.6.4/30 is directly connected, Serial0/1/0 
C      172.29.6.8/30 is directly connected, Serial0/0/0 
C       172.29.6.12/30 is directly connected, Serial0/0/1 
R* 0.0.0.0/0 [120/1] via 172.29.6.9, 00:00:13, Serial0/0/0 




Gateway of last resort is 209.17.220.5 to network 0.0.0.0 
 
 
172.9.0.0/30 is subnetted, 1 subnets 
 
R 172.9.3.12 [120/1] via 172.29.3.10, 00:00:17, Serial0/0/1 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
 
R 172.29.0.0/24 [120/1] via 172.29.3.6, 00:00:25, Serial0/1/1 
[120/1] via 172.29.3.2, 00:00:25, Serial0/1/0 
R 172.29.1.0/24 [120/1] via 172.29.3.10, 00:00:17, Serial0/0/1 
 
C    172.29.3.0/30 is directly connected, Serial0/1/0 
C    172.29.3.4/30 is directly connected, Serial0/1/1 
C 172.29.3.8/30 is directly connected, Serial0/0/1 
R 172.29.3.12/30 [120/1] via 172.29.3.6, 00:00:25, Serial0/1/1 
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[120/1] via 172.29.3.2, 00:00:25, Serial0/1/0 
 
209.17.220.0/30 is subnetted, 1 subnets 
 
C  209.17.220.4 is directly connected, Serial0/0/0 




Router>show ip route 
 
Gateway of last resort is 172.29.3.9 to network 0.0.0.0 
 
 
172.9.0.0/30 is subnetted, 1 subnets 
 
C  172.9.3.12 is directly connected, Serial0/0/1 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
R 172.29.0.0/24 [120/2] via 172.29.3.9, 00:00:10, Serial0/0/0 
 
C 172.29.1.0/24 is directly connected, FastEthernet0/0 
 
R 172.29.3.0/30 [120/1] via 172.29.3.9, 00:00:10, Serial0/0/0 
R 172.29.3.4/30 [120/1] via 172.29.3.9, 00:00:10, Serial0/0/0 
C 172.29.3.8/30 is directly connected, Serial0/0/0 
 
R  172.29.3.12/30 [120/2] via 172.29.3.9, 00:00:10, Serial0/0/0 




Router>show ip route 
 
Gateway of last resort is 172.29.3.5 to network 0.0.0.0 
 
 
172.9.0.0/30 is subnetted, 1 subnets 
 
R 172.9.3.12 [120/2] via 172.29.3.5, 00:00:25, Serial0/0/1 
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[120/2] via 172.29.3.1, 00:00:25, Serial0/0/0 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
C 172.29.0.0/24 is directly connected, FastEthernet0/0 
R 172.29.1.0/24 [120/2] via 172.29.3.5, 00:00:25, Serial0/0/1 
[120/2] via 172.29.3.1, 00:00:25, Serial0/0/0 
C 172.29.3.0/30 is directly connected, Serial0/0/0 
C 172.29.3.4/30 is directly connected, Serial0/0/1 
R 172.29.3.8/30 [120/1] via 172.29.3.5, 00:00:25, Serial0/0/1 
[120/1] via 172.29.3.1, 00:00:25, Serial0/0/0 
C 172.29.3.12/30 is directly connected, Serial0/1/0 
 
R* 0.0.0.0/0 [120/1] via 172.29.3.5, 00:00:25, Serial0/0/1 
[120/1] via 172.29.3.1, 00:00:25, Serial0/0/0 
 
b) Verificar el balanceo de carga que presentan los routers. 





Router>show ip route 
 
Gateway of last resort is 209.17.220.5 to network 0.0.0.0 
172.9.0.0/30 is subnetted, 1 subnets 
R 172.9.3.12 [120/1] via 172.29.3.10, 00:00:26, Serial0/0/1 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
 
R 172.29.0.0/24 [120/1] via 172.29.3.6, 00:00:06, Serial0/1/1 
 
[120/1] via 172.29.3.2, 00:00:06, Serial0/1/0 
R 172.29.1.0/24 [120/1] via 172.29.3.10, 00:00:26, Serial0/0/1 
C 172.29.3.0/30 is directly connected, Serial0/1/0 
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C 172.29.3.4/30 is directly connected, Serial0/1/1 
C 172.29.3.8/30 is directly connected, Serial0/0/1 
R 172.29.3.12/30 [120/1] via 172.29.3.6, 00:00:06, Serial0/1/1 
 
[120/1] via 172.29.3.2, 00:00:06, Serial0/1/0 
 
209.17.220.0/30 is subnetted, 1 subnets 
 
C  209.17.220.4 is directly connected, Serial0/0/0 




Router>show ip route 
 
Gateway of last resort is 172.29.3.5 to network 0.0.0.0 
172.9.0.0/30 is subnetted, 1 subnets 
R 172.9.3.12 [120/2] via 172.29.3.5, 00:00:25, Serial0/0/1 
 
[120/2] via 172.29.3.1, 00:00:25, Serial0/0/0 
 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
C 172.29.0.0/24 is directly connected, FastEthernet0/0 
R 172.29.1.0/24 [120/2] via 172.29.3.5, 00:00:25, Serial0/0/1 
 
[120/2] via 172.29.3.1, 00:00:25, Serial0/0/0 
 
C 172.29.3.0/30 is directly connected, Serial0/0/0 
C 172.29.3.4/30 is directly connected, Serial0/0/1 
R 172.29.3.8/30 [120/1] via 172.29.3.5, 00:00:25, Serial0/0/1 
 
[120/1] via 172.29.3.1, 00:00:25, Serial0/0/0 
 
C 172.29.3.12/30 is directly connected, Serial0/1/0 
 
R* 0.0.0.0/0 [120/1] via 172.29.3.5, 00:00:25, Serial0/0/1 





Router>show ip route 
 
Gateway of last resort is 209.17.220.1 to network 0.0.0.0 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
R 172.29.4.0/25 [120/1] via 172.29.6.2, 00:00:21, Serial0/0/1 
 
R 172.29.4.128/25 [120/1] via 172.29.6.10, 00:00:16, Serial0/1/0 
 
[120/1] via 172.29.6.14, 00:00:16, Serial0/1/1 
 
C 172.29.6.0/30 is directly connected, Serial0/0/1 
 
R 172.29.6.4/30 [120/1] via 172.29.6.2, 00:00:21, Serial0/0/1 
 
[120/1] via 172.29.6.10, 00:00:16, Serial0/1/0 
 
[120/1] via 172.29.6.14, 00:00:16, Serial0/1/1 
 
C 172.29.6.8/30 is directly connected, Serial0/1/0 
C 172.29.6.12/30 is directly connected, Serial0/1/1 
209.17.220.0/30 is subnetted, 1 subnets 
 
C  209.17.220.0 is directly connected, Serial0/0/0 




Router#show ip route 
 
Gateway of last resort is 172.29.6.1 to network 0.0.0.0 
172.29.0.0/16 is variably subnetted, 6 subnets, 2 masks 
C 172.29.4.0/25 is directly connected, FastEthernet0/0 
 
R 172.29.4.128/25 [120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
 
C 172.29.6.0/30 is directly connected, Serial0/0/0 
C 172.29.6.4/30 is directly connected, Serial0/0/1 
R 172.29.6.8/30 [120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
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[120/1] via 172.29.6.1, 00:00:12, Serial0/0/0 
R 172.29.6.12/30 [120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
[120/1] via 172.29.6.1, 00:00:12, Serial0/0/0 
R* 0.0.0.0/0 [120/1] via 172.29.6.1, 00:00:12, Serial0/0/0 
c) Obsérvese en los routers Bogotá1 y Medellín1 cierta similitud por 
su ubicación, por tener dos enlaces de conexión hacia otro router 






d) Los routers Medellín2 y Bogotá2 también presentan redes 









e) Las tablas de los routers restantes deben permitir visualizar rutas 
redundantes para el caso de la ruta por defecto. 
Las rutas redundantes son las que vimos en el balanceo de cargas donde 










R 172.29.0.0/24 [120/1] via 172.29.3.6, 00:00:06, Serial0/1/1 
 





R 172.9.3.12 [120/2] via 172.29.3.5, 00:00:25, Serial0/0/1 
 
[120/2] via 172.29.3.1, 00:00:25, Serial0/0/0 
 
R 172.29.1.0/24 [120/2] via 172.29.3.5, 00:00:25, Serial0/0/1 
 
[120/2] via 172.29.3.1, 00:00:25, Serial0/0/0 
R 172.29.3.8/30 [120/1] via 172.29.3.5, 00:00:25, Serial0/0/1 
[120/1] via 172.29.3.1, 00:00:25, Serial0/0/0 
R* 0.0.0.0/0 [120/1] via 172.29.3.5, 00:00:25, Serial0/0/1 





R 172.29.4.128/25 [120/1] via 172.29.6.10, 00:00:16, Serial0/1/0 
 
[120/1] via 172.29.6.14, 00:00:16, Serial0/1/1 
R 172.29.6.4/30 [120/1] via 172.29.6.2, 00:00:21, Serial0/0/1 
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[120/1] via 172.29.6.10, 00:00:16, Serial0/1/0 
 





R 172.29.6.8/30 [120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
 
[120/1] via 172.29.6.1, 00:00:12, Serial0/0/0 
R 172.29.6.12/30 [120/1] via 172.29.6.6, 00:00:02, Serial0/0/1 
[120/1] via 172.29.6.1, 00:00:12, Serial0/0/0 
 
 
Parte 3: Deshabilitar la propagación del protocolo RIP. 
 
a. Para no propagar las publicaciones por interfaces que no lo 
requieran se debe deshabilitar la propagación del protocolo RIP, en 
la siguiente tabla se indican las interfaces de cada router que no 
necesitan desactivación. 
ROUTER INTERFAZ 
Bogota1 SERIAL0/0/1; SERIAL0/1/0; 
SERIAL0/1/1 
Bogota2 SERIAL0/0/0; SERIAL0/0/1 
Bogota3 SERIAL0/0/0; SERIAL0/0/1; 
SERIAL0/1/0 
Medellín1 SERIAL0/0/0; SERIAL0/0/1; 
SERIAL0/1/1 
Medellín2 SERIAL0/0/0; SERIAL0/0/1 























Parte 4: Verificación del protocolo RIP. 
 
a. Verificar y documentar las opciones de enrutamiento configuradas 
en los routers, como el passive interface para la conexión hacia el 
ISP, la versión de RIP y las interfaces que participan de la 
publicación entre otros datos. 
b. Verificar y documentar la base de datos de RIP de cada router, 


















Parte 5: Configurar encapsulamiento y autenticación PPP. 
 
A. Según la topología se requiere que el enlace Medellín1 con ISP sea 
configurado con autenticación PAP. 
 











ISP(config-if)#ppp authentication pap 
 
ISP(config-if)#ppp pap sent-username ISP password PSI 
ISP(config-if)# 
 




Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)#hostname MEDELLIN1 
MEDELLIN1(config)#username ISP password PSI 
MEDELLIN1(config)#int s0/0/0 
MEDELLIN1(config-if)#encapsulation ppp 
MEDELLIN1(config-if)#ppp authentication pap 
MEDELLIN1(config-if)#ppp pap sent-username MEDELLIN1 password M1 
MEDELLIN1(config-if)# 
MEDELLIN1#ping 209.17.220.1 
Type escape sequence to abort. 
 




Success rate is 100 percent (5/5), round-trip min/avg/max = 1/8/15 ms 
 
 
b. El enlace Bogotá1 con ISP se debe configurar con autenticación 
CHAP. 







ISP(config)#username BOGOTA1 password B1 
ISP(config)#int s0/0/1 
ISP(config-if)#encapsulation ppp 









BOGOTA1(config)#username ISP password PSI 
BOGOTA1(config)#int s0/0/0 
BOGOTA1(config-if)#encapsulation ppp 




Type escape sequence to abort. 
 
Sending 5, 100-byte ICMP Echos to 209.17.220.5, timeout is 2 seconds 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/9/29 ms 
 
Parte 6: Configuración de PAT. 
 
 
A. En la topología, si se activa NAT en cada equipo de salida (Bogotá1 
y Medellín1), los routers internos de una ciudad no podrán llegar 
hasta los routers internos en el otro extremo, sólo existirá 
comunicación hasta los routers Bogotá1, ISP y Medellín1. 
B. Después de verificar lo indicado en el paso anterior proceda a 
configurar el NAT en el router Medellín1. Compruebe que la 
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traducción de direcciones indique las interfaces de entrada y de 
salida. Al realizar una prueba de ping, la dirección debe ser 
traducida automáticamente a la dirección de la interfaz serial 0/1/0 
del router Medellín1, cómo diferente puerto. 
c. Proceda a configurar el NAT en el router Bogotá1. Compruebe que 
la traducción de direcciones indique las interfaces de entrada y de 
salida. Al realizar una prueba de ping, la dirección debe ser 
traducida automáticamente a la dirección de la interfaz serial 0/1/0 
del router Bogotá1, cómo diferente puerto. 
 
MEDELLIN1(config)#ip nat inside source list 1 interface s0/0/0 overload 
MEDELLIN1(config)#access-list 1 permit 172.29.4.0 0.0.3.255 
MEDELLIN1(config)#int s0/0/0 
MEDELLIN1(config-if)#ip nat outside 
MEDELLIN1(config-if)#int s0/0/1 
MEDELLIN1(config-if)#ip nat inside 
MEDELLIN1(config-if)#int s0/1/0 
MEDELLIN1(config-if)#ip nat inside 
MEDELLIN1(config-if)#int s0/1/1 




PING PC2 A ISP 
 





Parte 7: Configuración del servicio DHCP. 
 
A. Configurar la red Medellín2 y Medellín3 donde el router Medellín 2 
debe ser el servidor DHCP para ambas redes Lan. 
B. El router Medellín3 deberá habilitar el paso de los mensajes 
broadcast hacia la IP del router Medellín2. 
C. Configurar la red Bogotá2 y Bogotá3 donde el router Bogotá2 debe 
ser el servidor DHCP para ambas redes Lan. 
D. Configure el router Bogotá1 para que habilite el paso de los 







Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)#ip dhcp excluded-address 172.29.4.1 172.29.4.5 
Router(config)#ip dhcp excluded-address 172.29.4.129 172.29.4.133 
Router(config)#ip dhcp pool MEDALLO2 







Router(config)#ip dhcp pool MEDALLO3 
 


















Router(config)#ip dhcp excluded-address 172.29.1.1 172.29.1.5 
 
Router(config)#ip dhcp excluded-address 172.29.0.1 172.29.0.5 
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Router(config)#ip dhcp pool BTA2 
 





Router(dhcp-config)#ip dhcp pool BTA3 













Router(config-if)#ip helper-address 172.29.3.13 
 
 










1. Configurar el direccionamiento IP acorde con la topología de red 
para cada uno de los dispositivos que forman parte del escenario 
 
Se inicia este escenario configurando cada dispositivo estableciendo 
nombre del host y demás dispositivos a utilizar y si se requiere 













BOGOTA # configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
BOGOTA (config)#int s0/0/0 
BOGOTA (config-if)#ip address 172.31.21.2 255.255.255.252 
BOGOTA (config-if)#no shut 
BOGOTA (config-if)#exit 
BOGOTA (config)#int fa0/0 
BOGOTA (config-if)#ip address 192.168.99.2 255.255.255.0 






















MIAMI(config-if)#ip address 10.10.10.10 255.255.255.255 



































OSPFv2 area 0 
Configuration Item or Task Specification 




Router ID R2  
5.5.5.5 
Router ID R3  
8.8.8.8 
Configurar todas las interfaces LAN como 
pasivas 
 




Ajustar el costo en la métrica de S0/0 a 9500 
 
Configuration en ospf en R1 
 
BOGOTA(config)#ROUTER OSPF 10 
BOGOTA(config-router)#router-id 1.1.1.1 
BOGOTA(config-router)#network 192.168.99.0 0.0.0.255 area 0 
BOGOTA(config-router)#network 192.168.30.0 0.0.0.255 area 0 
BOGOTA(config-router)#network 192.168.40.0 0.0.0.255 area 0 
BOGOTA(config-router)#network 192.168.200.0 0.0.0.255 area 0 








BOGOTA(config-if)#ip ospf cost 9500 
BOGOTA(config-if)#exit 
 




MIAMI(config)#router ospf 10 
MIAMI(config-router)#router-id 5.5.5.5 
MIAMI(config-router)#network 209.165.200.224 0.0.0.7 area 0 
MIAMI(config-router)#network 172.31.21.0 0.0.0.3 area 0 
MIAMI(config-router)#network 172.31.23.0 0.0.0.3 area 0 














MIAMI(config-if)#ip ospf cost 9500 
MIAMI(config-if)#exit 
 
Configuration en ospf en R3 
 
B.AIRES(config)#router ospf 10 
B.AIRES(config-router)#router-id 8.8.8.8 
B.AIRES(config-router)#network 192.168.4.0 0.0.0.255 area 0 
B.AIRES(config-router)#network 192.168.5.0 0.0.0.255 area 0 
B.AIRES(config-router)#network 192.168.6.0 0.0.0.255 area 0 


















Verificar información de OSPF 
 
A. Visualizar tablas de enrutamiento y routers conectados por OSPFv2 
 
 
Se utiliza el comando show ip ospf neighbor para observar los routers 


















B. Visualizar lista resumida de interfaces por OSPF en donde se ilustre 
el costo de cada interface 
 
C. Visualizar el OSPF Process ID, Router ID, Address summarizations, 
















3. Configurar VLANs, Puertos troncales, puertos de acceso, 
encapsulamiento, Inter-VLAN Routing y Seguridad en los Switches 
acorde a la topología de red establecida. 
 
Como se sabe las VLAN están diseñadas para segmentar las redes 
conmutadas ya que para este se conoce el método como “routing entre vlan 
con router on-a-stick” ya que para dar solución se inicia con la tabla en la 
definición del problema 
 
 
Se debe activar las vlan nativas en los dos switches 
S1 
 
Switch(config)#int vlan 1 




Switch(config)#int vlan 1 
Switch(config-if)#ip address 192.168.99.3 255.255.255.0 
Switch(config-if)#no shut 
 
Se configure el gateway predeterminado para los dos switches 

















30 192.168.30.0/24 Administración 
40 192.168.40.0/24 Mercadeo 







S1(config)#interface vlan 30 





S1(config)#interface vlan 40 
 
 





S1(config)#interface vlan 200 
S1(config-if)#ip address 192.168.200.2 255.255.255.0 
S1(config-if)#no shut 
Se realiza de manera similar con el switch 3 
S3(config)#vlan 30 
S3(config-vlan)# name Administracion 
S3(config-vlan)# exit 
S3(config)#interface vlan 30 
S3(config-if#ip address 192.168.30.3 255.255.255.0 
S3(config-if)#no shutdown 
S3(config)#vlan 40 
S3(config-vlan)# name Mercadeo 
S3(config-vlan)# exit 
S3(config)#interface vlan 40 
S3(config-if#ip address 192.168.40.3 255.255.255.0 
S3(config-if)#no shutdown 
S3(config)#vlan 200 
S3(config-vlan)# name Mantenimiento 
S3(config-vlan)# exit 
S3(config)#interface vlan 200 





4. En el Switch 3 deshabilitar DNS lookup 
 





5. Asignar direcciones IP a los Switches acorde a los lineamientos. 
Según la topología de este escenario y de la mano con los requerimientos 
ya realizados, se establecen las direcciones ip de administración de los 
switches s1 y s2, asi: 
 
S1(config)#interface vlan 1 




S2(config)#interface vlan 1 





6. Desactivar todas las interfaces que no sean utilizadas en el 
esquema de red. 
Es necesario en este y casi todos los tipos de conectividad de los 
diferentes dispositivos ya sean switches y routers deshabilitar las 
interfaces que no sean utilizadas para esto se realiza los siguientes 












7. Implement DHCP and NAT for IPv4 
 
8. Configurar R1 como servidor DHCP para las VLANs 30 y 40. 
 
 
BOGOTA(config)#ip dhcp pool ADMINISTRACIN 




No funciona en el programa (domain-name ccna-unad.com) 
BOGOTA(dhcp-config)#exit 
BOGOTA(config)#ip dhcp pool MERCADEO 









9. Reservar las primeras 30 direcciones IP de las VLAN 30 y 40 para 
configuraciones estáticas. 
Esto se realiza en el router 1, este funciona como el servidor DHCP para las 
vlans 30 y 40 se utilizan los siguientes comandos: 
 
 





Establecer default gateway. 
 










Enter configuration commands, one per line. End with CNTL/Z. 
BOGOTA(config)#ip dhcp excluded-address 192.168.30.1 
BOGOTA(config)#ip dhcp excluded-address 192.168.30.1 192.168.30.30 
BOGOTA(config)#ip dhcp excluded-address 192.168.40.1 192.168.40.30 
BOGOTA(config)# 
 
10. Configurar NAT en R2 para permitir que los host puedan salir a 
internet 
Primero se configura la dirección del web server como una NAT estática, 








Se configuran las interfaces internas y externas 
MIAMI(config)#int s0/0/1 
MIAMI(config-if)#ip nat outside 
MIAMI(config-if)#int s0/0/0 
MIAMI(config-if)#ip nat outside 
MIAMI(config-if)#exit 
MIAMI(config)#int fa0/0 
MIAMI(config-if)#ip nat outside 
MIAMI(config-if)#int fa0/1 






11. Configurar al menos dos listas de acceso de tipo estándar a su 
criterio en para restringir o permitir tráfico desde R1 o R3 hacia R2. 
 
Lista estándar (NAT 1 de router 1): 
 
R2(config)#ip access-list standard NAT1_D_R1 
R2(config-std-nacl)#deny 192.168.30.0 0.0.0.255 
R2(config-std-nacl)#permit 192.168.40.0 0.0.0.255 
R2(config-std-nacl)#exit 
 
(NAT 2 de router 3) 
 
 
R2(config)#ip access-list standard NAT2_D_R3 
R2(config-std-nacl)#permit 192.168.4.0 0.0.0.255 
R2(config-std-nacl)#permit 192.168.5.0 0.0.0.255 




12. Configurar al menos dos listas de acceso de tipo extendido o 
nombradas a su criterio en para restringir o permitir tráfico desde 
R1 o R3 hacia R2. 
R2(config)#ip access-list extended NAT3_D_H40 
R2(config-std-nacl)#deny TCP 192.168.40.31 0.0.0.255 any 
R2(config)#ip Access-list extended NAT4_D_H30 
R2(config-std-nacl)#permit UDP 192.168.30.31 0.0.0.255 any 
 
13. Verificar procesos de comunicación y redireccionamiento de tráfico 
en los routers mediante el uso de Ping y Traceroute. 
 
Ping PC-A -> WEB SERVER 
 






PING PC-A -> PC-C 
 









• Se trabajó sobre RIP versión 2 que ha sido un conocimiento amplio el 
cual es de gran ayuda para las diferentes conexiones de red y sus 
alcances de enrutamiento ya sea en una por defecto y distribuir entre las 
mismas publicaciones RIP. 
 
• Identificar todas las rutas hacia cada red por medio de la base de datos 
de RIP en cada uno de los routers. 
 
• Se identificó en caso de que se requiera una autenticación PAT que 
procedimiento se debe realizar de un enlace a un router 
 
• Según las conexiones de enrutamiento como implementar cada uno de 
los requerimientos de OSPFv2 ya sean interfaces, ancho de banda para 
enlaces seriales y costo de métrica 
 
• Se entendió como implementar DHCP y NAT para ipv4 teniendo en 
cuanta su conexión y cada uno de los enlaces 
 
• Se comprendió que según la topología se puede configurar cada enlace 




• Este trabajo de configuraciones de Vlan nos ayuda a encontrar los pasos 
necesarios para implementar redes con una serie de aplicaciones e 
instrucciones como principios básicos de routing y switching de CCNA. 
 
• Con cada una de las actividades resueltas nos pudimos dar cuenta el 
momento de introducir un código el cual nos muestra la amplitud de los 
comandos como también su potencial de su función ejecutando y tener 
en cuenta que realiza cada comando. 
 
• Para terminar podemos decir que se aprendió a identificar muchos 
factores, en cuanto a la configuración de los dispositivos que se quieran 
utilizar para este y muchos proyectos, se nota que se puede 
interconectar sedes del mundo real, se debe tener en cuenta conceptos 
adquiridos y así lograr una configuración y conectividad efectiva, ya que 
se puede determinar conectando una sede central en donde adquirimos 
la información y se decide a través de vlan`s si se brinda acceso a 
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