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Abstract
We introduce a class of logarithmic Lambert W random variables for a specific family of distributions. In particular,
we characterize the log-Lambert W random variables for chi-squared distributions which naturally appear in the
likelihood based inference of normal random variables.
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1. Introduction
Originally Goerg (2011, 2012) introduced the Lambert W × F random variables (RVs) and families of their
distributions as a useful tool for modeling skewed and heavy tailed distributions. In particular, for a continuous
location–scale family of RVs X ∼ Fϑ, parametrized by a vector ϑ, Goerg defined a class of location–scale Lambert
W × Fϑ random variables
Y =
{
U exp (γU)}σX + µX , γ ∈ R, (1)
parametrized by the vector (ϑ, γ), µX and σX are the location and scale parameters, and U = (X − µX)/σX .
The inverse relation to (1) can be obtained via the multivalued Lambert W function, namely, by the branches of
the inverse relation of the function z = u exp(u), i.e., the Lambert W function satisfies W(z) exp(W(z)) = z, for more
details see, e.g., Corless et al. (1996).
Here we formally introduce a class of related but different (transformed) RVs and their distributions, the logarith-
mic Lambert W × Fϑ RVs for a specific family of distributions Fϑ defined on the nonnegative real axis.
We shall focus on the family of the so-called log-Lambert W × chi-squared distributions, which naturally appear
in the statistical likelihood based inference of normal RVs. As we shall illustrate later, a specific type of such RVs
plays an important role. In particular, the random variable
Y = (Qν − ν) − ν log
(Qν
ν
)
, (2)
and its generalization
Y = (Qν − a) − c log
(Qν
b
)
, (3)
where Qν is a chi-squared distributed random variable with ν degrees of freedom, Qν ∼ χ2ν , and a, b, c are further
parameters. The random variable (2) will be denoted here as the standard log-Lambert W × χ2ν random variable.
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Stehlı´k (2003) studied related RVs (and their distributions) to derive the exact distribution of the Kullback-Leibler
I-divergence in the exponential family with gamma distributed observations. In particular, he derived the cumulative
distribution function (CDF) and the probability density function (PDF) of the transformed gamma RVs, which are di-
rectly related to the here considered log-Lambert W×χ2ν RVs. Stehlı´k showed that the I-divergence from the observed
vector to the canonical parameter can be decomposed as a sum of two independent RVs with known distributions.
Since it is related to the likelihood ratio statistics, Stehlı´k also calculated the exact distribution of the likelihood ratio
tests and discussed the optimality of such exact tests. Recently Stehlı´k et al. (2014) applied the exact distribution of
the Kullback-Leibler I-divergence in the exponential family for optimal life time testing.
In this paper we shall present a detailed characterization of the family of the log-Lambert W × χ2ν RVs and their
distributions together with some applications especially useful for the exact likelihood-based statistical inference.
We, however, do not consider explicitly the data transformation part, although, as suggested by a reviewer, the
analysis and practical importance could benefit from transformation statistics, as it was considered and illustrated in
Goerg (2011), where the emphasis was on the data transformation part. Here we shall focus on applications of the
log-Lambert W × χ2ν RVs for derivation of some exact LRT (likelihood ratio test) distributions.
In Section 2 we shall formally introduce the unifying framework of the logarithmic Lambert W RVs for a specific
family of continuous distributions Fϑ, and further, we shall derive the explicit forms of their CDF and PDF. Focus of
Section 3 is on the distribution of the log-Lambert W× χ2ν RVs and their characterization, including the characteristic
function, cumulants, and first moments. We also provide means for computing the distributions of linear combinations
of these RVs. Section 4 illustrates their applicability for the exact (small sample) statistical inference on model
parameters based on normally distributed observations.
2. Logarithmic Lambert W random variables for certain families of distributions
Let X be a continuous RV with support on the nonnegative real axis with the probability distribution depending on
a (vector) parameter ϑ, i.e. X ∼ Fϑ, where F indicates a family of distributions. Here we shall consider the following
class of transformed RVs,
Y = gθ(X) = θ1 − θ2 log(X) + θ3X, (4)
where gθ(·) is a strictly convex log-linear transformation on x ≥ 0 for real parameters θ = (θ1, θ2, θ3), where θ1 ∈ R,
θ2 > 0, and θ3 > 0. The support of Y is the set y ∈ 〈ymin,∞), where
ymin = gθ(xymin) = θ1 + θ2 − θ2 log
(
θ2
θ3
)
, (5)
with xymin = θ2/θ3, 0 < xymin < ∞. Note that
Y − θ1
θ2
= − log
{
X exp
(
−θ3
θ2
X
)}
. (6)
Therefore, the random variable Y, defined by (4), will be called the log-Lambert W random variable associated with
the distributionFϑ (the (minus) log-Lambert W×Fϑ RV), and the distribution of Y will be denoted by Y ∼ LW (Fϑ, θ).
For illustration, let X ∼ χ2ν , then we shall denote the corresponding log-Lambert W × χ2ν RV and its distribution
by Y ∼ LW(χ2ν , θ). In particular, the RV (2) can be expressed in this parametrization as Y = gθ(Qν) with Qν ∼ χ2ν and
θ =
(
ν(log(ν) − 1), ν, 1), and consequently with xymin = θ2/θ3 = ν and ymin = θ1 + θ2 − θ2 log (θ2/θ3) = ν(log(ν) − 1) +
ν − ν log (ν) = 0.
Similarly as in Goerg (2011), we can define the log-Lambert W RVs Y ∼ LW (Fϑ, θ) for other commonly used
families of distributions Fϑ with support on positive real axis. For example, for the gamma and the inverse gamma
distribution with the parameters α and β we get Y ∼ LW (Γ(α, β), θ) and Y ∼ LW (invΓ(α, β), θ), respectively, and for
the Fischer–Snedecor F distribution with ν1 and ν2 degrees of freedom, we get Y ∼ LW (Fν1,ν2 , θ). In all these cases
θ = (θ1, θ2, θ3), θ1 ∈ R, θ2 > 0, and θ3 > 0.
Application of the Lambert W function provides the explicit inverse transformation to (4). This can be directly
used to determine the exact distribution of Y, given the distribution of X. The cumulative distribution function (CDF)
of Y (here denoted by cdfY ≡ cdfLW(Fϑ ,θ)), i.e. cdfLW(Fϑ,θ)(y) = Pr (Y ≤ y | Y ∼ LW (Fϑ, θ)), is given by
cdfLW(Fϑ ,θ)(y) = cdfFϑ
(
xθU(y)
)
− cdfFϑ
(
xθL(y)
)
, (7)
2
where cdfFϑ(x) = Pr (X ≤ x | X ∼ Fϑ) is the CDF of the RV X, and xθL(y) and xθU(y) are the two distinct real solutions
of the equation y = gθ(x). In particular, xθL(y) and xθU(y) are the solutions on the intervals (0, xymin) and (xymin ,∞),
respectively, given by
xθL(y) = −
θ2
θ3
W0
(
−θ3
θ2
exp
(
−y − θ1
θ2
))
, and xθU(y) = −
θ2
θ3
W−1
(
−θ3
θ2
exp
(
−y − θ1
θ2
))
, (8)
where W0(·) and W−1(·) are the two real valued branches of the multivalued Lambert W function, i.e. such function that
z = W(z) exp(W(z)), for more detailed discussion see e.g. Corless et al. (1996) and Stehlı´k (2003). Fast numerical im-
plementations of the Lambert W function are available in standard software packages such as Matlab, R, Mathematica
or Maple.
Based on the properties of the Lambert W function, see e.g. Lemma 1 in Stehlı´k (2003), note that
d
dy x
θ
L(y) =
xθL(y)
θ3 x
θ
L(y) − θ2
, and ddy x
θ
U(y) =
xθU(y)
θ3 x
θ
U(y) − θ2
. (9)
If X ∼ Fϑ is a continuous RV, then, from (7) and (9), we get that the probability density function (PDF) of Y ∼
LW (Fϑ, θ) is given by
pdfLW(Fϑ ,θ)(y) =
xθL(y)
θ2 − θ3 xθL(y)
pdfFϑ
(
xθL(y)
)
+
xθU(y)
θ3 x
θ
U(y) − θ2
pdfFϑ
(
xθU(y)
)
, (10)
where pdfFϑ (x) denotes the PDF of the RV X ∼ Fϑ.
For completeness, by q1−α we shall denote the (1 − α)-quantile of the distribution LW (Fϑ, θ), i.e. such value q1−α
that Pr (Y ≤ q1−α | Y ∼ LW (Fϑ, θ)) = 1 − α, so
q1−α = qfLW(Fϑ,θ)(1 − α) ≡ cdf−1LW(Fϑ,θ)(1 − α), (11)
where qfLW(Fϑ,θ)(·) denotes the quantile function (QF) of the distribution LW (Fϑ, θ). In general, an analytical solution
for qfLW(Fϑ,θ)(·) is not available.
3. Distribution of log-Lambert W random variables for family of chi-squared distributions
Here we consider the log-Lambert W RV Y ∼ LW(χ2ν , θ). Recognizing that the CDF of χ2ν RV can be expressed
by help of incomplete gamma function, directly from (7) we get
cdfLW(χ2ν ,θ)(y) =
1
Γ
(
ν
2
)Γ (ν
2
, xθL(y), xθU(y)
)
, (12)
where Γ(·) is the gamma function, and Γ(n, a, b) =
∫ b
a
tn−1 exp(−t) dt is the generalized incomplete gamma function.
Further, as the PDF of the χ2ν RV is
pdfχ2ν (x) =
2− ν2
Γ
(
ν
2
) x ν2−1 exp (− x
2
)
, (13)
directly from (10) we get
pdfLW(χ2ν ,θ)(y) =
2− ν2
Γ
(
ν
2
)

(
xθL(y)
) ν
2 exp
(
− 12 xθL(y)
)
θ2 − θ3 xθL(y)
+
(
xθU(y)
) ν
2 exp
(
− 12 xθU(y)
)
θ3x
θ
U (y) − θ2
 . (14)
The characteristic function (CF) of Y ∼ LW(χ2ν , θ), can be derived by algebraic manipulations directly from its
definition, i.e. cfLW(χ2ν ,θ)(t) = E(exp(itY)) = E(exp(itgθ(X))) where X ∼ χ2ν , and is given by
cfLW(χ2ν ,θ)(t) =
2− ν2
Γ
(
ν
2
) exp(itθ1)Γ
(
ν
2 − itθ2
)
(
1
2 − itθ3
) ν
2−itθ2
. (15)
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The cumulants (κ j, j = 1, 2, . . . ) of Y ∼ LW(χ2ν , θ) are readily obtained by expanding the logarithm of the moment
generating function (MGF) into a power series. Note that
mgfLW(χ2ν ,θ)(t) = cfLW(χ2ν ,θ)(−it) for t <
1
2
min
(
ν
θ2
,
1
θ3
)
. (16)
Thus
κ1 = θ1 − θ2 log(2) + νθ3 − θ2ψ(0)
(
ν
2
)
,
κ j = 2 j−1Γ( j − 1)θ j−13 (− jθ2 + ( j − 1)νθ3) + (−1) jθ j2ψ( j−1)
(
ν
2
)
, (17)
for j = 2, 3, . . . , and ψ(m)(·) is the m-th order polygamma function, i.e. the (m + 1)-derivative of the logarithm of the
gamma function. Hence, the first four basic moment characteristics of this distribution are:
mean = κ1 = θ1 − θ2 log(2) + νθ3 − θ2ψ
(
ν
2
)
, (18)
variance = κ2 = 2θ3 (−2θ2 + νθ3) + θ22ψ(1)
(
ν
2
)
, (19)
skewness = κ3
κ
3
2
2
=
4θ23 (−3θ2 + 2νθ3) − θ32ψ(2)
(
ν
2
)
(
2θ3 (−2θ2 + νθ3) + θ22ψ(1)
(
ν
2
)) 3
2
, (20)
kurtosis = κ4
κ22
=
16θ33 (−4θ2 + 3νθ3) + θ42ψ(3)
(
ν
2
)
(
2θ3 (−2θ2 + νθ3) + θ22ψ(1)
(
ν
2
))2 . (21)
3.1. The standard log-Lambert W × χ2ν distribution
As mentioned above and as illustrated by examples in the next section, the central role in the likelihood based
inference for normally distributed data plays the RV
Yν = (Qν − ν) − ν log
(Qν
ν
)
, (22)
where Qν ∼ χ2ν . RV Yν ∼ LW(χ2ν , θ), is the special case of RV (4) with θ = (ν(log(ν) − 1), ν, 1). We shall call it the
standard log-Lambert W × χ2ν RV with ν degrees of freedom.
Then, directly from (15) we get the characteristic function of the standard log-Lambert W × χ2ν RV as
cfYν (t) =
2− ν2
Γ
(
ν
2
)
(
ν
e
)itν
Γ
(
ν
2 − itν
)
(
1
2 − it
) ν
2−itν
, (23)
and consequently, for ν → ∞, we get the convergence of Yν (in distribution) to the chi-squared distribution with 1
degree of freedom, i.e.
Yν
D−→
ν→∞
χ21, (24)
for more details see Appendix A.
As pointed out by one of the reviewers, a specific question for a practitioner is if using the usual rule of thumb,
say n = 30 observations or ν = 30 degrees of freedom, respectively, is a good enough approximation for application
of the central limit theorem. Table 1 illustrates how the standard log-Lambert W × χ2ν distribution, which is an
exact null distribution of the likelihood-ratio statistic for testing the hypothesis about the variance parameter based on
random sample from normal distribution, differs from the usual (asymptotic) χ21 approximation and also how fast is
the convergence to χ21 for ν → ∞ (for more details see the Example 1). Stehlı´k (2003) presents a detailed comparisons
with the χ2-asymptotic of the likelihood-ratio statistic, however in a different statistical model with independent
observations from the exponential distribution.
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Table 1: The (1 − α)-quantiles of the standard log-Lambert W × χ2ν distribution, i.e. the distribution of the RV (22) with ν degrees of freedom,
computed for selected probabilities 1 − α and degrees of freedom ν. Note that for ν → ∞ we get the chi-squared distribution with 1 degree of
freedom.
ν
1 − α 1 2 3 5 10 20 30 100 ∞
0.7000 1.4145 1.2543 1.1951 1.1468 1.1103 1.0922 1.0862 1.0778 1.0742
0.7500 1.7308 1.5426 1.4713 1.4124 1.3677 1.3454 1.3380 1.3277 1.3233
0.8000 2.1306 1.9105 1.8245 1.7524 1.6974 1.6698 1.6607 1.6479 1.6424
0.8500 2.6605 2.4039 2.2993 2.2102 2.1415 2.1069 2.0953 2.0792 2.0723
0.9000 3.4254 3.1259 2.9968 2.8840 2.7956 2.7506 2.7356 2.7146 2.7055
0.9500 4.7606 4.4077 4.2418 4.0906 3.9683 3.9053 3.8841 3.8543 3.8415
0.9750 6.1137 5.7256 5.5301 5.3438 5.1885 5.1070 5.0795 5.0406 5.0239
0.9900 7.9162 7.4984 7.2734 7.0470 6.8499 6.7441 6.7081 6.6570 6.6349
0.9990 12.4771 12.0220 11.7549 11.4566 11.1683 11.0035 10.9459 10.8635 10.8276
0.9999 17.0579 16.5840 16.2977 15.9575 15.5983 15.3792 15.3007 15.1868 15.1367
3.2. Computing the distributions of linear combinations of independent log-Lambert W × χ2ν random variables
The CDF, PDF and QF of the log-Lambert W × χ2ν distribution can be numerically evaluated directly from (7),
(10), and (11), by using suitable implementation of the Lambert W function.
Numerical evaluation of the distribution of a linear combination of independent log-Lambert W× χ2ν RVs is based
on methods similar to those discussed in Witkovsky´ (2001b) and Witkovsky´ (2004), and is closely related to the
method for computing the distribution of a linear combination of independent chi-squared RVs suggested by Imhof
(1961), see also Davies (1980), and also related to the method for computing the distribution of a linear combination
of independent inverted gamma variables suggested by Witkovsky´ (2001a). The procedure is based on the numerical
inversion of the characteristic function, for more details see Gil-Pelaez (1951).
Consider thus the random variable Y = ∑kj=1 λ jY j, a linear combination of independent log-Lambert W RVs
Y j ∼ LW(χ2ν j , θ j) with ν j, degrees of freedom, parameters θ j = (θ j1 , θ j2 , θ j3 ), and real coefficients λ j, j = 1, . . . , k. Let
cfY j (t) denote the characteristic function of Y j. The characteristic function of Y is
cfY (t) = cfY1 (λ1t) · · · cfYk (λkt), (25)
where
cfY j (λ jt) =
2− ν2
Γ
(
ν
2
) exp(iλ jtθ j1 )Γ
(
ν
2 − iλ jtθ j2
)
(
1
2 − iλ jtθ j3
) ν
2−iλ jtθ j2
. (26)
The distribution function (CDF) of Y, cdfY (y) = Pr{Y ≤ y}, is according to the inversion formula due to Gil-Pelaez
(1951) given by
cdfY (y) = 12 −
1
π
∫ ∞
0
ℑ
(
e−ity cfY (t)
t
)
dt, (27)
and the PDF is given by
pdfY (y) =
1
π
∫ ∞
0
ℜ
(
e−ity cfY (t)
)
dt. (28)
This approach can also be applied to compute the distributions of more general linear combinations of independent
RVs, e.g. with χ2νi and LW(χ2ν j , θ j) distributions.
The Matlab implementation of the algorithms for computing CDF, PDF, CF, cumulants and QF of the log-Lambert
W×χ2ν RVs (resp. their linear combinations) is currently available at http://www.mathworks.com/matlabcentral/fileexchange/46754-lambertwchi2,
the Matlab Central File Exchange. In future, these algorithms will become a part of a more general Matlab suite of
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programs (under development) to calculate the tail probabilities (including CDF, PDF, and QF) of a linear combi-
nation of RVs in one of the following classes: (1) class of symmetric RVs containing normal, Student’s t, uniform
and triangular distributions, and (2) class of RVs with support on positive real axis, e.g., the chi-squared and inverse
gamma distributions, see http://sourceforge.net/projects/tailprobabilitycalculator/.
4. Examples
For illustration, here we present simple examples of the likelihood based inference for normally distributed data,
where the distribution of the likelihood ratio test statistic under the null hypothesis can be expressed using the log-
Lambert W × χ2ν RVs.
4.1. Example 1: Distribution of the LRT statistic for testing a single variance component
Let S 2 be the estimator of the variance parameter σ2 (e.g. the restricted maximum likelihood estimator (REML)
of σ2, based on a random sample from normally distributed data, ˜Y ∼ N(0, σ2I)), such that νS 2
σ2
∼ χ2ν . The PDF of the
RV S 2 can be directly derived from the PDF of the chi-squared distribution with ν degrees of freedom (13). So the
log-likelihood function is
loglik
(
σ2 | S 2
)
= const+
(
ν
2
− 1
)
log
(
νS 2
σ2
)
− 1
2
(
νS 2
σ2
)
+ log
(
ν
σ2
)
, (29)
and the (log-) likelihood-ratio test statistic (LRT) for testing H0 : σ2 = σ20 vs. alternative HA : σ2 , σ20 is
lrt = −2
(
sup
H0
{
loglik
(
σ2 | S 2
)}
− sup
{
loglik
(
σ2 | S 2
)})
= −2
(
loglik
(
σ20 | S 2
)
− loglik
(
σˆ2 | S 2
))
, (30)
where σˆ2 = S 2 is the REML estimator of σ2. From that,
lrt = −2


(
ν
2 − 1
)
log
νS 2
σ20
 − 12
νS 2
σ20
 + log
 ν
σ20

 −
[(
ν
2 − 1
)
log
(
νS 2
σˆ2
)
− 12
(
νS 2
σˆ2
)
+ log
(
ν
σˆ2
)]
=
νS 2
σ20
− ν
 − ν log
1
ν
νS 2
σ20
 H0∼ (Qν − ν) − ν log
(Qν
ν
)
, (31)
where Qν ∼ χ2ν . That is, under the null hypothesis H0, the LRT statistic has the standard log-Lambert W × χ2ν
distribution, lrt H0∼ LW(χ2ν , θ) with θ =
(
ν(log(ν) − 1), ν, 1).
Based on that, the (1 − α)-confidence interval for the parameter σ2, say cLRT, obtained by inverting the LRT, can
be expressed as
cLRT =
{
σ2 :
(
νS 2
σ2
− ν
)
− ν log
(
1
ν
νS 2
σ2
)
≤ q1−α
}
=
σ2 : νS
2
xθU (q1−α)
≤ σ2 ≤ νS
2
xθL(q1−α)
 , (32)
where q1−α denotes the (1 − α)-quantile of the random variable (Qν − ν) − ν log
(Qν
ν
)
, i.e. LW(χ2ν , θ) distribution with
θ =
(
ν(log(ν) − 1), ν, 1), and the limits xθL(q1−α) and xθU(q1−α) are defined by (8). The minimum length confidence
interval for σ2, say cML, can be expressed, e.g., as
cML =
{
σ2 :
(
νS 2
σ2
− ν
)
− (ν + 2) log
(
1
ν
νS 2
σ2
)
≤ q˜1−α
}
=
σ2 :
νS 2
x
˜θ
U(q˜1−α)
≤ σ2 ≤ νS
2
x
˜θ
L(q˜1−α)
 , (33)
where q˜1−α is the (1 − α)-quantile of the random variable (Qν − ν) − (ν + 2) log
(Qν
ν
)
, i.e. LW(χ2ν , ˜θ) distribution with
˜θ =
((ν + 2) log(ν) − ν, ν + 2, 1), see also Tate and Klett (1969) and Juola (1993).
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4.2. Example 2: Distribution of the LRT statistic for testing normal linear regression model parameters
Let Y ∼ N(Xβ, σ2I) be an n-dimensional normally distributed random vector with a non-stochastic full-ranked
(n × k)-design matrix X, parameters β ∈ Rk and σ2 > 0. Here the log-likelihood function is
loglik
(
β, σ2 | Y
)
= −n
2
log(2π) − n
2
log
(
σ2
)
− 1
2σ2
(Y − Xβ)T (Y − Xβ), (34)
and the LRT statistic for testing H0 : (β, σ2) = (β0, σ20), vs. alternative HA : (β, σ2) , (β0, σ20), is given by
lrt = −2
(
loglik
(
β0, σ
2
0 | Y
)
− loglik
(
ˆβ, σˆ2 | Y
))
=
1
σ20
(Y − Xβ0)T (Y − Xβ0) − n log
 σˆ2
σ20
 − n
H0∼ Qk +
{
(Qν − n) − n log
(Qν
n
)}
, (35)
where ˆβ = (XT X)−1XT Y and σˆ2 = 1
n
(Y − X ˆβ)T (Y − X ˆβ), such that Qν = nσˆ2σ20 ∼ χ
2
ν , with ν = n − k, and independent of
Qk ∼ χ2k . That is, under the null hypothesis H0, the LRT statistic (35) is distributed as a linear combination (sum) of
two independent RVs with χ2k and LW(χ2ν , θ) distributions, respectively, where ν = n − k and θ =
(
n(log(n) − 1), n, 1).
For more details, see e.g. Choudhari et al. (2001) and Chvostekova´ and Witkovsky´ (2009).
4.3. Example 3: Distribution of the (restricted) LRT statistic for testing canonical variance components
Consider a normal linear model with two variance components, Y ∼ N(Xβ, σ21V + σ22In), where Y is an n-
dimensional normally distributed random vector, X is a known (n × k)-design matrix, β is a k-dimensional unknown
vector of fixed effects, V is a known n × n positive semi-definite matrix, In is the n × n identity matrix, and σ21 ≥ 0,
σ22 > 0 are the variance components — the parameters of interest.
The (restricted) LRT methods are based on distribution of the maximal invariant ˜Y = BT Y, where B is an arbitrary
matrix, such that BBT = In − XX+ (here X+ denotes the Moore-Penrose g-inverse of X) and BT B = In−rank(X) = Iν.
Hence, ˜Y ∼ N(0,Σ), where Σ = σ21W + σ22Iν =
∑r
i=1(σ21̺i + σ22)Di =
∑r
i=1 ϑiDi, W = BT VB =
∑r
i=1 ̺iDi is a spectral
decomposition with the eigenvalues ̺i (̺1 > · · · > ̺r ≥ 0) and their multiplicities νi, ν = ∑ri=1 νi, Di are mutually
orthogonal symmetric matrices such that DiDi = Di, DiD j = 0 for i , j, and Iν = ∑ri=1 Di. Here we consider
the problem of testing hypothesis about canonical variance components ϑ = (ϑ1, . . . , ϑr), where ϑi = σ21̺i + σ22,
i = 1, . . . , r. Namely, we consider testing the hypothesis H0 : ϑ = ϑ0, vs. alternative HA : ϑ , ϑ0.
Let Ui = ˜YT Di ˜Y, according to Ohlsen et al. (1976), the following holds true: U = (U1, . . . ,Ur) is a minimal
sufficient statistic for the parameters (σ21, σ22), and Ui/(σ21̺i + σ22) = Ui/ϑi ≡ Qνi ∼ χ2νi , i = 1, . . . , r are mutually
independent chi-squared RVs with νi degrees of freedom. Thus, for specific values of the canonical parameter ϑ0 =
(ϑ01, . . . , ϑ0r) and the minimal sufficient statistic U = (U1, . . . ,Ur), the (restricted) log-likelihood function can be
expressed as
loglik (ϑ0 |U) = − ν2 log(2π) −
1
2
r∑
i=1
νi log(ϑ0i) −
1
2
r∑
i=1
Ui
ϑ0i
, (36)
and the (restricted) LRT statistic is given by
lrt = −2
(
loglik (ϑ0 |U) − loglik
(
ˆϑ |U
))
=
r∑
i=1
{(
Ui
ϑ0i
− νi
)
− νi log
(
1
νi
Ui
ϑ0i
)}
∼
r∑
i=1
{(
ϑi
ϑ0i
Qνi − νi
)
− νi log
(
ϑi
ϑ0i
Qνi
νi
)}
H0∼
r∑
i=1
{(Qνi − νi) − νi log
(Qνi
νi
)}
, (37)
where ˆϑ = ( ˆϑ1, . . . , ˆϑr) with ˆϑi = Uiνi is the REML estimator of ϑ, ϑ = (ϑ1, . . . , ϑr) represents the true (unknown)
vector of parameters, and Qνi ∼ χ2νi are mutually independent RVs, i = 1, . . . , r.
That is, under the null hypothesis H0 : ϑ = ϑ0, the restricted LRT statistic (37) is distributed as a linear combi-
nation of r independent RVs with LW(χ2νi , θi) distributions, where θi =
(
νi(log(νi) − 1), νi, 1). In general, if ϑ , ϑ0,
the LRT statistic (37) is distributed as a linear combination of r independent RVs with LW(χ2νi , θi) distributions, where
θi =
(
νi(log(νi/λi) − 1), νi, λi) with λi = ϑiϑ0 i , i = 1, . . . , r.
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Table 2: The (different) eigenvalues ̺i of the W matrix from model (38), with their multiplicities νi, together with the observed values of the
sufficient statistics Ui, the true values of the canonical variance components ϑ∗i = σ
2
1̺i + σ
2
2, and the hypothetical values of the parameters
ϑ
H01
i = σ
2
1̺i + σ
2
2, ϑ
H02
i = 0 × ̺i + σ22, and ϑ
H03
i = 1 × ̺i + σ22, where i = 1, . . . , r, σ21 = 0.1 and σ21 = 1.
ρi νi Ui ϑ∗i ˆϑi ϑ
H01
i ϑ
H02
i ϑ
H03
i
19.24 1 0.65 2.92 0.65 2.92 1.00 20.24
17.04 1 17.12 2.70 17.12 2.70 1.00 18.04
14.89 1 2.76 2.49 2.76 2.49 1.00 15.89
12.77 1 3.01 2.28 3.01 2.28 1.00 13.77
10.65 1 0.45 2.06 0.45 2.06 1.00 11.65
8.53 1 4.02 1.85 4.02 1.85 1.00 9.53
6.42 1 0.52 1.64 0.52 1.64 1.00 7.42
4.30 1 2.06 1.43 2.06 1.43 1.00 5.30
2.16 1 0.90 1.22 0.90 1.22 1.00 3.16
0.00 100 117.25 1.00 1.17 1.00 1.00 1.00
4.4. Example 4: Numerical example
In order to illustrate some of the numerical calculations required for testing hypothesis on canonical variance
components based on the LRT statistic, as presented in Example 3, let us consider the following unbalanced one-way
random effects ANOVA model, as a special case of a normal linear model with two variance components:
Yi j = µ + bi + εi j, i = 1, . . . ,G, j = 1, . . . , ni, (38)
where Y = (Y11, . . . , YGnG )T is the n-dimensional vector of measurements, n =
∑G
i=1 ni, µ represents the common mean,
b = (b1, . . . , bG)T is a vector of random effects, b ∼ N(0, σ21IG), and ε = (ε11, . . . , εGnG )T is the n-dimensional vector
of measurement errors, ε ∼ N(0, σ22In).
In particular, for G = 10, and n1 = 2, n2 = 4, n3 = 6, . . . , n10 = 20, with n = 110, by spectral decomposition of
the matrix W = BT VB =
∑r
i=1 ̺iDi, we get r = 10 different eigenvalues ̺i with their multiplicities νi, i = 1, . . . , r.
For the true values of the parameters µ = 0, σ21 = 0.1, and σ
2
2 = 1, we have generated the n-dimensional vector of
observations Y with the observed values of the sufficient statistics U = (U1, . . . ,Ur). The true values of the canonical
variance components, ϑ∗ = (ϑ∗1, . . . , ϑ∗r ) with ϑ∗i = σ21̺i + σ22, were estimated by REML, ˆϑ = ( ˆϑ1, . . . , ˆϑr), where
ˆϑi = Ui/νi.
Here the goal is to test the following null hypotheses: H01 : ϑ = ϑH01 with ϑH01i = ϑ
∗
i = σ
2
1̺i + σ
2
2, as well as
H02 : ϑ = ϑH02 with ϑH02i = 0 × ̺i + σ22, and H03 : ϑ = ϑH03 with ϑH03i = 1 × ̺i + σ22, for numerical values see Table 2.
The CDFs of the LRT statistics for testing the null hypotheses H01, H02, and H03, respectively, that is lrtH01 , lrtH02 ,
and lrtH03 , are plotted in Figure 1, together with the CDF of the χ210 distribution, which is conventionally used as the
approximate (asymptotic) distribution. Note that only H01 is true, and so, only lrtH01 has the correct null distribution
given by (37).
For given observed values of the sufficient statistics, Ui, the observed value of the LRT statistic was lrtH01 = 7.3095
(lrtH02 = 18.7350, and lrtH03 = 10.6475). The (1−α)-quantile of the null distribution, for α = 0.05, is qH01−0.05 = 22.2689.
For comparison, the quantile of the χ210 distribution is χ210,1−0.05 = 18.3070. Based on that, on significance level
α = 0.05, we cannot reject any of the hypotheses H01, H02, H03. However, note that the hypothesis H02 would be
rejected if the approximate χ210 null distribution were used instead of the exact null distribution.
5. Conclusions
In this paper we introduce the class of the log-Lambert W×F random variables and their distributions. It includes,
as special case, the class of log-Lambert W × χ2ν RVs, which naturally appears in statistical inference based on likeli-
hood of normal RVs. A suite of Matlab programs (implementation of algorithms for computing PDF, CDF, QF, CF,
cumulants, and convolutions) is available at MatlabCentral File Exchange, http://www.mathworks.com/matlabcentral/fileexchange/46754-lambertwchi2.
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Figure 1: The cumulative distribution functions (CDFs) of the LRT statistics (37) for testing the null hypotheses H01, H02, and H03, respectively.
Here, the true null distribution is the CDF of lrtH01 . The CDF of the χ210 distribution is frequently used as the approximate (asymptotic) null
distribution.
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Appendix A. Limit distribution of the standard log-Lambert W × χ2
ν
random variables
To show that (24) holds true, note that the moment generating function (MGF) of the standard log-Lambert W×χ2ν
RV with ν degrees of freedom is
mgfYν (t) =
Γ
(
ν
2 − νt
)
Γ
(
ν
2
) ( ν
2e
)νt
(1 − 2t)νt− ν2 , 0 ≤ t < 1
2
, (A.1)
and, according to equation (1.4.24) in Lebedev (1963), for x ∈ C, |x| ≫ 1, | arg x| ≤ π2 , we have
Γ(x) =
√
2πxx−
1
2 e−x(1 + r(x)), (A.2)
where |r(x)| ≤ c|x| for some real c > 0. Thus, for ν→ ∞ and for all t ∈ 〈0, 12 ), we get
mgfYν(t) =
Γ
(
ν
2 − νt
)
Γ
(
ν
2
) ( ν
2e
)νt
(1 − 2t)νt− ν2
=
√
2π
(
ν
2 − νt
) ν
2−νt− 12
e−
ν
2+νtννt(1 − 2t)− ν2+νt(1 + r( ν2 − νt))
√
2π
(
ν
2
) ν
2− 12
e−
ν
2 2νteνt(1 + r( ν2 ))
9
=(
ν
2 − νt
) ν
2−νt− 12
ννt(1 − 2t)− ν2+νt(1 + r( ν2 − νt))(
ν
2
) ν
2− 12 2νt(1 + r( ν2 ))
=
ν
1
2 (1 − 2t)
ν 12

ν
2− 12 (
ν
2
− νt
)−νt (ν
2
)νt
(1 − 2t)− ν2+νt (1 + r(
ν
2 − νt))
(1 + r( ν2 ))
= (1 − 2t) ν2− 12
(
ν
2
)−νt
(1 − 2t)−νt
(
ν
2
)νt
(1 − 2t)νt− ν2 (1 + r(
ν
2 − νt))
(1 + r( ν2 ))
=
1√
1 − 2t
(1 + r( ν2 − νt))
(1 + r( ν2 ))
. (A.3)
Consequently,
lim
ν→∞
mgfYν (t) =
1√
1 − 2t
, 0 ≤ t < 1
2
, (A.4)
what coincides with the MGF of a chi-squared distribution with 1 degree of freedom.
References
Choudhari, P., Kundu, D., Misra, N., 2001. Likelihood ratio test for simultaneous testing of the mean and the variance of a normal distribution.
Journal of Statistical Computation and Simulation 71, 313–333.
Chvostekova´, M., Witkovsky´, V., 2009. Exact likelihood ratio test for the parameters of the linear regression model with normal errors. Measure-
ment Science Review 9, 1–8.
Corless, R., Gonnet, G., Hare, D., Jeffery, G., Knuth, D., 1996. On the Lambert W function. Advances in Computational Mathematics 5, 329–359.
Davies, R., 1980. Algorithm AS 155: The distribution of a linear combinations of χ2 random variables. Applied Statistics 29, 232–333.
Gil-Pelaez, J., 1951. Note on the inversion theorem. Biometrika 38, 481–482.
Goerg, G., 2011. Lambert W random variables - a new family of generalized skewed distributions with applications to risk estimation. The Annals
of Applied Statistics 5, 2197–2230.
Goerg, G., 2012. The Lambert Way to Gaussianise skewed, heavy tailed data with the inverse of Tukey’s h transformation as a special case.
arXiv:1010.2265v5 [math.ST] 30 Dec 2012 .
Imhof, J., 1961. Computing the distribution of quadratic forms in normal variables. Biometrika 48, 419–426.
Juola, R., 1993. More on shortest confidence intervals. The American Statistician 47, 117–119.
Lebedev, N.N., 1963. Speciaˇlnyje funkcii i ich prilozˇenija (Special Functions and Their Applications. In Russian). Gos. Izd. Fiz.-Mat. Lit., Moskva.
Ohlsen, A., Seely, J., Birkes, D., 1976. Invariant quadratic unbiased estimation for two variance components. Annals of Statistics 4, 878–890.
Stehlı´k, M., 2003. Distributions of exact tests in the exponential family. Metrika 57, 145–164.
Stehlı´k, M., Economou, P., Kiseˇla´k, J., Richter, W.D., 2014. Kullback-Leibler life time testing. Applied Mathematics and Computation 240,
122–139.
Tate, R., Klett, G., 1969. Optimal confidence intervals for the variance of a normal distribution. Journal of the American Statistical Association 54,
674–682.
Witkovsky´, V., 2001a. Computing the distribution of a linear combination of inverted gamma variables. Kybernetika 37, 79–90.
Witkovsky´, V., 2001b. On the exact computation of the density and of the quantiles of linear combinations of t and F random variables. Journal of
Statistical Planning and Inference 94, 1–13.
Witkovsky´, V., 2004. Matlab algorithm TDIST: The distribution of a linear combination of Student’s t random variables, in: Antoch, J. (Ed.),
COMPSTAT 2004 Symposium. Physica-Verlag/Springer, Heidelberg, Germany, pp. 1995–2002.
10
