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A homomorphism theorem and a Trotter product
formula for quantum stochastic flows with
unbounded coefficients
Biswarup Das,1 Debashish Goswami 2 and Kalyan B. Sinha 3
Abstract
We give a new method for proving the homomorphic property of
a quantum stochastic flow satisfying a quantum stochastic differential
equation with unbounded coefficients, under some further hypotheses.
As an application, we prove a Trotter product formula for quantum
stochastic flows and obtain quantum stochastic dilations of a class of
quantum dynamical semigroups generalizing results of [5] .
1 Introduction
The theory of quantum stochastic calculus and of the quantum stochas-
tic differential equations have been developed over the last three decades
([12], [16]). These methods have many possible applications in the study
of non-equilibrium and dissipative physical systems, for example, modeling
of damped quantum harmonic oscillator [16]. They are also of independent
mathematical interest, particularly those with unbounded coefficients.
However, a difficulty in dealing with quantum stochastic calculus with
unbounded coefficients is the absence of a convenient method for proving
the homomorphic property of a quantum stochastic flow. Suppose that
A ⊆ B(h) is a von-Neumann or C*-algebra and A0 ⊆ A is a dense (in
the appropriate topology) ∗-subalgebra, such that there exists a family of
completely positive, contractive cocycles jt : A → A′′⊗B(Γ(L2(R+, k))) (t ≥
0), satisfying an equation of the form
jt(x) = x+
∑
µ,ν
∫ t
0
js(θ
µ
ν (x))Λ
ν
µ(ds),
where k is a Hilbert space, Γ(L2(R+, k)) is the symmetric Fock space over
L2(R+, k) and (θ
µ
ν )µ,ν are linear maps on A0. In general, there does not exist
a convenient method for showing that such a map jt is a ∗-homomorphism.
Using the quantum Itoˆ formula, one can easily write down algebraic
relations which are necessary for a quantum stochastic flow (jt)t≥0 to be
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∗-homomorphic in general. But it is not known whether such algebraic con-
ditions are also sufficient. In this paper, we prove that such algebraic con-
ditions will be sufficient, if we furthermore assume some analytic conditions
on the flow as well as the underlying (C* or von-Neumann) algebra. The
crucial aspect of this proof is the implementation of an inductive procedure
on the Itoˆ formula which is more natural in the set-up of quantum stochastic
flows with unbounded coefficients than the usual iterative procedure.
We give a number of applications of the method, including a new Trotter
product formula, generalizing the formulas obtained in [7].
2 Notation and terminologies.
2.1 Some generalities on Hilbert spaces and completely pos-
itive maps
We shall refer the reader to [12], [3], [16] and references therein for the basics
of the formalism of quantum stochastic calculus, which we briefly review
here. All the Hilbert spaces appearing in this article will be separable. We
adopt the convention that inner-product is linear in the right and conjugate
linear in the left. Let C and IN be the set of complex and natural numbers
respectively. For n ∈ IN , Mn(C) will denote the set of n × n matrices
with complex entries. For A ∈ Mn(C), we will often write A ≡ (( aij )),
where {aij , i, j = 1, . . . , n} are the entries of A. For a Hilbert space H,
let IH be the identity operator on H; write In := ICn . We denote the
symmetric Fock space over H by Γ(H) and the exponential vector over
f ∈ H by e(f). The vector e(0) is called the vacuum vector. We adopt
the convention that for u ∈ H, |u〉 ∈ H and 〈u| ∈ H∗. For u, v ∈ H, the
rank one operator |u〉〈v| ∈ B(H) is given by |u〉〈v|(|w〉) := 〈v,w〉|u〉, for all
|w〉 ∈ H. Lin(V,W) will denote the space of linear maps from a subspace
D(L) (called the domain of L) of a vector space V to another vector space
W. The tensor product of Hilbert spaces or of operators will usually be
denoted by ⊗, whereas ⊗alg will be used for the algebraic tensor product.
We shall also use the projective tensor product ⊗γ of Banach spaces, which
will be explained later.
Let H1,H2 be two Hilbert spaces and A ∈ Lin(H1,H1 ⊗ H2). Suppose
that D := D(A). For each f ∈ H2, we define a linear operator 〈f,A〉 with
domain D and taking values in H1 such that
〈u, 〈f,A〉v〉 = 〈u⊗ f,Av〉 (1)
for v ∈ D, u ∈ H1. We denote by 〈A, f〉 the adjoint of 〈f,A〉, whenever it
exists.
For φ ∈ Lin(D0⊗alg V0,H1⊗H2), where D0 and V0 are subspaces of H1
and H2 respectively, f ∈ V0 and g ∈ H2, define the partial trace of φ with
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respect to the rank one operator |f >< g|, denoted by 〈g, φf〉 : D0 −→ H1
by:
〈u, 〈g, φf〉 v〉 = 〈u⊗ g), φ(v ⊗ f)〉 , (v ∈ D0, u ∈ H1).
We also denote by φf ∈ Lin(D0,H1 ⊗H2) given by φf (v) = φ(v ⊗ f).
Let h and H be Hilbert spaces, A ⊆ B(h) be a C∗ or von-Neumann
algebra, and ψt : A → B(h⊗Γ(L2(R+,H))), t ≥ 0 be a family of completely
positive, contractive maps. For c, d ∈ H, we define a map ψc,dt : A → B(h)
as follows:
ψc,dt (x) := 〈e(c1[0,t)), ψt(x)e(d1[0,t))〉 (x ∈ A). (2)
We conclude this subsection with the following proposition, which will
be needed to define a quantum stochastic cocycle.
Proposition 2.1. Let H1,H2 and h be Hilbert spaces and A ⊆ B(h) be
a C*-algebra. Suppose that the maps ψi : A → A′′ ⊗ B(Hi), i = 1, 2 are
completely positive, contractive and satisfy 〈ξi, ψi(x)ηi〉 ∈ A for all x ∈ A
and ξi, ηi ∈ Hi, i = 1, 2. Then there exists a completely positive, contractive
map, denoted by ψ1 • ψ2 from A to A′′ ⊗B(H1 ⊗H2) satisfying
(i)
〈ξ, (ψ1 • ψ2)(x)η〉 ∈ A (x ∈ A, ξ, η ∈ H1 ⊗H2).
(ii)
〈ξ1 ⊗ ξ2, (ψ1 • ψ2)(·)(η1 ⊗ η2)〉 = 〈ξ1, ψ1(〈ξ2, ψ2(·)η2〉)η1〉,
for ξi, ηi ∈ Hi ( i = 1, 2).
Proof. Let n ≥ 1, ω :=∑ni=1 ui⊗ξi⊗ηi ∈ h⊗H1⊗H2, where ui ∈ h, ξi ∈ H1
and ηi ∈ H2 for all i = 1, 2, . . . , n. Note that the map IEη : A′′ ⊗B(H2)→
Mn(A′′) (∼= A′′ ⊗Mn) given by IEη(X) = ((〈ηi,Xηj〉))ni,j=1 is completely
positive. Thus, for X ≥ 0, we have
0 ≤ IEη(X) ≤ ‖X‖IEη(1) = ‖X‖1A′′ ⊗ ((〈ηi, ηj〉)). (3)
Moreover, if X(≥ 0) is such that 〈ηi,Xηj〉 ∈ A for all i, j, then IEη(X) ∈
Mn(A) and Y := (ψ1 ⊗ idMn)(IEη(X)) is well-defined. As ψ1 is completely
positive and contractive, we get the following from (3):
0 ≤ (ψ1 ⊗ idMn)((eα ⊗ 1)IEη(X)(eα ⊗ 1)) ≤ ‖X‖1A′′⊗B(H1) ⊗ ((〈ηi, ηj〉))
where {eα}α is any approximate unit for A. Taking limit with respect to α,
we get
0 ≤ Y ≤ ‖X‖1A′′⊗B(H1) ⊗ ((〈ηi, ηj〉)). (4)
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Clearly, Y ∈ Mn(A′′ ⊗ B(H1)) has the matrix form Y = ((Yij)) where
Yij = ψ1(〈ηi,Xηj〉), and by (4) for ui ∈ h (i = 1, 2, . . . , n),
0 ≤
n∑
i,j=1
〈ui ⊗ ξi, ψ1(〈ηi,Xηj〉)(uj ⊗ ξj)〉 ≤ ‖X‖
n∑
i,j=1
〈ui, uj〉 〈ξi, ξj〉 〈ηi, ηj〉 .
As n, ui and ηi are arbitrary, we conclude that there is a unique bounded
positive operator TX (say) in A′′ ⊗B(H1)⊗B(H2) such that ‖TX‖ ≤ ‖X‖
and 〈ω, TXω〉 =
∑n
i,j=1 〈ui ⊗ ξi, ψ1(〈ηi,Xηj〉)(uj ⊗ ξj)〉 for ω =
∑n
i=1 ui ⊗
ξi ⊗ ηi. Taking X = ψ2(x) where x ∈ A is positive, we denote by (ψ1 •
ψ2)(x) the operator Tψ2(x), and then it is easy to extend the map x 7→
(ψ1 •ψ2)(x) linearly to all x ∈ A. Properties (i) and (ii) in the statement of
the proposition now follow easily, thereby completing the proof. ✷
Remark 2.2. In case A is a von-Neumann algebra and ψi is normal for
i = 1, 2, we have
ψ1 • ψ2 = (ψ1 ⊗ idB(H2)) ◦ ψ2.
In the more general case treated in [8], ψ1 • ψ2 coincides with (ψ1 ⊗M
idB(H2))◦ψ2, where ⊗M denotes the matrix space tensor product, introduced
in [8].
2.2 Quantum stochastic analysis in symmetric Fock space
For this subsection and rest of the paper, we fix a separable Hilbert space
k0, to be called the noise or multiplicity space. Suppose that {ei}i∈I is
an orthonormal basis for k0, where I = {1, 2, . . . ,dim(k0)} if k0 is finite
dimensional and I = IN otherwise. Let E denote the subspace spanned
by the exponential vectors in Γ(L2(R+, k0)). Set Γ := Γ(L
2(R+, k0)), Γ
s
r :=
Γ(L2([s, r), k0)) (s < r), Γt := Γ(L
2([0, t), k0)) (t ≥ 0) and Γt := Γ(L2([t,+∞), k0)).
We recall the four fundamental martingales of quantum stochastic cal-
culus (see [12]):
Time:
{Λ00(t)}t≥0 ∈ Lin(E ,Γ) : Λ00(t)e(f) := te(f) (t ≥ 0, e(f) ∈ E);
Annihilation:
{Λi0(t)}t≥0 ∈ Lin(E ,Γ) : Λi0(t)e(f) :=
∫ t
0
dsf i(s)e(f) (t ≥ 0, i ∈ I, e(f) ∈ E),
where f i(s) := 〈ei, f(s)〉.
Creation:
{Λ0i (t)}t≥0 ∈ Lin(E ,Γ) : Λ0i (t) := Λi0(t)∗ (t ≥ 0, i ∈ I)
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i.e. for e(f), e(g) ∈ E ,
〈e(f),Λ0i (t)e(g)〉 :=
∫ t
0
dsfi(s)〈e(f), e(g)〉,
where fi(s) := f i(s).
Number:
{Λij(t)}t≥0 ∈ Lin(E ,Γ) : Λij(t)e(f) :=
∫ t
0
ds f i(s)Λ0j (s)e(f) (t ≥ 0, i, j ∈ I, e(f) ∈ E).
The fundamental martingales {Λαβ}α,β∈I∪{0} satisfy the quantum-Itoˆ for-
mula (see page 127 of [16]):
Λαβ(dt)Λ
α′
β′ (dt) = δˆ
α
β′Λ
α′
β (dt)
for α,α′, β, β′ = 0, 1, 2, 3..., where
δˆαβ := 0 if α = 0 or β = 0
:= δα,β otherwise,
(5)
δα,β being the Kro¨necker delta symbol.
Remark 2.3. It follows by a direct computation that
〈e(f),Λµν (t)e(g)〉 = 〈Λνµ(t)e(f), e(g)〉,
or in other words, we have (Λµν (t))∗ = Λνµ(t), t ≥ 0.
Let (θt)t≥0 denotes the semigroup of unilateral shifts on L
2(R+, k0), given
by:
(θtf)(s) = f(s− t)1[t,+∞)(s) (t ≥ 0, s ∈ R+, f ∈ L2(R+, k0)).
Define (Γ(θt))t≥0 ∈ B(Γ) as follows:
Γ(θt)e(f) := e(θtf) (t ≥ 0, s ∈ R+, f ∈ L2(R+, k0)), (6)
and extending linearly. It can be shown (see p. 169, Section 7.1 of [16]) that
(Γ(θt))t≥0 becomes a C0-semigroup of isometries in Γ.
Let {Ii}i∈J be a collection of disjoint sub-intervals of R+. It can be
shown (page 31, Corollary 2.4.4 of [16]), that
Γ(L2(
⋃
i
Ii, k0)) ∼=
⊗
i
Γ(L2(Ii, k0)),
where in the right hand side, the tensor product is with respect to the
stabilizing sequence {ΩIi}i∈J , ΩIi being the vacuum vector in Γ(L2(Ii, k0)),
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i ∈ J . Thus for r, s ∈ R+, r < s, we can view Γrs as a subspace of Γ via the
identification :
Γ(L2([r, s), k0)) ∼= Ω[0,r) ⊗ Γ(L2([r, s), k0))⊗ Ω[s,+∞),
where the Hilbert space on the right hand side is a subspace of Γr⊗Γrs⊗Γs.
Let h be a separable Hilbert space and A ⊆ B(h) be a C* or von-
Neumann algebra. For X ∈ A′′⊗B(Γs), it can be seen that (Ih⊗Γ(θt))(X⊗
IΓs)(Ih ⊗Γ(θ∗t )) is of the form P12(|Ω[0,t) >< Ω[0,t)| ⊗X1⊗ IΓt+s)P ∗12, where
X1 ∈ A′′ ⊗B(Γtt+s) and P12 : Γt ⊗ h⊗ Γt −→ h⊗ Γt ⊗ Γt is the unitary flip
between first and second tensor components. Set Ξt(X) := X1.
Proposition 2.4. (I) Suppose that A ⊂ B(h) is a C*-algebra. If X ∈
A′′⊗B(Γs) such that 〈ξ,Xη〉 ∈ A for all ξ, η ∈ Γs, then 〈ξ′,Ξt(X)η′〉 ∈
A, for all ξ′, η′ ∈ Γtt+s.
(II) Suppose that jt : A → A′′ ⊗ B(Γ); t ≥ 0 is a family of completely
positive maps such that
jt = ĵt ⊗ IΓt , jc,dt (A) ⊆ A (t ≥ 0, c, d ∈ k0),
where ĵt is a completely positive map from A to A′′ ⊗B(Γt).
Then the map Js+t := ĵs • (Ξs ◦ ĵt) is a well-defined map from A to
A′′ ⊗B(Γs ⊗ Γst+s).
Proof. Let ξ′, η′ ∈ Γts+t. By virtue of the discussions on Fock space and shift
operators preceding Proposition 2.4, it follows that〈
ξ′,Ξt(X)η
′
〉
=
〈
Γ(θ∗t )(Ω[0,t) ⊗ ξ′ ⊗ Ω[s+t,+∞)), (X ⊗ IΓs)Γ(θ∗t )(Ω[0,t) ⊗ η′ ⊗ Ω[s+t,+∞))
〉
.
The right hand side of the above equation belongs to A, which proves (I).
(II) follows by combining (I) and Proposition 2.1. ✷
Definition 2.5. A family of contractive and completely positive maps (jt)t≥0
from A to A′′⊗B(Γ) is called a quantum stochastic cocycle on A if the family
(jt)t≥0 satisfies:
(i) Adaptedness:
jt = ĵt ⊗ IΓt , jc,dt (x) ∈ A (x ∈ A, c, d ∈ k0),
where ĵt is a completely positive map from A to A′′ ⊗B(Γt).
(ii) Cocycle property:
ĵt+s(X) = {ĵs • (Ξs ◦ ĵt)}(X) (X ∈ A).
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Remark 2.6. Note that by virtue of Proposition 2.4, the right hand side of
(ii) is well-defined. It also follows from (ii) of Definition 2.5 that {jc,dt }t≥0
is a semigroup of maps on A (see [1]).
If the C*-algebra A is not closed in the ultraweak topology of B(h), then
we will refer to the norm topology on A as its natural topology. On the other
hand, if A is a von-Neumann algebra, the ultraweak topology will be chosen
as the natural topology. We call a semigroup (Tt)t≥0 of bounded maps on A,
a C0-semigroup if the map t → Tt(x) is continuous in the natural topology
of A for every fixed x ∈ A.
We now introduce a special class of quantum stochastic cocycles which
are of interest to us in this paper.
Definition 2.7. A quantum stochastic cocycle (jt)t≥0 on a C*-algebra A
is called a (C*-algebraic) quantum stochastic flow on A with the domain
algebra A0, structure maps {θµν }µ,ν ∈ Lin(A,A) and noise space k0, where
A0 is a ∗-subalgebra of A, µ, ν ∈ {0} ∪ I, if the following hold :
(i) The map t→ jt(x) is weakly measurable for every x ∈ A, in the sense
that
t 7→ 〈u⊗ ξ, jt(x)(v ⊗ η)〉 (u, v ∈ h, ξ, η ∈ Γ)
is a Borel-measurable map from R+ to C.
(ii) The domain algebra A0 is norm-dense in A, A0 ⊆ D(θµν ), µ, ν ≥ 0, and
the family {jt(x)}t≥0 satisfies a weak quantum stochastic differential
equation of the following form: ∀ u, v ∈ h, f, g ∈ L2(R+, k0) and
x ∈ A0,
〈jt(x)ue(f), ve(g)〉
= 〈 xue(f), ve(g)〉 +
∑
µ,ν
∫ t
0
ds 〈 js(θµν (x))ue(f), ve(g)〉 gµ(s)fν(s),
(7)
or symbolically,
djt(x) =
∑
µ,ν
js(θ
µ
ν (x))Λ
ν
µ(ds);
j0(x) = x⊗ IΓ,
(8)
where we set f0(s) = f
0(s) = g0(s) = g
0(s) = 1.
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If A is a von-Neumann algebra, we define a (von-Neumann algebraic) quan-
tum stochastic flow on it in a similar way, replacing the norm-density of A0
by the ultra-weak density and also assuming the normality of jt for each t.
A quantum stochastic flow (jt)t≥0 is called a ∗-homomorphic flow if fur-
thermore jt is a ∗-homomorphism for each t ≥ 0.
Often it is convenient to write the family of structure maps as a matrix
Θ of maps given by:
Θ :=
( L δ†
δ σ
)
, (9)
where σ :=
∑
i,j θ
i
j(x) ⊗ |ej >< ei|, δ(x) :=
∑
i θ
i
0(x) ⊗ |ei〉, δ†(x) :=∑
i θ
0
i (x) ⊗ 〈ei| and L(x) := θ00(x), for x ∈ A0. We call Θ the structure
matrix associated with the flow (jt)t≥0.
Remark 2.8. Suppose that a family of contractive and completely positive
flow (jt)t≥0 satisfies (i) of Definition 2.5. If furthermore (jt)t≥0 satisfies the
equation (7) of Definition 2.7 with bounded structure maps, then it follows
that (jt)t≥0 satisfies (ii) of Definition 2.5 (see page 171, Lemma 7.1.3 in
[16]).
Lemma 2.9. If (jt)t≥0 is a ∗-homomorphic flow, then the structure maps
{θµν }µ,ν satisfy :
θµν (xy) = θ
µ
ν (x)y + xθ
µ
ν (y) +
∑
i∈I
θiν(x)θ
µ
i (y), θ
µ
ν (x)
∗ = θνµ(x
∗), (10)
for x ∈ A0.
Proof. The proof is an adaptation of the arguments given in Proposition
28.1 in page 234 of [12]. Since t 7→ jt(x) is weakly measurable for all x ∈ A
and (jt)t≥0 is a quantum stochastic cocyle, we have strong measurability of
the map t 7→ jt(x)ve(g) for all fixed x ∈ A, v ∈ h and g ∈ L2(R+, k0). Hence
we can re-phrase equation (7) as
〈ue(f), jt(x)(ve(g))〉 = 〈u, xv〉 e〈f,g〉+
∑
µ,ν
∫ t
0
ds 〈ue(f), js (θµν (x)) ve(g)〉 fµ(s)gν(s).
(11)
Using the quantum Itoˆ formula as discussed in Subsection 2.2 we have:
0 = 〈ue(f), (jt(xy)− jt(x)jt(y)) ve(g)〉
=
∑
µ,ν
∫ t
0
ds
〈
ue(f), js
(
θµν (xy)− θµν (x)y − xθµν (y)−
∑
i∈I
θiν(x)θ
µ
i (y)
)
ve(g)
〉
fµ(s)g
ν(s)
from which it follows that θµν (xy) = θ
µ
ν (x)y + xθ
µ
ν (y) +
∑
i∈I θ
i
ν(x)θ
µ
i (y).
Similarly, it follows from jt(x
∗) = jt(x)
∗ that θij(x
∗) = (θji (x))
∗ for all i, j.
✷
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Remark 2.10. The relations (10) are equivalent to the following identities:
π(x) := σ(x) + x⊗ Ik0 (x ∈ A0)
is a ∗-homomorphism from A0 to A′′ ⊗B(k0).
δ(xy) = δ(x)y + π(x)δ(y) (x, y ∈ A0);
L(x∗) = (L(x))∗ (x ∈ A0);
δ(x)∗δ(x) = L(x∗x)− L(x∗)x− x∗L(x) (x ∈ A0).
Remark 2.11. It follows from Lemma 7.1.3 of page 171 in [16] that if the
structure maps in Definition 2.7 are norm bounded, then relations (10) are
also sufficient for (jt)t≥0 to be a ∗-homomorphic flow.
Lemma 2.12. Let (jt)t≥0 be a C* (respectively von-Neumann) algebraic
quantum stochastic flow on A with the noise space k0, domain algebra A0 and
the structure matrix Θ =
(L δ†
δ σ
)
. Moreover in the von-Neumann algebraic
case, we assume that (j0,0t )t≥0 is C0. Then (j
c,d
t (·))t≥0 is a C0-semigroup on
A with respect to the natural topology. Furthermore, the restriction of the
generator of (jc,dt (·))t≥0 to A0 is L+ 〈c, δ〉 + δ†d + 〈c, σd〉 + 〈c, d〉 idA, where
〈c, δ〉(x) := 〈c, δ(x)〉, δ†d(x) := 〈d, δ(x∗)〉∗ and 〈c, σd〉(x) := 〈c, σ(x)d〉, for
x ∈ A0.
Proof. It follows from Remark 2.6 that (jc,dt )t≥0 is a semigroup of maps on
A. To prove the C0 property, we proceed as follows. We shall most often
write ct for c1[0,t), where c ∈ k0, and obtain for x ∈ A0
|
〈
u, {jc,dt (x)− x}v
〉
| = | 〈ue(ct), jt(x)ve(dt)〉 − 〈u, xv〉 |
≤ | 〈u(e(ct)− e(0)), jt(x)ve(0)〉 |+ | 〈ue(0), jt(x)ve(0)〉 − 〈u, xv〉 |
+ | 〈ue(ct), jt(x)v(e(dt)− e(0))〉 |
≤ ‖u‖‖v‖‖x‖
{√
et‖c‖
2 − 1 + e t2‖c‖2
√
et‖d‖
2 − 1
}
+ |
〈
u, (j0,0t (x)− x)v
〉
|.
(12)
If (jt)t≥0 is a C*-algebraic flow, it follows from equation (7) that for
x ∈ A0,
‖j0,0t (x)− x‖ ≤ t‖θ00(x)‖.
The norm density of A0 in A, contractivity of the flow (jt)t≥0 and the above
estimate together imply that (j0,0t )t≥0 is C0 in the norm topology of A.
Combining this with the estimate (12), it follows that 〈u, jc,dt (x)v〉 → 〈u, xv〉
as t → 0+ uniformly for u, v ∈ h such that ‖u‖ ≤ 1 and ‖v‖ ≤ 1. This
implies that (jc,dt )t≥0 is C0 in the norm topology.
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On the other hand, if (jt)t≥0 is a von-Neumann algebraic flow, then by
hypothesis, the semigroup (j0,0t )t≥0 is C0 in the ultra-weak topology of A.
Thus estimate (12) implies that jc,dt (x)→ x as t→ 0+ in the weak operator
topology, hence also in the ultra-weak topology as ‖jc,dt (x)‖ is uniformly
bounded in t. This implies that t 7→ jc,dt (x) is ultra-weakly continuous for
every x ∈ A.
Now for x ∈ A0 and u, v ∈ h, combining (7) and (9), we have〈
ue(c1[0,t)), jt(x)ve(d1[0,t))
〉
= 〈u, xv〉 et〈c,d〉
+
〈
ue(c1[0,t)), {
∫ t
0
dτ jτ (L(x) + 〈c, δ〉 (x) + δ†d(x) + 〈c, σd〉 (x))}ve(d1[0,t))
〉
.
(13)
Thus
limt→0+
1
t
〈u, (jc,dt (x)− x)v〉 = 〈u, xv〉 lim
t→0+
et〈c,d〉 − 1
t
+ limt→0+〈ue(c1[0,t)), {
1
t
∫ t
0
dτ jτ (L(x) + 〈c, δ〉 (x) + δ†d(x) + 〈c, σd〉 (x))}ve(d1[0,t))〉
= 〈u, {L(x) + 〈c, δ〉(x) + δ†d(x) + 〈c, σd〉(x) + 〈c, d〉x}v〉,
(14)
from which the conclusion follows. ✷
Definition 2.13. A C0-semigroup of contractive (also normal in case of
von-Neumann algebra) maps (Tt)t≥0 on A is called a quantum dynamical
semigroup if each Tt is completely positive. In case A is unital, then a
quantum dynamical semigroup (Tt)t≥0 is called conservative if Tt(1) = 1
also holds for all t.
Remark 2.14. For a quantum stochastic flow satisfying the hypotheses of
Lemma 2.12 the semigroup (j0,0t )t≥0 is a quantum dynamical semigroup. It
is called the vacuum expectation semigroup of the flow jt.
Remark 2.15. It is well known that if a classical stochastic process has
chaotic decomposition property ([10],[12]), then one can associate a quantum
stochastic ∗-homomorphic flow with the process (see [10],[12]). The class of
stochastic processes having this property is rich and includes processes driven
by Brownian motion and Poisson process.
2.3 Tensor product of Banach spaces
Here we collect a few facts about the projective tensor product of Banach
spaces which is an important technical tool, needed to prove our main re-
sult. Recall that (see [18]) for two Banach spaces E1 and E2, the projective
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tensor product E1 ⊗γ E2 is the completion of the algebraic tensor product
E1 ⊗alg E2 in the cross-norm ‖ · ‖γ given by ‖X‖γ = inf
∑
i ‖xi‖‖yi‖ for
X ∈ E1 ⊗alg E2, where the infimum is taken over all possible expressions of
X of the form X =
∑p
i=1 xi ⊗ yi, xi ∈ E1, yi ∈ E2 and p ≥ 0.
Lemma 2.16. Suppose that Tj ∈ B(Ej, Fj) where Ej , Fj for j = 1, 2 are
Banach spaces. Then T1 ⊗alg T2 extends to a bounded operator
T1 ⊗γ T2 : E1 ⊗γ E2 −→ F1 ⊗γ F2
with the bound
‖T1 ⊗γ T2‖ ≤ ‖T1‖‖T2‖.
Proof. The proof of Lemma 2.16 is an easy consequence of the estimate
‖(T1 ⊗alg T2)(
k∑
i=1
xi ⊗ yi)‖γ ≤
k∑
i=1
‖T1(xi)⊗ T2(yi)‖γ
≤
k∑
i=1
‖T1(xi)‖F1‖T2(yi)‖F2 ≤ ‖T1‖‖T2‖
k∑
i=1
‖xi‖E1‖yi‖E2 .
(15)
✷
Lemma 2.17. Suppose that (Tt)t≥0 and (St)t≥0 are two C0-semigroups of
bounded operators on Banach spaces E1 and E2, with generators L1 and L2
respectively. Then (Tt ⊗γ St)t≥0 becomes a C0-semigroup of operators on
E1 ⊗γ E2 whose generator is the closed extension of the operator L1 ⊗alg
IE2 + IE1 ⊗alg L2 (defined on D(L1) ⊗alg D(L2)), the closure being taken
with respect to ‖ · ‖γ .
Proof. We have ((Tt ⊗alg St) ◦ (Ts ⊗alg Ss)) (X) = (Tt+s ⊗alg St+s)(X) for
X ∈ E1 ⊗alg E2. Both sides being continuous in ‖ · ‖γ , the above identity
extends by Lemma 2.16 to E1⊗γE2. Thus we have the semigroup property:
(Tt ⊗γ St) ◦ (Ts ⊗γ Ss) = (Tt+s ⊗γ St+s).
By similar arguments (Tt ⊗γ IE2) ◦ (IE1 ⊗γ St) = Tt ⊗γ St and thus the
strong continuity of Tt ⊗γ IE2 and IE1 ⊗γ St, as a function of t yields the
strong continuity of Tt ⊗γ St. Hence (Tt ⊗γ St)t≥0 is a C0-semigroup on
E1 ⊗γ E2. Moreover Tt ⊗γ St keeps D(L1) ⊗alg D(L2) invariant. Thus
D(L1) ⊗alg D(L2) is a core for the generator of Tt ⊗γ St (see [2]). We will
denote the generator by L1 ⊗γ IE2 + IE1 ⊗γ L2. Clearly, this is the closure
of the operator L1 ⊗alg IE2 + IE1 ⊗alg L2. ✷
Corollary 2.18. In the notation of Lemma 2.17, suppose that D1 ⊂ E1
and D2 ⊂ E2 are cores for the generators L1 and L2 respectively. Then
D1 ⊗alg D2 is a core for L1 ⊗γ IE2 + IE1 ⊗γ L2.
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Proof. Recall that D(L1)⊗algD(L2) is a core for the generator L1⊗γ IE2 +
IE1 ⊗γ L2. Let X :=
∑k
i=1 xi ⊗ yi ∈ D(L1) ⊗alg D(L2), where xi ∈ D(L1)
and yi ∈ D(L2), i = 1, . . . , k. Get (x(i)n )n ∈ D1 and (y(i)n )n ∈ D2, i = 1, . . . , k
such that x
(i)
n → xi, L1(x(i)n ) → L1(xi), y(i)n → yi, L2(y(i)n ) → L2(yi). Let
Xn :=
∑k
i=1 x
(i)
n ⊗ y(i)n . Then it follows that Xn → X and (L1 ⊗γ IE2 +
IE1 ⊗γ L2)(Xn) → (L1 ⊗γ IE2 + IE1 ⊗γ L2)(X) in ‖ · ‖γ . This proves the
result. ✷
We conclude this section with the following result about operators on
Banach spaces, which will play a crucial role in the proof of homomorphism
property in Section 3.
Lemma 2.19. Let E be a Banach space, and let A and T belong to Lin(E,E)
with dense domains D(A) and D(T ) respectively. Suppose that there is a
total set D ⊂ D(A) ∩D(T ) with the properties :
(i) A(D) is total in E, (ii) ‖T (x)‖ < ‖A(x)‖ for all x ∈ D.
Then (A+ T )(D) is also total in E.
Proof. Set F := span{(A+ T )(D)} and suppose that F 6= E. Then noting
that if A(D) ⊆ (A + T )(D), one has F ⊃ span A(D) = E (by hypothesis),
we conclude that there exists a y0(6= 0) in A(D), such that y0 /∈ F . Let
y0 = A(x0) for some x0 ∈ D. Then by Hahn-Banach theorem, there exists
Λ ∈ E∗, the topological dual of E, such that ‖Λ‖ = 1, |Λ(y0)| = ‖y0‖ as well
as Λ((A+T )(D)) = 0. Then ‖y0‖ = |Λ(A(x0))| and |Λ(A(x0))| = |Λ(T (x0))|.
But |Λ(T (x0))| ≤ ‖T (x0)‖ < ‖A(x0)‖ = ‖y0‖ which leads to a contradiction.
Therefore F = E. ✷
3 A sufficient condition for a quantum stochastic
flow to be ∗-homomorphic
3.1 Assumptions and statement of the main result
Let (jt)t≥0 be a quantum stochastic flow with the noise space k0, domain
algebra A0 and structure matrix Θ =
(L δ†
δ σ
)
. Our aim is to give a set
of natural and sufficient conditions which will imply that the flow is ∗-
homomorphic. In the following, note that the first assumption A(1) is
nothing but those given in Remark 2.10 which are known to be necessary
by Lemma 2.9.
We now state the assumptions:
A(1) The map π : A0 → A′′ ⊗B(k0) given by:
π(x) := σ(x) + x⊗ Ik0 (x ∈ A0)
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is a ∗-homomorphism from A0 to A′′ ⊗B(k0).
L(x∗) = (L(x))∗ (x ∈ A0);
δ(xy) = δ(x)y + π(x)δ(y) (x, y ∈ A0);
δ(x)∗δ(x) = L(x∗x)− L(x∗)x− x∗L(x) (x ∈ A0).
A(2) There exists a semifinite, faithful and lower-semicontinuous trace τ on
A, such that A0 ⊂ D(τ). Setting h := L2(τ), the G.N.S. Hilbert space
of A with respect to τ and viewing A as a C*-subalgebra of B(h), A0
is furthermore assumed to be dense in h.
A(3) (i) For each t ≥ 0, the semigroup of maps (Tt)t≥0 extends to a C0
contractive semigroup (T
(2)
t )t≥0 on h. Its generator is denoted by
L2.
Furthermore, A0 ⊆ D(L) ∩D(L2) and is a core for L2.
(ii) For x ∈ A0, L(x∗x) ∈ A ∩ L1(τ) and τ(L(x∗x)) ≤ 0 (a kind of
weak dissipativity).
(iii) The semigroup (T
(2)
t )t≥0 is analytic.
A(4)
sup0≤s≤t|〈uf⊗
m
js(x)vg
⊗n〉| ≤ C(m,n, u, v, t, f, g)‖x‖1 (u, v ∈ h, x ∈ A∩L1(τ)),
where m,n ∈ IN , C(m,n, u, v, t, f, g) = O(eβt) for β > 0 and f, g ∈ W
for some total subset W of L2(R+, k0).
We now state the main theorem of this paper:
Theorem 3.1. Let (jt)t≥0 be a quantum stochastic flow with noise space
k0 and structure matrix Θ =
(L δ†
δ σ
)
. Furthermore, suppose that the flow
satisfies the assumptions A(1)–A(4). Then jt is a ∗-homomorphism for
each t ≥ 0.
3.2 Remarks on the assumptions
We begin with conditions in terms of the semigroups (jc,dt )t≥0 associated
with a quantum stochastic cocycle (jt)t≥0, which will imply the condition
given in assumption A(4).
Lemma 3.2. Let W be a total subset of k0 such that zW ⊆W for all z ∈ C.
Suppose that a quantum stochastic cocycle (jt)t≥0 satisfies :
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A(4)′
‖jc,dt (x)‖1 ≤ exp(tM)‖x‖1 (16)
for x ∈ A ∩ L1(τ), c, d ∈ W and where M ≥ 0 depends only on ‖c‖, ‖d‖.
Then the estimate in A(4) holds.
Proof. For a partition 0 = s0 < s1 < s2 < . . . < sn = t and for functions
of the form f =
∑
j 1[sj−1,sj)cj , g =
∑
j 1[sj−1,sj)dj , (cj , dj ∈ W for j =
1, 2, . . .), the cocycle property of jt(·) and (16) together imply:
‖ 〈e(f), jt(x)e(g)〉 ‖1 ≤ exp(tM)‖x‖1,
where M = maxj(Mj), and each Mj depends only on ‖cj‖ and ‖dj‖. Let
Λ(z) := 〈ue(z¯f), jt(x)ve(g)〉. We have | 〈ue(z¯f), jt(x)ve(g)〉 | ≤ exp(tM)‖x‖1
for |z| = 1. Clearly Λ is entire in z since z 7→ e(zf) is strongly entire and by
considering a unit disc centered at zero and applying Cauchy’s estimate to
this function, we obtain:
(m!)
1
2 | 〈uf⊗m, jt(x)ve(g)〉 | ≤ ‖u∗v‖∞m!exp(tM)‖x‖1, (17)
for u, v ∈ A ∩ L2(τ) and x ∈ A ∩ L1(τ). A similar calculation with the
function β(z) :=
〈
uf⊗
m
, jt(x)ve(zg)
〉
yields:
| 〈uf⊗m, jt(x)vg⊗n〉 | ≤ ‖u∗v‖∞(m!n!) 12 exp(tM))‖x‖1, (18)
which proves that the cocycle (jt)t≥0 satisfies A(4), if we take
C(m,n, u, v, t, f, g) := ‖u∗v‖∞(m!n!) 12 exp(tM). ✷
For certain special types of von-Neumann algebras, the estimate in A(4)
is automatic, as the next result shows. Note that a type-I von-Neumann
algebra A with atomic center and acting on a separable Hilbert space, is a
direct sum of the form A ∼=⊕m∈T Am⊗ l∞(Γm) where T is some index set
such that for each m ∈ T , Am is isomorohic to B(H) (where H is a separable
Hilbert space of finite or infinite dimension) and Γm is a discrete, at most
countable set. There is a natural faithful and semifinite trace τ on A, which
is a direct sum (over T ) of the tensor product of the canonical semifinite
trace on B(H) and the trace on l∞(Γm) coming from the counting measure
on Γm. It is clear that ‖x‖∞ ≤ ‖x‖1 for all x ∈ A
⋂
L1(τ).
Lemma 3.3. Let A be a type-I von-Neumann algebra with atomic center,
acting on a seperable Hilbert space. Suppose that τ is the natural trace on A
as discussed above. Then any quantum stochastic flow (jt)t≥0 on A satisfying
the assumtions A(1)–A(3) must also satisfy the estimate in A(4).
Proof. Using ‖x‖∞ ≤ ‖x‖1 and the contractivity of jt, we have for x ∈ L1(τ)
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sup
0≤s≤t
| 〈uf⊗m, jt(x)vg⊗n〉 |
≤ ‖x‖∞‖f⊗m‖‖g⊗n‖‖u‖2‖v‖2
≤ ‖x‖1‖f⊗m‖‖g⊗n‖‖u‖2‖v‖2,
(19)
which implies that the flow (jt)t≥0 satisfies A(4) with C(m,n, u, v, t, f, g) :=
‖f⊗m‖‖g⊗n‖‖u‖2‖v‖2. ✷
Let us now discuss a few special cases to show that the assumptions made
above are general enough to cover many interesting and natural examples
arising in classical probability.
We state without proof the following proposition (see pp.63, Lemma
3.2.28 of [16]).
Proposition 3.4. Let A be a unital C*-algebra with a faithful, semifinite
and lower-semicontinuous trace τ and (jt)t≥0 be a quantum stochastic flow
with the noise space k0 and structure matrix Θ =
(L δ†
δ σ
)
. Suppose fur-
thermore that with respect to the trace τ :
Tt(1) = 1, τ(Tt(x)y) = τ(xTt(y)) (t ≥ 0;x, y ∈ D(τ)),
where (Tt)t≥0 is the vacuum expectation semigroup associated with the flow
(jt)t≥0. Also suppose that the assumptions A(1) and A(2) hold. Then A(3)
follows.
The following result shows the abundance of classical as well as noncom-
mutative quantum stochastic flows for which the estimate A(4)′ holds.
Lemma 3.5. Let A be a C*-algebra equipped with a faithful, semifinite,
lower semicontinuous trace τ and assume that there is a strongly continuous,
∗-automorphic action αg of a Lie group G on A which is τ -preserving, that is
τ(αg(a)) = τ(a). Extend αg to a unitary operator Ug on L
2(τ) and we extend
α to A′′ as a normal ∗-automorphism given by αg(x) = UgxU∗g . Let (gt)t≥0 be
a G-valued Le´vy process, defined on some probability space (Ω,F , P ). Define
jt : A′′ → L∞(Ω,A′′) ⊆ B(L2(τ)⊗ L2(Ω)), by jt(x)(ω) := αgt(ω)(x) and let
Tt(x) = IE(αgt(ω)(x)).
(i) Then for f, g ∈ L2(Ω), x ∈ A ∩ L1(τ), we have
τ (|〈f, jt(x)g〉|) ≤ ‖f‖2‖g‖2‖x‖1. (20)
(ii) (Tt)t≥0 is a normal quantum dynamical semigroup on A′′ and if its
restriction on A leaves A invariant, it is a quantum dynamical semi-
group on A. Furthermore if gt and (gt)−1 have the same distribution
for each t, then the semigroup is τ -symmetric.
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Proof. To prove (i), it suffices to show the inequality for positive x ∈ A. For
such x, we have
τ (|〈f, jt(x)g〉|)
≤
∫
Ω
dPτ
(∣∣f(ω)g(ω)jt(x)(ω)∣∣) (21)
from which the result follows.
To prove (ii) we proceed as follows:
from the defining property of Le´vy processes, the semigroup property
of Tt follows; while the normality of Tt is a consequence of the fact that jt
is implemented by a normal automorphism of A′′. Moreover, if gt and g−1t
have the same distribution, we have for a, b ∈ L1(τ)⋂A
τ(Tt(a)b) = τ [IE{αgt(ω)(a)b}]
= τ [IE{αgt(ω)(aαgt(ω)−1(b))}] = IE[τ{αgt(ω)(aαgt(ω)−1(b))}]
= IE[τ{(aαgt(ω)−1(b))}] = τ [aIE{αgt(ω)(b)}] = τ(aTt(b)).
(22)
✷
Note that if the Le´vy process in Lemma 3.5 has the chaotic decomposi-
tion property, for example if it is a Brownian motion or a Poisson process,
then we can realize the flow jt as a quantum stochastic flow in a suitable
Fock space. To see a concrete example, assume furthermore that G be a
second countable, compact Lie group of dimension k, acting smoothly on
A. Denote by A∞ the dense ∗-subalgebra of A generated by elements x
such that g → αg(x) is norm-smooth, where g → αg is the group action.
Let {χℓ}kℓ=1 be a basis for the Lie algebra of G and let gt be the G-valued
standard Brownian motion. Then gt and g
−1
t have the same distribution,
so the vacuum expectation semigroup of jt is symmetric. Moreover taking
A0 = A∞, the assumptions A(1), A(2), A(3) are easily seen to hold. By
Lemma 3.5 A(4)′ and hence A(4) holds too. The flow jt can be viewed as
a possibly noncommutative Brownian motion on A.
Remark 3.6. Consider a typical diffusion process in R whose generator is
of the form:
L = 1
2
d
dx
a2(x)
d
dx
+ b(x)
d
dx
.
The coefficients a and b are assumed to be smooth and a is assumed to be
non-vanishing everywhere. By a change of variable x 7→ φ(x), where φ(x) =∫ x
0 dse
∫ s
0 dt
2b(t)
a2(t) + C (where C is a constant), the generator L can be made
symmetric with respect to the trace τ ′ given by τ ′(f) =
∫
f(x)φ′(x)dx. Thus
the assumption of symmetry can accommodate the semigroup corresponding
to an arbitrary one-dimensional diffusion with smooth coefficients.
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Remark 3.7. On the other hand, for some of the most common Markov
processes arising in classical probability for which the corresponding quantum
stochastic flow (see Remark 2.15) satisfies assumptions A(1)–A(3), the
vacuum expectation semigroup (Tt)t≥0 associated with the flow cannot be
made symmetric even by a change of measure on the underlying function
algebra. For example, consider the flow associated to the standard Poisson
process on Z+, realized on the commutative von-Neumann algebra l
∞(Z+),
equipped with the trace given by the counting measure. Here the generator
L2 is the bounded operator l−I, where l denotes the unilateral shift operator
on l2(Z+). It is straightforward to see that for φ ∈ l∞(Z+), φ ≥ 0, τ((l −
I)(φ)) ≤ 0. However, there does not exist any faithful positive trace for which
L is symmetric, as seen from the following argument:
If L is symmetric with respect to some measure µ, say given by a sequence
{pi = µ({i})} of non-negative numbers, then the symmetry condition will
imply (since 1 ∈ D(L)) that ∑i≥0(φ(i+1)−φ(i))pi = 0 for all φ ∈ l∞(Z+).
Hence we have pi = 0 for all i.
3.3 Proof of the main theorem
Throughout this subsection let us fix a quantum stochastic flow (jt)t≥0 with
the noise space k0 and structure matrix Θ =
(L δ†
δ σ
)
, satisfying the as-
sumptions A(1)–A(4).
We need a few preparatory lemmas to prove Theorem 3.1. We begin
with the following observations:
Remark 3.8. Let E be a Banach space, F : R→ E be a strongly measurable
map and let µ be a measure on R. Suppose that the integrals
∫
R
dµ(t)F (t)
and
∫
R
dµ(t)T (F (t)) exist, where T is a closed densely defined operator in
E. Then
∫
R
dµ(t)F (t) ∈ D(T ) and
T (
∫
R
dµ(t)F (t)) =
∫
R
dµ(t)T (F (t)).
Remark 3.9. We observe that because of analyticity in assumption A(3),
the real part of the operator (−L2) exists as an unbounded, densely defined
and non-negative operator (see pages 322 and 336 of [6]).
Throughout this subsection, we will be working in the projective tensor
product h⊗γ h. We fix the following notations:
Lˆ := L2 ⊗γ I + I ⊗γ L2;
L := (−2Re(L2))
1
2 ;
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L⊗γ L := (L⊗γ I) ◦ (I ⊗γ L) = (I ⊗γ L) ◦ (L⊗γ I);
F := A0 ⊗alg A0;
Y := {(λ− Lˆ)−1(x⊗ y)| x, y ∈ A0} (λ > 0).
The next two lemmas set the stage for the application of Lemma 2.19 to
our problem, leading to the proof of Theorem 3.1.
Lemma 3.10. For x ∈ A0 with x 6= 0 and λ > 0, we have the following
strict inequality: ∫ ∞
0
e−λtdt‖L(Tt(x))‖2 < ‖x‖2.
Proof. For x in A0,
d
dt
‖Tt(x)‖2 = 〈L2(Tt(x)), Tt(x)〉+ 〈Tt(x),L2(Tt(x))〉 = −‖L(Tt(x))‖2. (23)
For λ > 0, we have∫ ∞
0
e−λt‖L(Tt(x))‖2dt =−
∫ ∞
0
e−λt
d
dt
‖Tt(x)‖2dt
=
{
‖x‖2 − λ
∫ ∞
0
e−λt‖Tt(x)‖2dt
}
,
(24)
which implies that∫ ∞
0
e−λt‖L(Tt(x))‖2dt ≤ ‖x‖2 (x ∈ A0).
If
∫∞
0 dt e
−λt‖Tt(x)‖2 = 0 for some λ > 0, we have ‖Tt(x)‖ = 0 for all
t. By the continuity of ‖Tt(x)‖ as a function of t, this implies that x = 0,
which leads to a contradiction. ✷
Lemma 3.11. ‖(L ⊗γ L)(X)‖γ ≤ ‖(λ − Lˆ)(X)‖γ for all X in D(Lˆ) and
λ > 0. Furthermore we have strict inequality if X is in Y.
Proof. Let X ∈ F such that X =∑ki=1 xi ⊗ yi. It is obvious that
(I ⊗γ L)(F) ⊂ D((L⊗γ I)). So using Lemma 3.10 we have:∫ ∞
0
dt e−λt‖{(L ⊗γ L)(Tt ⊗γ Tt)}(X)‖γ
=
∫ ∞
0
dt e−λt‖
k∑
i=1
L(Tt(xi))⊗ L(Tt(yi))‖γ
≤
k∑
i=1
(
∫ ∞
0
dt e−λt‖L(Tt(xi))‖2)
1
2 (
∫ ∞
0
dt e−λt‖L(Tt(yi))‖2)
1
2 <
k∑
i=1
‖xi‖‖yi‖.
(25)
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Equation (25) and Remark 3.8 together yield:
‖(L⊗γ L)((λ− Lˆ)−1(X))‖γ ≤ ‖X‖γ .
Thus (L⊗γL)◦(λ−Lˆ)−1 is a contractive operator in h⊗γh. As a consequence,
L ⊗γ L extends to D(Lˆ) by (i) of A(3) and Corollary 2.18. This gives us
the required inequality.
Let X = x⊗ y, where x, y ∈ A0. The above equations give:
‖(L⊗γ L)((λ− Lˆ)−1(x⊗ y))‖γ < ‖x‖‖y‖ = ‖x⊗ y‖γ
or ‖(L⊗γ L)(Y )‖γ < ‖(λ− Lˆ)(Y )‖γ for Y ∈ Y,
(26)
which proves the second claim. ✷
Lemma 3.12. For x ∈ A0 we have:
(i)
θi0(x) ∈ h(= L2(τ)) (i ≥ 1).
(ii) The series
∑
i≥1 θ
i
0(x)⊗|ei〉 is convergent in the norm of h⊗k0. Thus
we have:
δ(x) =
∑
i≥1
θi0(x)⊗ |ei〉 ∈ h⊗ k0.
(iii) There exists a densely defined positive operator C such that D(L2) is
a core for C and
Cu = Lu (u ∈ D(L2));
Re〈u, (−L2)v〉 = 〈Cu,Cv〉 (u, v ∈ D(L2)).
For each i ≥ 1, θi0 extends to a linear map from D(C) to h.
(iv) There exists a linear map B : D(Lˆ)(⊆ h⊗γ h)→ h⊗γ h, satisfying
(a)
‖B(X)‖γ ≤ ‖(λ− Lˆ)(X)‖γ (X ∈ D(Lˆ)),
the inequality being strict if X ∈ Y.
(b)
B(x⊗ y) =
∑
i≥1
θi0(x)⊗ θi0(y) (x, y ∈ A0).
Proof. For x ∈ A0, we have
τ(θi0(x)
∗θi0(x)) ≤ τ(
∑
i≥1
θi0(x)
∗θi0(x)) = τ(δ(x)
∗δ(x)).
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The last identity in A(1) implies that:
τ(δ(x)∗δ(x)) = τ(L(x∗x))− τ(L(x∗)x)− τ(x∗L(x)) (x ∈ A0).
Combining this with (ii) of A(3) we have:
τ(δ(x)∗δ(x)) ≤ −τ(L(x∗)x)− τ(x∗L(x)) <∞ (x ∈ A0),
which proves (i) and (ii).
To prove (iii) note that the last identity in A(2) implies the following:
‖θi0(x)‖22 ≤
∞∑
j=1
‖θj0(x)‖22 ≤ τ(δ(x)∗δ(x))
≤ τ((−L) (x∗)x) + τ(x∗ (−L) (x)) ≤ ‖L(x)‖22 ≤ ‖(L+ ǫ)(x)‖22,
(27)
for all x in A0, ǫ > 0 and i ≥ 1, as L is a non-negative operator. By Remark
3.9, we have
Re〈u, (−L2)v〉 = 〈u,L2v〉 = 〈Lu,Lv〉 (u, v ∈ D(L2)).
Thus by Theorem 1.27 of page 318 in [6], the densely defined, non-negative
sesquilinear form q(u, v) := 〈u,L2v〉, u, v ∈ D(L2) is closable. Let T be the
positive operator associated with the form q, as obtained in Theorem 2.23
of page 331 in [6]. Set C := T
1
2 . Note that Tu = L2u for all u ∈ D(L2) and
D(L2) is a core for C. Thus from equation (27), we have
‖θi0(x)‖22 ≤
∞∑
i=1
‖θi0(x)‖22 ≤ τ(δ(x)∗δ(x))
≤ τ((−L) (x∗)x) + τ(x∗ (−L) (x)) ≤ ‖C(x)‖22 ≤ ‖(C + ǫ)(x)‖22,
(28)
for x ∈ A0 and i ≥ 1, from which (iii) follows.
Finally we prove (iv):
Set C ⊗γ C := (I ⊗γ C) ◦ (C ⊗γ I) = (C ⊗γ I) ◦ (I ⊗γ C). Define a map
B belonging to Lin(D(C)⊗alg D(C), h⊗γ h) by:
B(x⊗ y) =
∑
i≥1
θi0(x)⊗ θi0(y) (x, y ∈ D(C), i ≥ 1),
and extending linearly. This operator is well-defined because for ǫ > 0,∑
i≥1
‖θi0(x)‖‖θi0(y)‖ ≤ {(
∑
i≥1
‖θi0(x)‖2)(
∑
i≥1
‖θi0(y)‖2)}
1
2
≤ ‖(C + ǫ)x‖‖(C + ǫ)y‖ <∞.
(29)
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It follows that
‖B{(C + ǫ)−1 ⊗γ (C + ǫ)−1}(x⊗ y)‖γ ≤ ‖x⊗ y‖γ , (30)
which implies that B ◦{(C+ ǫ)−1⊗γ (C+ ǫ)−1} extends to a contraction
on h⊗γ h. Thus we have
‖B(X)‖γ ≤ ‖{(C + ǫ)⊗γ (C + ǫ)}(X)‖γ (31)
for all X ∈ D(C)⊗alg D(C) and ǫ > 0. Letting ǫ→ 0 we get
‖B(X)‖γ ≤ ‖(C ⊗γ C)(X)‖γ (32)
for all X in D(C)⊗algD(C). Note that the conclusion of Lemma 3.11 holds
with L replaced by C. As C ⊗γ C extends to D(Lˆ), we can also extend B
to D(Lˆ). So we have:
‖B(X)‖ ≤ ‖(C ⊗γ C)(X)‖γ ≤ ‖(λ− Lˆ)(X)‖γ for all X ∈ D(Lˆ). (33)
Since Y ⊆ D(Lˆ), we have:
‖B(Y )‖γ ≤ ‖(C ⊗γ C)(Y )‖γ < ‖(λ− Lˆ)(Y )‖γ (Y ∈ Y). (34)
This proves (iv). ✷
We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1:
Throughout the proof we adopt Einstein’s summation convention for
convenience.
For f, g in W, the flow equation (7) leads to :
〈jt(x)ue(f), ve(g)〉 = 〈xue(f), ve(g)〉+
∫ t
0
ds 〈js(θµν (x))ue(f), ve(g)〉 gµ(s)fν(s).
(35)
Using the quantum Itoˆ formula we get:
〈jt(x)ue(f), jt(y)ve(g)〉
= 〈xue(f), yve(g)〉 +
∫ t
0
ds[〈js(θµν (x))ue(f), js(y)ve(g)〉 gµ(s)fν(s)
+ 〈js(x)ue(f), js(θµν (y))ve(g)〉 fµ(s)gν(s)
+
〈
js(θ
i
µ(x))ue(f), js(θ
i
ν(y))ve(g)
〉
fµ(s)gν(s)].
(36)
For fixed u, v in A ∩ h, f, g in W, we define for each t ≥ 0,
φt : A0 ×A0 → C by
φt(x, y) := 〈 jt(x)ue(f), jt(y)ve(g)〉 − 〈 jt(y∗x)ue(f), ve(g)〉 (x, y ∈ A0).
(37)
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Using (7), (36) and (10) we have:
φt(x, y) =
∫ t
0
ds[φs(θ
0
0(x), y) + φs(x, θ
0
0(y)) + φs(θ
i
0(x), θ
i
0(y))
+ gi(s)φs(θ
i
0(x), y) + gi(s)φs(x, θ
0
i (y)) + fi(s)φs(θ
0
i (x), y)
+ f i(s)φs(x, θ
i
0(y)) + g
i(s)fj(s)φs(θ
i
j(x), y) + gi(s)f
j(s)φs(x, θ
j
i (y))
+ gi(s)φs(θ
m
0 (x), θ
m
i (y)) + fi(s)φs(θ
m
i (x), θ
m
0 (y)) + fj(s)gi(s)φs(θ
m
j (x), θ
m
i (y))].
(38)
Next we follow the ideas indicated in the pages 178-181 in [16] and define
for m,n in IN ∪ 0,
φm,nt (x, y) :=
1
(m!n!)
1
2
[
〈
jt(x)uf
⊗m , jt(y)vg
⊗n
〉 − 〈 jt(y∗x)uf⊗m, vg⊗n〉 ]
=
1
m!n!
∂m
∂ρm
∂n
∂ηn
{〈jt(x)ue(ρf), jt(y)ve(ηg)〉 − 〈jt(y∗x)ue(ρf), ve(ηg)〉}|ρ,η=0.
(39)
Differentiating (38) with respect to ρ and η and setting ρ = η = 0, we get a
recursive integral relation amongst φm,nt (x, y) as follows:
φm,nt (x, y) =
∫ t
0
ds[φm,ns (θ
0
0(x), y) + φ
m,n
s (x, θ
0
0(y)) + φ
m,n
s (θ
i
0(x), θ
i
0(y))
+ gi(s)φm,n−1s (θ
i
0(x), y) + gi(s)φ
m,n−1
s (x, θ
0
i (y))
+ fi(s)φ
m−1,n
s (θ
0
i (x), y) + f
i(s)φm−1,ns (x, θ
i
0(y))
+ gi(s)fj(s)φ
m−1,n−1
s (θ
i
j(x), y) + gi(s)f
j(s)φm−1,n−1s (x, θ
j
i (y))
+ gi(s)φm,n−1s (θ
k
0 (x), θ
k
i (y)) + fi(s)φ
m−1,n
s (θ
k
i (x), θ
k
0 (y))
+ fj(s)gi(s)φ
m−1,n−1
s (θ
k
j (x), θ
k
i (y))],
(40)
where φ−1,nt (x, y) := φ
m,−1
t (x, y) := 0 for all m,n and x, y ∈ A0. We set in
(40) m = n = 0 to get
φ0,0t (x, y) =
∫ t
0
ds{φ0,0s (θ00(x), y) + φ0,0s (x, θ00(y)) + φ0,0s (θi0(x), θi0(y))}.
Thus we consider an equation of the form
φm,nt (x, y) =
∫ t
0
ds[φm,ns (θ
0
0(x), y) + φ
m,n
s (x, θ
0
0(y)) + φ
m,n
s (θ
i
0(x), θ
i
0(y))],
(41)
for x, y ∈ A0,m, n ≥ 0. Our aim is to show that the hypothesis of Theorem
3.1 and equation (41) imply that φm,nt (x, y) = 0. Having achieved this, we
can embark on our induction hypothesis as
φk,lt (x, y) = 0 for k + l ≤ m+ n− 1.
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Under the induction hypothesis, equation (40) reduces to an equation of the
form:
φm,nt (x, y) =
∫ t
0
ds[φm,ns (θ
0
0(x), y)+φ
m,n
s (x, θ
0
0(y))+φ
m,n
s (θ
i
0(x), θ
i
0(y))] (42)
for x, y ∈ A0, which is an equation similar to (41), leading to φm,nt (x, y) = 0
as earlier and this will complete the induction process. Thus it only remains
to show that the assumptions of this theorem lead to a trivial solution to
an equation of the type (41). Omitting the indices m,n, define a map ψt
belonging to Lin(A0 ⊗alg A0,C) by:
ψt(x⊗ y) := φm,nt (x, y) (x, y ∈ A0,m, n ≥ 0)
and extending linearly. Thus equation (41) leads to:
ψt(X) =
∫ t
0
ds[ψs((θ
0
0 ⊗ 1 + 1⊗ θ00 + (θi0 ⊗alg θi0))(X))] (X ∈ F). (43)
The complete positivity of the map jt implies that
〈jt(x)ξ, jt(x)ξ〉 ≤ 〈jt(x∗x)ξ, ξ〉 (44)
for ξ ∈ h⊗ Γ and hence by A(4), we get that
| 〈jt(x)uf⊗m, jt(y)vg⊗n〉|≤(| 〈jt(x∗x)uf⊗m, uf⊗m〉 〈jt(y∗y)vg⊗n , vg⊗n〉 |) 12
≤(C(m,m, u, u, t, f, f)C(n, n, v, v, t, g, g)) 12‖x‖2‖y‖2
= O(eβt)‖x‖2‖y‖2.
(45)
The assumption A(4) and (45) together yield:
|ψt(X)| ≤ O(eβt)‖X‖γ , for X ∈ F , (46)
which proves (by virtue of denseness of F in h ⊗γ h) that ψt extends as a
bounded map from h ⊗γ h to C. If we let G = Lˆ + B, then for X ∈ F , the
equation (43) becomes:
ψt(X) =
∫ t
0
ψs(G(X))ds.
Equation (46) leads to
∫∞
0 dte
−λt|ψt(X)| <∞ for λ ≥ β, which implies that∫ ∞
0
dte−λtψt(X) =
∫ ∞
0
dte−λt
∫ t
0
dsψs(G(X)).
An integration by parts leads to∫ ∞
0
dte−λtψt((G − λ)(X)) = 0, for X ∈ F . (47)
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Now recall that F is a core for Lˆ, and moreover by Lemma 3.12, B is
relatively bounded with respect to Lˆ. Thus F is a core for G as well. So for
Y ∈ span{Y}, let {Xn ∈ F}n be a sequence such that G(Xn) goes to G(Y ).
We have ∫ ∞
0
dte−λtψt((G − λ)(Y )) = 0 (Y ∈ Y), (48)
by an application of the dominated convergence theorem. In the notation
of Lemma 2.19, let A := (Lˆ − λ), D := Y and T := B. The inequality
(34) implies that we are in the set-up of Lemma 2.19. Thus the denseness
of (G − λ)(span{Y}) follows by applying Lemma 2.19. Therefore equation
(48) and (46) lead to∫ ∞
0
dte−λtψt(X) = 0 (X ∈ h⊗γ h, λ > β).
This implies that ψt(X) = 0 for X ∈ h ⊗γ h. In particular we have
φm,nt (x, y) = 0 for x, y ∈ A0, t ≥ 0 and m,n ≥ 0. Hence the result fol-
lows.
Corollary 3.13. Suppose that the trace τ on the algebra A is finite. Let
(jt)t≥0 be a quantum stochastic flow with the noise space k0 and structure
matrix Θ =
(L δ†
δ σ
)
, satisfying A(1)–A(2), (i)–(ii) of A(3) and either
A(4) or A(4)′. Moreover, assume the following condition instead of (iii)
in A(3):
A0 ⊆ D(L2) ∩D(L∗2).
Then (jt)t≥0 is a ∗-homomorphic flow.
Proof. Define a symmetric form q(x, y) = −〈L2(x), y〉 − 〈x,L2(y)〉 for all
x, y ∈ A0, with domain D(q) := A0. This form is non-negative by A(1)
and (ii) of A(3). Since q(x, y) = 〈x, (−L2 − L∗2)y〉 ∀x, y ∈ D(q), we may
proceed along the lines of the standard proof for the Friedrich extension (see
[15], vol-II, page-177), which gives a positive self-adjoint operator Z with
D(q) ⊆ D(Z) such that q(x, y) = 〈x,Z(y)〉 . Set C = Z 12 . We have
d
dt
‖Tt(x)‖2 = 〈L2(Tt(x)), Tt(x)〉+ 〈Tt(x),L2(Tt(x))〉 = −‖C(Tt(x))‖2. (49)
Now we may proceed as in Lemma 3.11 and Theorem 3.1 to conclude the
result. ✷
The following corollary is a straightforward application of Lemma 3.2
and Theorem 3.1.
Corollary 3.14. Let (jt)t≥0 be a quantum stochastic flow on A, with the
noise space k0 and structure matrix Θ =
(L δ†
δ σ
)
, satisfying A(1)–A(3).
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Suppose that the associated semigroups (jc,dt )t≥0, c, d ∈ k0 satisfy the esti-
mate A(4)′ of Lemma 3.2 with a suitable total subset W. Then (jt)t≥0 is a
∗-homomorphic flow.
Combining Lemma 3.3 with Theorem 3.1, we get the following:
Corollary 3.15. Let A be a type-I von-Neumann algebra with atomic center
with the semifinite trace τ as in the Lemma 3.3. Suppose that (jt)t≥0 is a
quantum stochastic flow on A, with the noise space k0 and structure matrix
Θ =
(L δ†
δ σ
)
, satisfying A(1)–A(3). Then (jt)t≥0 is a ∗-homomorphic
flow.
4 Applications
In this section we give some applications of Theorem 3.1, including a strong
version of the Trotter product formula for quantum stochastic flows with
unbounded coefficients and an extension of a previously known dilation re-
sult, as obtained in [5], for a class of quantum dynamical semigroup on UHF
algebras ([9]). Using the strong version of the Trotter product formula, we
also give a new construction of Brownian motion on compact Lie groups and
a construction of random walk on discrete groups.
4.1 A strong Trotter product formula for quantum stochas-
tic flows with unbounded coefficients
Throughout this section, we fix a C* or von-Neumann algebra A equipped
with a faithful, semifinite and lower-semicontinuous trace τ satisfying the
assumption A(2), with a dense ∗-subalgebra A0 and also two C* or von-
Neumann ∗-homomorphic quantum stochastic flows (j(1)t )t≥0 and (j(2)t )t≥0,
with noise spaces k1 and k2 and structure matrices θ
(1) :=
(L(1) δ†(1)
δ(1) σ(1)
)
and θ(2) :=
(L(2) δ†(2)
δ(2) σ(2)
)
respectively, with the common domain algebra
A0.
Following the discussions in Section 3 of [7], we define the Trotter product
formula of two quantum stochastic flows.
Definition of Trotter product of quantum stochastic flows
Let Γl := Γ(L
2(R+, kl)), l = 1, 2. Set Γ := Γ1⊗Γ2, so that Γ := Γ(L2(R+, k1⊕
k2)). Let Ξt, t ≥ 0 be the map defined in Section 2.2, with k0 := k1 ⊕ k2.
For x ∈ A, let
ηt(x) :=
(
ĵ
(1)
t • ĵ(2)t
)
(x), (50)
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where • is the product defined in Proposition 2.1 and ĵ(l)t , l = 1, 2, t ≥ 0 is
the map, as given in Definition 2.5. Take a dyadic partition of the whole
real line R and for s < t, consider the part of the partition in the interval
[s, t] as described in the picture below:
|[2ns]·2−n −−
[
s−− ∣∣([2ns]+1)·2−n −−−−−−−−−∣∣[2nt]·2−n −−t] ,
where [t] := greatest integer ≤ t for real t and n ∈ IN is sufficiently large.
Definition 4.1. Set
φ
(n)
[s,t] :=Φs,([2ns]+1)2−n • Φ([2ns]+1)2−n,2−n • Φ([2ns]+2)2−n,2−n • ...
• Φ([2nt]−1)2−n,2−n •Φ[2nt]2−n,t−[2nt]2−n ,
(51)
where Φs,t := Ξs◦ηt. Set φ(n)t := φ(n)[0,t]. The map φ
(n)
t will be called the n-fold
Trotter product of the flows (j
(1)
t )t≥0 and (j
(2)
t )t≥0.
Note that the map φ
(n)
[s,t] is a ∗-homomorphism for each n.
Theorem 4.2. Suppose that (j
(l)
t )t≥0, l = 1, 2 are C*-algebraic flows satis-
fying A(1)–A(3) and the conditions of Lemma 3.2 with the corresponding
total sets W1,W2 respectively. Furthermore assume the following:
(a) L(1)2 + L(2)2 is a pre-generator of a C0 contractive and analytic semi-
group in h such that A0 is a core for the generator.
(b) For each cj , dj belonging to Wj (j = 1, 2),
2∑
j=1
(
L(j) +
〈
cj , δ
(j)
〉
+ δ
†(j)
dj
+
〈
cj , σdj
〉
+ 〈cj, dj〉
)
is a pre-generator of a C0-semigroup in A.
Then φ
(n)
t (x) as in the Definition 4.1 converges in the strong operator
topology of B(h ⊗ Γ) to a quantum stochastic flow (jt)t≥0 with the noise
space k1 ⊕ k2 and structure matrix
Θ :=
 L(1) + L(2) δ†(1) δ†(2)δ(1) σ(1) 0
δ(2) 0 σ(2)
 .
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Proof. Following the line of arguments given in Section 3 of [7], it follows
that the Trotter product φ
(n)
t (x) for x ∈ A, converges in the weak operator
topology of B(h ⊗ Γ) to a quantum stochastic flow (jt)t≥0 with the noise
space k1 ⊕ k2 and structure matrix Θ.
Let ∆0 := [s,
[2ns]+1
2n ), ∆j := [
[2ns]+j
2n ,
[2ns]+j+1
2n ) for 1 ≤ j ≤ [2nt] −
[2ns] − 1 and ∆′ := [ [2nt]2n , t). Let χ0 := 1∆0 χj := 1∆j and χ′ := 1∆′ .
Suppose that Ml ≡ Ml(‖cl‖, ‖dl‖), l = 1, 2 is the constant in the estimate
A(4)′ for j
(l)
t , i.e. ‖j(l)cl ,dlt (x)‖1 ≤ exp(tMl)‖x‖1 for cl, dl ∈ Wl. Then for
c := c1 ⊕ c2, d := d1 ⊕ d2 and x ∈ A we have:
〈
e(c1[s,t]), φ
(n)
[s,t](x)e(d1[s,t])
〉
=
〈
e(cχ0)
[2nt]−[2ns]−1⊗
j=1
e(cχj)⊗ e(cχ′) , φ(n)[s,t](x) e(dχ0)
[2nt]−[2ns]−1⊗
j=1
e(dχj)⊗ e(dχ′)
〉
=
(
ηc,d([2ns]+1)2−n−s ◦ (η
c,d
2−n)
[2nt]−[2ns]−1 ◦ ηc,d
t−[2nt]2−n
)
(x).
(52)
Take W to be the total subset of k1 ⊕ k2 consisting of vectors of the form
c1 ⊕ c2(ci ∈ Wi) with either c1 or c2 is zero. A direct computation implies
that ηc,dw (x) =
(
j
(1)c1,d1
w ◦ j(2)c2,d2w
)
(x). Thus for x ∈ A∩L1(τ) and c, d ∈ W,
‖ηc,dw (x)‖1 ≤ ew(M1+M2)‖x‖1, (53)
where M1,M2 depend on ‖c‖, ‖d‖. Thus
‖
〈
e(c1[s,t]), φ
(n)
[s,t](x)e(d1[s,t])
〉
‖1 ≤ e(t−s)(M1+M2)‖x‖1.
From this, it follows that the limiting quantum stochastic flow (jt)t≥0 satis-
fies the hypothesis of Lemma 3.2. As (j
(1)
t )t≥0 and (j
(2)
t )t≥0 are ∗-homomorphic,
they satisfy the assumption A(1), from which it follows by an easy compu-
tation that (jt)t≥0 satisfies A(1) too. The assumption A(3) follows from
the condition (a) of the present theorem and A(2) is the standing assump-
tion throughout this subsection. Thus by Corollary 3.14 of Theorem 3.1,
(jt)t≥0 is a ∗-homomorphic flow. Hence φ(n)t (x) converges to jt(x) for each
x ∈ A and t ≥ 0 in the strong operator topology of B(h⊗ Γ). ✷
In the von-Neumann algebraic case, we have the following theorem for a
special class of quantum stochastic flows:
Theorem 4.3. Let the quantum stochastic flow (j
(l)
t )t≥0, l = 1, 2 be a von-
Neumann algebraic flow, satisfying A(1)–A(3) and the estimate in Lemma
3.2. Furthermore assume the following:
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(a) σ(j) = 0 for j = 1, 2.
(b) The closure of the operator L(1)2 +L(2)2 generates a C0 contractive and
analytic semigroup in h such that A0 is a core for the generator.
Then φ
(n)
t (x) as in Definition 4.1, converges in the strong operator topology
of B(h⊗Γ) to a quantum stochastic flow (jt)t≥0 with the noise space k1⊕k2
and structure matrix
Θ :=
 L(1) + L(2) δ†(1) δ†(2)δ(1) 0 0
δ(2) 0 0
 .
Proof. Set θ
i,(1)
0 (x) :=
〈
ei, δ
(1)
〉
(x), θ
i,(2)
0 (x) :=
〈
li, δ
(2)
〉
(x) for i ≥ 1, where
{ei}i and {li}i are orthonormal bases for k1 and k2 respectively. For x ∈ A0
and every positive integer n, we have
‖δ(j)(x)‖22 =
∑
i
‖θi,(j)0 (x)‖22 ≤ 2‖L(j)2 (x)‖2‖x‖2
≤ 2 1√
2 n
‖L(j)2 (x)‖2
1√
2
n‖x‖2
≤
{
1√
2
(
1
n
‖(L(j)2 (x))‖2 + n‖x‖2)
}2
for j = 1, 2 .
(54)
Thus the operators θ
i,(j)
0 are relatively bounded with respect to L(j)2 with
the bound less than 1. Similar calculations hold for θ
0,(j)
i (x)(≡ θi,(j)0 (x∗)∗),
j = 1, 2. Since L(j)2 are the pre-generators of contractive analytic semigroups
in h, we see that the operators
θ
i,(j)
0 + θ
0,(j)
k + L(j)2 ,
for j = 1, 2, i, k ≥ 1, are pre-generators of C0-semigroups (see [6] Theorem
2.4 and Corollary 2.5, p 497-498). This implies that for c, d ∈ G where
G := {(ei, 0), (0, lj) : i, j ≥ 1}, j(l)c,dt (x) ∈ A ∩ h, for t ≥ 0 and x ∈ A0.
Moreover we have: for x ∈ A0, c, d ∈ G,
‖
〈
c, δ(1) ⊕ δ(2)
〉
(x)‖2 ≤
{
(
1√
2 n
‖(L(1)2 + L(2)2 )(x)‖2) +
n√
2
‖x‖2
}
‖c‖,
‖(δ(1) ⊕ δ(2))†d(x)‖2 ≤
{
(
1√
2 n
‖(L(1)2 + L(2)2 )(x)‖2) +
n√
2
‖x‖2
}
‖d‖.
Thus by hypothesis (b), for c, d ∈ G, the operator〈
c, δ(1) ⊕ δ(2)
〉
+ (δ(1) ⊕ δ(2))†d + L(1)2 + L(2)2 + 〈c, d〉
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generates a C0-semigroup in h.
Let u, v ∈ L∞(τ) ∩ L2(τ) and x ∈ A0 ⊂ A. We have:
〈u, (j(1)c,dt
n
◦ j(2)c,dt
n
)n(x)v〉 = 〈v∗u, (j(1)c,dt
n
◦ j(2)c,dt
n
)n(x)〉 (x ∈ A0).
Note that if we let n → ∞, the term on the right hand side of the above
expression converges, by our previous discussions. From this, it follows that
φ
(n)
t (x) converges in the weak operator topology of B(h ⊗ Γ), for x ∈ A0
and hence for x ∈ A by the density of A0 in A. The strong convergence
follows by an application of Corollary 3.14 of Theorem 3.1 as in the proof
of Theorem 4.2. ✷
Remark 4.4. The conclusions of Theorem 4.2 and Theorem 4.3 also hold
under the weaker assumption A(4) replacing the estimate of Lemma 3.2.
Remark 4.5. By repeating the above arguments, the conclusions of Theorem
4.2 and Theorem 4.3 hold for finitely many quantum stochastic flows, each
satisfying the corresponding hypotheses.
4.2 Construction of classical and non-commutative stochas-
tic processes:
We shall now illustrate how to construct various multidimensional processes
as random Trotter product limits of the corresponding “marginals”. Our
examples will include Brownian motion on compact Lie groups and random
walk on discrete groups. We begin with some general facts about stochastic
processes on locally compact groups.
Let G be a second countable locally compact group. It is well-known
that the topology of such a group is metrizable by a metric which makes it
a Polish (complete and separable) space. A choice of such a metric is given
by
ρ(g, g′) :=
∞∑
n=1
{ |φn(g) − φn(g
′)|
2n(1 + |φn(g)− φn(g′)|)}, (55)
where {φi}∞i=1 is a countable family of functions from C0(G) which separates
points of G.
Lemma 4.6. Let (Xn)n be a G-valued random variable on some probability
space (Ω,F , P ) and suppose that for all ψ in L2(G) and for all φ in C0(G),∫
G
dg
∫
Ω
dω|ψ(g)|2|φ(g.Xn)− φ(g.Xm)|2 −→ 0
as n,m −→∞, where dg is the left-invariant Haar measure on G. Then there
exists a random variable X : Ω −→ G such that Xn −→ X in probability.
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Proof. We choose and fix some ψ in L2(G) with ‖ψ‖2 = 1, and let dIP (ω, g) :=
dP (ω)⊗ |ψ(g)|2dg. Since ∫
G
dg|ψ(g)|2 ∫Ω dP (ω)|φi(g.Xn)− φi(g.Xm)|2 → 0,
for every i, it follows by setting Yn(g, ω) := g.Xn(ω), and using the domi-
nated convergence theorem that for every ǫ > 0,
IP (ρ(Yn, Ym) ≥ ǫ) ≤ 1
ǫ2
IEIP (ρ(Yn, Ym))→ 0,
as m,n −→ ∞, where IEIP denotes the expectation with respect to the
probability measure IP . Thus there is a G-valued random variable Y defined
on Ω, such that
Yn
IP−→ Y.
So
IP (ρ(Yn, Y ) ≥ ǫ) =
∫
G
dg|ψ(g)|2P (ρ(g.Xn, Y ) ≥ ǫ) ≡
∫
G
dg|ψ(g)|2fn(g) −→ 0,
where fn(g) := P (ρ(g.Xn, Y ) ≥ ǫ). By Egoroff’s theorem, there exists a
measurable set say ∆ of positive Haar-measure such that for all g in ∆,
we have fn(g) −→ 0 and the proof of the theorem is complete by taking
X(ω) = g−1Y (g, ω), for any fixed g in ∆. ✷
We now give a few concrete examples.
(A) Classical and non-commutative Brownian motion: Assume, as
in the Subsection 3.2 (Lemma 3.5 and the discussion following it), that
G be a second countable and compact Lie group of dimension k, acting
smoothly on a C*-algebra A and τ is a lower-semicontinuous, faithful
and finite trace on A. Let A∞, Ug and {χℓ}kℓ=1 be as in the Subsection
3.2 and let Gℓ denote the one-parameter subgroup exp(tχl), t ∈ R.
Define j
(ℓ)
t : A → A′′ ⊗ B(L2(W (l)))(∼= A′′ ⊗ B(Γ(L2(R+)))), by
j
(ℓ)
t (x)(ω) := αexp(W (ℓ)t (ω)χl)
(x), where W
(ℓ)
t is the standard Brown-
ian motion on R. It follows from the discussion of Subsection 3.2, re-
placing G by Gℓ, that each j
(ℓ)
t satisfies the assumptions A(1)–A(3).
Thus, to verify the hypotheses of Theorem 4.2 for the flows (j
(l)
t )t≥0,
l = 1, 2, . . . , k, we need to check only the conditions (a) and (b) of
that theorem. To this end, let us first verify that L =∑kℓ=1L(ℓ)2 is the
pre-generator of a C0-semigroup. For this we proceed as follows:
Let δℓ be the norm generator of the automorphism group (αexp(tχℓ))t∈R.
Then δℓ extends to an unbounded, densely defined skew-adjoint oper-
ator in L2(τ), which generates the unitary group (Uexp(tχℓ))t∈R where
αg is implemented by the group of unitaries Ug as discussed in Subsec-
tion 3.2. By an abuse of notation, we again denote this extension by
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δℓ. Note that L(ℓ)2 = 12δ2ℓ on A∞ for all ℓ. Thus
∑k
ℓ=1L(ℓ)2 = 12
∑k
ℓ=1 δ
2
ℓ
is a densely defined, negative and symmetric operator. By Nelson’s
analytic vector theorem for the representations of the Lie algebra [11,
Theorem 3, p. 591] and [15, Theorem X.39],
∑k
ℓ=1L(ℓ)2 is essentially
self-adjoint in L2(τ) and hence its closure generates a C0 contraction
and analytic semigroup. This verifies condition (a) of Theorem 4.2.
The condition (b) follows by noting that σ(ℓ) = 0 in this case and each
of the maps δ(l) ≡ δℓ is relatively compact with respect to L. So The-
orem 4.2 can be applied and the limiting flow gives a ∗-homomorphic
quantum stochastic flow on A with generator ∑kl=1L(l). Specializing
this to the case when A = C(G), also applying Lemma 4.6, we get
the convergence in probability of the following sequence of random
variables:
X
(n)
t :=
k∏
i=1
[2nt]∏
l=0
exp((W
(i)
[2nl]+1
2n
−W (i)l
2n
)χi), (56)
where the limiting random variable is clearly a Brownian motion on
G, giving a result similar to that in [13].
In case of G = T2 and A the irrational-rotational C*-algebra Aθ
(see page 254 of [16]), the quantum Brownian motion described in
page-275 of [16] can be constructed using the method described here.
(B) Random walk on discrete group: Let G be a discrete and finitely
generated group, generated by a symmetric set of torsion free genera-
tors, say {g1, g2, . . . , g2k}. Let e be the identity element of G, g1gk+1 =
e and g 7→ αg for each g be the automorphism obtained by the action
of G on itself. Take A = C0(G) and τ to be the trace with respect
to the counting measure. Consider 2k mutually independent Poisson-
processes (N
(i)
t )t≥0, i = 1, . . . , 2k, on IN ∪ {0}, with intensity param-
eter (λi)
2k
i=1 respectively. Let Z
(i)
t := N
(i)
t − N (k+i)t , i = 1, 2, . . . , k.
Define j
(l)
t : A → L∞(G) ⊗ B(L2(N (l)t , N (k+l)t )), (l = 1, 2, . . . , k), by
j
(l)
t (φ)(ω) = αZ(l)t (ω)
(φ). Since the generator L(l) of the vacuum ex-
pectation semigroup associated with j
(l)
t is bounded, so are the other
structure maps. This implies that all the hypotheses of Theorem 4.2
are satisfied. So by Lemma 4.6, we have convergence in probability of
the following sequence of random variables
X
(n)
t :=
[2nt]∏
l=0
k∏
i=1
G(i)l+1
2n
(G(i)l
2n
)−1,
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where G(l)t (ω) := gZ
(l)
t (ω)
l . The limit is a random variable Xt which is
a time homogeneous continuous time simple random walk.
4.3 An Application to a class of stochastic processes on a
UHF algebra
We begin this subsection with the following definition:
Definition 4.7. Let A be a C* or von-Neumann algebra and (Tt)t≥0 be a
quantum dynamical semigroup on A. A ∗-homomorphic C*-algebraic ( or
von-Neumann algebraic) quantum stochastic flow (jt)t≥0 on A with domain
algebra A0 and noise space k0 is called a quantum stochastic dilation of
(Tt)t≥0 if we have:
(i) A0 ⊆ D(L), where L is the generator of (Tt)t≥0.
(ii)
j0,0t (x) = Tt(x) (x ∈ A, t ≥ 0).
In this subsection, we apply the results obtained in Section 4.1 to con-
struct quantum stochastic dilation (in the sense of Definition 4.7) of a class
of quantum dynamical semigroups on a uniformly hyperfinite C*-algebra.
Let A be such an algebra, generated by the infinite tensor product of finite
dimensional matrix algebras MN (C), i.e. the C*-completion of the algebraic
tensor product ⊗j∈ZdMN (C) where N and d are two fixed positive inte-
gers. The unique normalized trace tr on A is given by tr(x) = 1
Nn
Tr(x) for
x ∈MNn(C). For a simple tensor a ∈ A, let a(j) be the jth component of a.
We define support of a, denoted by supp(a) as:
supp(a) := {j ∈ Zd| a(j) 6= 1}.
Let Aloc be the ∗-algebra generated by finitely supported simple tensors in
A. Clearly Aloc is dense in A. For k ∈ Zd, the translation τk on A is an
automorphism determined by τk(x(j)) = x(j+k).
Note that MN (C) is generated by a pair of non-commutative represen-
tatives of the finite discrete group ZN = {0, 1, 2, . . . , N − 1} such that
UN = V N = 1 ∈ MN (C) and UV = ωV U where ω is the N th root of
unity. Using this fact we get a unitary representation of G = ∏j∈Zd G for
G = ZN × ZN in the Hilbert space L2(tr) as follows:
G ∋ g → Ug =
∏
j∈Zd
U (j)
αj
V (j)
βj ∈ A,
for g =
∏
j∈Zd(αj , βj), αj, βj ∈ ZN . We set |g| := {j ∈ Zd : (αj , βj) 6=
(0, 0)}. For a given completely positive map ψ on A, formally we define the
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Linbladian L :=∑k∈Zd Lk where for x ∈ Aloc, Lk(x) := τkL0(τ−kx) with
L0(x) := −12{ψ(1)x + xψ(1)} + ψ(x). Consider the Linbladian L for the
completely positive map ψ(x) :=
∑p
l=1 r
(l)∗xr(l), x ∈ A, where r(l) ∈ A, l =
1, 2, . . . , p. For g(j) = (αj , βj) ∈ G, j ∈ Zd, we set Wj,g(j) := U (j)αjV (j)βj ∈
Aloc and define a set C1(A) as:
C1(A) :={x ∈ A :
∑
j,g
‖Wj,g(j)xW ∗j,g(j) − x‖<∞}.
Matsui ([9]) proved that the Linbladian L thus constructed is well-defined
on C1(A), closable and a pre-generator of a quantum dynamical semigroup
(denoted by (Tψt )t≥0) on A. Furthermore C1(A) is left invariant by Tψt for
each t ≥ 0.
In [5] the authors considered the problem of constructing quantum stochas-
tic dilations of quantum dynamical semigroups arising as above. However
they could construct quantum stochastic dilations for only a special class
of semigroups, namely those for which the associated completely positive
map ψ is of the form: ψ(x) = r∗xr for r :=
∑
g∈
∏
j∈Zd
ZN
cgWg with
Wg :=
∏
j∈Zd(U
aV b)αj , where g :=
∏
j∈Zd αj such that
∑
g |cg||g|2 < ∞,
a, b ∈ ZN being fixed. Our aim is to generalize this result. First of all
we will construct dilations by considering ψ of the form given earlier i.e.
ψ(x) :=
∑p
m=1 r
(m)∗xr(m), each r(m) satisfying either (I) or (II) below:
(I) r(m) is a normal element of A;
(II) r(m) ∈ Aloc with [r(m), r(m)∗] ≤ 0.
For each t ≥ 0 set Tt := Tψt and T (m)t := Tψmt , where ψm(x) := r(m)∗xr(m),
x ∈ A. We also denote by Lψ and L(m) the norm generators of (Tt)t≥0 and
(T
(m)
t )t≥0 respectively.
Before proving the main theorem of this subsection, we prove a few
preparatory lemmas. As before, we will view A as a C*-subalgebra of
B(L2(tr)).
Lemma 4.8. Suppose that (St)t≥0 is a quantum dynamical semigroup on a
C*-algebra B, equipped with a finite trace τ . Let L be the norm generator
of (St)t≥0 and suppose that A0 ⊆ D(L) is a dense ∗-subalgebra of B. Let
τ(L(y)) ≤ 0 for all y ≥ 0, y ∈ A0. Then (St)t≥0 extends to L1(τ) as a
contractive C0-semigroup.
Proof. In what follows, L1
R
will denote the real Banach space obtained by
taking the L1-closure of the real vector space of self adjoint elements of B,
whereas L1 or equivalently L1(tr) will denote the usual non-commutative
complex L1-space of B. Let f(t) = τ(St(y)), y ≥ 0 and y ∈ A0. Then
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f ′(t) = τ(L(St(y))) ≤ 0, which implies that f(t) is monotone decreasing.
Hence we have f(t) ≤ f(0) i.e.
‖St(y)‖1 ≤ ‖y‖1 (y ∈ A0, y ≥ 0). (57)
Let y ∈ B be positive so that y = x∗x for some x ∈ B. Since A0 is dense
in B, there is a sequence (xn)n ∈ A0 such that xn → x in ‖ · ‖∞, hence
x∗nxn → x∗x in ‖ · ‖∞. As τ is finite we have ‖ · ‖1 ≤ ‖ · ‖∞. Thus we have
x∗nxn → x∗x in ‖ · ‖1, which implies that the inequality (57) extends to all
the positive elements of B. Decomposing a general self-adjoint x in B as
x = x+ − x− such that |x| = x+ + x− with x+ ≥ 0, x− ≥ 0, we have
‖St(x)‖1 = ‖St(x+)−St(x−)‖1 ≤ ‖St(x+)‖1+‖St(x−)‖1 ≤ ‖x+‖1+‖x−‖1 = ‖x‖1.
(58)
This allows us to extend St as a contractive map on the real Banach space
L1
R
. We denote this extension by Ssat and consider its complexification S
′
t :
L1 → L1 given by S′t(x) = Ssat (Re(x)) + iSsat (Im(x)), where x ∈ L1 ∩B and
Re(x), Im(x) are the real and imaginary parts of x respectively. Clearly,
S′t|B = St. As ‖Re(x)‖1 ≤ ‖x‖1 and ‖Im(x)‖1 ≤ ‖x‖1, S′t is a bounded (not
necessarily contractive) map on L1. It follows that the dual map S′,∗t : L
∞ →
L∞ is a weak-∗ continuous map (i.e. ultraweakly continuous in this case).
Moreover, observe that for a fixed positive x ∈ B and an arbitrary positive
y ∈ B ∩ L1 = B, we have:
τ(S′,∗t (x)y) = τ(xS
′
t(y)) = τ(xSt(y)) ≥ 0 (as St(y) ≥ 0 ∀y ≥ 0), (59)
hence S′,∗t (x) ≥ 0, i.e. S′,∗t is a positive map. Thus we have:
‖S′,∗t ‖ = ‖S′,∗t (1)‖∞ = ‖Ssa,∗t (1)‖∞ = sup‖ρ‖1≤1,ρ∈L1R |τ(S
sa,∗
t (1)ρ)|
= sup‖ρ‖1≤1,ρ∈L1R
|τ(Ssat (ρ))| ≤ 1.
(60)
Thus for each t ≥ 0, S′,∗t is a contractive map on L∞ and hence its
predual map S′t is a contractive map on L
1. The semigroup property as well
as the C0 property of (S
′
t)t≥0 on L
1 follows from the similar properties of
St = S
′
t|B with respect to ‖ · ‖∞ and the fact that ‖ · ‖1 ≤ ‖ · ‖∞. ✷
Lemma 4.9. Each of the semigroups (Tt)t≥0 and (T
(m)
t )t≥0 (m = 1, . . . , p)
extends to C0-semigroup on L
2(tr).
Proof. For simplicity we will drop the indexm and write r for r(m) and L for
L(m). Let rk := τk(r) and A0 := C1(A). Suppose that y ∈ A0 and y ≥ 0. A
simple computation using assumption (I) or (II) yields tr(L(y)) ≤ 0. Thus
by Lemma 4.8, (T
(m)
t )t≥0 extends to L
1 as a C0 contractive semigroup.
Let x ∈ A0. Then using contractivity and complete positivity of T (m)t
for each m, we have:
‖T (m)t (x)‖22 = tr(T (m)t (x∗)T (m)t (x)) ≤ tr(T (m)t (x∗x)) = ‖T (m)t (x∗x)‖1 ≤ tr(x∗x) = ‖x‖22,
(61)
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hence each T
(m)
t extends to L
2(tr) as a contractive map. The semigroup
property and the strong continuity in the L2-norm now follows by the density
of A0 in L2(tr) and the inequality ‖ · ‖2 ≤ ‖ · ‖∞.
Similar arguments will work for the semigroup (Tt)t≥0. ✷
Lemma 4.10. Let L2 denotes the L2-generator of any of the semigroups
(Tt)t≥0 or (T
(m)
t )t≥0, m = 1, 2, . . . , p. Then we have:
C1(A) ⊆ D(L2) ∩D(L∗2).
Proof. For simplicity, we drop the superscript m and write r for r(m). Let
rk := τk(r). We see that formally L∗2(x) = 12
∑
k∈Zd{rk[x, r∗k] + [rk, x]r∗k +
x[rk, r
∗
k] + [rk, r
∗
k]x}. For x ∈ C1(A) we have:
‖L∗2(x)‖ ≤
‖r‖
2
∑
k∈Zd
{‖δ†k(x)‖+ ‖δk(x)‖} + ‖x‖∞‖
∑
k∈Zd
[rk, r
∗
k]‖, (62)
where δk(x) := [x, rk], x ∈ A, k = 1, 2, . . . ,∞. But
∑
k∈Zd{‖δ†k(x)‖ +
‖δk(x)‖} < ∞ (see [5] and [9]) and thus it suffices to show the conver-
gence of the third series in (62). Note that if r satisfies the assumption
(I), then [rk, r
∗
k] = 0 for all k = 1, 2, . . . ,∞ which proves the required
convergence. Suppose now that r satisfies the assumption (II). As r =∑
g∈G cg
∏
j∈Zd U
(j)αjV (j)βj ,∑
k∈Zd
τk{[r, r∗]} =
∑
k∈Zd
∑
g,h∈G
cgchτk{[
∏
j∈Zd
U (j)αjV (j)βj ,
∏
j∈Zd
V (j),−β
′
jU (j),−α
′
j ]}
=
∑
k∈Zd
∑
g,h∈G
cgch[
∏
j∈Zd
U (j+k)αjV (j+k)βj ,
∏
j∈Zd
V (j+k),−β
′
jU (j+k),−α
′
j ]
=
∑
k∈Zd
∑
g,h∈G
cgch[
∏
j∈Zd
U (j)αj−kV (j)βj−k ,
∏
j∈Zd
V (j),−β
′
j−kU (j),−α
′
j−k ].
(63)
As r ∈ Aloc, we have αj−k = βj−k = α′j−k = β′j−k = 0 ∈ ZN for |k| ≥ M
for sufficiently large integer M . Hence [rk, r
∗
k] = 0 for such k. Thus the
series is actually finite and hence ‖L∗2(x)‖ < ∞, i.e. A0 ⊆ D(L2) ∩D(L∗2)
as required. ✷
Lemma 4.11. For each m = 1, 2, . . . , p, there exists a C*-algebraic quantum
stochastic flow (j
(m)
t )t≥0 on A with domain algebra A0 := C1(A), which
gives a quantum stochastic dilation of the semigroup (T
(m)
t )t≥0. Furthermore
(j
(m)
t )t≥0 satisfies assumptions A(1), A(2), (i) and (ii) of A(3) and the
hypotheses of Lemma 3.2 and Corollary 3.13, with A0 = C1(A).
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Proof. The existence of the dilation (j
(m)
t )t≥0 is the main result in [5]. Since
the flow (j
(m)
t )t≥0 is a ∗-homomorphic flow for eachm = 1, 2, ..., p, by Lemma
2.9 the flow satisfies assumption A(1). On A, tr is a faithful and finite trace
and A0 is a dense ∗-subalgebra of A, which implies A(2). The statement
in the first part of (i) of A(3) follows from Lemma 4.9. From [9] it follows
that A0 is a core for L(m), as A0 is left invariant by the semigroup (T (m)t )t≥0
for each m = 1, 2, . . . , p. Furthermore, since A0 is dense in L2(tr) and the
L2-extension of (T
(m)
t )t≥0 leaves it invariant for each m, it follows that A0
is also a core for L2. Thus the second part in (i) of A(3) follows. The
statement in (ii) of A(3) follows by a simple computation. From Lemma
4.10 it follows that the hypotheses of Corollary 3.13 hold for (j
(m)
t )t≥0. We
prove that it also satisfies the hypothesis of Lemma 3.2 as follows:
Let δ
(m)
j (x) := [x, τj(r
(m))], x ∈ A0. Then
‖δ(m)j (x)‖1 ≤ 2‖τj(r(m))‖∞‖x‖1. (64)
Thus δ
(m)
j extends to a bounded operator on L
1 for each m. Similar result
holds for δ
†,(m)
j . Since (j
(m)
t )t≥0 is a C*-algebraic quantum stochastic flow,
it follows from Lemma 2.12 that the semigroup (j
(m) ei,ej
t )t≥0 is C0 and its
generator restricted to A0 is given by L(m)+ δ(m)i + δ†(m)j , where {ej}j is an
orthonormal basis for the associated noise space k0 (see [5]). By Lemma 4.8,
(T
(m)
t )t≥0 extends to a contractive C0-semigroup on L
1(tr). Let us denote
the generator of the extended semigroup by L(m)1 . Clearly, as A0 is dense
in L1(tr) and is left invariant by the semigroup (T
(m)
t )t≥0, it is a core for
L(m)1 . As the maps δ(m)i and δ†(m)j are bounded maps on L1(tr), it follows
that the map L(m)1 + δ(m)i + δ†(m)j generates a C0-semigroup on L1(tr) and
moreover, A0 is a core for this map as well. This proves that the semigroup
(j
(m) ei,ej
t )t≥0 extends to a C0-semigroup on L
1(tr). Similar conclusion will
hold if we replace δi, δ
†
j by zδi, zδ
†
j ’s for any fixed z ∈ C, hence the hypothesis
of Lemma 3.2 is satisfied with the total set W being {zei; z ∈ C, i ≥ 1}. ✷
Now we prove the main theorem of this subsection.
Theorem 4.12. Suppose that (j
(m)
t )t≥0 is the quantum stochastic flow with
structure maps L(m), δ(m)i , δ†(m)i , i = 1, 2, . . . ,∞, as obtained in Lemma 4.11
for m = 1, 2, . . . , p. Then the quantum stochastic differential equation:
djt(x) =
∑
j∈Zd
p∑
m=1
jt(δ
† (m)
j (x))da
(m)
j (t) +
∑
j∈Zd
p∑
m=1
jt(δ
(m)
j (x))da
† (m)
j (t) +
p∑
m=1
jt(L(m))dt,
j0(x) = x⊗ IΓ,
(65)
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where x ∈ A0 and Γ is a symmetric Fock space, admits a ∗-homomorphic
solution (jt)t≥0 which is a C*-algebraic quantum stochastic flow and gives a
quantum stochastic dilation of the quantum dynamical semigroup (Tψt )t≥0.
Proof. We will apply Theorem 4.2 to the collection of quantum stochastic
flows: (j
(m)
t )t≥0, m = 1, 2, . . . , p (see Remark 4.5). By Lemma 4.11 the flows
satisfy assumptions A(1), A(2), (i) and (ii) of A(3) and the hypothesis of
Corollary 3.13. By virtue of Remark 4.4, it suffices to verify conditions (b)
and the core property of A0 as in (a) of Theorem 4.2.
Observe that the map
∑p
m=1 L(m) is the pre-generator of the quantum
dynamical semigroup (Tψt )t≥0 (by [9]). Moreover, the maps δ
(m)
j , δ
†(m)
j ,m =
1, 2, . . . , p, j = 1, 2, . . . ,∞ are bounded maps onA. Thus the map∑pm=1(L(m)+
δ
(m)
i +δ
†(m)
j ) generates a C0-semigroup on A. Thus condition (b) of Theorem
4.2 holds.
From [9] it follows that the dense ∗-subalgebra A0 := C1(A) is a core for
the map
∑p
m=1 L(m).
Hence by Theorem 4.2 we get a quantum stochastic flow (jt)t≥0 which
satisfies the required quantum stochastic differential equation. ✷
Corollary 4.13. Let r(m) =
∑
g∈ZN
cgWg for eachm, whereWg =
∏
j∈Zd(U
aV b)αj
for g =
∏
j∈Zd αj (as in [5]). Then the hypotheses of Theorem 4.12 are sat-
isfied and the same conclusion follows, which generalizes the dilation result
obtained in [5].
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