This paper investigates using ordinary least squares (OLS) on auction data. We find that for parameterizations of the valuation distribution that are common in empirical practice, an adaptation of OLS provides unbiased estimators of structural parameters. Under symmetric independent private values, adapted OLS is a specialization of the method of moments strategy of Laffont, Ossard and Vuong (1995) . In contrast to their estimator, here simulation is not required, leading to a computationally simpler procedure. The paper also discusses using estimation results for inference on the shape of the valuation distribution, and applicability outside the symmetric independent private values framework. 
Introduction
The field of econometrics of auctions has been successful in providing methods for the investigation of auction data that are well grounded in economic theory and allow for inference on the structure of an auction environment. Today a researcher has a number of alternative structural methods, specially within the independent private values paradigm; an excellent reference to this literature is the Paarsch et al. (2006) book. To name a few alternatives, it is possible to use maximum likelihood (Donald and Paarsch, 1996) , nonparametric methods (Guerre et al., 2000) , simulated nonlinear least squares (Laffont et al., 1995) and bounds estimation of incomplete models (Haile and Tamer, 2003) .
And yet, it is still common to find empirical studies of auction markets that do not use these techniques and instead run regressions of the following form:
where p is the transaction price (or its log). For example, several studies have recently investigated the importance attributed by consumers to the reputation of sellers in eBay using specifications of this sort (Houser and Wooders, 2000; Lucking-Reiley et al., 2000; McDonald and Slawson, 2002; Melnik and Alm, 2002) . These studies identify interesting empirical relationships, but they are not structural, in the sense of identifying parameters from the valuation distribution. This is a drawback, since these estimates cannot be used for counterfactual analysis of changes in the institutional environment.
What makes specification 1 not structural is not the right-hand side of regression -covariates may indeed impact consumer preferences in a linear fashion -but rather the left-hand side. A superior starting point for an empirical analysis would be a specification such as
where V i is consumer i's valuation, or willingness to pay, for the product being auctioned. Unlike price, valuation is a demand concept, that reflects the consumer's preferences in isolation of supply or market institutions effects. A bidder will never elect to pay his or her own valuation for the product -doing so would guarantee that the bidder would not gain anything from participating in an auction. Because of that, we know prices and valuations are not the same. Therefore, whenever the objective is to measure consumers' preferences, a regression like equation 1 would suffer from misspecification bias.
The main point of this paper is that applying the broad method of moments approach from Laffont et al. (1995) to a standard specification such as equation 2 leads to the possibility of structural estimation by an adaptation of ordinary least squares. Laffont et al. (1995) exploit the fundamental property of symmetric independent private values auctions, expected revenue equivalence, as a moment condition that can be used to estimate parameters that appear in the valuation distribution in a general way. To obtain a mapping between parameters and moments for estimation purposes they use computer simulation. They show that due to simulation error standard nonlinear least squares on simulated moments is biased; they propose instead a simulated nonlinear least squares estimator (SNLLS) that minimizes an objective function that corrects for the simulation bias.
In this paper, we argue that once one specializes the analysis to parameterizations that are commonly made in empirical work, the method simplifies dramatically. In particular, simulation of the sort used in the SNLLS is no longer necessary, which reduces the computational cost of the algorithm and the interpretation of its statistical properties.
It will also be shown that, while revenue equivalence is helpful, it is not crucial for the method. The key property is that auction games are "linear", in the sense that a change of location or scale of all valuations within an auction leads to a corresponding change in the expected price in equilibrium. Using this property, it is possible to generalize the method to some environments where revenue equivalence does not hold.
Of course, the idea (or the practice) of estimation with auction data through OLS is not new. What we will do is propose an adjustment, an additional artificial regressor, that makes the standard OLS estimators unbiased for the parameters of the valuation distribution. In exercise 3.2.b of Paarsch et al. (2006) , the same adjustment is proposed in the context of a second-price auction. 1 Here we argue that the adjustment is applicable to a wider class of auctions and, when
properly generalized, to contexts where revenue equivalence does not hold.
We hope the discussion presented here of the opportunities and limits of OLS for the structural estimation of auction models can help guide researchers interested in estimating factors that affect bidder valuations in a way that is simple to implement and easy to interpret, as well as theoretically sound; conversely, it may also help inform researchers of the potential pitfalls of simple OLS on auction data in many contexts.
We do not see the adjusted OLS method proposed here as a true substitute for more complex estimation procedures found in the literature; the computational simplicity comes with a cost. First, while unbiased the estimators are not as efficient as maximum likelihood. Second, the method depends on a parameterization where only the location and scale of valuations vary across auctions (and the variation is the same for every bidder). This is too restrictive in some 1 I thank an anonymous referee for pointing me this reference.
circumstances; for example, in a study of an asymmetric auction environment the focus may be in whether a given covariate affects bidder valuations differently in the same auction. Such effect cannot be accounted for in the framework discussed here. Even then, we hope the methods discussed here can find a place in the toolbox of applied economists, as they may help guide preliminary work on auction data.
The paper is organized as follows: Section 2 describes the setting. Section 3 introduces the method. The possibility of exploring the information obtained from the method for inference about the shape of the valuation distribution is discussed in section 4. Section 5 discusses whether the method can be generalized for contexts where revenue equivalence does not hold. An illustration with a practical application of the method to a sample of iPod mini eBay auctions is done in section 6. Section 7 concludes.
The Setting
We are interested in estimating the parameters that determine the location and scale of distributions of bidder valuations in a sample of L auctions. Let V il be the valuation of the i-th bidder in the l-th auction. Let µ l be the mean and σ l the standard deviation of valuations in auction l. As the subscript suggests, they may vary across auctions. We will assume that variation across auctions only affects the location and scale of valuations, not other aspects of the valuation distribution: We consider the problem of a researcher interested in evaluating the effect of exogenous covariates on µ l and σ l . Let X l be the vector of covariates that affect the expected valuation µ l and Z l the vector of covariates that affect σ l .
It is possible to have regressors that appear in both X l and Z l . We assume that [X l , Z l ] are either deterministic or otherwise publicly known by all bidders before auction l starts. Linearity is imposed:
This is imposed solely in the interest of simplicity. All that follows would still hold if these relationships were nonlinear, substituting nonlinear least squares for OLS. Linearity in the specification of σ l is unusual, since the standard practice is to specify a form that restricts it to be non-negative. This can be done here as well, and again would lead to nonlinear least squares.
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We intend to obtain estimates of β and α from a sample of auctions of which we know the covariates [X l , Z l ], the number of bidders n l and the winning price 2 In any case, spherical disturbances in equation 2 is not enough to guarantee efficiency of OLS, since the regression will be heteroskedastic even under this assumption.
3 It may be worth pointing out that the role played by the specification of σ l in what follows is not the usual one. When the functional form of σ l is used to correct for heteroskedasticity in a GLS procedure, allowing for negative values is computationally problematic, since the objective function of the estimation procedure may become ill-behaved. This is not a problem here, since σ l will appear in the least squares computation in a different way. Hypothetical negative values for σ l would not lead to any computational problems, although they are hardly justifiable on economic grounds. p l . We require Assumption 3 The number of bidders, n l , is exogenous and common knowledge. Bidders are risk-neutral, and maximize their profits at each auction in isolation.
Here exogeneity is meant both in the game-theoretic sense -n l is taken as given, and is not determined by each bidder decision-making process -and in the econometric sense -ǫ il and n l are independent. The number of bidders is also assumed to be publicly known before bidding.
We consider a standard auction, in the following sense:
Assumption 4 The auction rules are such that the good is always assigned to the bidder with the highest value, and the lowest valuation bidder expects to pay nothing. This is a condition satisfied by the English auction, the sealed bid first-price auction, the second-price auction, and also by the all-pay auction.
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The method uses the central result in auction theory, the expected revenue equivalence theorem (Vickrey, 1961; Myerson, 1981) :
5 Theorem 1 (Expected Revenue Equivalence) Under assumptions 1, 3 and 4, the expected payment for the good in auction l is E[V (2:n l )l ].
Here the expectation is taken with respect to all information that is publicly available at the time of the auction; therefore the expected revenue equivalence
In the case of an all-pay auction, p l should be interpreted as the sum of the prices payed by all bidders, rather than the amount payed by the winner.
5 In what follows the notation x (k:n) represents the kth-highest order statistic from an i.i.d. sample of n observations of x.
In this section, we propose two alternative estimation procedures. The first one requires information about F , that is, knowledge of the valuation distribution up to location and scale. The second method is applicable when F is unknown.
Estimation when F is known
Suppose a dataset of auctions is available with information about the final selling price p l , the number of bidders n l and covariates [X l , Z l ]. Then under the assumptions made we can write
where the first equality is due to the expected revenue equivalence theorem, the third by linearity of the conditional expectation, and the second is an useful property of order statistics: When an increasing affine transformation is applied to all variables in a sample, the order statistics of the new sample are the same affine transformation of the original order statistics. Paarsch et al. (2006) use this property to propose an OLS estimator for µ l and σ l in the context of a second-price auction, since then the winning price is the second-order statistic itself.
we obtain
Note that the conditional expectation of the winning bid is linear in β and α. This means that OLS is an unbiased, consistent estimation method for these coefficients. This observation gives rise to a straightforward procedure to estimate β and α when F is known:
Method 1 Using the standardized value distribution F , compute a(n l ) for all values of n l in the sample. Construct the set of regressors
and run OLS of the observed winning bids on these regressors.
It is important to notice that method 1 is not the same as introducing n l as an additional regressor, as it is sometimes done in the literature, but rather introducing a(n l ), a nonlinear function of n l . In fact, ignoring the nonlinearity is never correct:
Proposition 1 There is no non-degenerate distribution F such that a(n) is affine in n.
Because the proof of this proposition depends on tools that will be developed in section 4, it will be deferred to appendix B.
The first step method 1 requires the computation of a(n) = E[ǫ Of these five distributions, in four a(n) can be written in closed form for all n ≥ 2:
• For the uniform distribution, a(n) = √ 3 n−3 n+1 .
• For the logistic distribution, a(n) =
• For the Laplace Distribution, a(n) = n ω 1:n−1 − (n − 1) ω 1:n , where
for all n ≥ 1 (including ω 1:1 = 0).
• For the Gumbel or extreme value type I distribution,
For the normal distribution, closed forms for a(n) exist only for n ≤ 5: (Godwin, 1949) . For higher values of n numerical integration can be used. The results reported in table 1 have been computed using Mathematica's NIntegrate algorithm. Tabulations with more accuracy and for higher values of n can be found in Harter (1961) (5 decimal places, n up to 100), Yamauti et al. (1972) (10 places, n up to 50) and Parrish (1992) (25 places, n up to 50).
The method can be applied with an arbitrary distribution F with mean 0 and variance 1. In this case numerical integration to evaluate a(n) will be required. Unbiasedness of the least squares regression requires this integration to be accurate, as computational error would lead to error-in-variables bias. Laffont et al. (1995) deal with this problem by modifying the objective function of their estimator to compensate for the computational error bias. In our case the issue is less problematic since 1) closed form solutions for a(n) exist in some cases; 2) even when they do not exist, the computation of a(n) must be done only once, and therefore it is possible to require a high level of accuracy.
(In the context of Laffont et al. (1995) , the computation must be redone for every evaluation of the objective function, and therefore accuracy is much more costly).
Assuming the hypothesis made about F is the correct one and the calculation of a(n) is made without errors, the estimators from method 1 have the standard properties of least squares estimators with non-spherical (and nonnormal) disturbances; they are unbiased and √ L-consistent, but they are not efficient.
Even with independence across auctions, there is heteroskedasticity across auctions with different numbers of bidders and efficiency can be gained with generalized least squares. For some distributional families, closed form solutions for the variance of ǫ (2:n) are available; for example, for the standardized Gumbel
across auctions, the variance of the residuals in method 1 regression is a multiple of Var(ǫ (2:n) ), and thus weighted least squares can be done with little additional computational cost.
Also, once F is imposed the model is fully specified, and thus maximum likelihood (ML) is available. Maximum likelihood estimators for the symmetric independent private values framework have been studied by Donald and Paarsch (1996) . For first-price auctions, the support of the bid distribution depend on parameters; as Donald and Paarsch (2002) put, "in such situations the maximum-likelihood estimator is often difficult to calculate and usually has a nonstandard limiting distribution that depends on nuisance parameters" (p. 305). Donald and Paarsch (1993) and Donald and Paarsch (2002) propose alternative estimation procedures that are computationally easier and have simpler asymptotic properties.
Similarly, the method proposed here trades off computational simplicity for efficiency. Appendix A provides evidence from Monte Carlo experiments that compare the OLS estimators with maximum likelihood in two simple settings where the ML estimator is computationally less involved. In both cases, there is a loss of efficiency from using OLS, as expected. OLS estimates for the mean µ tend to have acceptably low variances, in fact smaller than the variance of the estimator a researcher would obtain observing a sample of L valuations directly.
The same is not true for the estimator of σ, which is unbiased, but imprecise.
This is confirmed with field data in section 6.
Estimation when F is not known
The method proposed in the previous section requires introducing an appropriately chosen nonlinear function of the number of bidders as an additional regressor, and the appropriate function depends on the shape of the valuation distribution. This is a drawback since there may not be a priori information about F . In that case, it is possible to substitute dummy variables to flexibly estimate the unknown function a(n) in the conditional expectation of p l .
For every number of bidders k observed in an auction in the sample, construct a dummy variable d kl for the event n l = k. We consider two situations in turn:
The homoskedastic case where σ l = σ, and then the general case where σ l is a function of variable regressors as well.
When σ l = σ (that is, Z l contains only a constant), writing m l = X l β = β 0 + x l β 1 , we can write the conditional expectation of p l in terms of these variables as follows:
where the summation over k is over the empirical support of n l and δ k = β 0 + σa(n). Again we obtain a linear relationship that can be estimated using OLS.
The OLS estimates allows us to recover all β coefficients except the intercept.
Both σ and the intercept β 0 will be absorbed in the dummy coefficients, and thus cannot be identified.
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When Z l contains other variables, the conditional expectation will involve interactions of all these variables (including the constant) with the d kl . Adding those in a linear regression is enough to obtain unbiased estimates of the coefficients for regressors that appear on X but not on Z.
To obtain estimates for the other coefficients without imposing a distributional choice for the valuations, nonlinear least squares are required. Let Y be the set of regressors common to both X and Z, and let x and z be the sets of regressors that appear on X but not on Z and vice-versa. Write β = (β 1 , β 2 ) so that Xβ = Y β 1 + xβ 2 , and likewise for α. Then
The model imposes nonlinear restrictions on N × (A + B) of the "reduced form" coefficients obtained in this regression, where N is the number of different observed values for n l , A is the number of regressors that appear both in X and Z, and B is the number of regressors that appear only in Z. Since there are 2A + B + N parameters to be estimated (namely α 1 , α 2 , β 1 and a(n)), if N ≥ 4 the model will be identified.
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We thus propose the following method:
Method 2 For every number of bidders k observed in an auction in the sample, construct dummy variables d kl for the event n l = k.
• To obtain estimates of β parameters for the set of regressors x l in X l that do not appear in Z l , run OLS of p l on x l and all interactions of Z l and the dummies d kl ;
• To obtain estimates of the other parameters, run nonlinear least squares of p l on the function in the right hand side of equation 4, treating a(k) as parameters to be estimated.
An interesting feature of method 2 is that it may be possible to obtain estimates of moments of order statisticsâ(n) of the underlying distribution F .
This information can be used for inference about F . Section 4 discusses this possibility and section 6 provides a practical illustration.
Identifying Distributions from Least Squares Coefficients
As mentioned in the previous section, with method 2 it may be possible to obtain estimates for the a(n)'s, the first moments of the second order statistics of the F distribution. This section discusses ways to explore this information. It establishes that knowledge of these moments (for all n) is enough to fully identify the valuation distribution: in principle, it is possible to obtain a nonparametric estimator of the valuation distribution from the estimated coefficients of a least squares regression! It also provides a straightforward test for specific distributional assumptions.
The methodology is illustrated in the next section with an application to a dataset of auctions of iPod minis from eBay.
Full Identification of F from {a(n)}
A probability distribution can be fully identified from knowledge of its a(n)'s.
This has been shown in several versions in the Statistics literature (Hoeffding, 1953; Chan, 1967; Pollak, 1973) . Here a constructive proof is provided, that directly shows how to compute F from {a(n)} ∞ n=2 .
Theorem 2 Suppose that F has a finite expectation. Then there is a one-to-one mapping between F and the sequence {a(n)} ∞ n=2 .
The overall strategy of the proof follows Pollak (1973) : the construction of F from a(n) will be made in two steps, that we state as lemmas.
, for all n = 2, 3, . . . and all k = 1, 2, 3, . . . , n − 1. Then the following recurrence relation holds:
Proof: See appendix B.
, for all n = 2, 3, . . . and all k = 2, 3, . . . , n.
The recurrence relation is valid for any random variable (with finite expectation). If the mean (=ω (1:1) ) of it is known, then one can further compute ω (1:n) using the recurrence formula. However, this will not be needed in what follows.
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Another remarkable fact is that the same recurrence relation is valid for the expectation of any measurable function g of the order statistics:
. So the same lemma applies to other moments, such as the variance of the order statistics.
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Lemma 2 Let {k n } be a sequence of integers such that
Proof of Theorem 2:
To obtain the quantile
a sequence {k n } such that k n ≥ 2 and k n /n → 1−α. Use the recurrence formula to compute ω (kn:n) from the a(n)'s, and then take the limit. The converse is immediate.
In principle Theorem 2 provides a way to obtain a non-parametric estimate of the distribution of F by ordinary least squares. From method 2 we obtain estimatorsâ(n) that are consistent for a(n). Since the recurrence formula is linear, the correspondingω (k:n) are also consistent (for a fixed n, as the number of auctions goes to infinity). Finally, for large n, from lemma 2 the expectation of these estimators converges to the quantiles of the original distribution.
9 The recurrence relation can also be used to facilitate computation of a(n); for example, see the closed form solution for the Laplace distribution in section 3.1.
10 Another application of the recurrence relation in Economics can be found in Athey and Haile (2002) . Using the relation with g(x) = 1I{x < t} one obtains a recurrence relation between distributions of order statistics. Athey and Haile (2002) use this relation to investigate ways of testing for the winner's curse.
However, the linear combinations that arise from the recurrence formula have large coefficients of opposing signs. Therefore the variance ofω (k:n) can be very large even if theâ(n) are estimated precisely. So this estimation strategy is likely to perform very poorly even in a very large dataset.
To see that, using the recurrence formula the following closed form expression for ω (k:n) can be obtained:
.
is a linear combination of the k − 1 previous a(n)'s, with coefficients that alternate signs. As k and n grow, not only the number of terms in the sum grow, but also do the coefficients. This means that the estimator for ω (k:n) is likely to have a variance too large to be of practical use.
Consider for example the case where µ l = 0 and σ l = 1. In this case the estimators forâ(n) are means of different auction subsamples, and are therefore independent. In this case, the variance ofω
Suppose we are interested in estimating the median of the valuation distribution, and for that we useω (n/2:n) for some large choice of n. Take the first coefficient c 0kn . For k = n/2 we find
So the variance ofω (n/2:n) would be arbitrarily large for large values of n even if we had a sample that allowed us to estimate a(n) well. For this reason, one should not expect to obtain accurate estimates of quantiles of F using this method.
However, theorem 2 indicates that there is a significant amount of information in {a(n)}; in particular, about aspects of the shape of the upper tail that are of interest to study revenue and surplus issues. The next section discusses a practical way to explore this information.
Hypothesis Testing about Distributions
The information contained on theâ(n) estimators can be used to test for the hypothesis of a specific distribution F .
Under the null hypothesis that a given F is the standardized valuation distribution, method 1 would be appropriate. Under the alternative hypothesis, method 2 would be. But the regression by method 1 is a restricted version of the regression in method 2, where the a(n) terms are required to follow the shape specified by F . So one can simply test the hypothesis by running both methods and applying an F-test on the R 2 difference. 11 This procedure is illustrated in section 6.
Other settings
The presentation of the method was done under the assumption of the benchmark model in auction theory, the independent private values framework with symmetric bidders and exogenous participation. In many applications, some or many of the underlying hypotheses in this model do not hold. This section 11 If F is known up to a family of distributions indexed by a set of parameters θ, a similar idea can be used in a two step procedure to estimate θ.
Assume that ǫ il is drawn from a distribution F ∈ {F θ } θ , where {F θ } θ is a family parameterized by θ. We are interested in finding θ such that F = F θ . Then, for every n observed in the sample, we can use the moment condition
for each n to run a GMM method using as the left hand side the estimates that come from method 2. Further research is needed to investigate if this approach is feasible and yields good estimators in small sample.
briefly discusses to what extent the method works when applied in more general contexts.
Given that the presentation relied on the expected revenue equivalence theorem, it may come as a surprise that the method is to some extent applicable even in contexts where the theorem does not hold. The key to the method is a general property of auction games: when an affine transformation is applied to all valuations, then the new equilibrium bids will be an affine transformation of the original equilibrium bids. Proposition 2 Suppose bidders are risk neutral and the auction rule is such
, for all i and (iii) losing bidders pay nothing. Then, if b * is a Nash equilibrium of an auction when bidders have valuations v, then µ + σb * is a Nash equilibrium of the auction when valuations are µ + σv. As a consequence, if the expected selling price in the former auction is p * , then the expected price in the latter auction will be µ + σp * .
Proof: For b * to be a Nash equilibrium under v, it must be that it prescribes i to bid
where this expectation is taken to be conditional on all information available to i (including the contingency of winning).
In the game with valuations µ + σv, suppose the other bidders play µ + σb * −i .
By following µ + σb * i bidder i obtains
Thus, if b * i is a best response to b * −i in the former game, µ+σb * i is a best response to µ + σb * −i in the latter game.
As for the expected selling price, this is a consequence of this result combined with the affinity of P i .
The three conditions for the proposition are satisfied by standard auction rules. The condition on W i is satisfied by any rule that assigns a winner based on a ordering of the bids. 13 The condition on P i is also very easily met, as typically the payment for the winner is either the bidder's own bid (as in a first 13 It is important to point out that this assumption implicitly imposes a restriction on reserve prices. For W to have the desired property, either the reserve price r must be trivial (in the sense that the probability of v i and µ + σv i be below r is zero) or it must change along with v (so that in the second auction the reserve price is µ + σr).
price auction) or somebody else's bid (as in the Vickrey or English auctions).
The condition on losing bidders paying nothing rules out all-pay auctions, but is otherwise usually satisfied.
Consider now a setting with three sets of exogenous variables: (X l , Z l , R l ).
As before, let X l and Z l be regressors that affect the location and scale of bidder valuation. Let R l be variables that capture all changes in conditions across auctions: for example, changes in auction rules and variation in participation levels (both total number of bidders and the presence of specific bidders if their valuations are asymmetric). Let V l = (V 1l , . . . , V n l l ) be the vector of valuations for bidders in auction l. We impose the following generalization of assumption 1:
Assumption 5 V l = µ l + σ l ǫ l , where ǫ l , the vector of standardized valuations, conditional on R l has the same distribution across auctions (and are independent across auctions).
In other words, after a suitable standardization, the joint distribution of valuations is the same across auctions with the same characteristics R l . Using proposition 2, we obtain
whereã(R l ) = E[p l |R l ], wherep l is the equilibrium selling price in an auction with rules R l and standardized valuations (that, is, if µ l = 0 and σ l = 1).
Conceptually, this is a direct generalization of equation 3; in practice, however, what is lost is the easy statistical interpretation of the additional regressor a(n l ) that is possible when the expected revenue equivalence theorem holds. To computeã(R l ), one needs to fully specify the auction game being played, then solve for the equilibrium bids. Thus, generalizing method 1 becomes computationally burdensome.
It is possible to generalize method 2. What is needed is to add dummy variables for all interactions of variables in R l rather than just the number of bidders n l . Here are two examples:
As a first example, consider an affiliated valuations model, and suppose the joint distribution of valuations across auctions varies only in location and scale. Because valuations are not independent, the expected price in the auction depends not only on the number of bidders but also on the specific auction rule utilized; for example, if it is an English auction the expected price will be higher than in a first-price auction. In this case, the successful application of method 2 will require a set of dummies that interact the number of bidders with the particular auction rule used, if it changes across the sample.
Another example would be a situation where valuations are independent, but asymmetric: there are two types of bidders with valuation from different distributions. Now "location" and "scale" coefficients are interpreted as follows:
When evaluated at the true parameters, µ l = X l β and σ l = Z l α are such that for all bidders i of the first type, (V il − µ l )/σ l is i.i.d. In general, two important requirements should be met for this approach to be valid. First, coefficients that can be directly estimated have to impact all bidders in the same way. In an asymmetric auction setting, for example, it is not possible to have different coefficients in the location specification for different bidder types. 14 This makes the method unappealing if the focus of the research is investigating the nature of bidder asymmetry.
Second, R l should be exogenous, and must contain all changes in rules and settings that modify the game being played. If equilibrium behavior is affected by any variable that is observed by bidders but is absent from R l , then estimates from the method will be biased from spurious correlation between X l or Z l and this variable. An important practical setting where this problem may occur (even in the symmetric independent private values case) is when the number of bidders is not observed or is not exogenous.
In conclusion, it is possible to apply method 2 in some circumstances outside the symmetric independent private values environment, but one should keep in mind that the approach is just a way to obtains estimates for location and scale coefficients controlling for "auction effects", not a way to investigate properties of auctions in wider settings. In the example reported in appendix A, the coefficient of a exogenous regressor on µ l can be estimated, but the coefficients of the "auction controls" are very difficult to interpret, and it is not obvious how to use this information for inference on the nature of the asymmetry between bidders. It would also be impossible to apply the method without information on the number of bidders of each type.
Illustration: iPod mini auctions in eBay
This section illustrates the methods proposed in this paper using a sample of online auctions for Apple iPod mini players. The iPod is a popular portable device that stores and plays music files, as well as store other electronic data.
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This product is a convenient choice for this illustration for two reasons: First, because of its success and size the online market for iPods is very liquid; currently in eBay alone there are several thousand listings of Apple iPods. Second, since the design of all iPods is under the control of the same company, the amount of product heterogeneity is limited.
Out of the several different types of iPods, the analysis here will focus on the iPod mini. Compared to the original iPods, the minis provide the same capability, but are smaller and come in several different colors.
16 At the time the data was collected iPod minis were no longer actively promoted by Apple, but were still commonly found in stores and in online markets such as eBay. It was a mature product in the technology adoption life cycle, in the sense that its characteristics were already well-known by the public, but it was not yet perceived as obsolete.
There is both a vertical and a horizontal dimension of differentiation among versions of the iPod mini. The vertical element (among new devices) is memory size, that can be 4 Gb or 6 Gb. The horizontal element is color (Silver, Blue, Green or Pink). In eBay, a significant fraction of the market is second-hand; even non-working devices are sold, often to be harvested for parts or used as a learning tool by technicians. This introduces an obvious additional source of differentiation. There may also be differentiation among auctions due to the seller characteristics, such as reputation.
Data
Data were collected from 1225 completed eBay auctions from June 27 to July 18, 2006. The data includes only auctions listed under the Apple iPod mini category in eBay. Auctions for accessories or parts as well as lots of devices were not included. However, the sample does include devices described as defective.
225 auctions with one single bidder we also excluded, since the methodology 16 Apple later released smaller devices, the iPod shuffle and the iPod nano.
does not apply in this case.
While the majority of auctions in the sample has a symbolic posted reserve price, 18 some sellers elect to place a nontrivial reserve price. Analysis of the latter auctions is problematic, since we do not observe neither the bids nor the number of bidders below the reservation price. 19 We elected to focus attention only on auctions with a posted reserve price of US$ 17 or less. As figure 1 shows, this avoids auctions with reserve prices around $20 where the truncation effect starts to be visible. Fortunately, the restricted sample still contains the majority of the observations, with 654 auctions.
For each auction we collected the final price, the number of bidders (defined as the number of different buyers that placed bids), product characteristics such as color, memory size and condition (New, Used, Refurbished or other), and seller feedback statistics. In addition to stated condition, a dummy variable BROKEN was created for items described as either non-operational or with a serious defect. Usually such defect is short battery life, but includes issues such as a broken screen or headphone jack (which makes the device useless for its intended purpose). We did not classify as broken devices with scratches and other defects of cosmetic nature.
In eBay, after every transaction the parties involved are asked to provide feedback on each other. Two statistics are widely reported: Feedback score, which is the number of positive feedback ratings minus the negatives, and the positive feedback percentage. Instead of using these figures directly as regres-17 In eBay, completed auctions with a single bid are almost always due to "Buy It Now" bids. A popular auction rule in eBay allows sellers to post a "Buy It Now" price, at which any buyer can purchase the item before bidding starts. Reynolds and Wooders (2003) provide a theoretical analysis of this auction rule. The "Buy It Now" price is not a reserve price; if taken, it immediately ends the auction. Furthermore, once regular bidding starts, the "Buy It Now" option is no longer available, and thus does not affect bidding in the auctions in the sample.
18 Confusingly, in eBay open reserve prices are called "starting bids". 19 Note that the same problem does not exist for hidden reserve prices, since for those participation below the reserve is public information. sors, we used POS = log 2 (P + 1) and NEG = log 2 (N + 1), where P and N are the numbers of positive and negative ratings not withdrawn.
Results
We report four specifications involving both indicators of product characteristics and seller reputation. Specification I simply assumes that both µ and σ are constant. Specification II allows µ to be a function of several characteristics that might affect willingness to pay, namely BROKEN, dummies for used, new and refurbished condition, 20 , dummies for color 21 and the number of Gb of memory.
In addition, POS and NEG have been included in order to evaluate the impact of seller reputation in the bidders' average willingness to pay. In specification III the variables found to be insignificant in specification II are dropped. Finally, in specification IV BROKEN, NEW, POS and NEG are allowed to affect both µ and σ.
For each of the specifications, regressions were ran using method 2 and method 1 for each of the five distributions used in table 1. Table 2 reports the results of tests on the shape of F . In all cases, the Gumbel distribution provides a better fit. There is a theoretical reason to favor this distributional choice as well, as it is one of three possible limiting distributions of maxima of random variables. Suppose valuations in the general population are independent and identically distributed with an arbitrary distribution that satisfies a right tail condition; 22 split the general population into several independent subgroups of the same size, and let bidders that go to eBay be those with the highest value within each group. Then according to the the Fisher-Tippett-Gnedenko Theorem, the distribution of the bidders' valuations will be approximately Gumbel.
20 The omitted dummy variable is no condition reported. 21 Namely, silver, blue, pink and green. Again, the omitted category is no color reported. 22 Namely, let G(x) be the distribution in question; then a function b(x) should exist such that, for all t > 0, limx→∞
For both reasons, we select the Gumbel distribution and report the coefficients obtained for each specification under this assumption in table 3. The coefficients obtained under other distributional assumptions are similar and have been omitted for brevity. The figures in parentheses are heteroskedasticityconsistent standard error estimates.
Coefficients on the mean valuation have the expected sign. In specification II, we find that broken iPods are worth US$ 39 less, while iPods reported to be new are worth US$ 60 more. Other condition variables and color are not significant, and were dropped in specification III.
Seller feedback has a significant effect on µ: Roughly every doubling of positive ratings increases the buyers' willingness to pay by US$ 2. A doubling of both positive and negative ratings leads to a decrease of US$ 1.20.
Why would that be? It is obvious why buyers are willing to pay more for sellers with positive feedback and less for sellers with negative feedback, but it is less clear why the latter effect is greater. In a simple framework of Bayesian updating, increasing both POS and NEG amount to more precise information about the odds of a bad deal, and this is not expected to make buyers less willing to buy.
Specification IV suggests an explanation for this puzzle. In it, POS and NEG (as well as BROKEN and NEW) are allowed to affect valuation dispersion as well as location. Point estimates for both POS and NEG are negative, albeit insignificant. This suggests an explanation for why longer feedback histories seem to be worse: as POS and NEG grow, bidders obtain more information about the prospect of a good deal, and as a result their valuations become less dispersed (presumably because their heterogeneous beliefs converge). As a result, the transaction price decreases. Omitting this effect introduces a bias in the estimated mean effect. When this effect is accounted for, we find virtually identical effects of POS and NEG in µ, which is compatible with a theory where bidders care only about the odds of a bad deal.
Similar biases have been found for the BROKEN and NEW variables. There is more uncertainty about the value of broken iPods and the there is less uncertainty about iPods classified as new. This leads to substantial biases on the coefficients on the mean when this effect is omitted; in specification IV we find that broken iPods are worth US$ 5 less and new iPods are worth US$ 13 more than previously estimated.
While suggestive, point estimates of coefficients in specification IV are for the most part not significant. This is probably due to near multicollinearity for regressors used both for µ and σ. This combined with the findings from the Monte Carlo experiments suggests that the method may lead to imprecise estimates for rich specifications of σ.
As discussed in section 3.1, theory predicts heteroskedasticity of a form that depends on the F distribution. In the case of a standardized Gumbel distribution, the variance of the ǫ (2:n) is 1 − 6 π 2 n(n − 1)[log(n) − log(n − 1)] 2 , and the square root of this expression can be used as a weight to improve efficiency if σ l = σ. Table 4 reports weighted least squares estimates for the specifications where this requirement is met. Here, conventional standard errors are reported.
Results are similar to those reported in the previous table.
Concluding Remarks
This paper attempts to combine the strengths of two distinct branches of the empirical literature on auctions with the goal of obtaining a method at once computationally accessible and theoretically sound.
In a nutshell, the main finding of the paper is that one can estimate parameters that impact the location and scale of the value distribution of all bidders in a simple and unbiased way, provided one controls for variables that affect bidding behavior in a flexible way.
Under the framework investigated in this paper, the method provides a way to separate the effect of regressors that affect bidding through the value distribution from those that affect bidding strategically. It can be an useful tool for researchers interested in measuring the former while properly controlling for the latter; conversely, it helps identifying the misspecification bias that occurs when the latter are not accounted for.
The method is not designed for investigation of deeper aspects of the strategic interaction of players in general auctions. It is however an acceptable way to identify covariates that affect the location or scale of all bidder valuations.
It can therefore be used as a tool to control for variation across auctions, such as product characteristics. As such, we hope the method might play a complementary role to existing structural methods, as a preliminary exploratory tool for researchers interested in applying more ambitious structural econometric models to auction data.
A Monte Carlo Experiments
We report three Monte Carlo experiments for the estimation method proposed in this paper. The first two have the objective of comparing its small sample performance with the maximum likelihood estimator in simple settings; the third experiment illustrates the applicability of method 2 to the context of asymmetric auctions.
In experiment one, we consider second-price independent private value auctions, where valuations are normally distributed with mean µ = 3 and standard deviation σ = 1. Participation is exogenous and random: in each auction, the number of bidders n l is drawn from the uniform distribution over {2, 3, 4, 5, 6}.
There is no reserve price.
We seek to estimate both µ and σ from samples with 50, 100 or 200 auctions where we observe the selling price p l and number of bidders n l . As discussed in Donald and Paarsch (1996) , because this is a Vickrey auction the likelihood of the winning price is h B (p l ; n l ) = n l (n l −1)Φ
where Φ and φ are the standard normal distribution and density. One can obtain (efficient) estimates maximizing Π l h B (p l , n l ) for µ and σ; alternative, one can run OLS of p l on a constant and the artificial regressor for the normal distribution reported in table 1. Experiment two compares the least squares and maximum likelihood estimator in the context of a first-price auction. As discussed in Donald and Paarsch (1996) , using maximum likelihood with first-price auction data is more complex for two reasons: first, computing the maximum likelihood is harder, since it may require solving a differential equation for each observation and each parameter evaluation. Second, the maximum likelihood estimators are not asymptotically normally distributed, and thus inference is not straightforward.
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In experiment two, we consider first-price auctions with independent private values drawn from a uniform distribution with mean µ = 3 and standard deviation σ = 1. 24 As above, n l is uniform between 2 and 6, sample size is 50, 100 or 200 and the number of replications is 1000.
23 Donald and Paarsch (1993) introduce a technique, piecewise pseudo-maximum likelihood, that leads to asymptotically normal estimators for auction models. 24 We used the uniform distribution to speed up the computation of equilibrium bids.
Results are reported in table 6. As above, least squares estimators are unbiased but less efficient than maximum likelihood with the efficiency loss being more pronounced in the estimator of σ. The proportional loss of efficiency between the OLS and the ML estimators becomes larger as the sample size grows; this may be due to ML being super-consistent in this context, converging at rate L rather than √ L (Donald and Paarsch, 1996) . Results suggest that the ML estimator for the mean is biased downward. As predicted by Donald and Paarsch (1996) , we find that the Jarque-Bera test strongly rejects normality of either maximum likelihood estimator, while the least squares estimators are not rejected to be normally distributed for a sample size of 50.
The third experiment illustrates the application of method 2 in the context of asymmetric auctions. We consider second-price independent private value auctions with three different types of bidders: bidders of the high type have values drawn independently from distribution N (12 + X l β, 3), bidders of the medium type from N (11 + X l β, 2), and bidders of the low type from N (10 + X l β, 1). X l is a product characteristic that has the same effect β on all bidders.
The number of bidders is exogenous and random, with one or two of each bidder type per auction. The number of bidders of each type is observed, as it is necessary to apply the method. We seek to estimate β = 1.
We run method 2 in 1000 replications of samples of size 100. We added a dummy for each configuration of participation; in the tableδ ijk is the coefficient for participation of i bidders of low type, j bidders of medium type and k bidders of high type. Results are shown in table 7. We find the method can readily estimate β. The estimated patterns for the control coefficients does not lend itself very easily to interpretation (for example, on average we obtain δ 112 >δ 121 <δ 211 ).
B Proofs
Proof of lemma 1:
we have that
so the recurrence relation holds.
Proof of corollary 1: By induction, since it is immediate that with all ω (k:n)
and a(n + 1), one can directly compute all remaining ω (k:n+1) .
Proof of lemma 2:
The argument roughly follows Hoeffding (1953) . We will show that the distribution of ǫ (kn,n) converges to the constant F −1 (α).
Given a quantile u, Pr(ǫ (kn,n) < F −1 (u)) can be written as
We must show that this goes to 0 for u < α and to 1 for u > α.
The function t αn (1 − t) 1−αn is increasing for t < α n ; so
The argument for u > α is analogous, since the function t αn (1 − t) 1−αn is decreasing for t > α n .
Proof of proposition 1: Suppose there was such distribution. Let a(n) = ω (2:n) = c + bn for some constants c and b. We must necessarily have b ≥ 0. If b = 0, by the mapping from Theorem 2 it is easy to verify that the distribution is degenerate. So we must have b > 0. Now, successively apply the recursion formula to the case where k = 1. We obtain
as n → ∞, since the sum that multiplies b diverges (while the one that multiplies c does not). This contradicts the fact that ω (1:n) should be increasing in n. 
