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Résumé
Les systèmes embarqués et objets connectés sont aujourd'hui de plus en plus répandus.
Contrairement à d'autres systèmes accessibles uniquement par le réseau, les systèmes
embarqués sont accessibles physiquement par un attaquant. Celui-ci peut alors exploiter
cette proximité physique pour monter des attaques par canal auxiliaire aﬁn de compro-
mettre ces systèmes ou leurs données. Ces attaques non intrusives ont ainsi montré une
grande eﬃcacité pour récupérer les clés cryptographiques utilisées dans de tels systèmes. Il
est alors primordial de protéger les systèmes embarqués contre cette menace sérieuse. Les
contre-mesures logicielles sont la plupart du temps appliquées manuellement par des ex-
perts. Dans cette thèse, nous proposons d'appliquer automatiquement ces contre-mesures
au sein du processus de compilation. Nous proposons deux approches, l'une pour appli-
quer une contre-mesure de masquage booléen de premier ordre, l'autre pour appliquer
une contre-mesure de polymorphisme de code. Nous apportons des réponses à plusieurs
problèmes liés à la génération dynamique de code pour permettre l'utilisation du poly-
morphisme de code sur des systèmes contraints. Enﬁn, nous adaptons les contre-mesures
choisies aﬁn d'obtenir de meilleurs compromis entre performances et sécurité.
v
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Abstract
Embedded systems and connected objects are increasingly used nowadays. Unlike some
other systems accessible only through the network, embedded systems are physically ac-
cessible by an attacker. The latter can then exploit this physical proximity to mount side-
channel attacks to compromise these systems or their data. These non-intrusive attacks
have shown great eﬀectiveness in recovering cryptographic keys used in such systems.
Embedded systems must therefore be secured against this severe threat. Software coun-
termeasures are most often applied manually by experts. In this thesis, we propose to
automatically apply these countermeasures within the compilation process. We propose
two approaches, one to apply a ﬁrst-order Boolean masking countermeasure, the other
to apply a code polymorphism countermeasure. We address several problems related to
dynamic code generation to enable the use of code polymorphism on constrained sys-
tems. Finally, we adapt the chosen countermeasures to obtain a better trade-oﬀ between
performance and security.
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2 1.1. Introduction
1.1 Introduction
Aujourd'hui, les systèmes embarqués font partie intégrante de notre vie quotidienne et
constituent le plus grand segment du marché de l'électronique grand public. Le nombre de
systèmes embarqués qu'une personne manipule chaque jour devrait augmenter massive-
ment avec le développement de l'Internet des Objets. En 2008, ce nombre était déjà élevé
puisqu'une personne utilisait environ 230 puces embarquées chaque jour en moyenne [Si-
fakis, 2011].
Les systèmes embarqués et objets connectés constituent des cibles intéressantes pour un
attaquant pour plusieurs raisons. D'abord, ces systèmes manipulent souvent des données
sensibles. Par exemple, des données privées critiques sont traitées quotidiennement par
les cartes de paiement, les cartes de transport, les smartphones, les GPS, etc. Ensuite,
de plus en plus de ces systèmes sont connectés à internet. Un attaquant réussissant à
compromettre un grand nombre de ces systèmes peut alors les utiliser pour mener des
attaques par déni de service (DDoS) [INRIA, 2019], comme cela a été le cas par exemple
dans une université dont le réseau a été rendu inopérant par une attaque utilisant plus
de 5000 objets connectés [Famien, 2017].
De telles attaques peuvent avoir des conséquences de bien plus grande ampleur. Ainsi,
une attaque par déni de service massive sur des infrastructures DNS a paralysé toute une
partie d'internet pendant plusieurs heures en 2016 [Josset, 2016].
Par conséquent, la sécurité des systèmes embarqués et objets connectés se révèle être une
préoccupation majeure tant pour les industriels que pour les organismes publics.
Les dispositifs sécurisés ont recours à la cryptographie pour protéger les données sensibles,
ou pour authentiﬁer des mises à jour du micrologiciel aﬁn de garantir que ces mises à
jour proviennent du fabricant et non pas d'un attaquant. Bien que ces systèmes utilisent
des algorithmes cryptographiques robustes contre la cryptanalyse, les attaquants peuvent
exploiter un accès physique à un dispositif soit pour extraire des données sensibles telles
qu'une clé cryptographique, soit pour contourner une authentiﬁcation, soit dans certains
cas pour rétro-ingéniérier des propriétés intellectuelles. Ces attaques, connues sous le nom
d'attaques physiques, se divisent en deux catégories :
1. Les attaques par canal auxiliaire, introduites par [Kocher, 1996], exploitent la cor-
rélation entre les données traitées à l'intérieur de la puce et des grandeurs physiques
pouvant être mesurées de l'extérieur. Ces grandeurs physiques comprennent no-
tamment la consommation d'énergie de l'appareil [Brier et al., 2004,Kocher et al.,
1999,Mangard et al., 2007,VanLaven et al., 2005,Peeters, 2013], le rayonnement
électromagnétique [Agrawal et al., 2003,Gandolﬁ et al., 2001], les émissions acous-
tiques [Genkin et al., 2017], le temps d'exécution [Dhem et al., 2000,Kocher, 1996],
etc.
2. Les attaques par injection de fautes, introduites par [Boneh et al., 1997], exploitent
l'eﬀet d'une perturbation délibérée sur un système pendant son fonctionnement.
Les attaques par injection de fautes peuvent être eﬀectuées au moyen d'un faisceau
lumineux ou laser [Dutertre et al., 2014, Skorobogatov et Anderson, 2003], d'une
injection électromagnétique [Quisquater et Samyde, 2001,Ordas et al., 2015b,Deh-
baoui et al., 2012], d'une variation de la tension d'alimentation [Aumüller et al.,
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2003, Carpi et al., 2013], d'une perturbation du signal d'horloge [Agoyan et al.,
2010], d'un changement de température [Skorobogatov, 2009,Hutter et Schmidt,
2014], etc.
De nombreuses protections pour contrer les attaques physiques ont été proposées, à la fois
logicielles [Barenghi et al., 2010,De Keulenaer et al., 2016,Agosta et al., 2015a,Couroussé
et al., 2016,Mangard et al., 2007] et matérielles [Avirneni et Somani, 2014,Güneysu et
Moradi, 2011,Singh et al., 2018,Sasdrich et al., 2017,Wang et al., 2017]. Il existe également
des approches mixtes matériel-logiciel [Danger et al., 2014,Bayrak et al., 2012,Ambrose
et al., 2007].
Par le passé, ces contre-mesures ont principalement été appliquées sur des dispositifs
nécessitant une certiﬁcation critères communs comme les cartes bancaires [com]. Les dis-
positifs embarqués ou objets connectés n'ont, pour la plupart, pas de certiﬁcation de
niveau de sécurité à passer avant d'être commercialisés, bien que de nouveaux proces-
sus de certiﬁcations nationaux visant ces plate-formes aient été mis en place dans plu-
sieurs pays récemment, comme la CSPN (Certiﬁcation de Sécurité de Premier Niveau)
en France [ANSSI, 2008], la BSZ en Allemagne [Federal Oﬃce for Information Security,
2019] ou encore la LINCE en Espagne [CCN, 2018].
1.2 Problématique
Il y a un besoin fort d'appliquer des contre-mesures contre les attaques physiques sur les
systèmes embarqués et objets connectés susceptibles d'être la cible de ces attaques. Ce
besoin se heurte à plusieurs contraintes. Premièrement, les solutions matérielles peuvent
s'avérer trop coûteuses pour ces dispositifs qui sont soumis à de fortes exigences en matière
de coûts. Aussi, l'application de solutions logicielles est le plus souvent manuelle, demande
un haut niveau d'expertise pour adapter la contre-mesure à un algorithme, et doit le plus
souvent être faite sur le code assembleur ou en écrivant le code source sous une forme
complexe pour que la protection soit bien présente dans le code ﬁnal. En eﬀet, le processus
de compilation peut altérer voire éliminer les protections appliquées.
Ainsi, l'intégration des contre-mesures est longue et coûteuse. Pour répondre à cette
diﬃculté d'application des contre-mesures, il est nécessaire de développer des approches
automatisées. Celles-ci doivent prendre en compte l'étape de compilation des programmes
aﬁn d'éviter que les transformations de code interne au compilateur n'aﬀecte les protec-
tions, mais peuvent aussi chercher à tirer proﬁt du compilateur pour obtenir de meilleurs
compromis sécurité / performance.
1.3 Contributions
Dans ce manuscrit, nous proposons d'étudier comment des contre-mesures logicielles exis-
tantes contre les attaques par canal auxiliaire peuvent être intégrées au processus de
compilation, aﬁn de tirer proﬁt du compilateur pour les optimisations en performance,
tout en réduisant les risques que les contre-mesures soient altérées par les diﬀérentes
transformations appliquées par le compilateur.
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Nous faisons d'abord une analyse de l'état de l'art sur les techniques d'automatisation
d'application de contre-mesures contre les attaques physiques. Nous apportons ensuite
des contributions au problème d'automatisation pour les deux grands principes de contre-
mesures contre les attaques par canal auxiliaire : le masquage et la dissimulation. Nous
montrons pour ces deux principes que le compilateur peut être un outil adapté pour leur
application automatisée : se placer au sein du compilateur permet d'eﬀectuer à la fois des
transformations de haut et de bas niveau, et de choisir le placement de l'application de
la contre-mesure par rapport aux diverses optimisations du compilateur.
La première contribution majeure concerne la compilation d'une contre-mesure de mas-
quage et le développement d'optimisations pour celle-ci. Nous montrons comment appli-
quer une contre-mesure de masquage booléen du premier ordre au sein du compilateur.
Nous choisissons d'appliquer une telle contre-mesure à la ﬁn de la partie du compilateur
indépendante de la cible, le middle-end, pour pouvoir supporter diverses architectures,
et éliminer les risques liés aux nombreuses optimisations qui ont lieu en amont. Nous
proposons une implémentation dans une passe ajoutée à LLVM. Nous utilisons une tech-
nique de masquage pour les tables constantes par évaluation de polynômes interpolateurs,
encore jamais automatisée à la compilation. De plus, nous apportons des optimisations
pour cette évaluation permettant de réduire le coût, souvent très élevé, du masquage de
ces tables. Enﬁn, nous mettons en évidence les eﬀets de la partie du compilateur dépen-
dant de la cible (le back-end) et de la micro-architecture de la plate-forme cible sur la
contre-mesure.
La seconde contribution majeure concerne la compilation d'une contre-mesure de dissi-
mulation et l'amélioration de la contre-mesure. Nous choisissons une contre-mesure de
dissimulation fortement conﬁgurable : le polymorphisme de code. Sa généricité permet
de cibler tout type de codes. Nous montrons comment le back-end peut être modiﬁée
pour appliquer cette contre-mesure. Nous expliquons comment proﬁter des optimisations
statiques du compilateur ainsi que de ses capacités d'analyse de code pour obtenir une
génération dynamique de code polymorphe eﬃcace. Nous proposons également une trans-
formation de code appelée bruit dynamique aﬁn de permettre de meilleurs compromis
entre sécurité et performance. Nous montrons que cette nouvelle transformation permet,
pour un niveau de sécurité souhaité, de réduire beaucoup plus la fréquence à laquelle un
code diﬀérent doit être généré. Enﬁn, nous observons l'impact de la contre-mesure en sé-
curité et en performance sur des codes variés, et constatons que la contre-mesure permet
d'obtenir de hauts niveaux de sécurité tout en conservant des surcoûts en performance
contenus.
1.4 Plan du manuscrit
La suite de ce manuscrit est organisée comme suit.
Le chapitre 2 "Attaques physiques et principes des contre-mesures" est une introduc-
tion aux attaques physiques ainsi qu'aux grands principes de contre-mesures logicielles
existant.
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Le chapitre 3 "État de l'art sur l'application automatisée de contre-mesures" présente un
état de l'art sur l'application automatisée de contre-mesures contre les attaques physiques.
Il propose une classiﬁcation des diﬀérentes approches de l'état de l'art en fonction du
niveau - code source, assembleur ou compilateur - auquel la contre-mesure est appliquée.
Les avantages et inconvénients de chaque niveau sont exposés. Nous expliquons alors
pourquoi nous pensons que le niveau du compilateur est le plus adapté pour l'application
automatisée de contre-mesures contre les attaques physiques.
Le chapitre 4 "Application du masquage" présente une approche d'application automa-
tisée d'une contre-mesure de masquage à la compilation. Nous proposons un algorithme
d'application de la contre-mesure destiné à travailler sur une forme SSA, et plusieurs op-
timisations en performance. La mise en ÷uvre de cet algorithme dans LLVM est ensuite
détaillée. Nous évaluons cette approche en performance et en sécurité.
Le chapitre 5 "Application du polymorphisme de code" présente une approche d'ap-
plication automatisée d'une contre-mesure de polymorphisme de code. Nous proposons
d'utiliser un compilateur statique pour générer automatiquement des générateurs de code
spécialisés, qui pourront faire varier le code lors de l'exécution. Nous introduisons une
nouvelle transformation dynamique de code permettant d'obtenir de meilleurs compro-
mis sécurité / performance. Nous décrivons un mécanisme de changement de permissions
mémoire s'appuyant sur le caractère spécialisé de nos générateurs de code aﬁn qu'eux
seuls puissent émettre du code dans une zone mémoire qui sera ensuite exécutée. Nous
montrons également comment allouer la mémoire de manière réaliste tout en évitant les
dépassements de tampon. Enﬁn, nous évaluons en performance et en sécurité plusieurs
codes sécurisés avec diverses conﬁgurations.
Le chapitre 6 "Conclusion et perspectives" eﬀectue un bilan sur les contributions appor-
tées et donne diﬀérentes pistes de recherche, à court et moyen terme.
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Chapitre 2
Attaques physiques et principes des
contre-mesures logicielles associées
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8 2.1. Introduction
2.1 Introduction
Ce chapitre vise à présenter les attaques physiques, ainsi que les grands principes des
contre-mesures logicielles déployées contre ces attaques. Il s'étend plus amplement sur les
attaques par canal auxiliaire, qui forment le sujet principal de cette thèse. Néanmoins, les
attaques par injections de fautes et leur principes de protections sont également introduits
de manière à pouvoir aussi analyser les approches automatisées d'application de telles
contre-mesures.
2.2 Attaques physiques
Cette section présente les attaques par canal auxiliaire et les attaques en fautes.
2.2.1 Attaques par canal auxiliaire
Comme déjà mentionné dans le chapitre précédent (section 1.1), les attaques par canal
auxiliaire exploitent le lien entre les données et instructions manipulées par un processeur
et des grandeurs physiques mesurables pour retrouver des données manipulées par le
programme ou retrouver la suite d'instructions exécutées.
Lors d'une attaque, l'attaquant mesure une grandeur physique pendant que le processeur
exécute le programme ciblé. Il déduit ensuite les données ou instructions manipulées
par le processeur à partir de ces mesures, en comparant les mesures avec un modèle
comportemental. Dans le cadre des travaux menés dans cette thèse, nous nous sommes
concentrés sur les attaques par canal auxiliaire qui exploitent la consommation d'énergie
ou les émissions électromagnétiques.
Dans le cas d'une analyse de consommation par corrélation (CPA) [Mangard et al., 2007],
l'attaquant choisit les données qu'il fournit en entrée au programme (ou recueille les don-
nées de sortie du programme). Pour trouver la clé de chiﬀrement d'un AES (Advanced
Encryption Standard [Daemen et Rijmen, 2002]), il procède un octet de clé à la fois.
Chaque octet est trouvé comme suit : l'attaquant place une sonde électromagnétique sur
le processeur, ou mesure directement sa consommation électrique avec un oscilloscope. Il
eﬀectue des mesures lors de plusieurs exécutions AES. Pour chaque nouvelle exécution,
il donne un texte clair aléatoire au programme. Il calcule les consommations théoriques
pour chaque valeur de l'octet de clé recherché en utilisant un modèle de consommation
(par exemple le poids de Hamming de la valeur retournée par la SBox de la première
ronde). Il compare alors les mesures obtenues sur plusieurs exécutions avec les consom-
mations théoriques en utilisant un opérateur statistique, par exemple la corrélation de
Pearson. L'hypothèse d'octet qui donne la corrélation la plus forte entre les consomma-
tions théoriques et celles mesurées correspond à la valeur réelle de l'octet de clé. Selon
les cibles, le nombre de mesures nécessaires pour réussir à récupérer la clé varie.
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2.2.2 Attaques en fautes
Comme également mentionné dans le chapitre précédent (section 1.1), les processeurs
peuvent également subir des attaques par injection de fautes.
Les eﬀets des fautes sont multiples et dépendent de la cible, du code visé, ainsi que des
moyens d'injection [Yuce et al., 2018]. Les eﬀets observés et rapportés dans la littérature
comportent notamment :
 le changement de la valeur d'un bit dans un registre ou une cellule de mémoire [Biehl
et al., 2000,Boneh et al., 2001,Bar-El et al., 2006,Ordas et al., 2015b,Dusart et al.,
2003,Ordas et al., 2015a],
 la modiﬁcation aléatoire d'une valeur lors de son transfert entre le CPU et la
mémoire dynamique ou la mémoire non volatile [Moro et al., 2013,Dureuil et al.,
2015],
 le remplacement d'instruction lorsqu'un chargement d'instruction (fetch) est cor-
rompu [Moro et al., 2013,Colombier et al., 2019].
Les attaques par injection de fautes permettent de détourner le ﬂot d'exécution d'un
programme [Dureuil, 2016] (par exemple pour contourner une vériﬁcation de mot de
passe d'un VerifyPIN), ou de récupérer des informations sur des données manipulées
par le programme (par exemple une clé cryptographique [Dehbaoui et al., 2013]). Pour
récupérer une donnée secrète, l'attaquant peut analyser la sortie erronée qui résulte de
ces fautes. Il utilise pour cela un modèle d'attaque en faute qui relie la sortie prévue et
les sorties possibles en présence des fautes. Il peut aussi exploiter une absence d'erreur
sur la sortie [Sung-Ming Yen et Joye, 2000].
2.2.3 Attaques combinées
Les attaques combinées sont des attaques physiques qui associent l'analyse des canaux
auxiliaires et l'injection de fautes. Actuellement, toutes les attaques en faute sont com-
binées en pratique avec une observation de canal auxiliaire. Cela permet de superviser
l'injection de la faute, notamment pour contrôler précisément le moment où la faute est
injectée [Timmers et Spruyt, 2016]. Aussi, certaines attaques utilisent l'analyse des ca-
naux auxiliaires et l'attaque par injection de fautes comme étapes d'une attaque de plus
large envergure [Amiel et al., 2007]. Plusieurs approches ont montré que ces attaques
peuvent être eﬃcaces sur des implémentations qui sont protégées à la fois contre les at-
taques par canal auxiliaire et les attaques par injection de fautes, par exemple sur un
AES masqué ayant une contre-mesure contre les attaques par injection de fautes par re-
dondance d'opérations [Roche et al., 2011,Dassance et Venelli, 2012], ou encore sur une
implémentation ECC comportant des protections variées [Fan et al., 2011].
2.3 Contre-mesures
Pour faire face aux attaques par canal auxiliaire et aux attaques en fautes, de nombreuses
contre-mesures ont été proposées. Cette section présente les principales catégories de
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contre-mesures contre les attaques par canal auxiliaire et contre les attaques par injection
de fautes.
Pour les attaques par canal auxiliaire, nous nous concentrons sur les canaux auxiliaires
liés à la consommation d'énergie ou aux émissions électromagnétiques.
2.3.1 Dissimulation
Une contre-mesure de dissimulation vise à rendre les mesures de l'attaquant trop bruitées
pour être exploitables [Clavier et al., 2000].
De nombreuses techniques de dissimulations logicielles ont été proposées :
 du mélange d'instructions ou d'opérations indépendantes [Luo et al., 2015,Rivain
et al., 2009,Agosta et al., 2013b,Couroussé et al., 2016],
 de l'insertion de délais aléatoires [Tunstall et Benoit, 2007, Coron et Kizhvatov,
2009,Coron et Kizhvatov, 2010,Couroussé et al., 2016],
 du préchargement aléatoire [Bayrak et al., 2011,Bayrak et al., 2015b],
 un choix aléatoire entre plusieurs variantes sémantiquement équivalentes [Agosta
et al., 2012,Agosta et al., 2015b,Couroussé et al., 2016].
Ces techniques sont génériques et peuvent s'appliquer sur tout type de programme. Ce-
pendant, leur eﬃcacité peut dépendre du programme à renforcer : par exemple l'eﬃcacité
d'un mélange d'instructions indépendantes dépend des permutations possibles entre les
instructions et donc de leur degré de dépendance. Il est possible toutefois d'augmenter
les possibilités par exemple en insérant des opérations inutiles comme proposé par [Luo
et al., 2015].
De même, l'utilisation de variantes sémantiques pour remplacer des instructions a une
eﬃcacité variable suivant les programmes et les variantes sémantiques connues : si des
règles de remplacement sont déﬁnies uniquement pour quelques opérations, un programme
qui ne contient aucune de ces opérations ne pourra pas être renforcé.
De plus, l'insertion de délais aléatoires par l'insertion d'instructions NOP ou par l'utilisa-
tion de boucles factices ayant un nombre d'itérations aléatoire sont des techniques limitées
car le comportement des instructions introduites diﬀère trop du comportement des ins-
tructions originales du programme, ce qui permet de construire des attaques capables de
discriminer les portions utiles des portions inutiles [Durvaux et al., 2013].
Pour ces raisons, il est préférable de combiner plusieurs techniques pour mieux s'adapter
aux diﬀérents programmes et pour oﬀrir une meilleure résistance aux diﬀérentes attaques.
À titre d'exemple, [Agosta et al., 2012] utilisent à la fois des variantes sémantiques, du
mélange d'instructions et des permutations d'accès aux tableaux, et [Couroussé et al.,
2016] utilisent à la fois de mélange de registres et d'instructions, des variantes séman-
tiques et l'insertion d'instructions de bruit. La combinaison de plusieurs techniques de
dissimulation permet d'obtenir des approches plus conﬁgurables, et il est alors possible
d'adapter les protections déployées en fonction des contraintes du système.
L'application de contre-mesures de dissimulation peut se faire de manière statique (le
code exécutable contient diﬀérents chemins d'exécution) [Bayrak et al., 2011, Bayrak
et al., 2015a,Agosta et al., 2015b] ou dynamique (le code exécuté varie par génération
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ou modiﬁcation du code à l'exécution) [Agosta et al., 2012,Couroussé et al., 2016]. Les
approches statiques sont souvent coûteuses en terme de taille de code. Les approches dy-
namiques, quant à elles, nécessitent d'accéder à une zone mémoire avec les droits d'écriture
et d'exécution à la fois, ce qui peut amoindrir la sécurité du système.
Il est à noter que la dissimulation a également été utilisée en dehors du cadre des canaux
auxiliaires de consommation électrique et d'émission électromagnétique, notamment pour
renforcer des programmes contre les attaques exploitant le cache [Crane et al., 2015,Rane
et al., 2015,Homescu et al., 2013].
2.3.2 Masquage
Le masquage est une contre-mesure destinée à supprimer le lien direct entre les mesures
et les données secrètes manipulées par le processeur [Goubin et Patarin, 1999,Mangard
et al., 2007]. Pour ce faire, l'algorithme du programme cible est modiﬁé de sorte que
tous les résultats intermédiaires qui dépendent des données secrètes soient séparés en
plusieurs parties (appelées shares dans la suite de ce manuscrit), qui sont toutes requises
pour recomposer les résultats, et sont toutes statistiquement indépendantes des résultats.
Un masquage est dit d'ordre d s'il décompose un secret en d + 1 shares. On appelle
masques les nombres aléatoires utilisés pour faire cette décomposition.
Il existe diﬀérentes manières de séparer un secret en shares, ce qui donne diﬀérents types
de masquage. Le masquage booléen utilise le ou exclusif (xor) pour eﬀectuer cette
séparation [Ishai et al., 2003] : on tire d masques {m1, ...,md}, on calcule sd+1 = v⊕m1⊕
m2⊕ ...⊕md où v est la variable à masquer, et on obtient ainsi d+1 shares (les d masques
et sd+1). Le masquage arithmétique utilise l'addition modulaire de la même manière que
le ou exclusif est utilisé pour le masquage booléen. Le masquage multiplicatif repose
sur la multiplication dans un corps ﬁni, mais son principe est légèrement plus compliqué
que les deux schémas précédents, puisque la valeur 0 resterait constamment égale à 0,
quels que soient les nombres aléatoires utilisés, si la multiplication était utilisée telle quelle
pour séparer le secret en shares. Le masquage multiplicatif combine donc la multiplication
avec une fonction Dirac pour pouvoir masquer la valeur 0 [Genelle et al., 2010,Genelle
et al., 2011].
Par exemple, pour le masquage booléen à l'ordre 1 et un secret s, il y a deux shares s0 et s1
avec s0 = s⊕m et s1 = m où m est un nombre aléatoire. Les calculs sont ensuite eﬀectués
avec les deux shares pour pouvoir reconstruire la valeur ﬁnale. Le masque est déﬁni
aléatoirement à chaque exécution, de sorte que les valeurs des shares changent de façon
aléatoire d'une exécution à l'autre. Ainsi, en eﬀectuant tous les calculs en utilisant les
shares séparément, les observations d'un attaquant via un canal auxiliaire ne lui donneront
plus directement d'information sur le secret.
Les masques sont souvent réutilisés pour masquer plusieurs variables diﬀérentes pour
limiter le coût des appels au générateur de nombre aléatoire. Si deux variables masquées
avec les mêmes masques sont combinées, il peut alors y avoir une fuite dépendant des
secrets, on dit qu'il y a un démasquage. Pour résoudre ce problème, un remasquage peut
être eﬀectué : un nouveau masque est tiré et les shares d'une des variables sont alors
combinés avec ce nouveau masque.
12 2.3. Contre-mesures
Le type de masquage est choisi en fonction du code à sécuriser de manière à utiliser le
type permettant le coût le plus faible pour le code considéré. Ainsi, si le code contient
uniquement des opérations booléennes, le masquage booléen est privilégié, s'il contient
uniquement des opérations arithmétiques, le masquage arithmétique est privilégié, et s'il
contient uniquement des multiplications ou des exponentiations dans des corps ﬁnis, le
masquage multiplicatif est privilégié.
Comme les codes à masquer peuvent contenir des opérations dans plusieurs de ces caté-
gories, des algorithmes ont été développés pour pouvoir passer d'un type de masquage
à un autre au cours d'un algorithme sans eﬀectuer de démasquage [Goubin, 2001, Co-
ron et al., 2014a,Genelle et al., 2010]. Il est également possible d'eﬀectuer une addition
arithmétique au sein d'un code masqué avec un masquage booléen sans eﬀectuer une telle
conversion [Karroumi et al., 2014]. L'utilisation de tels algorithmes permet notamment
de masquer des fonctions de chiﬀrement ARX (add, rotate, xor) qui mélangent des ad-
ditions arithmétiques avec des opérations booléennes, comme SPARX [Dinu et al., 2016]
par exemple.
Pour masquer des opérations qui n'entrent pas dans ces catégories, comme les opérations
réalisées avec des tables associatives (lookup tables), et en particulier les SBoxes tabulées,
deux approches générales sont souvent utilisées [Coron, 2014, Carlet et al., 2012, Coron
et al., 2018,Tang et al., 2017,Coron et al., 2014c,Roy et Vivek, 2013] :
 eﬀectuer des accès à des tables masquées [Mangard et al., 2007, Coron et al.,
2018,Tang et al., 2017],
 remplacer la table associative par l'évaluation d'un polynôme interpolateur et mas-
quer le code permettant cette évaluation [Carlet et al., 2012,Coron et al., 2014c,Roy
et Vivek, 2013].
À l'ordre 1, la première solution consiste à choisir 2 masques, un pour masquer les valeurs
d'entrées de la table associative, et un pour masquer les valeurs de sortie de la table. Il
est alors nécessaire de recalculer la table en tenant compte de ces masques. Cependant, le
rafraîchissement des masques impose de recalculer la table masquée après chaque accès à
la table, et un attaquant est susceptible de déterminer les masques utilisés lors d'un tel
remasquage [Tunstall et al., 2014].
La deuxième solution consiste à trouver un polynôme interpolateur de la table, puis de
masquer le code d'évaluation de ce polynôme comme on masquerait n'importe quelle
fonction. Le polynôme est déﬁni dans un corps ﬁni où l'addition est un ou exclusif,
pour être sous une forme favorable au masquage booléen. Cette solution est plus complexe
à mettre en place que la solution utilisant une table masquée à l'ordre 1, mais évite le
problème du remasquage de la table. De plus, son coût en performance est intéressant à
la fois à l'ordre 1 et aux ordres supérieurs [Coron et al., 2014c].
D'autres approches existent pour masquer certaines tables associatives particulières, com-
me l'approche proposée par [Rivain et Prouﬀ, 2010] pour la SBox de l'AES.
Le masquage s'appuie sur un modèle de fuite : en valeur et/ou en transition. Un modèle
de fuite en valeur suppose que les valeurs manipulées par les instructions transparaissent
directement par canal auxiliaire. Un modèle de fuite en transition suppose que deux
variables utilisant successivement la même ressource physique vont créer une fuite dé-
pendant de la valeur de ces deux variables, par exemple une fuite correspondant au ou
exclusif de ces variables.
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Le masquage oblige l'attaquant à combiner plusieurs instants des mesures pour obtenir
une information dépendant des d+ 1 shares à la fois, aﬁn d'extraire une information sur
le secret. Cependant, il est complexe de savoir quels instants recombiner. Une approche
force brute consiste alors à eﬀectuer toutes les combinaisons possibles de d+1 échantillons
des mesures, ce qui augmente drastiquement le nombre d'échantillons à traiter, et donc la
complexité de l'attaque. Les attaques recombinant ainsi les mesures sont dites d'ordre su-
périeur, leur ordre étant déterminé par le nombre d'échantillons à recombiner. En théorie,
l'ordre minimal nécessaire pour eﬀectuer une attaque sur une implémentation masquée
est directement lié au nombre de shares utilisés. En pratique, cela dépend des diﬀérences
entre le modèle de fuite théorique et les caractéristiques des fuites réelles, et des éven-
tuelles transformations de code qui auraient pu atténuer la contre-mesure [Balasch et al.,
2015].
2.3.3 Détection des fautes
Une contre-mesure de détection des fautes a pour objectif de détecter une faute, ce qui
permet ensuite de moduler la réponse en conséquence (par exemple, en détruisant le
système).
Le type de fautes détectées varie d'une contre-mesure à l'autre. L'objectif d'une contre-
mesure peut être par exemple de :
 détecter les fautes sur des données,
 détecter le saut d'une instruction,
 détecter un détournement du ﬂot de contrôle.
Les contre-mesures contre les fautes reposent très souvent sur de la redondance de données
et d'instructions.
Les données peuvent être encodées en mémoire en utilisant de la redondance d'informa-
tion [Bringer et al., 2014]. Par exemple, on peut accoler aux données un bit de parité :
la valeur de ce bit est obtenu en eﬀectuant le ou exclusif de tous les autres bits de la
donnée. Lors de l'utilisation de la donnée, on peut alors vériﬁer que la valeur de ce bit
est toujours cohérente. Si le ou exclusif de tous les autres bits de la donnée n'est pas
égal à la valeur du bit de parité, une faute est détectée.
Les instructions peuvent aussi être dupliquées, en dupliquant les données dans des re-
gistres diﬀérents, aﬁn d'eﬀectuer deux fois le même calcul et de comparer ensuite le
résultat [Barenghi et al., 2010]. Si le résultat des deux instructions diﬀère, une faute est
détectée.
Enﬁn, certaines contre-mesures ajoutent du code permettant d'eﬀectuer des contrôles de
l'intégrité du ﬂot de contrôle et de l'exécution [de Clercq et Verbauwhede, 2017].
2.3.4 Tolérance aux fautes
Une contre-mesure de tolérance aux fautes vise à s'assurer qu'une faute n'altère pas le
bon fonctionnement d'un programme.
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Les principes employés pour obtenir de la tolérance aux fautes sont similaires à ceux
utilisés pour la détection des fautes. Par exemple, des codes correcteurs d'erreurs peuvent
permettre de corriger des fautes sur les données, et ainsi d'obtenir une tolérance aux fautes
sur les données [Barenghi et al., 2010]. La duplication d'instructions peut également être
implémentée de manière à obtenir une tolérance au saut d'une instruction plutôt qu'une
détection d'erreur [Moro et al., 2014].
2.4 Compilation et application des contre-mesures
Nous avons passé en revue diﬀérent types de protections. Celles-ci peuvent être déployées
sur diﬀérentes représentations du code, notamment sur du code source, du code assem-
bleur, ou une représentation intermédiaire telle que celles utilisées par un compilateur.
Pour comprendre les diﬀérences entre ces représentations et les diﬀérentes techniques
d'application, nous présentons ici le processus de compilation. Cette présentation sera
également l'occasion de présenter des notions utiles pour la suite de ce manuscrit.
2.4.1 Compilation
La compilation est le processus de traduction d'un code source en un programme binaire
pour une architecture cible [Muchnick, 1997,Appel et Ginsburg, 2004,Srikant et Shankar,
2007].
Les compilateurs sont généralement divisés en 3 parties.
 La partie avant, le front-end, est chargée de parser le code source et de générer
une représentation intermédiaire (IR).
 La partie intermédiaire, le middle-end, est responsable des optimisations indépen-
dantes de l'architecture cible. Elle est composée d'une séquence de passes d'analyse
et de transformation qui visent à optimiser le code IR (réduction du nombre de
calculs, élimination de code inutile,...).
 La partie arrière, le back-end, est en charge de générer du code adapté à une archi-
tecture cible. En particulier, elle est responsable de la sélection des instructions,
de l'allocation des registres, et de l'ordonnancement des instructions, mais eﬀectue
également d'autres optimisations.
Le middle-end et le back-end du compilateur comportent un enchaînement d'analyses et
de transformations de code. Chaque analyse ou transformation est appelée une passe.
Les notions suivantes seront utiles pour la suite de ce manuscrit :
Déﬁnition 1. On appelle bloc de base une suite maximale d'instructions qui comporte
un seul point d'entrée et un seul point de sortie.
Déﬁnition 2. On appelle forme SSA (single static assignment) une représentation de
code dans laquelle chaque variable n'est assignée qu'une seule fois.
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for(i = 0; ; i++)
{
}
BB0:
%i0 = 0
BB1:
%i1 = phi [ %i0,BB0], [ %i2,BB1]
%i2 = %i1 + 1
br BB1
Code C
Code équivalent sous forme SSA
Figure 2.1  Exemple d'utilisation d'un n÷ud φ pour représenter l'incrément d'un
compteur de boucle sous forme SSA
Comme il peut y avoir plusieurs aﬀectations d'une variable sur des chemins diﬀérents
dans un code source, il est nécessaire sous forme SSA de pouvoir choisir la bonne valeur,
et d'avoir un moyen de l'exprimer dans le code : c'est le rôle des n÷uds φ.
Déﬁnition 3. Dans une forme SSA, on appelle n÷ud φ une instruction permettant
d'assigner une variable à une valeur dépendant du chemin emprunté.
La ﬁgure 2.1 montre un exemple d'utilisation du n÷ud φ. Dans le code C, on trouve une
boucle inﬁnie qui incrémente la variable i en commençant à 0. Le code équivalent sous
forme SSA comporte un premier bloc de base BB0 pour l'initialisation de la variable, puis
un bloc de base BB1 qui correspond au corps de boucle. Dans BB1, i est représenté par les
variables %i1 et %i2. Le n÷ud φ aﬀecte %i0 à %i1 si l'exécution vient de BB0, et aﬀecte
%i2 à %i1 si l'exécution vient de BB1. Ainsi, la variable %i1 vaut 0 lors de la première
itération de la boucle, puis est incrémentée à chaque nouvelle itération.
2.4.2 Application des contre-mesures
L'application des contre-mesures est souvent eﬀectuée sur le code source ou sur le code
assembleur.
L'application au niveau code source est semée d'embûches, puisque le code protégé doit
être transformé par le compilateur pour produire le code binaire : plusieurs travaux ont
montré que le compilateur peut altérer les contre-mesures contre les attaques par canal
auxiliaire et par injection de fautes lorsque ces contre-mesures sont appliquées sur le code
source [Balasch et al., 2015,Barbosa et al., 2009,Seuschek et al., 2017]. Le problème réside
dans le fait que les modiﬁcations du code source visant à donner des propriétés de sécurité
ne sont pas fonctionnelles, alors que le compilateur cherche uniquement à conserver les
propriétés fonctionnelles du programme.
De nombreuses passes peuvent altérer les protections. Par exemple, dans le cas du mas-
quage, les passes qui simpliﬁent les opérations arithmétiques, l'ordonnancement des ins-
tructions et les passes d'allocation des registres peuvent altérer la contre-mesure. Le
compilateur peut inverser l'ordre de deux ou exclusifs, ce qui peut dans certains cas
révéler une donnée secrète. En cas d'ajout d'instructions de bruit ou de redondance d'ins-
tructions, les passes qui suppriment le code mort ou redondant peuvent constituer une
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menace pour la contre-mesure. Dans le cas d'un mélange d'instructions, la passe d'or-
donnancement des instructions peut également altérer la contre-mesure. Ces exemples
sont loin d'être une liste exhaustive des passes qui peuvent altérer les contre-mesures.
Une telle liste dépend du compilateur, de sa version, de l'architecture cible, du code, du
niveau d'optimisation etc.
Pour contourner ce problème, il est possible de recourir à divers procédés :
 Le code peut être compilé en utilisant le niveau d'optimisation -O0 pour que
peu d'optimisations restent activées. Cependant, le processus de compilation reste
risqué : le code passe toujours par les passes de sélection des instructions et d'allo-
cation des registres (entre autres), et chacune de ces passes peut modiﬁer certaines
contre-mesures. De plus, compiler en -O0 augmente la surface de code utilisable
pour une attaque, et il y a beaucoup de sauvegardes et de restaurations des re-
gistres sur la pile, ce qui peut augmenter la quantité d'information disponible par
un canal auxiliaire.
 Il est possible de désactiver certaines passes spéciﬁques en utilisant les options
de ligne de commande du compilateur, mais cela ne résout pas le problème lié
aux passes incontournables comme la sélection d'instructions et l'allocation des
registres.
 En C/C++, on peut utiliser le mot-clé volatile pour forcer le compilateur à
ne pas eﬀectuer d'optimisation d'accès mémoire sur certaines variables sélection-
nées. Cela est utile pour insérer des barrières ou éviter l'élimination de variables
redondantes.
 On peut incorporer du code assembleur directement dans le code source. Cepen-
dant, cette solution complexiﬁe le développement, car les développeurs doivent
faire le lien entre les variables C/C++ et les registres physiques. De plus, le code
source n'est plus portable et devient plus diﬃcile à maintenir.
L'application de la contre-mesure au niveau assembleur permet d'éviter ces problèmes
causés par la compilation, mais reste fastidieuse.
Une autre option est d'appliquer les protections à la compilation en insérant de nouvelles
passes et en modiﬁant les passes existantes, ce qui nécessite des approches automatisées.
Cela est l'objet du prochain chapitre, qui compare cette méthode avec les approches
automatisées modiﬁant directement le code source ou le code assembleur. Avant d'y ar-
river, nous présentons les méthodes d'évaluation sécuritaire pour les attaques par canal
auxiliaire.
2.5 Méthodes d'évaluation pour les attaques par canal
auxiliaire
Dans cette section, nous présentons deux méthodes d'évaluation largement utilisées dans
le cadre de l'évaluation de contre-mesures contre les attaques par canal auxiliaire : la
CPA et le t-test non spéciﬁque.
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2.5.1 Évaluation en CPA
Le première approche consiste en la réalisation d'attaques. La CPA, présentée en sec-
tion 2.2.1, est une attaque visant à récupérer un secret. À des ﬁns d'évaluation sécuritaire,
on peut prendre le rôle d'un attaquant pour évaluer la résistance du système.
Le principe est de regarder l'évolution des valeurs de corrélations pour les diﬀérentes
hypothèses de clés à mesure que le nombre de traces augmente. Cela permet de déterminer
le nombre de traces nécessaires à un attaquant pour retrouver l'information secrète.
Il est important de répéter plusieurs fois le processus, car le nombre de mesures néces-
saires peut varier à cause du bruit de mesure par exemple. En répétant suﬃsamment de
fois l'attaque, il est alors possible de calculer un taux de succès, c'est à dire la proportion
d'attaques concluantes pour un nombre déﬁni de mesures. Cela permet ensuite de déter-
miner le nombre minimal de mesures pour avoir une probabilité de succès supérieure à
un seuil. Le seuil de 80% est souvent considéré. Un attaquant collectant le nombre de
mesures correspondant à ce seuil aura alors 80% de parvenir à récupérer l'information
secrète.
Cette méthode d'évaluation est liée à l'attaque en CPA, au modèle de consommation
utilisé et à la variable secrète ciblée. Elle a l'avantage de fournir une estimation ﬁdèle
du temps nécessaire à un attaquant pour retrouver une information sensible du système,
sous condition que l'attaquant déploie la même attaque.
2.5.2 Évaluation en t-test non spéciﬁque
Une autre méthode d'évaluation largement répandue s'appuie sur une méthode statis-
tique : le t-test. Cette méthode permet de mettre en évidence la présence d'une fuite
d'information [Goodwill et al., 2011,Schneider et Moradi, 2015].
Pour eﬀectuer un t-test non spéciﬁque, deux ensembles de traces sont collectées :
 le premier ensemble de traces est collecté en faisant varier aléatoirement un ou
plusieurs paramètres de la fonction ciblée aﬁn que ses variables intermédiaires
sensibles soient aléatoires,
 le second ensemble de traces est collecté en ﬁxant tous les paramètres de la fonction
ciblée aﬁn que ses variables intermédiaires soient constantes.
Les deux ensembles de traces sont collectés de manière entrelacée pour éviter des faux
positifs dus à l'état interne de la plate-forme [Schneider et Moradi, 2015].
Le t-test cherche ensuite à dissocier statistiquement les deux ensembles de traces. Dans
le cas d'attaques par canal auxiliaire, la démonstration de la dissociabilité de mesures
eﬀectuées par canal auxiliaire révèle la présence d'une fuite d'information, qui pourrait
potentiellement (mais pas toujours) être exploitée pour réussir une attaque, par exemple
au moyen d'une CPA.
En pratique, pour un t-test non spéciﬁque eﬀectué sur une fonction de chiﬀrement, un
ensemble de mesures est eﬀectué avec un texte clair ﬁxe, tandis que l'autre ensemble est
eﬀectué avec des textes clairs aléatoires. Pour diﬀérencier les deux ensembles de mesures,
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le t-test calcule des valeurs appelées t-statistiques : si l'une de ces valeurs sort de l'inter-
valle ]−4,5 ;4,5[, les deux ensembles sont considérés comme statistiquement dissociables
avec un degré de ﬁabilité de 99,999% [Goodwill et al., 2011,Schneider et Moradi, 2015].
Le t-test non-spéciﬁque a l'avantage d'être indépendant de tout modèle de fuite de
consommation, de toute variable intermédiaire, et de pouvoir être calculé avec des en-
sembles de traces de taille raisonnable.
2.6 Conclusion
Dans ce chapitre nous avons présenté les principes des attaques physiques ainsi que ceux
des contre-mesures logicielles associées. Les contre-mesures contre les attaques par in-
jections de fautes visent souvent à obtenir de la tolérance aux fautes ou de la détection
des fautes, tandis que les contre-mesures contre les attaques par canal auxiliaire reposent
souvent sur des principes de masquage ou de dissimulation. Nous avons aussi présenté les
méthodes d'évaluations sécuritaires les plus courantes pour les contre-mesures contre les
attaques par canal auxiliaire.
Nous avons également introduit le processus de compilation et les risques liés à la com-
pilation pour l'application des contre-mesures au niveau du code source. Nous avons
notamment détaillé quelques techniques utilisées pour appliquer les contre-mesures à ce
niveau et tenter d'éviter leur dégradation par la compilation. Ces techniques demandent
à la fois du temps et de l'expertise pour être déployées, tout comme le déploiement de
protections au niveau assembleur, ce qui motive l'emploi d'approches d'application auto-
matisée de contre-mesure.
Le prochain chapitre présente et analyse les approches de l'état de l'art pour appliquer
automatiquement de telles contre-mesures.
Chapitre 3
État de l'art sur l'application
automatisée de contre-mesures contre
les attaques physiques
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3.1 Introduction
Ce chapitre vise à présenter les approches existantes pour appliquer automatiquement
des contre-mesures contre les attaques physiques. Nous nous intéressons ici à la fois aux
attaques par canal auxiliaire et aux attaques en fautes. En eﬀet, bien que nous ne consi-
dérons que l'application de contre-mesures contre les attaques par canal auxiliaire dans
cette thèse, l'étude des approches d'application automatisée de contre-mesures contre
les attaques en fautes est intéressante sur plusieurs aspects. D'abord, les contre-mesures
contre les deux types d'attaques peuvent être altérées par le compilateur. Il est donc
pertinent d'analyser le niveau d'application de ces contre-mesures pour guider les choix
de cette thèse. De plus, le fait de considérer les approches contre les attaques en fautes
permet également d'obtenir des données de comparaison en termes de performance entre
l'application d'une même contre-mesure à plusieurs niveaux, puisque certaines approches
contre ces attaques ont ciblé l'application de la même contre-mesure, sur un code et une
plate-forme identique.
Les approches sont présentées selon le niveau auquel la contre-mesure est appliquée, et
selon le type de contre-mesure appliquée. La table 3.1 résume les diﬀérentes approches et
leurs niveaux d'application.
3.2 Application automatisée de contre-mesures au ni-
veau code source
Plusieurs approches ont proposé d'appliquer automatiquement des contre-mesures au
niveau du code source. Ce niveau permet d'avoir accès à des informations de haut niveau,
comme les types et les noms des variables.
3.2.1 Contre-mesures contre les attaques par canal auxiliaire
Luo et al. ont proposé une contre-mesure de dissimulation automatisée dont le principe
est de mélanger les opérations C (statements) indépendantes [Luo et al., 2015]. L'outil
associé prend du code C en entrée. Il regroupe les déclarations par groupe de déclarations
indépendantes, et mélange chaque groupe à l'exécution. Il ajoute des déclarations factices
lorsque trop peu de déclarations indépendantes ont été trouvées pour un groupe aﬁn
d'augmenter l'eﬀet de mélange. En présence de boucles, les opérations internes à la boucles
peuvent être mélangés. Cette approche suppose que le code est sous forme SSA.
Comme une opération C résulte souvent en plusieurs instructions assembleur, se placer
au niveau code source permet d'obtenir une granularité d'un niveau équivalent à quelques
instructions assembleur. L'indépendance des opérations est une propriété variable d'un
algorithme à un autre, ou même au sein d'un algorithme, et l'idée de combler ce problème
par ajout de déclarations factices est une idée importante pour l'applicabilité large de
l'approche. Le fait d'être à haut niveau oﬀre a priori plus d'opportunités de mélange
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Table 3.1  Vue générale des approches automatisées existantes pour les attaques
par canaux auxiliaire et les attaques par injection de fautes, organisées par le
niveau d'application de la contre-mesure.
Principe de la contre-mesure Contraintes
N
iv
ea
u
co
de
so
ur
ce
[Luo et al., 2015] multiversionnement statique
(dissimulation)
code linéaire
[Couroussé et al., 2016] polymorphisme de code dyna-
mique (dissimulation)
langage spéciﬁque
[Eldib et Wang, 2014] masquage ﬂot de contrôle indé-
pendant des données
d'entrée
[Lalande et al., 2014] intégrité du ﬂot de contrôle -
[Akkar et al., 2003] intégrité du ﬂot de contrôle -
N
iv
ea
u
co
m
pi
la
ti
on
[Malagón et al., 2012] multiversionnement statique
(dissimulation)
-
[Agosta et al., 2012] polymorphisme de code dyna-
mique (dissimulation)
-
[Agosta et al., 2015b] multiversionnement statique
(dissimulation) et masquage
partiel
-
[Agosta et al., 2015a] autre -
[Moss et al., 2012] masquage langage spéciﬁque
[Agosta et al., 2013a] masquage -
[Bayrak et al., 2015b] préchargement aléatoire et
masquage
mesures à fournir (op-
tionnel)
[Luo et al., 2017] implémentation à seuil (mas-
quage)
-
[Barry et al., 2016] duplication d'instructions (to-
lérance aux fautes)
-
[Reis et al., 2005] duplication d'instructions (dé-
tection des fautes) et intégrité
du ﬂot de contrôle
-
[Proy et al., 2017] duplication d'instructions sur
les sorties de boucles (détection
des fautes)
-
[Chen et al., 2017] redondance d'instructions et
des données (détection des
fautes)
la plate-forme doit
supporter les instruc-
tions SIMD
N
iv
ea
u
as
se
m
bl
eu
r
[Bayrak et al., 2011] préchargement aléatoire mesures pour conﬁgu-
rer la protection
[Rauzy et al., 2016] double rail et logique de pré-
chargement
code d'entrée bitslicé
[Moro et al., 2014] duplication d'instructions (to-
lérance aux fautes)
-
[De Keulenaer et al., 2016] plusieurs contre-mesures de dé-
tection et de tolérance aux
fautes
-
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d'opérations par rapport à un bas niveau comme le niveau assembleur : au niveau source
il n'y a pas de fausses dépendances telles que celles introduites par l'allocateur de registres.
Couroussé et al. ont proposé une approche pour déployer une contre-mesure de dissimu-
lation basée sur la génération dynamique de codes polymorphes [Couroussé et al., 2016].
Leur approche nécessite l'utilisation d'un langage dédié (DSL). Le code écrit dans ce DSL
sert à générer le code C d'un générateur de code polymorphe spécialisé. À l'exécution, le
générateur génère régulièrement de nouvelles versions du code machine en utilisant des
variantes sémantiques pour remplacer des instructions, en mélangeant des instructions,
en changeant les registres alloués, et en insérant des instructions de bruit pour faire varier
le code généré.
Cette approche reposant sur la génération dynamique de code, elle ne requiert pas de
précaution particulière vis à vis du compilateur, puisque celui-ci optimise le générateur
de code et non pas le code à générer. Les transformations de code utilisées correspondent
à des transformations de code de niveau assembleur. Elles sont variées, ce qui peut ap-
porter de la ﬂexibilité à l'utilisateur. Cependant, l'utilisation d'un DSL dédié peut freiner
l'adoption d'une telle approche.
Eldib et al. ont proposé une approche pour appliquer automatiquement un schéma
de masquage, en utilisant un solveur SMT [Eldib et Wang, 2014]. Le programme source
est parsé par clang pour être transformé en une représentation intermédiaire (IR) de
LLVM. Le code au format IR est ensuite transformé en programme booléen. Ensuite,
chaque opération du programme est masquée, soit directement s'il s'agit d'une opération
linéaire, soit en déterminant avec un solveur SMT une séquence d'instructions masquées
équivalente. Ensuite, le code sécurisé est émis sous forme de code C++ et compilé en
-O0 1, pour éviter que le compilateur n'altère la contre-mesure.
Le masquage est une contre-mesure diﬃcile à appliquer de manière générique, de part
les modiﬁcations engendrées sur les calculs eﬀectués. Ici, bien que l'approche émette
du code source, le compilateur est utilisé pour transformer le code en IR de manière à
ensuite obtenir un programme booléen. L'utilisation combinée du compilateur et d'un
solveur SMT apporte une réponse pertinente au problème d'application automatisée du
masquage, puisque le SMT se charge de trouver comment masquer les instructions pour
lesquelles il n'y a pas de manière simple d'appliquer la contre-mesure. L'obligation de
compiler le code sans optimisation résulte du fait que l'approche n'a pas été intégrée
pleinement au sein du compilateur en adaptant les passes d'optimisations. Cela rend
l'approche plus diﬃcile à utiliser en pratique, puisque le code produit sera alors beaucoup
plus lent et plus volumineux.
3.2.2 Contre-mesures contre les attaques en fautes
Lalande et al. ont proposé d'appliquer au niveau du code source une contre-mesure
d'intégrité du ﬂot de contrôle basée sur des compteurs et des variables supplémentaires
1. Cette information provient d'une discussion avec les auteurs
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[Lalande et al., 2014]. Cette contre-mesure, vériﬁée formellement, permet de sécuriser un
code contre toute corruption s'assimilant à un saut de plus de deux lignes de code source.
La contre-mesure est appliquée en 2 phases ; d'abord, toutes les vulnérabilités du code
d'origine sont recherchées en simulant des détournements du ﬂot de contrôle au niveau
du code source, ce qui permet d'appliquer ensuite la contre-mesure uniquement sur les
régions sensibles. Par construction, les attaques par saut de plus de deux instructions
C sont systématiquement détectées. Cependant, les fautes ayant un impact plus petit,
par exemple le saut d'une ligne ou d'une instruction assembleur, ne sont pas toujours
détectées.
Ces résultats montrent le décalage qu'il peut y avoir entre un modèle de fautes de haut
niveau et la réalité matérielle : le modèle de fautes au niveau code source ne capture
pas toutes les fautes possibles, il n'y a pas toujours de correspondance entre un saut
d'instruction à haut et bas niveau. Les instructions C résultant souvent en plusieurs
instructions assembleur, il est logique que certaines attaques ne soient pas détectées si
celles-ci ont une granularité plus ﬁne que la contre-mesure. Enﬁn, cet eﬀet est ampliﬁé si
le code est compilé sans optimisation, puisqu'on a alors plus d'instructions assembleur par
déclaration C en moyenne. D'autre part, le ﬂot de calcul étant indépendant des calculs
de code insérés pour vériﬁer l'intégrité, il est nécessaire de compiler le code en -O0 pour
éviter que le compilateur ne puisse modiﬁer trop fortement la contre-mesure.
Akkar et al. ont également présenté une application automatisée d'une contre-mesure
d'intégrité de ﬂot de contrôle [Akkar et al., 2003]. Le développeur doit au préalable annoter
son code à l'aide de pragmas pour indiquer les zones à sécuriser. L'application est réalisée
par un outil qui se présente sous la forme d'un préprocesseur.
Cette approche est proche de l'approche précédente [Lalande et al., 2014]. L'approche
est conﬁgurable par le développeur qui peut déﬁnir précisément les zones d'application.
Ici aussi, les auteurs constatent que 20% des fautes ne sont pas détectées. Les risques de
l'approche sont identiques à ceux de l'approche précédente.
3.2.3 Discussion
Appliquer des contre-mesures au niveau du code source a l'avantage d'être compatible
avec l'utilisation de compilateurs propriétaires, et même de permettre l'utilisation de
plusieurs chaînes d'outils diﬀérentes sans aucun problème de compatibilité. Ce niveau
d'application permet également d'être indépendant de l'architecture cible.
En outre, une quantité substantielle d'informations est disponible à ce niveau, telles que
les informations de type des variables.
Toutefois, les contre-mesures peuvent être altérées par la compilation. Ce n'est pas tou-
jours le cas, par exemple dans l'approche COGITO [Couroussé et al., 2016], la contre-
mesure est appliquée à l'exécution par un générateur dédié et il n'y a donc aucun risque
qu'elle soit altérée lors de la compilation. Les approches proposées par [Lalande et al.,
2014] et [Eldib et Wang, 2014] nécessitent quant à elles de compiler les parties sécurisées
sans optimisation du compilateur pour contourner ce problème. Cependant, comme déjà
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Table 3.2  Niveau d'application et passes modiﬁées dans le compilateur pour les
approches de niveau compilation
Approche Niveau d'application Passes modiﬁées
[Malagón et al., 2012] Middle-end Passe de déroulage de boucle
[Agosta et al., 2012] Non indiqué -
[Agosta et al., 2015b] Middle-end et back-end Plusieurs passes dans le middle-
end et le back-end
[Agosta et al., 2015a] Middle-end et back-end Sélection d'instructions
[Moss et al., 2012] Middle-end -
[Agosta et al., 2013a] Middle-end -
[Bayrak et al., 2015b] Middle-end et back-end -
[Eldib et Wang, 2014] Middle-end -
[Barry et al., 2016] Back-end Sélection d'instructions et alloca-
tion de registres
[Reis et al., 2005] Non indiqué -
[Proy et al., 2017] Middle-end et back-end Pliage des branches (Branch fol-
ding) et allocation de registres
[Chen et al., 2017] Middle-end -
[Luo et al., 2017] Middle-end -
évoqué, cela n'élimine pas complètement le risque : le code passe encore par la sélection
des instructions, l'allocation des registres et l'ordonnancement des instructions (entre
autres), chacune de ces passes pouvant modiﬁer certaines contre-mesures. Ainsi, même
en utilisant des techniques de contournement comme présenté en section 2.4.2, les déve-
loppeurs devront vériﬁer pour chaque application automatiquement durcie au niveau du
code source que les contre-mesures sont toujours présentes et correctes après compilation.
Cela implique généralement de vériﬁer le code assembleur produit par le compilateur, ce
qui est une tâche fastidieuse et sujette aux erreurs.
Enﬁn, le niveau code source est parfois de trop haut niveau pour que l'application de la
contre-mesure s'adapte correctement les phénomènes matériels en jeu. Le cas des attaques
en fautes illustre le problème de la sécurisation à un trop haut niveau d'abstraction de
code ou de modèle de faute.
3.3 Application automatisée de contre-mesures dans le
compilateur
Plusieurs approches ont proposé d'appliquer des contre-mesures durant la compilation.
Le tableau 3.2 résume, pour chaque approche, le niveau d'application à l'intérieur du
compilateur et les passes qui ont été modiﬁées. Appliquer une contre-mesure au sein du
compilateur permet de jouer sur plusieurs niveaux, puisque le middle-end fournit une
représentation d'assez haut niveau, avec des informations de type, tandis que dans le
back-end, le code est proche du code ﬁnal émis, et s'en rapproche de plus en plus.
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3.3.1 Contre-mesures contre les attaques par canal auxiliaire
Malagón et al. ont proposé de déployer une contre-mesure de dissimulation utilisant
la génération statique de plusieurs variantes d'une fonction [Malagón et al., 2012]. Cette
contre-mesure consiste à choisir au hasard entre diﬀérentes versions d'un même code à
chaque exécution de la fonction. Le code source doit être annoté à l'aide de pragmas par
le développeur pour indiquer les fonctions où des données sensibles sont manipulées. Le
compilateur génère ensuite plusieurs versions diﬀérentes du code de la fonction en modi-
ﬁant les conﬁgurations des optimisations, par exemple en utilisant la passe de déroulage
de boucle. Il insère également le code qui est chargé de sélectionner aléatoirement au
moment de l'exécution la version du code à exécuter.
Cette approche montre une utilisation originale du compilateur et des optimisations dispo-
nibles. Elle repose sur les capacités des optimisations du compilateur à modiﬁer fortement
le code, pour obtenir plusieurs versions ayant des comportements observables diﬀérents.
Bien que les optimisations n'aient pas été conçues pour cet usage, cette approche illustre
que des moyens de diversiﬁcations divers peuvent être utilisés pour augmenter la résistance
du code face aux attaques par canal auxiliaire. En particulier, il est possible d'utiliser des
transformations à granularité variable : fonction, boucle, bloc de base, instruction.
Agosta et al. ont proposé une contre-mesure de dissimulation basée sur la modiﬁcation
dynamique du code [Agosta et al., 2012]. Le code est modiﬁé à l'exécution en utilisant
des équivalences sémantiques au niveau des instructions, en rendant aléatoire les accès
aux tables, et en mélangeant les instructions. La contre-mesure est automatiquement
appliquée par un compilateur : des passes de transformation ont été ajoutées dans LLVM
aﬁn de préparer statiquement les transformations eﬀectuées à l'exécution par un moteur
de polymorphisme (fonction permettant de modiﬁer le code à l'exécution).
Nous retrouvons dans cette approche une combinaison de plusieurs transformations visant
à faire varier le code qui s'exécute. Le code est modiﬁé à l'exécution, les performances sont
donc fortement impactées par la modiﬁcation du code. Les auteurs proposent de modiﬁer
le code après plusieurs exécutions aﬁn d'amortir le coût de la modiﬁcation. L'approche
est étudiée sur une plate-forme qui, de part son degré de résistance aux attaques par canal
auxiliaire, permet d'avoir une fréquence de modiﬁcation assez faible. Sur une plate-forme
plus vulnérable, le coup de la modiﬁcation de code pour rendre le code suﬃsamment
robuste pourrait toutefois devenir rédhibitoire.
Agosta et al. ont également proposé une contre-mesure de dissimulation basée sur la
génération statique de plusieurs variantes [Agosta et al., 2015b]. Les auteurs proposent de
générer automatiquement un code contenant plusieurs chemins d'exécution équivalents
et comportant des instructions diﬀérentes, et de choisir aléatoirement entre les diﬀérents
chemins à l'exécution. Cette approche intègre également certains éléments de masquage,
puisque les accès aux tables constantes (comme la SBox dans le cas d'un AES) sont
masqués. De plus, la sauvegarde du contenu des registres sur la pile (spill) est protégée.
Un registre réservé pour contenir une valeur aléatoire sert à masquer toute valeur de
registre stockée sur la pile. Lorsque le contenu d'un registre est restauré, il est démasqué
pour récupérer sa valeur. Toutes ces transformations sont gérées par de nouvelles passes
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de transformation dans LLVM. Certaines passes existantes ont également été modiﬁées :
ces modiﬁcations visent notamment à faire en sorte qu'une instruction qui se trouve
dans une zone à protéger ne puisse quitter cette zone. Le développeur doit fournir un
ﬁchier C annoté aﬁn de spéciﬁer les régions de code à protéger et les tables constantes à
masquer. En plus du ﬁchier source, le compilateur prend un ﬁchier d'entrée qui spéciﬁe
les équivalences d'instructions à utiliser pour la génération de chemins équivalents.
Cette approche présente de nombreux intérêts. Tout d'abord, l'application de la contre-
mesure est statique et permet d'éviter le problème d'avoir une zone mémoire disponible
en écriture et en exécution simultanément pour modiﬁer dynamiquement le code. D'autre
part, l'approche intègre des éléments de masquage des accès mémoire, qui sont souvent
des vecteurs de fuite d'information. L'approche combine donc un masquage partiel avec de
la dissimulation. L'évaluation en sécurité, très poussée, montre que le niveau de sécurité
atteint est très bon : aucune fuite d'information n'est détectée par t-test non spéciﬁque
(méthode d'évaluation présentée en section 2.5.2).
Agosta et al. ont également proposé une nouvelle contre-mesure contre les attaques
par canal auxiliaire qui vise à faire ressortir plusieurs hypothèses de clés au lieu d'une
seule pendant une attaque aﬁn que l'attaquant ne sache pas quelle est la bonne hypo-
thèse [Agosta et al., 2015a]. Cette contre-mesure est entièrement appliquée lors de la
compilation, en plusieurs étapes. Plusieurs passes ont été ajoutées au middle-end et au
back-end, la passe de sélection des instructions a également été modiﬁée. Le compilateur
prend un ﬁchier d'entrée annoté par le développeur qui spéciﬁe les parties du code à
protéger.
L'idée de cette contre-mesure est intéressante : nous cherchons habituellement à ne pas
donner d'information à un attaquant, et ici plutôt que de brouiller l'information, ou de
la subdiviser pour qu'elle soit plus dure à trouver, il s'agit de donner de l'information
faussée à l'attaquant. Celui-ci ne peut alors pas distinguer le vrai du faux, ce qui complique
l'attaque. Cette approche illustre la variété des contre-mesures pouvant être appliquées
contre les attaques par canal auxiliaire, et en particulier à la compilation.
Moss et al. ont proposé d'appliquer automatiquement une contre-mesure de masquage
booléen lors de la compilation [Moss et al., 2012]. Le développeur doit écrire son pro-
gramme dans un langage dédié (DSL). Ce DSL permet d'exprimer avec des types prédéﬁ-
nis le niveau de conﬁdentialité des variables, en particulier il permet d'indiquer qu'une va-
riable est secrète. Le compilateur utilise ensuite ces informations pour déterminer quelles
valeurs intermédiaires doivent être masquées, et masque ces valeurs.
L'approche utilise du ﬁltrage par motif (pattern matching) pour propager le niveau de
conﬁdentialité des variables. L'approche procède de manière itérative : à chaque itération
le code est analysé jusqu'à trouver un problème de masquage, qui est corrigé en suivant
une règle de correction. La contre-mesure est appliquée en suivant un modèle de fuite
en valeur. Les performances mesurées s'approchent des performances obtenues pour un
code masqué manuellement lorsque les boucles sont déroulées. L'approche permet donc
d'appliquer eﬃcacement la contre-mesure.
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Agosta et al. ont également proposé une approche pour l'application d'une contre-
mesure de masquage. Leur approche permet de générer un code masqué à l'ordre supé-
rieur [Agosta et al., 2013a]. Le compilateur calcule pour chaque valeur dépendant de la
clé le nombre de bits de la clé dont dépend la valeur. Cette analyse permet d'appliquer la
contre-mesure uniquement aux valeurs intermédiaires qui dépendent d'un petit nombre
de bits de clé, celles qui permettent à un attaquant d'eﬀectuer une attaque en suivant le
principe de diviser pour mieux régner. Ainsi, les valeurs intermédiaires dépendantes de
tous les bits de la clé ne sont pas masquées.
Le compilateur, au delà d'être un outil d'application eﬃcace, permet ici d'eﬀectuer des
analyses pour appliquer la contre-mesure de manière ciblée. Le compromis entre sécurité
et performance est alors fortement amélioré. L'approche permet également une certaine
conﬁgurabilité de la contre-mesure de masquage booléen, qui n'est que peu conﬁgurable
autrement. Un utilisateur peut ainsi déﬁnir un seuil en terme de nombre de bits de la clé
à partir duquel une variable n'est plus à masquer. Cet aspect rend la contre-mesure plus
adaptable aux diverses contraintes rencontrées par l'utilisateur, comme des contraintes
en termes de temps d'exécution.
Bayrak et al. ont également proposé une approche automatisée à la compilation per-
mettant d'appliquer le masquage booléen à un programme [Bayrak et al., 2015b]. Une
diﬀérence importante avec les autres approches est que le compilateur est utilisé pour
décompiler un programme binaire et le représenter à un niveau plus élevé, puis pour
recompiler le programme tout en appliquant la protection. Pour savoir où appliquer la
contre-mesure, ils suggèrent de commencer par identiﬁer les instructions qui peuvent ré-
véler des données sensibles par un canal auxiliaire. Cette analyse s'eﬀectue soit à l'aide de
mesures fournies par l'utilisateur, soit par analyse statique. Par analyse statique, toutes
les instructions manipulant des données dépendant de la clé sont jugées sensibles. Lorsque
des mesures sont fournies, la mesure de sensibilité est eﬀectuée en utilisant une métrique
d'information mutuelle normalisée, et les instructions ayant une sensibilité supérieure
à un seuil déﬁni par l'utilisateur sont déclarées sensibles. La contre-mesure est ensuite
appliquée à toutes les instructions sensibles. Ceci permet d'appliquer partiellement la
contre-mesure et donc de réduire les surcoûts en performance. En outre, le compilateur
peut également appliquer une contre-mesure de précharge aléatoire.
Cette approche se distingue par sa proposition de partir de mesures par canal auxiliaire
pour appliquer la contre-mesure à des endroits ciblés. Elle eﬀectue aussi un lien fort
entre le comportement du matériel et l'application de la contre-mesure. C'est aussi une
approche qui ne nécessite pas le code source mais uniquement le code binaire.
Luo et al. ont proposé une approche similaire pour générer automatiquement une im-
plémentation par seuil (threshold implementation) sur la représentation intermédiaire de
LLVM [Luo et al., 2017]. L'implémentation par seuil est une contre-mesure proche de la
contre-mesure de masquage, puisque le secret est divisé en shares. Mais, dans l'implémen-
tation par seuil, l'évaluation de chaque fonction est remplacée par l'évaluation de plusieurs
fonctions, toutes indépendantes d'au moins un des shares, ce qui n'est pas le cas pour le
masquage. Luo et al. utilisent un solveur SAT ainsi qu'une étape de transformation de
code aﬁn de trouver une solution appropriée.
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L'usage combiné du compilateur et d'un solveur SAT permet ici d'obtenir une solution à la
fois générique et eﬃcace au problème d'application d'une contre-mesure d'implémentation
par seuil. Une telle contre-mesure est moins sensible aux eﬀets de la micro-architecture
que la contre-mesure de masquage, mais elle est plus diﬃcile à appliquer, l'apport du
solveur SAT est donc important pour obtenir une approche générique.
3.3.2 Contre-mesures contre les attaques en faute
Barry et al. ont utilisé le compilateur pour appliquer automatiquement une contre-
mesure de tolérance aux fautes [Barry et al., 2016] dont le principe est de dupliquer toutes
les instructions assembleur pour tolérer le saut d'une instruction. À cette ﬁn, plusieurs
passes ont été ajoutées à LLVM et les passes de sélection des instructions et d'allocation
des registres ont été modiﬁées pour générer des instructions moins coûteuses à dupliquer.
Les passes d'optimisations classiques améliorent ensuite la performance du code produit.
Les surcoûts obtenus sont inférieurs à ceux obtenus en appliquant cette même contre-
mesure directement sur le code assembleur. Barry et al. ont de plus généralisé cette
contre-mesure pour tolérer n fautes pouvant chacune sauter plusieurs instructions [Barry,
2017].
Cette approche montre l'intérêt de placer l'application de contre-mesure dans le compi-
lateur. Ce niveau d'application oﬀre une grande ﬂexibilité puisque diﬀérentes étapes de
la compilation, comme la sélection d'instructions et l'allocation de registres par exemple,
peuvent être adaptées précisément pour une contre-mesure et permettre de réduire l'im-
pact sur les performances.
Reis et al. ont proposé de déployer une contre-mesure de détection des fautes lors de
la compilation [Reis et al., 2005]. Les instructions et leurs opérandes sont dupliqués aﬁn
que leurs résultats soient comparés pour détecter les fautes. En outre, des vériﬁcations
supplémentaires sont ajoutées pour s'assurer que le ﬂot de contrôle n'est pas détourné. Les
auteurs indiquent que l'approche pourrait facilement être étendue pour de la tolérance
aux fautes.
L'application de la contre-mesure est ici aussi réﬂéchie de manière à limiter l'impact sur les
performance. Les auteurs choisissent ainsi d'appliquer la duplication avant la passe d'or-
donnancement d'instructions (instruction scheduling) et celle d'allocation de registres.
Le compilateur peut alors choisir un ordre d'exécution des instructions permettant de
masquer les latences de certaines instructions. Ces techniques permettent d'obtenir des
surcoûts inférieurs à ×2, malgré la duplication d'instructions. Toutefois, la cible est un
processeur haute performance qui permet d'absorber en partie le coût des calculs redon-
dants et conditionnels.
Proy et al. ont proposé d'utiliser le compilateur pour appliquer une contre-mesure de
sécurisation des boucles contre les attaques par injection de fautes [Proy et al., 2017]. Les
instructions impliquées dans le calcul des conditions de sortie des boucles sont dupliquées
pour ajouter des blocs de contrôle chargés de détecter si la sortie est anticipée ou retardée.
Cette transformation est appliquée au niveau IR. Les auteurs expliquent que certaines
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passes du compilateur comme la sélection d'instructions et l'allocation de registres doivent
être modiﬁées pour que la contre-mesure reste correctement appliquée jusqu'à ce que le
code soit émis.
L'application ciblée d'une contre-mesure est intéressante en termes de performances : les
surcoûts observés en temps d'exécution et en taille de code sont en moyenne inférieurs à
20%.
Enﬁn, Chen et al. ont proposé de réaliser de la redondance des opérations en utilisant les
instructions SIMD [Chen et al., 2017]. Leur compilateur vectorise certaines instructions
aﬁn d'obtenir de la redondance des données et des opérations, et ajoute des codes de
vériﬁcation d'erreurs. Toutes les transformations de code sont eﬀectuées au niveau IR
et l'approche est indépendante de l'architecture. Il faut simplement que l'architecture
cible prenne en charge les instructions SIMD. L'utilisation des instructions SIMD permet
d'obtenir un coût en performance inférieur à celui des approches classiques de duplication
d'instructions.
L'approche tire partie de ressources matériels non exploitées. Elle montre que certaines
capacités du processeur oﬀrent une belle opportunité d'optimisation pour améliorer les
compromis entre sécurité et performance. En particulier, le coût en terme de taille de
code se trouve ici fortement réduit.
3.3.3 Discussion
Le niveau du compilateur est intéressant si plusieurs langages sources doivent être sup-
portés, car le front-end supporte généralement plusieurs langages.
L'application de contre-mesure à la compilation requiert de choisir comment intercaler
l'application de la contre-mesure avec les diﬀérentes passes d'optimisations. Appliquer la
contre-mesure au niveau IR permet de supporter plus facilement plusieurs architectures
cibles, et d'avoir des informations de haut niveau comme les types des variables. Appliquer
la contre-mesure dans un back-end permet d'être plus proche du code émis, et donc de
réduire le nombre de transformations eﬀectuées entre l'application de la contre-mesure
et l'émission du code. De manière générale, l'application de la contre-mesure devrait être
eﬀectuée après les passes de transformation pouvant mettre à mal la contre-mesure, et
avant les passes permettant d'optimiser la performance du code sans menacer la contre-
mesure. Il n'est pas toujours faisable de remplir cette condition. Les passes situées après
la passe d'application de la contre-mesure doivent donc être adaptées ou désactivées
pour prendre en compte au mieux la contre-mesure [Proy et al., 2017]. D'autre part, les
passes en amont de l'application de la contre-mesure peuvent être adaptées pour faciliter
l'application de la contre-mesure [Barry et al., 2016].
L'eﬀort d'ingénierie déployé pour mettre en ÷uvre de telles approches est important,
néanmoins, le contrôle oﬀert par ce niveau d'application permet d'obtenir de bonnes
performances, et d'adapter les passes de transformation pour mieux s'adapter à une
contre-mesure. Cependant, il reste encore nécessaire de vériﬁer le code assembleur généré
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pour être sûr que les passes en aval de la passe d'application de la contre-mesure ne l'ont
pas aﬀectée.
Enﬁn, ce niveau d'application nécessite d'avoir accès au code source du compilateur. Si le
développeur utilise un compilateur sans avoir accès à son code source, il devra utiliser un
autre compilateur dont code source est ouvert pour désassembler un ﬁchier, reconstruire
une représentation intermédiaire, appliquer la contre-mesure au code et le recompiler, un
processus qui est diﬃcile.
3.4 Application automatisée de contre-mesures à l'édi-
tion des liens ou au niveau assembleur
Cette section présente les approches qui appliquent des contre-mesures directement sur
un code assembleur, pendant ou avant la phase d'édition des liens.
3.4.1 Contre-mesures contre les attaques par canal auxiliaire
Bayrak et al. ont proposé d'appliquer automatiquement une contre-mesure de préchar-
gement aléatoire au niveau de l'assembleur [Bayrak et al., 2011]. L'application de cette
contre-mesure est tout à fait naturelle à ce niveau, puisque l'allocation des registres a déjà
été eﬀectuée. Des mesures empiriques eﬀectuées sur des codes non sécurisés sont utilisées
pour déterminer les instructions à sécuriser.
De la même manière que pour leur approche à la compilation [Bayrak et al., 2015b], la
force de cette approche repose sur le lien eﬀectué entre les mesures du comportement du
processeur et l'application de la contre-mesure. Une telle correspondance ne peut se faire
qu'à des niveaux d'application suﬃsamment bas, comme dans le back-end du compilateur
ou ici sur un code assembleur.
Rauzy et al. ont également mis en place une contre-mesure contre les attaques par canal
auxiliaire au niveau de l'assembleur : le double rail avec logique de préchargement [Rauzy
et al., 2016]. Leur approche exige que le code ait été préalablement bitslicé. Leur approche
permet également de prouver l'absence de fuite en consommation sur le code assembleur
obtenu et de prouver que ce code reste sémantiquement correct.
L'aspect preuve de cette méthode est pertinent : la sémantique du programme doit être
conservée. La contrainte imposée d'avoir un code bitslicé fait perdre un des avantages de
ce niveau, puisqu'un programme binaire propriétaire ne pourra pas être sécurisé.
3.4.2 Contre-mesures contre les attaques en fautes
Moro et al. ont proposé une contre-mesure reposant sur la duplication des instructions
pour obtenir de la tolérance aux fautes [Moro, 2014]. Cette contre-mesure est destinée
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à tolérer le saut d'une instruction. Pour cela, chaque instruction est remplacée par une
séquence d'instructions idempotentes qui est sémantiquement équivalente à l'instruction
originale et qui, une fois dupliquée, permet de tolérer un saut d'instruction. Comme
cette contre-mesure nécessite des registres supplémentaires, il est parfois nécessaire de
sauvegarder certains registres sur la pile. De plus, certaines instructions (par exemple les
lectures mémoire volatiles) ne peuvent pas être remplacées par une séquence tolérante
aux fautes. Il s'agit de la contre-mesure automatisée par [Barry et al., 2016] au niveau de
la compilation.
Le niveau d'application sur le code assembleur est particulièrement adapté à la contre-
mesure. Bien que le niveau d'application soit adapté, le fait que la compilation du pro-
gramme se fasse sans prendre en compte la contre-mesure complique son application : il
faut refaire l'analyse de vivacité des registres.
De Keulenaer et al. ont montré comment déployer automatiquement diverses contre-
mesures contre les attaques de fautes au niveau binaire en utilisant de la réécriture à
l'édition des liens [De Keulenaer et al., 2016]. Leur outil, basé sur Diablo [Van Put et al.,
2005], combine à la fois des contre-mesures de tolérance aux fautes et des contre-mesures
de détection des fautes : duplication des sauts conditionnels, intégrité du graphe d'appel,
vériﬁcation des écritures mémoire, duplication des compteurs de boucle.
Cette approche se rapproche en partie des approches de niveau compilation puisque dans
les deux cas la contre-mesure est appliquée au sein d'un outil d'optimisation qui repose
sur des analyses de codes proches de celles eﬀectuées par le compilateur. La variété des
contre-mesures appliquées montre que même à bas niveau il est possible d'appliquer
diverses contre-mesures.
3.4.3 Discussion
Ce niveau est surtout utilisé pour appliquer des contre-mesures demandant des analyses
ou transformations de niveau assembleur. L'application de contre-mesures nécessite ce-
pendant de reconstruire des informations qui étaient disponibles lors du processus de
compilation. Par exemple, les contre-mesures nécessitent souvent l'utilisation de registres
supplémentaires, ce qui nécessite soit de sauvegarder des registres sur la pile, soit de
faire une réallocation complète des registres, et dans tous les cas de faire une analyse de
vivacité.
Ainsi, lors du développement d'une approche automatique à ce niveau, un eﬀort d'ingénie-
rie important est nécessaire pour réobtenir des informations disponibles à la compilation,
ou pour refaire des traitements qui avaient été eﬀectués par le compilateur d'une manière
non optimale par rapport à la contre-mesure à appliquer.
Toutefois, l'application de contre-mesures à ce niveau évite d'avoir à vériﬁer manuelle-
ment si la contre-mesure est toujours présente dans le code ﬁnal, puisque le processus
de compilation a lieu entièrement avant l'application des contre-mesures. Cela permet
l'utilisation d'un tel outil par un développeur non expert en sécurité. De plus, ce niveau
d'application permet d'être indépendant du langage du code source, ce qui est intéressant
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si plusieurs langages sources doivent être pris en charge. Il permet de sécuriser le code
après les optimisations d'édition des liens, et de sécuriser potentiellement les bibliothèques
binaires : l'accès au code source d'une application n'est pas nécessaire pour la sécuriser.
Ainsi, ce niveau d'application est compatible avec l'utilisation d'outils propriétaires au
code source fermé.
3.5 Discussion
Dans cette section, nous comparons les niveaux susmentionnés d'application automa-
tique des contre-mesures du point de vue de l'eﬀort de développement d'un outil et des
conséquences pour l'utilisation.
Le premier aspect à considérer est le temps nécessaire pour développer un outil automa-
tisé. Cet aspect dépend de la contre-mesure à appliquer. Une contre-mesure de masquage
est plus facile à appliquer au niveau du code source qu'au niveau de l'assembleur car elle
nécessite une modiﬁcation importante des calculs eﬀectués. Le compilateur est un en-
droit où diﬀérentes contre-mesures peuvent être appliquées, car pendant la compilation,
le compilateur manipule à la fois des représentations de haut niveau (par exemple des
variables typées) et des représentations de bas niveau (par exemple des instructions en
pseudo assembleur).
Le développement d'un outil automatisé implique de parser et d'émettre le code dans les
langages ciblés. Les compilateurs ont déjà l'infrastructure nécessaire pour cela (parseur
et/ou émetteur de code), et généralement le développeur n'a qu'à ajouter le support
d'un pragma pour délimiter les zones de code à sécuriser. Pour les approches de niveaux
code source et assembleur, les développeurs doivent souvent implémenter ou réutiliser un
parseur et/ou un émetteur de code pour les langages ciblés.
Les coûts d'ingénierie liés à l'utilisation des outils doivent également être pris en compte.
Comme ces outils sont automatiques, le coût de génération du code sécurisé est proche
de zéro, mais le développement des outils demande beaucoup de travail. Lorsque l'outil
applique la contre-mesure au niveau du code source, la revue de code est facilitée, mais
l'utilisateur doit vériﬁer que la contre-mesure est toujours correcte au niveau assembleur.
Cette tâche fastidieuse est l'un des principaux inconvénients de l'approche au niveau
du code source. L'approche de niveau assembleur ne souﬀre pas de cet inconvénient :
l'application d'une contre-mesure au niveau assembleur évite toute altération lors de la
compilation. L'application d'une contre-mesure lors de la compilation permet parfois de
vériﬁer que la contre-mesure est toujours valide juste avant l'émission du code assem-
bleur/binaire si le développeur parvient à propager les informations nécessaires au sein
du compilateur. Si la vériﬁcation de la contre-mesure avant l'émission du code n'est pas
possible, le code assembleur devra être vériﬁé manuellement. Des travaux de recherche
sur la vériﬁcation des contre-mesures sont cependant en cours [Ben El Ouahma et al.,
2017,Bréjon et al., 2019].
Lorsqu'une contre-mesure est appliquée dans le compilateur, elle peut bénéﬁcier d'opti-
misations qui devraient être réimplémentées si la contre-mesure était appliquée en dehors
du processus de compilation. Plusieurs approches qui utilisent des compilateurs modiﬁent
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certaines passes du compilateur pour réduire le coût des contre-mesures. Les passes qui
appliquent la contre-mesure peuvent être ﬁnement entrelacées avec les passes des compi-
lateurs pour proﬁter de ces passes sans risquer que la contre-mesure soit altérée par des
optimisations [Barry et al., 2016]. Aux autres niveaux, il peut être plus diﬃcile d'optimi-
ser les transformations pour la performance. Par exemple, au niveau de l'assembleur, il
peut être nécessaire de sauvegarder des registres sur la pile voire de recommencer l'allo-
cation des registres pour pouvoir utiliser des registres pour la contre-mesure. À titre de
comparaison, [Moro et al., 2014] et [Barry et al., 2016] ont mis en ÷uvre la même contre-
mesure au niveau assembleur et compilateur respectivement, et [Barry et al., 2016] ont
obtenu des surcoûts en temps d'exécution et en taille inférieurs à ceux de [Moro et al.,
2014]. L'utilisation du compilateur a également permis de généraliser la protection pour
supporter diﬀérentes largeur de fautes et nombre de fautes [Barry, 2017].
Il en ressort que le niveau du compilateur parait le plus adapté en général pour l'appli-
cation automatisée de contre-mesure.
3.6 Conclusion et positionnement de la thèse par rap-
port à l'état de l'art
Ce chapitre montre que de nombreux travaux ont proposé d'automatiser l'application de
contre-mesures. Nous avons montré, au travers de leur synthèse, les avantages et incon-
vénients des diﬀérents niveaux possibles et mis en évidence les nombreux avantages de
l'application de contre-mesures à la compilation.
Bien que diﬀérents travaux aient déjà proposé des approches d'insertion de contre-mesures
contre les attaques par canal auxiliaire à la compilation, nous pensons qu'il est nécessaire
d'étudier encore ce sujet et de proposer des solutions automatisées visant des systèmes
contraints et dépourvus de sécurisation contre les attaques par canal auxiliaire. L'objectif
est alors de permettre à ces systèmes d'acquérir un premier niveau de sécurisation.
En cohérence avec cet objectif, nous considérons pour nos évaluations un attaquant ca-
pable d'eﬀectuer uniquement des attaques simples comme une CPA, et disposant de peu
d'expertise pour monter des attaques plus compliquées (attaques d'ordre supérieur, at-
taques par template, attaques par apprentissage machine, attaques avec prétraitement
des traces...).
De plus, nous voulons pouvoir appliquer au sein d'un même ﬂot des protections de mas-
quage ou de dissimulation. Nous choisissons une contre-mesure de masquage booléen
d'ordre 1 et une contre-mesure de polymorphisme de code. Alors qu'une contre-mesure
de masquage induit des modiﬁcations importantes des calculs eﬀectués, une contre-mesure
de polymorphisme de code peut s'appuyer sur des transformations de bas niveau. Le ni-
veau de compilation nous parait le plus ﬂexible pour satisfaire ces deux usages, en plus
des avantages précédemment mentionnés.
Ensuite, nous explorons des aspects non considérés jusqu'ici dans les approches auto-
matisées de l'état de l'art, dans l'objectif d'améliorer les compromis performance / sé-
curité. D'une part, pour l'application d'une contre-mesure de masquage, nous avons dé-
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cidé de suivre une approche par interpolation polynomiale pour le masquage des tables
constantes, et proposons de nouvelles optimisations dans le but d'améliorer la perfor-
mance. D'autre part, pour l'application du polymorphisme de code, nous apportons des
réponses aux problèmes d'allocation mémoire et de gestion des droits pour permettre la
génération dynamique de code, et nous étendons les transformations de code utilisées aﬁn
de permettre de meilleurs compromis.
Nos deux approches sont présentées dans les deux chapitres suivants : le chapitre 4 pré-
sente l'application automatisée d'une contre-mesure de masquage booléen d'ordre 1 et le
chapitre 5 présente l'application automatisée d'une contre-mesure de polymorphisme de
code.
Chapitre 4
Application automatique de masquage
à la compilation
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4.1 Introduction
Ce chapitre traite du problème de l'application automatisée d'une contre-mesure de
masquage à la compilation. Cette technique de protection contre les attaques par ca-
nal auxiliaire est probablement la plus répandue [Belaïd, 2015]. Comme déjà évoqué en
section 2.4.2, l'application du masquage est en pratique eﬀectuée manuellement par des
experts sur du code assembleur, notamment pour éviter les risques liés à la compila-
tion [Balasch et al., 2015].
Le processus d'application de la contre-mesure est donc coûteux, puisqu'il demande à la
fois du temps de développement et de l'expertise.
Nous proposons dans ce chapitre un algorithme pour automatiser l'application d'une
contre-mesure de masquage au sein d'un compilateur, ainsi que des optimisations de
performance. Nous implémentons cet algorithme dans LLVM, puis nous l'évaluons.
Ce chapitre commence par présenter le type de contre-mesure choisi et les hypothèses
associées (section 4.2). Une fois la contre-mesure déﬁnie, un exemple préliminaire sera
présenté (section 4.4), puis le principe général d'application de la contre-mesure sera
détaillé (section 4.5), ainsi que les optimisations en performance que nous avons déployées
(section 4.5.7.6). La suite du chapitre présentera la mise en ÷uvre de ce principe dans
un compilateur (section 4.6), ainsi que l'évaluation en sécurité et en performance de la
contre-mesure ainsi appliquée (section 4.7). La ﬁn du chapitre développe ensuite une
discute des problèmes mis en évidence (section 4.9) et une conclusion (section 4.10).
4.2 Choix pour notre approche
Les principes de masquage ont été présentés en section 2.3.2.
Le masquage booléen est le plus couramment utilisé pour AES, qui comporte beaucoup
de ou exclusifs. C'est ce schéma qui est utilisé dans les approches d'application de
masquage automatisée par la compilation [Moss et al., 2012,Agosta et al., 2013a,Bayrak
et al., 2015b]. Cependant, aucune de ces approches n'a considéré l'utilisation d'approche
par interpolation polynomiale pour le masquage des SBoxes, malgré les avantages d'une
telle approche (déjà évoqués en section 2.3.2), qui est utilisable quel que soit l'ordre de
masquage, fournit un coût en performance intéressant, et évite le problème du remasquage
de la table.
Nous choisissons d'appliquer également un masquage booléen à la compilation, mais d'uti-
liser la méthode proposée dans [Coron et al., 2014c] pour le masquage des SBoxes par
interpolation polynomiale. Les algorithmes proposés pourraient être étendus facilement
pour du masquage arithmétique ou multiplicatif, ou pour gérer les changements de type
de masquage. Nous nous sommes restreins au modèle de fuite par valeur, qui est un mo-
dèle couramment utilisé pour l'application du masquage et qui nous permet de simpliﬁer
l'application de la contre-mesure. Un modèle de fuite en transition pourrait être sup-
porté en combinant ces travaux avec l'approche proposée dans [Wang et al., 2019]. Enﬁn,
nous décrivons ici une implémentation de masquage à l'ordre 1. Nous en évaluons les
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surcoûts en performance. Dans l'objectif de fournir des surcoûts en performance adaptés
aux systèmes embarqués, nous proposons plusieurs optimisations pour réduire le coût de
l'évaluation des polynômes interpolateurs de SBox.
4.3 Prérequis
Cette section présente la notion de fonction linéaire dans le cadre du masquage.
Déﬁnition 4. On dit qu'une fonction f est linéaire par rapport à un opérateur ⊕ si elle
vériﬁe la condition suivante : ∀a, b ∈ F2n , f(a⊕ b) = f(a)⊕ f(b).
Ici, le ou booléen entre deux variables masquées n'est pas linéaire par rapport au ou
exclusif, tandis que le et booléen avec une variable publique l'est. Plus généralement,
les fonctions suivantes sont linéaires par rapport au ou exclusif :
 la multiplication ⊗ par un élément : ∀a, b,c ∈ F2n , (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c)
 l'élévation au carré, et par induction l'élévation une puissance qui est elle même
une puissance de 2 :
∀a, b ∈ F2n , (a⊕ b)2 = (a⊕ b)⊗ (a⊕ b) = a2 ⊕ a⊗ b⊕ b⊗ a⊕ b2 = a2 ⊕ ((a⊗ b)⊕
(a⊗ b))⊕ b2 = a2 ⊕ b2
Par contre, on n'a pas : ∀a, b,c,d ∈ F2n , (a⊕ b)⊗ (c⊕ d) = (a⊗ c)⊕ (b⊗ d). Pour cette
raison, les multiplications sous cette forme sont appelées multiplications non linéaires
dans la suite de ce manuscrit.
Le masquage des fonctions linéaires est simple puisqu'il consiste à eﬀectuer le même
traitement sur chacun des 2 shares. Ainsi, au lieu de faire f(secret), on calcule f(share0)
et f(share1), car f(secret) = f(share0 ⊕ share1) = f(share0)⊕ f(share1).
Le masquage des fonctions non linéaires demande de trouver une manière de calculer 2
nouveaux shares res0 et res1 tels que f(share0⊕share1) = res0⊕res1 sans jamais révéler
d'information sur le secret.
Des algorithmes existent dans l'état de l'art pour certains cas particuliers comme le
masquage des multiplications non linéaires de corps ﬁnis binaires [Rivain et Prouﬀ, 2010]
(l'algorithme en question est dénommé secMult), ou comme le ou booléen [Baek et Noh,
2005].
4.4 Exemple préliminaire
Cette section déroule un exemple d'application du masquage avec un modèle de fuite en
valeur sur un exemple simple.
Le listing 4.1 présente la fonction que nous souhaitons masquer. Cette fonction prend en
arguments deux variables non secrètes (nous utiliserons par la suite le terme publique)
a et b et une variable secrète s. Cette fonction commence par un simple ou exclusif
entre une variable secrète et une variable publique (ligne 4 du listing 4.1). Pour cette
opération, le masquage ne coûte aucune opération supplémentaire, il suﬃt d'eﬀectuer
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l'opération sur l'un des deux shares (ligne 4 du listing 4.2) Ensuite, la fonction comporte
un ou booléen entre deux variables masquées (ligne 5 du listing 4.1), et un et booléen
entre une variable masquée et une variable publique (ligne 6 du listing 4.1)
Pour masquer le et booléen du listing 4.1 entre une variable publique et une variable
secrète, qui est linéaire par rapport au ou exclusif, on applique le et avec la variable
publique sur chacun des deux shares (lignes 12 et 13 du listing 4.2).
Pour cet exemple, nous appliquons l'algorithme de [Baek et Noh, 2005] pour le ou booléen,
et nous obtenons ainsi les lignes 9 et 10 du listing 4.2.
Cependant, la fonction du listing 4.2 n'est pas correctement masquée. Pour s'en rendre
compte, plaçons nous dans le cas a = 0 et s0 = s ⊕ r et s1 = r, où r est un masque.
Analysons par exemple les valeurs que prend c0 & s1 (ligne 9 du listing 4.2). On a :
c0 & s1 = (a^s0) & s1 = s0 & s1. La table de vérité de c0 & s1 en fonction de s et r est
présentée en table 4.1. Nous pouvons constater que (c0 & s1 = 1) ⇒ (s = 0). Ainsi, la
variable intermédiaire c0 & s1 n'est pas statistiquement indépendante du secret, on dit
que le masquage n'est pas parfait [Eldib et Wang, 2014].
Table 4.1  Table de vérité de c0 & s1 en fonction de s et r, lorsque a = 0
s s1 = r s0 = s^r c0 & s1 = s0 & s1
0 0 0 0
0 1 1 1
1 0 1 0
1 1 0 0
Ici, le problème vient du fait que les variables c et s ont été masquées en utilisant le
même masque. Il faut donc remasquer l'une des deux variables avec un nouveau masque
avant de les combiner. Le listing 4.3 présente le code obtenu en ajoutant un remasquage.
Un nouveau masque est tout d'abord choisi (appel à rand de la ligne 9 du listing 4.3).
Ensuite, les deux shares de l'une des deux variables sont mis à jour avec ce nouveau
masque (lignes 10 et 11 du listing 4.3) pour conserver la propriété c = c0⊕ c1.
Cet exemple montre que l'on peut appliquer cette contre-mesure de masquage en déter-
minant les opérations qui dépendent d'un secret puis en les masquant une à une, et en
remasquant si nécessaire. Ce principe d'application de la contre-mesure peut être mis en
÷uvre automatiquement au sein du compilateur.
4.5 Application itérative du masquage sur une forme
SSA
Cette section présente notre principe d'application de la contre-mesure de masquage, qui
permet d'appliquer itérativement la contre-mesure sur une fonction sous forme SSA.
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Listing 4.1  Fonction à masquer, écrite en C
1 /* a et b sont publiques, et s est secret */
2 bool f(bool a, b, bool s)
3 {
4 bool c = a ^ s; /* OU EXCLUSIF par une variable publique */
5 bool d = c | s; /* OU entre deux secret : non lineaire */
6 bool e = d & b; /* ET entre une variable publique et une variable
secrete : lineaire */
7 return e;
8 }
Listing 4.2  Application d'un schéma de masquage booléen d'ordre 1 à la fonction
du listing 4.1 sans prendre en compte le besoin de remasquer
1 /* a et b sont publiques, et s0 et s1 sont deux shares */
2 bool f(bool a, b, bool s0,s1)
3 {
4 bool c0 = a ^ s0;
5 bool c1 = s1;
6 /* c0 ⊕ c1 = a ⊕ s0 ⊕ s1
7 = a ⊕ s = c */
8 /* masquage du OU avec la formule de [Baek et Noh, 2005] */
9 bool d0 = (c0 | s0) ^ (c0 & s1); /* fuite d'ordre 1 */
10 bool d1 = (c1 & s1) ^ (c1 | s0);
11 /* d0 ⊕ d1 = d */
12 bool e0 = d0 & b;
13 bool e1 = d1 & b;
14 /* e0 ⊕ e1 = (d0 ∧ b) ⊕ (d1 ∧ b)
15 = (d0 ⊕ d1) ∧ b */
16 return e0 ^ e1;
17 }
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Listing 4.3  Application d'un schéma de masquage booléen d'ordre 1 à la fonction
du listing 4.1 en prennant en compte le besoin de remasquer
1 /* a et b sont publiques, et s0 et s1 sont deux shares */
2 bool f(bool a, b, bool s0,s1)
3 {
4 bool c0 = a ^ s0;
5 bool c1 = s1;
6 /* c0 ⊕ c1 = a ⊕ s0 ⊕ s1
7 = a ⊕ s = c */
8 /* remasquage de c0 et c1 */
9 bool rand = rand();
10 c0 = c0 ^ rand;
11 c1 = c1 ^ rand;
12 /* masquage du OU avec la formule de [Baek et Noh, 2005] */
13 bool d0 = (c0 | s0) ^ (c0 & s1);
14 bool d1 = (c1 & s1) ^ (c1 | s0);
15 /* d0 ⊕ d1 = d */
16 bool e0 = d0 & b;
17 bool e1 = d1 & b;
18 /* e0 ⊕ e1 = (d0 ∧ b) ⊕ (d1 ∧ b)
19 = (d0 ⊕ d1) ∧ b */
20 return e0 ^ e1;
21 }
4.5.1 Algorithme général pour une fonction
L'algorithme 1 présente une vue générale du principe d'application d'un schéma de mas-
quage. Celle-ci se déroule en 3 grandes étapes : retrouver les variables indiquées comme
secrètes par l'utilisateur (getUserSpecifiedSecretVariables(f)), propager l'informa-
tion de conﬁdentialité sur les variables pour obtenir la liste des instructions à transformer
(getSecretInstsLists(ListOfSecretVars, f)), puis transformer ces instructions pour
obtenir un code masqué (TransformInst1SecretOperand et TransformInst2Secret-
Operands).
Nous détaillons dans les sections suivantes les étapes du processus d'application du mas-
quage : la recherche des variables indiquées comme secrètes est présentée en section 4.5.2,
la propagation de l'information de conﬁdentialité est présentée dans la section 4.5.3, et la
transformation des instructions est présentée dans les sections 4.5.4 et 4.5.5. Nous consi-
dérons pour ces étapes que l'utilisateur utilise le premier share à la place de la variable
secrète lors de ses appels de la fonction. Typiquement, si une instruction utilisait le secret
s, elle utilisera à la place le share s0.
4.5.2 Recherche des variables spéciﬁées comme secrètes
La première étape de l'application de la contre-mesure consiste à retrouver dans la fonc-
tion sous forme SSA les variables ou emplacements mémoire contenant directement ou
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Algorithme 1 : Masquage d'une fonction en place
f ← processFunction(f )
Input : Function f
Output : Masked function f
1 ListOfSecretVars = getUserSpeciﬁedSecretVariables(f)
2 ListOfInstsToTransform = getSecretInstsList(ListOfSecretVars, f)
3 foreach instruction I of ListOfInstsToTransform do
4 nbSecretOperands = getNbSecretOperands(I )
5 switch nbSecretOperands do
6 case 1
7 TransformInst1SecretOperand(I , f )
8 case 2
9 TransformInst2SecretOperands(I , f )
indirectement l'un des secrets spéciﬁés par l'utilisateur. Elle correspond à l'appel à l'ap-
pel à getUserSpecifiedSecretVariables(f) de l'algorithme 1. Pour cela, l'algorithme
itère sur tous les opérandes de toutes les instructions ainsi que sur les arguments de la
fonction en testant pour chaque variable si elle correspond à l'une des variables spéciﬁées
par l'utilisateur.
4.5.3 Constitution de la liste des instructions à transformer
Une fois la correspondance eﬀectuée entre les variables indiquées par l'utilisateur et les
variables visibles sous forme SSA, il s'agit de déterminer l'ensemble des instructions à
transformer pour obtenir un code masqué. C'est la charge de la fonction getSecret-
InstsLists(SecretVars), dont le fonctionnement est présenté dans l'algorithme 2. Cet
algorithme eﬀectue une analyse visant à retrouver toutes les instructions dépendant d'une
des variables secrètes.
Cette analyse repose sur un système d'annotations pour diﬀérencier les variables selon
leur niveau de conﬁdentialité. Ce système d'annotations permet qu'une variable secrète
sauvegardée en mémoire puis rechargée dans une autre variable reste considérée comme
secrète.
Les variables sont annotées avec un niveau de conﬁdentialité pouvant être l'un des niveaux
suivants :
 P ou publique - la variable est publique, et n'est pas séparée en shares
 S ou secrète - la variable ne doit pas être divulguée, et elle est ou devra être séparée
en shares
 AS ou adresse d'un secret - la variable elle même n'est pas sensible, mais elle
permet d'accéder à une variable secrète stockée en mémoire.
Pour les variables de niveau AS, on note dans le type le nombre de déréférencements
nécessaires pour récupérer un secret à partir de la variable. Ainsi, une variable de niveau
AS1 est un pointeur vers un secret. Une variable de niveau AS2 est un pointeur vers une
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Algorithme 2 : Analyse de dépendances pour trouver toutes les instructions à
transformer
ListOfInstsToTransform ← getSecretInstsList(ListOfSecretVars, f)
Input : User speciﬁed secret variables list ListOfSecretVars, Function f
Output : Instruction list ListOfInstsToTransform
1 ListOfInstsToTransform = List()
2 Confidentiality = Map() // Map variables and insts to their confidentiality
// Infer confidentiality of the secret variables specified by the user
3 foreach variable v of ListOfSecretVars do
4 Confidentiality [v ] = inferConﬁdentialityFromType(v)
5 ListOfInstsWithUnknownConfidentiality=getInstructions(f)
6 while isNotEmpty(ListOfInstsWithUnknownConfidentiality) do
7 I = getFirstInst(ListOfInstsWithUnknownConfidentiality)
8 removeFromList(ListOfInstsWithUnknownConfidentiality , I )
// Propagate confidentiality and put results in Confidentiality
9 success = propagateConﬁdentiality(I , Confidentiality)
10 if not(success) then
// An operand has an unknown confidentiality
// Put back the instruction in the list to try again later
11 append(ListOfInstsWithUnknownConfidentiality , I )
12 else
13 if instructionManipulatesSecretData(I ) then
14 append(ListOfInstsToTransform, I )
15 else
// Nothing to do
16 return ListOfInstsToTransform
variable de type AS1. Les niveaux AS0 et S sont équivalents et désignent tous deux un
secret.
Les variables spéciﬁées comme secrètes par l'utilisateur sont tout d'abord annotées. Cha-
cune de ces variables est annotée par le niveau S si elle est de type entier, et est annotée
par le niveau AS si elle correspond à une adresse d'un entier. Nous supposons ici que
les secrets sont des nombres entiers, ce qui est le cas en ce qui concerne les fonctions de
chiﬀrement visées, mais une option pourrait être ajoutée pour que l'utilisateur indique
lui même le type de chaque variable en entrée de la fonction.
Une fois que les variables spéciﬁées comme secrètes par l'utilisateur ont été annotées, une
analyse de ﬂot de données est utilisée pour inférer le niveau de conﬁdentialité de toutes
les autres variables de la fonction. Pour cela, l'analyse de ﬂot de données utilise les règles
de propagation suivantes :
 Le résultat de toute opération de calcul utilisant un opérande de type ASt est de
type ASt.
 L'adresse mémoire utilisée pour stocker en mémoire un élément de type ASt est
de type ASt+1.
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 Le résultat d'une lecture mémoire dont l'adresse est de type ASt est de type
ASmax{t−1;0}. Ainsi, le résultat d'une lecture mémoire indexée par un secret est lui
aussi secret.
 Toute variable non prise en compte par les règles précédentes est de type P .
Cette propagation a lieu dans l'appel à la fonction propagateConfidentiality de l'algo-
rithme 2. Cette fonction renvoie un booléen de succès, qui est faux si l'un des opérandes
de l'instruction nécessaire à la propagation est de conﬁdentialité inconnue, et qui est vrai
si la propagation est eﬀectuée avec succès.
Toutes les instructions manipulant un opérande de type S ou ayant un résultat de type
S sont ensuite ajoutées à la liste des instructions à masquer.
Bien que le typage des adresses mémoire permette de propager un type secret à travers les
accès mémoire, l'analyse reste imprécise et demande qu'une adresse ne serve pas à calculer
à la fois un pointeur vers des secrets et un pointeur vers des variables non conﬁdentielles.
De plus, ces règles de propagations sont syntaxiques, ainsi, le résultat d'un ou exclusif
entre un secret et lui même est considéré comme de type S, bien que ce résultat soit
constant égal à 0.
4.5.4 Transformation d'une instruction ayant un seul opérande
secret
Cette section présente la transformation des instructions ayant un seul opérande secret,
correspondant à l'appel à la fonction TransformInst1SecretOperand(I ,f ) de l'algo-
rithme 1. L'algorithme 3 présente cette transformation. Les fonctions préﬁxées par create
insèrent la nouvelle instruction après la dernière instruction insérée, ou à défaut, après
l'instruction I à transformer. De plus, ces opérations renvoient la variable résultat de
la nouvelle instruction, qui peut ainsi éventuellement être utilisée pour des instructions
subséquentes.
Cette étape est eﬀectuée en place dans f . Elle exploite le fait que l'utilisateur remplace
dans son code chaque variable secrète par le premier share associé à cette variable. Ainsi,
une instruction qui manipulait un secret manipule alors le premier share. L'instruction
est donc laissée telle quelle lors de la transformation si elle utile au calcul masqué, ou
supprimée si elle ne l'est pas.
Pour les instructions ayant un seul opérande secret, l'algorithme applique des méthodes
de transformation pour chaque type d'instructions.
L'algorithme gère tout d'abord les opérations linéaires par rapport au ou exclusif :
les décalages, rotations, extensions signées ou non signées, troncatures, et le et boo-
léen. Le et booléen est ici une opération linéaire par rapport au ou exclusif parce
qu'il s'agit d'un et booléen ayant un seul opérande secret : a ∧ (s0 ⊕ s1) = (a ∧ s0) ⊕
(a ∧ s1). Pour toutes ces instructions, il suﬃt d'ajouter une nouvelle instruction iden-
tique qui eﬀectuera l'opération sur le second share, c'est le rôle de l'appel de fonction
createInstWithSameOpcodeAs(I ,s1) de l'algorithme 3. Les résultats des deux instruc-
tions forment deux nouveaux shares.
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Algorithme 3 : Transformation d'une instruction ayant un opérande secret
TransformInst1SecretOperand(I , f )
Input : Instruction I, Function f
1 instOpcode = getOpcode(I )
2 s0 = getSecretOperand(I )
3 s1 = getSecondShare(s0 )
4 switch instOpcode do
5 case shift, rotate, zext, sext, trunc, and
// the operation must be applied to each share
6 createInstWithSameOpcodeAs(I , s1 )
7 case xor
// nothing to do: the xor must be done on one share only
8 case or
// the following property is used:
// a ∨ (s0 ⊕ s1) = (a ∨ s0)⊕ (¬a ∧ s1)
// the inst I already does (a ∨ s0), the second part must be added:
9 a = getPublicOperand(I )
10 createAnd(createNot(a), s1 )
11 case load
12 if isAddressOfLoadPublic(I ) then
13 createLoad(getAddressOfShare(s1 ))
14 else
// load with an adress which depends on a secret
15 if isLoadOfConstTable(I ) then
16 replaceInstByPolynomialEvaluation(I )
17 else error
18 case store
19 if isAddressOfStorePublic(I ) then
20 createStore(getAddressOfShare(s1 ), s1 )
21 else error
22 case phi node
23 createPhiNode(s1 , 0)
Ensuite, le ou exclusif ne nécessite aucune transformation : a⊕(s0⊕s1) = (a⊕s0)⊕s1.
Le second share du résultat du ou exclusif correspond au second share de l'opérande
secret.
Pour le ou booléen, l'instruction originale calcule correctement un premier share, et
l'algorithme créé deux nouvelles instructions pour calculer un second share en utilisant
la relation a ∨ (s0 ⊕ s1) = (a ∨ s0)⊕ (¬a ∧ s1).
Les lectures mémoire ayant une adresse publique (AS1) sont simplement dupliquées de
manière à récupérer chaque share. Lorsque l'adresse est secrète, l'algorithme commence
par vériﬁer que l'instruction de lecture mémoire fait un accès à une table constante. Si
l'instruction correspond bien à un accès à une table constante, alors l'instruction est rem-
placée par une séquence d'instructions masquée permettant de faire une évaluation d'un
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polynôme interpolateur de la table constante. La génération de ce polynôme est détaillée
en section 4.5.7. Dans le cas contraire, l'instruction n'est pas gérée et la compilation
s'arrête sur une erreur.
Les écritures mémoire sont gérées de manière similaire, à ceci près que les écritures mé-
moire indexées par un secret donnent systématiquement lieu à une erreur.
Enﬁn, pour les n÷uds φ (présentés en section 2.4.1) ayant un opérande secret et un
opérande publique, l'algorithme duplique le n÷ud φ en remplaçant l'opérande secret par
le second share qui lui est associé, et l'opérande publique par la constante 0. Ainsi, dans
les deux cas, les résultats des deux n÷uds φ forment deux shares dont le ou exclusif
donne bien la variable d'origine.
4.5.5 Transformation d'une instruction ayant deux opérandes se-
crets
Cette section présente la transformation des instructions ayant deux opérandes secrets,
correspondant à l'appel à la fonction TransformInst2SecretOperands(I , f ) de l'al-
gorithme 1. L'algorithme 4 présente cette transformation. De la même manière que la
transformation d'une instruction ayant un seul opérande secret, cette étape est eﬀectuée
en place.
Algorithme 4 : Transformation d'une instruction ayant 2 opérandes secrets
TransformInst2SecretOperands(I , f )
Input : Instruction I, Function f
1 instOpcode = getOpcode(I )
2 a0 = getFirstSecretOperand(I )
3 a1 = getSecondShare(a0 )
4 b0 = getSecondSecretOperand(I )
5 b1 = getSecondShare(b0 )
6 if shouldRemask(a0 ,b0 ) then
7 [a ′0 , a ′1 ] = remaskOperand(a0 , a1 )
8 replaceSubsequentUseBy(a0 ,a ′0 )
9 replaceSubsequentUseBy(a1 ,a ′1 )
10 switch instOpcode do
11 case xor
// keep the xor between a0 and b0 and add a new one
12 createXor(a1 , b1 )
13 case or
14 replaceInstByMaskedOr(I )
15 case and
16 replaceInstBySecMult(I )
17 case phi node
18 createPhiNode(a1 , b1 )
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Pour les instructions ayant deux opérandes secrets, l'algorithme commence par analyser
s'il est nécessaire d'eﬀectuer un remasquage (appel à shouldRemask de l'algorithme 4).
Lorsqu'une variable est remasquée (appel à remaskOperand de l'algorithme 4), toutes
ses utilisations ultérieures sont remplacées par des utilisations de la variable remasquée
(appels à replaceSubsequentUseBy dans l'algorithme 4). La variable remasquée dépend
d'un nombre de masques plus grand, ce qui peut éviter d'autres remasquages.
Pour tester si un remasquage doit être eﬀectué, il est nécessaire d'analyser la dépendance
statistique des variables aux secrets : si le résultat de la combinaison des deux variables
est statistiquement indépendant des secrets, alors il n'est pas nécessaire de remasquer.
Notre mise en ÷uvre se base sur une approche syntaxique, moins ﬁable qu'une véritable
analyse de dépendance statistique. Ce point est détaillé en section 4.5.6 et pourra évoluer
au cours de travaux futurs.
Le remasquage est eﬀectué en créant un appel à un générateur de nombre aléatoire pour
obtenir un nouveau masque, et en eﬀectuant le ou exclusif de ce masque avec chacun
des deux shares de la variables à remasquer [Rivain et Prouﬀ, 2010].
L'algorithme 4 traite ensuite les instructions en fonction de leur nature :
 Pour les ou exclusifs, un nouveau ou exclusif est créé entre les second shares
des opérandes secrets.
 Pour les ou booléens, l'algorithme utilise la formule décrite dans [Baek et Noh,
2005]. L'application de cette formule est présentée dans l'algorithme 5.
 Pour les et booléens, l'algorithme utilise la formule du secMult [Rivain et Prouﬀ,
2010]. L'algorithme 6 présente l'application de cette formule, pour un masquage
d'ordre 1.
 Enﬁn, pour les n÷uds φ à deux opérandes tous deux secrets, l'algorithme ajoute
un nouveau n÷ud φ ayant comme opérandes les seconds shares.
Algorithme 5 : Transformation d'un ou ayant deux opérandes secrets
replaceInstByMaskedOr(I )
Input : Instruction I
1 a0 = getFirstSecretOperand(I )
2 a1 = getSecondShare(a0 )
3 b0 = getSecondSecretOperand(I )
4 b1 = getSecondShare(b0 )
// the instruction I computes a0 ∨ b0
// the following instructions must be added to compute the first share:
5 and0 = createAnd(a0, b1)
6 res0 = createXor(and0, I)
// the following instructions must be added to compute the second share:
7 and1 = createAnd(a1, b1)
8 or1 = createOr(a1,b0)
9 res1 = createXor(or1, and1)
4.5.6 Gestion des masques lors de la phase d'application
Pour gérer les remasquages, une liste des masques de chaque variable secrète est main-
tenue. L'utilisateur a la charge du masquage initial des variables qu'il déclare comme
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Algorithme 6 : Transformation d'un and ayant deux opérandes secrets
replaceInstBySecMult(I )
Input : Instruction I
1 a0 = getFirstSecretOperand(I )
2 a1 = getSecondShare(a0 )
3 b0 = getSecondSecretOperand(I )
4 b1 = getSecondShare(b0 )
5 r01 = createCall(RNG)
// the instruction I computes a0 ∧ b0
// the following instruction must be added to compute the first share:
6 res0 = createXor(I, r01)
// the following instructions must be added to compute the second share:
7 and01 = createAnd(a0, b1)
8 and10 = createAnd(a1, b0)
9 xor = createXor(and01, r01)
10 r10 = createXor(xor, and10)
11 and11 = createAnd(a1, b1)
12 res1 = createXor(and11, r10)
secrètes, et pour chacune de ces variables, le second share est considéré comme étant un
masque. L'algorithme applique des règles de propagation des masques aﬁn de détermi-
ner pour chaque instruction transformée la liste des masques du résultat. L'analyse de
masque est basée uniquement sur une dépendance syntaxique à un masque, de la même
manière que [Moss et al., 2012]. Comme nous allons le voir après, cette analyse n'est pas
sure à 100% comme montré par [Eldib et Wang, 2014] et peut donner à la fois des faux
positifs et des faux négatifs.
Instructions à un opérande secret. La variable résultat d'une instruction qui n'a
qu'un seul opérande secret hérite de la liste de masques de l'opérande secret.
Instructions à deux opérandes secrets. La liste de masques du résultat d'une ins-
truction à deux opérandes secrets est calculée à partir des listes de masques des deux
opérandes. Nous calculons la liste Mr des masques du résultat à partir des deux listes
Ma et Mb des opérandes ainsi : Mr = (Ma ∪ Mb) \ (Ma ∩ Mb). Si Mr = ∅, l'un des
opérandes est remasqué : on eﬀectue un ou exclusif de chaque share de l'opérande
avec un nouveau masque. L'ensemble de masques du résultat peut alors être recalculé.
Cas des n÷uds phi. Dans le cas d'un n÷ud φ, la liste des masques de la variable
résultat correspond à celle d'un de ses opérandes. Les opérandes secrets source du n÷ud
φ peuvent avoir des ensembles de masques diﬀérents. Dans ce cas, on ne peut pas déﬁnir
de manière unique l'ensemble des masques du résultat du n÷ud φ. La gestion des masques
doit donc être adaptée.
L'ensemble des masques d'une variable résultat d'un n÷ud φ n'est pas déterminable
statiquement à la compilation, puisqu'on ne sait pas le chemin d'exécution qui a mené
à ce n÷ud φ. On considère alors l'ensemble des possibilités : la variable résultat peut
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hériter son ensemble de masques soit du premier opérande, soit du deuxième. Au lieu
d'associer un ensemble de masques à la variable résultat, on lui associe alors l'ensemble
des ensembles de masques possibles. Donc la variable résultat portera les deux ensembles
associés à chacun des opérandes du n÷ud φ.
Toutes les opérations sur les masques sont adaptées aﬁn de travailler avec des ensembles
d'ensembles de manière à explorer toutes les possibilités. En particulier, lorsqu'une ins-
truction combine deux opérandes secrets qui ont chacun plusieurs ensembles de masques
possibles, le calcul de Mr est fait sur toutes les combinaisons possibles d'ensembles de
masques. Un remasquage est réalisé dès lors qu'une des combinaisons résulte en un en-
semble vide. Le remasquage ajoute alors un masque à tous les ensembles de masques
associés à l'opérande qui est remasqué.
Des dépendances cycliques peuvent exister, si le n÷ud φ dépend d'une variable qui dépend
elle-même du résultat du n÷ud φ. On considère alors que le n÷ud φ a un opérande
d'initialisation qui lui donne sa première valeur, et un opérande cyclique qui met sa valeur
à jour, à chaque itération par exemple dans le cas d'une boucle. Dans ce cas, l'analyse des
masques essaie de déterminer un ensemble d'ensembles de masques pour cette variable
en suivant l'algorithme 7. L'idée générale de cet algorithme est de simuler la propagation
des masques, comme si on masquait les instructions mais sans modiﬁer la fonction, en
bouclant tant que l'ensemble des ensembles de masques possibles du n÷ud φ s'agrandit.
Si la propagation ne donne pas lieu à l'ajout de masques dans cet ensemble au bout d'un
certain nombre d'itérations, l'algorithme a trouvé l'ensemble de tous les ensembles de
masques possibles pour le n÷ud φ. Cet algorithme ne converge pas toujours, et le nombre
d'itérations de l'algorithme est donc borné par l'utilisateur : si l'algorithme dépasse cette
limite alors il renvoie un ensemble vide, et le résultat du n÷ud φ sera alors remasqué,
ce qui changera le masque du résultat du n÷ud φ à toutes les itérations et permettra de
continuer l'application de la contre-mesure.
Une fois l'ensemble d'ensemble de masques trouvé, le n÷ud φ et son bloc de base sont
masqués normalement.
Limitations de la méthode d'analyse des masques utilisée. La méthode que nous
utilisons pour déterminer si un remasquage est nécessaire a l'avantage d'être simple, mais
elle peut donner lieu à des remasquages inutiles, voire à une absence de remasquage à un
endroit où il serait nécessaire d'en avoir un dans certains cas, car l'analyse de dépendance
à un masque n'est pas une condition suﬃsante.
Si la fonction eﬀectue un ou exclusif entre un secret et lui même, bien que le résultat soit
nul et donc indépendant de la valeur du secret, cette méthode indiquera qu'un remasquage
est nécessaire : nous sommes dans le cas d'un remasquage inutile.
Les listings 4.4 et 4.5 montrent une fonction pour laquelle un remasquage devrait être
eﬀectué mais n'est pas détecté par l'analyse. L'analyse est trompée lorsqu'une combi-
naison de deux secrets juxtapose des bits au lieu de les combiner. Les commentaires du
listing 4.5 indiquent les masques déterminés par la règle que nous utilisons. Le code de la
fonction commence par eﬀectuer des décalages à gauche et à droite sur les shares des deux
secrets, de manière à ce que les shares de k aient leurs 16 bits de poids faible à 0 et que
les shares de n aient leurs 16 bits de poids fort à 0. Ensuite, un ou exclusif est eﬀectué
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Listing 4.4  Fonction à masquer
1 #pragma maskara secret k
2 #pragma maskara secret n
3 uint32_t f(uint32_t k[2], uint32_t n[2])
4 {
5 a = k[0] << 16;
6 b = n[0] >> 16;
7 c = a ^ b;
8 d = c & a;
9 return d;
10 }
Listing 4.5  Fonction mal masquée
1 #pragma maskara secret k
2 #pragma maskara secret n
3 /* soit m1 le masque de k[0] et k[1], et m2 celui de n[0] et n[1]*/
4 uint32_t shares f(uint32_t k[2], uint32_t n[2])
5 {
6 /* liste de masques issue de l'analyse de masques */
7 a_0 = k[0] << 16; /* masque : m1 */
8 a_1 = k[1] << 16; /* masque : m1 */
9 b_0 = n[0] >> 16; /* masque : m2 */
10 b_1 = n[1] >> 16; /* masque : m2 */
11 c_0 = a_0 ^ b_0; /* masques : m1,m2 */ ← la partie haute de c_0
12 n'est masquée que par m1
13 et la partie basse n'est
14 masquée que par m2
15 c_1 = a_1 ^ b_1; /* masques : m1,m2 */ ← même constat que c_0
16 r01 = rand(); /* debut du secmult */
17 and00 = c_0 & a_0; /* masque : m2 */
18 res_0 = r01 ^ and00; /* masques : m2,r01 */
19 and01 = c_0 & a_1; /* masque : m2 */ ← démasquage ici
20 and10 = c_1 & a_0; /* masque : m2 */ ← démasquage ici
21 xor = and10 ^ r01; /* masques : m2,r01 */
22 r10 = xor ^ and10; /* masque : r01 */
23 and11 = c_1 & a_1; /* masque : m2 */
24 res_1 = and11 ^ r10; /* masque : r01 */
25 return {res_0,res_1};
26 }
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Algorithme 7 : Constitution de l'ensemble d'ensemble de masques pour un n÷ud
φ à deux opérandes
L ← getPhiNodeMaskList(I , timeout)
Input : Instruction I, integer timeout
Output : List of Mask Lists L
// get the operand which initialize the phi node value
1 iv = getInitVariable(I )
// get the operand which exhibits cyclic dependency
2 cv = getCyclicVariable(I )
3 addToList(L, getMaskLists(iv))
4 for i=0 ; i < timeout ; i++ do
// determine the mask lists of all instructions of the basic
// block assuming L is the phi node's mask lists
// in particular, this determines the mask lists of cv
// it does not affect L
5 propagateMaskListToInstructionsOfCurrentBasicBlock()
// test if mask lists from this iteration are already in our list
6 if isSubGroupOf(L, getCurrentIterationMaskLists(cv)) then
7 return L
8 return emptyList()
entre les shares de k et les shares de n (lignes 11 et 15). À cet endroit, le résultat de
l'analyse des masques n'est plus correct. En eﬀet, les variables résultant du ou exclusif
contiennent les bits des shares de k en poids forts, et les bits des shares de n en poids
faibles, et chaque bit n'est masqué que par un seul des deux masques, et non pas par les
deux masques comme l'analyse le considère. L'application de la formule du secMult pour
masquer le et booléen va ensuite combiner c_0 et a_1, ce qui va eﬀectuer, sur les poids
forts, un ou exclusif entre a_0 et a_1 (ligne 19), ce qui révèle a0 ⊕ a1 = k << 16. De
même, la combinaison de c_1 et a_0 va également eﬀectuer un ou exclusif entre a_1
et a_0 (ligne 20). L'analyse utilisée ne permet donc pas de détecter tous les démasquages
potentiels.
Des analyses plus poussées existent [Eldib et Wang, 2014,Ben El Ouahma et al., 2017,
Wang et al., 2019] pour déterminer plus ﬁnement si un remasquage est nécessaire et avoir
l'assurance que chaque bit est correctement masqué, et pourraient être implémentées
également lors de travaux futurs.
De part les limitations de la méthode que nous utilisons actuellement, le code masqué
produit par l'algorithme doit être vériﬁé pour garantir l'absence de démasquage. Les
transformations de code du back-end obligent elles aussi à eﬀectuer une telle vériﬁcation,
comme nous le verrons dans la section 4.6.3.
4.5.7 Transformation des accès aux tables constantes
Cette section présente comment les instructions de lecture mémoire accédant à des tables
constantes sont transformées pour que le code soit masqué. En particulier, ces instructions
Chapitre 4. Application du masquage 51
incluent les accès à des tableaux de substitution, appelés SBoxes dans les primitives
cryptographiques et dont la structure est un réseau de substitution/permutation, qui
associent à chaque entier d'un ensemble de départ un autre entier d'un ensemble d'arrivé.
Par exemple, dans le cas de l'AES, la SBox est une bijection de l'ensemble des entiers de
l'intervalle [0,255] dans lui même.
Nous désignerons abusivement toutes les tables constantes par le terme de SBox dans la
suite, même si certaines tables constantes pourraient être utilisées sans but de substitu-
tion.
4.5.7.1 Vue d'ensemble
L'utilisation de SBoxes est détectée par la présence d'une lecture mémoire indexée par
un secret, et dont l'adresse de base est celle d'une table constante.
Nous avons choisi de masquer les SBoxes en les remplaçant par des évaluations de po-
lynômes interpolateurs. Nous suivons la méthode décrite dans [Coron et al., 2014c] pour
déterminer un polynôme interpolateur sous une forme permettant un calcul eﬃcace. De
plus, nous avons apporté ensuite plusieurs optimisations aﬁn d'accélérer l'évaluation du
polynôme, qui seront présentées en section 4.5.7.6. Le code permettant l'évaluation mas-
quée du polynôme est émis en décomposant l'évaluation du polynôme en évaluations
masquées des monômes et en combinaisons par multiplications non linéaires et de ou
exclusifs des résultats intermédiaires. Il est à noter que le code masqué est produit di-
rectement à partir de l'expression analytique du polynôme. Ainsi, nous ne passons pas par
une étape intermédiaire d'émission d'un code non masqué, puis de masquage de celui-ci.
Ces polynômes interpolateurs sont déﬁnis sur des corps ﬁnis binaires, ce qui demande de
présenter quelques prérequis mathématiques pour expliquer l'approche.
4.5.7.2 Notions mathématiques : corps ﬁnis binaires
Cette sous-section aborde des notions relatives au corps ﬁnis, et vise à introduire la
représentation des entiers par des polynômes dans ces corps, et à faire la distinction entre
l'utilisation des polynômes comme représentation d'entiers de ces corps et l'utilisation
des polynômes comme fonctions polynomiales déﬁnies sur ces corps.
Déﬁnition 5. Un corps (C,⊕,⊗) est un ensemble d'éléments muni d'une addition ⊕ et
d'une multiplication ⊗. Ces 2 opérations vériﬁent les axiomes suivants :
 associativité de l'addition et de la multiplication :
∀x,y,z ∈ C, ∀ op ∈ {⊕,⊗}, (x op y) op z = x op (y op z)
 commutativité de l'addition et de la multiplication :
∀x,y ∈ C, ∀ op ∈ {⊕,⊗}, x op y = y op x
 existence d'un élément neutre pour l'addition (noté 0) et pour la multiplication
(noté 1) :
∃0 ∈ C, ∀x ∈ C, x⊕ 0 = 0⊕ x = x
∃1 ∈ C, ∀x ∈ C, x⊗ 1 = 1⊗ x = x
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Table 4.2  Exemples de quelques éléments d'un corps ﬁni écrits sous diverses
représentations
Polynôme en α Encodage binaire Entier associé à l'en-
codage binaire
α2 + α0 101 5
α4 + α3 + α1 11010 26
α1 10 2
 existence d'un inverse additif et d'un inverse multiplicatif (sauf pour 0)
∀x ∈ C, ∃y ∈ C, x⊕ y = 0
∀x ∈ C \ {0}, ∃y ∈ C, x⊗ y = 1
 distributivité de la multiplication sur l'addition :
∀x,y,z ∈ C, x⊗ (y ⊕ z) = x⊗ y ⊕ x⊗ z
Nous considérerons ici des corps ﬁnis binaires, c'est à dire des corps ﬁnis tels que ∀a ∈
C, a ⊕ a = 0. Les corps qui vériﬁent cette propriété sont dits de caractéristique 2. On
les note F2n , où 2n est le nombre d'éléments du corps. Les éléments de F2n sont sou-
vent représentés à l'aide de polynômes. La multiplication correspond à la multiplication
polynomiale modulo un polynôme irréductible ﬁxé noté PI, qui peut être choisi parmi
des listes connues de polynômes irréductibles (comme par exemple la liste [pri] extraite
de [Moon, 2005]). On suppose que ce polynôme irréductible PI admet une racine α, ce
qui donne l'équation : PI[α] = 0. Tous les éléments du corps sont alors représentés sous
forme de polynômes en α, par exemple α2 + α0.
Pour encoder ces éléments en entiers, on remplace simplement α par le chiﬀre 2. Par
exemple, α2 + α0 s'encode comme 22 + 20, donc comme l'entier 5. Par la suite, nous
considérerons dans nos notations que α = 2, aﬁn que le lien entre les polynômes et
leurs encodages en champs de bits soit direct. Le tableau 4.2 donne quelques exemples
d'éléments d'un corps ﬁni représentés sous forme polynomiale, binaire, et entière.
L'équation induite par le polynôme irréductible donne donc un modulo 1. Par exemple,
dans F22 (qui comporte uniquement les éléments {0,1,2,3})), le polynôme P = 1 +X +
X2 est irréductible, et on peut donc l'utiliser pour déﬁnir la multiplication. On obtient
l'équation 1+α+α2 = 0, ce qui sous forme entière donne 1+2+22 = 0, c'est à dire 7 = 0.
Sous cette forme, on voit que cette équation agit comme un modulo 7. Les chiﬀres plus
petits que 7 mais étant hors de l'ensemble, comme 4, peuvent être ramenés dans l'ensemble
considéré en écrivant l'équation autrement : 1 + 2 + 22 = 0⇔ 22 = 1 + 2⇔ 4 = 3. C'est
une diﬀérence importante par rapport au modulo usuel de (N,+ ,∗) ; ici comme l'addition
est le ou exclusif, il n'y a pas besoin d'atteindre la valeur du modulo pour reboucler.
Ainsi, l'équation permet de ramener dans l'ensemble considéré n'importe quel entier :
elle permet de simpliﬁer les polynômes ayant un degré supérieur ou égal au degré du
polynôme primitif. Pour indiquer que les calculs s'eﬀectuent relativement à l'équation
induite par le polynôme PI, nous utiliserons la notation =
PI
à la place du =.
1. l'addition et la multiplication étant celles du corps ﬁni, ce modulo ne donne pas les même résultats
que le modulo usuel sur (N,+ ,∗)
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Déﬁnition 6. Dans un corps ﬁni à 2n éléments, on appelle réduction l'opération qui
consiste à trouver, pour un entier i supérieur ou égal à 2n, l'entier j dans [0,2n[ tel que
i =
PI
j, où PI est le polynôme irréductible choisi pour ce corps.
Par exemple, considérons le corps F28 muni du polynôme irréductible PI[X] = X8 +
X4 + X3 + X2 + 1, qui induit l'équation 28 =
PI
24 + 23 + 22 + 1, c'est-à-dire 256 =
PI
29.
Réduisons l'entier 217 + 29 + 2. Les termes en gras sont les termes qui seront modiﬁés à
la ligne suivante, et ceux soulignés sont ceux qui ont été modiﬁés à la ligne courante :
217 + 29 + 2 =
PI
28+9 + 29 + 2 (4.1)
=
PI
28 ∗ 29 + 29 + 2 (4.2)
=
PI
(24 + 23 + 22 + 1) ∗ 29 + 29 + 2 (4.3)
=
PI
213 + 212 + 211 + 29 +29 +2 (4.4)
=
PI
213 + 212 + 211 + 2 (4.5)
=
PI
28 ∗ 25 + 212 + 211 + 2 (4.6)
=
PI
(24 + 23 + 22 + 1) ∗ 25 + 212 + 211 + 2 (4.7)
=
PI
29 + 28 + 27 + 25 + 212 + 211 + 2 (4.8)
=
PI
29 + 28 + 27 + 25 + 28 ∗ 24 + 211 + 2 (4.9)
=
PI
29 + 28 + 27 + 25 + (24 + 23 + 22 + 1) ∗ 24 + 211 + 2 (4.10)
=
PI
29 + 28 + 27 + 25 + 28 + 27 + 26 + 24 + 211 + 2 (4.11)
=
PI
29 + 26 + 25 + 24 + 211 + 2 (4.12)
=
PI
29 + 26 + 25 + 24 + (24 + 23 + 22 + 1) ∗ 23 + 2 (4.13)
=
PI
29 + 26 + 25 + 24 + 27 + 26 + 25 + 23 + 2 (4.14)
=
PI
29 + 27 + 24 + 23 + 2 (4.15)
=
PI
(24 + 23 + 22 + 1) ∗ 2+ 27 + 24 + 23 + 2 (4.16)
=
PI
25 + 24 + 23 + 2+ 27 + 24 + 23 + 2 (4.17)
=
PI
27 + 25 (4.18)
(4.19)
Nous obtenons ainsi l'entier réduit.
L'opération de réduction étant déﬁnie, on s'intéresse maintenant à la multiplication. La
multiplication correspond à la multiplication usuelle sur les polynômes, à deux diﬀérences
près : l'addition est le ou exclusif (a⊕a 6= 2⊗a), et le résultat est réduit petit à petit en
remplaçant X8 par X4+X3+X2+1. Ainsi, pour multiplier 2 entiers a et b, on commence
par exprimer chacun d'eux comme somme de puissances de 2. Ensuite, on développe le
calcul de multiplication, et on calcule les produits de puissances de 2. Chaque fois qu'un
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terme apparaît 2 fois, on l'élimine, car l'addition est le ou exclusif. On réduit enﬁn les
puissances qui deviennent trop grandes.
Par exemple :
74 ∗ 7 =
PI
(26 + 23 + 2) ∗ (22 + 2 + 1) (4.20)
=
PI
28 + 27 + 26 + 25 + 24 + 23 + 23 + 22 + 1 (4.21)
=
PI
28 + 27 + 26 + 25 + 24 + 22 + 1 (4.22)
=
PI
24 + 23 + 22 + 1+ 27 + 26 + 25 + 24 + 22 + 1 (4.23)
=
PI
27 + 26 + 25 + 23 (4.24)
=
PI
232 (4.25)
Pour eﬀectuer la multiplication rapidement, sans devoir développer le produit des 2 po-
lynômes, il est possible de transformer tout polynôme (sauf l'élément 0) en un monôme
équivalent dont l'exposant est compris dans [0; 255]. Pour cela, on peut utiliser une table
de correspondance (table de log), indexée par la représentation entière du polynôme, et
renvoyant l'exposant du monôme équivalent [fas]. Pour multiplier les polynômes, on fait
alors la somme des 2 exposants obtenus via la table de log, pour obtenir un monôme
correspondant au résultat du produit. Il faut ensuite faire une réduction de ce monôme
pour obtenir un polynôme de degré plus petit que 8. La réduction d'un monôme peut
également se faire rapidement en utilisant une table de correspondance (table d'alog),
permettant d'obtenir à partir de l'exposant du monôme la représentation entière du po-
lynôme associé. Ce processus sera détaillé dans la section 4.5.7.6.
Dans la suite, nous utiliserons également des polynômes pour interpoler une fonction
f : [0 : 2n − 1] −→ [0 : 2n − 1]. Dans ce cas, on cherche un polynôme Q tel que
∀x ∈ [0 : 2n− 1], Q(x) = f(x), les coeﬃcients de Q sont dans [0 : 2n− 1], et son degré est
inférieur ou égal à 2n − 1. Un tel polynôme existe toujours puisque l'on peut prendre le
polynôme de Lagrange. Ainsi, dans ce cas, Q est un polynôme déﬁni dans le but d'être
utilisé comme une fonction, contrairement aux polynômes présentés dans cette section
qui servent à la représentation polynomiale d'entiers.
4.5.7.3 Approche
Dans notre approche de masquage, les accès en lecture à une table de substitution, ou
SBox, sont remplacés par l'évaluation masquée d'un polynôme interpolateur (x 7→ P [x]).
Pour trouver un polynôme adéquat, nous suivons l'approche présentée par [Coron et al.,
2014c]. Cette approche permet de trouver une expression polynomiale ayant peu de mul-
tiplications non linéaires, aﬁn que l'application du masquage ne soit pas trop coûteuse.
En eﬀet, pour eﬀectuer une multiplication non linéaire masquée à l'ordre 1, il est né-
cessaire d'eﬀectuer un tirage d'un nombre aléatoire, quatre multiplications de corps,
et quatre ou exclusifs. Aﬁn de limiter le nombre de ces multiplications, l'approche
de Coron et al. vise à bien exploiter l'élévation au carré, parce qu'elle est linéaire par
rapport au ou exclusif, ce qui rend le masquage de cette opération peu coûteux :
(a0 + a1)
2 = a20 + a0 ∗ a1 + a1 ∗ a0 + a21 = a20 + a0 ∗ a1 + a0 ∗ a1 + a21 = a20 + a21. Cette
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approche consiste à trouver le polynôme interpolateur sous la forme suivante, où les qi et
les pi sont des polynômes construits en utilisant principalement l'élévation au carré :
P [X] =
t−1∑
i=1
pi(X) · qi(X) + pt(X). (4.26)
Pour comprendre l'intérêt de l'approche proposée par Coron et al., considérons tout
d'abord une approche plus directe. Il est facile de trouver un polynôme interpolateur pour
une table déﬁnie dans un corps ﬁni binaire à 2n éléments en utilisant par exemple le poly-
nôme interpolateur de Lagrange. On aura alors un polynôme déﬁni par : P [X] =
∑2n−1
β=0 cβ·
Xβ. Pour évaluer ce polynôme de manière masquée, on considère les diﬀérentes opéra-
tions une à une : les ou exclusifs entre secrets et les multiplications d'un secret par
un scalaire sont des fonctions linéaires par rapport au ou exclusif, et se masquent
comme toute fonction linéaire, et l'évaluation des monômes requiert des multiplications
non linéaires qui forment alors les opérations les plus coûteuses. Pour calculer Xβ, on
peut procéder à une exponentiation rapide. Calculons par exemple X241 :
X241 = (((((((X2 ∗X)2 ∗X)2 ∗X)2)2)2)2) ∗X
Cette exponentiation rapide nécessite 7 élévations au carré (qui est une opération linéaire)
et 4 multiplications non linéaires pour calculer ce monôme. C'est beaucoup, mais on peut
remarquer qu'on n'a pas calculé un seul monôme, mais plusieurs : les étapes intermé-
diaires du calcul ont permis de calculer X2, X3, X6, X7, X14, X15, X30, X60, X120, X240.
De plus, à partir du moment où X15 est connu, on a calculé 4 autre monômes (X30,
X60, X120, X240) en eﬀectuant uniquement des élévations au carré. Ainsi, à partir de
quelques monômes évalués, on peut en calculer rapidement beaucoup d'autres en faisant
uniquement des élévations au carré.
Bien qu'élever un monôme au carré permette d'obtenir d'autres monômes, on retombe
sur le monôme initial après quelques carrés successifs, de part les propriétés du corps ﬁni.
En fait, dans un corps ﬁni binaire à 2n éléments, on a ∀β ≥ 2n − 1, Xβ = Xβ−(2n−1).
On appelle classe cyclotomique d'un exposant β l'ensemble des exposants pouvant être
obtenus en élevant Xβ au carré une ou plusieurs fois. Le nombre d'éléments dans une
classe cyclotomique dépend de l'exposant β : la classe cyclotomique de l'exposant 0 ne
contient que lui même, au contraire de la classe cyclotomique de 15 qui, dans un corps
ﬁni à 28 éléments, contient {15, 30, 60, 120, 240, 225, 195, 135}. Une classe cyclotomique
déﬁnie par rapport à un corps ﬁni à 2n éléments ne peut contenir plus de n éléments.
Cependant, même en optimisant le calcul des exposants et en exploitant les classes cyclo-
tomiques pour en générer le maximum par élévation au carré, le nombre de multiplications
non linéaires nécessaires pour l'évaluation de tous les monômes reste conséquent. Dans un
ensemble à 2n− 1 exposants, il y a au moins 2
n − 2
n
+1 classes cyclotomiques, puisque 0
est toujours seul dans sa classe et que les autres classes ont moins de n éléments. Pour un
corps ﬁni binaire à 28 éléments comme celui utilisé pour la SBox de l'AES, cela représente
33 classes minimum. Bien que la classe de 0 et la classe de l'exposant 1 ne nécessitent pas
de multiplication non linéaire pour le calcul de leurs exposants, il est nécessaire d'eﬀectuer
une multiplication non linéaire pour chaque autre classe aﬁn d'obtenir un monôme dont
l'exposant appartient à la classe. Le nombre de multiplications non linéaires à eﬀectuer
est donc au moins égal à 31, ce qui est coûteux.
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Aﬁn de réduire ce coût, l'approche de Coron et al. permet d'obtenir un polynôme in-
terpolateur sous une forme qui ne nécessite pas de calculer tous les monômes. Ainsi, le
polynôme interpolateur n'est pas recherché sous la forme P [X] =
∑2n−1
β=0 cβ · Xβ, mais
sous la forme donnée dans l'équation 4.26 et rappelée ci dessous :
P [X] =
t−1∑
i=1
pi(X) · qi(X) + pt(X). (4.27)
Les qi et pi sont des sous polynômes déﬁnis sur un ensemble de monômes restreint, choisi
de manière à ce que n'importe quel monôme puisse s'exprimer comme le produit de deux
autres monômes. La valeur de t est l'un des paramètres de l'approche.
Le fait de restreindre l'ensemble des monômes utilisés permet de diminuer le coût dû
aux multiplications non linéaires, même si quelques multiplications non linéaires restent
nécessaires pour multiplier les pi avec les qi. À titre d'exemple, pour la SBox de l'AES à 256
élements, cette approche permet de passer de 31 multiplications non linéaires minimum
à seulement 10 multiplications non linéaires. Le gain est alors d'un facteur 3.
4.5.7.4 Déroulement de l'algorithme pour constituer le polynôme interpola-
teur
Lors du masquage d'un accès à une table constante, la première étape de l'algorithme de
recherche de polynôme interpolateur consiste à retrouver les valeurs de la table constante.
Une fois celles-ci connues, on calcule les diﬀérents paramètres de l'approche de Coron et
al. : le nombre de classes cyclotomiques utilisées l, le nombre de produits pi(X) ∗ qi(X)
appelé t− 1, et l'entier n tel que 2n corresponde au nombre d'éléments de la SBox.
On calcule d'abord t = d
√
2n
n
e, puis l = d(2
n) + (n− 1) ∗ t
n ∗ t e.
Selon Coron et al., ces formules permettent d'approcher un nombre de multiplications
non linéaires optimal, tout en remplissant les conditions nécessaires pour qu'un polynôme
interpolateur puisse être trouvé.
On se place dans un corps ﬁni à 2n éléments, en prenant un polynôme primitif PI parmi
une liste de polynômes irréductibles connus.
On choisit alors un ensemble de l monômes tels que :
1. le monôme 1 est toujours choisi
2. chaque monôme nécessite une seule multiplication non linéaire pour être formé à
partir des monômes précédemment choisis
3. la classe cyclotomique de l'exposant de chaque monôme contient n exposants
distincts. Autrement dit, chaque monôme génère n monômes distincts lorsqu'on
l'élève au carré plusieurs fois d'aﬃlée.
4. tout monôme hors de l'ensemble peut s'écrire comme produit de 2 monômes de
l'ensemble
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Listing 4.6  Table de substitution SBox de PRESENT
uint8_t SBox[16] = {0xC, 0x5, 0x6, 0xB, 0x9, 0x0, 0xA, 0xD,
0x3, 0xE, 0xF, 0x8, 0x4, 0x7, 0x1, 0x2};
Les règles 1 et 4 sont primordiales. La règle 3 n'est pas obligatoire, l'algorithme cherche
d'abord à la respecter, mais l'enfreint s'il ne trouve pas de solution. La règle 2 est im-
portante puisqu'elle force l'algorithme à choisir un ensemble de monômes pour lequel le
nombre de multiplications non linéaires est minimal.
Ensuite, l'algorithme choisit t − 1 polynômes aléatoires à partir de cet ensemble de mo-
nômes : il s'agit des polynômes qi dans l'équation 4.26. Les polynômes pi dans l'équa-
tion 4.26 sont alors déterminés par la résolution d'un système d'équations linéaires. Pour
résoudre ce système, l'algorithme du pivot de Gauss est utilisé en considérant l'arith-
métique du corps ﬁni. Ainsi, l'addition est le ou exclusif, la soustraction est le ou
exclusif, la multiplication est la multiplication du corps ﬁni, et la division est l'inverse
multiplicatif dans le corps ﬁni.
Les sous polynômes pi sont alors tous connus. Cela donne une expression de P [X]. Il ne
reste plus qu'à générer le code permettant l'évaluation masquée de P [X].
4.5.7.5 Exemple : SBox de PRESENT
Aﬁn de mieux comprendre cette approche, nous allons l'appliquer ici sur un exemple
simple : la SBox de PRESENT. La SBox de PRESENT contient 16 valeurs comprises
entre 0 et 15. Elle est présentée dans le listing 4.6. Nous avons donc ici n = 4, le corps
utilisé est F24 .
On calcule d'abord t : d
√
16
4
e = 2.
Ensuite, on détermine la valeur de l : d16 + 3 ∗ 2
4 ∗ 2 e = d
11
4
e = 3.
On choisit le polynôme primitif X4 +X1 +X0 = 24 + 21 + 20 = 19, qui est irréductible
dans F24 .
On peut ensuite choisir les l monômes. On choisit d'abord X0. L'ensemble des mo-
nômes obtenus par carrés successifs est alors {X0}. On choisit ensuite X1. L'ensemble des
monômes obtenus par carrés successifs devient {X0, X1, X2, X4, X8}. Enﬁn, on choisit
un monôme pouvant s'écrire en multipliant l'un de ces monômes par X. Par exemple,
on choisit X3 = X2 ∗ X1. L'ensemble des monômes obtenus par carrés successifs de-
vient {X0, X1, X2, X4, X8, X3, X6, X9, X12}. X9 est obtenu car (((X3)2)2)2 = X24 =
X15 ∗X9 = X9 car 15 = 2n − 1 et X2n−1 = X0 d'après Coron et al.
On note que l'ensemble de monômes ne contient pas tous les monômes possibles. Notam-
ment, X5, X7, X10, X11, X13, X14 ne sont pas dans l'ensemble des monômes. Pour que
l'ensemble des monômes soit valide, il faut pouvoir écrire tous ces monômes comme pro-
duits de 2 monômes présents dans l'ensemble :
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X5 = X4 ∗X
X7 = X6 ∗X
X10 = X9 ∗X
X11 = X9 ∗X2
X13 = X12 ∗X
X14 = X12 ∗X2
C'est bien le cas ici, l'ensemble de monômes est donc valide.
On peut maintenant former aléatoirement t− 1 = 1 polynôme à partir de l'ensemble de
monômes : q1[X] = 12X12 + 14X9 + 5X8 + 7X6 + 3X4 + 15X3 + 3X2 + 8X + 8.
Il ne reste plus qu'à trouver p1 et p2 tels que :
∀x ∈ [0,15], q1(x) ∗ p1(x) + p2(x) = SBox[x] (4.28)
Cette équation est réexprimée comme un système d'équations linéaires, dont la résolution
par pivot de Gauss donne la solution suivante :
1. p1[X] = 3X12 + 15X9 + 14X8 + 7X6 + 8X4 + 4X3 + 1X2 + 11X + 5
2. p2[X] = 0X12 + 0X9 + 9X8 + 1X6 + 11X4 + 15X3 + 10X2 + 5X + 2
On peut vériﬁer que le polynôme est bien interpolateur en calculant pour chaque valeur
de x ∈ [0,15] le résultat de l'évaluation du polynôme. Par exemple, pour x = 0, on a :
P (0) = q1(0) ∗ p1(0) + p2(0) (4.29)
= 8 ∗ 5 + 2 (4.30)
= 23 ∗ (22 + 20) + 2 (4.31)
= 25 + 23 + 2 (4.32)
= 24 ∗ 21 + 23 + 2 (4.33)
= (21 + 20) ∗ 21 + 23 + 2 (4.34)
= 22 + 21 + 23 + 21 (4.35)
= 23 + 22 (4.36)
= 12 (4.37)
= SBox[0] (4.38)
Le polynôme trouvé interpole donc bien la SBox de PRESENT en 0.
4.5.7.6 Optimisations
Aﬁn que cette approche soit eﬃcace, il est important d'avoir le moins de multiplications
de corps ﬁni possible, et que les multiplications restantes soient le plus optimisées possible.
Cette section présente les optimisations eﬀectuées, visant à améliorer le temps d'exécution
de l'approche.
Optimisation de l'évaluation du polynôme interpolateur par regroupement
d'opérations. Une optimisation consiste à regrouper dans chaque polynôme pi ou qi
les monômes qui ont leurs exposants dans la même classe cyclotomique, puis à évaluer le
Chapitre 4. Application du masquage 59
polynôme classe cyclotomique par classe cyclotomique [Coron et al., 2014c, remarque 3].
Plus précisément, soit A l'un des pi ou qi. Au lieu d'évaluer A directement, on évalue
chaque sous polynôme Bk de A tel que tous les monômes de Bk peuvent être obtenus
par élévations au carré successives d'un même monôme Xαk . Comme nous avons choisi
l classes cyclotomiques au départ, chaque polynôme pi ou qi est décomposé en l sous
polynômes. ChaqueBk est une somme de termes sous la forme β(Xαk)2∗γ. Pour chaqueBk,
on évalue d'abord Xαk . Chaque terme, une fois exprimé comme fonction de Xαk , devient
linéaire par rapport au ou exclusif. Soit Blin−k le polynôme tel que Blin−k[Xαk ] =
Bk[X]. Le polynôme Blin−k est linéaire par rapport au ou exclusif. Ainsi, une fois
les deux shares m0 et m1 associés à Xαk connus, l'évaluation de Bk revient à calculer
Blin−k[m0] et Blin−k[m1]. Blin−k peut être entièrement tabulé de manière à ce que son
évaluation soit eﬃcace. Cette méthode permet alors d'éviter toutes les multiplications
par des scalaires, et un grand nombre des élévations au carré.
Par exemple, pour nos qi et pi choisis pour PRESENT, nous avons 3 classes cyclotomiques,
une pour l'exposant 0, une pour les exposants 1,2,4,8 et une pour les exposants 3,6,9,12.
On réécrit les polynômes de la manière suivante :
1. q1[X] = (12X12 + 14X9 + 7X6 + 15X3) + (5X8 + 3X4 + 3X2 + 8X) + (8)
2. p1[X] = (3X12 + 15X9 + 7X6 + 4X3) + (14X8 + 8X4 + 1X2 + 11X) + (5)
3. p2[X] = (0X12 + 0X9 + 1X6 + 15X3) + (9X8 + 11X4 + 10X2 + 5X) + (2)
Pour évaluer 12X12 + 14X9 + 7X6 + 15X3, on évalue d'abord z = X3, puis on évalue
12z4+14z8+7z2+15z. Ce dernier polynôme ne contient que des élévations à des puissances
de 2, des additions et des multiplications par des constantes, il est linéaire par rapport au
ou exclusif. En tabulant toutes les valeurs possibles de z pour ce polynôme, l'évaluation
se résume à calculer z = X3, puis à faire un accès tabulé pour chaque share. On procède
de la même manière pour évaluer les autres sous-polynômes des qi et pi.
Optimisation de l'évaluation des l monômes choisis. La seconde optimisation
eﬀectuée est liée à la règle 2 dans le choix des monômes. Initialement, l'exposant 0 et
l'exposant 1 sont toujours choisis. Le choix des autres exposants est restreint de manière
à pouvoir évaluer eﬃcacement ces exposants : on choisit uniquement des exposants de la
forme β = α ∗ (2k + 1) où α est un exposant déjà choisi. Cela permet d'utiliser l'algo-
rithme proposé dans [Coron et al., 2014b, algorithme 5] qui permet d'évaluer directement
(Xα)2
k+1 sans passer par une exponentiation suivie d'une multiplication non linéaire.
Par exemple, pour PRESENT, après avoir choisi les monômes 1 et X, on ne choisit pas
X14 parce que 14 ne s'écrit pas sous la forme β = α ∗ (2k + 1) avec α dans {0, 1, 2, 4, 8}.
L'évaluation des l monômes pourrait être plus optimisée en utilisant l'approche proposée
par [Mathieu-Mahias et Quisquater, 2018]. Cette approche donne plus de ﬂexibilité dans
le choix des monômes et fournit une méthode d'évaluation plus rapide en passant par un
masquage multiplicatif. Nous n'avons pas mis en ÷uvre cette approche faute de temps.
Optimisation du choix des coeﬃcients des qi Une partie des coeﬃcients des poly-
nômes qi peuvent être ﬁxés à 0 aﬁn d'éviter des opérations. Pour rappel, l'évaluation des
qi se fait par sous-polynômes dont les monômes ont tous leurs exposants dans une même
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Listing 4.7  Table de log et d'alog pour les entiers de F24 , avec le polynôme primitif
19 et calcul de la multiplication de corps ﬁni
uint8_t log[16] = {0, 0, 1, 4, 2, 8, 5, 10, 3, 14, 9, 7, 6, 13, 11, 12};
uint8_t alog[15] = {1, 2, 4, 8, 3, 6, 12, 11, 5, 10, 7, 14, 15, 13, 9};
uint8_t mul(uint8_t a, uint8_t b) {
return ((a != 0) && (b != 0)) * alog[(log[a] + log[b]) %15];
}
classe cyclotomique, et ces sous-polynômes sont tabulés. Pour éviter des calculs en ﬁxant
des coeﬃcients à 0, il faut alors que tous les coeﬃcients d'un même sous-polynôme d'un
qi soient nuls. Pour chaque qi, on choisit aléatoirement quelques classes cyclotomiques,
et on ﬁxe à 0 tous les coeﬃcients associés aux monômes dont les exposant appartiennent
aux classes choisies.
Cette optimisation fait à la fois gagner en temps d'exécution et en consommation mémoire,
puisqu'on a alors moins de sous-polynômes à évaluer. L'inconvénient de cette optimisation
est que le système d'équations linéaires permettant de trouver les pi peut devenir insoluble.
Il faut alors rechoisir des polynômes qi avec des coeﬃcients nuls diﬀérents, et réessayer
de résoudre le système.
Dans le cas de PRESENT, on peut par exemple obtenir :
1. q1[X] = (0X12 + 0X9 + 0X6 + 0X3) + (0X8 + 0X4 + 13X2 + 13X) + (7)
2. p1[X] = (1X12 + 13X9 + 3X6 + 9X3) + (15X8 + 7X4 + 15X2 + 14X) + (11)
3. p2[X] = (11X12 + 11X9 + 0X6 + 0X3) + (8X8 + 0X4 + 0X2 + 10X) + (8)
Optimisations de la multiplication de corps ﬁni. L'évaluation de P requiert des
multiplications de corps ﬁni. Nous avons choisi d'utiliser des tables de log et alog pour
le code de ces multiplications. Comme présenté en section 4.5.7.2, la table de log permet
de passer d'un entier non nul sous représentation polynomiale à l'exposant d'un monôme
représentant le même entier. La table d'alog permet de faire la transformation inverse.
La multiplication de deux entiers non nuls a et b devient alors : a ∗ b = alog[(log(a) +
log(b)) mod (2n − 1)]. Le listing 4.7 montre les tables de log et d'alog utilisées pour
PRESENT dans F24 avec le polynôme primitif 19, ainsi que le code nécessaire pour
eﬀectuer la multiplication de deux éléments du corps ﬁni.
Nous avons utilisé 2 optimisations en lien avec ce calcul pour optimiser son temps d'exé-
cution. La première optimisation vise à éliminer le modulo à chaque multiplication, et la
deuxième à gérer de manière plus eﬃcace le cas où a ou b vaut 0.
La première optimisation consiste à agrandir la table d'alog aﬁn d'éviter le calcul du
modulo (2n− 1) [fas]. Cette opération de modulo peut s'avérer coûteuse sur des architec-
tures qui n'ont pas d'instruction machine dédiée. Pour ce faire, on remarque que comme
log(a) < 2n − 1 et log(b) < 2n − 1, on a log(a) + log(b) < 2n+1 − 3. En calculant une
table d'alog de taille 2n+1− 3 au lieu de 2n− 1, on peut donc s'aﬀranchir du modulo. La
multiplication de deux entiers non nuls a et b devient alors : a∗b = alog[(log(a)+ log(b))].
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Listing 4.8  Table de log et d'alog pour les entiers de F24 , avec le polynôme
primitif 19, et calcul de la multiplication de corps ﬁni après une optimisation
visant à s'aﬀranchir du modulo
uint8_t log[16] = {0, 0, 1, 4, 2, 8, 5, 10, 3, 14, 9, 7, 6, 13, 11, 12};
uint8_t alog[30] = {1, 2, 4, 8, 3, 6, 12, 11, 5, 10, 7, 14, 15, 13, 9,
1, 2, 4, 8, 3, 6, 12, 11, 5, 10, 7, 14, 15, 13, 9};
uint8_t mul(uint8_t a, uint8_t b) {
return ((a != 0) && (b != 0)) * alog[log[a] + log[b]];
}
Listing 4.9  Table de log et d'alog pour les entiers de F24 , avec le polynôme
primitif 19, et calcul de la multiplication de corps ﬁni après les deux optimisations
qui permettent de s'aﬀranchir du modulo et du code gérant le cas du 0
uint8_t log[16] = {31, 0, 1, 4, 2, 8, 5, 10, 3, 14, 9, 7, 6, 13, 11, 12};
uint8_t alog[63] = {1, 2, 4, 8, 3, 6, 12, 11, 5, 10, 7, 14, 15, 13, 9,
1, 2, 4, 8, 3, 6, 12, 11, 5, 10, 7, 14, 15, 13, 9
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
uint8_t mul(uint8_t a, uint8_t b) {
return alog[log[a] + log[b]];
}
Le listing 4.8 montre les tables ainsi obtenues, et le code pour eﬀectuer la multiplication
de corps ﬁni mis à jour.
La seconde optimisation est, à notre connaissance, une nouvelle optimisation. Elle vise
à gérer le cas où a ou b est égal à 0, aﬁn d'éviter de devoir gérer ce cas comme un cas
particulier. Typiquement, la multiplication de deux entiers quelconques a et b peut s'écrire
a ∗ b = ((a! = 0)&&(b! = 0))× alog[(log(a) + log(b))], où × désigne ici la multiplication
usuelle sur N. La gestion de ce cas représente alors une partie importante du calcul. Notre
optimisation vise à modiﬁer les tables de log et d'alog pour gérer le cas du 0 de manière
identique aux autres cas. Pour cela, on déﬁnit log(0) de manière à ce que log(x) + log(0)
soit toujours supérieur au maximum qu'il est possible d'obtenir avec des nombres non
nuls. Pour tous les nombres qu'il est possible d'obtenir en calculant log(x) + log(0), la
table d'alog est déﬁnie à 0. Comme on a log(a) + log(b) < 2n+1 − 3, il est possible de
prendre log(0) = 2n+1 − 3. Suivant la valeur de n, il peut être nécessaire de transformer
la table de log pour qu'elle renvoie des entiers encodés sur plus de bits. La table d'alog
est ensuite agrandie pour qu'elle renvoie 0 pour toutes les valeurs supérieures ou égales à
log(0) = 2n+1 − 3. Le listing 4.9 montre les tables obtenues après cette optimisation, et
le code nécessaire pour eﬀectuer une multiplication de corps ﬁni : le test de nullité a été
éliminé.
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Figure 4.1  Étapes de l'application automatisée du masquage
4.6 Mise en ÷uvre de l'algorithme dans LLVM
Cette section présente l'implémentation de l'algorithme au sein de LLVM, une infrastruc-
ture de compilateur [llv].
4.6.1 Choix du placement de l'application dans le compilateur
Le principe d'application pourrait être mis en place à divers endroits dans le compilateur.
Cependant, le masquage est une contre-mesure qui peut souﬀrir des optimisations du
compilateur : celles-ci peuvent par exemple intervertir deux instructions commutatives
comme deux ou exclusifs successifs, ce qui peut produire des démasquages. Nous avons
choisi de l'appliquer en toute ﬁn du middle-end, de manière à ce qu'elle soit après les
diﬀérentes optimisations du middle-end.
4.6.2 Vue générale du ﬂot d'application de la contre-mesure dans
le compilateur
L'application de la contre-mesure de masquage d'ordre 1 se déroule au sein d'une passe
d'application, appelée Maskara. Elle est appliquée à la toute ﬁn du middle-end, sur le
code en représentation intermédiaire de LLVM sous forme SSA.
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Listing 4.10  Fichier C original avant toute modiﬁcation
unsigned char state[16];
unsigned char key[16];
void addRoundKey() {
for(int i=0; i < 16; i++) {
state[i] ^= key[i];
}
}
Cette passe applique la contre-mesure à la granularité de la fonction, sur une ou plusieurs
fonctions spéciﬁées par l'utilisateur à l'aide de pragmas. L'utilisateur doit indiquer aussi
les variables ou paramètres secrets, comme la clé dans le cas d'une fonction de chiﬀrement.
L'utilisateur est en charge du masquage des données secrètes utilisées par les fonctions, et
du démasquage des données produites par celles-ci. La passe se charge de transformer le
code des fonctions pour que les calculs soient eﬀectués avec les secrets séparés en shares.
De plus, une convention est établie aﬁn de pouvoir retrouver facilement les 2 shares
de chaque secret préalablement masqué par l'utilisateur : l'utilisateur doit déclarer ses
variables de manière à toujours placer les shares de manière contiguë en mémoire dans un
tableau, et allouer la mémoire pour ceux-ci. Ainsi, à partir de l'adresse d'un share (par
exemple un pointeur), on peut calculer l'adresse du second (en incrémentant le pointeur
pour pointer sur le second share).
Cet agencement n'est pas une contrainte forte pour notre approche, il serait possible
d'utiliser des annotations dans le code source pour que l'utilisateur puisse indiquer où se
trouve les shares de chaque variable d'entrée secrète.
La passe Maskara implante les diﬀérentes étapes de l'algorithme 1 comme montré sur la
ﬁgure 4.1.
4.6.2.1 Exemple d'application de la contre-mesure par Maskara
Aﬁn de mieux comprendre les diﬀérentes étapes d'application de la contre-mesure, pre-
nons l'exemple d'une fonction AddRoundKey et considérons l'implémentation décrite dans
le listing 4.10.
Pour pouvoir appliquer la passe de masquage sur le code, il faut d'abord modiﬁer le code
de manière à respecter la convention de contiguïté des shares. Dans le listing 4.11, le
code est adapté pour pouvoir travailler avec 2 shares pour chaque octet de state et de
key. L'utilisateur se charge d'eﬀectuer la décomposition du secret en shares avant cette
fonction, et de démasquer le résultat ensuite. Cependant, le corps de la fonction est réécrit
comme si le premier share correspondait à la variable originale, sans utiliser le second
share. Après application du masquage sur la fonction, les deux shares seront utilisés dans
le code, et l'utilisateur doit donc anticiper cela dans le reste de son code pour décomposer
les secrets en shares et recomposer la sortie.
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Listing 4.11  Fichier C original modiﬁé par l'utilisateur. Des annotations sont
ajoutées, et les shares sont placés de manière contiguë en mémoire. Seul le premier
share est utilisé dans le code avant l'application du masquage. Le code reste fonc-
tionnel si l'utilisateur déﬁnit le premier share comme étant le secret et le second
share comme étant nul.
unsigned char state[16][2];
unsigned char key[16][2];
#pragma maskara secure_function addRoundKey
#pragma maskara secret state
#pragma maskara secret key
void addRoundKey() {
for(int i=0; i < 16; i++) {
*(state[i]) ^= *(key[i]);
}
}
Listing 4.12  Code LLVM IR après les optimisations et avant application du
masquage
define void @addRoundKey() #0 {
br label %1
; <label>:1 ; preds = %2, %0
%i.0 = phi i32 [ 0, %0 ], [ %8, %2 ]
%exitcond = icmp eq i32 %i.0, 16 ; condition de sortie de boucle
br i1 %exitcond, label %9, label %2
; <label>:2 ; preds = %1
%3 = getelementptr inbounds [16 x [2 x i8]], [16 x [2 x i8]]* @key, i32 0,
i32 %i.0, i32 0
%4 = load i8, i8* %3, align 1 ; load key+%3+0
%5 = getelementptr inbounds [16 x [2 x i8]], [16 x [2 x i8]]* @state, i32
0, i32 %i.0, i32 0
%6 = load i8, i8* %5, align 1 ; load state+%3+0
%7 = xor i8 %6, %4
store i8 %7, i8* %5, align 1 ; store du resultat dans le state
%8 = add nuw nsw i32 %i.0, 1 ; increment du compteur de boucle
br label %1
; <label>:9 ; preds = %1
ret void
}
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Le code C du listing 4.11 passe ensuite dans le front-end qui génère un code au format
LLVM IR. Celui-ci est ensuite optimisé dans le middle-end. On obtient alors le code
présenté dans le listing 4.12. On peut reconnaître dans le code IR les variables, ici appelées
@state et @key, et voir les diﬀérents éléments de la boucle de la fonction AddRoundKey.
La passe de masquage est appliquée sur ce code. Celle-ci commence par rechercher les
variables déclarées secrètes par l'utilisateur, ici state et key, qu'elle retrouve grâce à
leurs noms. Une fois ces variables trouvées, une analyse de ﬂot de donnée est eﬀectuée
pour identiﬁer le niveau de conﬁdentialité de chaque variable et pour déterminer les
instructions dépendantes de variables secrètes. Par exemple, dans le listing 4.12, %7 est
secrète puisqu'il s'agit du résultat d'une opération manipulant des secrets (%6 et %4).
Au contraire, %8 est publique puisqu'elle ne dépend pas de variable secrète, il s'agit de
l'incrément du compteur de la boucle. Une fois ces analyses terminées, l'application du
masquage peut démarrer. Toutes les instructions manipulant des secrets sont transformées
petit à petit pour aboutir au code du listing 4.13. On constate par exemple que les loads
ont été dupliqués aﬁn de récupérer les 2 shares de chaque variable, qu'il y a également
2 xors pour obtenir les 2 shares du résultat, et que le store (instruction d'écriture en
mémoire) a également été dupliqué pour pouvoir sauvegarder ces 2 shares en mémoire. Les
instructions manipulant des variables indépendantes des secrets sont restées inchangées.
4.6.3 Modiﬁcation de la sélection d'instructions
Nous avons constaté que la sélection d'instructions du back-end ARM peut impacter
la contre-mesure : elle rassemble parfois 2 lectures mémoire d'un octet à des adresses
contiguës en une seule lecture mémoire de deux octets (un demi-mot). Cela induit une
fuite en valeur lorsque les 2 octets à charger sont deux shares d'une valeur secrète.
En eﬀet, en considérant que la fuite suit le poids de Hamming de la valeur, et avec
share0 = s ⊕ rand et share1 = rand, on a : HW (share0||share1) = HW (share0) +
HW (share1) = HW (s⊕rand)+HW (rand) où || désigne ici la concaténation. Si s = 255,
on a HW (share0||share1) = HW (rand)+HW (¬rand) = HW (rand)+8−HW (rand) =
8. Ainsi, le poids de Hamming du demi-mot a une distribution qui dépend de la valeur
du secret, puisque lorsque un poids de Hamming de 2 est observé (ce qui est possible si
s = 0 par exemple), l'hypothèse s = 255 peut être exclue.
Ce problème peut être résolu en forçant la sélection d'instruction à ne pas sélectionner
ce motif. Pour cela, on peut modiﬁer le code de la sélection d'instruction, ou changer le
niveau d'optimisation particulier pour cette passe. Nous avons opté pour cette deuxième
option. Dans les deux cas, seule la sélection d'instructions est impactée, sans aﬀecter le
reste des optimisations du back-end, qui restent activées.
4.7 Évaluation expérimentale
Cette section présente l'évaluation expérimentale de l'approche en temps d'exécution, en
t-test non spéciﬁque, et par analyse formelle.
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Listing 4.13  Code LLVM IR après application du masquage
define void @addRoundKey_secure() #0 {
br label %1
; <label>:1 ; preds = %2, %0
%i.0 = phi i32 [ 0, %0 ], [ %5, %2 ]
%exitcond = icmp eq i32 %i.0, 16 ; condition de sortie de boucle
br i1 %exitcond, label %6, label %2
; <label>:2 ; preds = %1
%3 = getelementptr inbounds [16 x [2 x i8]], [16 x [2 x i8]]* @key, i32 0,
i32 %i.0, i32 0
%share1_key = load i8, i8* %3, align 1 ; load key+%3+0
%address_share2_key = getelementptr i8, i8* %3, i32 1
%share2_key = load i8, i8* %address_share2_ ; load key+%3+1
%4 = getelementptr inbounds [16 x [2 x i8]], [16 x [2 x i8]]* @state, i32
0, i32 %i.0, i32 0
%share1_state = load i8, i8* %4, align 1 ; load state+%3+0
%address_share2_state = getelementptr i8, i8* %4, i32 1
%share2_state = load i8, i8* %address_share2_state ; load state+%3+1
%share1_res = xor i8 %share1_state, %share1_key ; xor entre les 1ers shares
%share2_res = xor i8 %share2_state, %share2_key ; xor entre les 2nds shares
store i8 %share1_res, i8* %4, align 1 ; store du 1er share du resultat
%address_share2_res = getelementptr i8, i8* %4, i32 1
store i8 %share2_res, i8* %address_share2_res ; store du 2nd share du
resultat
%5 = add nuw nsw i32 %i.0, 1 ; increment du compteur de boucle
br label %1
; <label>:6 ; preds = %1
ret void
}
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Figure 4.2  Conﬁguration expérimentale
4.7.1 Environnement expérimental
Pour évaluer cette mise en ÷uvre, nous avons choisi une plate-forme embarquée contrainte :
une carte STM32VLDISCOVERY de STMicroelectronics (ﬁgure 4.2), équipée d'un c÷ur
Cortex-M3 fonctionnant à 24 MHz, 8 kB de RAM et 128 kB de mémoire ﬂash. Cette
plate-forme ne fournit aucun mécanisme de sécurité matérielle contre les attaques par
canal auxiliaire.
Nous eﬀectuons des t-tests non spéciﬁque en mesurant les émissions électromagnétiques.
La conﬁguration pour les mesures d'émissions électromagnétiques comprend un PicoScope
2208A, une sonde EM RF-U 5-2 de Langer et un préampliﬁcateur PA 303 de Langer. Le
picoscope dispose d'une bande passante de 200 MHz et d'une résolution verticale de 8
bits. Le taux d'échantillonnage est de 500 Msample/s (ce qui donne 20,83 échantillons
par cycle CPU), et le nombre d'échantillons enregistrés a été adapté pour chaque me-
sure aﬁn de couvrir la zone d'intérêt. Pour faciliter la synchronisation des mesures pour
l'évaluation en t-test, un signal est émis sur une broche GPIO au début de la fonction
évaluée. Le picoscope déclenche l'acquisition à l'instant où ce signal est émis. Les mesures
acquises sont alors toutes alignées : le n-ième échantillon de chaque mesure correspond
systématiquement au même instant de l'exécution du programme.
4.7.2 Évaluation en performance
Nous avons d'abord évalué l'impact sur les performances de l'approche sur des fonctions
variées. Nous avons évalué séparément chacune des fonctions d'une implémentation mai-
son d'AES et d'une implémentation de Simon 32/64 tirée de [Khandouzy et Azizzadeh,
2015]. Nous avons choisi ces fonctions car d'une part l'AES est fortement utilisé, et d'autre
part le masquage booléen est très adapté aux fonctions de Simon. En eﬀet, Simon s'ap-
puie sur les opérations de et booléen, rotation, et de ou exclusif, et ne contient pas
de SBox. De plus, nous évaluons ensuite l'impact sur les performances du masquage d'un
accès SBox pour des SBoxes de taille variées : celles de l'AES (8 bits), de DES (6 bits)
et de PRESENT (4 bits).
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Figure 4.3  Ratio du temps d'exécution pour diverses fonctions masquées auto-
matiquement par Maskara. L'axe des ordonnées est en échelle logarithmique.
L'impact en performance est mesuré en calculant le ratio du nombre de cycles passés
dans une fonction masquée divisé par le nombre de cycles utilisés pour exécuter la même
fonction non masquée. La ﬁgure 4.3 présente le surcoût en performance pour les diﬀérentes
fonctions. Les résultats montrent que le surcoût en performance varie énormément d'une
fonction à l'autre, allant de ×1.4 à ×91.1.
Le surcoût en performance dépend de plusieurs paramètres. Tout d'abord, il dépend de
la proportion d'instructions manipulant des variables secrètes. Ensuite, il dépend énor-
mément de la nature des instructions à masquer. Par exemple, masquer un ou exclusif
avec une constante n'implique pas de surcoût. Masquer un ou exclusif entre 2 secrets,
un et booléen avec une constante, une lecture mémoire ou écriture mémoire d'un secret,
ou encore une rotation par une constante revient à dupliquer l'instruction. Masquer un
et booléen entre 2 secrets coûte déjà bien plus cher, puisqu'il est nécessaire d'eﬀectuer
un appel au générateur de nombre aléatoire puis d'eﬀectuer 8 opérations. Masquer un
accès à une SBox représente un surcoût encore bien plus important.
Le surcoût de masquage de la fonction SubBytes de l'AES est ainsi beaucoup plus élevé
que celui de la fonction ShiftRows qui ne contient que des lectures et écritures mémoire
de secrets. La fonction KeySchedule de l'AES a, comme la fonction SubBytes, des accès
à une SBox, et coûte également extrêmement cher. Cependant, l'accès à la SBox constitue
la majeure partie des calculs eﬀectués dans la fonction SubBytes, ce qui n'est pas le cas
dans la fonction KeySchedule. Cela explique l'écart des surcoûts de ces deux fonctions.
La contre-mesure de masquage booléen est particulièrement adaptée pour la fonction de
chiﬀrement Simon qui n'utilise que des rotations, des ou exclusifs et des et booléens :
pour les deux fonctions considérées, le surcoût en performance est très faible (×1,6 et
×1,5).
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Le surcoût du masquage des SBoxes étant dépendant de la taille des tables, nous avons
mesuré les surcoûts d'un accès à une SBox masquée pour diﬀérentes tailles de SBox. Nous
avons choisi les SBoxes de l'AES, du DES et de PRESENT. La SBox de l'AES comporte
256 éléments, celle du DES 64 éléments, et celle de PRESENT 16 éléments. La ﬁgure 4.4
présente les surcoûts en temps d'exécution obtenus. Nous observons que l'impact sur les
performances diminue rapidement lorsque la taille de la SBox décroît.
Nous avons également évalué l'impact de l'optimisation consistant à mettre à 0 un certain
nombre de coeﬃcients des polynômes qi (présentée en section 4.5.7.6) pour éviter des
calculs, en déﬁnissant à 1/2 la probabilité de mettre tous les coeﬃcients associés à une
classe d'exposants à 0 pour un polynôme qi. Cette optimisation permet de gagner jusqu'à
21% pour la SBox de l'AES, 15% pour la SBox du DES, et 5% pour la SBox de PRESENT,
comme présenté ﬁgure 4.4. Cette optimisation permet donc de diminuer signiﬁcativement
le coût de la contremesure pour les SBoxes assez grandes.
Figure 4.4  Coût en temps d'exécution pour eﬀectuer l'équivalent d'un accès
à une SBox pour des SBox de tailles variées avec ou sans notre optimisation des
coeﬃcients des qi.
4.7.3 Évaluation en sécurité
Cette section présente l'évaluation en sécurité de l'approche avec une analyse symbolique
et un t-test non spéciﬁque.
4.7.3.1 Analyse formelle
Deux fonctions de l'AES sécurisées par Maskara ont tout d'abord été analysées en utili-
sant un outil de vériﬁcation formelle qui a été développé dans le cadre du projet PRO-
SECCO [pro]. Cet outil a été présenté dans la publication [Ben El Ouahma et al., 2017],
il implante une analyse symbolique au niveau binaire permettant de déterminer pour
chaque variable dépendant du secret si la distribution statistique de ses valeurs est in-
dépendante du secret. Il permet notamment de vériﬁer si l'application d'un masquage
d'ordre 1 est correcte en sortie du compilateur.
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Figure 4.5  t-test non spéciﬁque sur l'équivalent masqué d'un accès à la SBox
de l'AES
Nous avons réalisé l'analyse de la fonction AddRoundKey de l'AES, ainsi qu'une fonction
eﬀectuant un accès SBox de l'AES, toutes deux masquées automatiquement par Maskara.
Aucune fuite en valeur d'ordre 1 n'a été reportée par l'outil. Ce résultat nous permet
d'avoir une conﬁance sur le bon déroulement de l'application de la contre-mesure par
Maskara, et indique que pour ces fonctions là le back-end du compilateur n'a pas atténué
la contre-mesure, et les limitations de l'implémentation de la gestion des masques n'ont
pas donné lieu à de démasquage.
4.7.3.2 Analyse en t-test non spéciﬁque
Pour l'évaluation sécuritaire expérimentale, nous avons choisi d'évaluer une fonction mas-
quée eﬀectuant un accès à la SBox de l'AES. L'évaluation est réalisée avec un t-test non
spéciﬁque (méthode d'évaluation présentée en section 2.5.2) en mesurant 2×10000 traces
d'émissions électromagnétiques. Le résultat de ce t-test est montré en ﬁgure 4.5. La pré-
sence de plusieurs pics, plus grands que 4,5 en valeur absolue indique que des émissions
électromagnétiques restent dépendantes des données secrètes.
La contre-mesure ne semble pas suﬃsante pour éliminer toute fuite d'information. Plu-
sieurs hypothèses pourraient expliquer la présence de corrélations aux données. Tout
d'abord, la contre-mesure pourrait être mal appliquée (il manque des remasquages par
exemple). Ensuite, le back-end du compilateur atténue peut être la contre-mesure. Enﬁn,
l'hypothèse de fuite en valeur ne tient peut être pas pour la plate-forme ciblée. L'analyse
formelle eﬀectuée sur le code binaire n'a pas indiqué de fuite en valeur, ce qui nous oriente
vers la dernière hypothèse : le modèle de fuites en valeur ne modélise pas correctement le
comportement de la plate-forme. D'autre part, une analyse formelle ciblant cette fois-ci
les fuites en transitions entre registres et entres accès mémoire a indiqué la présence de
Chapitre 4. Application du masquage 71
deux transitions registres-registres, et n'a pas pû conclure à l'absence de fuite en transi-
tion sur près de 1000 variables. De plus, le pic en début de t-test pourrait correspondre à
une fuite en transition entre deux lectures mémoire d'octets visant à récupérer les deux
shares d'entrée. Nous faisons donc l'hypothèse que le modèle de fuite en transition doit
être considéré pour mieux modéliser le comportement de la plate-forme.
4.8 Modiﬁcation du back-end ARM et nouvelle évalua-
tion sécuritaire
Aﬁn de mieux comprendre les phénomènes constatés, nous avons ajouté une passe en
toute ﬁn du back-end ARM pour tenter de supprimer, ou du moins atténuer les fuites
en transition. Cette passe n'a pas pour vocation de produire un code performant, mais
uniquement de vériﬁer l'hypothèse de fuite en transition.
Nous supposons que les fuites pouvaient provenir de transitions lors des accès mémoires
lorsque les données transitent sur un bus, ce qui expliquerait le pic constaté en début de
t-test, ou de calculs dans l'ALU lorsque les données transitent entre les registres et l'ALU,
puisque [Le Corre et al., 2018] ont constaté sur un Cortex-M3 la présence de registres
dans la micro-architecture qui peuvent faire apparaître des fuites en transition entre deux
utilisations de l'ALU. La nouvelle passe permet d'ajouter une ou plusieurs instructions
inutiles avant chaque instruction, en fonction de la nature de cette dernière, dans le but
de limiter la réutilisation immédiate d'une même ressource matérielle pour deux donnés
partageant le même masque. Nous avons considéré l'ajout des instructions suivantes :
 des lectures mémoires relatives au PC avant chaque lecture et écriture mémoire,
pour charger une donnée depuis la mémoire ﬂash,
 un push (sauvegarde d'un registre sur la pile) suivi d'un pop (chargement dans un
registre d'une valeur sur la pile) avant chaque lecture et écriture mémoire,
 une addition entre un registre et un immédiat avant toutes les autres instructions.
Bien que cette passe ajoute des instructions inutiles, celles-ci sont ajoutées statiquement
et sont identiques sur toutes les traces.
Il est à noter que des fuites en transition peuvent subsister après l'ajout de ces instruc-
tions ; les instructions inutiles ne permettent que de supprimer les transitions dans l'ALU
et entre les accès mémoires, mais les transitions entre deux instructions déﬁnissant le
même registre restent présentes.
Pour pouvoir ajouter ces instructions sans modiﬁer la sémantique du code, le registre
R9 a été réservé et n'est donc pas utilisé pour les instructions utiles. De plus, la passe
de création des blocs IT 2 est désactivée, puisqu'il serait complexe d'insérer de telles
instructions entre les instructions d'un blocs IT puisque le nombre d'instructions dans le
then et le else est limité.
Nous avons eﬀectué des t-tests non spéciﬁques sur la fonction eﬀectuant un accès à la
SBox de l'AES recompilée avec le back-end modiﬁé, en adaptant le nombre d'échantillons
2. Blocs d'instructions conditionnellement exécutés permettant d'eﬀectuer un if then else. La première
instruction encode la condition ainsi que le nombre d'instructions dans le then et le nombre d'instructions
dans le else.
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Figure 4.6  t-test obtenu sur une fonction d'accès à la SBox masquée, après
modiﬁcation du back-end ARM
des traces au nombre d'instructions ajoutées, en essayant plusieurs combinaisons d'ajout
d'instructions. Comme précédemment, tous les t-tests ont été réalisés en mesurant 2 ×
10000 traces d'émissions électromagnétiques. Nous avons tout d'abord conﬁguré la passe
pour ajouter uniquement une addition avant chaque instruction du programme. La fuite
constatée est restée présente, mais la valeur t maximale obtenue était alors plus faible
que sans ces instructions (∼ 9 au lieu de ∼ 40). Nous avons ensuite essayé d'ajouter
un push/pop avant chaque lecture mémoire et chaque écriture mémoire, et une addition
avant les autres instructions. Nous avons constaté que la fuite d'information restait visible,
mais que la valeur t maximale diminuait pour prendre une valeur proche de 5. Nous avons
alors essayé l'ajout d'une lecture mémoire PC relative avant chaque lecture mémoire et
chaque écriture mémoire, et une addition avant les autres instructions. Cette fois, nous
avons obtenu un t-test réussi. Nous avons alors répété le t-test 5 fois, et obtenu un t-test
échoué sur les 5, avec une valeur t maximale de 4,72.
Nous avons alors eﬀectué une nouvelle expérience en insérant deux lectures mémoire
relatives au PC avant chaque lecture mémoire et chaque écriture mémoire pour augmenter
l'écart entre les accès mémoires utiles, et une addition avant les autres instructions. Pour
cette conﬁguration d'ajout d'instructions, aucun des 5 t-tests eﬀectués n'a montré de fuite
d'information. La ﬁgure 4.6 montre le résultat de l'un de ces t-tests.
Nous avons enﬁn eﬀectué des t-tests en ajoutant deux lectures mémoire PC relatives avant
chaque lecture mémoire et chaque écriture mémoire, sans ajouter d'addition, pour vériﬁer
que l'ajout systématique d'une addition a bien un impact. Nous avons alors obtenu 2 t-
tests échoués sur 5, avec des valeurs t maximales proches de 5. L'ajout d'une addition
en plus des lectures mémoire semble donc bien contribuer à la diminution de la fuite
d'information.
Chapitre 4. Application du masquage 73
Cette évaluation avec modiﬁcation du back-end conforte l'hypothèse que des fuites en
transitions liées à la micro-architecture existent sur la plate-forme. Les fuites en transi-
tion semblent être liées à plusieurs ressources matérielles sur cette plate-forme, puisqu'il
nous a fallu combiner des accès mémoire et des opérations de calcul pour que les t-tests
réussissent. Ces analyses ouvrent des pistent d'investigation et d'amélioration discutées
ci-dessous.
4.9 Discussion
L'application de masquage à la compilation est pour l'instant limitée par l'absence de
connaissance précise de la micro-architecture de la plate-forme cible. Bien que la plate-
forme utilisée ici soit simple (pipeline 3 étages dans l'ordre et sans spéculation), le modèle
de fuite en valeur ne suﬃt pas et il est nécessaire de prendre aussi en compte les fuites en
transitions. Cependant, pour pouvoir les prendre en compte eﬃcacement, il est nécessaire
de connaître en détail la micro-architecture de la plate-forme ciblée.
La connaissance du niveau ISA est ici insuﬃsante pour appliquer correctement la contre-
mesure. En eﬀet, la présence de registres intermédiaires non visibles au niveau ISA peut
suﬃre à amoindrir voire à éliminer l'eﬀet de la contre-mesure comme c'est le cas pour
l'injection de fautes [Laurent et al., 2019].
De plus, le back-end du compilateur est également capable de détériorer la contre-mesure
dans certains cas : nous avons constaté qu'il pouvait créer des fuites en valeur en regrou-
pant des lectures mémoire lors de la sélection d'instruction, mais d'autres optimisations
pourraient aussi créer de nouvelles fuites. En particulier, avec un modèle de fuites en
transition il est nécessaire de modiﬁer l'allocation de registres pour qu'un registre ne
soit pas utilisé successivement pour deux shares, et pour éviter que deux sauvegardes de
données sur la pile à la suite ne créent une fuite.
Il en résulte un besoin de caractériser la cible pour adapter le back-end du compilateur
au types de fuites constatés, en extension des travaux [Wang et al., 2019] qui proposent
d'adapter la passe d'allocation de registres. Ce besoin est d'autant plus marqué si l'on
considère un masquage d'ordre supérieur, aﬁn que des fuites en transition ne diminuent
pas l'ordre du masquage [Balasch et al., 2015]. Il faut alors modiﬁer les passes du back-end
pour garantir qu'aucune transition ne vienne faire diminuer l'ordre du masquage.
4.10 Conclusion
Dans ce chapitre, nous avons présenté une approche pour appliquer automatiquement
une contre-mesure de masquage booléen de premier ordre. Dans le cadre du masquage
des accès à des tables constantes, nous avons choisi de suivre une approche par masquage
de l'évaluation d'un polynôme interpolateur [Coron et al., 2014c], et nous avons proposé
plusieurs optimisations pour améliorer l'eﬃcacité de cette approche.
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Nous avons pu constater des surcoûts en performance très variés en fonction du code
ciblé : certaines fonctions présentent un surcoût faible de ×1,4, tandis que les fonctions
contenant des SBoxes induisent des surcoûts plus importants. Le surcoût de masquage
des SBoxes a ensuite été évalué séparément : il apparaît être fortement dépendant de la
taille de la SBox à masquer.
Ensuite, un t-test a été eﬀectué sur le code sécurisé d'un accès à la SBox de l'AES. Nous
avons observé d'importants pics de la valeur t qui indiquent la présence de fuite d'infor-
mation. Nous avons constaté que la sélection d'instructions peut introduire des fuites en
valeur, mais surtout que le modèle de fuite en valeur ne semble pas adapté pour la plate-
forme cible puisque nous sommes parvenus à obtenir des t-tests réussis en introduisant
simplement des instructions inutiles pour essayer de supprimer les transitions.
La contre-mesure de masquage nous apparaît comme particulièrement sensible à la fois
aux éventuels choix du compilateur, notamment dans les passes du back-end, ainsi qu'aux
eﬀets micro-architecturaux. Bien que la passe permette une application de la contre-
mesure indépendante de l'architecture cible, un travail important de caractérisation est
nécessaire pour pouvoir adapter le back-end en fonction de la plate-forme cible pour
préserver le travail eﬀectué par la passe du middle-end. La prise en compte de la micro-
architecture ouvre donc des pistes de recherche.
De plus, l'approche pourrait être également étendue pour gérer les masques avec une
analyse de remasquage plus ﬁable, puisque celle que nous avons utilisée ne détecte pas
toujours les problèmes de démasquage. L'approche pourrait également supporter d'autres
types de masquage comme le masquage arithmétique, et permettre de masquer un code
à un ordre quelconque.
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5.1 Introduction
Dans le chapitre précédent, nous avons proposé une approche pour appliquer automati-
quement un schéma de masquage. Comme nous l'avons montré, l'application automatisée
du masquage booléen d'ordre 1 dans le middle-end avec un modèle de fuite en valeur se
heurte à plusieurs problèmes. Tout d'abord, les passes du back-end comme la sélection
d'instructions peuvent aﬀecter la contre-mesure. Ensuite, nous avons pû constater que le
modèle de fuite en valeur n'est pas toujours suﬃsant. Un modèle de fuite en transition
nécessite quant à lui de connaître la micro-architecture de la plate-forme cible. Enﬁn, les
surcoûts en temps d'exécution sont très variables d'un code à l'autre et peuvent être très
importants, et le compromis sécurité / performance n'est pas conﬁgurable.
Dans ce chapitre, nous nous intéressons aux contre-mesures de dissimulation, pour déter-
miner si l'une de ces contre-mesures pourrait fournir une alternative permettant à la fois
une application automatisée sur un code non sécurisé au sein du compilateur sans risque
que la compilation n'altère la contre-mesure, des surcoûts moins variables d'un code à
l'autre, et un compromis entre sécurité et performance conﬁgurable pour s'adapter aux
contraintes d'une application et d'une plate-forme.
Nous donnons en section 5.2 les raisons qui ont justiﬁé le choix de la contre-mesure
de polymorphisme de code que nous avons considéré, puis une présentation générale de
notre approche en section 5.3. Nous présentons le détail des transformations de code
eﬀectuées en section 5.3.3, puis la gestion de la mémoire en section 5.4. Enﬁn, nous
présentons l'implémentation de notre approche dans LLVM en section 5.5, et les résultats
en section 5.6.
5.2 Motivation et contributions
Nous avons vu en section 2.3.1 les diﬀérents principes de dissimulation.
Aﬁn de répondre à des exigences de performance, sécurité, et mémoire variées, nous
souhaitions une contre-mesure combinant plusieurs principes (mélange d'opérations, in-
sertion de délais, etc...) pour qu'un développeur puisse adapter l'application de la contre-
mesure à ses contraintes. La contre-mesure de polymorphisme de code développée par
[Couroussé et al., 2016] fournis cette combinaison de transformations, et a l'avantage
de ne pas pouvoir être altérée par les optimisations du compilateur. De plus, elle est
suﬃsamment légère pour être utilisée sur des systèmes embarqués contraints.
Cependant, l'application de cette contre-mesure n'était pas automatisée et requérait l'em-
ploi d'un DSL. De plus, il n'existait pas de stratégie pour allouer la zone mémoire chargée
d'accueillir le code généré dynamiquement, et cette zone devait rester disponible en écri-
ture et en exécution systématiquement.
Dans cette thèse, nous avons automatisé à la compilation l'application de cette contre-
mesure. Nous avons apporté une approche pour gérer les droits mémoires de manière
à garantir que seul un code légitime puisse écrire dans une zone mémoire qui pourra
être exécutée. Nous montrons également comment allouer la mémoire pour que la taille
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Figure 5.1  Vue générale du ﬂot de compilation pour l'application automatisée
du polymorphisme de code. Les binaires des fonctions polymorphes sont générées
à l'exécution par leurs SGPCs respectifs.
d'allocation soit réaliste, tout en gérant les problèmes de dépassement de tampon. Enﬁn,
nous avons étendu les transformations proposées par [Couroussé et al., 2016] pour obtenir
de meilleurs compromis entre sécurité et performance.
5.3 Application automatique du polymorphisme
Dans cette section, nous présentons l'approche développée dans ce travail de thèse, im-
plémentée dans un outil appelé Odo. Odo permet de protéger automatiquement toute
fonction contre les attaques par canal auxiliaire avec du polymorphisme de code. L'idée
clé de notre approche est de baser la génération de code polymorphe sur des générateurs
de code spécialisés, qui ne peuvent générer du code que pour la fonction à sécuriser.
Ceux-ci sont embarqués dans le binaire de l'application, et regénèrent un code diﬀérent
régulièrement à l'exécution, ce qui donne la propriété de polymorphisme au code.
5.3.1 Vue générale du ﬂot d'application de la contre-mesure
Cette section donne une vue générale de notre approche. Le ﬂot d'application de la
contre-mesure est illustré en ﬁgure 5.1. Notre approche s'appuie sur la compilation pour
générer automatiquement un générateur spécialisé pour chaque fonction spéciﬁée par le
développeur (partie "statique" sur la ﬁgure 5.1). Nous mettons aussi à proﬁt le ﬂot de
compilation statique pour recueillir des informations et optimiser le code produit par le
générateur à l'exécution. La phase de compilation statique permet également d'eﬀectuer
une allocation statique de mémoire d'une taille adaptée au code à générer.
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Listing 5.1  Fichier C original annoté par l'utilisateur
#pragma odo_polymorphic
int f_critical(int a, int b) {
int c = a^b;
a = a+b;
a = a % c;
return a;
}
Listing 5.2  Fichier C généré par Odo lorsque les options de polymorphisme sont
désactivées
code code_f[CODE_SIZE]; /* tampon d'instance */
void SGPC_f_critical() { /* generateur */
interrupt_rm_X_add_W(code_f);
reg_t r[] = {0,1,2,3,4,5,6,...,12,13,14,15};
push_T2_callee_saved_registers();
eor_T2(r[4], r[1], r[0]);
add_T2(r[0], r[1], r[0]);
sdiv_T2(r[1], r[0], r[4]);
mls_T2(r[0], r[1], r[4], r[0]);
pop_T2_callee_saved_registers();
interrupt_rm_W_add_X(code_f);
}
int f_critical(int a, int b) { /* wrapper */
if (SHOULD_BE_REGENERATED())
SGPC_f_critical();
return code_f(a, b);
}
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Lors de l'exécution (partie "à l'exécution" sur la ﬁgure 5.1), les générateurs spécialisés
utilisent les informations collectées statiquement et plusieurs transformations de code
pour générer de manière eﬃcace un code variable. Certaines de ces transformations ont
déjà démontré leur eﬃcacité contre les attaques par canal auxiliaire : le mélange des re-
gistres, le mélange des instructions, les variantes sémantiques et l'insertion d'instructions
de bruit [Couroussé et al., 2016]. Par rapport à [Couroussé et al., 2016], les transforma-
tions de mélange des registres, de variantes sémantiques et d'insertion d'instructions de
bruit ont été partiellement modiﬁées : le mélange des registres se base sur une allocation
de registres statiques et une permutation aléatoire à l'exécution, et non pas une allocation
aléatoire à l'exécution, des variantes sémantiques ont été ajoutées pour les lectures et écri-
tures mémoires, et un nouveau modèle de probabilité appelé high-var a été ajouté pour
l'insertion d'instructions de bruit. Les générateurs spécialisés peuvent également utiliser
une nouvelle transformation, qui est une contribution de cette thèse, appelée bruit dy-
namique pour introduire de la variabilité entre deux exécutions consécutives d'un même
code généré (section 5.3.3). Comme chaque transformation peut être activée/désactivée
ou paramétrée, l'approche proposée est très conﬁgurable.
Le ﬂot d'application de la contre-mesure est présenté dans la ﬁgure 5.1. L'utilisateur
commence par annoter les fonctions à sécuriser par polymorphisme. Ensuite, il choisit
une conﬁguration de polymorphisme, c'est à dire quelles transformations il souhaite avoir
à l'exécution, et leurs paramètres. Le ﬁchier C annoté (fichier.c dans la ﬁgure 5.1) est
ensuite compilé par notre outil, Odo, vers un autre ﬁchier C (fichier.odo.c dans la
ﬁgure 5.1). Dans ce nouveau ﬁchier, le code de chaque fonction à sécuriser a été remplacé
par : (1) un wrapper qui s'interface avec le code externe à la fonction polymorphe, et (2)
un générateur dédié. Le wrapper gère les appels vers le générateur dédié et vers le code
produit. Le wrapper rend la transformation transparente au reste du code : la fonction
reste appelée de manière identique. Le wrapper se charge ainsi d'appeler le code qui a été
produit par le générateur spécialisé avec les bons arguments et de retourner sa valeur de
retour. Le code produit par le générateur spécialisé est appelé instance polymorphe.
Le générateur dédié de chaque fonction polymorphe est généré automatiquement par Odo.
L'implémentation de ce générateur est créée à partir du code initial de la fonction et de la
conﬁguration polymorphe choisie par l'utilisateur. Nous appelons ces générateurs SGPC
(Specialized Generator of Polymorphic Code : générateur spécialisé de code polymorphe)
par la suite.
Les listings 5.1 et 5.2 montrent des exemples des ﬁchiers ﬁchier.c et ﬁchier.odo.c de la
ﬁgure 5.1. Dans le listing 5.2, la fonction f_critical correspond au wrapper : elle appelle
le générateur SGPC_f_critical, puis le code généré dans la zone mémoire code_f. Cette
zone mémoire, appelée tampon d'instance, est réservée statiquement pour héberger le
code de la fonction polymorphe générée à l'exécution.
Le ﬁchier C produit est ensuite compilé par le compilateur usuel de la plate-forme cible
(CC sur la ﬁgure 5.1) avec la bibliothèque Odo-runtime, qui fournit le support pour
l'architecture et les outils de transformation du code, en un ﬁchier binaire qui est ensuite
chargé sur la plate-forme. Dans la ﬁgure 5.1, deux fonctions sont annotées dans le code
source. Comme les générateurs sont spécialisés pour chaque fonction polymorphe, il y a
un SGPC et un tampon d'instance pour chacune d'elles. Cependant, le coût en taille de
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code est sous-linéaire avec le nombre de fonctions polymorphes, puisque certaines parties
des codes des SGPCs sont mutualisées dans la librairie Odo-runtime.
Lors de l'exécution, le SGPC est appelé par le wrapper chaque fois qu'une nouvelle
instance polymorphe de code doit être générée dans le tampon d'instance. Les appels
réguliers au SGPC donnent la propriété du polymorphisme à la fonction : son code change
à chaque appel. La fréquence de regénération peut être contrôlée par l'utilisateur. Nous
appelons période de regénération, notée ω, le nombre d'exécutions consécutives de la
même instance polymorphe avant une nouvelle regénération. Lorsque le SGPC est appelé,
les permissions de son tampon d'instance sont basculées d'exécution seule à écriture seule
au début de la génération de code, puis d'écriture seule à exécution seule à la ﬁn de
la génération de code. Ceci garantit que le tampon d'instance n'est jamais accessible en
écriture et en exécution simultanément. La section 5.4.3 présente plus en détails la gestion
de ces permissions.
5.3.2 Génération des générateurs spécialisés de code polymorphe
Dans cette section, nous présentons comment Odo génère un SGPC pour chaque fonction
choisie par l'utilisateur. Les transformations de code mises en ÷uvre à l'exécution pour
obtenir du code polymorphe sont présentées dans la section 5.3.3.
Odo est un compilateur source à source. Il eﬀectue une compilation avec une émission
de code modiﬁée pour émettre du code C dépendant de l'architecture au lieu d'émettre
des instructions machine. Le processus de compilation permet d'obtenir une suite d'ins-
tructions machine correspondant à la fonction à sécuriser. À partir de cette suite d'ins-
tructions, la passe d'émission de code génère le SGPC dédié à cette fonction. Le code
d'un SGPC est composé a minima d'une séquence d'appels à des émetteurs d'instruction
machine. L'exécution de cette séquence minimale émet en mémoire dans le tampon d'ins-
tance la séquence d'instructions machine produite par la compilation statique du code
d'origine.
Dans Odo, la génération des SGPCs se fait grâce à un nouveau back-end, qui est entiè-
rement identique au back-end de l'architecture cible, à l'exception de la passe d'émission
de code. Comme seule cette passe diﬀère du back-end, la suite d'instructions à partir de
laquelle un SGPC est construit bénéﬁcie de toutes les optimisations préalables du compi-
lateur. Au lieu d'émettre du code machine, la passe d'émission émet le code C des SGPCs
correspondant aux fonctions annotées. Les SGPCs produits lorsque le polymorphisme est
activé sont similaires à ceux obtenus avec le polymorphisme désactivé : du code supplé-
mentaire (décrit en section 5.3.3) est simplement ajouté en fonction des transformations
activées aﬁn de permettre l'exécution de ces transformations lors d'une génération de
code.
Pour comprendre le code du SGPC obtenu dans le listing 5.2, le listing 5.3 présente la
suite d'instructions assembleur générée par LLVM lors d'une compilation de la fonction
f_critical du listing 5.1 pour ARM Thumb. Le SGPC créé pour cette fonction dans le
listing 5.2 est composé d'une suite d'appels de fonctions à la bibliothèque Odo-runtime.
Chaque appel correspond à une des instructions du listing 5.3. Des fonctions permettant
l'encodage des diﬀérentes instructions machine sont disponibles dans cette bibliothèque.
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Listing 5.3  Séquence d'instructions ARM générée par LLVM pour f_critical
f_critical: @ r0=a; r1=b
push r4, pc
eor r4, r1, r0 @ r4←r1^r0
add r0, r1, r0 @ r0←r1+r0
sdiv r1, r0, r4 @ r1←br0/r4c
mls r0, r1, r4, r0 @ r0←r0−r1×r4
pop r4, lr @ return r0
Ici, nos exemples utilisent les jeux d'instructions ARM Thumb1 et Thumb2. Par exemple,
dans la ﬁgure 5.2, l'appel eor_T2(r[4],r[1],r[0]) écrit dans le tampon d'instance l'ins-
truction machine eor r4,r1,r0. Le suﬃxe _T2 indique que l'encodage Thumb2 est utilisé.
Tous les émetteurs d'instructions machine déﬁnis dans la bibliothèque Odo-runtime.a
(ﬁgure 5.1) prennent pour paramètres les opérandes d'instructions, à savoir les noms de
registres physiques et/ou les valeurs constantes à utiliser, comme ce serait le cas pour les
instructions machine classiques. Cette paramétrisation permet au SGPC de changer les
opérandes d'une génération à l'autre. Par exemple, r[4] peut faire référence à un registre
physique diﬀérent d'une génération à l'autre.
Comme déjà évoqué, les permissions d'accès du tampon d'instance sont modiﬁées en début
et ﬁn du code du SGPC. Cela est réalisé via des interruptions. Ceci est illustré dans le
listing 5.2 par les appels à interrupt_rm_A_add_B. Dans la pratique, ces interruptions
sont expansées (inlinées) à l'aide de primitives assembleur. Les mécanismes permettant
la gestion des permissions mémoire sont présentés en détail dans la section 5.4.3.
5.3.3 Transformations de code à l'exécution et leur génération
Dans cette section, nous présentons les transformations de code utilisées pour générer un
code diﬀérent chaque fois que le SGPC est appelé. Nous expliquons comment le ﬂot de
compilation est exploité pour aider les transformations de code au moment de l'exécution
sans nécessiter une analyse de code coûteuse, notamment pour la gestion des registres
libres. Nous présentons également comment le code du SGPC généré par Odo diﬀère
lorsque ces transformations sont activées.
Cinq transformations diﬀérentes peuvent être utilisées par les SGPCs pour faire varier le
code des instances polymorphes :
1. le mélange des registres, qui est une permutation aléatoire parmi les registres
sauvegardés par l'appelé (callee-saved),
2. le mélange des instructions, qui consiste à émettre dans un ordre aléatoire des
instructions indépendantes,
3. des variantes sémantiques, qui visent à remplacer aléatoirement certaines instruc-
tions par une séquence d'instructions conduisant au même résultat,
4. des instructions de bruit, qui sont des instructions inutiles insérées entre les ins-
tructions originales de la fonction,
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5. du bruit dynamique, qui consiste en une séquence d'instructions de bruit précédée
par un saut aléatoire, aﬁn de que le nombre d'instructions exécutées varie à chaque
exécution.
Ces transformations peuvent être activées indépendamment les unes des autres.
Listing 5.4  Fichier C généré par Odo lorsque toutes les transformations sont
activées
code code_f[CODE_SIZE];
void SGPC_f_critical() {
interrupt_rm_X_add_W(code_f);
reg_t r[] = {0,1,2,3,4,5,6,...,12,13,14,15};
shue_regs(r);
push_T2_callee_saved_registers();
gennoise();
variant_eor_T2(r[4], r[1], r[0]);
gennoise();
add_T2(r[0], r[1], r[0]);
gennoise();
sdiv_T2(r[1], r[0], r[4]);
gennoise();
mls_T2(r[0], r[1], r[4], r[0]);
gennoise();
pop_T2_callee_saved_registers();
interrupt_rm_W_add_X(code_f);
}
int f_critical(int a, int b) {
if (SHOULD_BE_REGENERATED())
SGPC_f_critical();
return code_f(a, b);
}
Le listing 5.4 montre la sortie d'Odo pour l'entrée du listing 5.1, lorsque toutes les trans-
formations sont activées. Le listing 5.5 est un exemple d'instance polymorphe pouvant
être générée par le SGPC à l'exécution.
Mélange des registres. Contrairement à ce qui était proposé précédemment avec
l'approche COGITO [Couroussé et al., 2016] où l'allocation aléatoire des registres était
eﬀectuée au moment de l'exécution, avec Odo l'allocation des registres est faite statique-
ment par le compilateur. Les SGPCs font une permutation aléatoire entre les registres
généralistes (general purpose register) sauvegardés par l'appelé (r4-r11 pour l'architec-
ture ARM Thumb). Cette permutation est eﬀectuée au début de chaque génération de
code (shuffle_regs dans le listing 5.4).
Aﬁn de permettre cette transformation, la sélection d'instructions faite dans Odo sélec-
tionne uniquement des instructions qui encodent les registres sur suﬃsamment de bits
pour échanger n'importe quel registre avec n'importe quel autre. Sur ARM Thumb, il
n'utilise donc que des instructions ayant 4 bits pour l'encodage des registres. Un exemple
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Listing 5.5  Exemple d'un code assembleur ARM généré par SGPC_f_critical
avec toutes les transformations de polymorphisme activées. r5 est utilisé à la place
de r4 à cause du mélange de registres, une variante sémantique est insérée pour
le ou exclusif (eor), plusieurs instructions de bruit sont insérées, et l'ordre de
deux instructions indépendantes a été inversé.
f_critical:
push r5, r7, r8, r9, lr
eor r5, r1, #42 @ variantes semantiques
eor r5, r5, r0
add r0, r1, r0 @ mélange d'instructions
eor r5, r5, #42 @ mélange d'instructions
sub r9, #127 @ instruction de bruit
sdiv r1, r0, r5
add r7, r9, #5 @ instruction de bruit
eor r8, #3 @ instruction de bruit
mls r0, r1, r5, r0[18]
pop r5, r7, r8, r9, pc
de mélange de registres est illustré dans le listing 5.5 : dans cet exemple, le registre r5
est utilisé à la place du registre r4, qui était utilisé dans le code original (listing 5.3).
Mélange d'instructions. Cette transformation vise à réordonnancer dans chaque bloc
de base les instructions indépendantes avant leur émission dans le tampon d'instance.
Les instructions machine émises sont d'abord stockées dans un tampon temporaire, ap-
pelé tampon de mélange, d'une taille conﬁgurable (32 instructions dans nos expériences).
Chaque instruction machine est associée aux registres qu'elle déﬁnie et utilise. Avant
qu'une instruction ne soit ajoutée au tampon de mélange, Odo-runtime eﬀectue une ana-
lyse arrière de la chaîne de dépendances use-def, à partir de la dernière instruction dans
le tampon de mélange, pour calculer la liste des emplacements d'insertion possibles. Un
emplacement est ensuite sélectionné aléatoirement parmi les emplacements d'insertion
possibles. Le tampon de mélange est vidé dans le tampon d'instance à la ﬁn de chaque
bloc de base. Il est également vidé lorsqu'il est plein. La transformation de mélange d'ins-
tructions est eﬀectuée de manière transparente par Odo-runtime, le code généré par Odo
pour le SGPC est identique que la transformation soit active ou non. Cette transformation
intervient après l'ajout des instructions de bruit et le choix des variantes sémantiques,
elle permet donc de mélanger les instructions résultantes avec les instructions originales
du code. Ainsi, dans l'exemple du listing 5.5, une instruction faisant partie d'une variante
sémantique est mélangée avec une des instructions originales du code : la position du add
r0, r1, r0 et du deuxième eor r5, r5, #42 est inversée.
Variantes sémantiques. Certaines instructions peuvent être remplacées par une suite
d'instructions appelée variante sémantique qui permet d'obtenir le même résultat sans
modiﬁer les autres registres vivants (cela inclut les registres de statut, qui indiquent
notamment la présence d'une retenue ou d'un dépassement de capacité). Odo-runtime
fournit actuellement des variantes sémantiques pour les instructions qui sont fréquemment
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utilisées dans les algorithmes de chiﬀrement pour manipuler des données sensibles : les
instructions appartenant aux familles eor, sub, load et store. Les variantes des familles
eor et sub étaient déjà disponibles dans [Couroussé et al., 2016]. On peut facilement
ajouter d'autres variantes sémantiques. Actuellement, chaque instruction pour laquelle il
existe une variante peut être remplacée par 1 à 5 instructions.
Odo génère des appels de fonctions spéciﬁques à la bibliothèque Odo-runtime pour l'émis-
sion de ces instructions lorsque les variantes sémantiques sont activées. Dans le listing 5.1,
les appels en gras vert sont chargés de l'émission des instructions ayant des variantes
sémantiques. Lors de l'exécution, le SGPC émet le code binaire d'une variante choisie
aléatoirement parmi celles disponibles (dont l'instruction initiale). Par exemple, l'ap-
pel variant_eor_T2(r[4], r[1], r[0]) du listing 5.4 peut générer l'instruction ori-
ginale eor r4, r1, r0 ou, par exemple, une séquence eor rX, r0, #rand ; eor r4,
r1, #rand ; eor r4, r4, rX (comme indiqué dans listing 5.5) où rX est un registre
libre choisi au hasard et #rand est une constante aléatoire.
Les variantes sémantiques pour les instructions arithmétiques (par exemple, sub et xor)
sont basées sur des équivalences arithmétiques, les variantes pour les écritures mémoire
de mots ou demi-mots décomposent l'écriture mémoire en plusieurs écritures mémoire
d'octets ou de demi-mots, et les variantes pour les lectures mémoire utilisent des lectures
mémoire non alignées ainsi que des séquences de lectures mémoire d'octets et de demi-
mots.
Instructions de bruit. Nous appelons instructions de bruit des instructions fonction-
nellement inutiles qui sont générées entre des instructions utiles. L'insertion des instruc-
tions de bruit est eﬀectuée par les appels à gennoise (en bleu italique dans le listing 5.4).
De la même manière que pour les autres transformations, Odo ne génère ces appels dans
le code du SGPC que lorsque cette transformation de code est activée.
Le proﬁl observable par canal auxiliaire des instructions de bruit doit être aussi proche que
possible du proﬁl des instructions utiles, aﬁn que l'attaquant ne puisse pas les distinguer
sur des mesures eﬀectuées par canal auxiliaire [Durvaux et al., 2013]. Nous avons donc
choisi d'insérer des instructions qui sont souvent utilisées dans les programmes, comme
l'addition, la soustraction, le ou exclusif, et la lecture mémoire. L'utilisateur peut
spéciﬁer une plage d'adresses particulière pour les lectures mémoire, pour obtenir des
lectures mémoire aléatoires sur la SBox de l'AES par exemple. Une petite table aléatoire
statique est utilisée lorsque l'utilisateur ne spéciﬁe pas de plage d'adresses.
Un modèle de probabilité contrôle l'insertion d'instructions de bruit. Odo-runtime pro-
pose actuellement deux modèles, tous les deux conﬁgurables, présentés dans la table 5.1.
Le nombre p est la probabilité d'insertion d'une ou plusieurs instructions de bruit, et
P [X = i] représente la probabilité d'insertion de i instructions de bruit. Le paramètre N
contrôle le nombre maximum d'instructions de bruit qui peuvent être insérées en même
temps entre deux instructions originales.
Le premier modèle, appelé low-var, suit une loi de probabilité uniforme, qui est combinée
avec un tirage de probabilité p. Sa variance est faible, ce qui implique que le temps
d'exécution global de la fonction restera toujours relativement proche de la moyenne
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Table 5.1  Modèles de probabilités qui contrôlent le nombre d'instructions de
bruit à insérer entre 2 instructions originales. Les deux modèles sont conﬁgurables
par l'utilisateur. Le modèle high-var permet d'obtenir des fortes variances tout
en conservant une moyenne contenue.
modèle low-var modèle high-var
P [X = 0] = 1− p
∀i ∈ [1,N ], P [X = i] = p
N
P [X = 0] = 1− p
∀i ∈ [0,N [, P [X = 2i] = p× 2−(i+1)
P [X = 2N ] = p× 2−N
théorique. Dans ce modèle, le paramètre N correspond directement au nombre maximum
d'instructions de bruit qui peuvent être insérées entre deux instructions originales.
Le deuxième modèle, appelé high-var, a été conçu pour avoir une variance beaucoup
plus élevée et une moyenne comparable. Il est basé sur une loi de probabilité binomiale.
Le nombre d'instructions insérées, s'il n'est pas nul, est de 2 à la puissance du nombre
obtenu par la loi binomiale. Dans ce modèle, le nombre maximum d'instructions de bruit
qui peuvent être insérées entre deux instructions originales est de 2N .
Les variables N et p ainsi que le modèle peuvent être choisis par l'utilisateur lors du choix
d'une conﬁguration de polymorphisme.
La mise à disposition de ces deux modèles diﬀérents, tous les deux conﬁgurables, rend la
transformation d'insertion d'instructions de bruit très ﬂexible. La valeur moyenne d'un
modèle a un impact sur le temps d'exécution global et doit donc être maintenue basse
pour des raisons de performance, alors qu'une variance élevée augmente la complexité des
attaques [Mangard et al., 2007,Tunstall et Benoit, 2007]. Le modèle à faible variabilité est
intéressant pour les applications soumises à de fortes contraintes de performance, pour
lesquelles le temps d'exécution ne doit pas trop varier, sinon le modèle à variabilité élevée
est préférable.
À chaque insertion d'une instruction de bruit, le SGPC choisit aléatoirement une ins-
truction parmi les instructions add, sub, eor et load. Ensuite, il choisit au hasard les
opérandes et choisit un registre mort pour le registre destination.
Bruit dynamique. Nous appelons bruit dynamique une séquence d'instructions in-
utiles comportant un branchement aléatoire. Celui-ci permet de faire varier dynamique-
ment le nombre d'instructions inutiles exécutées en sautant un nombre aléatoire des
instructions de bruit de la séquence. Ce mécanisme dynamique permet d'obtenir une
exécution variable d'une exécution à l'autre même sans regénération du code.
Cette transformation permet de réduire les contraintes de fréquence de regénération im-
posées par les exigences de sécurité, pour que l'approche puisse être utilisée même sur
des systèmes qui ne peuvent se permettre de regénérer le code trop fréquemment : en
réduisant la fréquence de regénération le coût de génération peut être amorti. De plus,
elle permet de décorréler partiellement le code exécuté du chemin emprunté lors de la
génération pour réduire le risque qu'un attaquant, qui saurait suivre l'exécution du gé-
nérateur de code par canal auxiliaire, soit à même de connaître le code des instances
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Listing 5.6  Exemple d'une séquence d'instructions produite avec du bruit dyna-
mique. La valeur de Rrand varie tout au long de l'exécution.
@ R7 = number of bytes to be skipped
and R7, Rrand, 3  2
@ 2 must be added to R7 since, during the add R7 PC R7
@ instruction, @PC points to the bx inst whose size is
@ 2 bytes.
@ Also, the least significant bit must be set in the address
@ (Thumb mode) which gives an offset of 3
add R7, R7, 3
add R7, PC, R7
@ R7 = address of targeted noise inst
bx R7 @ jump into the sequence
add R7, R8, #41 @ 4 noise instructions
xor R8, R10, R7
load R7, R4, #34
add R8, R8, #101
polymorphes exécutées, et donc de ﬁltrer facilement les traces ensuite en enlevant les
échantillons correspondant à des cycles où des instructions de bruit sont exécutées par
exemple.
L'insertion de bruit dynamique par le SGPC pendant la génération du code d'exécution
suit la même procédure que l'insertion des instructions de bruit : les mêmes modèles de
probabilités sont utilisés pour déterminer si des instructions de bruits sont insérées ou non,
et si oui combien. Cependant, au lieu de choisir les instructions de bruit uniquement dans
l'ensemble {load, add, sub, xor}, le SGPC choisit au hasard d'insérer une addition, une
soustraction, une lecture mémoire, un ou exclusif, ou une séquence de bruit dynamique
dont le nombre d'instructions est ﬁxé mais conﬁgurable. Chaque fois que le SGPC est
exécuté, diﬀérentes séquences de bruit dynamique sont générées, à des endroits variables
dans le code de l'instance polymorphe générée.
La taille des sauts associés à chaque séquence de bruit dynamique d'une instance poly-
morphe doit être déterminée en peu d'instructions et doit varier aléatoirement. À cette
ﬁn, un registre est réservé pour stocker un nombre aléatoire qui est utilisé pour calculer
une taille de saut aléatoire à chaque exécution de chaque séquence de bruit dynamique
pendant l'exécution d'une instance polymorphe. Si le nombre d'instructions de bruit dans
une séquence de bruit dynamique est une puissance de deux, la taille du saut peut être
calculée eﬃcacement en masquant avec une valeur immédiate la valeur aléatoire contenue
dans le registre réservé, en utilisant un et booléen. Le listing 5.6 montre un exemple
d'une telle séquence avec 4 instructions de bruit. La partie avant le bx détermine la taille
du saut, et 4 instructions de bruit choisies au hasard sont générées après le bx.
Le nombre d'instructions de bruit dans la séquence de bruit dynamique générée par le
SGPC est conﬁgurable par l'utilisateur, et peut prendre plusieurs valeurs diﬀérentes à l'in-
térieur d'une fonction. À titre d'exemple, dans nos expériences, nous avons sélectionné
une taille de séquence de bruit dynamique comportant 32 instructions de bruit au début
et à la ﬁn de la fonction (respectivement pour les 32 premières instructions utiles de la
fonction et les 32 dernières), et de 4 instructions de bruit au milieu. La raison de ce choix
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est la nécessité d'une plus grande variabilité au début et à la ﬁn de la fonction, pour que la
variabilité temporelle des instructions proches de points de synchronisation exploitables
par l'attaquant augmente suﬃsamment vite.
Le registre qui contient les valeurs aléatoires est géré comme suit. Pour chaque fonction
polymorphe, une place dédiée est réservée en mémoire pour contenir une valeur de graine
qui varie d'une exécution à l'autre. Au début de chaque exécution d'une instance poly-
morphe, la valeur stockée de la graine est chargée pour initialiser un PRNG rapide. Le
PRNG rapide est alors utilisé pour déﬁnir une nouvelle valeur aléatoire pour le registre
réservé. Ensuite, tout au long de l'exécution, la valeur du registre peut être mise à jour
par d'autres instructions de bruit (par exemple, une instruction d'addition de bruit in-
sérée par le SGPC peut ajouter un immédiat aléatoire à la valeur du registre). Ceci fait
changer la valeur du registre tout au long de l'exécution de la fonction. Enﬁn, en ﬁn
d'exécution de la fonction, la valeur du registre est stockée en mémoire, elle sera utilisée
comme graine pour le PRNG rapide au début de l'exécution suivante de cette fonction.
Allocation de registres pour les instructions de bruit et les variantes sé-
mantiques. L'insertion d'instructions de bruit et l'utilisation de variantes sémantiques
peuvent nécessiter des registres supplémentaires. Une analyse de vivacité eﬀectuée stati-
quement par le compilateur est utilisée pour aider le SGPC à allouer ces registres.
Lors de la compilation des SGPCs, Odo eﬀectue d'abord une allocation statique des
registres en ne tenant pas compte du polymorphisme. Ensuite, Odo eﬀectue une analyse
arrière de la vivacité des registres juste avant l'émission du code du SGPC. Pendant
l'émission du code du SGPC, Odo émet des appels de fonction supplémentaires tout au
long du code du SGPC aﬁn de tracer les informations de vivacité. Ces appels indiquent
quels registres sont libres (ou non) entre deux instructions utiles. Dans notre exemple
de SGPC dans le listing 5.4, l'addition utilise r1, donc r1 est vivant juste avant cette
instruction. L'instruction sdiv déﬁnit ensuite r1 sans l'utiliser. Ainsi r1 est mort avant
l'instruction sdiv et vivant juste après car utilisé par le mls. En conséquence, r1 est libre
d'être utilisé (écrit) entre l'instruction add et sdiv.
Grâce aux appels de fonction insérés pour transmettre les informations de vivacité, le
SGPC connaît la vivacité de chaque registre à tout moment du programme. Il peut ainsi
sélectionner des registres libres lorsqu'il en a besoin. Tous les registres alloués aux ins-
tructions de bruit et aux variantes sémantiques sont choisis de manière aléatoire parmi
les registres libres. Comme les registres supplémentaires utilisés dans la séquence d'ins-
tructions résultant de ces transformations de polymorphisme sont morts immédiatement
après leur utilisation, les résultats de l'analyse statique de la vivacité restent corrects quels
que soient les registres utilisés pour les instructions de bruit ou les variantes sémantiques.
Aucune analyse de vivacité n'est donc réalisée à l'exécution.
Calcul des sauts pour les branchements. Puisque l'insertion d'instructions de bruit
et l'utilisation de variantes sémantiques font varier la taille du code, l'adresse cible des
sauts et son encodage doivent être calculés dynamiquement par le SGPC. Le SGPC
calcule l'écart entre branchement et sa cible lors de la génération, et choisit pour chacun
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d'eux l'encodage de l'instruction de branchement le plus petit qui permette d'encoder
correctement le branchement.
Nombre théorique d'instances polymorphes diﬀérentes. Aﬁn d'avoir une idée
du nombre théorique Nv d'instances polymorphes diﬀérentes qu'il est possible d'obte-
nir avec notre approche, nous proposons ici une sous-estimation de ce nombre en fonc-
tion de la variable N des modèles de probabilité de la table 5.1. En ne prenant en
compte que l'insertion d'instructions de bruit, avec le modèle low-var, on a : Nv ≥
(
∑N
i=0 4
i)nombre_instructions−1. Le chiﬀre 4 vient du fait que les instructions de bruit sont
sélectionnées parmi 4 instructions diﬀérentes (add, sub, eor, load). En choisissant
N = 4, cette formule nous donne Nv ≥ 341nombre_instructions−1 > 6× 1022 pour un code de
10 instructions seulement, et environ 10704 pour un code de 278 instructions comme l'im-
plémentation T-table de l'AES utilisée dans notre évaluation expérimentale (section 5.6).
Ce nombre est une sous-estimation du nombre de variantes puisqu'il ne considère que le
bruit classique (le bruit dynamique et les autres transformations ne sont pas prises en
compte), et il ne prend pas en compte les variations à l'intérieur même des instructions
de bruit (les valeurs immédiates des instructions de bruits étant choisies aléatoirement).
5.4 Gestion mémoire
Cette section présente comment nous gérons les tampons d'instances aﬁn de rendre notre
approche utilisable dans des systèmes embarqués avec des ressources mémoire réduites.
Plus précisément, la gestion de la mémoire doit prendre en compte plusieurs contraintes :
1. l'utilisation d'instructions de bruit et de variantes sémantiques fait varier la taille
du code généré d'une génération à l'autre,
2. les plates-formes ciblées peuvent être des systèmes embarqués contraints sans ges-
tion dynamique de la mémoire (c'est-à-dire sans malloc) et avec une quantité
réduite de mémoire,
3. il ne doit jamais y avoir de débordement du tampon d'instance,
4. le tampon d'instance doit être accessible en écriture pendant la génération du
code et être exécutable pendant l'exécution, mais les deux autorisations doivent
être exclusives.
La seconde contrainte rend une réponse à la première et à la troisième contraintes plus
diﬃcile : l'absence d'allocation dynamique de mémoire empêche d'allouer un tampon
d'instance à chaque génération de code. De plus, il n'est pas acceptable d'allouer systéma-
tiquement un tampon d'instance de la plus grande taille de code possible, car ce serait
un énorme gaspillage de mémoire ; cela rendrait également l'approche inutilisable sur les
systèmes très limités en mémoire. Nous montrons dans la suite que la probabilité de ren-
contrer le pire cas est extrêmement faible lorsque le nombre d'instructions de la fonction
originale est raisonnablement élevé. Ainsi, une grande partie du tampon d'instance alloué
en considérant le pire cas serait la plupart du temps inutilisée. Cependant, en allouant
une quantité de mémoire plus petite, des débordements de tampon d'instance deviennent
possibles, ce qui menace à la fois la fonctionnalité et la sécurité de la plate-forme entière.
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Figure 5.2  Diﬀérence entre notre politique d'allocation (avec un seuil à 10−6)
et une politique de pire cas, en nombre d'octets par instruction. Pour le modèle
high-var considéré sur l'architecture ARMv7M, on note un écart de 58 octets par
instruction environ. Cela représente une diﬀérence de 29ko pour un code de 500
instructions.
Pour y remédier, nous exploitons la connaissance statique des instructions machine utiles
de la fonction pour :
 limiter la taille du tampon d'instance en allouant statiquement une taille réaliste
(section 5.4.1),
 empêcher les débordements de tampon en adaptant la génération de code lors-
qu'un débordement possible est identiﬁé (section 5.4.2). Pour cela, l'insertion des
instructions de bruit s'adapte dynamiquement à l'espace disponible et à la taille
des instructions utiles restant à générer, ce qui permet d'éviter qu'un dépassement
de tampon ne survienne.
 calculer une taille de tampon tout en contrôlant la probabilité maximale d'avoir à
limiter l'insertion d'instructions de bruit faute de place suﬃsante en mémoire,
 garantir que seul l'unique SGPC légitime peut écrire dans le tampon d'instance,
et qu'aucune autre partie du programme, ni aucun autre programme, ne peut le
faire (section 5.4.3). Pour ce faire, une gestion dédiée des permissions mémoire de
chaque tampon d'instance est mise en place, en tirant proﬁt de la spécialisation
des SGPCs et de l'allocation statique des tampons d'instance.
5.4.1 Allocation des tampons d'instance
La taille d'un tampon d'instance est calculée lors de la génération du SGPC associé,
en calculant la taille requise pour les instructions utiles et la taille requise pour les ins-
tructions de bruit. Pour les instructions utiles, Odo calcule la somme Su des tailles des
instructions utiles, en considérant les plus grands équivalents sémantiques lorsque des
variantes sémantiques sont disponibles. Pour les instructions de bruit, Odo calcule une
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Figure 5.3  Ratio entre la taille allouée avec notre politique d'allocation (avec
un seuil à 10−6) divisée par la taille allouée par une politique de pire cas.
taille Sn à allouer en considérant la loi de probabilité SP qui résulte des ni− 1 tirages de
la loi P (la loi utilisée pour déterminer le nombre d'instructions de bruit à insérer), où ni
est le nombre d'instructions originales. SP [X = l] correspond alors à la probabilité que
le nombre d'instructions de bruit insérées soit égal à l. On peut alors calculer la taille à
allouer pour que la probabilité d'avoir un débordement soit inférieure à un seuil donné :
cette taille Sn correspond à la taille d'une instruction de bruit multipliée par le plus petit
entier k qui vériﬁe la condition
∑∞
j=k+1 SP [X = j] < seuil.
Odo calcule automatiquement SP à partir de la connaissance de P et ni, puis détermine
la taille appropriée à allouer en considérant soit un seuil fourni par l'utilisateur, soit un
seuil par défaut ﬁxé à 10−6.
Il en résulte qu'avec le seuil par défaut, la probabilité de générer directement un code qui
tienne dans la mémoire allouée est supérieure à 999999 chances sur un 1000000, quelle que
soit la taille originale du code. De plus, le SGPC empêche les débordements de tampon
à l'exécution, comme expliqué dans la section suivante, pour garantir que le code tient
toujours dans le tampon d'instance alloué.
L'écart en terme de taille qui résulte de l'utilisation de notre politique d'allocation à la
place d'une politique d'allocation pour le pire cas (instance polymorphe la plus grande
possible avec les transformations considérées) est considérable. La ﬁgure 5.2 montre cet
écart en fonction du nombre d'instructions originales de la fonction. Cet l'écart est asymp-
totiquement constant à mesure que le nombre d'instructions originales augmente ; pour
l'ISA ARMv7M, et avec le modèle high-var considéré ici, compte tenu d'un tirage de pro-
babilité suivant P entre chaque paire d'instructions consécutives, la diﬀérence des tailles
attribuées représente environ 58 octets pour chaque instruction originale de la fonction,
et environ 10 octets pour chaque instruction originale dans le cas du modèle low-var. Si
l'on considère une fonction originale de 200 instructions, il en résulte une diﬀérence de
2ko pour le modèle à low-var et de 11,6ko pour le modèle high-var considéré.
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La ﬁgure 5.3 illustre le ratio entre la taille allouée par notre politique d'allocation et la
taille allouée par une politique de pire cas. Elle montre que la taille allouée par notre
politique représente seulement 10% à 20% de la taille allouée par une politique de de pire
cas pour les deux modèles de bruit dès que le nombre d'instructions originales dépasse
les 100 instructions.
5.4.2 Prévention des dépassements de tampon
Odo calcule statiquement la taille maximale des instructions utiles Su, en considérant les
plus grands équivalents sémantiques lorsque des variantes sémantiques sont disponibles,
et donne cette information au SGPC. Lors de l'exécution, le SGPC initialise avec Su une
variable traçant l'espace nécessaire pour les instructions utiles qui restent à générer avec
les variantes sémantiques les plus volumineuses. Cette variable est décrémentée tout au
long de la génération du code, après l'émission de chaque instruction utile. De plus, à
chaque génération d'instructions de bruit, le générateur d'instructions de bruit calcule
le nombre maximum d'instructions qu'il peut insérer en considérant la valeur de cette
variable et l'espace disponible dans le tampon d'instance. Ces informations permettent
au SGPC de limiter la génération d'instructions de bruit pour garantir qu'aucun débor-
dement ne puisse se produire.
La politique d'allocation proposée via l'utilisation d'un seuil permet de limiter la taille des
tampons tout en maîtrisant la probabilité de limiter le polymorphisme. Il est important
d'allouer un tampon d'instance de taille réaliste, aﬁn que la prévention des débordements
de tampon n'introduise pas un biais dans les modèles probabilistes utilisés pour mettre
en ÷uvre le polymorphisme, c'est à dire qu'aucune vulnérabilité ne soit introduite. Par
exemple, si l'on considère uniquement l'insertion d'instructions de bruit : si la taille
allouée ne permet pas d'émettre plus que les instructions d'origine, les instructions de
bruit ne seront jamais émises, et l'instance polymorphe ne présentera aucune variabilité
comportementale.
5.4.3 Gestion des permissions des tampons d'instance
La génération de code à l'exécution nécessite que les tampons d'instance soient accessibles
avec des droits d'écriture (W) lors de la génération et avec des droits d'exécution (X) lors
de l'exécution de l'instance polymorphe. Dans les systèmes embarqués, les permissions
d'écriture sont systématiquement désactivées sur la mémoire du programme pour empê-
cher l'injection de code. Pour résoudre ce problème, les JITs fournissent généralement un
accès à la mémoire du programme avec des permissions d'écriture uniquement lors de
la génération du code, puis d'exécution uniquement lors de son exécution (W⊕X) [Chen
et al., 2011,Chen et al., 2013,Jauernig et al., 2014]. Nous suivons la même approche, mais
en plus de garantir que le tampon d'instance n'est jamais à la fois disponible en écriture et
en exécution, le tampon est protégé pour que seul le SGPC associé à ce tampon d'instance
puisse y écrire. Dans cette section, nous décrivons notre technique de sécurisation basée
sur le fait que les tampons d'instance sont alloués statiquement, et que chaque tampon
d'instance a un unique SGPC associé.
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Si la plate-forme cible a une unité de protection de mémoire (MPU), nous l'utilisons
pour changer les autorisations d'accès au tampon d'instance d'exécution seule à écriture
seule (et vice-versa) lorsque nécessaire. Le mécanisme proposé est illustré en ﬁgure 5.4.
Par défaut, un tampon d'instance ne dispose que du droit d'exécution. Au début de
l'exécution du SGPC, le SGPC génère une interruption pour demander l'autorisation
d'écriture. Le gestionnaire d'interruption vériﬁe l'adresse où l'interruption a été levée.
Si l'adresse est bien celle du début d'un SGPC, le gestionnaire d'interruption remplace
le droit d'exécution par le droit d'écriture seule pour le tampon d'instance associé au
SGPC ayant levé l'interruption. Grâce à l'allocation statique des tampons d'instance, le
gestionnaire d'interruptions connait quelle zone mémoire est associée à quel SGPC (pour
permettre un changement de permissions uniquement pour les paires correctes d'adresses
des interruptions et zones mémoire) et les adresses de chaque tampon (pour ne changer
les autorisations que pour une zone tampon). À la ﬁn de l'exécution du SGPC, le droit
d'écriture est supprimé et le droit d'exécution est ajouté en suivant le même principe.
Cette solution est légère (voir section 5.6.3.2). Elle peut être étendue aux systèmes qui
fournissent une MMU au lieu d'une MPU, mais il faut alors n'avoir qu'un seul tampon
d'instance par page mémoire, aﬁn de garantir que seul le SGPC légitime puisse écrire dans
son tampon d'instance. Cela pourrait augmenter l'impact mémoire de l'approche. De plus,
cette solution ne convient que si le système n'eﬀectue pas de multitâche préemptif.
Pour les systèmes dotés d'un système d'exploitation multitâche préemptif, le système
d'exploitation doit être adapté pour gérer les droits d'accès pour garantir un accès exclu-
sif aux tampons de code. Le système d'exploitation pourra tirer parti des informations
statiquement disponibles pour valider la légitimité des changements de permissions de la
même manière que le gestionnaire d'interruptions dans l'approche présentée.
Pour toute plate-forme sans unité de protection de mémoire (MPU) ni système d'exploi-
tation, des techniques d'intégrité de ﬂot de contrôle peuvent être utilisées pour garantir
qu'un tampon d'instance peut :
 être modiﬁé uniquement par le SGPC dédié,
 être exécuté seulement à partir de l'adresse où le code polymorphe est appelé, par
exemple, dans le cas du listing 5.4 l'adresse correspondant à l'appel code_f(a,b).
Le principe est d'insérer des vériﬁcations avant chaque écriture mémoire et chaque bran-
chement (direct ou indirect) aﬁn de vériﬁer la validité de toute écriture dans un tampon
de code et de tout saut dans un tampon de code. Cette idée a été présentée dans l'exten-
sion SMAC du CFI présentée par Abadi et al. [Abadi et al., 2009], et induit un surcoût
en performance bien supérieur à une approche utilisant la MPU.
5.5 Implémentation
L'implémentation d'Odo est basée sur LLVM 3.8.0. Le back-end pour générer les SGPCs
cible l'ISA ARMv7M, et plus particulièrement les jeux d'instruction Thumb et Thumb
2. Ce back-end est un clone du back-end ARM de LLVM, dans lequel la passe d'émission
de code a été modiﬁée.
Les modiﬁcations réalisé dans ce nouveau back-end permettent à la passe d'eﬀectuer
l'analyse de vivacité des registres, et d'émettre du code C comportant le SGPC et le
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Figure 5.4  Gestion des permissions en utilisant des interruptions et la MPU
(unité de protection mémoire). Les tampons d'instance ne sont jamais disponibles
en écriture (W) et en exécution (X) simultanément. L'allocation statique des tam-
pons d'instance et la spécialisation des SGPCs permettent au gestionnaire d'in-
terruption de connaître les adresses de levée d'interruption des diﬀérents SGPCs
ainsi que les adresses des tampons d'instance associés.
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wrapper des fonctions à sécuriser au lieu du code assembleur. Pour permettre à l'utili-
sateur de choisir une conﬁguration de polymorphisme (transformations activées et leurs
paramètres), nous avons ajouté diverses options en ligne de commande à LLVM pour
déﬁnir la conﬁguration choisie.
5.6 Évaluation expérimentale
Dans cette section, nous évaluons expérimentalement l'approche proposée. Comme expli-
qué précédemment, le niveau de variabilité des instances à l'exécution peut être conﬁguré
avec les transformations à utiliser et leurs paramètres potentiels. Nous analysons d'abord
les performances et la sécurité de 17 conﬁgurations diﬀérentes sur un AES T-table, et
nous discutons des compromis possibles entre le renforcement obtenu et les surcoûts in-
duits. Ensuite, nous appliquons 4 conﬁgurations de polymorphisme sur 15 programmes
variés. Ces 4 conﬁgurations sélectionnées comprennent une conﬁguration avec polymor-
phisme désactivé, et 3 conﬁgurations utilisant diﬀérentes options de variabilité. Elles sont
utilisées pour évaluer les surcoûts en performance et en taille de code avec divers degrés
de polymorphisme, induisant une variabilité nulle à une variabilité importante.
5.6.1 Environnement expérimental
La plate-forme expérimentale et le matériel de mesure des émissions électromagnétiques
est identique à ceux utilisés lors de l'évaluation expérimentale de Maskara (section 4.7.1).
5.6.2 Étude d'un cas d'usage : AES
Cette section présente une étude des performances et de la résistance de l'implémenta-
tion d'un AES face aux attaques par canal auxiliaire. La sécurité contre les attaques par
canal auxiliaire d'implémentations de l'AES est étudiée depuis plusieurs années, et cette
fonction de chiﬀrement est souvent utilisée comme référence pour l'évaluation de la ré-
sistance d'un schéma de protection. L'implémentation choisie est celle de la bibliothèque
mbed TLS [mbe], dénotée AES T-table dans la suite. La bibliothèque mbed TLS est utilisée
dans de nombreux systèmes embarqués, des dispositifs IoT aux ordinateurs mobiles et de
bureau. L'implémentation de l'AES T-table d'origine ne comporte aucune contre-mesure
contre les attaques par canal auxiliaire.
L'eﬃcacité des approches de dissimulation matérielles ou logicielles contre les attaques
par canal auxiliaire est la plupart du temps évaluée à l'aide de CPA [Avirneni et Somani,
2014, Boey et al., 2010, Güneysu et Moradi, 2011, Menicocci et al., 2014, Ordas et al.,
2014, Singh et al., 2018,Yu et Kose, 2018,Gornik et al., 2015,Wang et al., 2013,Agosta
et al., 2012,Agosta et al., 2015b,Couroussé et al., 2016,Coron et Kizhvatov, 2009,Coron
et Kizhvatov, 2010], ou de t-tests [Gornik et al., 2015,Moradi et Wild, 2015, Sasdrich
et al., 2017,Singh et al., 2018,Agosta et al., 2015b]. Ces deux méthodes d'évaluation ont
été présentées en section 2.5.
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Nous utilisons ici le t-test non spéciﬁque en complément de la CPA pour les raisons
suivantes :
 il peut être calculé assez rapidement, ce qui nous permet d'évaluer un grand nombre
de conﬁgurations, y compris des conﬁgurations très polymorphes qui pourraient
être trop résistantes pour obtenir un résultat en CPA dans un temps raisonnable,
 il est indépendant d'un modèle comportemental, et ne cible pas une valeur inter-
médiaire particulière,
 il a été utilisé pour évaluer l'approche MEET [Agosta et al., 2015b], qui est une
approche automatique de dissimulation logicielle à l'état de l'art à laquelle nous
souhaitons nous comparer.
Nous utilisons également une CPA sur une des conﬁgurations ﬁnalement choisies aﬁn
d'évaluer le temps nécessaire pour réaliser cette attaque.
Tant pour le t-test que pour la CPA, un signal de synchronisation a été conﬁguré, via
une broche GPIO sur le dispositif, au début du chiﬀrement AES, et après exécution du
SGPC, pour faciliter l'alignement temporel des traces. Nous avons vériﬁé que nos mesures
couvrent une durée d'exécution suﬃsante, tant pour l'implémentation non protégée que
pour les implémentations polymorphes de l'AES. Il est à noter que le SGPC ne manipule
pas la clé de chiﬀrement secrète et qu'il n'est donc pas vulnérable aux attaques par
canal auxiliaire qui sont utilisées ici. Il faut également souligner que notre dispositif de
synchronisation par GPIO rend l'attaque plus facile car un attaquant devra d'abord
aligner les traces.
5.6.2.1 Évaluation par t-test de la dissimulation apportée
Dans cette évaluation, le t-test non spéciﬁque a été eﬀectué en mesurant l'émission élec-
tromagnétique de notre plate-forme lors de l'exécution de deux groupes de 10000 chif-
frements chacun. Comme décrit en section 2.5.2, les deux groupes de traces de mesure
rassemblent respectivement les émissions électromagnétiques récupérées lors des chiﬀre-
ments de textes clairs aléatoires et de textes clairs ﬁxes, et les chiﬀrements des textes
clairs des deux groupes sont entrelacés de manière aléatoire. Pour chaque t-test, nous
avons retenu la valeur t maximale (en absolu). Dans ce qui suit, on note tmax la valeur t
maximale d'un t-test. Lorsque cette valeur est inférieure à 4,5, on dit que le t-test réussit.
Analyse des eﬀets des transformations sur la valeur tmax. Nous avons réalisé 10
évaluations par t-test, pour 17 conﬁgurations diﬀérentes de polymorphisme aﬁn d'évaluer
la dissimulation ainsi obtenue sur l'AES T-table sur notre plate-forme. Chaque conﬁ-
guration est désignée avec les acronymes des transformations utilisées, présentés dans
la table 5.2. Nous considérons soit des conﬁgurations comportant une seule transforma-
tion activée, soit utilisant plusieurs transformations avec divers paramètres, ainsi qu'une
conﬁguration appelée none qui ne contient aucune transformation activée. Pour toutes
les conﬁgurations, la période de regénération a été ﬁxée à 1.
Bien que nous ayons limité l'étude à 17 conﬁgurations, d'autres conﬁgurations pourraient
aisément être ajoutées en jouant sur les diﬀérents paramètres des transformations.
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Table 5.2  Acronymes utilisés pour les noms des conﬁgurations polymorphes
utilisées dans l'évaluation expérimentale. Lorsque plusieurs transformations sont
activées dans une conﬁguration, celle-ci est désignée par les acronymes des dif-
férentes transformations séparés par des + (par exemple, RS+IS signiﬁe que le
mélange des registres et le mélange des instructions sont activés).
Nom Conﬁguration
RS mélange des registres
IS mélange d'instructions
SV variantes sémantiques
N1 instructions de bruit sans bruit dynamique, modèle de probabilité low-var,
p=1/7, N=4
N2 instructions de bruit sans bruit dynamique, modèle de probabilité high-var,
p=1/4, N=4
DN1 instructions de bruit avec bruit dynamique, modèle de probabilité low-var,
p=1/7, N=4
DN2 instructions de bruit avec bruit dynamique, modèle de probabilité high-var,
p=1/4, N=4
La ﬁgure 5.5 montre un diagramme en violon des valeurs tmax obtenues pour les 10 t-tests
eﬀectués pour chaque conﬁguration. Le diagramme en violon permet de représenter les
valeurs tmax minimales et maximales, la médiane des valeurs tmax obtenues lors des 10
t-tests, et la distribution des valeurs tmax.
Sans aucune protection, le t-test échoue et les valeurs tmax sont très élevées : la conﬁ-
guration none présente une médiane des valeurs tmax de 110. Les 5 transformations po-
lymorphes que nous déployons ont deux objectifs : introduire de la désynchronisation
(mélange d'instructions, variantes sémantiques, bruit et bruit dynamique) et modiﬁer le
proﬁl de la fuite (mélange de registres, variantes sémantiques, bruit et bruit dynamique).
Les résultats montrent qu'au fur et à mesure que de nouvelles transformations sont acti-
vées, le nombre de t-tests réussis augmente et les valeurs tmax diminuent fortement. Une
des conﬁgurations (RS+IS+SV+DN2) réussit les 10 t-tests, ce qui signiﬁe qu'aucun t-test
n'a détecté de fuite d'information.
Chacune des transformations polymorphes utilisées isolément a un impact diﬀérent sur
la fuite d'information observée (ﬁgure 5.5). Le mélange des registres (RS) semble avoir
peu d'impact sur la valeur tmax pour notre plate-forme, mais peut être intéressant pour
d'autres plate-formes où l'index du registre a un eﬀet sur les mesures [Seuschek et Rass,
2015]. Le mélange d'instructions (IS) a un eﬀet plus important sur la réduction de la
valeur tmax que le mélange de registres, mais a un eﬀet plus faible que les variantes
sémantiques (SV). Les instructions de bruit (N1, N2, DN1, DN2) ont un eﬀet plus important
que les variantes sémantiques sur la réduction de la valeur tmax, et le bruit dynamique
(DN1, DN2) a le plus grand eﬀet.
Lorsque les transformations sont combinées, l'eﬀet résultant sur la valeur tmax est plus
diﬃcile à analyser, leur combinaison pouvant présenter des interactions complexes. Par
exemple, le bruit dynamique pourrait réduire l'eﬀet du mélange d'instructions car il in-
troduit des sauts qui forment des barrières pour celui-ci. Pourtant, seul ou combiné, le
bruit dynamique semble être la transformation qui a l'impact le plus important sur la
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valeur tmax : il augmente clairement le nombre de t-tests réussis par rapport au bruit non
dynamique, puisque DN1 et DN2 passent plus de t-tests que N1 et N2 respectivement. Nous
notons également que l'utilisation d'un modèle de bruit avec une plus forte probabilité
d'insertion d'instructions de bruit (high-var avec p=1/4 et N=4 au lieu de low-var avec
p=1/7 et N=4) améliore la métrique observée ; DN2 et N2 ont des valeurs tmax plus faibles
que DN1 et N1 respectivement.
Pour l'AES de cette étude et sur notre plate-forme, la conﬁguration réussissant le plus de
t-tests est celle où toutes les transformations sont activées. L'impact d'une conﬁguration
sur la fuite d'information par canal auxiliaire dépend cependant de la plate-forme et de
l'application, il est donc important d'eﬀectuer une telle étude sur chaque cas d'application
pour pouvoir ajuster le compromis sécurité / performance.
Analyse des eﬀets du bruit dynamique sur la valeur tmax lorsque la période de
regénération augmente. Nous étudions plus précisément l'eﬀet du bruit dynamique
sur la valeur tmax lorsque la période de regénération augmente, de manière à déterminer
à quel point cette transformation permet de maintenir le niveau de dissimulation lorsque
la période de regénération ω augmente.
La ﬁgure 5.6 montre l'évolution de la médiane des valeurs tmax recueillies sur 10 t-tests
en fonction de ω, pour les conﬁgurations N1, N2, DN1 et DN2. Les résultats montrent que
les conﬁgurations DN1 et DN2 induisent une fuite d'information mieux dissimulée que N1
et N2 respectivement pour toutes les valeurs de période de regénération testées. De plus,
les valeurs tmax des conﬁgurations où le bruit dynamique est activé sont moins sensibles à
l'augmentation de la période de regénération. Par exemple, alors que N2 et DN1 présentent
des valeurs tmax similaires pour de petites périodes de regénération, la dissimulation de
la fuite d'information obtenue avec N2 commence à perdre en importance à partir d'une
période de 100, tandis que la dissimulation de la fuite d'information obtenue avec DN1
commence à perdre en importance à partir d'une période de 1000. La conﬁguration DN2
présente une capacité encore plus grande à maintenir le niveau de dissimulation lorsque
la période augmente, car les valeurs tmax observées ne commencent à augmenter signiﬁ-
cativement que pour les périodes supérieures à 8000.
Ainsi, le bruit dynamique élargit le choix de la période de regénération. Avec cette trans-
formation, l'utilisateur peut augmenter la période de regénération beaucoup plus qu'il ne
peut le faire avec un bruit non dynamique. Cela peut lui permettre d'amortir le surcoût
de génération.
5.6.2.2 Surcoûts en performance et taille de code
Dans cette section, nous discutons l'impact des diﬀérentes transformations sur les perfor-
mances et la taille du code. Nous avons utilisé le niveau d'optimisation -O2 pour Odo, et
tous les ﬁchiers C ont été compilés avec clang 3.8.0 en utilisant les options de compila-
tion -O2 - static -mthumb -mcpu=cortex-m3. Les temps d'exécution ont été mesurés
en nombre de cycles d'horloge du processeur. La taille des programmes (sections de don-
nées, de texte et de bss) a été mesurée en octets avec l'outil arm-none-eabi-size de la
chaîne d'outils GCC. Nous avons mesuré les surcoûts en performance, exprimés en temps
98 5.6. Évaluation expérimentale
RS
no
ne IS SV
RS
+
IS
+
SV N1
RS
+
SV
+
DN
1
IS
+
SV
+
DN
1
DN
1 N2
RS
+
IS
+
SV
+
DN
1
RS
+
SV
+
DN
2
DN
2
RS
+
IS
+
DN
1
RS
+
IS
+
DN
2
IS
+
SV
+
DN
2
RS
+
IS
+
SV
+
DN
2
4.5
8
16
32
64
128
va
le
ur
 t 
m
ax
im
al
e 
ob
te
nu
e
Figure 5.5  Valeurs tmax obtenues pour 10 t-tests avec 17 conﬁgurations dif-
férentes. Cette ﬁgure représente la distribution de ces valeurs tmax ainsi que le
minimum, maximum et la médiane obtenus. Les conﬁgurations sont triées par les
valeurs médianes obtenues décroissantes. Plusieurs conﬁgurations ont passé le t-
test plus de fois qu'elles ne l'ont échoué, et la conﬁguration RS+IS+SV+DN2 a passé
tous les t-tests.
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Figure 5.6  Valeurs tmax observées (médiane des valeurs maximales obtenues lors
des 10 t-tests) pour les conﬁgurations avec et sans bruit dynamique, en fonction de
la période de regénération. Les conﬁgurations avec bruit dynamique montrent un
meilleur niveau de dissimulation de la fuite d'information, et parviennent à mieux
maintenir ce niveau lorsque la période de regénération augmente.
d'exécution relatif par rapport au code de référence, avec et sans prise en compte du sur-
coût de la génération. Les surcoûts en temps d'exécution indiqués représentent le rapport
entre le temps d'exécution moyen de 10000 instances (sans le surcoût de génération du
code) et le temps d'exécution du code original.
Temps d'exécution et taille de code. La table 5.3 présente le surcoût en temps
d'exécution, le surcoût total (incluant le temps de génération) avec diﬀérentes périodes
de regénération, le surcoût en taille de code et le temps de génération en cycles d'horloge
obtenus pour les 17 conﬁgurations.
Le surcoût total en performance est prohibitif lorsque ω = 1 pour les conﬁgurations
présentant une valeur tmax proche du seuil de 4,5, cette période de regénération n'est pro-
bablement intéressante que si la génération peut être eﬀectué à des moments n'impactant
pas le temps de réponse du système (par exemple lorsque le système attend un paquet
réseau : on dit dans ce cas que le surcoût de la génération est masqué). Cependant, il
devient plus raisonnable à mesure que la période de regénération s'allonge. Le surcoût
d'exécution de la conﬁguration none de 1,34 peut s'expliquer en partie par le fait que
l'instance polymorphe est générée en RAM (le code de référence est placé en mémoire
Flash) ce qui provoque un accroissement du temps d'exécution des lectures mémoire et
des écritures mémoire sur notre plate-forme. Plus précisément, lorsque l'instance est sto-
ckée en RAM, une instruction de load Thumb 1 (16 bits) prend en moyenne 1,5 cycle et
une instruction de load Thumb 2 (32 bits) prend 2 cycles (au lieu de 1 cycle lorsqu'elle
est stockée en mémoire ﬂash). Cela provient sans doute du fait que les données placées
en RAM et les instructions à charger depuis la mémoire utilisent les mêmes bus, alors
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qu'avec un code placé en mémoire Flash les chemins pour charger les instructions et les
données placées en RAM diﬀèrent. S'il est possible de générer le code en mémoire Flash,
le surcoût en temps d'exécution peut probablement être réduit.
Les diﬀérentes transformations inﬂuencent diﬀéremment les surcoûts obtenus.
L'activation du mélange d'instructions en plus d'autres transformations double le temps
de génération en raison du temps de calcul nécessaire à l'analyse use-def, qui est exécutée
à l'insertion de chaque nouvelle instruction. Par exemple, le temps de génération est de
82077 cycles pour RS+SV+DN1 et de 163873 cycles pour RS+IS+SV+DN1, 107820 cycles pour
RS+SV+DN2 et de 218909 cycles pour RS+IS+SV+DN2. Cependant, cette transformation a
peu d'inﬂuence sur le temps d'exécution et sur la taille de code. Elle est donc intéressante
si le surcoût de génération est masqué, ou si la période de regénération est suﬃsamment
longue pour minimiser l'impact sur la performance.
L'activation du mélange des registres a un faible impact sur le temps d'exécution et le
plus faible impact sur les surcoûts totaux.
Les variantes sémantiques ont un impact à la fois sur le temps d'exécution, le temps de
génération et la taille. Cet impact est fortement couplé au nombre d'instructions pour
lesquelles des variantes sont disponibles. La fréquence d'exécution de ces instructions peut
aussi avoir un rôle sur l'impact en temps d'exécution, puisque des variantes situées dans
un corps de boucle seront exécutées plus de fois que des variantes situées en dehors de
toute boucle.
Enﬁn, les surcoûts engendrés par le bruit et le bruit dynamique dépendent beaucoup de la
loi de probabilité P utilisée. Notamment, la valeur du paramètre p de la loi P impacte le
temps de génération puisqu'elle déﬁnit la probabilité que le code en charge de déterminer
quelles instructions de bruit insérer et combien en insérer soit exécuté.
5.6.2.3 Compromis dissimulation / performance
La conﬁgurabilité de notre approche permet d'explorer diﬀérentes conﬁgurations pour
trouver un compromis adapté aux contraintes de l'utilisateur, en mesurant les surcoûts
en performance et les niveaux de dissimulation (avec une mesure comme les valeurs tmax
par exemple) pour une plate-forme et une application données.
Impact du bruit dynamique sur le compromis dissimulation / performance.
Nous étudions d'abord l'impact du bruit dynamique et de la période de regénération sur
les compromis entre dissimulation et surcoûts en temps d'exécution.
La ﬁgure 5.7 montre le surcoût total obtenu avec bruit dynamique (DN1 et DN2) ou avec
bruit classique (N1 et N2) lorsque ω varie de 1 (en haut à gauche) à 10000 (en bas à droite)
tracés en fonction de la dissimulation observée (valeur tmax). La zone idéale se trouve en
bas à gauche, là où les codes durcis dissimulent le mieux la fuite d'information et ont de
meilleurs performances.
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Table 5.3  Temps d'exécution et taille de code pour chacune des conﬁgura-
tions. "Exéc" correspond au surcoût en temps d'exécution exprimé relativement
au temps de référence. "Total" correspond au surcoût total, exprimé relativement
au temps de référence. "Gen" correspond au temps de génération en cycles d'hor-
loges. "Taille" correspond au surcoût en taille exprimé relativement à la taille du
code de référence. ω correspond à la période de regénération. Les conﬁgurations
sont classées de la même manière que dans la ﬁgure 5.5
Conﬁg. RS none IS SV RS+IS N1 RS+SV IS+SV DN1
+SV +DN1 +DN1
Exéc 1,48 1,34 1,34 2,09 2,53 2,08 3,56 3,07 2,31
Total
ω=1 8,39 6,91 37,51 17,04 70,41 43,38 67,43 115,44 49,58
ω=25 1,76 1,57 2,79 2,68 5,24 3,73 6,12 7,56 4,20
ω=100 1,55 1,40 1,70 2,24 3,20 2,49 4,20 4,19 2,78
ω=250 1,51 1,37 1,49 2,15 2,80 2,24 3,82 3,52 2,50
ω=1000 1,49 1,35 1,38 2,10 2,59 2,12 3,62 3,18 2,35
Gen
(cycles) 8876 7147 46476 19216 87228 53077 82077 144402 60750
Taille 1,54 1,38 1,62 1,56 1,84 2,11 2,41 2,36 2,11
Conﬁg. N2 RS+IS RS+SV DN2 RS+IS RS+IS IS+SV RS+IS
+SV+DN1 +DN2 +DN1 +DN2 +DN2 +SV+DN2
Exéc 3,39 3,60 4,97 3,71 2,49 3,90 4,48 5,02
Total
ω=1 58,93 131,13 88,87 71,06 99,29 143,25 159,57 175,38
ω=25 5,61 8,71 8,32 6,41 6,36 9,48 10,68 11,83
ω=100 3,95 4,88 5,81 4,39 3,46 5,30 6,03 6,72
ω=250 3,61 4,11 5,30 3,98 2,88 4,46 5,10 5,70
ω=1000 3,45 3,73 5,05 3,78 2,59 4,04 4,64 5,19
Gen
(cycles) 71366 163873 107820 86540 124391 179065 199283 218909
Taille 2,19 2,43 2,49 2,18 2,34 2,42 2,44 2,51
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Figure 5.7  Surcoûts totaux obtenus en augmentant la valeur de ω avec et sans
bruit dynamique, en fonction de la valeur tmax obtenue. Les conﬁgurations avec
bruit dynamique ont des surcoûts similaires ou inférieurs à valeur tmax ﬁxée comparé
aux surcoûts obtenus avec uniquement du bruit classique. Le bruit dynamique
permet d'atteindre des valeurs tmax bien plus proches du seuil de 4,5 à surcoût en
performance ﬁxé
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Les conﬁgurations avec bruit dynamique (DN1 et DN2) se rapprochent plus de cette zone
idéale que celles avec bruit classique. En particulier, à un surcoût total donné, ils oﬀrent
une bien meilleure dissimulation que les conﬁgurations avec du bruit classique.
Choix d'une conﬁguration. Pour trouver un bon compromis, l'utilisateur peut com-
mencer par sélectionner quelques conﬁgurations en tenant compte de l'impact de la géné-
ration de code sur son application et de ses contraintes de performance. Par exemple, si
le surcoût de génération peut être masqué, alors le mélange d'instructions est une option
intéressante car il augmente la variabilité tout en ayant peu d'impact sur le temps d'exé-
cution. En revanche, si le surcoût de génération ne peut être masqué, cette option peut
être éliminée pour limiter le surcoût total, et le bruit dynamique est un meilleur choix
car il permet de choisir une période de regénération plus longue.
Ensuite, l'utilisateur peut eﬀectuer des mesures de performance et de sécurité sur sa plate-
forme pour les conﬁgurations sélectionnées. Il peut alors éliminer les conﬁgurations qui
ne correspondent pas à ses contraintes en termes de performances (par exemple celles qui
conduisent à une exécution trop lente ou à un surcoût mémoire trop important). Enﬁn, il
peut choisir la conﬁguration qui présente la meilleure dissimulation et peut l'évaluer avec
d'autres mesures de sécurité (un taux de succès en CPA par exemple) s'il le souhaite.
Pour le reste de l'évaluation menée dans le présent document, nous avons choisi quatre
conﬁgurations qui présentent des compromis diﬀérents. Tout d'abord, nous avons choisi la
conﬁguration none (pas de variabilité) car elle permet de montrer les surcoûts minimaux
induits par la génération et l'exécution du code généré dynamiquement. Ensuite, nous
avons considéré une conﬁguration nommée low adaptée à des environnements contraints.
La conﬁguration low est constituée du mélange de registre RS et du bruit dynamique DN1
avec ω = 250, pour avoir un impact limité sur les performances, et car la conﬁguration
DN1 avec ω = 250 se trouve en bas à gauche de la courbe DN1 de la ﬁgure 5.7. Ensuite,
nous avons choisi la conﬁguration RS+IS+DN1 comme conﬁguration medium avec ω =
1, en supposant que le surcoût de génération est masqué. Elle a un surcoût en temps
d'exécution proche de celui de la conﬁguration low, mais a montré un meilleur niveau de
dissimulation. Elle induit cependant un temps de génération bien supérieur à celui de la
conﬁguration low. Enﬁn, nous avons choisi la conﬁguration RS+IS+SV+SV+DN2 avec ω = 1
comme conﬁguration high. Cette conﬁguration a passé tous les t-tests. Son impact sur le
temps d'exécution et sur le temps de génération est plus important que celui des autres
conﬁgurations.
Les paramètres des conﬁgurations sélectionnées sont rappelés ci-après :
none - Aucune option de variabilité.
low=RS+DN1 - Les options activées sont le mélange des registres (RS), l'insertion d'ins-
tructions de bruit avec le modèle de probabilité low-var (p=1/7, N=4) avec bruit
dynamique (DN1). La période de regénération ω est ﬁxée à 250.
medium=RS+IS+DN1 - Tous les mécanismes sont activés sauf les variantes sémantiques.
L'insertion des instructions de bruit utilise le modèle de probabilité low-var
(p=1/7, N=4) avec bruit dynamique (DN1) et la période de regénération ω est
ﬁxée à 1.
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Figure 5.8  Taux de succès en CPA pour une implémentation non protégée et une
implémentation renforcée en utilisant la conﬁguration low. Le nombre de traces
nécessaires pour obtenir un taux de succès de 0,8 est multiplié par 1,3× 104, alors
que le temps d'exécution est multiplié par 2,5 (temps de génération inclus).
high=RS+IS+SV+DN2 - Tous les mécanismes sont activés. L'insertion des instructions
de bruit utilise le modèle de probabilité high-var (p=1/4, N=4) avec bruit dyna-
mique (DN2) et la période de regénération ω est ﬁxée à 1.
5.6.2.4 Évaluation de résistance à la CPA
Méthodologie. Nous avons eﬀectué une CPA de premier ordre contre l'implémentation
de référence et contre une implémentation protégée avec la conﬁguration low. L'attaque
considérée vise la sortie de la première fonction SubBytes du chiﬀrement AES. L'attaque
menée vise à récupérer le premier octet de la clé. Nous avons utilisé le poids de Hamming
comme modèle de l'émission électromagnétique de la sortie du SubBytes.
Résultats. La ﬁgure 5.8 présente le taux de succès obtenu pour la CPA par rapport
à l'AES de référence (non protégé) et à une implémentation protégée par Odo avec la
conﬁguration low. Pour rappel, le taux de succès représente la proportion statistique
d'attaques réussies (l'octet de clé est retrouvé) pour un nombre de traces ﬁxé. Un taux
de succès de 1 signiﬁe que 100 % des attaques réussissent. Les résultats montrent que
l'implémentation de référence est très vulnérable, puisqu'un taux de réussite de 0,8 (80%
des attaques sont réussies) est atteint avec environ 290 traces sur notre plate-forme de
test. Un tel nombre de traces est considéré comme faible pour les attaques par canal
auxiliaire, même sur des implémentations non protégées. De plus, en utilisant 290 traces,
nous obtenons une corrélation entre les poids de Hamming calculés et les mesures de 0,53
sur la bonne valeur de clé, ce qui suggère que notre système de mesure fournit de bonnes
conditions d'attaque. L'implémentation durcie par Odo avec la conﬁguration low présente
une bien meilleure résistance à la CPA que l'implémentation non protégée de référence,
puisque 3,8× 106 traces doivent être collectées pour atteindre un taux de réussite de 0,8
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Table 5.4  Cas d'usage considérés pour l'évaluation en performance et en taille
de code.
Nature du cas d'usage Noms
Chiﬀrement par bloc AES 8 bits, AES T-table, Camellia, Triple DES, XTEA,
PRESENT, MISTY1, Simon.
Chiﬀrement par ﬂot ARC4, Rabbit, Salsa20, Trivium.
Fonctions de hachage SHA256, MD5.
Fonction de comparaison bytecompare d'un VerifyPin [Dureuil et al., 2016].
avec cette implémentation. Par rapport à la référence, cela représente 1,3× 104 fois plus
de traces, avec un temps d'exécution multiplié par 2,5 (temps de génération inclus).
Cependant, la CPA réalisée ne visait qu'à récupérer le premier octet de la clé. La récupéra-
tion des autres octets de la clé peut être eﬀectuée de la même manière avec une complexité
d'attaque similaire en terme de calculs, mais un nombre de traces plus important pourrait
être nécessaire pour l'implémentation polymorphe, puisque les autres octets sont utilisés
plus loin dans l'algorithme de l'AES, et donc à des points où la désynchronisation est
encore plus importante.
Enﬁn, une conﬁguration polymorphe avec un degré de variabilité plus fort nécessiterait
sans doute encore davantage de traces pour atteindre un taux de succès de 0,8.
5.6.3 Évaluation en performance
Pour évaluer l'impact de notre approche sur les performances et la taille des applications,
nous avons considéré 15 cas d'usage (appelés benchmarks par la suite) diﬀérents, présentés
dans la table 5.4. Les benchmarks choisis sont pour la plupart des applications cryptogra-
phiques, provenant soit de la bibliothèque mbed TLS [mbe], soit du projet eSTREAM [est].
Nous avons aussi considéré une implémentation maison 8 bits de l'AES. Comme toute
fonction C peut être sécurisée par Odo, ces fonctions cryptographiques sélectionnées ne
représentent qu'un tout petit panel des usages possibles de notre approche. Par consé-
quent, nous avons également sélectionné la fonction bytecompare d'une implémentation
verifyPin de FISSC [Dureuil et al., 2016]. Nous avons évalué les benchmarks pour les 4
conﬁgurations sélectionnées et présentées en section 5.6.2.3. Dans la suite, nous analysons
d'abord le temps d'exécution des instances polymorphes. Ensuite, nous présentons une
analyse de la vitesse de génération du code puis des surcoûts en taille de code.
Tous les ﬁchiers C produits par Odo ont été compilés en utilisant le niveau d'optimisation
-O2. En raison de la mémoire limitée disponible sur notre cible, nous avons dû compiler
les benchmarks Rabbit et Salsa20 en utilisant le niveau d'optimisation -O1 pour obte-
nir un code dont la taille est plus adaptée à la plate-forme : le niveau -O1 oﬀrait pour
ces programmes une taille plus compacte que -Os. Comme dans le cas de l'AES, tous
les programmes exécutés sur la plate-forme (les programmes initiaux ou ceux générés
par Odo) ont été compilés avec la chaîne d'outils LLVM/clang en version 3.8.0 en uti-
lisant les options de compilation -O2 -static -mthumb -mcpu=cortex-m3. Les temps
d'exécution ont été mesurés en nombre de cycles d'horloge du processeur. La taille des
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Figure 5.9  Ratio des temps d'exécution obtenus par rapport aux temps d'exé-
cution de référence de versions compilées statiquement (clang 3.8 -O2).
programmes (sections de données, de texte et de bss) a été mesurée en octets avec l'outil
arm-none-eabi-size de la chaîne d'outils GCC.
5.6.3.1 Surcoûts en temps d'exécution
La ﬁgure 5.9 présente le surcoût en temps d'exécution (tel que déﬁni à la section 5.6.2.2)
pour les 15 benchmarks. En fonction des benchmarks et de la conﬁguration, le surcoût
en temps d'exécution varie d'un facteur 1, ce qui signiﬁe que le code durci s'exécute
aussi rapidement que le code de référence, jusqu'à un facteur 7. Le surcoût en temps
d'exécution dépend de la nature des instructions du code initial. Premièrement, comme
les variantes sémantiques ne sont pas disponibles pour toutes les instructions, elles af-
fectent plus la performance de certains codes que d'autres. Deuxièmement, comme discuté
en section 5.6.2.2, le code est généré en RAM, dans notre plate-forme, les chargements
d'instruction (fetch) et les chargements de données (load) utilisent le même bus, et les
lectures mémoire prennent alors plus de temps à exécuter que si le code était en ﬂash.
L'impact global sur le temps d'exécution d'une application ayant une ou plusieurs fonc-
tions polymorphes dépend beaucoup de la proportion du temps d'exécution initiale-
ment passé dans les fonctions transformées. Comme illustré sur le cas de l'AES en sec-
tion 5.6.2.3, les diﬀérentes possibilités de conﬁguration permettent d'adapter le polymor-
phisme aux contraintes en performance et exigences de sécurité de l'application.
5.6.3.2 Vitesse de génération
Aﬁn d'analyser le surcoût de génération du code, nous avons corrélé le nombre d'instruc-
tions utiles au temps nécessaire à la génération du code pour toutes les conﬁgurations
considérées. Nous avons mesuré le surcoût minimal de génération de code qui peut être
obtenu avec un appel à un SGPC sans instruction à générer. Ce surcoût minimal est
d'environ 1500 cycles. Il inclut le temps nécessaire pour changer les permissions des tam-
pons d'instance avec la MPU (≈ 100 cycles par génération). La ﬁgure 5.10 montre le
temps de génération en fonction du nombre d'instruction utiles. Le temps de génération
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Figure 5.10  Temps de génération en fonction du nombre d'instructions utiles
générées. Les pentes des droites représentent le surcoût de la génération par ins-
truction utile. Notre approche peut facilement passer à l'échelle à mesure que les
fonctions s'agrandissent.
évolue linéairement avec le nombre d'instructions utiles à générer. Il est à noter que le
nombre d'instructions utiles dépend uniquement du programme source et du niveau d'op-
timisation, mais ne dépend pas des options de polymorphisme. Les pentes des lignes de
tendance de la ﬁgure 5.10 indiquent le nombre de cycles requis en moyenne pour géné-
rer une instruction utile. La génération nécessite environ 709 cycles par instruction utile
pour la conﬁguration high, et seulement 22 cycles par instruction quand aucun polymor-
phisme n'est introduit (conﬁguration none). À titre indicatif, les compilateurs statiques
comme LLVM prennent environ 3 millions de cycles par instruction [Charles et Lomüller,
2015], alors que le générateur de code spécialisé deGoal nécessite 233 cycles par instruc-
tion [Charles et al., 2014,Charles et Lomüller, 2015]. Nous pouvons donc en déduire que
notre génération dynamique de code est eﬃcace.
5.6.3.3 Surcoût en mémoire
La ﬁgure 5.11 illustre le surcoût en taille de code calculée comme le ratio entre la taille
du binaire protégé et la taille du binaire non protégé. Le diagramme à barres donne la
proportion des sections .text (code), .bss et .data (données). Les résultats montrent
que les conﬁgurations présentant la plus grande variabilité induisent un surcoût en taille
plus élevé que celle les moins polymorphes. Cela est dû à plusieurs facteurs. Tout d'abord,
lorsque de nouveaux mécanismes sont activés, la bibliothèque et le code des SGPCs
qui gèrent ces mécanismes sont ajoutés dans le binaire. Cela impacte la section text.
Deuxièmement, les tampons d'instance des conﬁgurations les plus polymorphes doivent
être plus grands, car la probabilité d'insertion d'instructions de bruit augmente ou parce
que l'utilisation de variantes sémantiques exige de garder plus d'espace. Cela aﬀecte la
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Figure 5.11  Surcoût en taille mémoire, exprimé comme le ratio de la taille après
application du polymorphisme divisée par la taille du code de référence compilé
statiquement (clang 3.8 -O2).
section bss. L'augmentation de la section data est due à l'utilisation d'un tampon de
mélange pour le mélange des instructions, et à certaines données privées de la bibliothèque
Odo-runtime.
Le surcoût en taille de code peut sembler trop élevé pour les systèmes contraints, mais
nous n'avons pris en compte que des benchmarks qui correspondent à une fonctionnalité
critique d'un système embarqué. En limitant au minimum la partie du logiciel embarqué
à sécuriser pour un produit donné, l'impact global devrait être beaucoup moins élevé.
De plus, si plusieurs fonctions polymorphes sont déployées sur une même plate-forme, la
bibliothèque Odo-runtime peut être partagée entre les SGPCs.
5.6.3.4 Conclusion de l'évaluation en performances
L'évaluation montre que notre approche est générique : l'approche peut s'appliquer sur
des codes variés. L'impact sur la taille et le temps d'exécution varie en fonction de la
conﬁguration choisie et de l'application. La vitesse de génération évolue linéairement
par rapport au nombre d'instructions originales du code, et est beaucoup plus élevée
que la vitesse de compilation des compilateurs statiques. Les surcoûts obtenus peuvent
être acceptables : la conﬁgurabilité de notre approche permet d'ajuster le compromis
performance / sécurité. L'évaluation sécuritaire conduite sur un AES renforcé en utilisant
la conﬁguration low a montré que la CPA nécessitait 13000 fois plus de traces que sur la
référence, alors que le temps d'exécution total n'est multiplié que par 2,5.
5.7 Discussion
Dans cette section, nous comparons notre approche avec les approches existantes les plus
proches.
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Table 5.5  Comparaison des surcoûts en temps d'exécution pour Odo, Code
Morphing [Agosta et al., 2012], et MEET [Agosta et al., 2015b].
Benchmarks.
ω désigne la période de
regénération
AES
T-table
Camellia 3DES MISTY1 PRESENT XTEA moyenne
géométrique
Code Morphing ω=100
[Agosta et al., 2012]
5,00 - - - - - 5,00
Odo low ω=250 2,50 2,75 2,77 2,94 2,29 2,82 2,67
MEET
[Agosta et al., 2015b]
6,76 8,99 8,61 10,1 2,79 6,02 6,68
Odo high,
sans coût génération
5,01 5,94 5,23 4,78 3,63 4,94 4,87
Odo high ω=100 6,72 7,97 6,71 6,30 3,63 5,70 6,00
Odo high ω=1000 5,19 6,14 5,38 4,93 3,63 5,01 4,99
La libairie Odo-runtime est une version modiﬁée de COGITO, un cadriciel de génération
de code d'exécution qui prend déjà en charge l'allocation aléatoire de registres, le mé-
lange d'instructions, les variantes sémantiques, et l'insertion d'instructions de bruit [Cou-
roussé et al., 2016]. Avec COGITO, le développeur doit implémenter ses composants
polymorphes en utilisant un langage spéciﬁque (DSL) de bas niveau. Cette approche ap-
porte plus de ﬂexibilité, mais nécessite de réimplémenter le composant polymorphe avec
le DSL fourni. L'approche Odo oﬀre une compilation automatique des SGPCs à partir du
code source C annoté, un moyen précis d'estimer une taille de code réaliste pour l'alloca-
tion de mémoire statique ainsi qu'un mécanisme dynamique pour éviter les débordements
de tampon d'instance pendant la génération du code d'exécution, et un mécanisme de
protection mémoire utilisant la MPU. Enﬁn, notre approche met à disposition plus de
transformations, dont le bruit dynamique qui permet d'obtenir de meilleurs compromis
sécurité / performance.
Code Morphing [Agosta et al., 2012] et MEET [Agosta et al., 2015b] proposent aussi
une approche automatisée pour déployer le polymorphisme. Code Morphing repose sur la
modiﬁcation dynamique du code et un compilateur pour appliquer le polymorphisme de
code. Le moteur de modiﬁcation dynamique de code utilise des équivalences sémantiques,
mélange les instructions et eﬀectue des permutations d'accès aux tableaux, mais il ne
fournit aucune solution pour la gestion des permissions mémoire. Cela a été souligné par
les auteurs de MEET comme une motivation pour leur approche qui élimine le besoin
d'avoir des segments de code à la fois disponibles en écriture et en exécution. MEET
repose sur une génération automatique et statique de multiples variantes sémantiques
pour de petites séquences d'instructions du code à durcir. Les variantes sont ensuite
sélectionnés au hasard au moment de l'exécution. Cette approche permet d'utiliser le
polymorphisme de code sans avoir besoin de générer du code à l'exécution. Toutefois,
elle peut souﬀrir de surcoûts élevés en taille de code pour obtenir un code très variable
à l'exécution. Notre approche utilise la génération dynamique de code, mais elle permet
d'atténuer les problèmes de sécurité liés à la génération dynamique.
Les tables 5.5 donnent le temps d'exécution total (incluant la génération de code dyna-
mique) et les surcoûts en taille obtenus avec les diﬀérentes approches. Pour comparer
les approches nous avons sélectionné des conﬁgurations qui sont proches en termes de
sécurité. Les approches sur une même ligne ont des niveaux de dissimulation proches.
Toutefois, le lecteur doit noter que l'évaluation de la sécurité eﬀectuée dans chaque ar-
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Table 5.6  Comparaison des surcoûts en taille pour Odo et MEET
[Agosta et al., 2015b].
Benchmarks AES T-table Camellia 3DES MISTY1 PRESENT XTEA moyenne
géométrique
MEET
[Agosta et al., 2015b]
6,19 7,82 9,80 4,49 2,90 3,14 5,18
Odo high 2,75 4,20 2,97 4,93 4,13 3,45 3,66
ticle a été eﬀectuée sur diﬀérentes plate-formes, ce qui impacte le niveau de sécurité avant
même l'ajout de contre-mesures. Ainsi, les comparaisons du niveau de sécurité réalisable
avec les diﬀérentes approches sont délicates. Pour comparer Odo avec Code Morphing,
nous avons choisi la conﬁguration low qui résiste à une CPA avec autant de traces que
la CPA eﬀectuée dans [Agosta et al., 2012], sur notre plate-forme qui est plus facile à
attaquer (la clé est trouvée en moins de traces sur l'implémentation de référence sur notre
plate-forme). Pour la comparaison avec MEET [Agosta et al., 2015b], nous avons choisi
la conﬁguration high car l'AES renforcé en utilisant cette conﬁguration et l'AES renforcé
en utilisant MEET passent tous les deux un t-test.
La table 5.5 donne le surcoût en temps d'exécution total (incluant la génération de code
dynamique) pour notre approche, ainsi que les approches Code Morphing [Agosta et al.,
2012] et MEET [Agosta et al., 2015b]. Notre approche peut être utilisée avec un surcoût
bien plus faible (2× plus faible sur l'AES T-table) que l'approche dynamique automatique
Code Morphing [Agosta et al., 2012], et avec un surcoût plus faible (1,37× moins en
moyenne) que l'approche statique MEET lorsque le surcoût de la génération peut être
masqué. Lorsque le surcoût de la génération ne peut pas être masqué, les surcoûts avec
Odo high sont plus faibles que ceux de MEET même avec des périodes de regénérations
faibles comme ω = 100.
La table 5.6 donne le surcoût en taille pour notre approche et MEET [Agosta et al.,
2015b]. Les surcoûts en taille de l'approche Code Morphing [Agosta et al., 2012] ne sont
pas connus. Les surcoûts en taille obtenus avec notre approche sont bien plus faibles (1,4×
moins en moyenne) que ceux de l'approche statique MEET.
De plus, Code Morphing induit des surcoûts importants lorsque la période de regénération
est très petite. Considérant le temps d'exécution d'un AES T-table comme référence
Tref, nous avons estimé que le temps pris par les transformations de Code Morphing (le
processus équivalent à notre regénération de code) est d'environ 393 × Tref alors que la
conﬁguration basse d'Odo prend 47 × Tref, qui est presque un ordre de grandeur plus
eﬃcace. Par rapport à MEET, notre approche permet de réduire le surcoût en taille de
code. Cependant, MEET ne comporte pas de surcoûts en temps d'exécution dus à la
génération du code d'exécution, même si le temps d'exécution obtenu reste élevé. Avec
Odo, l'impact sur le temps d'exécution peut être réduit si le surcoût de la génération
du code peut être partiellement ou totalement masqué. De plus, les niveaux de sécurité
obtenus par MEET sont impressionnants. Dans cette approche, le polymorphisme est
combiné avec un masquage des sauvegardes et lectures sur la pile ainsi qu'un masquage
des SBoxes pour éliminer les fuites d'informations liées à ces accès mémoire. Avec Odo,
les accès mémoire sont brouillés par l'introduction d'accès mémoire de bruit, mais la fuite
d'information due aux accès mémoire est toujours présente dans les observations par canal
auxiliaire. Néanmoins, notre approche permet de cacher la fuite de telle sorte qu'elle n'est
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pas détectable par un t-test, et ce sans technique de masquage. Notre approche pourrait
aussi bien se combiner avec du masquage, pour un plus grand niveau de sécurité, mais
aussi avec des surcoûts en performance plus élevés. Enﬁn, si le temps d'exécution de la
génération du code ne peut pas être masqué, et pour des temps d'exécution comparables,
le niveau de sécurité fourni par l'approche MEET est probablement supérieur à notre
conﬁguration high avec ω = 100 en raison du masquage des accès aux SBoxes et des
sauvegardes et chargements sur la pile.
5.8 Conclusion
Dans ce chapitre, nous avons présenté une approche automatique pour sécuriser le code
contre les attaques par canal auxiliaire grâce au polymorphisme de code, implémenté
par génération de code à l'exécution. Notre approche de durcissement automatique, im-
plémentée dans l'outil Odo, basé sur LLVM, génère à partir d'un code source annoté
des générateurs de code spécialisés pour chaque fonction à durcir. La spécialisation des
générateurs de code permet d'obtenir une génération de code eﬃcace. Notre approche
basée sur la compilation permet d'optimiser le code à produire, de mettre à disposition
des informations statiques pour les transformations du code faites à l'exécution ainsi que
de gérer ﬁnement la mémoire qui va contenir le code généré. Plusieurs transformations
appliquées à l'exécution font varier le code à chaque nouvelle génération. Nous avons
également proposé la transformation de bruit dynamique pour introduire de la variabilité
entre deux exécutions consécutives d'un même code généré et pour réduire la fréquence
de génération du code.
Dans les résultats expérimentaux, nous avons évalué le niveau de sécurité de l'AES durci
à l'aide de deux critères d'évaluation diﬀérents utilisés aujourd'hui pour l'évaluation des
contre-mesures contre les attaques par canal auxiliaire : des t-tests non spéciﬁques et des
attaques par analyse de consommation par corrélation (CPA). L'évaluation sécuritaire
basée sur des t-tests montre que plusieurs niveaux de dissimulation peuvent être atteints.
Nous avons également analysé l'impact des diﬀérentes transformations sur la dissimulation
et la performance : les eﬀets des transformations sur la taille de code, le temps d'exécution,
le temps de génération et la dissimulation ont été abordés.
Nous avons sélectionné ensuite 3 conﬁgurations représentatives avec diﬀérents compromis
de dissimulation et de performance. Une attaque CPA ciblant la moins variable de ces
conﬁgurations s'est avérée être 13000 fois plus diﬃcile qu'une CPA eﬀectuée sur l'implé-
mentation de référence non protégée.
Nous avons enﬁn évalué les surcoûts en termes de taille de code et de temps d'exécution
en considérant 15 benchmarks et les 3 conﬁgurations sélectionnées aﬁn d'obtenir une
idée plus précise des coûts de notre approches sur des applications variées. L'évaluation
montre que les surcoûts sont suﬃsamment faibles pour que notre approche soit applicable
même sur des systèmes très contraints et qu'elle est compétitive par rapport à l'état de
l'art. En eﬀet, la génération de code est eﬃcace et est environ 8 fois plus rapide comparée
à la modiﬁcation dynamique de code proposée dans l'approche de l'état de l'art la plus
similaire [Agosta et al., 2012]. Les surcoûts sont également moins variables que pour
la contre-mesure de masquage étudiée dans le chapitre précédent : ainsi les surcoûts en
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temps d'exécution varient de ×1,5 à ×7 pour la conﬁguration high, alors que les surcoûts
observés pour la contre-mesure de masquage déployée dans le chapitre 4 variaient de ×1,4
à ×369.
Ainsi, les résultats expérimentaux ont montré que notre approche peut répondre à des
besoins en termes de sécurité variés, grâce à une grande variabilité comportementale,
tout en présentant un coût de performance acceptable ; sa haute conﬁgurabilité permet
une adaptation des performances et niveaux de sécurité pour un cas particulier, ce qui
permet une utilisation optimisée du polymorphisme sur toutes sortes de programmes.
Notre approche élimine également le problème que constituait la génération de code à
l'exécution pour les permissions mémoire, pour atteindre un degré de ﬁabilité similaire
aux approches statiques à moindres coûts.
À court terme, les compromis entre performance et dissimulation obtenus pourraient pro-
bablement être améliorés en adaptant encore plus la contre-mesure à l'application et à
la plate-forme visée. Tout d'abord, nous avons déposé une demande de brevet [Belleville
et Couroussé, 2018] visant à augmenter arbitrairement la désynchronisation temporelle
pour un point donné de la fonction, ce qui permettrait d'augmenter plus rapidement la
variabilité lorsqu'une instruction sensible est proche du début ou de la ﬁn de la fonction.
Ce principe pourrait être intégré dans notre approche. Ensuite, la sélection des instruc-
tions de bruit pourrait tenir compte du contexte pour favoriser ou forcer l'insertion de
lectures mémoires aléatoires entre deux lectures mémoires sensibles de manière à casser
une éventuelle fuite en transition. La nature des instructions de bruit utilisées pourraient
également varier en fonction des instructions utilisées dans le programme. Les lois de
probabilités utilisées pour déterminer le nombre d'instructions de bruit à insérer pour-
raient évoluer au fur et à mesure de la génération en fonction du degré de sensibilité des
diﬀérentes zones du code à sécuriser. Le bruit dynamique pourrait impliquer de multiples
branchements aléatoires au lieu d'un seul, dans une même séquence d'instructions de
bruit pour augmenter la variabilité.
À plus long terme, l'approche pourrait également être combinée avec du multiversionne-
ment statique et avec du masquage pour renforcer encore plus le niveau de sécurité. La
combinaison avec une contre-mesure de masquage soulève des questions notamment sur
la gestion des registres, pour éviter de créer des fuites en transition : il est nécessaire de
déterminer quels registres peuvent être utilisés sans risques pour les instructions de bruit
et variantes sémantiques, et quels registres peuvent être sauvegardés sur la pile si aucun
registre n'est libre.
L'application automatisée du polymorphisme de code ouvre donc des perspectives pour
l'application de contre-mesures combinées et adaptatives.
Chapitre 6
Conclusion et perspectives
6.1 Conclusion
La sécurité des systèmes embarqués et objets connectés est aujourd'hui un enjeu majeur.
Ceux-ci sont en eﬀet utilisés dans des attaques de grande envergure, et manipulent des
données sensibles. Lorsqu'un accès physique à ces systèmes est possible, il est nécessaire
de les sécuriser contre les attaques physiques. Cependant, l'application des contre-mesures
est diﬃcile et coûteuse, elle nécessite de l'expertise et est encore manuelle. Il y a un donc
fort besoin d'approches automatisées d'application de contre-mesures contre ces attaques.
Nous avons proposé dans cette thèse deux approches d'application automatique à la
compilation de deux contre-mesures contre les attaques par canal auxiliaire reposant sur
les principes de masquage et de dissimulation.
Nous sommes partis du constat que la compilation peut mettre à mal les contre-mesures,
mais également qu'elle peut être un vecteur eﬃcace pour les appliquer. En insérant dans
le compilateur l'application d'une contre-mesure, on peut s'appuyer sur les formes variées
par lesquelles le code passe lors de la compilation, ainsi que sur les analyses disponibles.
Pour la contre-mesure de masquage qui impacte beaucoup les calculs eﬀectués, nous
avons choisi de placer l'application de la contre-mesure en toute ﬁn du middle-end, aﬁn
de conserver les optimisations du middle-end et aﬁn d'être indépendants de l'architec-
ture cible. Nous avons choisi d'opter pour le masquage booléen d'ordre 1 avec un modèle
de fuite en valeur, et nous avons choisi de masquer les accès aux tables constantes en
utilisant une approche par interpolation polynomiale. Nous avons proposé un algorithme
d'application de la contre-mesure sur un code sous forme SSA, et nous avons proposé des
améliorations pour cette contre-mesure sous la forme d'optimisations. Nous avons implé-
menté cette approche dans LLVM. Nous avons analysé les coûts en temps d'exécution
obtenus pour diverses fonctions extraites d'implémentations de l'AES et de Simon, et plus
particulièrement analysé les surcoûts liés au masquage des accès SBox pour les SBoxes
de l'AES, de DES et de PRESENT. Les coûts en temps d'exécution varient énormément
en fonction du code original. Les fonctions de Simon sont particulièrement adaptées au
masquage booléen et montrent des surcoûts faibles de ×1,5 et ×1,6. Les fonctions de
l'AES ont des surcoûts plus variables, compris entre ×1,4 et ×91,1. L'évaluation expé-
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rimentale a aussi montré que d'importantes fuites à l'ordre 1 restaient présentes sur les
codes masqués. Cependant, une analyse formelle sur un des codes masqués a montré l'ab-
sence de fuite en valeur d'ordre 1 dans le code. Ce constat nous a amenés à supposer la
présence de fuites en transition sur la plate-forme cible. Nous avons ensuite validé cette
hypothèse par l'ajout d'une nouvelle passe dans le back-end visant à ajouter des instruc-
tions inutiles pour éviter les transitions entre données secrètes. Nous en avons conclu que
la plate-forme utilisée a des fuites en transitions liées à l'utilisation de l'ALU ainsi que
des fuites en transitions liées aux accès mémoire.
Pour la contre-mesure de polymorphisme de code qui repose sur des transformations
de niveau instruction assembleur, nous avons choisi de nous placer en ﬁn de back-end
du compilateur pour tirer parti de l'ensemble des optimisations du compilateur. Nous
avons ensuite montré comment générer automatiquement des générateurs de code poly-
morphes spécialisés lors de la compilation. Nous avons proposé plusieurs améliorations
pour cette contre-mesure. Tout d'abord, nous avons proposé un nouveau modèle de proba-
bilités pour contrôler l'insertion d'instructions de bruit de manière à pouvoir obtenir une
forte variance du nombre d'instructions insérées sans accroitre démesurément le nombre
moyen d'instructions de bruit insérées. Ensuite, nous avons déﬁni une nouvelle trans-
formation appelée bruit dynamique, qui permet d'obtenir de la variabilité à l'exécution
même lorsque le code n'est pas regénéré à chaque exécution. Nous avons montré que cette
transformation permet de relâcher les contraintes sur la période de regénération, ce qui
permet alors de regénérer moins souvent et par conséquent de mieux amortir le coût de
la génération. De plus, nous avons créé une politique d'allocation mémoire réaliste qui
permet de réduire fortement la consommation mémoire en comparaison d'une politique
d'allocation mémoire pour le pire cas. Nous avons ajouté un mécanisme de prévention de
dépassement de tampons d'instance, de manière à ce que de tels dépassements n'arrivent
jamais. Enﬁn, nous avons mis en place des mécanismes de gestion des droits mémoire aﬁn
que seul un générateur légitime puisse écrire du code en mémoire, et de garantir que les
zones mémoires ne soient jamais disponibles simultanément en écriture et en exécution.
La conﬁgurabilité de l'approche permet d'adapter les transformations à une application
et une plate-forme cible. L'évaluation expérimentale montre que l'utilisation de cette
approche sur une implémentation d'AES renforcée avec une conﬁguration induisant un
surcoût en temps d'exécution de ×2,5 (temps de génération inclus) permet d'obtenir un
accroissement de la durée d'une CPA d'un facteur 13000. De plus, nous avons renforcé 15
fonctions diﬀérentes, montrant ainsi la généricité de cette approche. Les surcoûts obtenus
dépendent de la conﬁguration choisie, mais aussi du code à renforcer, bien que les écarts
obtenus entre diﬀérentes fonctions soient bien moins prononcés que ceux constatés avec
la contre-mesure de masquage. Enﬁn, nous avons montré que la génération dynamique
de code est très eﬃcace.
Lors de l'étude des contre-mesures de masquage et de polymorphisme de code appliquées
ici, nous avons montré que ces contre-mesures se comportent diﬀéremment : le poly-
morphisme est moins dépendant du contenu des programmes à renforcer, il induit des
surcoûts plus homogènes, il est très conﬁgurable, et il semble moins sensible à la micro-
architecture de notre plate-forme, tandis que le masquage permet d'obtenir des surcoûts
particulièrement faibles pour certains programmes.
Chapitre 6. Conclusion et perspectives 115
6.2 Perspectives
Nous avons mis en évidence des limites du modèle de fuite en valeur sur notre plate-forme,
ce qui guide naturellement une première perspective à court terme : l'application du
masquage pourrait être améliorée en adaptant le back-end du compilateur pour prendre
en compte le modèle de fuites plus réaliste.
D'autre part, la contre-mesure de polymorphisme de code pourrait également être amé-
liorée à court terme en prenant en compte la position des instructions sensibles dans la
fonction pour adapter l'insertion d'instructions de bruit de manière à ce que la désynchro-
nisation temporelle soit forte aux instants d'exécution d'instructions sensibles. Notam-
ment, la probabilité d'insertion d'instructions de bruit pourrait être plus forte en début
et ﬁn de fonction, de manière à ce que la désynchronisation augmente plus rapidement.
À plus long terme, les compromis sécurité / performance pourraient être améliorés en
prenant en compte de manière encore plus ﬁne la micro-architecture, à la fois pour le
masquage mais aussi pour le polymorphisme de code. Le compilateur pourrait être muni
de modèles d'émission des plate-formes cibles pour adapter l'application de la contre-
mesure. Il pourrait ainsi prendre en compte des fuites dues à des registres cachés comme
les registres présents entre le banc de registres et l'ALU sur le Cortex-M3 qui induisent
des fuites en transitions entre deux utilisations de l'ALU [Le Corre et al., 2018]. La contre-
mesure de masquage pourrait alors être mieux préservée. D'autre part, le polymorphisme
pourrait être adapté en fonction du modèle. Par exemple, si une plate-forme fuit très peu
en valeur et beaucoup en transition, utiliser du polymorphisme pour forcer les transitions
à être aléatoires pourrait être un moyen eﬃcace pour renforcer la sécurité. De plus, la
prise en compte de la plate-forme est importante pour déﬁnir les transformations qui
seront utiles à l'exécution : le mélange d'instructions pourrait être fortement atténué par
un processeur capable de réordonner les instructions pour minimiser la latence. Sur une
telle plate-forme, il serait alors contre-productif d'activer cette transformation, puisque
l'impact en performance ne serait pas contre balancé par un renforcement de la sécurité.
Les contre-mesures ont été considérées ici séparément, mais la combinaison des deux
contre-mesures oﬀre des opportunités de recherche pour améliorer le compromis sécu-
rité / performance. Par exemple, lorsqu'on masque un accès à une SBox, le compilateur
pourrait générer plusieurs polynômes interpolateurs dans le code, et permettre un choix
aléatoire entre eux à l'exécution pour obtenir une forte variabilité comportementale à
faible coût en temps d'exécution. L'approche choisie pour masquer les SBoxes dans cette
thèse oﬀre en eﬀet une grande ﬂexibilité pour obtenir des codes diﬀérents et fonction-
nellement équivalents : on peut soit changer les qi, soit changer le polynôme primitif du
corps ﬁni, ce qui modiﬁerait les multiplications de corps ﬁni. Le fait de combiner les
contre-mesures apporte aussi d'importantes questions quant à la gestion des ressources
matérielles : quels registres utiliser pour les instructions de bruit de manière à éviter
de créer de nouvelles fuites en transitions ? Au contraire, est-il intéressant d'utiliser un
registre en priorité pour écraser sa valeur avec une instruction de bruit ?
La possibilité de contrôler le matériel et de le modiﬁer, notamment avec l'architecture
RISC-V qui permet des extensions du jeu d'instructions, ouvre plusieurs perspectives.
Tout d'abord, des instructions pourraient être ajoutées pour faciliter l'application de la
contre-mesure de masquage, et accélérer le code masqué. Certaines fonctions couramment
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utilisées pourraient être supportées par le matériel, comme par exemple la fonction sec-
Mult, les fonctions de conversion de masquage booléen vers d'autres types de masquage,
ou encore les multiplications de corps ﬁnis binaires. L'utilisation d'un tel support matériel
permettrait alors d'obtenir des coûts de masquage plus faibles, ce qui pourrait faciliter
le masquage à l'ordre supérieur. L'ajout de fonctionnalité de désynchronisation sur le
matériel pourrait aussi apporter une complémentarité par rapport aux contre-mesures
logicielles. Le polymorphisme apporte de la désynchronisation temporelle à gros grain,
il ne modiﬁe pas la durée des cycles d'horloges, alors que les fonctions de désynchroni-
sation matérielles opèrent à un grain plus ﬁn et permettent de faire varier la durée du
cycle d'horloge. La combinaison de désynchronisation à grain ﬁn et à gros grain pourrait
compliquer encore d'avantage la tâche de l'attaquant pour resynchroniser ses traces.
Enﬁn, les progrès des attaques utilisant notamment de l'apprentissage machine soulèvent
des questions importantes sur les moyens de sécurisation contre celles-ci. Une piste pour-
rait être d'utiliser également de l'apprentissage machine pour l'application des protec-
tions. Une contre-mesure comme le polymorphisme de code, déjà très conﬁgurable, pour-
rait l'être encore plus en laissant par exemple un choix complet sur la loi de probabilité
d'insertion d'instructions de bruit, sur la nature des instructions à insérer, qui pour-
rait de plus dépendre du code utile environnent. Avec un espace de conﬁguration aussi
grand, il serait envisageable non plus de choisir les paramètres manuellement, mais au-
tomatiquement. On pourrait par exemple s'inspirer du principe de réseaux antagonistes
génératifs (generative adversarial networks, ou GAN ). Ce type d'apprentissage consiste
à mettre deux réseaux en compétition, chacun s'améliorant petit à petit pour contrer
son adversaire. On pourrait avoir un réseau qui essayerait d'attaquer une implémentation
renforcée, et l'autre qui essayerait de générer une conﬁguration pour faire en sorte que
l'implémentation résiste au mieux aux attaques. Il faudrait alors imposer une contrainte
en performance, pour forcer le réseau de défense à maximiser la sécurité tout en conser-
vant un coût en performance tolérable. L'apprentissage machine pourrait alors aider à
conﬁgurer une contre-mesure pour améliorer le compromis sécurité / performance d'un
système.
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Résumé
Les systèmes embarqués et objets connectés sont aujourd'hui de plus en plus répandus.
Contrairement à d'autres systèmes accessibles uniquement par le réseau, les systèmes
embarqués sont accessibles physiquement par un attaquant. Celui-ci peut alors exploiter
cette proximité physique pour monter des attaques par canal auxiliaire aﬁn de compro-
mettre ces systèmes ou leurs données. Ces attaques non intrusives ont ainsi montré une
grande eﬃcacité pour récupérer les clés cryptographiques utilisées dans de tels systèmes. Il
est alors primordial de protéger les systèmes embarqués contre cette menace sérieuse. Les
contre-mesures logicielles sont la plupart du temps appliquées manuellement par des ex-
perts. Dans cette thèse, nous proposons d'appliquer automatiquement ces contre-mesures
au sein du processus de compilation. Nous proposons deux approches, l'une pour appli-
quer une contre-mesure de masquage booléen de premier ordre, l'autre pour appliquer
une contre-mesure de polymorphisme de code. Nous apportons des réponses à plusieurs
problèmes liés à la génération dynamique de code pour permettre l'utilisation du poly-
morphisme de code sur des systèmes contraints. Enﬁn, nous adaptons les contre-mesures
choisies aﬁn d'obtenir de meilleurs compromis entre performances et sécurité.
Abstract
Embedded systems and connected objects are increasingly used nowadays. Unlike some
other systems accessible only through the network, embedded systems are physically ac-
cessible by an attacker. The latter can then exploit this physical proximity to mount side-
channel attacks to compromise these systems or their data. These non-intrusive attacks
have shown great eﬀectiveness in recovering cryptographic keys used in such systems.
Embedded systems must therefore be secured against this severe threat. Software coun-
termeasures are most often applied manually by experts. In this thesis, we propose to
automatically apply these countermeasures within the compilation process. We propose
two approaches, one to apply a ﬁrst-order Boolean masking countermeasure, the other
to apply a code polymorphism countermeasure. We address several problems related to
dynamic code generation to enable the use of code polymorphism on constrained sys-
tems. Finally, we adapt the chosen countermeasures to obtain a better trade-oﬀ between
performance and security.
