The automated detection of abusive content on social media websites faces a variety of challenges including imbalanced training sets, the identification of an appropriate feature representation and the selection of optimal classifiers. Classifiers such as support vector machines (SVM), combined with bag of words or ngram feature representation, have traditionally dominated in text classification for decades. With the recent emergence of deep learning and word embeddings, an increasing number of researchers have started to focus on deep neural networks. In this paper, our aim is to explore cutting-edge techniques in automated abusive content detection. We use two deep learning approaches: convolutional neural networks (CNNs) and recurrent neural networks (RNNs). We apply these to 9 public datasets derived from various social media websites. Firstly, we show that word embeddings pre-trained on the same data source as the subsequent classification task improves the prediction accuracy of deep learning models. Secondly, we investigate the impact of different levels of training set imbalances on classifier types. In comparison to the traditional SVM classifier, we identify that although deep learning models can outperform the classification results of the traditional SVM classifier when the associated training dataset is seriously imbalanced, the performance of the SVM classifier can be dramatically improved through the use of oversampling, surpassing the deep learning models. Our work can inform researchers in selecting appropriate text classification strategies in the detection of abusive content, including scenarios where the training datasets suffer from class imbalance.
Introduction
An increasing number of social media platforms facilitate users in posting their personal opinions online, resulting in rapid growth in the volume of usergenerated content (UGC) over the past decade. This UGC inevitably carries the risk of containing inappropriate, potentially abusive content which aims to deliberately insult other online users through profane or hurtful language. Social media companies have a responsibility to combat abusive content by assessing or moderating posted content. The moderation strategies used in most websites can be categorised as either pre-published or post-published, depending on whether the moderation process is carried out before or after publication. In pre-published moderation, content posted by users will be checked before it is made available online. Usually, pre-published moderation relies on human moderators (e.g. BBC online news) or simple word filters (e.g. Both YouTube and Facebook provide functionality to allow users to make a list of blocked words). Human moderation of all content is expensive and lacks scalability, while word filters lack the ability to detect more subtle semantic abuse. In post-published moderation, the content is posted directly online, with abusive content detection reliant on crowdsourcing mechanisms, such as user reporting systems (e.g. Twitter) or moderators' determination (e.g. Reddit). In this case, the abusive content may have already resulted in negative consequences as it has been made available to an online audience. Given the huge volume of UGC, reliance on manual moderation of all content is impractical. The development of moderation tools to automatically review abusive content on social media websites is a priority.
Published research initially focused on the use of models based on traditional supervised classifiers in order to tackle abusive content detection. The text content was represented by a set of occurrence-based features such as bag of words or ngrams, and then fed into typical classifiers such as SVM or Naive Bayes. These feature representations count the frequency of words in text content but largely ignore word order and do not capture syntactic information. Adding hand-crafted features that are generated by experts can alleviate the shortcoming of traditional features. Nevertheless, this requires human effort and introduces domain specific dependencies into the model. In recent years, deep learning, as one of the solutions that can extract features automatically, has achieved stateof-the-art performance in many natural language processing (NLP) tasks such as sentiment analysis [13] . Likewise, recent studies of abusive content detection have focused on the use of deep learning based models. However, comparisons of traditional and deep learning approaches are difficult, due to the variety of datasets used across different researchers' work. Most researchers in this domain use their own private datasets, resulting in models that are dependent on their data and that cannot be compared to other work. In this paper, we address this issue by conducting an empirical comparison of traditional classification models and deep learning based models for abusive text detection. We use 9 datasets in order to generate results across a wide spectrum of data sources.
In addition, abusive datasets typically have an imbalance in class distribution, with a very small proportion of abusive instances. This is similar to the online reality (e.g. under 1% of abusive tweets are identified in Twitter [17, 38] ). In our work, we examine the impact of class imbalance by using multiple imbalanced datasets including both public sources and our own collected dataset. Our contributions are as follows: (1) We demonstrate the improvement on detection results using word embeddings that are pre-trained on a data source that is consistent with the classification data source; (2) Using an empirical compar-ison, we show that deep learning models have higher detection accuracy than the traditional SVM classifier when trained with extremely imbalanced datasets. However, when oversampling is used to address class imbalance, the performance of the SVM classifier increases far more rapidly than deep learning models; (3) Unlike most previous research efforts which typically use one dataset, we carried out our experiments on 9 datasets, thus generating results that are not tied to a single data source.
The reminder of this paper is structured as follows. Section 2 reviews the literature in the field; Sect. 3 describes the experimental datasets used for our work; Sect. 4 explains the methodologies that we have used to tackle the classification task; Sect. 5 presents the experiments and results; and Sect. 6 concludes the present work and discusses the future work.
Related Work
Automatically identifying abusive user-generated content on social media sites has attracted increasing attention from machine learning researchers over recent years. Existing strategies for abuse detection rely primarily on the use of supervised classification. In this section, we focus the literature review on two aspects, traditional machine learning techniques and deep learning neural networks.
Traditional Machine Learning
Much of the previous research uses traditional supervised classification algorithms to tackle abusive content detection. One of the key steps in generating a successful classification model is the use of appropriate features. The shallow approach to tackle the abuse detection task is to rely on the concept of lexical matching. Reynolds et al. [32] engineered features based on matching content words against a pre-defined profane words list. In order to avoid misspelling and abbreviation, Sood et al. [36] improved on the static keyword-based approach by using the Levenshtein Distance. However, a high percentage of profane words do not in fact constitute abusive content [20] . The typical content-based feature representations in abusive content detection are bag of words (BoW), and ngrams [41] . In addition, Mehdad et al. [24] have shown that using ngrams at the character level is more effective than using ngrams at the word level due to the out-of-vocabulary issue where the words are in the training data and not in the testing data. Apart from these simple surface features, abuse detection can also benefit from other knowledge based features. Xu et al. [38] included part of speech (POS) tagging to improve the classifier accuracy; Dadvar et al. [9] incorporated expert domain knowledge into feature engineering. They proposed a model where the feature space was designed by twelve experts who have a strong background in psychology, communication science and social studies; Yin et al. [39] demonstrated that the baseline result of simply using ngrams features was significantly improved by adding the other information such as contextual features and semantic features; Likewise, Chatzakou et al. [4] used features including user profile information and user network-based information.
In additional to feature representation investigation, many studies have concentrated on the classification algorithms. The widely used traditional classifiers in this domain include Naive Bayes (NB) [7, 11] , Logistic Regression (LR) [26, 37] , Support Vector Machines (SVM) [7, 8, 23, 38, 39] , and Decision Tree (DT) [11] . However, there is no single classifier that generally achieves the best classification performance. Dinakar et al. [11] showed that NB outperformed DT in their experiment; Davidson et al. [10] found that LR and SVM tended to perform significantly better than other classifiers while Dadvar et al. [8] have shown the NB is slightly better than SVM. To avoid overfitting with a single classifier, Burnap [3] proposed an ensemble model which leveraged strengths of different types of classifiers and noted better performance than using a single classifier.
Deep Learning
Recent research has focused on the use of deep learning to tackle the task of abuse detection. In particular, this trend is sparked by the emergence of embedding techniques such as word2vec [25] and paragraph2vec [22] where each word or paragraph is represented by a vector in a low-dimension vector space. Both word and paragraph vectors are learned using a neural network that predicts context words given the current word, which preserves the syntactic and semantic information. One of the earliest research works on applying this embedding technique in the abuse detection domain is Djuric et al. [12] . They used paragraph2vec [22] to learn the distributed low-dimensional representation for comments that are then used as input to a logistic regression classifier. Serra et al. [35] also proposed a language model to generate a comment vector before inputting to a neural network based classifier. Given that using word2vec/paragraph2vec to represent the input text requires a huge amount of textual content, a lot of research uses pretrained word embeddings such as W2V [25] by Google and Glove [29] by Stanford for the abuse detection task. Simple approaches to using pre-trained word embeddings for comment representation inlcude averaging [33] and concatenating [42] the word vectors of all words in the comment. Both of these approaches when combined with traditional classifiers resulted in poorer prediction performance to the more complex approaches such as using deep learning classifiers. Currently, convolutional neural network (CNN) and recurrent neural network (RNN) are widely used deep learning neural networks. Incorporating these with pre-trained word embedding representations for the input text, both Gamback [15] and Park et al. [27] have achieved success on the task of abuse detection by applying the CNN model. Gao et al. [16] used Bi-directional Long Short Term Memory (Bi-LSTM), a type of RNN model, to identify abusive comments. They found that this model had better classification results in comparison to logistic regression. Badjatiya et al. [1] carried out extensive experiments using different classifiers for the task of hate speech detection on a Twitter dataset. They found that deep learning models comment embedding generation, with those comments vectors then fed into a decision tree classifier delivered the best results. In addition, Zhang et al. [41] had good classification results with a combination model that extended the basic CNN by adding a RNN layer using gated recurrent unit.
Metadata is also of benefit to deep learning models. Pavlopoulos et al. [28] improved the performance of RNN model by adding the user-based embedding which is a dense vector that represents user profile information; Founta et al. [14] provided a unified deep learning architecture capable of leveraging extra information including sentiment polarity, hashtags existence, and emoticons usage, which increased area under the curve (AUC) by 5%. In addition, Pitsilis et al. [30] proposed an ensemble LSTM classifier that incorporated various features associated with user history information.
Datasets
A major barrier to the use of machine learning for identifying abusive usergenerated content is the lack of recognised gold-standard labelled research datasets in the domain [34] . Most existing studies are carried out on datasets that are privately collected by the associated researchers. As a result, studies in detection of abusive content suffer from a lack of comparable empirical results against common datasets [34] . To alleviate this issue and generalise our results, we used nine datasets in this paper.
We gathered eight publically available labelled datasets from a variety of social media sites including Twitter [23, 38] , YouTube [8] , MySpace [2, 39] , Formspring [32] , Kongregate [39] , and SlashDot [39] . In addition to these eight datasets, we collected our own user-generated abusive content dataset, using comments from a general news platform. We used crowd-sourcing to label the comments. We refer to our total 9 datasets as D1, D2 through to D9 for the rest of paper. The detail of these datasets are presented in our previous research [5, 6] . Table 1 summarises the basic properties including the number of instances, average number of words across instances, the class distribution of positive (abusive) instances to negative (non-abusive) instances. We also include information about the approach and results published by the authors of each dataset publication, including the overall results achieved, the measurements used to evaluate, whether oversampling was used to improve the balance of classes in the dataset, the feature representation used and the classifier used.
With the exception of D1 which has a balance of classes, most datasets display class imbalance, with a very small proportion of abusive instances. In particular, the proportion of positive, abusive instances of D5, D6 and D7 is less than 5%. For these datasets, the original authors use oversampling of the positive (abusive) class instances in order to re-balance the class distribution, and thus improve the effectiveness of their classification models.
The previous work associated with these datasets focused on classic machine learning methods. As shown in Table 1 , two researchers (D3, D4) used a lexicon matching approach where the text content was predicted as abusive based on whether it contained one of the pre-defined profane words. For D2, knowledgebased features such as users' profile information were manually engineered using domain expertise. The majority of researchers used word ngrams for feature representation and SVM as the classifier. In addition, logistic regression (LR) and rule-based classifiers have also been applied in some cases. In terms of evaluation, there is no standard performance measurement used across these datasets. Overall accuracy (D3, D4) is one of the measurements used for the classification task, which is a drawback when the dataset is imbalanced. Most of the work assessed the classifier using recall (D1, D8, D9), in particular positive recall (D5, D6, D7). AUC is also used in this domain (D2). 
Methodology
In this section, we describe in detail the methods that we used in this work. We start with briefly explaining the data pre-processing. We then discuss the feature representations used, followed by the explanation of two types of classifiers, SVM and two off-the-shelf deep neural networks. We explain our use of oversampling for dataset re-balancing. Finally, we discuss the metrics used to evaluate and compare the classifiers' performance.
Pre-processing. Our first step was to pre-process the data in order to normalize text content. All capital letters in text were replaced by lowercase. The URL links were extracted and replaced by the generic term url links. User names (name followed by the symbol '@') were also replaced by the anonymous term @username. Given that user-generated content is typically short, we did not implement dimensionality reduction techniques such as removing stop-words and stemming.
Feature Representation. We used two types of feature representation in this work: traditional text representations and word vectors. A typical traditional representation, ngrams are created by splitting the comment text into n continuous sequential word (or character) occurrences. In our previous work [5] , we identified that word ngrams (1-4 word level) was the best performing feature representation. In addition, we applied document frequency reduction, removing the features that occur most and least often.
As an alternative to traditional feature representation, we used word vectors based on pre-trained word embeddings. From individual word vectors, we generated comment vectors, representing a user post. We perform comment embedding in two ways: In our first method, we simply averaged the word vectors for the words that appeared in the comment. We use this approach for comment vectors to input into the SVM classifier. The second method for comment embedding is used when combining word vector input with a deep learning classifier, whereby we feed word vectors into the deep learning model which automatically generates the comment embedding as part of layer determination.
Classifier. We used a support vector machine as a baseline classifier, given that it is a commonly used classifier that is shown to work well for the task of text classification. For our deep learning model comparison, we implemented two popular architectures, convolutional neural networks (CNNs) and recurrent neural networks (RNNs). We adopted the CNN model based on Kim's paper [21] and Bi-LSTM (Bi-directional Long Short Term Memory) structure [18, 19] for the RNN model. We used word vectors as input for both models, and a softmax layer as output for predicting the probabilities of two classes (positive and negative). We used categorical cross entropy as the loss function and Adam optimiser to train the model. In addition, the two deep learning neural networks are performed as mini-batch gradient descent where the batch size is 50. As our datasets are not large enough to include a validation set split, we excluded the early stopping technique and set the number of epochs at 50 based on a pilot experiment. As our text content (user posts/comments) varies in length across instances, we used zero-padding in order to make each input the same size, setting this size to be length of the longest comment in the corresponding dataset. In addition, we used fine-tuning in order to update pre-trained word embeddings while modeling the classifier.
The choice of hyper-parameters plays an important role in the accuracy of deep learning models and optimising these parameters is always data-dependent. However, as we are performing our experiments on nine different datasets, we kept the same hyper-parameter settings for all datasets in order to make our results comparable across datasets. We attempted to apply optimal hyperparameters based on the guidelines by Zhang et al. [40] for CNN and Reimers et al. [31] for RNN respectively. For the CNN model, we used rectified linear unit (ReLU) as the activation function, and multiple filters (the window sizes were 2,3,4) where each filter has 100 feature maps. In addition, we applied dropout during training process (rate is 0.5), and l2 regularization for avoiding overfitting. For the RNN model, we implemented one-layer Bi-LSTM and set the size of the hidden layer to 100. The other hyper-parameters are the same as those used with CNN. Finally, Table 2 lists our four end-to-end experimental configurations that we wish to compare: Configuration 1 is the classic feature representation and SVM classifier; Configuration 2 is a hybrid approach using a word vector representation with an SVM classifier. Configurations 3 and 4 are our two deep-learning approaches, using CNN and RNN classifiers with word vectors as input. Oversampling. According to the class distribution in Table 1 , most datasets are imbalanced, containing a low proportion of abusive (positive) instances. To address this, we used resampling of positive instances in the training set before training the classifiers. To be specific, we randomly oversampled the minority class instances (abusive instances) in order to increase the class distribution to an appropriate balanced level. The balanced level was decided based on our previous work [5] . To allow for random selection, we oversampled twice and then averaged the results. In addition, given that the parameters of the neural networks were initialized randomly, we also trained our deep learning model twice and averaged the results. Oversampling was performed on the training set only, with test data untouched.
Measurement. We used stratified 10-fold cross validation for our model training. All results are reported using class accuracy metric, also known as recall. This is a standard text classification metric which indicates the ability of the classifier to find all instances of a specific class. We are particularly interested in accuracy over the positive class (abusive instance recall), as we assume that the consequence of failing to identify an abusive comment is more serious than neutral content being classified as abusive. Due to the imbalanced class distributions across the datasets, we also used average class accuracy (average recall) to avoid the scenario that the classifier is skewed by a single class.
Experiments and Results
In this section, we explain our experiments and results. As a precursor to comparing classical versus deep learning based approaches, we carried out an experiment to analyse the impact of different word embeddings on deep learning models. Secondly, we present the classification performance of the proposed four configurations from Table 2 on our datasets. Thirdly, we further investigate the capability of these four configurations in tackling the issue of class imbalance. We perform experiments on five extracted datasets with varying levels of class balance with and without using oversampling.
Word Embedding Experiment
The choice of word embedding to represent text input is a factor to be considered when evaluating the performance of deep learning classifiers. We assume that a word embedding model trained on the same source body of text as the downstream classification dataset will perform better. To validate this assumption, we compared three different word embedding strategies using our own D9 dataset. We use this dataset because we have a large corpora of news comments from the same source as D9 to use to learn the word vectors. Our corpus contains nearly 138 million tokens, as shown in Table 3 . Firstly, we trained using the word2vec approach [25] . Once we have finished the training process, each word is represented by a 100 dimension vector, and the size of the word vocabulary is approximately 145,000. We then used our word vectors as input to two deep learning classifiers (CNN and RNN). We repeated the process using two popular pre-trained word embeddings, namely W2V [25] and Glove [29] . Both of these two pre-trained word embeddings are trained on corpora larger than ours, so in theory, giving a richer word vector representation. However, the percentage of overlap words between D9 and the training corpora used for learning the word embeddings is higher for the news corpus where 97% of words in D9 can be identified. Although our own word embedding training corpus is the smallest, the subsequent word vectors from this corpus achieve the best abusive recall using both CNN and RNN models as shown in Fig. 1 . Compared to the results of using W2V and Glove, the abusive recall of using our own news comment word embeddings is an improvement of more than 20% for the CNN model and nearly 15% for RNN model respectively. Therefore, we suggest that word embeddings created from the same data source as the dataset used to train (and evaluate) the classifier is a practical strategy. For the remainder of our experiments, however, we use published word embedding as we do not have access to the various corpora from which our remaining eight datasets are derived. We apply Glove in the subsequent experiments as Glove achieves slightly better results than the W2V for D9 as noted from in Fig. 1 . 
Baseline Classification
The aim of this experiment is to assess the performance of the two deep learning models for the detection of abusive user posts and compared them to SVM with ngrams and word vector inputs. Table 4 shows abusive recall (%) and average recall (%) of our four configurations ( Table 2 ) on nine datasets (Table 1) . We highlighted the best result per dataset in bold . Generally, the performance of two SVM classifier configurations exceeded the two deep learning models for most datasets (7 out of 9). In particular, SVM with average word vectors achieved the highest abusive recall on 5 datasets. This is surprising given the shallow approach to generating comment vectors through averaging the words vectors for the words in the input. Configuration 1, SVM with ngrams, also has comparative performance, achieving 3 best results. For the deep learning models, CNN performs the best for D1 and D3. However, it performs the worst on the other 6 datasets. The performance of RNN is average in comparison to the SVM and CNN approaches, achieving neither best nor worst results for any dataset. Overall, deep learning models proved to be less accurate classifiers than the classic SVM classifier. For example in D6, the abusive recall of the CNN model decreased nearly 40% compared to the SVM model with average word vector input. In D2, recall is approximately 30% lower for the RNN model as against the SVM using ngrams. Given that most datasets in this experiment have been oversampled to a relatively balanced level [5] , we investigated whether oversampling boosts the performance of the various classifiers to different degrees. According to the summary of datasets in Table 1 , we found that deep learning models usually perform worse on the scenario where the class distribution of the original dataset is very imbalanced. For example, the recall rates of the CNN model are 11% and 14% in D6 and D7 respectively where there were less than 3% abusive instances in the datasets. On the other hand, SVM performs worse on the dataset where the original class distribution is more balanced (e.g. D1 and D3). We suggest that these results reveal that the oversampling technique boosts the SVM performance more than the performance of the deep learning models. To investigate this we conducted more experimentation described below.
Experiments of Balancing and Oversampling
The aim of these experiments were to investigate the impact of class imbalance on deep learning classifiers. The approach taken was as follows: We adjusted the datasets so that their class distribution was close to balanced. We used the class distribution of D1 (42%/58%) in Table 1 as the baseline. We then randomly removed negative instances (under-sampled) on other datasets to reach this baseline class distribution. We had to exclude datasets D5, D6, D7 and D8 as the number of abusive instances in the resulting datasets was too low to conduct 10-fold cross validation. Therefore, five of the datasets were suitable for use in this experiment. A summary of the number of posts per class in the five datasets after undersampling is shown in Table 5 . We wanted to examine the impact of varying levels of class balance on performance of the models. For each dataset, using all non-abusive instances, we added abusive instances in order to measure performance at different levels of class imbalance. To do this, we created 10 different positive percentages per dataset, ranging from 1% to 42% (the whole dataset) in intervals of 5%. We then measured classification accuracy using our previous four configurations (Table 2) for each level of class distribution. In addition, we performed oversampling on each level of class distribution in order to investigate the impact of oversampling on performance. To be specific, at each level of class distribution, we randomly oversampled the abusive instances to reach the positive percentage of the baseline distribution 42%/58%. The results are shown in Fig. 2 . Overall, balancing the dataset improves the classifiers' performance due to the increased levels of the positive class in the training data, which is to be expected. However, it is difficult to distinguish the best classifier configuration.
In general, using the original datasets without oversampling, both of the deep learning models outperform the SVM model when the dataset is extremely imbalanced. The SVM classifier with ngrams input cannot detect any abusive comment on D3 when the positive percentage is below 20%. It shows even worse abuse detection ability in D2 where abusive recall remains at zero until the positive class proportion in the dataset is increased above 30%. On the contrary, deep learning models achieve superior results when the dataset is highly skewed by the negative instances.
For example, at 5% positive proportion in D1 and D3, abusive recall is raised in both CNN and RNN models but two SVM model configurations have no ability to detect abusive comments. However, once oversampling is used, the results are quite different. The performance of both SVM configurations is rapidly boosted and outperforms both deep learning models at the low level of class balance. In addition, we note that the SVM configurations tend to saturate earlier than the deep learning models when re-balancing the dataset. For example, there is hardly any improvement after 20% for SVM (ngrams) for all datasets. However, the performance of deep learning models is increased at a close to linear rate as levels of class balance increase.
Depending solely on abusive recall to evaluate the performance of a classifier provides an incomplete picture. Increases in the proportion of the instances that are positive may sacrifice the negative class recall (i.e. the proportion of non-abusive instances correctly predicted as non-abusive). Therefore, we also investigated the average recall as shown in Fig. 3 . Average recall starts approximately at 50% where the positive recall is around 0% and negative recall is close to 100% when the dataset is extremely imbalanced. Similar to the abusive recall, average recall increases as class balance increases, both with and without oversampling. To analyse the impact of oversampling on different classifier configurations, we re-organized our results and displayed it as Fig. 4 which compares with and without oversampling for each classifier across each dataset. It is interesting to note that the influence of oversampling for both deep learning models is limited, as shown in the top two rows in Fig. 4 . In particular for the RNN model, there is barely any difference between two results with and without oversampling. Although the ability of the CNN model to detect abuse is boosted by oversampling, the gain is not comparable to the benefit that oversampling brings to the SVM models. Among the four classification configurations, the abusive recall of using SVM with average word embeddings is increased dramatically when oversampling is performed. 
Conclusion
The purpose of our work was to explore the automatic detection of abusive content using a variety of supervised machine learning techniques. In particular we aimed to compare the more traditional approaches against the more recent neural network based approaches. We compared the following classification models, SVM classifier and two deep neural based classifiers: CNN and RNN. We also compared ngrams versus word embeddings for feature representation. We highlight the following points from this work: (1) Using word embeddings which were pre-trained on the same data source as the subsequent task is a benefit to the abuse detection task; (2) Based on results across nine datasets, we showed the SVM classifiers achieved the best results on balanced datasets, with balance achieved through oversampling; (3) We conducted a comprehensive analysis of the ability of the different classifiers to deal with class imbalance. The results show that deep learning models performed well on extremely imbalanced datasets while SVM had no ability to identify the minority abusive content class; (4) Once we applied oversampling techniques to re-balance the dataset, we revealed that oversampling is an effective approach to improve SVM performance while the improvement for deep learning based models is limited. In future, we would like to investigate in-depth whether the classification results would be influenced by the intrinsic characteristics of individual datasets and sources such as the size of dataset, the average word length etc. Moreover, given the imbalanced nature of the data in the task of detecting abusive content, our future work will aim to modify the current deep learning models in order to improve abusive text detection when the training dataset is imbalanced.
