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Abstract
The distributions (xr+)−s and (xr+)−s− were defined as the neutrix limit of the sequences ((xr+)−s )n
and ((xr+)−s− )n respectively for r, s = 1,2, . . . , see [J.D. Nicholos, B. Fisher, The distribution composition
(xr+)−s , J. Math. Anal. Appl. 258 (2001) 131–145; B. Fisher, On defining the distribution (xr+)−s− , Univ. u
Novom Sadu Zb. Rad. Prirod. Mat. Fak. Ser. Mat. 15 (1985) 119–129]. We here consider these distributions
when r = 0. In other words, we define the sth powers of the Heaviside function H(x) in the distributional
sense for negative integers. Further compositions are also considered.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In the theory of distributions, many arguments show that no meaning can be generally given
to expressions of the form F(f (x)), where F is a distribution and f is a locally summable
function. For the Dirac delta function δ(x), Bremermann [2] used the Cauchy representation
of distributions to define
√
δ+, δ+ and ln δ+. But his definition does not carry over to
√
δ, δs
and δs+. However, the results
√
δ = 0, √δ2 + 1 = 1 + δ, log(1 + δ) = 0, sin δ = 0 and cos δ = 1
were given by Antosik, see [1].
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and the resulting finite value extracted from the divergent integral is usually referred to as the
Hadamard finite part. Using the concepts of a neutrix and a neutrix limit due to van der Cor-
put [3], Fisher gave a general principle for the discarding of unwanted infinite quantities from
asymptotic expansions, and this has been exploited in the context of distributions, particularly
in connection with the composition of distributions, the product and the convolution product of
distributions, see [4–6]. By using Fisher’s definition Koh and Li give a meaning to δs and (δ′)s
for s = 2,3, . . . , see [9], and the more general form (δ(r))s was considered by Kou and Fisher
in [10]. A meaning has been given to the symbol δs+ in [13]. Recently the sth powers of δ for
negative integers have been defined in [12].
In the following, we let N be the neutrix (see [3]) having as a domain N ′ the positive integers
and as a range N ′′ the real numbers with negligible functions which are finite linear sums of the
functions
nλ lnr−1 n, lnr n, λ > 0, r = 1,2, . . . ,
and all functions f (n) which converge to zero in the usual sense as n tends to infinity.
If f (n) is a real (or complex) valued function defined on N ′ and if it is possible to find a
constant β such that f (n) − β belongs to N , then β is called the neutrix limit of f (n) as n
tends to infinity and we write N-limn→∞f (n) = β . The neutrix limit of a function is unique if it
exists and if the usual limit of a function exists, it exists as a neutrix limit and the two limits are
equal. The reader may find the general definition of the neutrix limit with some examples in [3].
Furthermore, to see how neutrices can be used to define distributions, see [7].
To define the composition of distributions, we shall first of all let ρ(x) be a fixed infinitely
differentiable function having the following properties:
(i) ρ(x) = 0 for |x| 1,
(ii) ρ(x) 0,
(iii) ρ(x) = ρ(−x),
(iv) ∫ 1−1 ρ(x)dx = 1.
We now define the function δn(x) = nρ(nx) for n = 1,2, . . . . It follows that {δn(x)} is a
regular sequence of infinitely differentiable functions converging to the Dirac delta function δ(x).
Let f be an arbitrary distribution and define the function fn by
fn(x) = (f ∗ δn)(x) =
〈
f (x − t), δn(t)
〉
.
Then {fn} is a sequence of infinitely differentiable functions converging to the distribution f . Let
D be the space of infinitely differentiable functions with compact support and D′ be the space of
distributions. The following definition was given in [6].
Definition 1. Let F be a distribution and f a locally summable function. We say that the distri-
bution F(f (x)) exists and is equal to h on the open interval (a, b) if
N-lim
n→∞
∞∫
−∞
Fn
(
f (x)
)
ϕ(x)dx = 〈h(x),ϕ(x)〉 (1)
for all ϕ ∈D with compact support contained in (a, b), where Fn(x) = (F ∗ δn)(x).
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10] and it is defined as the double neutrix limit of the sequence {Fn(fm(x))}, where Fn(x) =
(F ∗ δn)(x) and fm(x) = (f ∗ δm)(x).
Since the Heaviside function H(x), which is equal to 1 for x > 0 and to zero for x < 0, is
locally summable it seems to be more convenient to use Definition 1 to give our results.
2. Results
The following two theorems were proved in [11] and [5], respectively.
Theorem 1. The distribution (xr+)−s exists and
(
xr+
)−s = x−rs+ − (−1)rs (−1)
s[2s!c(ρ) + ψ(s − 1)] + rsψ(rs − 1)
(rs)! δ
(rs−1)(x) (2)
for r, s = 1,2, . . . , where c(ρ) = ∫ 10 ln tρ(t) dt and
ψ(s) =
{0, s = 0,∑s
i=0 i−1, s  1.
Theorem 2. The distribution (xr+)−s− exists and
(
xr+
)−s
− =
(−1)rs+sc(ρ)
r(rs − 1)! δ
(rs−1)(x) (3)
for r, s = 1,2, . . . .
Theorem 3. The distribution [H(x)]−s exists and
[
H(x)
]−s = H(x) (4)
for s = 1,2, . . . .
Proof. We begin the proof by putting (x−s)n = x−s ∗ δn(x) so that
(
x−s
)
n
= x−s ∗ δn(x) = (−1)
s−1
(s − 1)!
1/n∫
−1/n
ln |x − t |δ(s)n (t) dt.
Then we have
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H(x)
]−s]
n
,ϕ(x)
〉= (−1)s−1
(s − 1)!
∞∫
−∞
ϕ(x)
1/n∫
−1/n
ln
∣∣H(x) − t∣∣δ(s)n (t) dt dx
= (−1)
s−1
(s − 1)!
0∫
−∞
ϕ(x)
1/n∫
−1/n
ln
∣∣H(x) − t∣∣δ(s)n (t) dt dx
+ (−1)
s−1
(s − 1)!
∞∫
0
ϕ(x)
1/n∫
−1/n
ln
∣∣H(x) − t∣∣δ(s)n (t) dt dx
= (−1)
s−1
(s − 1)!
0∫
−∞
ϕ(x)
1/n∫
−1/n
ln | − t |δ(s)n (t) dt dx
+ (−1)
s−1
(s − 1)!
∞∫
0
ϕ(x)
1/n∫
−1/n
ln |1 − t |δ(s)n (t) dt dx (5)
for ϕ ∈D.
Now making the substitution u = nt , we have
1/n∫
−1/n
ln | − t |δ(s)n (t) dt = ns
1∫
−1
[
ln |u| − lnn]ρ(s)(u) du = O(n) (6)
and
1/n∫
−1/n
ln |1 − t |δ(s)n (t) dt = −
∞∑
i=1
1
i
1/n∫
−1/n
t iδ(s)n (t) dt
= −
s∑
i=1
ns−i
i
1∫
−1
uiρ(s)(u) du −
∞∑
i=s+1
ns−i
i
1∫
−1
uiρ(s)(u) du. (7)
Since
1∫
−1
uiρ(s)(u) du =
{
0, i = 0,1,2, . . . , s − 1,
(−1)ss!, i = s,
we have
s∑
i=1
ns−i
i
1∫
−1
uiρ(s)(u) du = (−1)s(s − 1)!.
Also we have
lim
n→∞
ns−i
i
1∫
uiρ(s)(u) du = 0−1
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N-lim
n→∞
1/n∫
−1/n
ln | − t |δ(s)n (t) dt = 0
and
N-lim
n→∞
1/n∫
−1/n
ln |1 − t |δ(s)n (t) dt = (−1)s−1(s − 1)!.
It follows from Eqs. (6) and (7) that
N-lim
n→∞
〈[[
H(x)
]−s]
n
,ϕ(x)
〉= N-lim
n→∞
(−1)s−1
(s − 1)!
∞∫
−∞
ϕ(x)
1/n∫
−1/n
ln
∣∣H(x) − t∣∣δ(s)n (t) dt dx
=
∞∫
0
ϕ(x)dx = 〈H(x),ϕ(x)〉
for all ϕ in D. This completes the proof of the theorem. 
Theorem 4. The distributions [H(x)]−s− and [H(x)]−s+ exist and[
H(x)
]−s
− = 0, (8)[
H(x)
]−s
+ = H(x), (9)
for s = 1,2, . . . .
Proof. We put
(
x−s−
)
n
= x−s− ∗ δn(x) = −
1
(s − 1)! lnx− ∗ δ
(s)
n (x)
so that
−(s − 1)!(x−s− )n =
⎧⎪⎨
⎪⎩
∫ 1/n
−1/n ln(t − x)δ(s)n (t) dt, x < −1/n,∫ 1/n
x
ln(t − x)δ(s)n (t) dt, |x| 1/n,
0, x > 1/n,
for s = 1,2, . . . .
Then we have
−(s − 1)![[H(x)]−s− ]n =
{∫ 1/n
0 ln tδ
(s)
n (t) dt, x < 0,
0, x > 0,
for s = 1,2, . . . .
Taking the neutrix limit of the integral above we have
N-lim
n→∞
1/n∫
ln tδ(s)n (t) dt = N-lim
n→∞ n
s
1∫
[lnu − lnn]ρ(s)(u) du = 0,0 0
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N-lim
n→∞
〈[[
H(x)
]−s
−
]
n
,ϕ(x)
〉= 0.
Thus Eq. (8) follows.
Next writing
(
x−s+
)
n
= x−s+ ∗ δn(x) =
(−1)s−1
(s − 1)! lnx+ ∗ δ
(s)
n (x)
so that
(−1)s−1(s − 1)!(x−s+ )n =
⎧⎪⎨
⎪⎩
∫ x
−1/n ln(x − t)δ(s)n (t) dt, |x| 1/n,∫ 1/n
−1/n ln(x − t)δ(s)n (t) dt, x > 1/n,
0, x < −1/n,
for s = 1,2, . . . , we have
(−1)s−1(s − 1)![[H(x)]−s+ ]n =
⎧⎨
⎩
∫ 0
−1/n ln(−t)δ(s)n (t) dt, x < 0,∫ 1/n
−1/n ln(1 − t)δ(s)n (t) dt, x > 0,
(10)
for s = 1,2, . . . . As in Eqs. (6) and (7), we have
0∫
−1/n
ln(−t)δ(s)n (t) dt = (−1)sns
1∫
0
[lnu − lnn]ρ(s)(u) du = O(n), (11)
1/n∫
−1/n
ln(1 − t)δ(s)n (t) dt = −
∞∑
i=1
1
i
1/n∫
−1/n
t iδ(s)n (t) dt = O(1/n) + (−1)s−1(s − 1)!. (12)
Hence for ϕ ∈D we can write
〈[[
H(x)
]−s
+
]
n
,ϕ(x)
〉= (−1)s−1
(s − 1)!
0∫
−∞
ϕ(x)
0∫
−1/n
ln(−t)δ(s)n (t) dt
+ (−1)
s−1
(s − 1)!
∞∫
0
ϕ(x)
1/n∫
−1/n
ln(1 − t)δ(s)n (t) dt.
Using Eqs. (10)–(12) and passing to the neutrix limit, we have
N-lim
n→∞
〈[[
H(x)
]−s
+
]
n
,ϕ(x)
〉=
∞∫
0
ϕ(x)dx = 〈H(x),ϕ(x)〉.
Now Eq. (9) follows. This completes the proof of the theorem. 
Corollary. The distributions (H(x) ± i0)−s exist and(
H(x) ± i0)−s = H(x) (13)
for s = 1,2, . . . .
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(x ± i0)−s = x−s ∓ (−1)
s−1iπ
(s − 1)! δ
(s−1)(x),
see [8].
To obtain Eq. (13), we need to define the composition δ(s)(H(x)).
Now for ϕ ∈D,
〈
δ(s)n
(
H(x)
)
, ϕ(x)
〉=
∞∫
−∞
ns+1ρ(s)
(
nH(x)
)
ϕ(x)dx
=
0∫
−∞
ns+1ρ(s)(0)ϕ(x) dx +
∞∫
0
ns+1ρ(s)(n)ϕ(x) dx
= ns+1ρ(s)(0)
0∫
−∞
ϕ(x)dx.
Thus
N-lim
n→∞
〈
δ(s)n
(
H(x)
)
, ϕ(x)
〉= 〈δ(s)(H(x)), ϕ(x)〉= 0. (14)
So Eq. (13) follows from Eqs. (4) and (14). 
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