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a b s t r a c t
The present study aims to introduce a solution for parabolic integro-differential equations
arising in heat conduction in materials with memory, which naturally occur in many
applications. Two Radial basis functions (RBFs) collocation schemes are employed for
solving this equation. The first method tested is an unsymmetric method, and the second
one, which appears to be more efficient, is a symmetric one. The convergence of these two
schemes is accelerated, as we use the cartesian nodes as the center nodes.
© 2012 Published by Elsevier Ltd
1. Introduction
The influence of the flow ofmulti-phase andmulti-component fluids through porousmedia is observed inmany physical
phenomena, such as the heterogeneities and the degree of correlation in the permeability fields. The studies conducted on
the reservoir simulation have been mainly focused on dispersion models in the past. Numerical results have demonstrated
the success of dispersion models for many of the approximation techniques. However, the non-Fickian flow causes a kind
of challenge in reservoirs, which may have important historical effects on the flow and deserves a thorough study in theory
and numerical approximations [1]. The development of a non-local theory and several applications for the flow of fluid in
porous media as well as the history effect of various mixing length growths for the flow in the heterogeneous porous media
are investigated in [2–8].
The non-Fickian flow of fluid in porous media can be modeled by an integro-differential equation, which seeks u(x, t)
such that [1,9,10]
ut(x, t) = ∇ · σ + c u(x, t)+ f (x, t), inΩ × J, (1)
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Table 1
Some well-known functions that generate RBFs (r = ∥x− xi∥ = ri), ϵ > 0.
Name of functions Definition
Multiquadrics (MQ)
√
r2 + ϵ2
Inverse multiquadrics (IMQ) 1/
√
r2 + ϵ2

Gaussian (GA) exp(−ϵ2r2)
Inverse quadrics 1/(r2 + ϵ2)
and σ is
σ = A(x, t) · ∇u(x, t)−
 t
0
B(x, t, s) · ∇u(x, s) ds, inΩ × J,
with initial and boundary conditions
u(x, t) = u0(x), x ∈ Ω, t = 0,
u(x, t) = g(x, t), on ∂Ω × J,
where Ω ⊂ Rd (d = 2, 3) is an open bounded domain with smooth boundary ∂Ω , J = (0, T ] with T > 0, A(x, t) and
B(x, t, s) are two 2× 2 or 3× 3 matrices, andA is positive definite, c 6 0, f , g and u0 are known smooth functions. This
kind of flow is complicated by the history effect, characterizing various mixing length growths of the flow, which have been
investigated, for example, in [4,11] and references cited therein.
The numerical approximations of the Eq. (1) are available in the extensive literature [1,12–19]. In these papers, the
optimal-order error estimates and the super-convergence have been established.
In [20], the method of backward Euler and Crank–Nicolson combined with a certain numerical quadrature rule is
employed to deal with the time direction, which aims at reducing the computational cost and storage spaces due to the
memory effect. In [1], the solutions of the problem are approximated by mixed finite element methods. Optimal order
L∞-error estimates are obtained by employing amixed Ritz–Volterra projection. Recently, He’s variational iterationmethod
is implemented to give the solution for this equation by Dehghan and Shakeri [9].
We are concerned with approximate solutions of Eq. (1) by radial basis functions meshless methods. Two schemes
based on radial basis functions are applied for approximating the solution of this problem by using the collocation method.
The problem is reduced to a set of algebraic equations by expanding the unknown function as radial basis functions, with
unknown coefficients.
The interpolation of data on scattered points, such as those obtained by mesh based schemes, for example the boundary
element method (BEM) and finite element method (FEM), is a current problem. Conventional methods, such as polynomial
and spline interpolations, have been handled to a comprehensive range of engineering problems. Alternatively, a radial basis
functions (RBFs) interpolation can be applied for such a purpose.
RBFs were first studied by Roland Hardy, an Iowa State geodesist, in 1968. This method allows scattered data to be easily
used in computations. An extensive study of interpolation methods available at the time was conducted by Franke [21],
which concluded that RBFs interpolations were the most accurate techniques evaluated. The theory of RBFs is considered
as a means for preparing a smooth interpolation of a discrete set of data points. The concept of using RBFs for solving
differential equations (DEs) was first introduced by Kansa [22,23], who directly collocated the radial basis functions for
the approximate solution of DEs. However, in recent years RBFs have been extensively researched and applied in a wider
range of analyses. Partial differential equations (PDEs) and ordinary differential equations (ODEs) have been solved using
RBFs in recent works [24–49].
An RBF Φ(∥X − Xi∥) : R+ −→ R depends on the distance between a field point X ∈ Rd and the data centers Xi, for
i = 1, 2, . . . ,N , and N data points. The interpolants are classed as radial due to their spherical symmetry around centers Xi,
where ∥·∥ is the Euclidean norm. Most known smooth RBFs are listed in Table 1 where r = ∥X − Xi∥ and ϵ is a free positive
parameter, often referred to as the shape parameter, to be specified by the user. The shape parameter ϵ within the Gaussian
andmultiquadric RBFs requires fine tuning and can dramatically alter the quality of the interpolation. Too large or too small
shape parameter ϵ makes the GA too flat or too peaked. Despite many research works which aim at finding algorithms for
selecting the optimum values of ϵ [50–54], the optimal choice of shape parameter is an open problem which is still under
intensive investigation.
One of the most powerful interpolation methods with analytic d-dimensional test function is the RBFs method based on
Gaussian (GA) basis function
φ(r) = e−ϵ2r2 , ϵ > 0.
In the cases of inverse quadratic, inverse multiquadric (IMQ) and Gaussian (GA), the coefficient matrix of RBFs
interpolating is positive definite and, for multiquadric (MQ), it has one positive eigenvalue and the remaining ones are
all negative [55].
The interested reader is referred to the recent books and papers by Buhmann [56,57], Wendland [58] and Fasshauer [59]
for more basic details about RBFs, compactly and globally supported and convergence rate of the radial basis functions.
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This paper is arranged as follows: in Section 2, the properties of radial basis functions are described. Two approaches
based on radial basis functions are applied for approximating the solution of the parabolic integro-differential equation by
using the collocation method. In Section 3, we give some computational results of numerical experiments whose methods
are provided based on preceding sections, to support the theoretical discussion. The findings and conclusions are discussed
in the final section.
2. Radial basis functions
2.1. Definition of radial basis functions
Let R+ = {x ∈ R, x ≥ 0} be the non-negative half-line and let φ : R+ → R be a continuous function with φ(0) ≥ 0. A
radial basis function on Rd is a function of the form
φ(∥X − Xi∥),
where X, Xi ∈ Rd and ∥·∥ denotes the Euclidean distance between X and Xis. If one chooses N points {Xi}Ni=1 in Rd then by
custom
s(X) =
N
i=1
λiφ(∥X − Xi∥); λi ∈ R
is called a radial basis function as well [60].
The standard radial basis functions are categorized into two major classes [61]:
Class 1. Infinitely smooth RBFs [61,62]:
These basis functions are infinitely differentiable and heavily depend on the shape parameter ϵ, e.g. Hardy multiquadric
(MQ), Gaussian(GA), inverse multiquadric (IMQ), and inverse quadric (IQ) (Table 1).
Class 2. Infinitely smooth (except at centers) RBFs [61,62]:
The basis functions of this category are not infinitely differentiable. These basis functions are shape parameter free and
have comparatively less accuracy than the basis functions discussed in Class 1. For example, thin plate spline, etc [61].
A key feature of RBF-based approximations for solving PDEs is that they allow spectral accuracy to be combinedwith very
general types of local node refinement over irregularly shaped domains. Although formal proofs for spectral convergence
are few and of limited scope, the key issue is not to allow any Runge phenomenon-like issues to develop [63,64].
2.2. RBFs interpolation based on Kansa’s approach
The d-dimensional function F(X), F : Rd −→ R, to be interpolated or approximated can be represented by an RBFs as:
F(X) ≈ FN(X) =
N
i=1
λiφi(r) = 8T (r)3, (2)
where
φi(r) = φ(∥X − Xi∥),
8T (r) = [φ1(r), φ2(r), . . . , φN(r)],
3 = [λ1, λ2, . . . , λN ]T ,
X is the input and {λi}Ni=1 are the set of coefficients to be determined. By choosing N collocation nodes {Xi}Ni=1, we can
approximate the function F(X)
yj = F(Xj) =
N
i=1
λiφi(rj), j = 1, 2, . . . ,N,
where rj = ∥Xj − Xi∥. For a brief discussion on the coefficient matrix, we define:
83 = Y,
where
Y = [y1, y2, . . . , yN ]T ,
8 = [8T (r1),8T (r2), . . . ,8T (rN)]T ,
=

φ1(r1) φ2(r1) . . . φN(r1)
φ1(r2) φ2(r2) . . . φN(r2)
...
...
. . .
...
φ1(rN) φ2(rN) . . . φN(rN)
 . (3)
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We have φi(rj) = φj(ri) consequently8 = 8T .
All the infinitely smooth RBFs choices are listed in Table 1 will give coefficient matrices8 in Eq. (3), which are symmetric
and nonsingular [55], i.e. there is a unique interpolant of the formEq. (2), nomatter how the distinct data points are scattered
in any number of space dimensions.
We now discuss Kansa’s collocation method. Assume, we are given a domain Ω × J ⊂ Rd+1, and L is a second-order
linear integro-differential equations of the form
L[u](X) = f (X), X ∈ Ω × J, (4)
whereX = (x, t), with initial condition
I[u](X) = u0(X), X ∈ Ω × {0}, (5)
and boundary conditions
B[u](X) = g(X), X ∈ ∂Ω × J. (6)
Then we approximate u(X) by radial basis functions as
u(X) =
N
i=1
λiφ(∥X−Xi∥). (7)
The simplest possible setting is shown in expansion (7). The collocation matrix is constructed by matching the differential
equation (4) and the initial and boundary conditions (5) and (6) at the collocation nodes {Xj}Nj=1 of the form
A =
B[Φ]
I[Φ]
L[Φ]

, (8)
where the blocks are generated as follows
B[Φ]ji = B[φ](∥Xj −Xi∥), Xj ∈ ∂Ω × J,Xi ∈ Ω × J,
I[Φ]ji = I[φ](∥Xj −Xi∥), Xj ∈ Ω × {0},Xi ∈ Ω × J,
L[Φ]ji = L[φ](∥Xj −Xi∥), Xj ∈ °× J,Xi ∈ Ω × J.
Here, we identify the collocation points the same as center points.° is the interior ofΩ . The problem is well-posed if the
linear system AΛ = C has unique solution [65]. C is defined of the form
C =
 g(Xj)
u0(Xj)
f (Xj)

. (9)
We note that a change in initial or boundary conditions (5) or (6) is as simple as changing rows in matrix A in (8) as well as
on the right hand side C in (9).
For applying this algorithm to Eq. (1) by using Gaussian RBF, we assume
u(x, t) =
N
i=1
λiφi(x, t), (10)
where
φi(x, t) = e−ϵ2∥x−xi∥2 e−ϵ2(t−ti)2
= e−ϵ2(x1−x1i)2 e−ϵ2(x2−x2i)2 · · · e−ϵ2(xd−xdi)2 e−ϵ2(t−ti)2 .
The vector derivative of the u(x, t) can be represented as:
∇u(x, t) = −2ϵ2
N
i=1
λiφi(x, t)Vi, (11)
where
Vi = (x1 − x1i, x2 − x2i, . . . , xd − xdi)T , (12)
therefore, for σ of Eq. (1), we have
σ = 2ϵ2
N
i=1
λi
 t
0
B(x, t, s)φi(x, r) dr −A(x, t)φi(x, t)

Vi, (13)
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where σ is an d × 1 vector. Now, to obtain {λi}Ni=1 we define the residual function by substituting the above equations in
Eq. (1)
Res(x, t) = −
N
i=1
λi
∂
∂t
φi(x, t)
+ 2ϵ2
N
i=1
λi
 t
0
∇ ·

B(x, t, s)φi(x, r)Vi

dr −∇ ·

A(x, t)φi(x, t)Vi

+ c
N
i=1
λiφi(x, t)+ f (x, t), (14)
finally, by using the collocation method, we can obtain the unknown coefficients {λi}Ni=1.
Kansa’s method is an unsymmetric RBF collocationmethod based upon the GA andMQ interpolation functions. Although
the above approach has been applied successfully in several cases (see, for example, [26,28,32,62,66,67]), no existence of
solution and convergence analysis is available in the literature and, for some cases, it has been reported that the resulting
matrix was extremely ill-conditioned. The condition numbers of the above interpolation matrix for smooth RBFs like
Gaussian or multiquadrics are extremely large.
Several techniques have been proposed to improve the conditioning of the coefficient matrix and the solution accuracy.
Fasshauer [65] suggested an alternative approach to the unsymmetric scheme based on the Hermite interpolation property
of the radial basis functions. The advantage of the Hermite-based approach is that the matrix resulting from the scheme is
symmetric, as opposed to the completely unstructured matrix of the same size resulting from unsymmetric schemes.
2.3. RBFs interpolation based on the Hermite approach
It is possible to represent the solution u of the above initial and boundary value problem in terms of the followingHermite
RBF (HRBF) interpolation:
u(X) =
N0
i=1
λiB⋆[φ](∥X−Xi∥)+
N1
i=N0+1
λiI⋆[φ](∥X−Xi∥)+
N
i=N1+1
λiL⋆[φ](∥X−Xi∥),
where N0 and N1 − N0 denote the number of nodes on ∂Ω × J andΩ × {0} and N − N1 − N0 the number of internal nodes.
In the above expression, L⋆, I⋆ and B⋆ are the operators used in (4)–(6), but acting on φ viewed as a function of the second
argumentXi [65]. This expansion for u(X) leads to a collocation matrix Awhich is of the form
A =
BB⋆[Φ] BI⋆[Φ] BL⋆[Φ]IB⋆[Φ] II⋆[Φ] IL⋆[Φ]
L

B⋆[Φ] LI⋆[Φ] LL⋆[Φ]
 , (15)
where the blocks are generated as
B

B⋆[Φ]ji = BB⋆[φ](∥Xj −Xi∥), Xj,Xi ∈ ∂Ω × J,
B

I⋆[Φ]ji = BI⋆[φ](∥Xj −Xi∥), Xj ∈ ∂Ω × J,Xi ∈ Ω × {0},
B

L⋆[Φ]ji = BL⋆[φ](∥Xj −Xi∥), Xj ∈ ∂Ω × J, Xi ∈ °× J,
I

B⋆[Φ]ji = IB⋆[φ](∥Xj −Xi∥), Xj ∈ Ω × {0},Xi ∈ ∂Ω × J,
I

I⋆[Φ]ji = II⋆[φ](∥Xj −Xi∥), Xj,Xi ∈ Ω × {0},
I

L⋆[Φ]ji = IL⋆[φ](∥Xj −Xi∥), Xj ∈ Ω × {0}, Xi ∈ °× J,
L

B⋆[Φ]ji = LB⋆[φ](∥Xj −Xi∥), Xj ∈ °× J,Xi ∈ ∂Ω × J,
L

I⋆[Φ]ji = LI⋆[φ](∥Xj −Xi∥), Xj ∈ °× J,Xi ∈ Ω × {0},
L

L⋆[Φ]ji = LL⋆[φ](∥Xj −Xi∥), Xj, Xi ∈ °× J.
The matrix (15) is of the same type as the scattered HRBF interpolation matrices and they are thus nonsingular as long
as φ is chosen appropriately. A major point in favor of the HRBF approach is that the matrix resulting from the scheme
is symmetric, as opposed to the completely unstructured matrix (8) of the same size. The convergence proof for HRBF
interpolation was given by Wu [68], who also recently proved the convergence of this approach when solving PDEs [69];
see also [70]. A comparison analysis between unsymmetric and symmetric radial basis function collocation methods for the
numerical solution of partial differential equations is described in paper by Power [71].
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Fig. 1. Graph of the uniform grid nodes {Xk}Nk=1 = (x1i , x2j , tl).
For applying this algorithm to Eq. (1) by using Gaussian RBF, we assume
u(x, t) =
N0
i=1
λiB⋆[φ](∥(x, t)− (xi, ti)∥)+
N1
i=N0+1
λiI⋆[φ](∥(x, t)− (xi, ti)∥)
+
N
i=N1+1
λiL⋆[φ](∥(x, t)− (xi, ti)∥).
The vector derivative of the u(x, t) can be represented as:
∇u(x, t) = −2ϵ2
N0
i=1
λiB⋆

φi(x, t)Vi

− 2ϵ2
N1
i=N0+1
λiI⋆

φi(x, t)Vi

− 2ϵ2
N
i=N1+1
λiL⋆

φi(x, t)Vi

.
3. Numerical examples
In this section, we give some computational results of the numerical experiments of the method based on the preceding
sections, to support our theoretical discussion. Comparisons between HRBF results, the corresponding analytical solution
and the results obtained by unsymmetric RBF (Kansa) approach are provided. In all the cases considered, the HRBF
collocation always outperforms the results obtained from the unsymmetric RBF collocation scheme. For these comparisons
the Ne error is applied in the form
Ne =

m
k=1

u(Xk)− uN(Xk)
2
m
k=1
u(Xk)2
,
where u(Xk) and uN(Xk) are achieved by the exact and approximate solution on Xk, where m is the number of the test
points.
In all the cases considered, the GA-RBF, by using shape parameter ϵ = 0.1, is applied to solve the problems. Center nodes
{Xi}Ni=1 are not necessarily structured, that is, they can have an arbitrary distribution. The arbitrary grid structure is one
of the major differences between the RBFs methods and other global methods. Such a mesh-free grid structure yields high
flexibility, especially when the domain is irregular. In this work, center nodes are categorized into two major cases:
Case 1. The uniform grid achieved as (Fig. 1):
x1s =
s− 1
n
, s = 1, . . . , n,
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Fig. 2. Graph of Cartesian center nodes.
Fig. 3. Graph of u(x, 0) for Example 1.
x2r =
r − 1
n
, r = 1, . . . , n,
tq = q− 1n , q = 1, . . . , n,
whereXi = (x1s , x2r , tq). The number of the nodes in this case is n3.
Case 2. The Cartesian nodes are achieved as (Fig. 2):
X¯i = X2i−1, i = 1, 2, . . . , N + 12 .
The number of nodes in this case is (n3 + 1)/2, where n is odd.
Also, for constructing matrix A, we chose collocation points similar to the RBFs center nodes. For these two cases, the Ne
error is applied to show the comparison between their obtaining results.
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(a) Graph of error by using Kansa’s RBF.
6. × 10-12
4. × 10-12
2. × 10-12
0
Error
1
1
0.5
0.5
0
0
x1
x2
(b) Graph of error by using HRBF.
Fig. 4. Graph of error by using uniform grid and n = 7 for Example 1 with t = 0.
3.1. Example 1
Let us consider the parabolic integro-differential equation [9] given by
ut(x1, x2, t) = ∇ · σ − 4 u(x1, x2, t)+ f (x1, x2, t), inΩ × J,
where σ and f (x1, x2, t) are
σ =

x1 1
−1 x1x2

· ∇u(x1, x2, t)−
 t
0
−x1 −x2 + s
t x22

· ∇u(x1, x2, s) ds,
f (x1, x2, t) = x32(6t2 + 4t + 1)+ 4x21 + x1(3e−t − 4t − 5− 9tx22)+ 4x2 + 2x2t − 4t2 − 2t + 3,
with initial condition
u(x1, x2, 0) = x1(x1 + 1)+ x2 + 1.
The exact solution of this problem is u(x, t) = x1(x1+e−t)+x2(tx22+1)− t2+1. Table 2 shows theNe errors of themethods
presented in the previous section. In addition to the graphs of the exact solution, the approximate solution uN and the error
function |uN − uexact | for t = 0 are plotted in Figs. 3–5.
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(a) Graph of error by using Kansa’s RBF.
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(b) Graph of error by using HRBF.
Fig. 5. Graph of error by using cartesian nodes and n = 9 for Example 1 with t = 0.
Table 2
Values of Ne error in two cases for RBF and HRBF approaches of Example 1.
Case 1 Case 2
n Number of nodes RBF− Ne HRBF− Ne n Number of nodes RBF− Ne HRBF−Ne
4 64 7.22e−5 5.54e−4 5 63 7.46e−5 1.15e−4
5 125 4.76e−6 5.91e−6 – – – –
6 216 1.45e−6 2.58e−7 7 172 8.55e−8 1.89e−8
7 343 1.91e−7 2.07e−9 – – – –
8 512 4.95e−9 5.93e−13 9 365 3.66e−10 1.67e−12
3.2. Example 2
Now, consider the following parabolic integro-differential equation [9]
ut(x1, x2, t) = ∇ · σ − 2 u(x1, x2, t)+ f (x1, x2, t), inΩ × J,
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Fig. 6. Graph of u(x, 0.5) for Example 2.
Table 3
Values of Ne error in two cases for RBF and HRBF approaches of Example 2.
Case 1 Case 2
n Number of nodes RBF− Ne HRBF− Ne n Number of nodes RBF− Ne HRBF−Ne
4 64 1.40e−4 5.27e−4 5 63 4.27e−5 1.12e−4
5 125 1.26e−5 6.92e−6 – – – –
6 216 1.71e−6 1.62e−6 7 172 3.38e−8 8.47e−9
7 343 8.94e−8 5.32e−8 – – – –
8 512 1.58e−8 4.85e−11 9 365 1.56e−9 4.37e−12
where σ and f (x1, x2, t) are
σ =

x2 1
−1 x1

· ∇u(x1, x2, t)−
 t
0

t x21
sx1 −3x2

· ∇u(x1, x2, s) ds,
f (x1, x2, t) = cos(t)(−x1 + x2 + 3)+ 2 sin(t)(x1 + x2)+ 2x1 + 2t − 2,
with initial condition
u(x1, x2, 0) = 0.
The exact solution of this problem is u(x, t) = sin(t)(x1 + x2) + t . Table 3 shows the errors of the methods presented in
the previous section. In addition to the graphs of the exact solution, the approximate solution uN and the error function
|uN − uexact | for t = 0.5 are plotted in Figs. 6–8.
4. Concluding remarks
4.1. Results
In this paper, two RBFs schemes for solving the parabolic integro-differential equations are obtained, the first one is based
on Kansa’s collocationmethod and, the second is RBFs interpolation based on the Hermite approach. In both approaches, the
problem is converted to a linear algebraic equation. The proposed HRBF collocation approach results aremore accurate than
Kansa’s approach, because the system of algebraic equations obtained from the symmetric methodwas, in general, easier to
solve than the one obtained from the unsymmetric method, and that the resulting algorithm performs better. These results
appeared in Tables 2 and 3, however, the advantage of the unsymmetric method was that it was simpler to implement.
Also, for accelerating the convergence of these two proposed approaches, we have applied Cartesian nodes as center nodes.
Tables 2 and 3 show that, by using a uniform grid for n = 6, where the number of used nodes is 216, the error for the HRBF
approach is 10−7, but, by using 172 Cartesian nodes, this error is 10−8. It shows that by employing a smaller number of nodes
in Case 2, we obtained the appropriate value of error.
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Fig. 7. Graph of error by using uniform grid and n = 7 for Example 2 with t = 0.5.
4.2. Conclusion
Themeshless radial basis function collocationmethods based on theKansa andHermite interpolation schemes are known
tobe robust techniques for solving theparabolic integro-differential equations. Both the symmetric (HRBF) andunsymmetric
methods (Kansamethod) are relatively easy to implementwhen compared to classicalmethods, such as the finite difference,
finite element and boundary element methods. The proposed HRBF collocation approach results are more accurate than
Kansa’s approach. The convergence of these two schemes is accelerated when the Cartesian nodes have been applied as
center nodes. Ne error and |uexact−uN | have shown the efficiency of RBFs collocation methods for solving these types of
equations.
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