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Abstrak Distributed Denial of Service (DDoS) merupakan salah satu jenis serangan pada jaringan internet
yang paling sering terjadi di dunia dari tahun ke tahun. Penelitian pendeteksian serangan DDoS penting
dilakukan karena mengingat serangan DDoS merupakan serangan yang dapat mengakibatkan habisnya
sumber daya yang dimiliki komputer sehingga komputer tidak dapat diakses bahkan hingga dapat menghi-
langkan data yang terdapat didalamnya. Dari beberapa penelitian yang terkait akurasi pendeteksian yang
dihasilkan masih 99,41%. Dalam penelitian ini menggunakan metode Multiclassifier Ensemble Learning
dan metode Chi-Square untuk seleksi fitur. Dalam penghitungan akurasi, Multiclassifier Ensemble Learning
menggunakan 3 jenis algoritma klasifikasi yaitu algoritma KNN, algoritma Naive Bayes, dan algoritma
Random Forest. Dimana label prediksi dari ketiga algoritma tersebut akan digabungkan menggunakan
majority vote untuk mendapatkan hasil prediksi yang akan diuji menggunakan data testing. Hasil akurasi
yang dihasilkan dari metode Multiclassifier Ensemble Learning yaitu sebesar 99,68%.
Kata kunci : DDoS, serangan, klasifikasi, multiclassifier ensemble learning, nsl-kdd, data, chi-square, tes-
ting, training, algoritma, knn, naive bayes, random forest, akurasi
Abstract
Distribution Denial of Service (DDoS) is the one of the most common types of internet network attack in
recent years. DDoS attack detection research is important because DDoS attacks are attacks that lead to
depletion of resources owned computers so that computer can’t be accessed even to eliminate the contained
therein. From some related research to the detection accuracy produced, is stiill 99,41% . In this research
using Multiclassifier Ensemble Learning and Chi-Square method for feature selection. In calculating the
accuracy, Multiclassifier Ensemble Learning uses 3 types of classification algorithms, there are KNN algo-
rithm, Naive Bayes algorithm, and Random Forest algorithm. Where predictive label of three algorithms
will be combined using majority vote to get the final label prediction that will be tested with test data. The
accuracy of Multiclassifier Ensemble Learning is 99,68%.
Keywords: DDoS, attack, classification, multiclassifier ensemble learning, nsl-kdd, data, chi-square, testing,
training, algorithm, knn, naive bayes, random forest, accuracy
1. Pendahuluan
Latar Belakang
Distributed Denial of Service (DDoS) merupakan salah satu jenis serangan pada jaringan internet yang paling
sering terjadi di dunia dari tahun ke tahun. Serangan DDoS memiliki efek yang serius terhadap suatu perusahaan
dan mengakibatkan kerugian yang sangat besar. Cara kerja serangan ini yaitu dengan mengirimkan request terha-
dap sebuah komputer atau server dalam jumlah yang melebihi kemampuan komputer itu. Serangan DDoS sendiri
memiliki beberapa jenis, diantaranya SYN Flood, TCP Anomaly, DNS Flood, UDP Flood, ACK Flood, dan lain
sebagainya.
Penelitian pendeteksian serangan DDoS penting dilakukan karena mengingat serangan DDoS merupakan se-
rangan yang dapat mengakibatkan habisnya sumber daya yang dimiliki komputer sehingga komputer tidak dapat
diakses bahkan hingga dapat menghilangkan data yang terdapat didalamnya. Banyak penelitian [1] [10] [14] [17]
sudah dilakukan, tetapi ternyata hasil nilai persentase akurasi masih ada dikiasaran 99 %
Topik dan Batasannya
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Peningkatan akurasi penting dilakukan karena akan berpengaruh terhadap penentuan pengambilan keputusan
untuk tindakan selanjutnya yang akan dilakukan oleh network administrator. Semakin tinggi akurasi maka sema-
kin cepat dan mudah pengambilan keputusan sehingga dapat dilakukan pencegahan lebih dini dan ketersediaan
layanan untuk user akan terjamin. Rumusan masalah dalam panelitian ini yaitu masih rendahnya tingkat akurasi
pendeteksian serangan DDoS. Rendahnya tingkat akurasi dipengaruhi oleh beberapa faktor, yang pertama yaitu
tingginya nilai false positive dan false negative yang disebabkan oleh ketidaktepatan sistem dalam proses klasi-
fikasi. Kedua yaitu masih menggunakan homogeneous classifier. Atau jika menggunakan multiclassifier, masih
menggunakan kombinasi antara homogeneous classifier. Faktor selanjutnya yaitu pemilihan metode seleksi fitur
yang kurang tepat. Pada penelitian ini menggunakan dataset NSL-KDD dengan hanya menggunakan label DDoS
dan normal.
Tujuan Beberapa hal yang ingin dicapai dalam penulisan Tugas Akhir ini adalah :
1. Mengimplementasikan Multiclassifier Ensemble Learning dan Chi-Square.
2. Menurunkan nilai false positive dan nilai false negative sehingga dapat meningkatkan nilai akurasi pada
pendeteksian serangan DDoS dengan menggunakan Multiclassifier Ensemble Learning dan Chi-Square.
2. Studi Terkait
Perkembangan klasifikasi serangan ddos semakin berkembang dari waktu ke waktu, data yang digunakan da-
lam penelitian pendeteksian serangan ddos yaitu nsl-kdd, yang merupakan perbaikan dari dataset kdd99. Pada
tahun 2015 peneltian [14] dilakukan oleh dengan metode cooperative fuzzy menghasilkan akurasi sebesar 90,59%,
lalu dilakukan kembali penelitian [10] pada tahun 2016 menggunakan metode SVM dan menghasilkan akurasi
sebesar 91,25%. Pada tahun 2015 dilakukan penelitian [17] yang menggunakan metode (multiple classifier sys-
tem) yang terdiri dari kombinasi algoritma SVM, Desicion Tree (C4.5), dan KNN, menghasilkan akurasi sebesar
99,41%. Penelitian [4] menyebutkan bahwa ensemble learning bersifat heterogen akan menghasilkan akurasi yang
tinggi. Heterogen classifier dapat menghasilkan akurasi yang tinggi karena kombinasi antara algoritma learning
yang berbeda.Machine learning dibedakan menjadi 3 pokok instuisi, yaitu Geomatric Model (contoh : KNN),
Probabilistic Model (contoh : Naive Bayes) dan Logical Model (contoh Decision Tree) [3]. Pada penelitian ini
akan menggunakan kombinasi algoritma KNN [20], Naive Bayes [9], dan Random Forest [2]. Dari penelitian yang
sudah dilakukan, akurasi yang dihasilkan belum optimal. Permasalahan utama penyebab akurasi belum optimal
yaitu penggunaan algoritma klasifikasi yang masih tunggal atau jika menggunakan (multiclassifier), kombinasi
algoritma dan penggunaan metode seleksi fitur dan proses preprocessing masih kurang tepat.
Berdasarkan penelitian yang telah disebutkan diatas, pada penelitian ini penulis menggunakan metode multi-
classifier ensemble learning dengan kombinasi geterogen dari algoritma klasifikasi knn, naive bayes, dan random
forest dan chi-square untuk metode seleksi fitur. Dengan penggunaan metode ini penulis dapat menghasilkan
akurasi yang optimal yaitu 99,68%.
• Distribution Denial of Service (DDoS)
Distribution Denial of Service (DDoS) adalah salah satu jenis serangan aktif, yaitu serangan yang dapat
menyebabkan hilangnya data dan habisnya daya yang dimiliki suatu sistem dengan cara membanjiri traffic
jaringan suatu komputer atau server [12], sehingga layanan user terganggu. Dalam keamanan jaringan
DDoS termasuk dalam aspek Availability, yaitu adalah aspek dimana data informasi harus selalu tersedia
saat orang-orang yang berhak mengakses membutuhkan informasi atau data tersebut[15]. Ada beberapa
jenis serangan DDoS [21], antara lain :
– Neptune adalah serangan dimana penyerang akan meluncurkan serangan dan mengeksploitasi kele-
mahan saat proses three-way-handshake pada protokol TCP dengan terus mengirim paket SYN secara
langsung ke server TCP sehingga menyebabkan sumber daya server habis. Tujuan serangan ini yaitu
menolak koneksi baru yang berasal dari klien resmi TCP [8].
– Smurf adalah serangan dengan cara mengirimkan paket ICMP dalam jumlah yang sangat besar sehing-
ga komputer korban akan mengalami kebanjiran pesan palsu.
• Intrussion Detection System
IDS atau Intrussion Detection System dibagi menjadi 2 jenis, yaitu Network Based Intrusion Detection Sys-
tem (NIDS) dan Host Based Intrusion Detection System (HIDS) [19]. Network Based Intrusion Detection
System (NIDS) merupakan sistem pendeteksi yang bekerja pada suatu jaringan komputer dengan cara me-
monitoring jaringan yang sedang berjalan. Host Based Intrusion Detection System (HIDS) ditempatkan pada
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suatu server atau komputer host dan memantau aktivitas hanya pada sistem tersebut. HIDS memantau dan
mendeteksi ketika penyusup membuat, mengubah atau menghapus file.
• NSL-KDD
Dataset NSL-KDD adalah penyempurnaan dan modifikasi dari dataset KDD99 [18] , pada nsl-kdd akan
dihilangkan data yang redundan dan data yang terduplikasi. Selain itu pada nsl-kdd jumlah record pada
data train juga dikurangi sehingga meringkan peneliti dalam melakukan percobaan. Peneliti juga tidak perlu
melakukan percobaan secara acak pada data train untuk mengambil sample data yang sesuai, karena dari
penelitian oleh University of New Brunswick telah dibagi data train dan data test.
• Chi Square Feature Selection
Cara kerja dari chi-square yaitu dengan mengukur bobot ketergantungan antara atribut atau fitur dengan
kelas, dalam penelitian ini hubungan antara atribut pada dataset NSL-KDD dengan kelas yang ada yaitu





Cara kerja chi-square yaitu dengan menentukan nilai unik dari masing-masing atribut. Nilai ini nanti yang
akan didapatkan probabilitas setiap label. Lalu menggunakan perhitungan chi-square untuk mendapatkan
bobot setiap atribut.
• Normalisasi
Pada penelitian ini data harus dinormalisasikan untuk mendapatkan range nilai 0-1, hal ini dilakukan karena
tidak semua input data pada algoritma klasifikasi dapat menerima data yang memiliki range yang berbeda.
Metode normalisasi yang digunakan dalam penelitian ini yaitu min-max normalization [6]. Rumus normali-





– x = Nilai data yang akan dinormalisasi
– minValue = Nilai minimal tiap atribut
– maxValue = Nilai maksimal tiap atribut
• Ensemble Learning
Ensemble Learning adalah salah satu metode pada machine learning dimana cara kerjanya dengan meng-
kombinasikan beberapa algoritma learning untuk menghasilkan prediksi yang dapat meningkatkan akurasi
[13]. Ada beberapa jenis Ensemble Learning, yaitu Bagging, Boosting, Stacking, dan Voting. Pada pene-
litian ini menggunakan Ensemble Learning jenis voting dengan hard voting. Dimana algoritma yang akan
dikombinasikan yaitu KNN, Naive Bayes, dan Random Forest.
• KNN (K-Nearest Neighbors)
Algoritma KNN (K-Nearest Neighbors) yaitu salah satu algoritma klasifikasi dengan cara kerja melakukan
klasifikasi k objek berdasarkan data latih yang memiliki jarak terdekat dengan objek. Untuk menentukan la-
bel prediksi menggunakan nilai dominan yang didapatkan dari menentukan nilai k sebelumnya [16]. Rumus







Dari rumus 3 dapat diketahui bahwa d merupakan jarak euclidean. Nilai euclidean didapatkan dari pengu-
kuran setiap data tes dengan seluruh data train. Prediksi didapatkan dari penentuan sebanya k data untuk
diambil kelas paling dominan.
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• Naive Bayes
Algoritma Naive Bayes merupakan Algoritma yang memanfaatkan probabilitas dalam proses klasifikasi da-
ta. Konsep dasar algoritma ini menggunakan Teorema Bayes, yaitu teorema teorema yang digunakan dalam
statistika untuk menghitung suatu peluang. Rumus 4 menunjukkan rumus yang dipakai dalam Algoritma
Naive Bayes [7] sebagai berikut :
P(A | B)) = (P(B | A))∗P(A)
P(B)
(4)
Penjelasan rumus 4 sebagai berikut, A melambangkan sampel data dari data latih, B sebagai kelas-kelas hasil
klasifikasi dari data uji. P(A | B) adalah Probabilitas terjadinya A jika B diketahui, P(B | A) = Probabilitas
terjadinya B jika A diketahui, P(B | A) = Probabilitas terjadinya B jika A diketahui. P(B) = Probabilitas
diperoleh dari kelas B, P(B) = Probabilitas diperoleh dari kelas B.
• Random Forest
Algoritma Random Forest merupakan ensemble classifier jenis bagging dimana model ini terdiri dari bebe-
rapa decision trees dan kelas output yang dihasilkan yaitu kelas dari individual trees. Pada gambar 1 akan
dijelaskan cara kerja algoritma random forest dengan flowchart [2].
Gambar 1. Flowchart Algoritma Random Forest
Dari gambar 1 flowchart algoritma random forest, dapat dilihat bahwa terdapat perulangan untuk memben-
tuk setiap menggunakan mekanisme bootstrap. Mekanisme bootstrap ini yang akan menentukan banyaknya
tree yang akan dibangun. Lalu terdapat proses untuk menentukan atribut mana yang akan di split dalam
pembentukan tree. Dalam pembentukan tree digunakan metode Gini Index, yang dimana Gini Index yaitu
salah satu metode yang digunakan untuk menghitung bobot informasi yang dimiliki oleh sebuah variabel
atau atribut. Nilai dari Gini Index inilah yang nanti akan menentukan atribut mana yang akan di split ter-
lebih dahulu. Pada algoritma Random Forest ini, melakukan proses pengambilan atribut secara acak untuk
membentuk tree yang nantinya ditentukan oleh nilai Gini Index untuk menetukan akar ataupun node. Se-
telah terbentuk tree sesuai dengan jumlah yang ditentukan diawal, maka proses terakhir yaitu menentukan
prediksi label dari semua tree yang terlah dibuat dengan menggunakan majority vote. Hasil dari majority
vote merupakan prediksi label yang akan di uji menggunakan data testing.
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• Majority Vote
Pada penelitian ini menggunakan majority vote jenis hard majority vote. Cara kerja hard majority vote ini
yaitu memilih label yang dominan dari setiap prediksi label yang didapatkan dari masing-masing algoritma.
Metode ini dipilih karena cara kerjanya yang sederhana tetapi menghasilkan hasil yang maksimal [17].
• Confusion Matrix
Akurasi adalah suatu hal yang berkaitan dengan kualitas data dan jumlah kesalahan yang terdapat dalam
dataset. Nilai akurasi akan mengukur sejauh mana informasi pada database digital sesuai dengan nilai sebe-
narnya atau nilai yang diterima [4]. Perhitungan akurasi didapatkan dari confusing matrix yang didapatkan
dari nilai TP, TN, FP, FN.
– False Positive (FP), adalah jumlah catatan yang normal tetapi diklasifikasikan sebagai serangan.
– False Negative (FN), adalah jumlah serangan yang benar tetapi diklasifikasikan sebagai catatan yang
normal.
– True Positive (TP), adalah jumlah catatan yang serangan dan diklasifikasikan sebagai catatan yang
serangan.









Tabel 1. Tabel Confusion Matrix
Adapun rumus 5 akurasi sebagai berikut :
Akurasi =
T P+T N
T P+FP+T N +FN
(5)
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3. Sistem yang Dibangun
3.1 Perbandingan Setiap Proses dengan Penelitian [17]
Metode Dataset Preprocessing
Feature

















































































Tabel 2. Tabel Perbandingan Setiap Proses Dengan penelitian [17]
Pada penelitian ini menggunakan full dataset dari NSL-KDD, sedangkan penelitian [17] menggunakan 20%
jumlah dari dataset NSL-KDD. Jumlah ini akan berpengaruh pada proses klasifikasi, semakin banyak data yang
diolah maka akan semakin banyak data yang dilatih sehingga akan meningkatkan hasil saat pengujian. Dalam
proses preprocessing penelitian [17] memilih label DoS dan normal, sedangkan pada penelitian ini memilih label
DoS dan normal dimana jenis serangan DoS yang dipilih yaitu smurf dan neptune karena 96% serangan DoS terdiri
dari smurf dan neptune. Pada proses seleksi fitur penelitian [17] menggunakan 2 metode yaitu CFS dan wrapper,
sedangkan penelitian ini menggunakan chi-square. Fitur yang terpilih dari penelitian [17] berjumlah 15 fitur,
sedangkan pada penilitian ini terpilih 14 fitur. Persamaan fitur yang terpilih yaitu service, flag, dst bytes, logged
in, count, same srv rate, dst host srv count, dst host diff srv rate. Fitur yang terpilih akan berpengaruh terhadap
hasil akurasi yang didapatkan, ketepatan relevansi fitur terhadap label yang dipilih berpengaruh terhadap hasil
akurasi. Penelitian [17] tidak menggunakan proses normalisasi, sedangkan penelitian ini menggunakan min-max
normalisasi. Pengaruh proses normalisasi ini untuk menyetarakan input data saat proses klasifikasi. Pada proses
klasifikasi penelitian [17] menggunakan jenis homogen classifier sedangkan penelitian ini menggunakan heterogen
classifier. Pemilihan kombinasi algoritma akan berpengaruh terhadap akurasi, kombinasi algoritma yang bersifat
heterogen akan menghasilkan akurasi yang lebih tinggi dari kombinasi algoritma yang bersifat homogen. Proses
terkahir yaitu voting, dimana kedua penelitian menggunakan metode voting yang sama yaitu hard majority vote.
3.2 Flow Chart Sistem Multiclassifier Ensemble Learning
Sesuai gambar 2, pada penelitian ini penulis menggunakan full dataset dari NSL-KDD yang dimana terdiri
dari data train dan data test. Perbandingan dari keduanya yaitu 85% data train dan 15% data test. Jumlah data
train yaitu 111.202 dan jumlah data test yaitu 15.031. Pada dataset NSL-KDD terdapat 41 fitur dan 4 kategori
serangan[18]. Setelah didapatkan dataset, maka proses selanjutnya yaitu preprocessing. Pada tahap ini terdapat
beberapa tahapan, yaitu proses filtering data dengan hanya memilih serangan DDoS dan normal. Selanjutnya yaitu
lalu merubah seluruh isi dataset dalam format numeric [5]. Dataset yang telah berformat numeric selanjutnya
dilakukan proses seleksi fitur untuk mendapatkan fitur yang relevan. Proses seleksi fitur menggunakan chi-square
[11] dimana cara kerjanya yaitu dengan mencari bobot setiap atribut yang dimana bobot paling besar memiliki
ketergantungan atau relevansi dengan label. Pada proses seleksi fitur ini diambil 14 fitur (tabel 5) teratas menurut
bobot yang telah dihitung [11]. Proses selanjutnya yaitu normalisasi, yaitu proses yang berfungsi untuk merubah
semua nilai kedalam range 0-1. Hal ini diperlukan untuk menyetarakan input pada masing-masing algoritma. Jenis
normalisasi yang diterapkan yaitu min-max normalization. Perbedaan proses preprocessing dengan penelitian [17]
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Gambar 2. Flowchart Sistem Multiclassifier Ensemble Learning
yaitu pada penelitian ini menggunakan min-max normalization sebagai metode normalisasi dan chi-square sebagai
seleksi fitur.
Setelah data melalui proses preprocessing, maka data selanjutnya masuk pada proses klasifikasi. Pada proses
klasifikasi ini menggunakan 3 algoritma klasifikasi, yaitu KNN, Naive Bayes, dan Random Forest.
Hasil prediksi label yang telah didapatkan dari masing-masing algoritma, dikombinasikan menggunakan ma-
jority vote jenis hard majority vote. Cara kerja hard majority vote ini yaitu dengan menentukan label prediksi yang
paling dominan antar ketiga algoritma. Setelah didapatkan label final, proses selanjutnya yaitu melakukan pengu-
jian menggunakan data test. Hasil akhir yang didapatkan yaitu nilai akurasi yang berasal dari confusion matrix
dengan perhitungan berdasarkan nilai FP, TP, FN, dan TN sesuai tabel 1.
3.3 Spesifikasi Kebutuhan Sistem
Berikut merupakan beberapa kebutuhan sistem yang dibutuhkan pada penelitian ini :
• Prosesor : Intel(R) Core(TM) i5-4210U CPU @ 1.70GHz (4 CPUs), 2.4GHz
• Memori : 32 GB
• Hard disk : 500 GB
• Sistem Operasi : Windows Server 2008 R2 Enterprise
• Aplikasi : Matlab R2013a (8.1.0.604) 64-bit (win64)
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4. Evaluasi
4.1 Hasil dan Analisis Pengujian
Berikut merupakan tabel hasil penelitian :
TP TN FP FN Akurasi
KNN 5300 9254 456 21 96,82%
Naive Bayes 4626 9653 695 57 94,99%
Random Forest 5314 9632 7 78 99,43%
MCS - - - - 99,41%
Multiclassifier Ensemble Learning
(Proposed Method) 5298 9686 23 24 99,68%
Tabel 3. Tabel Hasil Penelitian
Pada penelitian ini menggunakan dataset NSL-KDD dengan kategori serangan DoS dengan memilih serangan
smurf dan neptune. Sedangkan penelitian [17] menggunakan 20% dari dataset NSL-KDD dengan memilih se-
rangan DoS secara keseluruhan. Preprocessing pada penelitian ini menggunakan metode fitur seleksi chi-square
dan metode normalisasi min-max normalization, sedangkan pada penelitian [17] menggunakan dua jenis meto-
de seleksi fitur, yaitu wrapper dan CFS. Penelitian [17] tidak menggunakan proses normalisasi data. Penelitian
ini menggunakan kombinasi dari ketiga algoritma yaitu KNN (dengan k=25), Naive Bayes (Gaussian), dan Ran-
dom Forest (dengan jumlah tree 125), sedangkan pada penelitian [17] menggunakan kombinasi KNN, SVM, dan
Decision Tree(C4.5). Dan kedua penelitian ini menggunakan hard majority vote sebagai metode voting.
Pada penelitian [17] melakukan beberapa skenario pengujian dengan berbagai macam algoritma sebagai pem-
banding, dari beberapa skenario yang dilakukan, hasil maksimal didapatkan pada skenario pengujian jenis MCS-6
yang merupakan kombinasi ketiga algoritma yaitu KNN, SVM dan Decision Tree (C4.5) dimana hard majority
vote digunakan sebagai metode voting. Dari hasil penelitian yang telah didapatkan dari tabel 3 dapat diketahui
bahwa akurasi yang didapatkan dari penelitian [17] menghasilkan akurasi sebesar 99,41%. Sedangkan pada pene-
litian ini akurasi yang dihasilkan dari masing-masing algoritma yaitu Algoritma Random Forest sebesar 99,43%,
algoritma KNN sebesar 96,82%, algoritma Naive Bayes sebesar 94,99% dan akurasi yang dihasilkan dari Multi-
classifier Ensemble Learning sebesar 99,68%. Hasil akurasi naik sebesar 0,27% dibandingkan dengan penelitian
[17] . Peningkatan sebesar 0,27% ini sangat berpengaruh terhadap pendeteksian serangan, karena saat kondisi
traffic jaringan yang masuk berjumlah sangat besar maka nilai tersebut sangat berpengaruh terhadap jumlah dan
hasil klasifikasi yang akan ditentukan dengan menggunakan confusion matrix. Meningkatnya akurasi ini dapat
mempermudah network administrator dalam pengambilan keputusan dan upaya pencegahan. Perbedaan keragam-
an algoritma merupakan salah satu faktor yang menyebabkan nilai akurasi tinggi. Pada penelitian ini terdapat
keragaman algoritma yaitu antara Random Forest dengan KNN dan Naive Bayes, yang dimana Random Forest
merupakan salah satu jenis algoritma ensemble learning. Sedangkan KNN dan Naive Bayes merupakan base clas-
sifier. Selain itu ada beberapa faktor yang mempengaruhi nilai akurasi, seperti proses preprocessing yang meliputi
seleksi fitur dan normalisasi. Ketepatan relevansi dalam pemilihan metode untuk seleksi fitur akan berpengaruh ke
nilai akurasi. Semakin relevan fitur yang terseleksi maka nilai akurasi yang didapatkan semakin tinggi.
5. Kesimpulan
Berdasarkan penelitian yang telah dilakukan, dapat disimpulkan bahwa implementasi Multiclassifier Ensemble
Learning dan Chi-Square telah berhasil dilakukan. Hasil akurasi dapat meningkatkan akurasi pendeteksian serang-
an DDoS menjadi sebesar 99,68%. Dimana dalam hasil akurasi tersebut lebih bagus dari penelitian sebelumnya.
Saran dari penulis untuk penelitian selanjutnya yaitu agar menggabungkan beberapa metode pada ensemble
learning, seperti penggabungan antara random forest, adaboost, dan bagging dengan dataset yang sama, dengan
tujuan meningkatkan akurasi sehingga akurasi yang didapatkan diharapkan mendekati 100%.
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