Face recognition is an important eld of research with many potential applications for suitably e cient systems, including biometric security and searching large face databases. This paper describes an approach to the problem based on a new type of n-tuple classi er: the continuous n-tuple system. Results indicate that the new method is faster and more accurate than previous methods reported in the literature on the widely used Olivetti Research Laboratories face database.
Introduction
Face recognition is an important eld of research with many potential applications for suitably e cient systems, including biometric security and searching large face databases. This paper describes an approach to the problem based on a new type of n-tuple classi er: the continuous n-tuple system. Results indicate that the new method is faster and more accurate than previous methods reported in the literature on the widely used Olivetti Research Laboratories (ORL) face database.
Conventional n-tuple systems have the following desirable features: Super-fast single-pass training; Super-fast recognition; Conceptual simplicity; Straightforward hardware and software implementations; Accuracy that is often competitive with other more complex, slower methods. In conventional n-tuple based image recognition systems, the locations speci ed by each n-tuple are used to identify an address in a look-up-table. The contents of this address either use a single bit to indicate whether or not this address was accessed during training, or store a count of how many times that address occurred. While conventional n-tuple methods are very fast, both for training and recognition, the size of the address space quickly becomes excessively large if the values at each pixel location in the image are grey scale rather than binary, and while a number of methods have been proposed to overcome this, none of them seem entirely satisfactory. The approach adopted here is to store them sparsely i.e. rather than store the whole address space in memory, just store explicitly the set of vectors that have occurred for each n-tuple. Each vector is tagged with its class. Then, during testing, the score for each n-tuple for each class is then simply the distance to the nearest vector of that class. The overall score for each class is the sum over all n-tuples of each n-tuple score for that class. The pattern is then classi ed as belonging to the class with the lowest overall score.
The continuous n-tuple system o ers greater accuracy, while retaining most of the advantages of the conventional n-tuple system. There is, however, a tradeo as will be seen below, between the recognition accuracy, the training time, and the recognition speed. In the case of the face recognition problem described below, continuous n-tuple systems have been created that are more than competitive with previous approaches.
The rest of this paper is structured as follows: the next section describes the conventional n-tuple classi er, section 3 describes the continuous n-tuple classi er, section 4 presents results on the ORL face database, and section 5 concludes.
Standard n-tuple classi ers
In standard n-tuple classi ers 1, 2] the d-dimensional input space is sampled by m n-tuples. The range of each dimension in the general case is the alphabet = f0; : : :; ?1g but most n-tuple methods reported in the literature are de ned over a binary input space where = 2 and = f0; 1g.
Each n-tuple de nes a xed set of locations in the input space. Let the set of locations de ning the jth n-tuple be: n j = fa j1 ; a j2 ; : : : ; a jn j1 a ji dg (1) where each a ji is chosen as a random integer in the speci ed range. This mapping is normally the same across all classes. These addresses are used to access memory elements, where there is a memory n cj for each class c in the set of all classes C and n-tuple mapping n j . We denote the value at location b in memory n cj as n cj b]. The set of all memory values for all the n-tuple mappings for a given class we denote M c , the model for a given class. The size of the address space of each memory n cj is n . In standard ntuple systems, each address location accesses a single bit of information. The complete algorithm for training a standard n-tuple classi er is given in Table 1 , and the recognition algorithm is given in Table 2 . X is the complete set of training patterns while the subset of patterns of class c is denoted as X c and x ci is the ith pattern in the cth class.
Algorithm for training standard n-tuple classi er Set r c = 0:0
Step 2: Look up memory contents of each n-tuple in each class Step 3: Classi cation Assign x to class c where r c r d 8d 6 = c Table 2 : Algorithm for performing pattern classi cation with the standard n-tuple classi er
Training is performed by adjusting the values stored at each address for each pattern in each class, where all values are initially set to zero. When an address b j (x) is accessed by a pattern x of class c under mapping n j then n cj b j (x)] is set to one.
For recognition the total output for each class is simply the sum of the outputs for each n-tuple in that class as shown in the fourth line of Step 2 in Table 2: r c = r c + n cj b j (x)] (3) and the pattern is assigned to the class with the highest total output.
Continuous n-tuple classi ers
An alternative to mapping each n-tuple sample for each image to an address, is to instead store the vector de ned by each n-tuple on each image explicitly. In this way, each n-tuple simply de nes a sparse subset of the original image vector. This is illustrated in Figure 1 , which shows a continuous n-tuple sampling of a face for the case of n = 3 and m = 3; note that in practice m has to be much larger than this to get good performance. By sampling the image in this way, we can deal directly with patterns de ned as vectors of real numbers, or as grey scale images, as we have for the face recognition experiment described below. This approach is quite practical when there are only a small number of training patterns per class, or when it is possible to compile all the training vectors for each n-tuple into a look-up table using the algorithm described below.
Description of the method
As before (Equation 1), let the jth n-tuple n j be de ned by a set of locations in pattern space.
Then, for a given pattern vector x = x(1) : : : x(d) we form a projection of this: y j = x(a j1 ) : : : x(a jn )
Denote the kth vector of the cth class as y c jk .
Continuous n-tuple recognition algorithm Classi es pattern x in input array into class c 2 C Step 1: Initialise Recognition Vector r is a jCj-dimensional vector of real numbers For each class c 2 C Set r c = 0:0
Step 2: Sum distances over all projected vectors for x each class Table 3 : Algorithm for performing pattern classi cation with the continuous ntuple classi er
The \training algorithm" is simply to extract and store all these vectors from the set of training images.
There are many possible strategies for performing recognition given these extracted vectors. The algorithm proposed here is in Table 3 .
For the jth projected vector, we nd the closest (under distance metric D) stored vector for each class. We then sum (over all j) the distances (again, as measured by D) for each class c, and assign class membership to the class with the minimum total.
In the experiments reported below we choose a Manhattan (city-block) distance metric:
D(x; y) = X i jx i ? y i j (5) i.e. the sum of the absolute di erences along each dimension of the vector. Experiments were also made using an unweighted Euclidean distance metric, but with signi cantly poorer results.
Compiling continuous n-tuple classi ers
The advantages of the continuous n-tuple method are twofold: rstly, it directly incorporates a useful distance metric, and therefore o ers better generalisation than the basic n-tuple method; secondly, it allows us to deal directly with continuous or multi-level input spaces. There is no sacri ce in training speed (training speed should theoretically improve slightly, but this was not measurable in practice).
However, recognition time given a naive implementation of the algorithm is signi cantly poorer, and gets worse as more example patterns are stored. One solution to this that may be practical, is to perform some quantisation of the input space, and pre-compile the minimum-distances to each stored class vector for each n-tuple, from each possible address location. In this way, we get exactly the same recognition speed as the conventional n-tuple classi er, with something Algorithm to transform continuous n-tuple into standard n-tuple system transforms set of vectors y Table 4 : Algorithm for mapping a continuous n-tuple classi er into a standard n-tuple classi er close to the recognition accuracy of the continuous n-tuple classi er. The only sacri ce now is training time; we have to step through all possible addresses in the address space of each n-tuple to set up the distance values for those addresses, and this must be repeated for each n-tuple and each class. For the face recognition problem described below, this is perfectly practical, and this is likely to be the case for many other applications.
Combining continuous n-tuple systems with the syntactic neural network rapid retrieval system
There may be cases that the number of quantisation levels on the input space needed to retain the required accuracy make the address-space for each n-tuple too large. In such cases, a useful alternative would be to use the rapid retrieval method of the author 3], based on the lazy evaluation of a syntactic neural network (SNN). This would still require that each continuous input is quantised, but allows for a ner quantisation to be used than would otherwise be possible. Furthermore, the rapid retrieval method has the property that for some cases, retrieval time actually gets faster as more vectors are stored in it. It also guarantees best-rst retrieval of the stored vectors, given some input vector to search for. Hence, the combination of the continuous n-tuple classi er with rapid retrieval lookup o ers the possibility of searching massive databases of faces extremely rapidly, and in a way that could actually get faster as more faces are entered into the database! This method has the property that for small di erences in the arithmetic values of the attributes, the hamming distance between the bit strings is equal to the arithmetic di erence. For larger values of the arithmetic distance, the hamming distance is guaranteed to be above a certain threshold. However, where practical, the continuous n-tuple method described in this paper should be preferable, since it incorporates the exact arithmetic distance between attributes.
The continuous n-tuple method clearly has a close relationship with nearest neighbour classi ers. In fact, each n-tuple acts as a kind of distance-weighted nearest neighbour classi er for that subset of the input space. However, due to the fact that each n-tuple is a tiny projection of the original pattern (and indeed, typically only about 20% in total of the original pattern space needs to be sampled for optimum performance), the continuous n-tuple method is much more e cient.
It also tends to perform more accurately. Note that if we use parameters of n = d (in this case, d = 92 112 = 10304) and m=1, then the continuous n-tuple method exactly implements a 1-nearest-neighbour classi er.
Probabilistic interpretations of n-tuple systems have also been used 6, 7, 8], but these are only likely to improve performance over the standard n-tuple method when there is a large quantity of training data available.
The continuous n-tuple method also shares some similarity at the architectural level with the single-layer look-up perceptron of Tattersall et al 9], though they di er in the way the class outputs are calculated, and in the training methods used to con gure the contents of the look-up tables (RAMs).
Face Recognition Results
The continuous n-tuple classi er was tested on the Olivetti Research Laboratory (ORL) database, available from http://www.orl.co.uk/facedatabase.html. The database consists of four hundred images: ten each from forty people. Each image is 92 112 pixels, with the face lling most of the image, or in same cases being cropped to t the image. The images show considerable variation in expression and angle to the camera, and some variation in the size of the face as it appears in the image. For the subjects who wear glasses, there are in some cases images with and without glasses.
The database has been widely used by other researchers, as summarised below, which makes it a useful benchmark.
Recognition Accuracy and Speed
To measure the accuracy of the method, a number of experiments were made using the continuous n-tuple, the standard n-tuple and the nearest neighbour method. Each of these results reported in the table is the mean of 5 experiments. For each experiment the set of images was randomly partitioned into disjoint training and test sets, with 5 images of each person used for training and the remaining 5 for testing. Experiments were made with di erent values of n and m, but the best performance was found with n = 4 and m = 500, both for the continuous and the standard n-tuple methods, and these are the results quoted in Table 5 . <0.5s
METHOD
Top-down HMM 13.0 n/a n/a Pseudo-2d HMM 5.0 n/a 240s Eigenface 10.0 n/a n/a n-tuple 14.0 0.9s 0.025s cont n-tuple 2.7 0.9s 0.33s cont n-tuple 4.2 30min 0.025s 1-nearest-neighbour 3.7 0s 1s The continuous n-tuple method also works reasonably well for smaller values of n and m { for example with n = 3 and m = 200 the continuous n-tuple has a mean error rate of 4.8%. Note that conventional n-tuple methods are extremely simple to implement in hardware, and this simplicity holds for the continuous n-tuple method, providing that the continuous system can be compiled into conventional ntuple look-up tables. In the table the results quoted for \cont n-tuple " are for the compiled version on the continuous n-tuple system, using 8 levels of quantisation. This still achieves a respectable 4.2% error rate, while retaining the recognition speed of the conventional n-tuple method, though the memory requirements are greater, with an address space for each class of 8 4 500 = 2048000. Table 5 shows the performance of several di erent approaches on the ORL database. The probabilistic decision-based neural net (PDBNN) results are taken from Lin and Kung 10]. Self-organising map combined with convolutional neural net (SOM+CN) results, together with the results of Eigenface, Top-down HMM and Pseudo-2d HMM are taken from Lawrence et al 11] and Samaria and Harter 12] . The humble nearest neighbour classi er actually performs surprisingly well. This is based on a city-block distance; a Euclidean distance version performs signi cantly worse. The question of the statistical signi cance of these di erence arises, and it will be interesting to explore this further, but from the results gained so far, the continuous n-tuple system appears to be at the very least competitive with the best of the other methods.
The timing results in Table 5 should be treated with some caution since the di erent methods have been implemented by di erent people and on di erent platforms. The timings for the various n-tuple classi er and the nearest-neighbour method are based on a Java implementation running on a 200 MHz Pentium PC.
Variation of error rate with number of training samples
An investigation was made into how the test-set error-rate varied for the continuous and the standard n-tuple classi er with respect to the number of samples used for training. In order to speed things up, values of n = 3 and m = 200 were used.
The results are shown in Figure 2 . Again, each point on the graph is the mean of ve experiments, each experiment based on a di erent random partition of the data. for example, but allows the experiments to be run more quickly, and exhibits the same trend. Each point on the graph represents the mean of 5 experiments, with error bars plus/minus 1 standard deviation from the mean. Each experiment used a di erent random partition of the data set, and a di erent set of randomly chosen n-tuples.
Conclusions
A new n-tuple classi cation method has been described, called the continuous n-tuple classi er. Results on the ORL face database indicate that this method is extremely competitive with other approaches, in terms of accuracy, training time and recognition time. Furthermore, the system is conceptually simple and straightforward to implement either in hardware or software.
