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IZ-SE QUE UMA teoria dedutiva é consistente se não possuir teoremas
contraditórios, um dos quais, a negação do outro. Caso contrário,
a teoria diz-se inconsistente (ou contraditória). Uma teoria chama-
se trivial se todas as fórmulas (ou sentenças) de sua linguagem forem nela
demonstráveis; em hipótese contrária, diz-se não-trivial.
Analogamente, a definição aplica-se a sistemas de proposições, siste-
mas de informações etc. (levando-se em conta, naturalmente, o conjunto
das suas conseqüências).
Se a lógica subjacente a uma teoria T é a lógica clássica ou alguma de
suas extensões, T é inconsistente se e somente se for trivial. Logo, se quiser-
mos erigir teorias ou sistemas de informação inconsistentes mas não-tri-
viais, temos de recorrer a um tipo novo de lógica.
Lógica paraconsistente é uma lógica que pode servir de base para teo-
rias inconsistentes e não-triviais. Encontrou várias aplicações em Inteligên-
cia Artificial (IA), programação lógica etc., mostrando-se de significado bá-
sico para a ciência da computação.
Neste artigo tratamos de algumas aplicações significativas obtidas re-
centemente em ciência da computação e IA: ParaLog – uma linguagem de
programação paraconsistente, sistemas multiagentes, representação de co-
nhecimento (frames), uma nova arquitetura para ciência de computação
baseada em lógica paraconsistente anotada e implementação de circuitos
eletrônicos paraconsistentes.
Programação lógica paraconsistente
Inconsistências surgem naturalmente na descrição do mundo real. Isto
ocorre em vários contextos. Não obstante, seres humanos são capazes de
raciocinar adequadamente. A automatização de tais raciocínios requer o
desenvolvimento de teorias formais apropriadas.
O emprego de sistemas lógicos que permitem a manipulação de infor-
mações inconsistentes é uma área de importância crescente em ciência de
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computação, teoria de bancos de dados e IA. Por exemplo, se um engenhei-
ro de conhecimento está projetando uma base de conhecimento BC, relaci-
onado a um certo domínio D, ele pode consultar n especialistas desse domí-
nio. Para cada especialista consultado ej , 1 ≤ j ≤ n, ele obterá alguma infor-
mação e a representará em certa lógica como um conjunto de sentenças
BCj ,  para 1 ≤ j ≤ n. Um modo simples de se combinar o conhecimento
resultante de todos os peritos em um único sistemas de conhecimento, BC,
é unir os conjuntos obtidos BCj :
BC = ∪
   BCj
Certas bases BCj 1 e BCj 2 , porém, podem conter conseqüências con-
traditórias - p e ¬p (negação de p). Então, BC é inconsistente. A base de
conhecimentos BC, entretanto, não é um conjunto inútil de informações.
Com efeito, certos subconjuntos de BCj i
 podem ser consistentes e expres-
sar informações importantes. Tais informações não podem ser desconsi-
deradas.
A discordância entre especialistas em um determinado domínio pode
ser significativa. Por exemplo, se o médico M1 conclui que o paciente X
sofre de um câncer fatal, enquanto o médico M2 conclui que aquele mesmo
paciente sofre de tumor, mas benigno, provavelmente o paciente quererá
saber mais sobre tal discordância. Essa discordância é fundamental porque
pode conduzir o paciente X a tomar decisões apropriadas: obter a opinião
de um terceiro médico, por exemplo.
Este último caso evidencia que não é aconselhável achar modos para
excluir determinadas fórmulas como causando inconsistências em BC, pois
muitas vezes podem ser removidas informações importantes. Em tais casos,
a existência de inconsistências é relevante.
Embora a inconsistência seja um fenômeno de importância crescente
em programação em certos ambientes – especialmente nos que possuem
certo grau de distribuição – ela não pode ser manipulada, pelo menos dire-
tamente, por meio da lógica clássica na qual estão baseadas a maioria das
linguagens de programação. Assim, temos de recorrer a lógicas alternativas
da clássica; torna-se então necessária a procura de linguagens de programa-
ção baseadas em tais lógicas.
Em Ávila & Abe (1999b) e Ávila et al. (1997b e c; 1998a e b) foi
proposta uma variação da linguagem de programação Prolog, a saber,
n
j=1
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ParaLog, que permite tratar da inconsistência diretamente. Esta implemen-
tação foi feita independentemente dos resultados de Subrahmanian e cola-
boradores (Blair & Subrahmanian, 1988; Subrahmanian, 1987).
Assim, a lógica paraconsistente, apesar de ter sido desenvolvida ini-
cialmente de um ponto de vista puramente teórico, encontrou em recentes
anos aplicações extremamente férteis em ciência de computação, eviden-
ciando sua fecundidade dos prismas prático e tecnológico.
Sistema multimodal paraconsistente
Sistema multiagente constitui um tópico importante em IA. O uso de
sistemas modais para modelar conhecimento e crença foi amplamente con-
siderado em IA. Parece-nos que o primeiro a considerar conhecimento e
crença com relação a máquinas foi McCarthy (1979). Subseqüentemente,
Rosenchein (1985), Parikh & Ramamujam (1985), Rosenschein & Kaelbling
(1986), Fischer & Inmerman (1986), Halpern & Fagin (1989), Halpern &
Moses (1990), entre outros, abordaram o conhecimento em sistemas multia-
gentes, além de outros enfoques.
As idéias essenciais que subjazem aos sistemas propostos por Halpern
& Fagin (1989), Halpern & Moses (1990) e colaboradores podem ser resu-
midos como se segue:
i
A pode ser lido: o agente i sabe A, i = 1, ..., n.
Também se definem conhecimento comum e conhecimento distribuído
em termos de operadores modais adicionais:
G
 (todos do grupo G sabem),
       (é conhecimento comum entre agentes em G), e
 
    (é conhecimento distribuído entre agentes em G) para todo
subconjunto não-vazio G de {1, ..., n}.
Então, tais operadores são estudados formalmente.
Não obstante, a maioria das propostas existentes usam extensões da
lógica clássica ou pelo menos parte dela, mantendo tanto quanto possível
características fundamentais dessa lógica. Quando se levam em conta ques-
tões de omnisciência lógica, um conceito pertinente que aparece é o de
contradição. Alguns autores consideraram este problema em detalhe, entre
eles Cresswell (1970, 1972, 1973).
D
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Outros autores têm mostrado como propriedades diferentes de co-
nhecimento podem ser capturadas impondo-se certas condições às semân-
ticas que permitem tais contradições (veja-se Wansing, 1990; Lipman, 1992a,
b e 1994).
A vantagem de se admitir paraconsistência e paracompleteza no siste-
ma fica evidente se observamos que alguns agentes podem efetivamente
mentir de fato ou podem ignorar certas proposições: um agente pode de-
clarar A e ¬A ou que A e ¬A não ocorrem.
Abe et al. (1998) e Abe & Akama (1999) apresentaram uma classe de
lógicas paraconsistentes multimodais que também são, em geral, paracom-
pletas e não-aléticas. Tais sistemas podem se constituir, por exemplo, em
candidatos para se modelar conhecimento paraconsistente (consultar tam-
bém Abe, 1994a).
Arquitetura paraconsistente – Paranet
Em Prado (1996), Prado et al. (1997) e Prado & Abe (1995) foram
descritos especificação e protótipo de uma arquitetura paraconsistente
embasada nas lógicas paraconsistentes anotadas que integra vários sistemas
de computação – planejador, bancos de dados, sistemas de visão etc. de
uma célula de manufaturação. Ao longo deste tópico, tais sistemas serão
chamados agentes.
Em domínios de aplicação, como controle de robôs e células de
manufaturação flexíveis, a complexidade da tarefa de controle aumenta pro-
porcionalmente ao aumento e à variedade de informações, estímulos que
vêm do mundo externo ao sistema.
Para se lidar com tal complexidade e para que o método usado seja
adequado a essas novas situações dentro do tempo imposto pelo domínio
de aplicação, a tarefa de controle não deveria ser centralizada. Tal
descentralização, porém, não é fácil de se implementar: paradoxalmente,
pode conduzir a um aumento no tempo para a exigência de se resolver o
problema, pois pode interferir com a coerência do processo de resolução.
Para evitar esse fenômeno, a arquitetura especifica:
• como cada agente vai usar seu conhecimento, planos, metas e habili-
dades no processo de resolução;
• como cada agente vai se comportar quando se enfrentar com informa-
ções imprecisas e incompatíveis (inconsistentes);
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• como, e quando, cada agente vai passar para os outros agentes seus
planos, metas, habilidades e crenças;
• como cada agente vai representar a informação recebida dos outros
agentes e suas crenças nas informações.
Finalmente, a arquitetura proposta tanto engloba os sistemas de com-
putação existentes, quanto estende tais sistemas aos mecanismos de coope-
ração, coordenação e manipulação de inconsistência, reduzindo o esforço
necessário para se integrar os mesmos.
Unindo conceitos e técnicas de IA distribuída e lógica paraconsistente
anotada, a arquitetura proposta Paranet também permite a agentes traba-
lharem em cooperação, ainda que na presença de dados e resultados incom-
patíveis, para alcançar propósito comum ou metas interativas distintas.
Em sistemas de IA distribuída, os agentes são os componentes de
uma rede, e cada um deles possui apenas a sua própria percepção local do
problema a ser resolvido. Em um processamento distribuído tradicional,
uma intensa troca de mensagem entre os nós da cadeia é necessária, para
provê-los com a informação imprescindível para o processo e controle local
de cada nó. Essa intensa comunicação resulta no desempenho do sistema
inteiro, e em alto nível de sincronismo no processo dos agentes.
Uma possível maneira para se reduzir a taxa de comunicação e sincro-
nização entre agentes é lhes permitir a produção de resultados parciais, in-
completos ou incorretos. Ou, até mesmo, resultados inconsistentes e/ou
paracompletos, em comparação com os resultados parciais produzidos por
outros agentes.
Esse tipo de processamento requer solução de arquitetura, que per-
mite a cooperação entre agentes de tal modo que os resultados parciais de
cada um deles podem ser revisados e relacionados com as informações ob-
tidas durante a interação com os outros agentes.
Durante as últimas duas décadas, algumas arquiteturas de IA distri-
buída foram propostas nos campos mais diversos, variando de sinais de
integração a aplicações industriais. Tais arquiteturas, porém, não tratam do
conceito de inconsistência. Na maioria delas, somente os dados mais recen-
tes são considerados durante o processo de resolução. Os dados mais anti-
gos (indiferentemente de sua origem) que podem conduzir a inconsistên-
cias não são levados em conta. Apesar de sua importância, a idéia de incon-
sistência é tema ao qual a IA distribuída não deu a atenção devida.
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A inconsistência e/ou a paracompleteza não podem ser tratadas di-
retamente por meio da lógica clássica. Então, para se manipular inconsistên-
cias e paracompletezas diretamente, deve-se empregar lógicas distintas da
clássica. O Paranet foi edificado com base na lógica paraconsistente anotada
com a finalidade de lidar com as inconsistências e paracompletezas nos sis-
temas de planejamento.
Para tornar exeqüível o uso de tal lógica em domínios de aplicação
complexos (intensa informação introduz tempo crítico de resposta do agen-
te), como na manufaturação de células, tornou-se necessário estender e re-
finar as técnicas e conceitos da programação lógica paraconsistente e de
base de conhecimento de amálgama.
Representação de conhecimento paraconsistente por frames
Boas soluções para determinados problemas em ciência da computa-
ção muitas vezes dependem de uma boa representação. A escolha da repre-
sentação de conhecimento é, para a maioria das aplicações em IA, até mes-
mo a mais difícil, além de o critério para essa escolha não ser ainda claro.
Embora não exista consenso geral algum do que seja representação
de conhecimento, muitos esquemas foram propostos para representar e ar-
mazenar conhecimento. Muitos de tais esquemas têm sido utilizados de
modo profícuo como fundamento para a implementação de alguns sistemas
existentes. Todavia, há várias características do conhecimento que não são
ainda bem entendidas, como paracompletezas e inconsistências. Até que
haja melhor compreensão de tais características, a representação de conhe-
cimento permanecerá como um campo aberto de estudo em IA.
Há vários esquemas para se representar conhecimento. Dois deles,
que capturam melhor o conhecimento relativo a objetos e as suas proprie-
dades, são as cadeias semânticas e frames.
O primeiro desses esquemas, as cadeias semânticas, originou-se na
psicologia como resultado da modelagem de sistemas para a memória
associativa humana. Mais recentemente, vários investigadores de ciência da
computação estenderam o conceito original de cadeias semânticas para faci-
litar a manipulação de objetos mais complexos e suas relações. Basicamente,
uma cadeia semântica é um grafo no qual os nós representam objetos (ou
uma classe), e os vínculos mostram uma relação, geralmente binária, entre
objetos ou classes conectadas pelo vínculo. Os nós podem ser de dois tipos:
individuais ou genéricos. Os primeiros representam descrições ou afirma-
ções relativas a uma instância individual de um objeto, enquanto os segun-
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dos são relacionados a uma classe ou categoria de objetos. As classes são
pré-ordenadas em uma taxonomia, e há vínculos que representam relações
binárias especiais como isa – é um (do inglês is a) – e ako – um tipo de (do
inglês a kind of). O primeiro tipo de vínculo conecta um nó individual a um
nó genérico e identifica um indivíduo como pertencendo a certa classe. O
segundo une dois nós genéricos entre eles e mostra que determinada classe
é subdivisão de outra classe.
A segunda representação de conhecimento – frames – ficou popular
nos anos 70 devido ao aparecimento da teoria dos frames, que surgiu ini-
cialmente como resultado de um artigo escrito por M. Minsky. Um sistema
de frames, como formulado por Minsky, consiste em coleção de frames ar-
ticulada em uma cadeia semântica. Na ocasião, o uso de frames foi reco-
mendado como básico para se entender a percepção visual, os diálogos em
linguagem natural e outros conceitos complexos. O desenvolvimento de
linguagens por frames era em parte destinada à implementação de sistemas
de IA baseados em estruturas de frames.
Sistemas baseados em cadeias semânticas e sistemas baseados em frames
podem ser considerados semelhantes com respeito às suas estruturas, mas
diferem no que representam. Quer dizer, enquanto cadeias semânticas re-
presentam objetos simples, um sistema de frames pode representar objetos
complexos.
Não obstante, há grandes lacunas entre o conhecimento representado
via sistema baseado em frames e o conhecimento do mundo real. Como
dissemos, a maioria desses sistemas não trata adequadamente conceitos como
exceção e inconsistência.
Frame é uma representação de um objeto complexo. Ele é identificado
por um nome e consiste em conjunto de slots. Cada frame possui ao menos
um frame hierarquicamente superior e, portanto, constitui uma base com
mecanismo de herança. Um frame especial é a raiz desta hierarquia de herança.
A hierarquia de herança é conseqüência da noção clássica de hierar-
quia taxonômica, modo de se organizar conhecimento. A hierarquia taxo-
nômica é justamente o começo do raciocínio por herança. Investigadores
em IA juntaram ferramentas para representar propriedades de classe, exce-
ções para propriedades herdadas, superclasses múltiplas e conceitos estru-
turados com relações específicas sobre os elementos estruturais. Mais que
isso, o raciocínio por herança conduz naturalmente a raciocínio default e
raciocínio não-monotônico e pode ser usado para se raciocinar sobre protó-
tipos e instâncias típicas de classes de sistemas de herança.
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Os dois tipos principais de sistemas de herança existentes são os que
não admitem exceções a propriedades herdadas, e os que admitem exceções
a propriedades herdadas. É fácil descrever a semântica do primeiro tipo de
herança em lógica de primeira ordem, na qual os frames podem ser inter-
pretados como predicados unários, e os slots, como predicados binários. A
descrição da semântica do segundo tipo de sistema de herança em lógica de
primeira ordem é muito mais difícil, porquanto exceções introduzem não-
monotonicidade.
Desde finais da década de 70, surgiram vários formalismos não-
monotônicos. Entre os amplamente divulgados estão os seguintes: predicado
de conclusão de Clark, a lógica do default de Reiter, a lógica não-monotônica
de Doyle & McDermott, a circunscrição de McCarty, a lógica não-mono-
tônica de McDermott e a lógica autoepistêmica de Moore. Porém, nenhum
destes formalismos trata adequadamente os conceitos de inconsistência e
paracompleteza.
Para se poder estudar as inconsistências diretamente, como já aponta-
mos, necessitamos recorrer a lógicas alternativas, isto é, novas linguagens
de programação baseadas em tais lógicas.
A variação da linguagem de programação Prolog baseada nas lógicas
anotadas foi edificada e permite lidar diretamente com inconsistência e
paracompleteza. A linguagem de programação proposta denominou-se
paraconsistente – ParaLog.
Para se implementar sistemas de frames que lidam com inconsistên-
cia, teve de ser levada em conta a dificuldade causada pela falta de uma
semântica formal para sistemas de frames paraconsistentes e para raciocínios
por herança que lidam com inconsistências e sistemas de frames de múltipla
herança.
Em Ávila (1996), Ávila & Abe (1999a) e Ávila et al. (1997a) encon-
tram-se as características principais de um raciocinador de herança paracon-
sistente que permite lidar diretamente com exceções e inconsistências em
sistemas de frames de múltipla herança. O raciocinador de herança paraconsis-
tente representa conhecimento por meio de frames paraconsistentes e de-
duz com base no grau de inconsistência e/ou indeterminação. Este racio-
cinador, de grande amplitude de aplicação, também permite englobar he-
ranças menos complexas. Além disso, sua característica principal é não eli-
minar contradições ab initio.
ESTUDOS AVANÇADOS 14 (39), 2000 169
Lógica paraconsistente e inferência não-monotônica
Há vários sistemas inteligentes, incluindo os sistemas não-monotônicos.
Cada sistema possui semânticas convenientes e diversas em geral. Usual-
mente, mais de dois raciocínios não-monotônicos são necessários em siste-
mas complexos inteligentes. É desejável ter-se uma semântica comum para
tais raciocínios não-monotônicos. Elaborou-se uma semântica comum para
os raciocínios não-monotônicos através das lógicas anotadas e programação
lógica anotada, por exemplo em Nakamatsu et al. (1998, 1999a e b;
Nakamatsu & Abe, 1999).
Circuitos eletrônicos paraconsistentes
Em Abe & Silva Filho (1998), Silva Filho (1997) e Silva Filho et al.
(1997) descrevem-se circuitos elétricos digitais (portas lógicas complemento,
conjunção e disjunção) inspirados em uma classe de lógicas paraconsistentes
anotadas P τ. Esses circuitos permitem sinais incompatíveis de maneira não-
trivial em sua estrutura.
Os circuitos propostos consistem de seis estados; devido à existência
de operadores literais para cada um deles, a lógica subjacente é funcional-
mente completa; é multivalorada e paraconsistente (pelo menos semantica-
mente). As simulações foram feitas usando o software Aimspice 15.a numa
freqüência típica de 50 MHz. Os layouts das portas foram implementados
para um processo de fabricação ES2 de 1.2 µm e, também, projetado um
módulo de analisador paraconsistente (MAP) (Silva Filho, 1997) combi-
nando vários circuitos paraconsistentes, que têm como atrativo especial tra-
tar sinais incompatíveis e dar-lhes tratamento não-trivial.
Ao que nos consta, tais resultados parecem pioneiros na área de cir-
cuitos elétricos e, por intermédio do conceito de paraconsistência, estão se
abrindo inumeráveis rotas de pesquisa na teoria de circuitos eletrônicos. Os
estudos iniciais parecem ser de grande envergadura: ampliam o âmbito de
aplicações nas quais sinais contraditórios são comuns, como em circuitos de
sensores em robótica, circuitos de automação em indústria e em muitos
outros campos. Em Silva Filho & Abe (1999a e b) estuda-se o controlador
lógico Para-Fuzzy, que une características da lógica fuzzy e da lógica anota-
da paraconsistente, ou seja o Para-Fuzzy faz tratamento de conceitos difusos
ou contraditórios e paracompletos, prenunciando aplicações extremamente
fecundas em robótica. Um controlador lógico que trata de inconsistências é
descrito em Silva Filho & Abe (1999c).
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Conclusão
Como decorre da exposição precedente, as aplicações dos sistemas
paraconsistentes estão sendo assaz frutíferas em muitos aspectos. Hoje, a
paraconsistência converteu-se em uma área de pesquisa das mais interessan-
tes em ciência da computação, robótica, IA e informática em geral, abrin-
do-se uma nova era no tocante às aplicações de lógicas não-clássicas nas
ciências aplicadas.
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