In this paper, we empirically analyse the determinants of FDI ownership into developing countries. We do this by using firm-level data obtained from the Enterprise Surveys data of the World Bank and country level data from various sources. Using a multi-level logit model, we analyse how institutional and structural variables at both firm and country levels impact inward FDI. In our view, there is a gap between analysis at the country level studies and firm level studies on inward FDI. In this paper, we fill the gap by doing a multi-level regression analysis, taking into account both firm variables and country characteristics to explain inward FDI ownership. We find that firm structural characteristics and obstacles they face most affect inward FDI. While some macroeconomic variables such as GDP per capita, inflation and openness have a significant influence, other variables that measure institutional quality of a country do not have any statistically significant influence on FDI inflow.
Introduction
The influence of firm idiosyncratic characteristics on their decision to enter foreign markets has been dealt with in much detail in both theoretical and empirical literature. There is a host of empirical studies that analyse firm level determinants of FDI decisions as well as their modes of entry. Most often, these studies analyse firm specific advantages such as technological intensity, innovation capacity, product and process differentiation from domestic firms, capital intensity, R&D activities, advertising (marketing and distribution skills) etc. to explain the entry of Multinational Enterprises (MNE's) into host countries (Blonigen 2005, Lee and Rugman 2012) . The above mentioned variables describe the advantages that certain firms tend to have over others. When analysing why some countries are better able to attract more FDI than others, studies look at the prevailing macroeconomic situation in the country, as well as how conducive the institutional set up is, for entering and doing business in that country. Exchange rate fluctuations, inflation variation, the availability or the lack of skilled labour and unskilled labour at lower wages, tax rates on corporate profits, etc. are among some of the aspects that are considered under the macroeconomic stability of host countries that influence MNE entry decisions. A second set of factors that are considered are the bureaucratic, judicial and the political situation of a country. A country with a weak legal protection of property rights is unlikely to attract MNE, considering the high risk of appropriation that would prevail. An excessive amount of bureaucratic hurdles will also discourage new entrants, since it would increase the cost of setting up a business. These costs are further hiked if the bureaucracy is coupled with higher levels of corruption. Thus the institutional quality of a country and its credibility are often are taken as important considerations for an MNE to enter a new market (Naude and Krugell 2007 , Sharma and Bandara 2010 , Seyoum 2009 , 2011 . Rule of law, democracy, low levels of corruption and flexible labour institutions are all said to be important country characteristics that most attract FDI inflows (Stein and Daude 2002 , Daude and Stein 2007 , Delbecque et al.2008 , Pajunen 2008 . The historical and current institutional set up of a country also influences its view on adopting foreign investment friendly policies. For example, while post-colonial Brazil welcomed and encouraged FDI to play an important role in its industrialisation and development, a newly independent India restricted entry of foreign capital and preferred to look inwards, rather than looking towards FDI related growth and development policies, due to the differences in the colonial institutions of the two countries. (Baer and Sirohi 2013) . The impact of the quality of institutions on MNE decisions seems arguably simple and quite straight forward, but there is no clear consensus on how much and how relevant institutional quality actually impedes FDI inflows. Studies such as Wei (2000) , Daude and Stein (2007) , Dollar et al. (2005 Dollar et al. ( , 2006 and Kinda (2010) conclude that a weak institutional set up discourages FDI inflows into countries. On the other hand, studies such as Wheeler and Mody (1992) , Singh and Jun (1995) do not find any significant evidence to conclude the same. Dunning (1988 Dunning ( , 2001 along with other studies (Rugman 1980 (Rugman , 1981 has emphasised that MNE's have firm-specific advantages that go hand-in-hand with host country conditions in encouraging FDI. FDI decisions are neither made solely based on firm characteristics, nor are they based entirely on host country conduciveness for business. Both these levels, independently and interactively form a certain environment that firms decide to take advantage of. In order to get a better understanding on what drives FDI inflows into countries, we need to analyse these hierarchical interactions in a more through fashion. Econometric studies that analyse what drives FDI inflows have either studied firm-level characteristics or have studied host country characteristics. To account for country level characteristics, these studies often used country dummies. In their paper "What matters to African firms?" Gleb et al. (2007) use the Enterprise Surveys to do a firm level analysis on firm perceptions of constraints as a function of firm characteristics, using sector and country fixed effects. They find that the constraints reported by firms strongly reflect country characteristics and their levels of income. Kinda (2010) analyses the impact of infrastructure problems using firm level data and country fixed effects to find that they strongly discourage FDI inflows. Smarzynska and Wei (2000) use firm-level data and test if corruption in host countries has an impact on inward US FDI. They find that it does indeed discourage US firms from investing in countries with a higher level of corruption. Kaufmann and Wei (1999) using data from firm-level surveys, find that firms that bribe more, face more bureaucracy rather than less. Some country level studies that analyse the determinants of FDI include: Al-Sadig (2009) who uses country level panel data to estimate the effects of corruption on the location of FDI using fixed effects to control for country specific effects on corruption. He finds that controlling for institutional quality, the level of corruption in the country does not have a strong impact in reducing FDI inflows. Anghel (2005) analyses the effects of institutions on FDI inflows using cross-section data. They find that poor institutional quality significantly affects FDI inflows. Wernick et al. (2009) also find that FDI inflows into emerging and developing nations are dependent on strong institutions and business friendly macroeconomic policies and in turn influence economic growth. Seyoum (2009) also analyses the impact of the quality of formal institutions in a country on inward FDI. He finds that they strongly influence inward FDI. Seyoum (2011) finds that the existing informal institutions in countries also have an indirect effect on attracting/ discouraging inward FDI. Aristotelous and Fountas (1996) use pooled country level data to analyse macroeconomic determinants of FDI inflows into EU. They find that market size, and real exchange rate and tariff have a significant effect on inward FDI. Walsh and Yu (2010) use a GMM dynamic estimation on aggregate FDI inflows into developing countries as dependent on various macroeconomic, developmental and institutional variables. They find that inward FDI into the primary sectors are not as much affected by the various determinants, as are the secondary and tertiary sectors. Very often, there is a tendency to extrapolate results found at the micro-level to a macro-level (Meentemeyer 1989 ). Results of macro-level or micro-level studies that study the various determinants of FDI tend to generalise their results across the hierarchical levels. For example Busse and Hefeker (2007) perform a cross-country analysis and find that the stability of governments and their democratic accountability, the presence of religious tensions, corruption and excessive bureaucracy, among others impact (total) inward FDI volumes. They conclude that "political risk and institutional indicators matter the most when multinational corporations confront decisions about where to invest in developing countries". While aggregated FDI flows are at a macro level, firm decisions are much more micro-level phenomena, that are influenced by other micro-level as well as macro-level variables. In order to see if indeed such generalisations could be made, we perform a multi-level analysis that takes into account determinants of FDI at both the macro-level and the micro-level, and the inter and intra level interactions. Farla (2014) uses a multilevel model estimate the impact of foreign equity ownership and institutional quality on a firm's investment decisions. The author finds that firms with 100% foreign equity do not invest in fixed capital, and also that macroeconomic and institutional variables do not influence firm level decisions. The aim of this paper is to empirically analyse these multilevel interactions between firm-level advantages and host country characteristics that determine the amount of inward FDI in countries using multilevel model. In order to do this, we use the firm-level data from the Enterprise Surveys, which survey numerous developing countries, along with some macro-level variables collected from various sources, explained later in the paper. We specify a multilevel logit model to identify those firm-characteristics and host-country characteristics that raise the probability of inward FDI. The main results show that while firm-level perceptions of infrastructure and financial constraints affect FDI decisions, institutional quality measured at the country level does not have any significant impact on the same. The rest of the paper is organised as follows. Section 2 describes the data used. Section 3 outlines the empirical methodology. Section 4 presents the results and the last section concludes the paper.
Data

Micro data
The analysis is based on the Enterprise Surveys data, collected and standardised in various developing countries over the years 2006-2011 by the World Bank. This comprehensive data set provides us a rich source of information on firm characteristics such as their size, ownership structure, firm perceptions of obstacles they face, such as corruption, telecommunications, electricity etc., as well as their sales and other production and finance variables. Compiled using country surveys during the period of 2006-2011, these data are a stratified random sample based on firm size, region and sector they belong to. The dataset analyses 103 developing countries, with 20 countries surveyed twice during the time period 2006-2011. After omitting observations that have missing or incomplete data, we have 43,403 firms, of which about 5,010 firms have some level of FDI. Our dependent variable for this analysis is foreign ownership (FDI) variable with a value of 1 if a firm has FDI and 0 otherwise. Approximately 12-13 percent of the firms surveyed had 10-100% of foreign ownership. The independent variables of interest include firm structural characteristics and other characteristics. SIZE refers to the size of a firm measured by the number of employees a firm hires. It is a categorical variable ranging from small firms with 0-20 employees, medium firms with 20-99 employees to large firms with 100 or more employees. We take size dummies MEDIUM for (20-99 employees) and LARGE for 100 or more employees, with SMALL being the base. LNAGE accounts for the age of the firm in logs of the number of years a firm has been established at the time of the survey. We construct index variables by performing Principle Component Analysis (PCA). The aim of doing a PCA is to reduce a number of correlated variables to a smaller number of latent variables that explain most of the variance in the data. The survey captures the degrees of obstacles faced by firms, based on their perceptions. PHYSICAL 1 and PHYSICAL 2 are index variables capturing physical infrastructure obstacles faced by firms. These variables include constraints faced by firms with respect to (i) transportation of goods, supplies and inputs, (ii) electricity to current operations, and if they are accessible to clients and suppliers, using (iii) email and (iv) website. Transportation and electricity obstacles are categorical variables that take five values, namely, no major obstacle, minor obstacle, moderate obstacle, major obstacle or very severe obstacle. Email and web are dummy variables that account for firms either using or not using these facilities to communicate with clients and suppliers. They account for the lack of telecommunication infrastructure within a country 4 . In order to keep in line with the way the other obstacles have been defined, we define the email and web dummies such that if firms use email and web they are 0. PHYSICAL 1 captures the lack of internet facilities as a channel of communication between firms and their clients and suppliers, while PHYSICAL 2 captures transportation and electricity obstacles. Together these two components explain 72% of the variance in the data. We expect PHYSICAL 1 and PHYSICAL 2 to have a negative sign. INFRA 1 and INFRA2 are index variables that capture the firm's perception on obstacles to both physical and financial obstacles all taken together. In other words, we perform a PCA using email, web, transportation, electricity and financial access (FINANCIAL). FINANCIAL is a categorical variable that measures how much of an obstacle access to finance is taking five values, namely, no major obstacle, minor obstacle, moderate obstacle, major obstacle or very severe obstacle. We expect obstacles to financial access to have a negative impact on FDI. We do this to see how all obstacles taken together affect the results. We begin the analysis using INFRA 1 and INFRA 2. We then proceed to using PHYSICAL 1, PHYSICAL 2 and FINANCIAL separately to assess their impact on FDI. Table 1a shows the results of the PCA's all index variables. INFRA 1 has a first component which explains 32% of the variance. All the variables in INFRA 1 have high and similar weights, thus representing an overall lack of 4 Of those firms which use emails to communicate with their clients and suppliers only 60 % of them also use a website as well, and of those firms which do not use emails about 3.3 % use a website. SKILL refers to the degree of obstacle firms face due to lack of skilled labour i.e., inadequately educated workforce 5 . This is a categorical variable with the same scale of five values ranging from no obstacle to very severe obstacle. This seems particularly important when we study FDI into developing countries. Although it is likely that foreign firms enter less developed countries for their cheap labour, inadequate education would pose a problem for firms. We therefore expect a negative relationship between SKILL and FDI. AGLOM measures the attractiveness of a sector-region for foreign firms to invest. This is constructed by taking the number of foreign firms present in a given sector in a given region. The Enterprise Surveys classify the region from within a country that the firm belongs to. For example, in Chile firms from the regions of Antofagasta, Bío Bío, Los Lagos, Santiago and Valparaíso are included in the survey. Similarly in Afghanistan firms from six regions, namely Hirat, Jalalabad, Kabul, Kandahar, Mazar and 5 Smaller Cities (Bamyan, Ghazni, Khost, Kunduz, Pul-E-Khumri) taken together are surveyed. AGLOM thus measures the attractiveness of these sector-regions to foreign firms. Table (A) in the Appendix gives the variable descriptions. There are 15 broad sectors under which each firm has been classified in the data. In this chapter we re-classify these into 8 sectors as follows: 1) Textiles, Leather and Garments; 2) Food; 3) Metals and machinery, Auto and Auto parts; 4) Chemicals and Pharmaceuticals; 5) Electronics, Wood and furniture, Non-metallic and plastic materials and Other manufacturing; 6) retail and wholesale trade; 7) Hotels and restaurants and Other services and 8) Construction, transportation etc. The reclassification is done to avoid having too few observations in region-sector averages which will be discussed below.
Macro data
Some countries are able to attract more FDI than others. These cross country differences in FDI inflows come from differences in their macroeconomic and institutional conditions. When considering macroeconomic differences between countries, an obvious first choice is GDP per capita (we use the log of current USD prices taken from the World Bank database (2012)) which we refer to as LGDPPC 6 . As we study FDI inflows into developing countries, we are interested in the impact the general level of development has on the dependent variable. We thus take GDP per capita as an indicator of the level of development of a country. The level of GDP per capita reflects investment opportunities. Asiedu (2002) explains that GDP per capita and the risk of investment are inversely related, implying that the returns have to be increased in order to compensate this higher rate of risk. Since we use mainly developing countries we expect the sign to be negative. TAXRATE refers to the total tax rate as a percentage of commercial profits. This variable is taken from the World Bank database (2012). This tax rate measures the "amount of taxes and mandatory contributions payable by businesses after accounting for allowable deductions and exemptions as a share of commercial profits". Personal income tax, sales taxes, value added taxes and goods and services taxes are excluded. Host countries try to attract FDI by providing various incentives for firms to encourage investments in their economies. One such way of promoting FDI has been to reduce corporate tax rates. Studies such as Hartman (1984 Hartman ( , 1985 find that transfer FDI 7 is not sensitive to tax rates, while Sato (2012) , Bénassy-Quéré et al. (2005) etc., find a significant negative impact of the same on FDI. Devereux and Freeman (1995) on the other hand find that the country context tax influences FDI. Studies like those mentioned above, tend to take country or industry level tax rates to understand firm level decisions (Blonigen 2005) . Host country attractiveness is further enhanced by macroeconomic stability in markets. High inflation tends to increase uncertainty and is assumed to discourage FDI in general. Furthermore this uncertainty limits a firm's price setting plans in the long run (Sato 2012 , Buckley et al.2007 . INFLATION is measured by the growth rate of the GDP deflator, showing the rate of price changes in a year, taken from the World Bank database (2012). We expect a negative relationship between the two. OPENK accounts for openness to trade measured by net exports as a percentage of GDP, taken from the Penn World Table 7 .1 (Heston et al.2012 ). Trade openness measures the level of trade protection of a country. One expects openness to be positively correlated to FDI (Cuadros, Orts & Alguacil 2004, and Alguacil et al.2010) . We use the financial openness indicator (KAOPEN) developed by Chinn and Ito (2008) . KAOPEN measures the "extent and intensity" of capital controls of countries. Adams (2009) and Alfaro et al.(2010) among others argue that when host country financial markets are open, they allow for more efficient movement of foreign capital. Both these measures of openness are expected to have a positive effect on FDI. Additionally we control for LABOURPARTICIPATION, which is the labour participation measured by the proportion of working age population which is economically active (aged 15 years or older). Higher labour participation rates imply more willing workers, and thus a higher labour supply. A higher labour supply leads to wage competition effects that foreign firms then would want to take advantage of. We thus expect a positive relationship between labour participation and FDI inflows. Institutional quality, especially in developing countries is likely to be an important determinant of FDI inflows. Good institutions tend to reduce transaction costs, by eliminating corruption, providing guaranteed property rights, ensuring justice etc. To capture the institutional conditions in a country, we use legal rights and business days. LEGALRIGHTS measures the degree of protection given to lenders and borrowers, given the country's bankruptcy laws. BIZDAYS measures the number of calendar days required to start a business (even if it requires additional costs, the fastest number of days are taken). We expect that a better institutional environment in a country increases its attractiveness as a destination for FDI. We also use the World Governance Indicators (WGI) to account for institutional quality at the country level as an indicator of the country institutional quality. The WGI include Voice and Accountability, Political Stability and Absence of Violence, Government, Regulatory Quality, Rule of Law, Control of Corruption 8 . Since these variables are highly correlated to each other, we do a PCA on the 6 world governance indicators. The first latent component of this PCA explains 79% of the variance. Table 1b shows the weights of each of the six variables in the first Eigen vector. This variable we call WGI. We can see that all the variables have similar weights, contributing almost equally to the scores. 
Empirical Methodology
Our aim in this paper is to determine which characteristics influence if a firm invests in foreign markets or not. We also want to find out if these characteristics are conditional on the host country characteristics, i.e., why is one country able to attract more FDI than another country. A multi-level analysis is required when we know that a hierarchical structure exists in the data. As is apparent, firms are nested within countries and therefore firm-level decisions are usually not independent of country characteristics, be it policy/law related or just dependent on the current macro-economic situation in the country, which is the assumption of single level models (Goldstein 2003 , Goedhuys and Srholec 2010 , Srholec 2010 . We therefore use a multi-level model 9 with firms at level-1 and country characteristics at level-2. This allows us to explain a part of the total variance by country context, with more accurate standard errors. Since our dependent variable is a dummy variable, we have to account for this by using a multi-level logit model:
for firm i and country j, where is the deterministic part of the model and is the random part. Further, ~ N(0, ); and ~ N(0, ). From equation (2) we obtain different average outcomes for each group (country). FDI is the binary dependent variable (that is always at the lowest level, i.e., firms). The level-1 predictors which are firm level variables given by X ij include LNAGE, SIZE (MEDIUM, LARGE), AGLOM, INFRA, PHYSICAL, FINANCIAL, INS and SKILL. Level-2 predictors which are country level variables given by Z j , include LGDPPC, TAXRATE, LABOURPARTICIPATION, INFLATION, OPENK, KAOPEN, LEGALRIGHTS, BIZDAYS and WGI. The reasons for using a multi-level model as opposed to a regular fixed-effects model are also evident. If we use a non-hierarchical model, the statistical significance of level-1 variables is overestimated. Further, the standard errors of level-2 or group level variables will also be affected (Goldstein 2003) . Unlike in the fixed-effects model where the groups are taken into account by taking dummies for each group, a multi-level model allows us to distinguish between observed and unobserved group characteristics (Rabe-Hesketh and Skrondal 2008). Perceptions of firms tend to be endogenous, i.e. identical conditions can be perceived differently by different firms based on their size, ownership etc., (Kinda 2010) . Gleb et al.(2007) find that larger firms tended to complain more about physical infrastructure constraints, whereas smaller firms cited financial obstacles more frequently. In order to overcome this endogeneity (since the data is collected based on the perceptions of firms), infrastructural obstacles are thus are instrumented by sector-region averages of these variables. Based on Dollar et al.(2005) , Aterido et al. (2007) and Kinda (2010) , these sector-region averages tend to be exogenous by default, since only 12% of our firms are FDI firms.
Results
We begin by analysing the firm level determinants of FDI flows. Estimation (1) of Table 2 shows the 'null' or the 'empty' model. This model estimates: where represents the average over country fixed effects, and and are the random effects at the country and firm level respectively. The purpose of this model is to investigate, without specifying any particular variables yet, how much of the FDI inflows can be attributed to the idiosyncratic characteristics of the firms themselves, and how much can be attributed to the country into which these investments flow. The 'random' part of the model, gives us these details. We can calculate the share of each level as a percentage of total variance. The variance partition coefficients (VPC's) measure the proportion of variation that lies at each level. When there are only two levels, the VPC's are the same as the inter class correlation coefficients (ICC's) which explain the correlation of observations within groups (countries), given by . For a two level model the VPC and ICC at the firm level are given by and the country level VPC and ICC are given by where is the firm level variance of and is the variance of . These ICC's allow us to see how much of the variance of FDI decisions can be attributed to country level variables as well as to the sectors.
Estimation (1) gives us an intra-class correlation of ( 0.12) to represent the variance attributed to differences between countries in receiving FDI inflows, i.e., the country context explains about 12% of FDI inflows. Although this is a relatively small part of the variance, it is not negligible and is significant at the 1% level. This implies that there are significant contextual differences between countries. We proceed further by introducing firm level explanatory variables in the remaining estimations of Table 2 . Following Kinda (2010) we first estimate the impact of INFRA on FDI prospects (estimation (2) in Table 2 , and then estimate the impact of PHYSICAL and FINANCIAL infrastructure constraints separately in estimation (3). In Table 2 we do not instrument any of the variables. Estimation (2) shows the results of a fixed effects logit regression. As we can see, all the covariates are highly significant. We find that the age of the firm (LNAGE) has a negative effect, indicating that older firms are less likely to be foreign owned (partly or wholly). SIZE of the firm has a positive impact, meaning that larger firms are more likely to be foreign owned. AGLOM is strongly significant, implying that presence of other firms in the same sector in the region has a positive effect on attracting further FDI. This result is different from what Kinda (2010) finds in all regressions. This could be due to the fact that we use different sector categorisations. Further, INFRA 1 (infrastructure constraints) has a highly significant negative impact, implying that the lack of email and web (internet) infrastructural constraints are not likely to discourage FDI inflows. This could be because firms which do not have email and web do not need it for their operations. While 86% of firms with FDI use email and 60% use websites. However, obstacles of electricity and transportation seem to have an unexpected positive sign. The coefficients on this variable are small (0.06). Among the firms that have FDI, about 24% of them think transportation is a major to severe obstacle and 37% think electricity is a severe obstacle. The positive coefficient on this variable may be interpreted as follows: the lack of infrastructure is dependent upon the level of overall development in a country. The rate of return on investment in countries with a lower level of development could be higher than in those countries. Estimation (3) shows the estimations of a fixed effects logit regression when the obstacles are divided into PHYSICAL (PHYSICAL 1 and PHYSICAL 2) and FINANCIAL infrastructure constraints also show similar effects. Obstacles to both PHYSICAL 1 and FINANCIAL infrastructure have a significantly negative effect on FDI ownership. The coefficient on PHYSICAL 1 shows that the availability of internet resources increases FDI, while the lack of financial access decreases FDI. PHYSICAL 2 again has a small but positive coefficient and is highly significant. To check the robustness of the fixed effects results, we have random effects estimations in (4) and (5), which have results similar to (2) and (3) respectively. The interclass correlations for both the estimations is approximately 20% (ρ=0.20). This is higher than before (in estimation 1) because now a part of the firm-level variance in equation (1) is captured by firm-level variables, and hence the firm-level variance due to unobserved firm-level variables is reduced. However, still the firm-level variance is much higher than country level variance, in turn showing that firm characteristics are more relevant than country characteristics in explaining inward FDI decisions of firms. However, we cannot disregard country effects in explaining FDI, showing that multi-level interactions should indeed be taken into account, while analysing the determinants of FDI. The Hausman test results in our case show that fixed effects models are preferred to random effects models (as is typically the case in cross-country yearly data). Since we want to fit a multi-level model with both firm and country level variables fitting a fixed effects model is not possible. The Enterprise Surveys measure obstacles faced by firms based on their perceptions. When using these subjective measures to account for the investment climate in a country, we are bound to encounter endogeneity issues. Endogeneity arises due to the reason that firms may assess the same investment climate differently, based on their own performance or efficiency. For example, more efficient firms are likely to find a way around obstacles of financial access while those that are not as efficient may face more problems in obtaining finance. Dollar et al. (2005) use sector-region averages as instrument. They reason that these sectorregion averages would allow us to capture the investment climate that is relevant to all firms in a particular sector, located in that particular region. Lall and Mengistae (2005) argue that location decisions of small and medium firms are more or less exogenous and thus this would be a valid instrument. Since our dataset consists mainly of small and medium size firms, we also use the same method of instrumenting. We ensure that there are at least four firms in each sector-region. This way of instrumenting has also been used by Kinda (2010) and Aterido et al. (2007) among others. Using this method of instrumenting for INFRA 1, INFRA 2, PHYSICAL 1, PHYSICAL 2, and FINANCIAL, we estimate the random effects model. Estimations (6) onwards, in Table 3 give the results of the iv-logit estimations.
While the results remain similar in terms of direction and significance the coefficients on INFRA1 and INFRA 2 in estimation (6) are larger. In the case of INFRA 2 it makes a particularly large difference. Similarly, in estimation (7), the coefficients on PHYSICAL 2 when instrumented for, are larger, than in the case of PHYSICAL 1 and FINANCIAL.
We add other firm level variables, namely, INS and SKILL to the firm level explanatory variables (instrumented by their sector-region averages). Estimation (8) and (9) shows these results. We again find that the coefficients on INFRA 2 and PHYSICAL 2 are higher when we take into account the two new variables. INS has an unexpected positive sign but is not significant in the estimations (8) and (9). On the other hand SKILL is highly significant at a 1% level, but has a negative coefficient showing that FDI inflows find lack of education an obstacle. The unexplained variance given by ρ is between 0.2 and 0.19 as in earlier estimations. The LR tests are significant and thus show that a multi-level understanding of the dependent variable is necessary. Table 4 shows the correlations between the explanatory variables. To see if these correlations affect the results we drop INS (in estimation 10) and SKILL (in estimation 11) 10 . We find that the results are robust to these changes. We further check the variance inflation factor and find that it is at an acceptable level 11 . So far we find that all the firm level variables that we include have a significant impact on the dependent variable. Further, we find that the (remaining) variance at the firm level is much larger than the variance at the country-level in explaining FDI inflows. However, we find that the estimated values of ρ indicates a country level dependence of about 0.2 which is consistently significant (as given by the LR tests) and thus indicate the presence of country level effects that cannot be ignored when analysing FDI inflows.
In order to take into account these country level effects in a more explicit way, and further analyse which specific aspects of the country context are important in understanding these FDI inflows in Table 5 , we introduce country level explanatory variables. As explained in the previous section, these variables include LGDPPC, WGI, BIZDAYS, INFLATION, LABOURPARTICIPATION, LEGALRIGHTS, TAXRATE, KAOPEN, and OPENK. We first introduce the macroeconomic variables in estimations (12) and (15). In the estimations that include country variables, we first note that the coefficients on the firm level variables remain more or less the same as in previous estimations. Among the macro level variables, the GDP per capita of the host country (LGDPPC) has a negative and strongly significant impact. GDP per capita reflects the overall development of a country; we find that FDI is attracted to countries with a lower level of development as it might imply higher economic profitability. This is in line with our finding that lack of proper infrastructural facilities of transportation and electricity lead to higher FDI ownership. This is perhaps substituting for trade. LABOURPARTICIPATION is significant at a 5% level and has the expected sign. TAXRATE has a positive but a very small coefficient. It does not have the expected sign across the estimations and is not stable across all specifications. INFLATION has a negative impact, suggesting that macroeconomic stability discourages FDI. This variable is significant across all the specifications as well. Both these variables are significant at the 5% level. In (11) and (14) we exclude LGDPPC and include the institutional variables. WGI is negative and significant at the 5% level, implying that low institutional quality at the country level is detrimental to FDI flows as we had expected. This is interesting since the institutional variables at the firm level were never significant. LEGAL RIGHTS and BIZDAYS are also negative but insignificant. When we include both LGDPPC and the institutional variables, (as in estimations 14 and 17) we find that WGI loses significant. This is expected since LGDPPC and WGI are correlated 12 . Further the interaction terms of the size of the firm and WGI shows that while large firms are not affected by the country's institutional set up, it is the medium sized firms that are impacted negatively as compared to small firms. This could be because larger firms can "grease" their way through and small firms aim to establish themselves in foreign countries for much smaller profit margins. It is the medium sized firms that do not profit from paying their way through, and yet cannot discount possible institutional hurdles that might arise after entry. OPENK is positive and significant at a 5% level implying that the more trade openness a country has, the greater the FDI, implying vertical FDI. However, the coefficients are rather small in this case. Looking at the inter class correlations, we find that the values of in estimations (10) and (15) drop down to 0.22 to around 0.15 -0.16 when we include country level determinants. This means that although the country characteristics that were introduced through the new variables are significant, there is still a sizable country variation that is unobserved. Comparing to ρ = 0.124 of estimation (1), we also note that the firm-level variables that introduced captured a larger part of firm-variation than the country-level variables did for country variation. While the country level variables don't exhaustively explain the country variance, LGDPPC and LABOURPARTICIPATION are the strongest results. We find that the LR tests are significant. In Table 6 we include INS and SKILL at the firm level along with the country level variables. Like in the case of estimations (6) to (9) we find that institutional obstacles at the firm level have no significant impact on FDI decisions. On the other hand, SKILL is highly significant and negative. The remaining firm level variables do not change much from the previous estimations. We reiterate that firms entering developing country markets are attracted by profits but are dissuaded if they do not have the required skill in production of goods. Firms may enter developing country markets which have the required skill and also have relatively cheap labour as compared to their country of origin, which can be seen from the significant LABOUR PARITICIPATION variable at the country level. For the remaining country level variables, the results are very similar to those discussed in Table 4 above. For these estimations, the inter class correlations are 0.14 -0.15. Hence we again find that the overall development of a country and its macroeconomic situation are more important than the institutional quality at the country level. Recognising that WGI and LGDPPC are correlated, we still find that the LGDPPC has a greater significance than WGI and thus we conclude that LGDPPC has a bigger influence on FDI than WGI. Here again we find that medium sized firms are strongly affected by the country institutional set up as compared to small firms. Large firms on the other hand are not significantly affected 13 . 
Conclusions
Attracting FDI inflows has been argued to help developing countries induce economic growth. While many policies are made by these countries to attract MNE's to invest in their markets, firm decisions on entering new markets are based both on their own idiosyncratic characteristics as well as host country characteristics. Using firm and country data in a multilevel framework, we analyse how obstacles faced by firms both at the operational level and the macroeconomic and institutional situation in a country affect FDI inflows into developing countries. We find from our analysis that a firm's age and size are strongly statistically significant in all the regressions. We consider constraints that are divided into physical infrastructure and financial access constraints, skill and institutional constraints. When considering a micro level analysis we find that internet availability problems are detrimental to FDI decisions. The lack of physical infrastructure facilities such as electricity and transportation on the other hand are found to be encouraging inward FDI. Lack of skilled labour is found to be detrimental to FDI while institutional obstacles such as corruption and crime are not seen as an important determinant. As emphasised by Dunning (2001) and Rugman (1980 Rugman ( , 1981 we can say that FDI inflows, while largely explained by firm specific idiosyncrasies, do go hand in hand with host country conditions. Host country conduciveness does play a small but significant role in explaining the attractiveness of FDI inflows. We find that the macroeconomic variables such as LGDPPC, LABOUR PARTICIPATION, and to a smaller extent INFLATION, OPENK and TAXRATES affect FDI decisions on FDI inflows. Institutions measured as WGI at the country level are never significant except when considered without accounting for overall development. Since the overall development of a country has a bearing on the institutional quality of the country this is expected. This is consistent across all specifications. While many macro studies such as Al-Sadig (2009), Seyoum (2009) and Anghel (2005) among others have found institutions to be an important element in attracting FDI, we find that this is not the case here, when we take both firm level and country level variables into account in a multilevel regression. One reason being that overall development of a country already captures the country institutional set up. Further, country level perceptions measures of institutions are often biased by the macroeconomic situation of the country. At the firm level however, firms might not be as biased towards their perceptions of crime. Their perception on crime and corruption are based on based on day to day activities of businesses. This creates a disparity between the levels of importance given to institutions at both levels. Secondly, profitability of MNE's is dependent on how they can overcome these problems at the least possible cost in the host country. It is likely that certain business costs, even if large, are worth incurring, if long term profits are anticipated. This is further confirmed by the fact that while foreign firms are more likely to be larger firms, these costs do not deter them from entering a country with a bad institutional set up, if the profitability is high. We could conclude from this that FDI inflows into a country are largely influenced by firm idiosyncratic factors and partially on the general macroeconomic conditions and hardly so on the institutional environment of host countries. As economic fundamentals tend to increase returns to investment, a certain level of uncertainty of crime, corruption and expropriation of wealth seem to be unimportant. FDI decisions are thus neither made solely based on firm characteristics, nor are they based entirely on host country conduciveness for business. We find that the constraints reported by firms do reflect country characteristics and their levels of income and overall development, which are small yet significant. Hence we conclude that it is necessary to look at firm level activities such as FDI in a multilevel manner rather than at single levels. 
