Consider a finite set of alternatives, and an associated collection of random variables representing some given relevant property of each alternative, such as its utility, cost or reliability. Suppose that there is a process that selects exactly one of these alternatives, an alternative with an extreme (maximal or minimal) value. In economics, discrete-choice analysis based on random utility theory is the most well-known modelling approach to such a process. Among practitioners, it is widely believed that in order to analyze such situations, one needs to resort to particular parametric forms of the underlying probability distributions of the random variables. We show that this is not so. Indeed, parametric forms impose unnecessary theoretical and empirical constraints and may hide more general properties. For the special case of statistical independence, we further provide a characterization of the invariance property that all random variables, representing the relevant property of the alternatives, have the same distribution, conditional upon being chosen.
Introduction
Consider a finite set of alternatives or components, and an associated collection of random variables, one for each alternative/component, representing some given relevant property of these, such as the utility or cost of a decision alternative or the material strength or reliability of a structural component. Suppose that there is a process that selects exactly one of these alternatives/components, and that this process is based either on maximization (e.g. of utility) or minimization (e.g. of cost or strength). In economics and transportation research, the situation can be that of a consumer, firm, or commuter, who either strives to maximize his or her utility or profit, or minimize some cost. In material science, the situation can be that of a machine or structure that consists of several components, where each component may have its particular characteristics, and where the machine or structure fails as soon as one component fails. We call the probability for a given alternative/component to be selected its choice probability.
This paper is focused on the task of analyzing a class of such situations in which it is desirable to have a mathematical model of the situation at hand that provides choice probabilities that (a) can be derived from an explicit maximization or minimization procedure anchored in existing theory (microeconomics, random utility theory, reliability theory), and (b) can be expressed in terms of observable attributes of the alternatives that permit closed-form maximum-likelihood estimations of underlying parameters. If these two desiderata are fulfilled, then one has an analytically wellbehaved model for prediction of effects from changes in relevant attributes of the alternatives, or of the number of alternatives, effects both on choice probabilities and on the achieved (maximum or minimum) value distributions (of utilities, costs, or reliability).
Among practitioners it appears to be widely believed that in order to achieve these desiderata, one has to resort to particular parametric forms of the underlying probability distributions; notably the Gumbel (or doubly exponential) distribution in the case of maximization and the Weibull distribution in the case of minimization. 1 In recent years also other parametric forms have been suggested and sometimes used, see e.g. Li (2011) . We here place this literature within a unified framework and establish general results. In particular, we show that specific parametric forms of the underlying distributions are not needed, neither for the theoretical derivation of the choice probabilities, nor for the maximum-likelihood estimations. Indeed, they impose unnecessary constraints, both theoretically and empirically, and may obscure some more basic properties. For the case of statistical independence, we provide necessary and sufficient conditions for the invariance property that the conditional random variables associated with the different alternatives, conditional upon being chosen, all have the same probability distribution. These conditions characterize a general class of multivariate probability distributions that contain as a special case the so-called generalized-extreme-value (GEV) distributions, introduced by McFadden (1978) . The analysis in the present study concerns this more general class.
Some of these observations are not new, but we believe we are the first to put them together in a unified and general framework also containing some complementary and new results. Already Weibull (1951) pointed out the general qualitative properties needed for survival functions to represent failure of the "weakest link of a chain", before suggesting the parametric form carrying his name as "the most simple function satisfying this condition" (op. cit. p. 293). 2 To the best of our knowledge, the closest works to ours are Fosgerau, McFadden and Bierlaire (2010) and Li (2011) . Li develops a similar approach to ours and establishes some of our results for the special case of minimization and statistical independence. Fosgerau et al. (2010) assume additivity and obtain a characterization of choice probabilities in terms of partial derivatives of a value function, in the same spirit as demand is related to partial derivatives of indirect utility functions in economics (Roy's identity). By contrast, we do not assume additivity and instead obtain a representation in terms of partial derivatives of an aggregation functionwhich is a value function only in special cases. Moreover, Fosgerau et al. (2010) do not analyze the invariance property, for which we, as mentioned above, obtain a characterization (by way of a lemma due to Resnick and Roy (1990a) ).
The presentation is organized as follows. Section 2 provides mathematical notation and preliminaries, and the model is developed in Section 3. The main result for maximization, Theorem 1, as well as the invariance result for the special case of statistical independence, Theorem 2, are given in Section 4, along with their counterparts for minimization, Theorems 3 and 4. Section 5 shows how established results for well-known parametric families of probability distributions (Gumbel, Fréchet, Weibull and Pareto) follow from our theorems in the case of statistical independence. We also show how these families can be obtained from one another by way of simple transformations of variables and provide characterizations within the present framework. Section 6 considers a family of aggregation functions that is used in applications, usually in combination with the Gumbel distribution. In Section 7 we show how these aggregation functions can be used to analyze nested choice among and within bundles of statistically dependent alternatives, without assuming Gumbel marginal distributions. Section 8 briefly discusses maximum-likelihood estimation issues, and Section 9 concludes. Some of the (more tedious) proofs have been relegated to an appendix. 3 
Preliminaries
We proceed to develop a mathematical framework within which a model of choice probabilities can be readily formulated and analyzed. Let N be the positive integers, let R be the reals, R + the non-negative reals, and R ++ the positive reals. Let ∆  denote the unit simplex in -space,
, and for each positive integer  ≤ , let   be :th unit vector in -space (the :th vertex of ∆  ). Let P = (Ω S ) be a probability space, where Ω is a sample space, S a sigmaalgebra on Ω and  a probability measure on S. For any  ∈ N, let  1     be random variables on P = (Ω S ), where each
. We think of the random variable   as representing some relevant characteristic of alternative  ∈  = {1  }. Given the random vector X, let : Ω →  be the random variable defined by
For each alternative  ∈ , we denote by   the probability that the random variable,   , is maximal:
and define the conditional random variable  :
Granted  (Ω  )  0, this defines  as a random variable in the probability space
, where S  ⊂ S is the restriction of the sigma-algebra S to Ω  ⊂ Ω, and   is the restriction of the probability measure  to Ω  , obtained by Bayes' law:
Let F be the class of cumulative probability distribution functions (c.d.f:s) that are defined on open intervals in R and are absolutely continuous with everywhere positive and continuous density. In particular, if  ∈ F has domain , then 0  ()  1 for all  in ,  () =  0 () is positive and continuous, lim →inf   () = 0 and lim →sup   () = 1. Each  ∈ F is strictly increasing and has an inverse,  −1 , that is strictly increasing. Likewise, for any  ∈ N, let F  be the class of c.d.f:s on -fold Cartesian products of one and the same open interval, that are absolutely continuous with everywhere positive and continuous density. 5 In particular, for each  ∈ F

there is an open interval  ⊂ R such that  :
Also in this more general case,  is strictly increasing. 6 For random vectors  with c.d.f.  ∈ F  , ties   =   (for  6 = ) have zero probability and hence P ∈   = 1. We then call the probabilities   the choice probabilities.
A function  :
7 A function that is homogeneous of degree 1 is also called linearly homogeneous.
A continuous function  : R  + → R + that is linearly homogeneous, achieves unit value for each unit vector ( (  ) = 1 ∀ ∈ ), and that is differentiable on the interior R  ++ of its domain, will be called an aggregation function. These functions generalize the notion of summation -the special case when
for some aggregation function  and c.d.f:s Φ  ∈ F. Each c.d.f. Φ  is then the :th marginal distribution of  :
In this study, we will focus on those c.d.f:s  ∈ F  that can be written in the form (2) for some aggregation function  and c.d.f:s Φ  ∈ F with the property that, for each pair   ∈ , there exist scalars    0 such that Φ   = Φ   . This 5 In particular, F 1 = F. For   1, the continuity of the strictly mixed :th order partial derivative implies the continuity of all strictly mixed partial derivatives of order  ≤ , and, moreover that the order of differentiation does not matter. 6 More exactly, if
subset of F  will be denoted G  and turns out to have many useful properties for analysis. The class G  contains, as a special case, all distributions of the much used generalized-extreme-value (GEV) form
where  is an aggregation function. 8 A first, and immediate, property is that each c.d.f  ∈ G  can be represented in terms of a single c.d.f. Φ ∈ F as follows: 
Proof: See Appendix.
Due to this result, an aggregation function  will be called regular if it has a continuous strictly mixed :th order partial derivative (on the interior of the positive cone) and satisfies conditions (i) and (ii) above. 8 To see this, note that
, and thus Φ is a Gumbel c.d.f. (see Section 5.1). In Smith (1984) , the conditions imposed on the function  are slightly different. 9 To see this, note that, for each  ∈ , there exists a
. 10 The present normalization, to require the shape parameters to sum up to one, is but one of infinitely many ways to normalize the vector.
Main results
We are now in a position to state our main results and proceed to consider the case of maximization. The proofs for the minimization case follow from those for the maximization case by taking the negative of all random variables.
and is given in the form (4) for some aggregation function  and shape-parameter vector  ∈ R  ++ , then
Moreover, all random variables 1    have the same c.d.f., , and, if Φ is the associated seed function, = Φ () .
Proof:
We first derive the c.d.f. for. For any  ∈ :
where the fourth equality uses the linear homogeneity of . Let  and denote the probability density functions of Φ and , respectively. Using the fact that = Φ () is the c.d.f. of with density = ()Φ ()−1 , we have, for any  ∈ : Pr
The fifth equality uses the homogeneity of degree one of  and of degree zero of
by Euler's theorem, see e.g. Sydsaeter and Hammond (2008) . Remark 1. The choice probabilities do not depend on the seed function Φ; they only depend on the aggregation function  and the shape-parameter vector . By contrast, the distribution function for the extreme (maximum) value, does depend on the seed function, as specified in (6) . Hence, analyses of choice data do not require any specific form of seed function. Likewise, there is no need to assume any particular seed function in order to obtain consistency with economic theory.
We will refer to the fact that all conditional random variables 1    have the same probability distribution as the invariance property. In order to interpret this property, consider an outside observer who, for some given alternative  ∈ , registers the realizations of   whenever that alternative is selected, in a repeated experiment. This observer would find the same empirical conditional distribution as an outside observer who does the same for any other given alternative . In this sense, the conditional distribution, upon being selected, is invariant across the set  of alternatives.
By contrast, for general random variables with a joint density one only has that the distribution of their maximum is a convex combination of their conditional distributions, conditional upon being maximal:
Proof: Using the fact that ties have probability zero,
In the special case of i.i.d. random variables, this observation immediately implies that each  has the same c.d.f. as, since all conditional c.d.f:s then are the same and P ∈   = 1. The above theorem provides more general conditions for this invariance property to hold.
That invariance holds for independent Gumbel distributed random variables was shown already by Strauss (1979) and further elaborated by Robertson and Strauss (1981) . That the invariance property holds for the expected values of independent Gumbel distributed random variables was rediscovered by Anas and Feng (1988) . The invariance property was further analyzed by Resnick and Roy (1990b) in relation to the class of generalized logit models introduced by Dalal and Klein (1988) . Lindberg, Eriksson and Mattsson (1995) provided a complete proof of the claims in Strauss (1979) and Robertson and Strauss (1981) that the invariance property in fact characterizes additive random utility models with certain forms of statistical dependence among the random variables, comprising, inter alia, the GEV distributions. More recently, Train and Wilson (2008) re-derived the c.d.f:s for the conditional random variables  , and de Palma and Kilani (2007) proved that the invariance property characterizes such additive random utility models when the random variables are independent Gumbel.
4.2.
Independence. In many applications, it is natural to assume statistical independence, a situation to which our next main result applies. Let thus  1     be statistically independent random variables and let  ∈ F  be the c.d.f. of X = ( 1     ). One readily obtains that the aggregation function then simply is summation:
and thus, by independence: 
and all random variables, 1 ,...,  have the same c.d.f.
We also note that = Φ and   =   if we require the shape parameters to sum up to one, as in the normal-form representation of  .
It turns out that, under statistical independence, the invariance property in fact characterizes the class G Proof: See Appendix.
In this case of statistical independence, (7) provides an intuition for the invariance property. Consider two statistically independent random variables,  1 ∼ Φ and  2 ∼ Φ  for  = 2, and let 1 and 2 be the associated conditional random variables. By (9),  2 has the same probability distribution as max { 21   22 }, where  21 and  22 are i.i.d. Φ. These two new random variables can be taken to be statistically independent of  1 . Thus has the same probability distribution as the maximum, , of three independent random variables,  1 ,  21 and  22 , which all have the same c.d.f. Φ. By (7), and the fact that the three constituent random variables are i.i.d., the corresponding conditional random variables, 1 , 21 and 22 , must all have the same distribution as. Moreover, 1 has the same distribution as 1 , so 1 ∼. Again by (7), 2 ∼. In other words, when the shape parameters are integers, then we can replace each random variable   by   i.i.d. random variables, and the invariance property follows from (7). The same argument applies when the shape parameters are rational numbers: let  ∈ N be their smallest common divisor, so that   =    where each   is an integer. Then each random variable   can be thought of as the maximum of   i.i.d. random variables, etc.
The invariance property may be illustrated by means of a simple example. 11 Let  1 and  2 be statistically independent, with c.d.f:s Φ  1 and Φ  2 , where   =  (  ) for some strictly decreasing function . The two random variables represent the utility of two alternatives to consumers in a population, and   is some aspect of alternative  that contributes to its disutility for all consumers (say "price" or "travel time"). Each consumer  ∈ Ω selects the alternative with the highest utility for him or her, and thus achieves utility () = max { 1 ()   2 ()}. The population average utility is thus E[]. According to the invariance principle, the utility distribution for those consumers who choose alternative 1 is identical with that for those who choose alternative 2. (In particular:
Suppose now that alternative 1 is improved, by way of a reduction of  1 . What will happen? Some consumers may abandon alternative 2 and now turn to the improved alternative 1 instead. However, according to the invariance principle, the two new conditional utility distributions -for those who now choose alternative 1 and 2, respectively -will still be identical. Moreover, the average utility in the population has gone up. So have those who still choose alternative 2 gained from the improvement of alternative 1? Clearly not. The explanation is that fewer consumers now choose alternative 2, and these are the consumers who appreciate alternative 2 most, those who still prefer it over alternative 1, even after the improvement of alternative 1. By contrast, those who initially were only a little bit better off with alternative 2 have now switched to alternative 1. Hence, although the average utility for those who choose alternative 2 has gone up, the utility to each such consumers is unchanged.
Remark 2. It follows from Theorem 1 and Corollary 1 that the statistical dependence allowed by a distribution function  ∈ G  is observationally equivalent with statistical independence among random variables with suitably changed shape parameters. 12 More precisely, consider a random vector
represented by a triplet (  Φ). The associated choice probabilities are identical with those for a random vector Y = ( 1     ) of statistically independent random variables with a c.d.f.   ∈ G  with shape vector   0, with
, and with arbitrary seed function Ψ ∈ F. If, in addition,
4.3. Minimization. In many situations, it is minimization, rather than maximization, that underlies the selection or choice process. The results for minimization can be derived by applying the results for maximization to the negative of the random variables in question. We therefore present the results for minimization without any direct proofs. Consider survival functions  :   → (0 1), i.e., functions  such that 1 −  is a c.d.f. in F  and
for some aggregation function  and survival functions Ψ  = 1− Φ  , for some Φ  ∈ F, with the property that, for each pair   ∈ , there exist scalars    0 such that
for  1      0. Such a "representative" survival function Ψ will be called a seed survival function and the positive parameters   will be called, as before, shape parameters. Letting inverted hats, 1    , denote the minimum variables, one obtains:
and all random variables 1    have the same survival function given by
The counterpart to (7) in Lemma 1 for the minimization case iš
where   is the choice probability for each alternative  and  is the survival function of  . Let now the random vector X = ( 1     ) have a survival function  of the form (10) for some aggregation function . If the random variables   are statistically independent, then () ≡ P  =1   . The survival function  for X = ( 1     ) can then be expressed in product form as
If  is written on the form (11), then from Theorem 3 we immediately obtain:
and all random variables 1    have the same survival function, given by 
Parametric distributions
Arguably the most commonly used extreme-value distributions are the Gumbel, Fréchet and Weibull distributions. 13 We here show how known results for these can readily be obtained as special cases within the present framework. For this purpose, recall that the gamma function Γ has domain R ++ , is defined by Γ() = R ∞ 0  −1  − , and that Γ() = ( − 1)! for positive integers .
Gumbel.
A random variable  is Gumbel distributed with parameters   0 and  ∈ R, or Gumbel( ), if its distribution function has domain  = R and
We note that  () is expressible in the form
where Φ is the c.d.f. for Gumbel( 0) and  =   . Hence, if random variables  1     are Gumbel distributed with common  but possibly different   :s, then we may write   =    and apply Corollary 1, and equations (8) and (9), to obtain
This is the much used and versatile multinomial logit model (McFadden, 1974). We recall that the expected value of a Gumbel( ) distributed random variable is  + , where  is Euler's constant. Hence:
We also note that if a random variable  is Gumbel( ) then  =  +  is Gumbel( +). Hence, in applications of this machinery, one may view each random variable   as the sum   +   , where   ∈ R is a parameter and   is Gumbel( 0).
Fréchet.
A random variable  is Fréchet distributed with parameters   0 and   0, or Fréchet( ), if its distribution function has domain  = R ++ and
where Φ is the c.d.f. for Fréchet( 1) and  =   . Hence, if random variables  1     are Fréchet distributed with common  but possibly different   :s, then we may write   = (  )  and apply Corollary 1, and equations (8) and (9), to obtain Corollary 3. Let  1     be statistically independent, with each
We recall that the expected value of a Fréchet( ) distributed random variable is defined when   1, in which case it is Γ(1 − 1). Hence, for   1:
We also note that if a random variable  is Fréchet( ) and   0, then  =  is Fréchet( ). Hence, in applications of this machinery, one may view each random variable   as the product     , where    0 is a parameter and   is Fréchet( 1).
Weibull.
A random variable  is Weibull distributed with parameters   0 and   0, or Weibull ( ), if its survival function has the domain  = R ++ and
We note that  () is expressible in the form
where Ψ is the survival function for Weibull ( 1) and  =  − . Hence, if random variables  1     are Weibull distributed with common  but possibly different   :s, then we may write   = (  ) − and apply Theorem 3, and equations (15) and (16) , to obtain Corollary 4. Let  1     be statistically independent, with each
We recall that the expected value of a Weibull( ) distributed random variable is Γ(1 + 1). Hence:
We also note that if a random variable  is Weibull( ) and   0, then  =  is Weibull( ). Hence, in applications of this machinery, one may view each random variable   as the product     , where    0 is a parameter and   is Weibull( 1). Moreover,
As noted in the introduction
for any strictly increasing function  and strictly decreasing function  on the range  of the random variables   . Applying these equations to  () ≡   and  () ≡ 1 and their inverses, the above results for any one of the three families imply the corresponding results for the other two.
Reversed versions of Gumbel, Fréchet and Weibull distributions can be obtained by taking the negative of the corresponding random variable. Also, results for the reversed Gumbel, reversed Fréchet and reversed Weibull distributions can be obtained from one another by simple monotonic transformation of variables. More specifically, if a random variable  is Gumbel distributed, then − is reversed Gumbel,  = −  is reversed Fréchet, and  = − − = 1 reversed Weibull distributed. The reversed distributions are of course "closed" under the same transformations as the original ones. In particular, if a random variable  is reversed Weibull ( ) (i.e., − is Weibull( )) and   0, then  =  is reversed Weibull ( ).
Characterizations.
We here provide characterizations, within the present framework, of the Gumbel, Fréchet and Weibull distributions. (i) Φ is a Gumbel distribution, (ii) Φ is such that if  ∼ Φ, then, for each  ∈ R,  +  ∼ Φ  for some   0.
Proof:
The claim (i) ⇒ (ii) follows immediately from the observation in subsection 5.1 that if  is Gumbel( ) and  ∈ R, then  +  is Gumbel(  + ). In order to prove that (ii) ⇒ (i), suppose that  ∼ Φ for some Φ ∈ F and let  ∈ R. Clearly  +  ∼ Ψ for Ψ () ≡ Φ ( − ). Hence, if we also have  +  ∼ Φ  for some   0, as hypothesized in (ii), then
which, since Φ is increasing and continuous by hypothesis, defines  as an increasing and continuous function  : R → R ++ of  ∈ R. Moreover, for any    ∈ R:
Since  is continuous, so is , and thus  () ≡  for some  ∈ R, where   0 since  is increasing. 14 Thus,  () ≡ exp () and hence
exp() ∀  ∈ R. Finally, let  ∈ R be such that Φ () =  −1 (such an  exists since Φ is continuous with range (0 1)). Thus, for any  ∈ R:
By a simple transformation of variables, we further have:
Corollary 5. The following two claims are equivalent for distribution functions Φ ∈ F with domain  = R ++ :
Proof: (i') ⇒ (ii') follows from the earlier observation that if  is Fréchet( 1) and   0, then  is Fréchet( ). Conversely, assume  satisfies (ii') and consider the random variable  = ln . Let Φ  be the c.d.f. of  . Then Φ  satisfies (ii) of Proposition 4 and thus  is Gumbel, and, as noted above, then  is Fréchet. ¥ Likewise:
Corollary 6. The following two claims are equivalent for distribution functions Φ ∈ F with domain  = (−∞ 0):
Proof: Follows by parallel arguments to those in the proof of Corollary 5, except that we now let  = − ln (−), making  Gumbel. ¥ Proposition 4 and the above corollaries of course have their mirrored counterparts, which we state without proof:
Corollary 7. The following two claims are equivalent for distribution functions Φ ∈ F with domain  = R ++ :
(i*) Φ is a Weibull distribution, (ii*) Φ is such that if  has survival function Ψ = 1 − Φ, then, for each   0,  has survival function Ψ  for some   0.
Pareto.
We conclude the analysis of parametric functional forms by briefly discussing this well-known distribution, which is of a somewhat different nature. A random variable  is Pareto distributed with parameters   0 and   0, or Pareto( ), if its survival function has the domain  = ( +∞) and
where Ψ is the survival function for Pareto( 1). Hence, if random variables  1     are Pareto distributed with common  but possibly different   :s, then we may apply Theorem 3, and equations (15) and (16), to obtain
Proof: By the above, all   have survival functions of the form Ψ   . Theorem 3 and equations (15) and (16) We recall that the expected value of a Pareto( ) distributed random variable is defined when   1, in which case it is ( − 1). Hence, for Σ   1:
Hence, in applications of this machinery, one may view each random variable   as proportional with the factor  to the   :th root of the random variable   , where   is Pareto(1 1). We finally note that if  is Pareto( ), then  = ln () is Weibull(1 1).
A class of aggregation functions
Consider the following class of aggregation functions :
where  ≥ 1. This is clearly a continuous and linearly homogeneous function. Indeed, it is easily verified that it is a regular aggregation function.
As we saw above, statistical independence between the variables   amounts to the special case when  = 1; then (17) boils down to  () =  1 +  +   ∀ ∈ R  + . It follows from Proposition 2 that the associated function  , defined in (4), is a c.d.f. 15 The partial derivative of  () with respect to   is
 of the form (4) for some Φ,  and such a , then by (5):
As has been noted in Remark 1, these choice probabilities are independent of the seed function Φ. Hence, there is no reason to restrict the distribution functions for the random variables   to be of a particular parametric form, as long as their joint c.d.f. is expressible in the form of (4).
We also note that while the case when the aggregation parameter  takes on its minimal value, 1, represents statistical independence between the alternatives, values   1 represents some (positive) statistical dependence, between them, and with the choice probabilities converging to a deterministic choice of the alternative with the highest expectation as  → +∞:
7. Dependence within clusters of alternatives We here consider a family of regular aggregation functions that has been used in applications in combination with marginal Gumbel distributions. We show how the aggregation and disaggregation operations on subsets of alternatives can be carried out without any parametric assumption concerning the c.d.f., as long as it belongs to the general class considered in this paper. Suppose that X = ( 1     ) has a c.d.f.  ∈ G  for some seed function Φ ∈ F, positive parameter vector  = ( 1     ), and aggregation function  of the form
for some   ≥ 1. That  actually is c.d.f. follows from Proposition 2. When both parameters exceed unity, there is statistical dependence within the cluster  that consists of the first  random variables and statistical dependence within the cluster  that consists of the last − variables. Let  = {1  } and  = { + 1  }, and write
From the above we then have, for each  ∈ :
(and similarly for  ∈ ). The second factor in (20) is the conditional choice probability for alternative , given that first group  has been selected (c.f. (18)). Hence, the first factor in (20) is the probability that an alternative in group  will be selected:
special case of this is the so-called nested logit model (McFadden, 1978) , whereby first a group of alternatives is selected and thereafter an alternative within the selected group. In that special case, the seed function is assumed to be Gumbel, while here no parametric assumption has been made concerning the seed function. We next turn to the so-called blue-bus red-bus paradox.
7.1. The blue-bus red-bus paradox. Let  = 3 and  = 1, and call alternative 1 "automobile", alternative 2 "blue bus" and alternative 3 "red bus." Thus  = {1} and  = {2 3} and:
Consider the special case when  1 =  2 =  3 =   0. Then the choice probability for alternative 1 ("automobile") is by (20) :
This is an increasing function of  , from 13 in the boundary case  = 1 of statistical independence among alternatives 2 and 3, towards 12 in the limit case  → +∞ when alternatives 2 and 3 are maximally positively correlated.
7.2. Two-stage choice. Next, we consider in some more detail the two-stage choice procedure of first choosing a set of alternatives and then an element within the chosen set. Consider first, the choice of an alternative from within the subset . The c.d.f. of the accordingly restricted random vector
, and aggregation function    Hence, the conditional choice probabilities for alternatives  ∈  are:
The random variable  = max { 1    }, and the associated conditional random variables
, and similarly for the alternatives in .
Consider now the choice between the "menus" of alternatives,  and , where the choice of menu is followed by a choice of the maximal ("best") item on the so chosen menu. Obviously, the random vector
. Again by Theorem 1, the choice probability for the menu of alternatives , from the binary menu collection { }, is
The random variable  = max(    ), and the associated conditional random variables  *  and  *  , defined by  *  =  on the subset Ω  where  =  , and  *  =  on the subset Ω  where  =  , respectively, all have the same c.d.f.
. In particular, the expected values of all these random variables are the same. Hence if the choice probabilities concern utility-maximizing individual choices in a population, then the average achieved utility is the same for each of the two subpopulations, that is, for those who found that the best alternative was within  and for those who found that the best alternative was within , and this average is also the same for each sub-subpopulation associated with any individual alternative , as selected from the full set of alternatives . This two-stage choice procedure can be extended to any number of choice levels.
Remark 3. Just as in the preceding subsections, this analysis does not require the seed function to have a particular form; it is sufficient that it belongs to F.
Parameter estimation
One of the desiderata mentioned in the introduction, (b), was that the choice probabilities should be easy to express in terms of measured attributes of the alternatives, in a way that permits closed-form maximum-likelihood estimation. In applications, the analyst usually has access to measurable attributes of the alternatives, such as travel time in the case of transportation choice, material composition and dimensions in the case of reliability analysis etc. As a method of analysis, one usually specifies a parametric functional form that maps these measured attribute vectors   to shape parameters   =   (  ). Together with a parametric specification of the aggregation function  (such as in (19)) and a data set of choice outcomes, the analyst may proceed to parameter estimation by way of the maximum-likelihood method. We here briefly sketch how this can be achieved in two cases.
Choice based on maximization.
Assume that the data set consists of  statistically independent choice experiments,  ∈  = {1  }, where the choice is made from the same set  of alternatives (an assumption that is made just for notational convenience). For each experiment , let  () denote the chosen alternative:
For any vector ((1)  ()) of observed choices, the likelihood of the observations is 
and the ML estimates are found by maximization of L with respect to two of the three parameters  1   2   3 and with respect to  and . One of the parameters   can, without loss of generality, be assigned an arbitrary value. 17 In applications, the same first-order condition is usually derived by effectively specifying the seed c.d.f to be Gumbel(1 0) and the shape parameters to be as specified above. However, any seed c.d.f:s Φ  ∈ F would result in the same likelihood function and hence in exactly the same estimates.
Choice based on minimization.
In this second case, we consider data on commuters, where each commuter chooses the alternative with lowest cost, where these costs are statistically independent random variables,  
17 This is another way of normalizing the shape vector . See footnote 10.
and the ML estimates are found by maximization of L with respect to the parameters  1   2   3    and . The same first-order condition is usually derived by effectively specifying the seed survival functions to be Weibull ( 1) and the shape parameters to be as above. However, any seed survival functions Ψ  such that 1 − Ψ  ∈ F would result in the same likelihood function and hence in exactly the same estimates.
As indicated above, neither the set of alternatives  nor the domain of the random variables need to be the same in all experiments : the same principle applies also with differing sets   and domains   . The above application of the maximumlikelihood principle could be further extended to a mixture of c.d.f:s representing different "consumer types" as in the class of generalized logit models developed by Dalal and Klein (1988) . Any c.d.f. of consumers' utilities could then be arbitrarily well approximated.
Conclusion
We here suggest a general, unifying and operational approach to discrete choice probabilities so that these (a) can be derived from an explicit maximization or minimization procedure, anchored in the relevant theory for the application (microeconomics, random utility theory, reliability theory), and (b) can be expressed in terms of observable attributes of the alternatives/components at hand and permit closed-form maximum-likelihood estimations of underlying parameters. We show how this can be done for a very wide class of probability distributions and how our general results readily lead to results (some well-known) for parametric probability distributions as special cases. We also define and establish an invariance property and characterize this in the case of statistical independence.
We hope that the present approach will be useful for teaching and in applications, and that it may inspire further research in this field that combines elements of probability theory with elements of economic theory and reliability theory. 
This establishes the existence claim.
For uniqueness, assume that  ∈ F  has two representations of the form (4):
where   ∈ ∆  ++ , Φ Ψ ∈ F, and  and  are aggregation functions. For each  ∈  and   ∈  we then have, by (3), Proof of the theorem: The "if" claim follows directly from Corollary 1. In order to prove the "only if" claim, first consider the case  = 2. Suppose, thus, that  1 and  2 are statistically independent with c.d.f:s  1   2 ∈ F, and suppose that that  1 and 2 have the same c.d.f. In force of (7) we then have 1 = 2 = =  1  2 . For any  ∈ :
where  2 = Pr [ 1 ≤  2 ] ∈ (0 1). Hence, by the above lemma:
. In particular, =  1  2 =    , again by (7) . Consider an arbitrary  ∈ {1  }. Then = max { 1     } = max {     } where   = max 6 =   . Let  be the conditional random variable associated with   , conditional on   ≥   . Since  by assumption has the same distribution as, so does  by (7) . From the first part of the proof:   =   . Since  was arbitrary, the claim in the theorem follows. ¥ 
