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Abstract
Let fXn; n>0g be a sequence of random variables on the probability space (
;F ; P) taking
values in the alphabet S=f1; 2; : : : ; Ng, and Q be another probability measure on F , under which
fXn; n>0g is a Markov chain. Let h(P jQ) be the sample divergence rate of P with respect to
Q related to fXng. In this paper the Markov approximation of fXn; n>0g under P is discussed
by using the notion of h(P jQ), and a class of small deviation theorems for the averages of the
bivariate functions of fXn; n>0g are obtained. In the proof an analytic technique in the study of
a.e. convergence together with the martingale convergence theorem is applied. c© 2000 Elsevier
Science B.V. All rights reserved.
MSC: primary 94A17; secondary 60F15
Keywords: Small deviation theorem; Entropy; Entropy density; Sample divergence rate;
Shannon{McMillan theorem
1. Introduction
Let (
;F ; P) be the probability space, and fXn; n>0g be a sequence of random
variables taking values in S = f1; 2; : : : ; Ng and with the joint distribution
P(X0 = x0; : : : ; Xn = xn) = p(x0; : : : ; xn); xi 2 S; 06i6n: (1)
Let
fn(!) =−n−1 logp(X0; : : : ; Xn); (2)
where log is the natural logarithm, ! is the sample point, and Xi stands for Xi(!).
fn(!) is called entropy density of fXi; 06i6ng. Also let Q be another probability
measure on F , and set
Q(X0 = x0; : : : ; Xn = xn) = q(x0; : : : ; xn); xi 2 S; 06i6n: (3)
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If Q is Markovian measure relative to fXn; n>0g, then there exist a distribution on S
(q(1); q(2); : : : ; q(N )); (4)
and a sequence of stochastic matrices
(pn(i; j)); i; j 2 S; n>1 (5)
such that
q(x0; : : : ; xn) = q(x0)
nY
k=1
pk(xk−1; xk): (6)
In this case
− n−1 log q(X0; : : : ; Xn) =−n−1
"
log q(X0) +
nX
k=1
logpk(Xk−1; Xk)
#
: (7)
To avoid technicalities, assume that p(x0; : : : ; xn); q(x0; : : : ; xn); q(i), and pn(i; j) are all
positive.
Denition 1. Let p and q be given as in (1) and (3), and let
h(P jQ) = lim sup
n
n−1 log[p(X0; : : : ; Xn)=q(X0; : : : ; Xn)]: (8)
h(P jQ) is called the sample divergence rate of P relative to Q.
If Q is Markovian relative to fXn; n>0g, i.e., (6) holds, then
h(P jQ) = lim sup
n
n−1 log
"
p(X0; : : : ; Xn)=q(x0)
nY
k=1
pk(Xk−1; Xk)
#
: (9)
Notice that h(P jQ) is the superior limit of the dierence between the entropy density
of fXi; 06i6ng under Q and one under P.
A question of importance in information theory is the limit properties of the entropy
density. Since Shannon’s initial work (Shannon, 1948) was published, there has been
a deal of investigation about this question (e.g., see Algoet and Cover, 1988; Barron,
1985; Breiman, 1957; Chung, 1961; Gray and Kieer, 1980; Kieer, 1973, 1974; Liu,
1990; Liu and Yang, 1996; McMillan, 1953).
In this paper a class of small deviation theorems (i.e., the strong limit theorems rep-
resented by inequalities) for the averages of the bivariate functions of the sequences of
arbitrary N -valued random variables, are established by using the notion of h(P jQ),
and an extension of Shannon{McMillan theorem to nonhomogeneous Markov informa-
tion sources is given.
2. Main results
For convenience we rst give a limit property of the likelihood ratio as a lemma.
Lemma 1. Letting p and q be given as in (1) and (3); we have
lim sup
n
n−1 log[q(X0; : : : ; Xn)=p(X0; : : : ; Xn)]60 P-a:e: (10)
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Proof. It is well known that the likelihood ratio Zn = q(X0; : : : ; Xn)=p(X0; : : : ; Xn) is a
nonnegative supermartingale which converges almost everywhere (under P) to a nite
limit. This implies (10) directly.
Obviously (10) implies that
h(P jQ)>0 P-a:e: (11)
Theorem 1. Let fXn; n>0g be a sequence of random variables on the measurable
space (
;F) taking values in S= f1; 2; : : : ; Ng; P and Q be two probability measures
on F ; such that fXn; n>0g is Markovian under Q; i.e.; (6) holds; h(P jQ) be dened
by (9); ffn(x; y); n>1g be a sequence of functions dened on S2; and c>0 be a
constant. Let
D(c) = f!: h(P jQ)6cg: (12)
Assume that there exists > 0; such that 8i 2 S;
b(i) = lim sup
n!1
n−1
nX
k=1
EQ[expf jfk(Xk−1; Xk)jg jXk−1 = i]6; (13)
where EQ denotes expectation under Q. Set
Ht = 2=e2(t − )2; (14)
where 0<t<. Then when 06c6t2Ht; we have
lim sup
n!1
n−1

nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g

62
p
cHt P-a:e: on D(c): (15)
In particular;
lim
n!1 n
−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g= 0 P-a:e: on D(0):
(16)
Remark. Obviously h(P jQ)  0 if P = Q, and it has been shown in (11) that in
general case h(P jQ)>0 P-a:e. Hence h(P jQ) can be used to measure the deviation
between fXn; n>0g under P and one under Q. The smaller h(P jQ) is, the smaller
the deviation will be.
Proof. Let
Ix0xn = f!: Xk = xk ; xk 2 S; 06k6ng:
Ix0xn is called the nth-order cylinder set. We have by (1)
P(Ix0xn) = P(X0 = x0; : : : ; Xn = xn) = p(x0; : : : ; xn):
Letting the collection consisting of 
 and all cylinders be denoted by A, and  be a
nonnegative constant, dene a set function  on A as follows:
(Ix0xn) = q(x0)
nY
k=1
expffk(xk−1; xk)gpk(xk−1; xk)
EQ[expffk(Xk−1; Xk)g jXk−1 = xk−1] ; n>1; (17)
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(Ix0 ) =
X
x1
(Ix0x1 ); (18)
(
) =
X
x0
(Ix0 ); (19)
where the summation
P
xn extends over all possible values of xn. Noticing that
EQ[expffn(Xn−1; Xn)g jXn−1 = xn−1]
=
X
xn
expffn(xn−1; xn)gpn(xn−1; xn); n>2;
we haveX
xn
(Ix0xn) =
X
xn
q(x0)
nY
k=1
expffk(xk−1; xk)gpk(xk−1; xk)
EQ[expffk(Xk−1; Xk)g jXk−1 = xk−1]
= (Ix0xn−1 )
X
xn
expffn(xn−1; xn)gpn(xn−1; xn)
EQ[expffn(Xn−1; Xn)g jXn−1 = xn−1]
= (Ix0xn−1 ): (20)
It follows from (18){(20) that  is a measure on A. Since A is a semield,  has an
unique extension to the -eld (A). Let
g(x0; : : : ; xn) = (X0 = x0; : : : ; Xn = xn);
tn(; !) = g(X0; : : : ; Xn)=p(X0; : : : ; Xn):
By Lemma 1, there exists A() 2 (A); P(A()) = 1; such that
lim sup
n!1
n−1 log tn(; !)60; ! 2 A(): (21)
We have by (17),
n−1 log tn(; !)
= n−1
nX
k=1
fk(Xk−1; Xk)− n−1
nX
k=1
logEQ[expffk(Xk−1; Xk)g jXk−1]
− n−1 log[p(X0; : : : ; Xn)=q(X0)
nY
k=1
pk(Xk−1; Xk)]: (22)
It follows from (21) and (22) that
lim sup
n!1
(
n−1
nX
k=1
fk(Xk−1; Xk)− n−1
nX
k=1
logEQ[expffk(Xk−1; Xk)g jXk−1]
)
6h(P jQ); ! 2 A():
This implies that
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6 lim sup
n!1
n−1
nX
k=1
flogEQ[expffk(Xk−1; Xk)g jXk−1]
−EQ[fk(Xk−1; Xk) jXk−1] + h(P jQ); ! 2 A(): (23)
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By virtue of the inequalities log x6x−1 (x> 0) and ex−1−x6(x2=2)ejxj; and noticing
that
maxfx2e−hx; x>0g= 4e−2=h2 (h> 0);
we have by (13),
lim sup
n!1
n−1
nX
k=1
flogEQ[expffkg jXk−1]− EQ[fk jXk−1]g
6 lim sup
n!1
n−1
nX
k=1
fEQ[expffkg jXk−1]− 1− EQ[fk jXk−1]g
6 lim sup
n!1
n−1
nX
k=1
EQ[(efk − 1− fk) jXk−1]
6 lim sup
n!1
n−1
nX
k=1
EQ[(2=2)f2k e
jfk j jXk−1]
= lim sup
n!1
n−1
nX
k=1
(2=2)EQ[ejfk jf2k e
(jj−)jfk j jXk−1]
6(2=2) lim sup
n!1
n−1
nX
k=1
EQ[ejfk j4e−2=(jj − )2 jXk−1]
622=e2(t − )2; (24)
where we denote fk(Xk−1; Xk) by fk for brief. By (23), (24) and (14) we have
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
62Ht + h(P jQ); ! 2 A(): (25)
It follows from (12) and (25) that
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
62Ht + c; ! 2 A() \ D(c): (26)
When 0<<t<; we have by (26),
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6Ht + c=; ! 2 A() \ D(c): (27)
It is easy to see that, when 0<c6t2Ht , the function g() = Ht + c= attains, at
=
p
c=Ht; its smallest value g(c=Ht) = 2
p
cHt . Letting =
p
c=Ht in (37), it follows
that
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g62
p
cHt;
! 2 A(
p
c=Ht) \ D(c): (28)
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Since P(A(
p
c=Ht)) = 1, we have by (28),
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
62
p
cHt P-a:e: on D(c): (29)
When c = 0, choose i 2 (0; t] (i = 1; 2; : : :); such that i! 0 (i!1); and let A =T1
i=1 A(i). Then for all i we have by (26),
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g6iHt;
! 2 A \ D(0):
Since P(A) = 1; hence (29) also holds when c = 0.
When −<− t << 0; by virtue of (34) it can be shown in a similar way that
lim inf
n!1 n
−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
>− 2
p
cHt P-a:e: on D(c): (30)
Eq. (15) follows from (29) and (30), and (16) follows from (15) directly. This com-
pletes the proof of the theorem.
Now we give two examples of function sequence ffn(x; y); n>1g which is not
bounded and satises the exponential assumption (13).
Example 1. Let
fn(i; j) =−logpn(i; j); n =minfpn(i; j); i; j 2 Sg= pn(in; jn); in; jn 2 S:
Assume that n! 0 as n!1. Then fn(in; jn)!1; and ffn; n>1g is not bounded.
Let 0<< 1. 8i 2 S; we have
EQ[expf jfk(Xk−1; Xk) jg jXk−1 = i] =
NX
j=1
[pk(i; j)]1− <N:
Hence the exponential assumption (13) is satised.
Example 2. Let fgn(x; y; n>1)g be a sequence functions dened on S2 and satisfying
the following conditions:
06gn(x; y)6M <1; n>1;
n =maxfgn(x; y); x; y 2 Sg= gn(in; jn)>m> 0;
fan; n>1g be a sequence of positive numbers satisfying the following conditions:
lim sup
n
an =1;
lim sup
n
n−1
nX
k=1
eakM <1; > 0;
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and fn(x; y)= angn(x; y). Then lim supn fn(in; jn)=1, and ffn; n>1g is not bounded.
8i 2 S, we have
EQ[expffk(Xk−1; Xk)g jXk−1 = i] =
NX
j=1
expfakgk(i; j)gpk(i; j)6eakM :
Hence the assumption (13) is satised.
Theorem 2. Let
Ht = 2N=e2(t − 1)2; 0<t< 1: (31)
Under the conditions of Theorem 1; when 06c6t2Ht; we have
lim sup
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
62
p
cHt P-a:e: on D(c); (32)
lim inf
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
6− 2
p
cHt − c P-a:e: on D(c); (33)
where H (p1; : : : ; pN ) denotes the entropy of distribution (p1; : : : ; pN ); i.e.;
H (p1; : : : ; pN ) =−
NX
j=1
pj logpj:
Proof. In Theorem 1 let fk(x; y) =−logpk(x; y) (k>1); = 1. Since
EQ[expfjfk(Xk−1; Xk)jg jXk−1 = i] =
NX
j=1
expfj − logpk(i; j)jgpk(i; j)
=
NX
j=1
pk(i; j)=pk(i; j) = N;
hence 8i 2 S,
b1(i) = lim sup
n!1
n−1
nX
k=1
EQ[expfjfk(Xk−1; Xk)jg jXk−1 = i]6N: (34)
Noticing that
EQ[− logpk(Xk−1; Xk) jXk−1] =−
NX
j=1
pk(Xk−1; j)logpk(Xk−1; j)
=H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )];
when 06c6t2Ht , we have by (34), (31), and (15),
lim sup
n!1
(
n−1
nX
k=1
(−logpk(Xk−1; Xk))−n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
62
p
cHt P-a:e: on D(c); (35)
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lim inf
n!1
(
n−1
nX
k=1
(−logpk(Xk−1; Xk))− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
>− 2
p
cHt P-a:e: on D(c): (36)
By (35), (7), and (10),
lim sup
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
6 lim sup
n!1
(
−n−1 logp(X0; : : : ; Xn)− n−1
nX
k=1
(−logpk(Xk−1; Xk))
)
+ lim sup
n!1
(
n−1
nX
k=1
(−logpk(Xk−1; Xk))
− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
6− lim inf
n!1 n
−1 log
"
p(X0; : : : ; Xn)=q(X0)
nY
k=1
pk(Xk−1; Xk)
#
+ 2
p
cHt
62
p
cHt P-a:e: on D(c):
By (36), (9), and (12), we have
lim inf
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
> lim inf
n!1
(
−n−1 logp(X0; : : : ; Xn)− n−1
nX
k=1
(−logpk(Xk−1; Xk))
)
+ lim inf
n!1
(
n−1
nX
k=1
(−logpk(Xk−1; Xk))
− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
> − h(P jQ)− 2
p
cHt>− 2
p
cHt − c P-a:e: on D(c):
This completes the proof of Theorem 2.
Corollary. We have
lim
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
= 0 P-a:e: on D(0):
(37)
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If p.Q; then
lim
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
= 0 P-a:e: (38)
In particular;
lim
n!1
(
fn(!)− n−1
nX
k=1
H [pk(Xk−1; 1); : : : ; pk(Xk−1; N )]
)
= 0 Q-a:e: (39)
Proof. Letting c=0 in (32) and (33), (37) follows. If P.Q, then h(P jQ)=0 P-a.e.
(cf. Gray, 1990, p. 121), i.e., P(D(0))=1. Hence (38) follows from (37). In particular,
if P = Q, then h(P jQ)  0. Hence (39) follows from (38).
Theorem 3. Under the conditions of Theorem 1; if ffn(x; y); n>1g is uniformly
bounded; i.e.; there exists M > 0 such that jfn(x; y)j6M; n>1; then when c>0;
we have
lim sup
n!1
n−1

nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6M (c + 2pc): (40)
Proof. By (23), (12), and the formula in line 3 of (24), we have
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6 lim sup
n!1
n−1
nX
k=1
EQ[(efk − 1− fk) jXk−1] + c; ! 2 A() \ D(c): (41)
By the hypothesis of the theorem and the inequality ex− 1− x6jxj (ejxj− 1), we have
efk − 1− fk6jjM (ejjM − 1): (42)
By (41) and (42),
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6jj(ejjM − 1)M + c; ! 2 A() \ D(c): (43)
When > 0, we have by (43)
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6M (eM − 1) + c

; ! 2 A() \ D(c): (44)
Taking = (1=M)log(1 +
p
c), and using the inequality
log(1 +
p
c)>
p
c
1 +
p
c
; (45)
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we have when c> 0,
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
6M
p
c +
cM
log(1 +
p
c)

6M (2
p
c + c); ! 2 A

1
M
log(1 +
p
c)

\ D(c): (46)
Since P(A((1=M)log(1 +
p
c))) = 1, we have by (46),
lim sup
n!1
n−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
=M (c + 2
p
c) P-a:e: on D(c): (47)
When < 0, it follows from (46) that
lim inf
n!1 n
−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
>−M (e−M − 1) + c

; ! 2 A() \ D(c): (48)
Taking =−(1=M)log(1 +pc) in (48), and using (45), we have c> 0,
lim inf
n!1 n
−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
>−Mpc − cM
log(1 +
p
c)
>−M (c + 2pc);
! 2 A

− 1
M
log(1 +
p
c)

\ D(c): (49)
Since P(A(−(1=M)log(1 +pc))) = 1, it follows from (49) that
lim inf
n!1 n
−1
nX
k=1
ffk(Xk−1; Xk)− EQ[fk(Xk−1; Xk) jXk−1]g
>−M (c + 2pc) P-a:e: on D(c): (50)
In a similar way it can be shown that when c = 0 (47) and (50) also hold. Eq. (40)
follows from (47) and (50) directly. This completes the proof of Theorem 3.
3. Some extensions of Shannon{McMillan theorem to nonhomogeneous Markov
information sources
Theorem 4. Let fXn; n>0g be; under probability measure P; a nonhomogeneous
Markov information source with state space S; initial distribution (4); and transi-
tion matrices (5); i.e.;
P(X0 = x0; : : : ; Xn = xn) = p(x0; : : : ; xn) = q(x0)
nY
k=1
pk(xk−1; xk): (51)
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Let i; j 2 S; Sn(i; !) be the number of i in the sequence X0(!); X1(!); : : : ; Xn−1(!);
and Sn(i; j; !) be the number of the couple (i; j) in the couple sequence (X0(!); X1(!));
(X1(!); X2(!)); : : : ; (Xn−1(!); Xn(!)); i.e.;
Sn(i; !) =
nX
k=1
i(Xk−1(!));
Sn(i; j; !) =
nX
k=1
i(Xk−1(!))j(Xk(!));
where j() denotes the Kronecker delta function. Also let
(p(i; j)); p(i; j)> 0; i; j 2 S (52)
be another transition matrix; (p1; p2; : : : ; pN ) be its stationary distribution; and fn(!)
be dened by (2). If
lim sup
n!1
n−1
nX
k=1
pk(i; j)[pk(i; j)− p(i; j)]60; 8i; j 2 S; (53)
then
lim
n!1 n
−1Sn(i; !) = pi P-a:e:; (54)
lim
n!1 n
−1Sn(i; j; !) = pip(i; j) P-a:e:; (55)
lim
n!1 fn(!) =−
NX
i=1
NX
j=1
pip(i; j)logp(i; j) P-a:e: (56)
Proof. Let Q be the homogeneous Markov measure determined by initial distribution
(4) and transition matrix (52), i.e.,
q(x0; : : : ; xn) = q(x0)
nY
k=1
p(xk−1; xk): (57)
In this case it follows from (9), (51), and (57) that
h(P jQ) = lim sup
n!1
n−1
nX
k=1
log
pk(Xk−1; Xk)
p(Xk−1; Xk)
: (58)
With P replacing Q in (39), we have by (7) and (39),
lim
n!1 n
−1
nX
k=1
flogpk(Xk−1; Xk)−
nX
j=1
pk(Xk−1; j)logpk(Xk−1; j)g= 0 P-a:e:
(59)
It is easy to see from Theorem 3 that
lim
n!1 n
−1
nX
k=1
8<
:logp(Xk−1; Xk)−
nX
j=1
pk(Xk−1; j)logp(Xk−1; j)
9=
;= 0 P-a:e:
(60)
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Eqs. (59) and (60) imply that
lim
n!1 n
−1
nX
k=1
8<
:logpk(Xk−1; Xk)p(Xk−1; Xk) −
nX
j=1
pk(Xk−1; j)log
pk(Xk−1; j)
p(Xk−1; j)
9=
;= 0 P-a:e:
This yields that
lim sup
n!1
n−1
nX
k=1
log
pk(Xk−1; Xk)
p(Xk−1; Xk)
6 lim sup
n!1
n−1
nX
k=1
NX
j=1
pk(Xk−1; j)log
pk(Xk−1; j)
p(Xk−1; j)
= lim sup
n!1
n−1
nX
k=1
NX
i=1
i(Xk−1)
NX
j=1
pk(i; j)log
pk(i; j)
p(i; j)
P-a:e: (61)
By the entropy inequality we have
NX
j=1
pk(i; j)log
pk(i; j)
p(i; j)
>0: (62)
It follows from (61), (62), (53), (58), and the inequality log x6x − 1; x> 0 that
h(P jQ)6 lim sup
n!1
n−1
nX
k=1
NX
i=1
NX
j=1
pk(i; j)log
pk(i; j)
p(i; j)
6 lim sup
n!1
n−1
nX
k=1
NX
i=1
NX
j=1
pk(i; j)

pk(i; j)
p(i; j)
− 1

=
NX
i=1
NX
j=1
1
p(i; j)
lim sup
n!1
n−1
nX
k=1
pk(i; j)[pk(i; j)− p(i; j)]60 P-a:e:
This implies that P(D(0))=1. Hence (54){(56) can be established by using Theorem 3
(cf. Liu and Yang, 1996). This completes the proof of the theorem.
Corollary. Letting [a]+ = maxfa; 0g; if
lim sup
n!1
n−1
nX
k=1
[pk(i; j)− p(i; j)]+ = 0; 8i; j 2 S; (63)
then (54){(56) hold.
Proof. Noticing that (63) implies (53), the above corollary follows.
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Now we give an approach to construct examples satisfying the assumption (53).
Example. Let =minfp(i; j); i; j 2 Sg; =maxfp(i; j); i; j 2 Sg, and (n(i; j)); i; j 2
S, be a sequence of matrices satisfying the following conditions:
NX
j=1
[n(i; j)]+ =
NX
j=1
[n(i; j)]−; i 2 S; n>1;
dn =maxfjn(i; j)j; i; j 2 Sg<minf; 1− g;
1X
n=1
dn=n<1:
Let pn(i; j)=p(i; j)+n(i; j). Then (pn(i; j)) is a stochastic matrix, and by Kronecker’s
lemma we have
lim
n!1 n
−1
nX
k=1
jpk(i; j)− p(i; j)j6 lim
n!1 n
−1
nX
k=1
dk = 0:
This implies (53) evidently.
4. For further reading
Billingsley, 1986; Cover and Thomas, 1991; Laha and Rohatgi, 1979; Karlin and
Taylor, 1975
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