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We present a simple and accurate computational method, which facilitates ab-initio path-integral
molecular dynamics simulations, where the quantum mechanical nature of the nuclei is explicitly
taken into account, at essentially no additional computational cost in comparison to the correspond-
ing calculation using classical nuclei. The predictive power of the proposed quantum ring-polymer
contraction method is demonstrated by computing various static and dynamic properties of liquid
water at ambient conditions. This development permits to routinely include nuclear quantum effects
in ab-initio molecular dynamics simulations.
I. INTRODUCTION
A large variety of relevant problems in chemical physics
are dominated by nuclear quantum effects (NQE), such
as zero-point energy (ZPE) and tunnelling [1]. In par-
ticular, at low temperature and for systems containing
light atoms, NQE must be considered to obtain the cor-
rect quantitative, and sometimes even qualitative behav-
ior. Path-integral molecular dynamics (PIMD) simula-
tions are a simple and computationally efficient option to
calculating quantum-mechanical time-independent prop-
erties in many-particle systems [2–4]. As such, PIMD
methods are the standard approach for understanding
the role of NQE in complex condensed-phase systems,
with examples ranging from the analysis of quantum fluc-
tuations in water and ice [5–25] to simulations of proton
transfer in biological enzyme catalysis [26–30], just to
name a few. However, in the past decade or so, PIMD-
based approaches have been developed, which also allow
the approximation of time-dependent properties, such
as diffusion coefficients and vibrational spectra; meth-
ods such as centroid molecular dynamics (CMD) [31, 32]
and ring-polymer molecular dynamics (RPMD) [33, 34],
therefore, provide a tractable route to quantum dynamics
in liquids and solids [35–44].
In general, path-integral simulations can be performed
using an arbitrary interaction potential V (R), where
R = {RI} are the nuclear coordinates; for instance,
∗ tdkuehne@mail.upb.de
simulations of liquid water have employed both empir-
ical force-fields [5–9, 11, 13, 22, 43, 45] and density func-
tional theory (DFT) [46–48] to describe the interactions
between the atoms. However, because each quantum par-
ticle is replaced by a classical P -bead harmonic ring-
polymer in the path-integral approach, the computa-
tional expense required to evaluate V (R) and the nuclear
forces FI = −∇RIV (R) in the extended path-integral
phase-space is roughly P times greater than the analogue
classical molecular dynamics (MD) simulation. Thus,
even at room temperature, PIMD simulations tend to
be computationally at least one or two orders of mag-
nitude more expensive than classical MD; in the case of
liquid water under ambient conditions, it is found that
P = 32 ring-polymer beads are required to converge most
calculated properties of interest [11, 43]. As a result of
the increased computational cost of PIMD simulations,
the vast majority of such calculations employ empirical
force-fields to model the intra- and intermolecular inter-
actions. By contrast, using an accurate electronic struc-
ture theory-based ab-initio potential to compute the nu-
clear forces, the resulting ab-initio PIMD simulations are
severely limited with regard to the attainable length and
time scales [23, 49–51]. Therefore, quite a few meth-
ods have been recently developed to accelerate the con-
vergence with respect to the number of ring-polymer
beads. Particularly notable examples for such acceler-
ation techniques are higher-order Trotter factorization
approaches [52–59], as well as schemes based on the gen-
eralized Langevin equation [60–63]. Unfortunately, both
of these acceleration methods are limited to the calcu-
lation of quantum mechanical, though static equilibrium
2properties only. Nevertheless, it is possible to bypass
this shortcoming using the recently devised ring-polymer
contraction (RPC) scheme [64, 65]. However, due to the
fact the latter approach relies on the notion that the in-
teraction potential can be conveniently decomposed into
a rapidly varying hard and a more slowly varying soft
part, it can so far only be employed in simulations with
empirical force-fields, since no such decomposition of an
ab-initio potential is not known as yet [34].
In this work, we propose a simple and accurate quan-
tum RPC (q-RPC) method to facilitate ab-initio PIMD
simulations at essentially no additional computational
cost in comparison to conventional ab-initio MD [66, 67].
To that extent, inspired by the original RPC scheme
[64, 65], the ab-initio potential VAI(R) is decomposed
into a slowly varying soft and a much more quickly vary-
ing hard potential by means of a computationally in-
expensive auxiliary potential Vaux(R), i.e. VAI(R) =
VAI(R)− Vaux(R) + Vaux(R). Specifically, Vaux(R) can
be though of as the hard part of the interaction poten-
tial, whereas the difference potential VAI(R) − Vaux(R)
can be considered as soft. As a consequence, the for-
mer must be evaluated using the full number of beads P ,
while the computationally expensive difference potential
can be computed on a much smaller ring-polymer with
just P ′ < P beads. Given that Vaux(R) roughly resem-
bles VAI(R), we found that P
′ = 1 is typically sufficient
to yield accurate results.
The remainder of the paper is organized as follows. In
section II, we outline the relevant theory relating to path-
integral and RPC simulation methods. In section III, the
present q-RPC method is described in detail. Thereafter,
in section IV, we assess the efficiency and accuracy of the
q-RPC approach via ab-initio PIMD simulations of static
and dynamic properties of bulk liquid water at ambient
conditions, before concluding the paper in section V.
II. PATH-INTEGRAL FORMALISM
Before introducing the q-RPC method in the next sec-
tion, we briefly summarize the key principles of the path-
integral formalism that are at the bases of our novel ap-
proach.
A. Path-Integral Molecular Dynamics
In the PIMD formalism, every quantum particle is
substituted by a harmonic P -bead ring-polymer that is
subsequently treated classically. In other words, since
the extended ring-polymer system is isomorphic to the
original quantum system, it possible to compute quan-
tum mechanical properties essentially exactly by sam-
pling the extended path-integral phase space using MD
[2–4]. On that point, the canonical quantum partition
function Z(β) is written in terms of Hamilton operator
Hˆ = Tˆ + Vˆ , i.e.
Z(β) = Tr
[
e−βHˆ
]
= Tr
[(
e−βP Hˆ
)P ]
= lim
P→∞
ZP (β),
(1)
where β−1 = kBT is the inverse temperature. This im-
plies that the origin of path-integral formalism is the no-
tion that the finite temperature density matrix e−βHˆ ,
which is equivalent to the square of the wavefunction
at low and to the Maxwell-Boltzmann distribution at
high temperature, can be decomposed into a product
of density matrices, each at higher effective temperature
βP = β/P . As such, Eq. 1 is a direct consequence of the
Trotter theorem and implies that in the limit P → ∞,
sampling ZP classically is identical to the exact canonical
quantum partition function Z(β) [4].
Inserting P − 1 complete sets of position eigenstates
and introducing momenta using the standard Gaussian
integral, as well as employing the symmetric Trotter
splitting to decompose Hˆ ,
ZP = N
∫
dNP R
∫
dNP P e−βHP (R,P) (2)
can be directly sampled by MD. Herein, P = {PI} are
the momenta of all N particles, while N−1 = (2pi~)3NP
is an inessential normalization constant. The so-called
ring-polymer Hamiltonian HP (R,P) that describes the
classical system of all N × P beads of the original N
quantum particles, reads as
HP (R,P) =
P∑
k=1
N∑
I=1
(
P
(k)
I
)2
2MI
+
MIω
2
P
2
(
R
(k)
I −R
(k+1)
I
)2
+
1
P
P∑
k=1
V (R(k)), (3)
where P is the number of imaginary-time slices, while
Mi are the particle masses and ωP = P/β = β
−1
P the
angular frequency of the harmonic spring potential be-
tween adjacent ring-polymer beads. This is to say that
the trace of Eq. 1, HP (R,P) is isomorphic to a closed
classical ring-polymer, thus R
(P+1)
I = R
(1)
I [3].
Eventually, the thermal quantum expectation value
〈A〉 =
1
Z
Tr
[
Aˆe−βHˆ
]
(4)
of some (usually position-dependent) operator Aˆ can be
directly determined by a PIMD simulation in terms of
〈A〉 ≃
N
ZP
∫
dNPR dNPP AP (R)e
−βPHP (R,P)AP (R),
(5)
where
AP (R) =
1
P
P∑
k=1
A(R(k)). (6)
3B. Ring-Polymer Molecular Dynamics
In the above formulation of PIMD, the trajectories gen-
erated by HP (R,P) are a purely fictitious vehicle for
sampling the extended phase space and calculating 〈A〉
via Eq. 5; no dynamic information is attached to the
corresponding trajectories. By contrast, the RPMD ap-
proach permits to approximately compute even dynam-
ical properties using appropriately chosen real-time cor-
relation functions of the form
cAB(t) =
1
Z
Tr
[
e−βHˆAˆ(0)Bˆ(t)
]
(7)
within the path-integral formalism [33, 34], where Aˆ(0)
and Bˆ(t) are Heisenberg-evolved operators, i.e. Oˆ(t) =
e+iHˆt/~ Oˆ e−iHˆt/~. Specifically, the PIMD trajectories
are used to determine an approximation of the quantum-
mechanical Kubo-transformed time-correlation function
according to
c˜AB(t) =
1
βZ
∫ β
0
dλTr
[
e−(β−λ)HˆAˆ(0)e−λHˆBˆ(t)
]
(8)
≈
N
ZP
∫
dNPR dNPP e−βPHP (R0,P0)AP (0)BP (t),
where the last line defines the RPMD approximation,
which is exact in the short-time and harmonic oscillator,
as well as high-temperature limit, where Eq. 8 reduces
to the classical correlation function [33, 34, 39]. Accord-
ingly, it is straightforward to see that RPMD complies
to classical MD performed in the extended path-integral
phase space. The calculated RPMD correlation func-
tions can be subsequently used to compute quantum-
dynamical properties; for example, the time integral of
the RPMD velocity autocorrelation function c˜vv(t) al-
lows the determination of quantum diffusion coefficients
[35, 68], i.e.
D =
1
3
∫
∞
0
dt c˜vv(t). (9)
In the related CMD approach [31], the center of mass
of the ring-polymer (the centroid) moves on the effec-
tive potential generated by the thermal fluctuations of
the ring-polymer; again, this approach allows the deter-
mination of quantum time-correlation functions and the
associated quantum-dynamical properties. As the name
implies, in CMD only the time-evolution of the of the
centroid coordinates
R
(c)
I =
1
P
P∑
k=1
R
(k)
I . (10)
is required, which, on the downside however, entails that
the integration time-step has to be rather small. For the
purpose to ameliorate the latter and to accelerate CMD
simulations, in the partially adiabatic CMD (PA-CMD)
scheme [32], the effective masses of the ring-polymer
beads are chosen so as to recover the correct dynamics
of the ring-polymer centroids. Therefore, the elements of
the Parrinello-Rahman mass-matrix are selected so that
the vibrational modes of all ring-polymer beads, except
for the centroid, are shifted to a frequency of
Ω =
PP/(P−1)
β~
, (11)
which allows for integration time-steps close to the ionic
resonance limit [11].
C. Ring-Polymer Contraction Scheme
If we assume, as is usually the case, that the evalua-
tion of the interaction potential and the resulting nuclear
forces is the most time-consuming part of an atomistic
simulation, it is clear from the above that the compu-
tational time of a PIMD simulation is around P times
greater than is required for the corresponding classical
system using conventional MD. Relating to this, it has
been demonstrated that the computational expense of
PIMD simulations employing empirical force-fields can
be dramatically reduced using the RPC approach [64, 65].
The origin of this scheme is based on the observation
that a PIMD simulation of a rigid water model requires
around P = 6 ring-polymer beads to achieve converged
quantum mechanical properties [5], whereas a PIMD sim-
ulation of a flexible water model (using similar inter-
molecular interaction models) needs roughly P = 32
beads to converge [11]. This observation immediately
suggests that one can develop a scheme where a small
number of beads P ′ is used to evaluate the (usually ex-
pensive) intermolecular interaction potential Vinter(R),
while a much larger number of beads P must be used
to evaluate the (usually inexpensive) intramolecular po-
tential Vintra(R). From this it follows that by exploiting
the trivial decomposition V (R) = Vinter(R)+Vintra(R),
where Vinter(R) can be considered as the slowly varying
soft and Vintra(R) as the quickly varying hard part of
V (R), the total computational cost of the PIMD simula-
tion can be dramatically reduced compared to the stan-
dard approach in which the full potential energy function
is evaluated on all P ring-polymer beads.
The RPC approach proceeds by first transforming from
the coordinate representation to the normal-mode repre-
sentation of the free ring-polymer using
R
(l)
I =
1
P
P∑
k=1
C
(P )
kl R
(k)
I , (12)
where C(P ) is the transformation matrix that diagonal-
izes the harmonic spring terms in Eq. 3 [50]. Next, the
P−P ′ normal modes with the highest frequencies are dis-
carded; the justification for this being that those modes
with high normal-mode frequencies also have the smallest
thermal amplitudes, and so, are not strongly coupled to
4Vinter(R), which is typically slowly varying on the length
scale of the ring-polymer. Assuming that an odd num-
ber of normal modes is retained, such that P ′ = 2m′ + 1
conforming with the centroid and the m′ doubly occu-
pied lowest normal modes, one can then transform back
into the coordinate representation using the inverse of
the normal-mode transformation matrix for the P ′ low-
est odes, i.e.
R
(k′)
I =
m′∑
l=−m′
C
(P ′)
k′l′ R
(l)
I . (13)
The overall result of these transformations is that the
coordinates of the contracted P ′-bead ring-polymer are
given by
R
(k′)
I =
P∑
k=1
Tk′kR
(k)
I , (14)
where the overall transformation matrix is
Tk′k =
1
P
m′∑
l=−m′
C
(P ′)
k′l C
(P )
kl . (15)
Once the computational demanding intermolecular po-
tential Vinter(R) has been evaluated at all P
′ beads in
the contracted ring-polymer, the potential energy of the
full P -bead ring-polymer can be recovered as
P∑
k=1
V (R(k)) ≃
P
P ′
P ′∑
k′=1
V (R(k
′)), (16)
while the corresponding nuclear forces
F
(k)
I ≃
P
P ′
P ′∑
k′=1
Tk′kF
(k′)
I , (17)
are obtained using the transformation matrix of Eq. 15,
where F
(k′)
I is the force on atom I evaluated on the k
′-th
bead of the contracted ring-polymer.
As demonstrated in PIMD simulations of simple em-
pirical water models [11, 12, 25, 43], the RPC scheme can
accurately reproduce the static and dynamic properties
of the full P -bead PIMD simulation at a fraction of the
computational cost, which are only slightly larger than
that of analogue classical MD simulations.
III. QUANTUM RING-POLYMER
CONTRACTION METHOD
Unfortunately, in the form outlined above, the RPC
scheme cannot be employed directly to ab-initio PIMD
simulations. The reason for this is that the usage of an
ab-initio potential VAI(R) does not allow for a straight-
forward decomposition into intra- and intermolecular po-
tentials, as exploited in empirical force-fields. As a result,
it is not clear how one could make use of the RPC scheme
in analogy to the above. Nevertheless, it is not generally
appreciated that the main idea of the RPC technique
is applicable to arbitrary decompositions into hard and
soft potentials. The key point of this work is to propose
a novel computational approach that we will refer to as
q-RPC method, which, in the spirit to the original RPC
approach [64, 65], facilitates to perform ab-initio PIMD
calculations at essentially the same computational cost
than conventional ab-initio MD simulations. Contrary
to the RPC technique, the q-RPC method does not rely
on the ability to identify intra- and intermolecular con-
tributions, but, as already alluded to above, permits to
decompose VAI(R) by the introduction of an appropri-
ately chosen auxiliary potential Vaux(R).
To be specific, our approach proceeds as follows. With-
out approximation, we can add and subtract Vaux(R) to
the full ab-initio ring-polymer Hamiltonian, giving
HAIP (R,P) =
P∑
k=1
N∑
I=1
(P
(k)
I )
2
2MI
+
MIω
2
P
2
(
R
(k)
I −R
(k+1)
I
)2
(18)
+
1
P
P∑
k=1
[
VAI(R
(k)) + Vaux(R
(k))− Vaux(R
(k))
]
= HauxP (R,P) +
1
P
P∑
k=1
[
VAI(R
(k))− Vaux(R
(k))
]
.
Here, we have rewritten HAIP (R,P) by means of an
auxiliary P -bead ring-polymer Hamiltonian for Vaux(R),
which is
HauxP (R,P) =
P∑
k=1
N∑
I=1
(P
(k)
I )
2
2MI
+
MIω
2
P
2
(R
(k)
I −R
(k+1)
I )
2
+
1
P
P∑
k=1
Vaux(R
(k)), (19)
plus a correction term given by the difference between
VAI(R) and Vaux(R) evaluated on all ring-polymer
beads. The key step in our approach is the notion
that if the difference potential
[
VAI(R
(k))− Vaux(R(k))
]
varies sufficiently slowly over the length-scale of the ring-
polymer, we can use the RPC approximation of Eq. 16
to write
P∑
k=1
[
VAI(R
(k))− Vaux(R
(k))
]
≃
P
P ′
P ′∑
k′=1
[
VAI(R
(k′))− Vaux(R
(k′))
]
, (20)
where we again have P ′ < P . From this follows that
the ring-polymer Hamiltonian for the full P -bead ring-
polymer can be approximated as
HP (R,P) ≃ H
aux
P (R,P) (21)
+
P
P ′
P ′∑
k′=1
[
VAI(R
(k′))− Vaux(R
(k′))
]
,
5whereas the nuclear forces are given in analogy to Eq. 17
as
F
AI
I = F
aux
I +
P
P ′
P ′∑
k′=1
Tk′k[F
AI(k′)
I − F
aux(k′)
I ]. (22)
In the limit that Vaux(R) = VAI(R), Eqs. 21 and 22
recover the exact full ab-initio ring-polymer Hamiltonian.
In practice, however, the potential energy for the full
ring-polymer on potential VAI(R) is approximated as
that arising from Vaux(R) plus a correction term de-
rived from the difference between VAI(R) and Vaux(r)
evaluated on a much contracted ring-polymer. Obvi-
ously, the most important upshot of the q-RPC method
is that the computationally expensive ab-initio potential
and nuclear forces must only be evaluated on the con-
tracted ring-polymer; this approach, therefore, has the
capacity to enable ab-initio PIMD simulations based on
VAI(R) at a much lower computational cost than a direct
ab-initio simulation of the full ring-polymer system.
IV. APPLICATION TO LIQUID WATER
To demonstrate the efficiency and assess the accuracy
of our novel q-RPC method, we have performed a series
of DFT-based ab-initio PIMD and RPMD simulations
of liquid water and ambient conditions. Due to the fact
that we have analyzed the impact of NQE on liquid water
in previous works [11, 43], we are confine ourselves to
validate the present q-RPC method against full ab-initio
PIMD reference calculations.
A. Computational Details
To that extent, we considered a cubic supercell con-
sisting of 512 light water molecules subject to peri-
odic boundary conditions. For the q-RPC method,
VAI(R) was represented by DFT [69, 70], while a
force-matched potential based on self-consistent charge
density-functional based tight-binding (SCC-DFTB) MD
simulations was employed to constitute Vaux(R) [43, 71–
73]. The latter was selected to mimic the situation that
only a relatively inaccurate auxiliary potential is avail-
able [74–76]. The eventual ab-initio PIMD simulations
were performed in the isobaric-isothermal NPT ensem-
ble at ambient conditions using the second-generation
Car-Parrinello MD (CPMD) method of Ku¨hne et al.
[67, 77, 78]. In this approach, the fictitious Newtonian
dynamics of the original CPMD technique [79] is re-
placed with an improved coupled electron-ion dynamics
that keeps electrons close to the instantaneous electronic
ground state without defining a fictitious mass parame-
ter. The superior efficiency originates from the fact that
the iterative wave function optimization is fully bypassed.
Thus, not even a single diagonalization step is required,
while at the same time allowing for integration time steps
up to the ionic resonance limit. The precise settings were
identical to those of previous second-generation CPMD
studies of water [78, 80–84].
All simulations were performed using the mixed Gaus-
sian and plane waves (GPW) code CP2K/Quickstep
[85, 86]. In the GPW scheme, the Kohn-Sham orbitals
are represented by an accurate triple-ζ Gaussian basis
set with one set of polarization functions (TZVP) [87],
whereas the charge density is expanded in plane waves us-
ing a density cutoff of 280 Ry. The interactions between
the valence electrons and the ionic cores was described by
norm-conserving Goedecker-Teter-Hutter pseudopoten-
tials [88, 89], while for the exchange and correlation (XC)
functional, the Perdew-Tao-Staroverov-Scuseria (TPSS)
meta-generalized gradient approximation was employed
[90]. Van der Waals interactions, which are typically
left out by common local and semi-local XC functionals,
were taken into account via dispersion-corrected atom-
centered potentials (DCACPs) [91–94]. Since we are
dealing with a disordered system at finite temperature
that also exhibits a large band gap, the Brillouin zone is
sampled at the Γ-point only.
The parameters of the q-TIP4P/F-like auxiliary water
potential were obtained by matching the nuclear forces
to SCC-DFTB reference calculations using the scheme of
Spura et al. [43]. The initial parameters were taken from
the original q-TIP4P/F water model [11], and reopti-
mized by minimizing he normalized L1 force distance be-
tween the water potential and SCC-DFTB is minimized
using the SLSQP algorithm of Kraft [95].
The equations of motion were integrated using a dis-
cretized time-step of 0.5 fs. At first, a 2.5 ns long
PIMD simulation with P = 32 ring-polymer beads was
conducted in the canonical NVT ensemble using the q-
TIP4P/F water model to equilibrate the whole system.
Thereafter, a 50 ps long DFT-based ab-initio PIMD cal-
culation is performed using q-RPC method with P =
32 → 1, which means that the full P = 32 ring-polymer
system is computed using Vaux(R), while VAI(R) is eval-
uated on the centroid only, i.e. P ′ = 1. From this sim-
ulation 25 equally distributed configurations separated
by 2 ps each were extracted. All observables were aver-
aged over 25 independent 2 ps long ab-initio PIMD cal-
culations using the direct DFT-based PIMD approach, as
well as the present q-RPCmethod. In total, ab-initio MD
simulations of more than 2 ns have been accumulated. In
spite the fact that the second-generation CPMD was em-
ployed throughout, which yields a speed-up of roughly a
factor of eight [78, 80], to the best of our knowledge, this
represents the most extensive ab-initio MD simulation
conducted to date.
B. Structure of Water at Ambient Conditions
To assess the accuracy of our q-RPC method on the
structure of liquid water, the partial radial distribution
functions (RDF) are computed [96]. The correspond-
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FIG. 1. Oxygen-Oxygen RDF as obtained by the present
q-RPC method and explicit ab-initio PIMD reference calcu-
lations. The experimental RDFs from Refs. 97 and 98 are
shown for comparison.
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FIG. 2. Oxygen-Hydrogen RDF as obtained by the present
q-RPC method and explicit ab-initio PIMD reference calcu-
lations. The experimental RDF from Ref. 97 is shown for
comparison.
ing results are shown in Figs. 1 to 3 and summarized in
Table I, respectively. It is apparent that the DFTB-
based auxiliary potential (aux. pot.) barely resembles
the experimental partial RDFs [97, 98]. Interestingly,
however, the partial RDFs of the simulation using the
q-RPC method with P = 32→ 1 are essentially indistin-
guishable from DFT-based ab-initio PIMD reference cal-
culations (PI-CPMD) with P = 32 ring-polymer beads.
As shown in Table I, all equilibrium distances are con-
verged within very few thousands of an angstrom, which
is an impressive manifestation that the q-RPC method
is rather robust with respect to the employed auxiliary
potential. In comparison to experimental measurements
[97, 98], the agreement is generally rather good, except
2 4 6 8 10 12
r [Å]
0
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1.5
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H
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P = 32, PI-CPMD (DFT)
P = 32 --> 7, q-RPC
P = 32 --> 1, q-RPC
P = 32, aux. pot. (DFTB)
A. K. Soper, 2013
FIG. 3. Hydrogen-Hydrogen RDF as obtained by the present
q-RPC method and explicit ab-initio PIMD reference calcu-
lations. The experimental RDF from Ref. 97 is shown for
comparison.
TABLE I. Various structural properties of liquid water at
ambient conditions as computed using the present q-RPC
method and explicit ab-initio PIMD reference calculations.
Method ROH [A˚] RO··H [A˚] ROO [A˚]
32, PI-CPMD (DFT) 0.978 1.854 2.796
32 → 7, q-RPC 0.979 1.851 2.794
32 → 1, q-RPC 0.980 1.852 2.795
32, aux. pot. (DFTB) 0.981 1.885 2.831
for a somewhat underestimated average distance of the
second neighbors in the O-O RDF in Fig. 1, which corre-
sponds to the first solvation shell of liquid water. More-
over, the absolute height of the first intermolecular peak
of the H-H RDF in Fig. 3 is slightly too low.
C. Kinetic and Potential Energy
A particular stringent test to assess the convergence
of PIMD simulations are the average potential and in
particular the kinetic energy per water molecule. The
latter can be computed from the centroid virial estimator
[99, 100]
〈Ekin〉 =
3
2NP
N∑
I=1
P∑
k=1
(R
(k)
I −R
(c)
I )
∂V (R(k))
∂R
(k)
I
+
9
2β
,
(23)
whereR
(c)
I is computed according to Eq. 10, while 9/(2β)
is the classical kinetic energy.
The average potential energy 〈Epot〉 and 〈Ekin〉 as ob-
tained by the present PIMD simulations can be found
in Table II. Despite the rather approximate nature of
Vaux(R), using the q-RPC method and with P = 32→ 1,
7TABLE II. The average potential and kinetic energy per water
molecule, as well as the translational diffusion constant, as
determined by the present q-RPC method and explicit ab-
initio PIMD reference calculations.
Method 〈Vmol〉 [
kJ
mol
] 〈Ekin〉 [
kJ
mol
] D [ A˚
2
ps
]
32, PI-CPMD (DFT) -8.10 32.10 0.432
32→ 7, q-RPC -8.56 31.79 0.421
32→ 1, q-RPC -9.49 30.88 0.403
32, aux. pot. (DFTB) -31.05 11.14 1.037
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time [ps]
0
10
20
30
40
c V
V
(t)
  [Å
2 /p
s2
]
P = 32, PI-CPMD (DFT)
P = 32 --> 7, q-RPC
P = 32 --> 1, q-RPC
P = 32, aux. pot. (DFTB)
FIG. 4. Velocity autocorrelation function as obtained by the
ab-initio RPMD simulations using the present q-RPC method
and explicit ab-initio PIMD simulations.
both 〈Epot〉 and 〈Ekin〉 are converged within less than
1.4 kJ/mol, while for P = 32 → 7 the error is smaller
than 0.5 kJ/mol. As a consequence, the former is prob-
ably good enough for most purposes, whereas the latter
can be considered as fully converged.
D. Translational Diffusion Coefficient
The RPMD velocity autocorrelation functions c˜vv(t)
are displayed in Fig. 4. As can be seen, applying the
q-RPC method, P = 32 → 1 is sufficient the obtain es-
sentially indistinguishable results in comparison to DFT-
based ab-initio PIMD reference calculations with P = 32
ring-polymer beads. From this it follows that even dy-
namical properties are equally rapidly converging than
structural properties and already P = 32 → 1 practi-
cally fully converged.
The associated translational quantum diffusion coef-
ficients D were calculated via Eq. 9 and are printed in
Table II. Strikingly, the diffusion constant of the auxil-
iary potential is more than a factor 4 higher than the
experimental value of 0.23 A˚2/ps [101], but in excel-
lent agreement with previous studies using SCC-DFTB
[75, 102, 103]. Nevertheless, this well-know deficiency of
the SCC-DFTB approach has been mitigated by the re-
cently proposed DFTB3 scheme [75, 104]. The present
ab-initio PIMD simulations also overestimate the experi-
mental value forD even though to a much smaller extent.
V. CONCLUSION
In summary, we have presented a novel computational
approach, dubbed q-RPC method, which enables to de-
compose an arbitrary ab-initio potential into a rapidly
varying hard and a more slowly varying soft part via a
computationally inexpensive auxiliary potential. To fur-
ther reduce the computational expense, the latter can be
computed using the original RPC scheme, resulting in,
what we call, double RPC (d-RPC) method. Using the
example of liquid water, it was demonstrated that the
q-RPC method permits for ab-initio PIMD simulations
at essentially no extra computational cost with respect
to conventional ab-initio MD calculations.
We conclude by noting that the present q-RPC
method is identical to a multiple time step algorithm in
imaginary-time [105, 106]. In fact, an alternative deriva-
tion based on the Liouville operator formalism imme-
diately suggest to devise a multiple time step scheme in
imaginary- and real-time [107, 108]. A corresponding ap-
proach using coupled-cluster and Hartree-Fock methods
for VAI(R), and Vaux(R), respectively, will be presented
elsewhere.
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