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Abstract
L'uso della macchina Exemplar SPP1200/XA disponibile al CILEA e' analogo a quello di tutte le
macchine Unix, con qualche complicazione dovuta alla particolare architettura del sistema.
Nell'articolo vengono messe in evidenza le peculiarita' del sistema che permettono di comprendere
meglio il comportamento, apparentemente imprevedibile, di questo potente e versatile calcolatore.
Si danno inoltre consigli pratici per un approccio il più possibile produttivo all'Exemplar e i
riferimenti necessari al reperimento di informazioni approfondite sugli argomenti toccati.
Ambiente di lavoro
Il sistema operativo dell'Exemplar è chiamato
SPP-UX, una versione del sistema operativo
Unix Berkeley compatibile POSIX.1 con esten-
sioni per ambienti di supercalcolo. La versione
attuale è la 3.1. Questo garantisce la disponi-
bilità di un ambiente di lavoro abituale per gli
utenti scientifici.
Al contrario di altri sistemi similari in ogni
ipernodo dell'Exemplar gira una sola copia del
micro-kernel e questo alleggerisce la gestione
del sistema.
Si garantisce che i binari HP/UX girino senza
problemi sull'Exemplar per mezzo del HP/UX
ABI (Application Binary Interface).
Sono disponibili i compilatori Convex Fortran,
compatibile con lo standard FORTRAN 77 e con
alcune estensioni del Fortran 90 ed il Convex C,
conforme allo standard ANSI.
man pages: fc, cc
Sono disponibili le librerie LAPACK, VECLIB e
SCILIB di cui se ne consiglia vivamente l'uso
perchè sono appositamente ottimizzate per
questa macchina.
La libreria VECLIB è presente anche sul
Convex C3820 e sul Convex META e questo
garantisce la portabilità dei codici anche dal
punto di vista dell'efficienza.
man pages: veclib, lapack, scilib, mlib
Si consiglia l'uso del comando df per conoscere il
file system installato.
La prima colonna a sinistra dà il nome del
sistema installato.
I direttori degli utenti attualmente sono sotto il
direttorio /users. Ovviamente esiste il direttorio
/tmp. Molti degli applicativi sono installati
sotto il direttorio /mcae.
Descrizione della macchina
Il Convex Exemplar è una macchina multipro-
cessore a memoria condivisa che può essere
composta da 4 a 128 processori HP PA-RISC
7200.
I processori sono riuniti a coppie in ipernodi
contenenti un massimo di 4 coppie di processori.
Ogni ipernodo ha una memoria propria e propri
canali di I/O. I processori dell'ipernodo sono
connessi da un crossbar di tipo 5x5 da 1.25
GB/sec nelle due direzioni.
Ogni ipernodo è connesso agli altri ipernodi con
4 anelli CTI (Convex Toroidal Interconnect)
unidirezionali da 600 MB/sec.
Gli anelli CTI collegano tra loro coppie
corrispondenti di processori dei singoli ipernodi
ed hanno una capacità di comunicazione globale
comparabile a quella dei crossbar.
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Schema semplificato di un Exemplar a due ipernodi
Ogni ipernodo possiede una memoria propria,
accessibile anche agli altri ipernodi. Ogni CPU
ha una cache propria. Ogni ipernodo ha una
CTI cache. Un meccanismo hardware garantisce
la coerenza delle cache. Il crossbar all'interno di
ogni ipernodo e gli anelli CTI tra un ipernodo e
l'altro garantiscono l'accesso a qualunque
porzione della memoria globale da parte di
qualunque processore. Perciò la memoria, pur
distribuita, è vista come un tutt'uno dalle
applicazioni.
In un certo senso la memoria è virtualmente
condivisa perchè fisicamente è distribuita sugli
ipernodi, ma i meccanismi hardware che
garantiscono la coerenza delle memorie locali e
le comunicazioni tra i processori permettono di
considerare la macchina Exemplar un elabora-
tore multiprocessore a memoria realmente
condivisa.
La macchina installata al CILEA ha 4 ipernodi
per un totale di 32 processori HP PA-RISC 7200
ed una memoria complessiva di 4 GB.
Per le sue caratteristiche la macchina Exemplar
presenta innegabili vantaggi per tutti gli
sviluppatori di software.
A chi non vuole o non può avventurarsi nelle
problematiche del calcolo parallelo l'Exemplar
offre le prestazioni di una CPU di buona po-
tenza di calcolo e vi aggiunge la possibilità di
utilizzare tutta la memoria resa accessibile dal
crossbar e dagli anelli CTI, usualmente non dis-
ponibile in una workstation singola.
Ai programmatori abituati a lavorare con calco-
latori vettoriali multiprocessori a memoria
condivisa l'Exemplar rende disponibili direttive
di ottimizzazione e parallelizzazione analoghe a
quelle già in uso su altre macchine parallele.
Qualche attenzione occorrerà prestare solo per
quei programmi cosi' ben fatti da essere auto-
maticamente vettorizzati e parallelizzati; per gli
altri si tratterà di individuare e sostituire la
direttiva analoga a quella già presente nel co-
dice. Questo non deve sorprendere ma è una
semplice conseguenza della presenza del cros-
sbar all'interno dell'ipernodo e del fatto che la
memoria è comunque condivisa. È come se i
processori del singolo ipernodo assumessero la
funzione dei registri vettoriali. Gli ipernodi sono
viceversa l'analogo delle CPU multiple.
Chiaramente questo discorso qualitativo deve
fare i conti con tempi di latenza e comunica-
zione un pò diversi tra i due tipi di architettura
ma il paradigma di programmazione è lo stesso.
Infine agli sviluppatori di codice per cluster di
workstation o comunque macchine a memoria
distribuita l'Exemplar rende disponibile l'am-
biente PVM ottimizzato dalla Convex per uti-
lizzare al meglio i meccanismi di comunicazione
veloce tra i processori.
Per contro gli sviluppatori di codice devono te-
nere presente che l'Exemplar è, per le sue ca-
ratteristiche, una macchina piuttosto delicata
che richiede attenzioni particolari. Soprattutto
gli sviluppatori Fortran devono sapere che la
macchina è particolarmente sensibile ai pro-
blemi di non allineamento e che è assoluta-
mente vietato l'uso di COMMON dichiarati di
lunghezza diversa nei vari moduli. L'uso accu-
rato della memoria è inoltre molto importante
ed occorre fare attenzione ai fenomeni di riso-
nanza con la lunghezza della cache dei proces-
sori.
La memoria
I processori dell'Exemplar SPP1200/XA hanno
una cache da 256 KByte di tipo a mappatura
diretta (direct mapped). Ciò significa che la lo-
cazione di un indirizzo di memoria relativo alla
cache è calcolato dall'indirizzo nella memoria
globale modulo la lunghezza della cache. Perciò,
se due vettori sono collocati nella memoria
globale a una distanza pari alla lunghezza della
cache, non possono coesistere nella cache, per-
chè dovrebbero occupare la stessa posizione.
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Questa caratteristica è propria della cache dei
processori HP che compongono l'Exemplar.
Tuttavia è ben più di una caratteristica eredi-
tata dall'Exemplar: il fatto che i processori ab-
biano una cache a mappatura diretta è estre-
mamente importante per l'architettura della
macchina e semplifica notevolmente la sua ge-
stione.
Tuttavia di ciò lo sviluppatore di codici dovrà
tenere conto, per non incorrere in pesanti ral-
lentamenti dell'esecuzione dovuti semplice-
mente all'alternarsi dei dati nella cache.
La memoria di ogni ipernodo può essere sud-
divisa in memoria locale, visibile solo dai pro-
cessori dell'ipernodo stesso; memoria globale,
accessibile da tutti i processori di un complesso
(subcomplex); CTI cache, contenente i dati fuori
ipernodo richiesti dai processori dell'ipernodo
stesso. La suddivisione della memoria è decisa
dal sistemista della macchina.
Partizione della macchina
E' molto difficile che un utente possa utilizzare
l'Exemplar nella sua globalità. Usualmente il
sistemista partiziona le risorse in diversi com-
plessi (subcomplexes). I complessi possono esse-
re immaginati come macchine virtuali, e posso-
no avere caratteristiche anche molto diverse tra
loro. Alcuni complessi possono essere utilizzati
da tutti gli utenti, altri solo da alcuni gruppi.
Alcuni complessi potrebbero essere dedicati a
processi particolari, quali applicazioni di grafica
o lavori batch. Certi complessi potrebbero
utilizzare una sola o pochissime CPU, altri po-
trebbero invece avere a disposizione molti più
processori, anche di ipernodi diversi. Alcuni
complessi potrebbero avere a disposizione poca
memoria fisica, altri averne invece molta di più.
Comunque sia divisa la macchina, i processi
attivati possono utilizzare soltanto le risorse
disponibili al complesso di appartenenza. Solo
in condizioni ben precise una applicazione può
utilizzare più complessi.
In ogni caso l'utente dovrebbe essere sempre al
corrente dei complessi che può utilizzare e delle
loro caratteristiche per utilizzare al meglio la
macchina e non disturbare più del necessario gli
altri.
La modalità di suddivisione della memoria fi-
sica condiziona l'efficienza di esecuzione di ogni
applicazione ma non limita la quantità di me-
moria vista da ogni processo. La memoria vir-
tuale a disposizione di ogni processo è infatti di
4 GByte complessivi ed è suddivisa in classi
specifiche.
Lo spazio virtuale accessibile è unico e non so-
vrapponibile per ogni complesso. Inoltre lo
spazio virtuale accessibile ad ogni processo è
unico e non sovrapponibile a quello degli altri
processi. Si capisce perciò che il grado di effi-
cienza nell'uso della memoria per ogni singolo
processo dipende sia da come è stata distribuita
la memoria fisica tra i complessi, sia da quanti
processi sono attivi nel singolo complesso.
La memoria virtuale è catalogabile in memoria
locale dell'ipernodo e memoria globale del
complesso. La memoria locale può essere
esclusiva del singolo processo parallelo (thread)
o accessibile a tutti i processi paralleli
dell'ipernodo. La memoria globale può essere di
tipo prossimo (near), lontano (far) o a blocchi
(block).
Mentre è facile capire come la memoria locale è
implementata utilizzando la memoria fisica del
singolo ipernodo, bisogna dire che la memoria
globale, pur essendo comunque visibile da tutti i
processori di un complesso, differisce nel modo
come viene distribuita fisicamente tra gli
ipernodi. La memoria prossima è implementata
utilizzando la memoria del singolo ipernodo e
conviene utilizzarla per le entità referenziate
solo sporadicamente da tutti i processi paralleli.
La memoria lontana è implementata di-
stribuendo la memoria ciclicamente su tutti gli
ipernodi a blocchetti di 4 KB. Conviene perciò
utilizzarla per le entità più o meno equamente
referenziate da tutti i processi paralleli. La
memoria di tipo a blocchi è invece divisa
equamente in tanti blocchi contigui quanti sono
gli ipernodi.
Bisogna dire che lo sviluppatore di codici po-
trebbe ben ignorare questa articolata cataloga-
zione della memoria quando scrive o adatta
un'applicazione per l'Exemplar. Infatti i compi-
latori si preoccupano da soli di catalogare i dati
in base al loro utilizzo nel programma, ma a
volte possono essere risolti problemi di effi-
cienza semplicemente esplicitando il tipo di
memoria virtuale che meglio si adatta alle sin-
gole entità. Comunque chi sviluppa codici per
l'Exemplar sappia che per ognuna delle classi di
memoria menzionate esiste una precisa di-
chiarazione di tipo sia per i programmi Fortran
che per quelli C.
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Passando a cose più pratiche, agli sviluppatori
di codice interesserà sapere che esistono precise
modalità per aumentare la disponibilità di
memoria sia dello stack sia dei dati.
Sull'Exemplar del CILEA la memoria per lo
stack, sia del processo principale, sia dei sotto-
processi paralleli è di 8 MB. Per aumentare lo
stack del processo principale si può utilizzare la
setrlimit (man page: 2 setrlimit). Per aumentare
lo stack dei sottoprocessi paralleli si può
definire opportunamente la variabile d'am-
biente CPS_STACK_SIZE, da definirsi in
KByte.
Oppure più praticamente, sia per aumentare lo
stack che lo spazio dati si può usare il comando
mpa. Precisamente l'opzione -stack permette di
ridefinire lo stack, l'opzione -data permette di
ridefinire lo spazio dati. Un'importante consi-
derazione è che mentre lo stack è preallocato
appena parte l'eseguibile, lo spazio dati viene
occupato dinamicamente al bisogno, perciò è
ragionevole assegnargli un valore anche sen-
sibilmente maggiore di quanto necessita.
Parallelizzazione
Ci sono essenzialmente due modalità per otte-
nere il parallelismo di un'applicazione su
Exemplar. Il modo più portabile sembra essere
quello dell'uso di direttive di compilazione,
mentre quello alternativo è l'utilizzo della li-
breria ConvexPVM per ottenere la gestione
dello scambio di messaggi. Ovviamente il giu-
dizio sulla portabilità del codice e le relative
difficoltà d'adattamento è molto soggettivo e
dipende sia dall'esperienza dello sviluppatore
del codice sia dalla provenienza del codice da
installare. La parallelizzazione mediante diret-
tive permette di ottenere il massimo dell'effi-
cienza nell'uso della macchina. Tuttavia l'uso
della libreria ConvexPVM permetterebbe di
utilizzare più complessi e conseguentemente
maggiori risorse di memoria e di calcolo. Il
massimo quindi potrebbe essere ottenuto da
un'applicazione che fa uso dello scambio di
messaggi per gestire le attività di più processi
PVM che girano su complessi diversi, processi a
loro volta parallelizzati con l'uso di direttive.
Il ConvexPVM installato sull'Exemplar è com-
patibile col PVM 3.3 sviluppato all'Oak Ridge
National Laboratory. Si differenzia da questo
tuttavia per l'ottimizzazione nello scambio dei
messaggi tra processi appartenenti al medesimo
complesso, sia residenti su uno stesso ipernodo,
sia residenti su ipernodi diversi. Perfino lo
scambio dei messaggi tra complessi diversi
dell'Exemplar o con macchine diverse può av-
vantaggiarsi dell'uso della memoria condivisa
nelle comunicazioni tra processo locale e de-
mone PVM.
In ogni caso la possibilità di utilizzo di più
complessi contemporaneamente nell'ambito di
un'applicazione PVM non è stata ancora im-
plementata sull'Exemplar del CILEA.
A dire il vero quando si utilizzano le direttive di
compilazione per parallelizzare un programma
il compilatore chiama i moduli appropriati della
libreria CPS (Compiler Parallel Support). Que-
sta stessa libreria può quindi essere utilizzata
direttamente dagli sviluppatori di codice paral-
lelo, magari per poter utilizzare un compilatore
diverso dagli fc e cc messi a disposizione dalla
Convex. Si tenga presente però i conseguenti
problemi di portabilità in quanto la libreria CPS
è di livello basso relativamente al PVM ed è
propria della macchina Exemplar.
man page: 3 cps
I problemi di non allineamento
I problemi di non allineamento sono forse i più
frequenti che un programmatore può incontrare
nel portare codici preesistenti su Exemplar. La
particolare sensibilità della macchina provoca
un bus error ogni volta che l'esecuzione
incontra un dato non allineato. Il fenomeno è
frequente nei programmi Fortran per dati
allocati in blocchi COMMON o nell'uso degli
EQUIVALENCE ed è usualmente più frequente
quanto più il programma è vecchio. Neppure i
programmatori C possono stare tranquilli
perchè anche i programmi C possono soffrire di
questi problemi.
Un modo per aggirare il problema se non si rie-
sce a risolvere la cosa in modo più diretto è
quello di mettere nel programma principale:
CALL ALLOW_UNALIGNED_DATA_ACCESS
per il Fortran e allow_unaligned_data_access()
per il C.
Ovviamente si dovrà pagare lo scotto di un
probabile forte rallentamento dell'esecuzione,
ma almeno si avrà la soddisfazione di vedere
portata a termine la stessa.
Note sulla generazione degli eseguibili
Si suggerisce di generare gli eseguibili paralleli
con le versioni non condivise (not-shared) delle
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librerie di sistema. Si ottiene un eseguibile più
grosso ma più veloce. Questo è possibile con
l'opzione -Wl,-aarchive dei compilatori. Una
curiosità: l'opzione -Wl permette di specificare
opzioni che verranno passate al loader. Più
precisamente deve essere seguita dalle opzioni
del loader separate da virgole.
Qualora si usassero le librerie veclib e lapack,
cosa senz'altro consigliabile per ottimizzare il
proprio programma a basso costo, occorre ricor-
darsi di generare l'eseguibile con l'opzione -O3,
altrimenti l'eseguibile viene generato con la
versione non parallela delle librerie.
Dal poco che è stato scritto sulle caratteristiche
architetturali dell'Exemplar si capirà che non è
generalmente sufficiente un oculato utilizzo
delle direttive di compilazione per ottenere un
programma parallelo che giri efficientemente su
questa macchina. Ogni programma ha precise
caratteristiche per le quali si possono indi-
viduare usualmente il numero ottimale di sot-
toprocessi paralleli e la più efficace distribu-
zione di memoria.
La personalizzazione dell'esecuzione in tal
senso si può ottenere con le opportune opzioni
del loader, oltre che mediante l'utilizzo del
comando mpa. Le opzioni del loader permettono
di generare l'eseguibile con le caratteristiche
desiderate, mentre l'uso del comando mpa
permette di personalizzare di volta in volta
l'esecuzione, anche variando le sue
caratteristiche in risposta ai diversi dati di
ingresso. Comunque, a testimonianza di ciò, le
opzioni del loader che permettono di
personalizzare l'eseguibile sono:
+minN per fissare un numero minimo di
sottoprocessi paralleli
+maxN per fissare un numero massimo
di sottoprocessi paralleli
+over per generare più sottoprocessi
paralleli che CPU disponibili
+spin per evitare che i sottoprocessi
paralleli in attesa di lavoro
siano sospesi. Utile se tutti i sot-
toprocessi paralleli sono costan-
temente carichi
-aarchive per includere nell'eseguibile la
versione non condivisa delle li-
brerie
+onenode per utilizzare le sole CPU di un
singolo nodo. Viene utilizzata la
sola memoria privata al nodo
Come usare i complessi
scm
Quando finalmente è disponibile l'eseguibile
parallelo è necessario sapere cosa si può fare
per utilizzarlo al meglio. Innanzitutto conviene
vedere come è stata partizionata la macchina
con il comando scm. L'opzione -c mostra che
attualmente l'Exemplar utilizzabile al CILEA è
stato partizionato in 5 complessi: System, sub0,
sub1 (riservato interno), sub2, sub3 (riservato
INFN).
In particolare il complesso System ha un solo
processore ed evidentemente ha funzioni preva-
lentemente gestionali. Il complesso sub0 occupa
i restanti 7 processori del nodo 0. Gli altri tre
complessi occupano completamente ognuno dei
restanti ipernodi della macchina.
L'illustrazione mostra la finestra generata dall'esecuzione
del comando scm ed è riprodotta al solo scopo di rendere
più intuitiva la spiegazione.
In futuro l'organizzazione della macchina po-
trebbe essere molto diversa, anche in conse-
guenza delle richieste degli utenti o della rispo-
sta del sistema nel complesso.
mpa
Gli utenti Unix sono abituati a lanciare l'ese-
cuzione di un programma, una procedura,
semplicemente trasmettendo il nome degli
stessi, eventualmente seguito dai parametri.
Qualcuno si spinge ad utilizzare il comando
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time, ma nulla più. Su Exemplar le cose sono un
pò diverse. A meno che non si utilizzino
programmi o procedure appositamente predi-
sposte, si dovrà necessariamente lanciare
un'esecuzione col comando mpa, che non
esclude comunque la possibilità di usare time.
L'utilizzo del comando mpa è fondamentale
perchè permette di personalizzare l'esecuzione
in funzione delle caratteristiche del programma
e del complesso che si ha a disposizione.
Infatti al momento gli utenti interattivi lavora-
no collettivamente nel complesso sub0, condivi-
dendone le risorse. Tuttavia è possibile utiliz-
zare altri complessi per esecuzioni specifiche. Il
modo più semplice per far girare un programma
in un certo complesso è dare il comando mpa -
sc complesso applicazione.
Può capitare che il programma sia di tipo pa-
rallelo ma adatto ad essere eseguito con un
numero ristretto di processori. In questo caso si
consiglia ancora di usare mpa fornendo il nu-
mero ottimale di processori:
mpa -sc complesso -min minimo  \
-max massimo  applicazione
Qualora si fosse certi che il programma è ben
ottimizzato per il calcolo parallelo ma i tempi
d'esecuzione non risultassero quelli sperati si
possono prendere in considerazione due possi-
bilità:
• qualcun'altro sta lavorando nello stesso
complesso. Non importa se si usano pro-
grammi paralleli o no: può essere sufficiente
usare una buona quantità di memoria per
sovraccaricare l'intero complesso.
• si può provare ad usare l'opzione -spin di
mpa. Questo funziona soprattutto nel caso
che le singole attività parallele siano nu-
merose, di breve durata e si succedano ab-
bastanza frequentemente, altrimenti si ri-
schia di consumare notevoli risorse di calco-
lo per nulla. Infatti con questa opzione il si-
stema operativo non sospende un processo
parallelo in attesa di lavoro, ma lo mette in
uno stato di attesa 'ansiosà, eliminando no-
tevolmente i tempi di latenza.
Vale la pena  di ricordare  di nuovo  le opzioni -
stack nn e -data nn, che permettono di au-
mentare gli spazi di memoria. Gli spazi nor-
malmente occupabili sono 512 MByte per i dati
e 8MByte per lo stack. Si ricorda però che,
mentre lo spazio dati può essere specificato
molto grande perchè comunque l'esecuzione ne
occupa solo quel tanto di cui ha bisogno, lo
spazio di stack viene subito allocato intera-
mente non appena l'esecuzione parte. Occupare
per nulla uno spazio esagerato penalizza sia la
nostra esecuzione che il lavoro degli altri utenti.
Infine non si dimentichi di specificare l'opzione -
v soprattutto se si desidera dare un significato
ai dati prestazionali ritornati dall'esecuzione.
Uso di file enormi
Considerando la potenza della macchina non è
escluso che alcuni utenti abbiano a che fare con
file di grandezza fuori dal comune. Sempre te-
nendo ben presente che file con occupazione di-
sco dal gigabyte in su sono molto scomodi da
gestire, si vogliono comunque dare alcuni sug-
gerimenti per usare file più grandi di 2 GB:
Innanzitutto è importante evitare l'uso dei co-
mandi di shell, ad esempio la redirezione
dell'I/O.
E' possibile invece usare il pipe, ad es.
cat enorme1 | dd of=enorme2
cat enorme1 | grep da_cercare
Usare l'opzione -z dei comandi cp e mv per evi-
tare di riempire possibili buchi con zeri, au-
mentando cosi' l'occupazione su disco.
Bibliografia
[1] ConvexOS Extensions User's Guide, Convex
Press, Order No. DSW-053
[2] Exemplar Programming Guide, Convex
Press, Order No. DSW-067
[3] SPP Language and Programming Overview
Course Notes, Convex Education Center
[4] P. L. Miglioli, L'architettura Convex
SPP1200/XA: un potente e versatile sistema
di calcolo, Bollettino del CILEA, Dic. 1995,
n. 50
