Abstract: Problem statement: The issue of having robust and fragile watermarking is still main focus for various researchers worldwide. Performance of a watermarking technique depends on how complex as well as how feasible to implement. These issues are tested using various kinds of attacks including geometry and transformation. Watermarking techniques in color images are more challenging than gray images in terms of complexity and information handling. In this study, we focused on implementation of watermarking technique in color images using the biological model. Approach: We proposed a novel method for watermarking using spatial and the Discrete Cosine Transform (DCT) domains. The proposed method deled with colored images in the biological color model, the Hue, Saturation and Intensity (HSI). Technique was implemented and used against various colored images including the standard ones such as pepper image. The experiments were done using various attacks such as cropping, transformation and geometry. Results: The method robustness showed high accuracy in retrieval data and technique is fragile against geometric attacks. Conclusion: Watermark security was increased by using the Hadamard transform matrix. The watermarks used were meaningful and of varying sizes and details.
INTRODUCTION
Benefits of digital media such as efficient storage and ease of manipulation and transmission, led to the enormous growth in usage and research in this field [1] . However, digital information can be easily duplicated, forged and distributed. Hence the need for copyright protection tools has arisen. Cryptography and watermarking were suggested as tools to meet this need. But cryptography is rather costly since it needs a special hardware to be merged with it. This is why researches headed towards watermarking techniques. Digital watermarking is a way of hiding data (information) within digital media, such as audio, video and digital images. It is considered one of the various software products developed to address the growing problems in digital media [2] . In watermarking, a distinguishing piece of information (watermark) is embedded into a multimedia object (cover work) such that the watermark can be detected or extracted later to make a declaration about the object [3] . Traditionally watermarking is done by embedding a character string, in the cover work, such as the author name. Yet this does not guarantee the authenticity of the source, since the cover could be watermarked by anyone, with any particular name, or string. Consequently the need for a newer watermark, the biometric traits of humans, such as signatures or finger prints increase the security of watermarking techniques for the purpose of authentication and proof of ownership. Furthermore watermarking techniques using biometric qualities can assure that the image was not tampered after it was signed and verifying the signature of the author, reduces the chances of a forgery [4] . Watermarking techniques were classified according to several criteria. It could be classified into blind and nonblind watermarking, depending on the need of the original watermark at the extraction stage [5] . Blind is the technique that needs only the watermarked object and the watermarking key (if used at embedding) at extraction, as in [6] [7] [8] . On the other hand, nonblind watermarking needs the image and/or the watermark itself, to be given to the extractor as in [9] . Another way of classifying watermarking techniques depends on the imperceptibility of the resulting watermarked image. Accordingly, watermarking is classified to visible and invisible. Visible watermarks are clearly detectable. They are intentionally perceptible to a human observer. Such techniques, like the one in [10] , are used to prevent unauthorized access to an image. However, invisible watermarking, such as [11] requires the marked image to be imperceptible without any visual artifacts. This type of watermarking is used to identify the owner or origin of the host image and to detect any possible unauthorized image copies. One other way of classification depends on the domain of embedding the watermark in the cover object. The watermark can be embedded in the spatial domain as in [12] [13] [14] [15] . Or it could be in one of the transform domains such as the Discrete Cosine Transform (DCT), or the Discrete Wavelet Transform (DWT) as in [16] [17] [18] [19] [20] [21] . Watermarking in the spatial domain is computationally easy to implement, but it is not robust enough to withstand common image distortions such as additive noise and filtering [22] . In order to overcome this weakness, our technique uses both the spatial and DCT domains in watermarking.
In this study, we will investigate a watermarking system in the Hue, Saturation and Intensity (HSI) color model. It is also called Hue, Saturation and Lightness (HSL). HSI is drawn as a double cone or double hexcone. It is a non-linear deformation of the RGB color cube [23] . HSI color space detaches the intensity, which is the most useful descriptor of monochromatic images and a key factor in describing color sensation, from the color-carrying information (hue and saturation) in a color image [23] . HSI color model has several advantages over the Red, Green and Blue (RGB) model. In the RGB color model, red, green and blue color components are highly correlated, therefore it is not ideal for all applications and difficult to execute some image processing algorithms. Moreover, the HSI color model makes it possible for many processing techniques, such as histogram equalization, that work only on the intensity component (page) of an image, to be easily implemented using this color model. Hence, by applying the watermark using HSI, we will reduce the complexity of the system and provide a better and more robust approach [23] . Watermarking techniques are investigated to increase the security and prove the ownership over networked computers and the World Wide Web. Information hiding techniques, watermarking in specific, are being vastly investigated since the first academic conference on this topic in 1996 [24] . The technique in [25] is a block based spatial watermarking method. This method inserts watermark information using a secret key in a digital image. The process decomposes images spatially into blocks and classifies pixels in homogeneous luminance zones. This method introduces no artifacts for JPEG compression of quality factor 75%. Our method transforms the image to the frequency domain in a block wise manner, not pixel wise. Embedding is done in the mid band frequency of the DCT block.
The term "Dual watermarking" was proposed in [3] ; the duality comes from the visible and invisible watermarks embedded in the cover image in the DCT domain. This method protects both ownership and authenticity of the images. The duality proposed by our system totally differs from the one proposed in [3] . We mean by duality, both the spatial and frequency domains.
In 2004 Al-Omari [26] , presented a technique that embeds a watermark in the DCT domain after truncating the DCT coefficients to the nearest integer. His system, as most of the systems provided in the literature that work in the DCT domain, neglects the decimal part of the DCT coefficients. With block size equal to 8×8, Al-Omari embeds 8 bits/block in the highest DCT coefficients in each block.
The main goal of this study is to present a novel technique to watermarking. Our dual domain technique investigates the use of the HSI color model and the DCT domain. The security and robustness are improved to withstand more attacks. The correlation factor between extracted watermarks is used to determine resemblance and accuracy of extraction. One of the main objectives our technique has is to maintain the marked image imperceptible and without any noticeable artifacts.
MATERIALS AND METHODS
Our proposed technique is a dual domain watermarking method. It uses both the spatial and the DCT domains for watermarking in the HSI color model. The embedding and extraction processes are performed on the image in its HSI color representation. Therefore, our technique depends on transforming the colored image from one representation to another, i.e., from RGB to HSI and vice versa.
The main component of the HSI color space that was mainly used is the intensity. Intensity (gray level) embodies the achromatic notion and is a key factor in describing color sensation. It is the most useful descriptor of monochromatic images, which is a measurable and interpretable quantity [23] . The intensity was used for watermarking in both the spatial and DCT domains. Hue and Saturation were used as well to embed and extract watermarks from the cover object.
Transformation of the image from the RGB color space to the HSI color space notation is done according to the following formulas:
We used (1) to compute the H component of each RGB pixel. θ represents the angle measured with respect to the red axis of the HSI space. It was calculated by using (2):
Using (3), the saturation component was calculated and the intensity component was computed by using (4) . Before applying this transform, the RGB values must be normalized to the range [0, 1]; the resulting image is also normalized to this range for the testing phase [23] .
The inverse transform of the HSI, which transforms from HSI to RGB color space, is done depending on the sector in which H is located. These sectors are of 120° intervals which mean that there are three sectors [23] . The transformation from HSI to RGB is performed as follows: if the HSI values are in the interval [0, 1], H is multiplied by 360° to return the hue to its original range [0, 360°].
The first sector is the RG sector where (0°≤H<120°). In this case the equivalent RGB values are given by:
Scos H R I 1 cos(60 H)
The second sector is the GB sector (120°≤H<240°). Here we need to reset H to the interval [0, 1], by subtracting 120° from it as shown in (8):
Depending on the new hue value that we calculated, using (8) , the RGB components are:
Scos H G I 1 cos(60 H)
The last sector is the BR sector where (240°≤H<360°). As in GB sector, we need to return it to its normal range. Here we do it by subtracting 240°:
Using (12) for the H values, we calculate the RGB components as follows:
Scos H B I 1 cos(60 H)
The HSI color model was chosen in our technique for the increased characteristics that assist in manipulating colored images.
Watermarking in the DCT domain takes place in the HSI color model. The DCT allows an image to be broken up into different frequency bands. In this technique, the middle frequency bands are chosen for embedding since they do not represent the most important visual parts of the image [26] . Low frequency bands represent the most important visual parts in the image, therefore, embedding in such bands generates artifacts that are visible to the observer. On the other hand, embedding in the high frequency bands avoids violating the perceptible parts of the image, but makes it more vulnerable to removal when compressed or attacked.
Generally digital watermarking systems have two main stages; embedding and extraction [27] .
Watermark embedding (encoding) process: In this stage, the encoder takes the watermark and the cover image as an input, the required preprocessing is done and the watermarked image is returned as an output.
Other input data could be supplied also to the encoder, such as other watermarks (multi watermark system), or a key that is used to add a level of security to the watermarking technique. This key increases the robustness of the technique against attackers. The watermark used in this technique is a binary image. The encoding (embedding) process is formed of several sub processes or stages. It is shown in Fig. 1 . Our system has a two stage encoding process, one for each domain:
DCT domain embedding stage: In our technique, the embedding process is done in a specific sequence. First, we embed a watermark in the DCT domain and then we embed several watermarks in the spatial domain. We follow this sequence in embedding since the DCT domain is robust against any possible noise generated from embedding in the spatial domain.
Embedding in the DCT domain is performed after transforming the image representation to the HSI color space. The watermark is embedded in the intensity component of the image, in its DCT transform domain notation.
The DCT can be applied to the image as a whole, or it can be performed block wise. In our technique, we perform it on the image in form of blocks of 8×8 size. The block DCT transform is performed on each partition by itself, as if it is a separate image. Then the blocks are reattached together to form the resulting transformed image.
This leads to an 8×8 blocks of frequency representing the image. The DCT transform partitions the image into varying frequency bands: Low, middle and high. We have chosen a certain region from the middleband frequency, because the High Frequency (FH) region is eliminated when applying jpeg compression. On the other hand, the Low Frequency (FL) represents most of the weight of the image, therefore, manipulating this area will cause visual impairments and loss of data. Fig. 2 shows the 8×8 DCT block regions. Figure 3 shows our chosen region for embedding the watermark. Our region uses most of the Middle Frequency band (FM). This region differs slightly from the ordinary FM band, since it is shifted one pixel up from the FH band; to make the system more robust to compression. The region is moved one pixel closer to the FL band, to increase the importance, without affecting the image imperceptibility. The DCT transform used is the two-dimensional DCT. The two-dimensional DCT is just a onedimensional DCT applied twice, once in the x direction and again in the y direction. The two dimensional DCT for an N×N Image is shown in (16) :
For u, v = 0, 1, 2,…,N-1. α (u) and α(v) are defined in (17) .
The values of T (u, v) are called the DCT coefficients of the image f:
The DCT is an invertible transform and the equation we used to calculate this inverse is:
For x, y = 0, 1, 2,...,N-1.
The resulting transformed image is of floating point precision; thus we will separate the integer part from the decimal part, embed the watermark in the integer part and then rejoin the two parts together. In this way we can ensure that no data loss occurs from truncation of fine details in the decimal part.
After transforming the cover image to the HSI representation and then to the DCT frequency domain, the watermark must be prepared for being embedded. This is done by applying another transform which is the Hadamard transform to the watermark. The Hadamard transform matrix, H, can be obtained by the formulas (19 and 20) shown below: The Hadamard matrix is an invertible one. The inverse was recursively computed using (21):
Now that the cover image and the watermark are preprocessed, we will embed the Hadamard transformed watermark in the middle frequency band of the DCT block. The embedding will take place only in the integer part of the transformed cover image.
After this stage, the watermarked integer part is rejoined with the decimal part. The IDCT transform is applied on the resulting watermarked intensity component. It is then joined with the hue and saturation components for the rest of the embedding process to take place.
Spatial domain embedding stage:
The input to this stage is the HSI transformed image, with the intensity component watermarked by using the DCT domain stage that was mentioned earlier. Another input is the watermark itself. The watermarks used in this stage are the same as the one embedded in the DCT stage. However, in this stage, we embed four of them and without transforming them.
Embedding the watermarks in this stage is different than the conventional spatial domain techniques in many ways. First, instead of embedding one watermark, we embed four identical rotated watermarks to withstand the rotation and cropping attacks. Secondly, the watermarks are embedded in the HSI color space, not the RGB. Thirdly, each pixel of the watermark is embedded in its corresponding pixel location in the H, S and I components alternately. We embed the first pixel of a watermark in the first pixel of the hue component, the second pixel goes in the second pixel of the saturation component and the third one goes in the third pixel of the intensity component. And so on until all the pixels of the watermark are embedded. Fourthly, we embed the watermarks' pixels in different bit locations for each component pixel.
To make the technique rotation invariant, the watermarks are embedded in the four corners of the cover image as in Fig. 4 . In the top left and bottom right corners we use the bit locations 1, 2 and 3. Whereas, the bit locations 2, 3 and 4 are used for the top right and the bottom left corners. Embedding four watermarks in each corner, is done while rotating the host image a 90° counter clock wise. The first embedding goes at zero degree rotation, then the cover image is rotated 90° and the same watermark is embedded in the top left corner. This process is done four consecutive times which returns the image to its original 0° rotation.
The final step for the embedding process is to return the watermarked image to the RGB color space. We perform the transformation from HSI to RGB based on the formulas in (4, 5 and 6).
Watermark extraction (decoding) process:
The input for the extraction stage is the watermarked image. The general framework for the extraction process is shown in Fig. 5 . The extraction process has a preprocessing stage. It is the reverse of the embedding stage. The extraction process happens in a specific order. Extraction from the spatial domain is performed before the DCT domain, since we need to extract from the spatial first to know if the watermarked image has been rotated. We will begin the decoding stage by obtaining the watermarked image and converting it to the HSI color space using (1-3) .
The extraction process involves the following sub processes or stages.
Spatial domain decoding stage:
Extracting in the spatial domain happens from each of the H, S and I color components. The bit locations used at extraction are the same locations used at embedding and in the same way.
At this stage, we extract only two out of the four watermarks which were previously embedded. We begin extracting from the top left corner of the watermarked image, then the image is rotated 90° counter clock wise and another watermark is extracted from the same place. We compare the two extracted watermarks and select one of them to determine the angle of rotation. If the angle is 90° then the image is rotated 90° before it is sent to the DCT decoding stage, otherwise it is sent unaltered. This test is done to check for 90° rotation attack. Other 90° increments are checked in the DCT domain decoding stage.
Although we use four identical watermarks at embedding, we have only one of them at extraction. The rest are used when rotations of 90° increment occur.
DCT domain decoding stage:
Extraction of the watermark from the DCT domain depends on the result given by the spatial stage, especially in the case of rotation attack.
After we extract the two watermarks of the spatial domain, we start extracting from the DCT domain. It also shows that extracted watermark, is in a processed form and that it needs to be further processed (backward processing) before it is ready to be used As in the embedding stage, we use the 8×8 DCT block for extraction. Again, the bit locations used are the same as those used at the DCT embedding stage. After performing the DCT extraction, we get the result as a binary matrix. This matrix needs to be transformed using the inverse Hadamard transform. Now that we have the DCT extracted watermark, we begin a test by comparing this watermark with the spatially extracted watermark. If we reach a predefined threshold value, then both watermarks are accepted. Otherwise, the watermarked image will be rotated by 180° counter clock wise and then the DCT extraction process is repeated. This is done to check for 180° and 270° rotation attacks. After this stage is performed, we will have two watermarks extracted from both the spatial and the DCT domains.
RESULTS
We have tested this method on a wide range of images and watermarks expanding on the tests performed in [28] . A sample set of host images is shown in Fig. 6 and some watermarks are shown in Fig. 7 . Simulation results include tests performed on the different images that appear in Fig. 6 and 7 . The similarity between the extracted watermarks and the original ones is presented as a correlation between them. Table 1 shows the results of watermarking the Girls image shown in Fig. 6a , with the biometric signature shown in Fig. 7a , in the normal case and attacked by JPEG compression with 25, 50 and 75 quality factors, salt and pepper noise, Gaussian noise, rotation and a composite attack.
Images related to the tests reported in Table 1 , are shown in Fig. 8 . They provide a visual aid to realize the amount of attacks and distortions applied to the watermarked images. Corresponding watermarks, extracted spatially, are shown in Fig. 9 . In Fig. 10 , we show the extracted watermarks from the DCT domain after the attacks.
In Table 2 , we demonstrate the results of watermarking the Fish image, in Fig. 6b , with the Fingerprint in Fig. 7d . The Table 2 presents the results of extracting the watermarks after applying several attacks like compression and additive noise on the watermarked image. Table 3 lists the results of applying the logo watermark that appears in Fig. 7e , to the plane image in Fig. 6c . It also provides results of applying some attacks, including a complex attack.
In addition to rotation, our technique was tested against another geometric attack, which is cropping. We tested our technique against cropping in different regions and using different watermarks. We used the watermarks in Fig. 7a, b, d and e to embed them in the Peppers image, then we performed the cropping attack in different regions of the watermarked image as Fig. 11 shows. In Fig. 12 , we show the watermarks extracted spatially from their corresponding marked then cropped images in Fig. 11 . Whereas Fig. 13 shows the watermarks extracted from the DCT domain from the same cropped images in Fig. 11 . Table 4 presents the effect of cropping the peppers image, as shown in Fig. 11 , on both the spatial and the DCT domain results. Table 4 shows the correlation between the original and extracted watermarks. 
DISCUSSION
Our proposed technique was tested on several images, each of which differs in density and colors. In Fig. 6 and 7 we present a set of host images and watermarks on which we test our technique. Those images are chosen to be of different densities, colors and details in order to observe how they affect the quality of the resulting extracted watermarks. The results in Table 1-3 are not identical, although the attacks applied are almost the same. This is due to the difference in both the host images and watermarks used. Observing these results, we find that the DCT domain produces better results than the spatial domain.
The spatial domain represented in the second column of the Table 1 -3, show that the extracted watermarks are almost accurate in the normal test case and after applying the rotation attack of 90° increments. This is due to the novel embedding technique that we utilize. As Fig. 4 shows, we use four identical watermarks to be embedded in the four corners of the host image, enabling us to extract one of them whenever a rotation of 90° increments occurs. This way in embedding also helps us in determining the angle of rotation (if it occurs of 90° increments), in order to extract the DCT embedded watermark correctly.
The spatial domain embedding gave acceptable accuracy in the case of salt and pepper additive noise as well. However, any Gaussian additive noise and lossy compression distorted the watermark greatly. This is due to the embedding in the least significant bits which are likely to be defeated with such attacks.
The results of the DCT domain in the third column of Table 1 -3 are accurate. This is obvious from the correlation values that are almost equal to one in the DCT domain, even when complex attacks are applied. The reasons behind this, is due the fact that the DCT is not vulnerable against JPEG compression and common additive noise. Another important reason is that we embed in the mid band frequency of the DCT blocks, as shown in Fig. 3 , in order to avoid modifying high weight regions of the image and to reduce the possibility of applying visual artifacts. One final reason is that we use the Hadamard transform which increases the technique's robustness.
Although the DCT domain watermarking is not rotation invariant, our technique extracted the DCT domain watermarks fairly accurately when the rotation attack is performed. This is because of the fourwatermark embedding technique which we follow in the spatial domain which helps us to inversely rotate the watermarked image until we extract the DCT domain watermark.
Different cropping regions are performed on the watermarked image as Fig. 11 shows. In these tests, different watermarks are used for embedding. As Fig. 12 shows, cropping in various regions produces accurate results in the spatial domain, except for the first region that appears in Fig. 11a . In this case of center selection, we miss the four watermarks that were embedded in the four corners. Fig. 13 shows that using the DCT domain, we extract the watermarks fairly accurately in the different cropping attacks.
CONCLUSION
In this study, we proposed a novel method for watermarking in the biological color space (HSI). We used two domains, the spatial and DCT. We used a new technique in embedding in the spatial domain. The technique has proven its robustness against several attacks, including the geometric attack of rotation and cropping. It has been shown that this method adds no visual artifacts to the watermarked image, although the watermark size is relatively large compared to the host image.
The future research is basically directed towards more robustness against other geometric attacks, such as rescaling and rotation of different angles other than 90° increments.
