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Abstract
The high-pressure phase transition in the deuterated lithium hydroxide crystalline state has been studied
by Car-Parrinello molecular dynamics simulations, in the constant pressure, constant-temperature
ensemble. The recently developed metadynamics approach has been applied to encourage the system to
transform into different phases in an affordable simulation time. A previously not completely
characterized high-pressure phase has been obtained. The structural and spectroscopic properties have
been studied and compared with the neutron scattering, infrared and Ramon measurements. It has been
found that the calculated structure differs slightly from the experimental hypothesis, and that the
presence of strong hydrogen bonds is the source of the red shift and of the characteristic features of the
OD-stretching bands in both IR and Roman spectra.
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Abstract
The high pressure phase transition in the LiOH crystalline state has been
studied by Car-Parrinello molecular dynamics simulations, in the constant
pressure, constant temperature ensemble. The recently developed metady-
namics approach has been applied to encourage the system to transform into
different phases in an affordable simulation time. A previously not com-
pletely characterized high pressure phase has been obtained. The structural
and spectroscopic properties have been studied and compared with the neu-
tron scattering, infrared and Raman measurements. It has been found that
this slightly differs from the experimental hypothesis and that the presence
of strong hydrogen bonds are the source of the red shift and of the charac-
teristic features of the OH-stretching bands both in IR and Raman spectra.
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1 Introduction
High pressure transformations occurring in solids are of considerable interest in
material science and chemistry for their possible technological applications and
for the basic understanding of the behavior of matter under extreme conditions.[1,
2] By applying a high external pressure atoms, ions, molecules are forced to close
distances and otherwise not accessible regions of the potential energy surfaces
can be sampled. It has been reported that in many cases this can result in quite
unusual response of the system and for instance, unforeseen chemical reaction
pathways have been observed. Since a long time[1] it is well understood that the
peculiar behavior of matter under ultrahigh pressure is determined by geometrical
constraints (interatomic distance and molecular orientations) and by the related
perturbations or changes of the electronic structure. Experimentally, the effect
of pressure on solid samples can be investigated by a range of techniques that
has extended considerably since the advent of the diamond anvil cell.[1] Yet the
details of the change of electronic structure occurring at high pressure are not
easily accessible from experiments.
On the other hand, the ab initio simulation techniques provide a complete pic-
ture of the electronic structure and the intermolecular forces at the level of theory
of choice. If we were able to carry on ab initio molecular dynamics (MD) sim-
ulation [3, 4] along a high pressure transformation, or other kind of reactions,
we would have full access to the electronic features at each step of the transition
mechanism. The capabilities of ab initio MD as a tool to get a better insight in
the physics and chemistry of transformation events is, however, frustrated by the
substantial difficulties in reconstructing the correct transformation mechanisms by
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simulation. Processes like phase transitions at high pressure, are classified in the
category of the rare events, which in general are characterized by the presence of
high activation energies or entropic bottlenecks. In order to observe such events
and get the information about the underlying free energy surface (FES), a statis-
tically meaningful exploration of the phase space is necessary, which typically
involves a thorough sampling of variables evolving on very different time scales.
Conventional MD methods would require an unfeasible amount of simulation time
to generate reactive trajectories of this kind. Therefore, due to the increasing in-
terest in the computational study of complex transformation mechanisms, many
different methods have been developed which aim at a more accurate and efficient
exploration of the FES and the recognition of the reactive trajectories. Among
them, the recently proposed metadynamics (MTD) approach [5, 6], in its extended
Lagrangian form as implemented in the CPMD program package [7], appears to
be particularly suitable to study solid state transition in a constant pressure, con-
stant temperature ensemble (NPT). A similar MTD algorithm has been applied
with considerable success in a tight binding study of the structural transforma-
tions in monoatomic solids like carbon[8] and in silica.[9] In the present paper a
new version of the method is introduced, where the Parrinello-Rahman[10] and
the MTD extended Lagrangian are joined to follow the pathways heading to solid
state transitions. The above mentioned techniques are here used to study the high
pressure transformation of lithium hydroxide.
Alkaline hydroxides are all characterized by a phase transition occurring at
high pressure and apparently involving a reorientation of the hydroxyl groups and
change of the strength of the hydrogen bond. The phase diagram of the lithium
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hydroxide is not completely known. However, the crystal exhibits a phase stable at
ambient conditions (phase II) that has been fully characterized as a layered struc-
ture with the Li+ cations tetrahedrally coordinated to the oxygen atoms of the hy-
droxyls, not involved in hydrogen bonds. At ambient pressure a transition (phase
I) has been observed to occur at 648 K. At ambient temperature a transition to a
new phase III has been reported at 7 kbar. In order to explain the spectroscopic ev-
idence and neutron scattering experiments it has been hypothesized[11] a change
in the orientation of the OH− groups changes in the high pressure phase, but the
measurements do not allow for a determination of the crystalline lattice. On the
other side the high temperature phase has been only identified from calorimetric
measurements but actually have not been studied.
In this work, the high pressure transition of LiOH has been successfully re-
produced by the application of the MTD technique[5, 6]. phase III has been com-
pletely characterized, and the results demonstrate a very good agreement with
the available experimental data. Moreover, we discuss here the variations at high
pressure of the electronic structure and the consequent formation of hydrogen
bonding.
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2 Computational details
The simulations presented in this work are all based on ab initio Car-Parrinello
molecular dynamics,[3] as implemented in a modified version of the CPMD code[7],
which contains also the MTD module. The electronic structure is described at
the Density Functional (DFT) level of theory, [12], in the self-consistent for-
mulation of Khon and Sham [13]. The valence electron wavefunctions are ex-
panded in a plane waves basis set, whose size is limited by a 70 Ry energy cut-
off. The interactions of the valence electrons with the frozen ionic cores are de-
scribed through norm conserving pseudopotentials (PP)[14]. In particular, we
use a Troullier and Martins[15] PP for oxygen, a Car-von Barth[16] PP for hy-
drogen, and a Goedecker PP [17] for lithium. For the exchange and correlation
energy contributions we adopt the very well tested Becke-Lee-Yang-Parr func-
tional, BLYP.[18, 19] The choice of the PPs, energy cutoff, and XC-functional is
based on their successful application in simulation on rather similar systems, like
Ca(OH)2 and Mg(OH)2.[20, 21]
The deuterium isotope has been used instead of hydrogen to directly compare
the simulated structure factors with the neutron scattering experiments[11] and to
allow a higher simulation time step.
In order to investigate the phase transition in solid state, we apply a MTD
algorithm based on the formulation recently proposed by Iannuzzi, Laio and Par-
rinello (ILP)[6] and implemented in CPMD. The main assumption of the MTD
method[5] is that the reaction mechanism can be exhaustively described in terms
of a few, relevant collective variables (CV) {Sα}, which are functions of all the
degrees of freedom (DoF) in the system. If the CV are well chosen, i.e. they can
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distinguish among the intermediate states and the dynamical processes involved
in the transformation, all the relevant features of the FES can be recovered by the
exploration of the reduced configurational space defined by the CV themselves
(coarse-grain-dynamics). In a typical MTD run, such exploration is carried on by
coupling the conventional MD trajectory (in the space of all the DoF) to a MTD
trajectory (in the CV space). The time evolution of the two trajectories is given by
the integration of the equations of motion derived by the extended Lagrangian:
L = LCPPR + LILP (1)
The first term in Eq.1,LCPPR, refers to the Car-Parrinello/Parrinello-Rahman[22]
Lagrangian, that combine the Parrinello-Rahman[10] approach for simulations
with variable cell and the CPMD method.[3] LCPPR is a function of the atomic
coordinates {RI}, the electronic wavefunctions {ψn}, and of the metric tensor
{hij}, defined by the cell parameters. The second term in 1 is the ILP[6] La-
grangian, which couples the coarse dynamics in the CV space dynamics to the
microscopic DoF:
LILP =
∑
α
1
2
Mαs˙
2
α −
∑
α
1
2
kα (Sα({RI}, {ψn}, {hij})− sα)2 − V (t, s) (2)
The additional variables {sα}, one for each CV, describe the MTD trajectory
in the CV space. The dynamics of the sα variables is determined by two sepa-
rate force contributions. One comes from the direct coupling to the microscopic
system via the harmonic potential. Indeed the fine dynamics of the DoF is con-
stantly mapped into the CV space by the evaluation of Sα({RI}, {ψn}, {hij}) at
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each MD step, and it is obviously affected by the coupling as well. The second
contribution is derived by a time dependent potential V(t,s), whose role will be
explained in the next paragraph. On the other hand, at a given T, the fictitious
kinetic term regulates the inertia of the MTD dynamics, by properly tuning the
masses Mα. The correct sampling of the FES is obtained when the sαs move in
the mean field of the DoF, i.e. if the coupling potential take into account the aver-
age over all the fast fluctuations, and not only the instantaneous values of the CV.
For this purpose, the fictitious masses, Mα, and the force constants, kα, can be
adapted to decouple the dynamics of the {sα}s from irrelevant fast motions and to
gather only the noteworthy information from the averaged CV.
The history dependent potential, V (t, s), is used to promote an efficient and
complete exploration of the available configurational space. This potential is con-
structed by the iterative accumulation of small, repulsive Gaussian-like hills in
the CV configurational space. While the MTD trajectory evolves in time, one
hill is deposited at each MTD-step, and it is centered on the actual position of
the MTD trajectory. In other words, the overall potential of the already visited
portion of the CV space is modified, and the probability that the MTD trajectory
hangs about in the same region is reduced. As a rule, V (t) is updated by a new
hill every 50 ÷ 100 MD steps, to guarantee a partial relaxation of the coupled
MD trajectory in the modified potential. This is an recommendable caution to be
sure that the activated process is still the one that lays on the minimum energy
pathway. Eventually, the entire basin of attraction is filled by V (t, s), up to the
first transition state and a transformation is induced. At the same time, during
the iterative procedure, the V (t, s) potential collects valuable information about
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the explored space. These can be used a posteriori to reconstruct the FES. The
accuracy in resolving the FES can be systematically improved by decreasing the
size of the hills and the deposition rate. On the other hand, by large and frequent
modifications of V (t, s), all the stable or metastable states, which are available at
given thermodynamic conditions, can be quickly identified.
Since we are interested in solid state transitions, which should not involve
reactions among the chemical species, at least up to an externel pressure of ∼
120 kbar, we take as CV the six cell parameters (the side lengths a, b, c and the
angles α, β, γ) that determine the metric tensor h. The dynamics of the cell
parameters are rather slow, if compared to the electronic and ionic degrees of
freedom. Our main goal is to identify unforeseen structures, that might be the
equilibrium structures in different thermodynamic conditions (e.g. high pressure
and/or high temperature). Therefore, we look for a fast survey of the available
phase space, and we are relatively less interested in the detailed description of
the transition regions. Under these conditions, the structural transformations into
new phases can be obtained by a further simplification of the Lagrangian in Eq.2.
In Eq.3, the additional sα variables have been dropped, and the time dependent
potential is directly given in terms of the cell parameters, i.e. {hij}:
L = LCP−PR + V (t,h) (3)
This expression is equivalent to Eq.2, in the limit of very large (→ ∞) cou-
pling constants kα, and zero fictitious masses, Mα. In this limit, the MTD simula-
tions are performed by adding the force contributions due to V(t,h) directly in the
equations of motion of the stress tensor.
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The resulting MTD trajectory is able to find all the available metastable states
in relatively short time (few ps of simulation time). We can therefore analyze the
transformation processes from an atomistic point of view, without any need to
push the system to critical conditions (overpressurization and large temperature)
which most likely would induce different type of structures.
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3 Results and discussion
At ambient conditions lithium hydroxide crystallizes in the tetragonal space group
P4/nmm with two asymmetric units per cell. In the layered structure, shown in
Fig. 1, the separation among the hydroxyl groups (and in particular between the
intermolecular O· · ·H distances) is large and no hydrogen bond is formed. As
a matter of fact in the infrared and Raman spectra the O-H stretching mode is
observed as a sharp peak, with a tiny splitting (∼ 10 cm−1) between the g and u
factor group components.[23, 24]
Figure 1: Simulation box (2 primitive cell along each axis) of the LiOD crystal at
ambient conditions. The edges of the primitive cell have been reported with blue
line
Starting from the experimental structure[25, 26] of lithium hydroxide a first
MTD simulation has been carried on at ambient temperature and pressure to ascer-
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tain if the method was indeed capable to identify the available metastable states.
The volume of the cell box has been monitored along the simulation run and its
evolution is displayed in Fig.2.
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Figure 2: Variation of the simulation box volume in A˚ as a function of time (ps)
After 15 ps of simulation a significant volume contraction is observed imply-
ing that the system is most likely captured in a different minimum. The type of
structural change is more evident from the behavior of the cell parameters, shown
in Fig.3. One can identify roughly three region. In the first part of the run, up
to 15 ps, the system spans the basin of attraction of phase II. Between 15 and 19
ps, the mentioned change in volume takes place as due mostly to a compression
along the c axis, i.e. perpendicularly to the layers of the initial arrangement, and
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the trajectory explores a new energy well.
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Figure 3: Variation of the simulation cell parameters (cell side in A˚ and angle in
degrees) as a function of time (ps) along the MTD run. The regions of existance
both of the ambient condition and metastable structure are shown with the label
“phase II” and “phase III”’, respectively
The change in the cell angles are also evident, although these latter should be
taken with some caution since they do not refer to angles of the primitive cell of
the crystal. Once this second well is also filled up, at about 19 ps a further event
is observed, and the crystal is transformed into a disorder structure. Analysis to
be reported below lead us to believe that after the first transformation the system
moves to a phase which is closely related to the high pressure phase III, called
here phase III’. In this picture, phase III’ should be the metastable analogue of
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phase III at ambient conditions and a reflection of this hypothesis is the short time
spent in this state by the MTD trajectory. Phase III’ is, however, stable, when we
perform conventional MD at the same thermodynamic conditions, and this allows
a through analysis of its properties. For instance, explored the vibrational spec-
trum of the new phase by the calculation of velocity autocorrelation function (Fig.
4). A significant shift of the OD stretching frequencies is observed with the for-
mation of two well separated doublets. These correspond to the doublets observed
in the infrared and Raman spectrum of phase III. Therefore the calculated spec-
trum of the new phase agrees qualitatively with experiments in phase III. Since
structural data are missing we need to make connection with the available spec-
troscopic data.[27, 11] For phase II and phase III’ we have calculated the power
spectrum of the velocity autocorrelation function in the OD stretching region (Fig.
4). The spectrum for phase II is in good agreement with the experimental data.
The phase III’ spectrum instead show two separate doublet in agreement with the
experiments, however the frequencies shift is less than aspect. We attribute this
discrepancy to the difference in pressure between the experiments and the current
simulation.
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Figure 4: Power spectra of the velocity autocorrelation functions in the OD
stretching region. The curves related to phase II, III and III’ are reported in red,
green and blue, respectively
The same phase observed in the experiment at high pressure can be repro-
duced by simulation, by setting the correct thermodynamic conditions. Therefore
a second MTD simulation has been performed increasing the pressure up to 100
kbar. As expected the system is transformed rather quickly from phase II into a
new structure, that reproduce the same main features of phase III’, but for small
changes of the unit cell parameters. These results confirm that the intermediate
structure found in the first MTD was substantially correct. The primitive unit
cell parameters of the initial (phase II) and final (phase III) crystal structures are
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phase II phase III
a (A˚) 3.549 3.701 A˚
b (A˚) 3.549 4.532 A˚
c (A˚) 4.334 5.326 A˚
α (◦) 90.00 90.99 ◦
β (◦) 90.00 91.69 ◦
γ (◦) 90.00 90.97 ◦
V (A˚3) 54.59 89.2
Z 2 4
Table 1: Primitive cell parameters for the lithium hydroxide crystal both in phase
II and phase III
compared in Table 3.
The high pressure phase contains 4 structural units in the primitive pseudo
monoclinic cell and is formed with a volume contraction of 18.2 %, consistently
with the experimental findings.[11] The unit cell of the new phase can be obtained
from that of phase II by a rotation of the a and b axis by an angle of 45◦, whereas
an overall description of the changes in the simulation box can be observed in Fig.
5. In particular in Fig. 5b and Fig. 5c have been reported the variation both of the
OH− and Li+ sublattice, respectively.
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a)
b)
c)
Figure 5: Simulation cell in phase III: a) crystal structure, b) OH− H-bond chains
c) Li+ sublattice
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The structural rearrangement occurring in the high pressure phase can be ap-
preciated from Fig. 6 where the pair radial distribution functions in phase II and
in phase III are compared.
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Figure 6: Pair radial distribution functions: a: Li· · ·Li, b: Li· · ·O, c: Li· · ·H, d:
O· · · , e: O· · ·H, f: H· · ·H,
It can be seen that all the nearest neighbor peaks in the distribution functions
of phase II split in two peaks in phase III, which signifies the doubling of the
unit cell with four inequivalent structural units. Particularly noteworthy is the
change observed for the O· · ·H distribution function where the appearance in the
high pressure phase of a peak at ∼ 2 A˚ is a clear indication of the formation of
hydrogen bonds in this phase.
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Additional support on the relaiability of the generated crystal structure can be
obtained by the comparison of the experimental structure factor with the com-
puted one. In Fig. 7 the calculated structure factors for phase II and phase III
are compared. The peak positions and their shifts are in good agreement with
experiments (even though the calculations refer to a much higher pressure than
experiments) and is a strong evidence that the high pressure phase observed in
the simulation is actually the same as in the spectroscopic and neutron scattering
experiments.[27, 11]
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 3.250
0.2
0.4
0.6
0.8
1
I n
t e
n s
i t y
 ( a
.  u
. )
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 3.25
d-spacing (Å)
0
0.2
0.4
0.6
0.8
1
I n
t e
n s
i t y
 ( a
.  u
. )
Figure 7: Structure factor as a function of d-spacing (A˚) for LiOD phase III (top)
and II (bottom), respectively
The pair radial distribution functions suggest that at the experimental condi-
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tions the OH groups exhibit a large amount of anharmonicity. To highlight this
behavior, in Fig. 8 and 9 the configurational space spanned by the hydrogen atoms
either in phase II and III have been reported with the same threshold value (20
contacts).
Figure 8: Space region spanned by the hydrogen atoms in the phase II crystal
structure
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Figure 9: Space region spanned by the hydrogen atoms in the phase III crystal
structure
As it can be observed from the figures the presence in the phase under pressure
of the H-bond constraints the configuartional space spanned by the OH group. The
presence of such constraint determine the blue shift in the vibrational spectra.
Relevant spectroscopic changes have been also observed in the simulated spec-
trum of the low frequency region, reported in Fig. 10. This region has been studied
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only in the low temperature phase and the results of the present calculations agree
with the experiments.
The major changes in the vibrational density of states, VDOS, of phase III is
that while all the spectrum has a red shift, one preeminent peak show a blue shift.
This is associated with the librational mode of the OH groups and is a consequence
of the increase of force constant caused by the formation of the hydrogen bond.
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Figure 10: Power spectra of the velocity autocorrelation functions for the LiOD
crystal (top panel), for the OH species (central panel) and for the Li species (bot-
tom panel). The blue lines refer to the phase II and the red lines to the phase III,
respectively
In order to suggest further experiments that would enable the complete assign-
ment of the high pressure phase of the lithium hydroxide the infrared spectra have
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also been computed both in phase II and III, and the results are reported in Fig.
11.
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Figure 11: Infrared spectra in polarized light both in phase II (top panel) and phase
III (bottom panel). The x, y and z component have been reported with blue, red
and green lines, respectively
From the spectroscopic evidence, phase III can be interpreted in terms of a
pseudo monoclinic C2h unit cell that preserves the inversion center and the non
coincidence of the IR and Raman peaks of the OD stretching modes.
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4 Conclusions
In the present article a new implementation of the metadynamics within the CPMD
method has been presented and applied to the phase transition under an external
pressure. The phase III of the LiOD crystal has been obtained and analyzed in
term of lattice structural reorganization and of changes in the vibrational spectra.
The phase under pressure is very close to monoclinic and the assignment to a tri-
clinic phase is subject to large uncertainness in the determination of the angles.
From a spectroscopic point of view the velocity autocorrelation functions spectra
obtained from both the simulations present two distinct doublet. One of the re-
quired characteristic that has to have the final crystal structure is that the IR and
Raman spectra present only one of these doublets, so that the final crystal structure
has to be centrosymmetric. In order to confirm these experimental findings the IR
spectrum in polarized light has been computed. The spectrum not only presents
the doublet related to the OH stretching mode, but suggests new experiments that
can take to the complete assignment of the LiOD high pressure structure. In fact
two of the polarized light components result the same suggesting at least that the
crystal has a C2h symmetry, as hypothesized by Adams et al.[11]
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