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1. INTRODUCTION 
Let V be an m-dimensional unitary space and ;$ V the space of n 
contravariant tensors based on V. Consider a subgroup G of S, where 
S, is the symmetric group on 2, = (1,. . . , PZ}. Let 1: G + C (the 
complex numbers) be a nontrivial homomorphism of G. Define a symmetry 
m m 
operator T,“: @ V + @ V by 
where P(a)(xr @ . . . @ x,) = xaclj @J . - - @ LX+) (cc = a-l) and IG/ is the 
order of G (throughout this paper we denote by /SI the cardinality of 
the set S). Operators of this type have been used to derive classical 
representation theory inequalities [l, 4, 5, 8, 9, lo]. It is natural to ask 
if the operator theoretic properties of T,” can be used to study the struc- 
ture of the underlying group G. In this paper we show that two operators, 
T,” and THx, can be unitarily similar (for all m = dim V) even if the 
groups G and H are nonisomorphic. We show in fact that the relationship 
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of G and H to the action of TGA and THx as operators is more closely 
related to Polya’s notion of combinatorial equivalence of permutation 
groups [3, 71. In fact, if G and H are combinatorially equivalent, then 
TGA and THx are unitarily similar for all m. In the case that the groups 
G and H are regular and il and x are both identically equal to 1 the 
correspondence between combinatorial equivalence and unitary similarity 
for all m is exact. 
2. MAIN RESULTS 
If o E S,, let hi(o) denote the number of cycles of length i in the disjoint 
cycle decomposition of o and let c(o) = b,(o) + * - - + b,(a). If G is a 
subgroup of S, and 1: G + C (the complex numbers) a nonzero homo- 
morphism of G, we define 
IGl = the order of G, 
as the cycle index polynomial of the pair (G, A). We note that this is a 
slight extension of Polya’s original definition of cycle index polynomial 
[3, 71. 
Let G and H be subgroups of S, and let A: G ---f C, x: H -+ C be 
nonzero homomorphisms. We shall say TGa and THx are combinatorially 
equivalent if P,“(x,, . . . , x,) = PHx(x,, . . . , x,). If for all values of 
dimension I’ the operators T,” and THx on 6 V to itself are unitarily 
similar, we shall say TGA and THx are strongly unitarily equivalent. 
Finally, if for dimension V = m the operators above are unitarily similar, 
we shall say TG’. and THx are unitarily equivalent for dim V = m. Our 
main results relate these concepts. 
THEOREM 1. If TGA and THX aye combinatorially equivalent, then they 
are strongly unitarily equivalent. 
Let TG and TH be the symmetry operators associated with the groups 
G and H with 1 and x identically equal to 1. In this case we obtain the 
following result. 
THEOREM 2. The following aye equivalent statements: 
(i) TG and TH are strongly unitarily equivalent. 
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(ii) There exists a biiection p: G - H such that for all G in G, c(v(a)) = 
44. 
(iii) TG and T, aye unitarily equivalent for some m 3 n and IGI = IH 1. 
If the groups G and H are regular (i.e., transitive, and all permutations 
in G and H, other than the identity, are fixed point free) we obtain the 
following . 
THEOREM 3. If G and H aye regular, then TG and TH aye strongly 
a&tardy equivalent if and only if they aye combinatorially equivalent. 
Further, 
dim range TG = i Oz (dim V)“/iUl, 
where 1~1 denotes the order of IS. 
We note that similar formulas may be obtained in any case where 
the cycle index polynomial for TG is known [3, 71. 
Our final result shows that the geometric action of the operators TG 
is more closely related to the combinatorial structure of the permutations 
in the group than to the group itself. 
THEOREM 4. Let p be an odd prime. There exist two nonisomorphic 
subgroups of S, (n = p3) such that T, and T, aye strongly unitarily 
equivalent. 
3. PROOFS 
Let V be an m-dimension unitary space with inner product ( , ). Let 
T’,, be the set of all sequences of integers o = (or,. . . , co,), 1 < Otis < m. 
For any CT in S, and w in r,, we define cc) o CT to be the sequence 
(w+. . . , q+). If e,, . . . , e, is a basis for V, then it is well known that 
the set of tensors 
forms a basis for the space of n-contravariant tensors 6 V. We introduce 
?I 
an inner product into the space @ V by defining it on this basis via 
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and conjugate bilinear extension. 
Let G be a subgroup of S, and 1 a nontrivial homomorphism of G 
into C. If TG” is the symmetry operator associated with G and il we note 
that, since P(ot) = P(o)P(t) for any o and t in S,, a direct computation 
shows that (TGA)2 = T,‘. If we also note that, with respect to the inner 
product defined above, P(o) is a unitary operator and A(o) = A(a-‘); 
then for any w, y in r,, 
= (em, Thy). 
Hence it follows that TGL is idempotent hermitian so a projection onto 
its range [B] and TGA and THX are unitarily similar if and only 
if dim range T,” = dim range THx. We further note that dim range T,” = 
trace Ta. 
Proof of Theorem 1. We show that, if TGA and THX are combinatorially 
equivalent, then trace T,” = trace THx. In order to do this we first 
compute trace P(o) for an arbitrary o in S,. We note that [P(o)],~, the 
matrix representation of P(a) with respect to the basis p defined above, 
is a permutation matrix. Hence the only nonzero diagonal elements of 
this matrix occur for those y such that y o o-l = y; therefore trace P(o) = 
i{y : y o u--l = y}l. We now observe that y o o-l = y if and only if y 
is constant on the cycles of cr. Thus trace P(o) = mc(“) where c(o) is the 
number of cycles in o and m = dim V. Therefore 
trace TGA = j& Oz jl(a)mW. 
If we now note that, since Cy!i hi(o) = c(o), 
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= trace T,“. 
The result now follows from the fact that TGa and TfIx are combinatorially 
equivalent or P,“(x,, . . . , x,) = PHx(x,, . . . , x,). 
Proof of Theorem 2. If TG and T, are strongly unitarily equivalent, 
then we have that for all m (= dim V) trace TG = trace TH; hence for 
all m 
Define 1?,(x) = (l//GI) zntC xc@‘) and the polynomial P,(x) similarly. The 
preceding equality clearly implies that ~Jx) = pH(x), and this polynomial 
equality gives the required bijection ~7: G + H satisfying c(q(a)) = C(U) 
for all o in G. Hence (i) implies (ii). 
In order to establish that (ii) implies (iii) we note that if (ii) holds then 
r’,(x) = P,(x); hence trace TG = pG(wz) = p,(m) = trace TH for all m. 
Finally we show that (iii) implies (i). Clearly, it is enough to establish 
that if /Gl = lHI and, for some m > n, pG(rn) = pH(rn), then p,(x) = 
pH(x). In fact we show that if F(x) = CY, xpi and K(x) = cr=r x4’, 
where the ~5~ and qi are nonnegative integers and if, for some m > n > 2, 
F(m) = K(m), then there exists a permutation u in S, such that $+, = qi 
for all i. In order to prove this result we proceed by induction on n. If 
n = 2 then our equations become 
mPl $ mP2 = ,n + m41, m 3 2. (1) 
It is clear that (by division if necessary) we may assume that one of the 
pi or qi, say q2, is zero. Then (1) becomes 
mP~+mp~=mq~+l. (2) 
If q1 = 0, then pi = ~5, = 0 since m > 2. If neither $, nor p, is zero and 
q1 is not zero, then m divides mpl + mpa and, since m divides mqL, m divides 
1, a contradiction. Hence one of 9, or p, is zero, say p,, and (2) becomes 
mpl+l=ma+l. (3) 
This implies 9, = qr. 
Linear Algebra and Its Applications 3(1970), 249-256 
254 I?. BOTTA AND S. G. WILLIAMSON 
In the general case we assume that 
We note first, if pi = qj for some i, j, then the result follows by induction. 
As before, we may assume that some of the indices are zero and by the 
preceding remark we may assume that all the zeros occur among the 
indices qj. Suppose then qti_-k = * - - = qn = 0. Then (4) becomes 
andp,#O, i=l,..., PZ; qi#O, j=l,..., PZ-k-l. This implies 
that m divides zr=, m?i and c’jz+’ rnqJ’ so m divides k. However, 
k < 12 < m (for if k = n it is clear that all the pi and qj must be zero) 
and we have arrived at a contradiction. Therefore pi = Q, for some 
i, i and the result follows by induction. 
We now complete the proof of Theorem 2 by taking F(x) = IGlp;G(~) 
and K(x) = IHjpH(x). 
Proof of Theorem 3. If G is a regular group then it is known [3, 71 
that 
where jcrj denotes the order of the element 0. In view of Theorem 1 it 
is sufficient to show that, if To and T, are strongly unitarily equivalent, 
then they are combinatorially equivalent. Under these assumptions we 
have that, for all m, pa(m) = pH(m). Hence, since /G/ = lH/ = n, 
Let G = {or,. . ., a,} and H = {zi,. . ., tn>. The polynomial equality 
&(,) = ‘H( ) . P1 x rm ies that there exist /J in S, such that [oil = I-C~(~)I. 
Hence 
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= P&x1,. . . , 4 
Therefore TG and TH are combinatorially equivalent. 
The formula dim range TG = (l/n) xnEC; (dim V)*iiOl follows from the 
fact that, since G is regular, /GI = n and dim range T, = PJdirn V). 
Proof of Theorem 4. Let p be any odd prime. Consider an abstract 
group G with three generators a, b, and c such that up = bp = c2, = e 
(the identity), ab = ba, ac = ca, and cb = bca. G consists of all elements 
a”bPcY, where O<a<p-1, 0</3<$-1, O<y<p-1. Thus 
/GI = ~3. Consider any product of the form cmbn. By the defining relations 
&n = b&,+-lam = bZCmb*--Sa2m = . . . = bncmanm. 
Thus (a”bfi,Y)Z = a~abPcYb”cY = aZz+Yfib2flC2Y. In general we find that 
(aab8cy)k = a (kr*typ(k~l)k)/2bkPCky (6) 
Clearly if k = p then (aabPcy)k = e. Suppose that aOLbD$’ # e and consider 
(aabDcY)” (1 < k <$ - 1). By (6), if either p # 0 or y # 0, then either 
$$kg or $~ijky. Thus (aab’c?)k # e, and aab”cY has order $. On the 
other hand, if p = y = 0, then we see from (6) that (a’@?‘)k = aka # 6 
since Pijksr. Thus all elements a”b”c7 except the identity have order p. 
Now let H be the abelian group of order p3 with generators a, b, and 
c defined by a P = bp = cp = e. IHI = p3 also, and every element in 
H except the identity has order p. Let S, denote the symmetric group 
on 2, = (1,. . ., n}, where n = p3. Let q+ and q~s be two bijections of 
G and H, respectively, onto 2,. Define the action of G on 2, by o(i) = 
cr. ql-l(i) (group multiplication). Similarly define the action of H (thus 
we consider the regular representations of G and H as subgroups of S,). 
In this manner we regard G and H as two nonisomorphic (G is non- 
abelian, H abelian) subgroups of S, which are transitive and have the 
property that each element other than the identity is fixed point free 
and of order p. Let o E G, i E Z,, and let (cr) denote the group generated 
by cr. Then the cycle of cr containing i is simply the image under v of 
the right coset of (0) corresponding to vi-r(i). Thus the number of 
cycles, c(o), in the disjoint cycle decomposition of o is the index of (a) 
in G or p3 if cr = e, and p2 if o f e. Similarly for H. Thus for any bijection 
~1: G --f H such that q(e) = e we have c(p(o)) = c(o). Thus, by Theorem 
2(ii), TG and T, are strongly unitarily similar. 
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Remark. Since G and H are regular we have also that T, and T, 
are combinatorially equivalent by Theorem 3. We remark that other 
than G there is only one other nonabelian group of order ~5~. This group 
is given by the defining relations 8 = bP = e, b-lab = alfP [2]. This 
group and the corresponding abelian group defined by apz = bp = e also 
have strongly unitarily similar symmetry operators. 
REFEREXCES 
1 P. Botta, Some inequalities for generalized matrix functions, to appear in Linear 
Algebra. 
2 R. D. Carmichael, Intvoduction to the Theory of Groups of Finite Order, Dover, 1956, 
p. 134. 
3. N. G. dc Bruijn, Polya’s theory of counting, in Applied Combinatorial Mathematics, 
(E. F. Bechenback, ed.), Wiley, New York, 1964, pp. 144-184. 
4 M. Marcus, Inequalities for matrix functions of combinatorial interest, to appear. 
5. M. Marcus and H. AMinc, Extensions of classical matrix inequalities, Linear 
Algebra 1(1968), 421-444. 
6 31. Marcus and H. Mint, Permutations on symmetry classes, J. Algebra ii(1967), 
59-72. 
7 G. Polya, Kombinatorische Anzahlbestimmungen ftir Gruppen, Graphen und 
chemische Verbindungen, Acta Math. 68(1937), 145-254. 
8 I. Schur, Uber endliche Gruppen und Hermitische Formen, Math. 2. 1(1918), 
184-201. 
9 S. G. Williamson, On a class of combinatorial inequalities, to appear in J. Comb. 
Theory. 
10. S. G. Williamson, Tensor contraction and hermitian forms, Linear Algebra 
2(1969), 335-347. 
Received August 21. 1968 
Linear Algebra and Its Applications 3(1970), 249-256 
