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ABSTRACT 
Purpose: To use a deep neural network (DNN) for solving the optimization problem of water/fat 
separation and to compare supervised and unsupervised training. 
Methods: The current T2*-IDEAL algorithm for solving fat/water separation is dependent on 
initialization. Recently, deep neural networks (DNN) have been proposed to solve fat/water 
separation without the need for suitable initialization. However, this approach requires 
supervised training of DNN (STD) using the reference fat/water separation images. Here we 
propose two novel DNN water/fat separation methods 1) unsupervised training of DNN (UTD) 
using the physical forward problem as the cost function during training, and 2) no-training of 
DNN (NTD) using physical cost and backpropagation to directly reconstruct a single dataset. 
The STD, UTD and NTD methods were compared with the reference T2*-IDEAL.   
Results: All DNN methods generated consistent water/fat separation results that agreed well 
with T2*-IDEAL under proper initialization. 
Conclusion: The water/fat separation problem can be solved using unsupervised deep neural 
networks. 
Keywords; Deep Learning, Unsupervised, Label Free, Water/Fat Separation, 
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INTRODUCTION 
R2* corrected water/fat separation estimating fat, water and inhomogeneous field from gradient-
recalled echo (GRE) is a necessary step in quantitative susceptibility mapping to remove the 
associated chemical shift contribution to the field (1-5). Several algorithms, including 
hierarchical multiresolution separation, multi-step adaptive fitting, and T2*-IDEAL, have been 
proposed to decompose the water/fat separation problem into linear (water and fat) and nonlinear 
(field and R2*) subproblems and solve these problems iteratively (6-8). Water/fat separation is a 
nonlinear nonconvex problem that requires a suitable initial guess to converge to a global 
minimum. Multiple solutions including 2D and 3D graph-cuts and in-phase echo-based 
acquisition have been proposed to generate an initial guess (3,9-11). The performances of these 
methods is dependent on the assumptions inherent in these methods, including single species 
dominant voxels, field smoothness, or fixed echo spacing to generate a suitable initial guess and 
avoid water/fat swapping (12).  
Recently, deep neural networks (DNN) have been used to perform water/fat separation 
using conventional supervised training of DNN with reference data (STD) (13,14). This STD 
water/fat separation method does not require an initial guess with the potential use of fewer 
echoes to shorten the scan time, or improve SNR with the same scan time, and lessen 
dependency on acquisition parameters compared to current standard approaches (13,14). 
However, the training of STD requires reference fat-water reconstructions (labels), which can be 
challenging to calculate as discussed above (15). 
In this work, we investigate an unsupervised training of DNN (UTD) method that uses 
the physical forward problem in T2*-IDEAL as the cost function during conventional training  
without a need for reference fat-water reconstructions (no labels). We further investigate no-
training DNN (NTD) method using a cost function similar to that in unsupervised to reconstruct 
water-fat images directly from a single dataset. We compare the results of the STD, UTD, and 
NTD methods with current T2*-IDEAL method. 
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MATERIALS AND METHODS 
Water/Fat Separation T2*-IDEAL 
Water/fat separation and field estimation is a nonconvex problem of modeling multi-echo 
complex GRE signal (𝑆) in terms of water content (𝑊), fat content (𝐹), field (𝑓) and 𝑅2
∗ decay 
per voxel (8):   
(𝑊, 𝐹, 𝑓, 𝑅2
∗) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑊,𝐹,𝑓,𝑅2
∗
∑ ‖𝑆𝑗 − 𝑒
−𝑅2
∗𝑡𝑗𝑒−𝑖2𝜋𝑓𝑡𝑗(𝑊 + 𝐹𝑒−𝑖2𝜋𝜈𝐹𝑡𝑗)‖
2
2𝑁
𝑗=1  ,      [1] 
where 𝑁 refers to the number of echoes, 𝑆𝑗 is the GRE signal 𝑆 at echo time 𝑡𝑗 with 𝑗 = 1, … , 𝑁, 
and 𝜈𝐹 is the fat chemical shift in a single-peak model.  T2*-IDEAL solves Eq.1 by decomposing 
into linear (𝑊, 𝐹) and nonlinear (𝑓, 𝑅2
∗) subproblems. With an initial guess for 𝑓 and 𝑅2
∗, the 
linear subproblem for 𝑊 and 𝐹 can be solved. With updated 𝑊, 𝐹, the nonlinear subproblem for 
𝑓 and 𝑅2
∗ is linearized through first order Taylor expansion and solved using Gauss-Newton 
optimization (8). These steps are repeated until convergence is achieved. In this study, initial 
guesses for the  field 𝑓 and 𝑅2
∗ decay were generated using in-phase echoes (3). The subsequent 
solutions to Eq. 1 resulted in the reference reconstructions 𝛹𝑅𝐸𝐹(𝑆)={𝑊, 𝐹 , 𝑓, 𝑅2
∗}. 
Supervised Training DNN (STD) Water/Fat Separation 
In this work, we adapted the approaches in recent works (13,14) and making 𝑊,𝐹, 𝑓, and 𝑅2
∗ the 
target output of the network. A U-net type network 𝛹(𝑆𝑖; 𝜃) with network weights 𝜃 is trained 
on 𝑀 training pairs {𝑆𝑖, 𝛹𝑅𝐸𝐹(𝑆
𝑖)}, where 𝑆𝑖 and  𝛹𝑅𝐸𝐹(𝑆
𝑖) = {𝑊, 𝐹, 𝑓, 𝑅2
∗}, are the input 
complex gradient echo signal and the corresponding reference T2*-IDEAL reconstruction 
(reference), respectively. The cost function is given by: 
𝐸𝑆𝑇𝐷 =
1
2
∑ ‖𝛹𝑅𝐸𝐹(𝑆
𝑖) − 𝛹(𝑆𝑖; 𝜃)‖
2
2
.𝑀𝑖=1      [2] 
Unsupervised Training DNN (UTD) Water/Fat Separation 
In the proposed method, termed unsupervised, we seek to use deep learning framework to 
calculate 𝑊, 𝐹, 𝑓, and 𝑅2
∗  without access to reference reconstructions (labels). This is done by 
using the physical forward problem in Eq. 1 as the cost function during training.  This cost 
function is given by:  
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 𝐸𝑈𝑇𝐷 =
1
2
∑ ∑ ‖𝑆𝑗
𝑖 − ?̃?𝑗 (𝛹(𝑆
𝑖; 𝜃))‖
2
2
𝑁
𝑗=1
𝑀
𝑖=1 ,   [3] 
 with ?̃?𝑗(𝛹) = 𝑒
−𝑅2
∗𝑡𝑗𝑒−𝑖2𝜋𝑓𝑡𝑗(𝑊 + 𝐹𝑒−𝑖2𝜋𝜈𝐹𝑡𝑗) for 𝛹 = {𝑊, 𝐹, 𝑓, 𝑅2
∗}. 
No-Training DNN (NTD) Water/Fat Separation 
Recently, a single test data is used to update DNN weights in deep image prior (16) and fidelity 
imposed network edit (17). This inspires the idea that DNN weights 𝜃∗ initialized randomly may 
be updated on a single gradient echo data set 𝑆 to minimize the cost function in Eq.3 in a single 
data set 𝑆.  
𝐸𝑁𝑇𝐷 =
1
2
∑ ‖𝑆𝑗 − ?̃?𝑗 (𝛹(𝑆𝑗; 𝜃))‖
2
2
𝑁
𝑗=1   [4] 
The resulting network weights  are specific to the data 𝑆, and the resulting output 𝛹(𝑆; 𝜃∗) can 
be taken as the water/fat separation reconstruction of 𝑆. In contrast to the above STD and UTD 
that involve conventional training data, no training is required here, the cost function is the same 
as that in the unsupervised training. Therefore, this method is referred to as no-training DNN 
(NTD).  
Network Architecture  
The network 𝛹(𝑆𝑖; 𝜃) was a fully 2D convolutional neural network with encoding and decoding 
paths (Figure 1). The encoding path included repeated blocks (n=5) each consists of convolution 
(2×2), activation function (Sigmoid), batch normalization and max pooling (2×2). The decoding 
path with repeated blocks (n=5) has similar architecture except max pooling is replaced with 
deconvolution and upsampling along with concatenation of corresponding feature maps with the 
encoding path [4]. The last bock consists of convolution with linear activation function. The 
input to the network consisted of 2𝑁 channels (the magnitude and phase of the gradient echo 
signal for each echo). The output of the network consisted of 6 channels (the magnitude and 
phase of the water and fat images, plus the field map and R2*). Figure 1 shows the network 
architecture, representative input and output images for a test set in UTD method, along with 
outputs of intermediate layers. These show how learned features at different levels transform the 
input data into the final output images. Note that yellow arrows indicate concatenation of 
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encoder and decoder layer outputs with the same feature maps. Training was performed using the 
ADAM optimizer (18). 
Data Acquisition 
Data was acquired in healthy volunteers (n=12) and patients (n=19), including thalassemia major 
(n=11), polycystic kidney disease (n=7), and suspected iron overload (n=1).  The study was 
approved by the Institutional Review Board and written informed consent was obtained from 
each participant.  
Two 1.5T GE scanners (Signa HDxt, GE Healthcare, Waukesha, WI) with 8-channel cardiac coil 
were used to acquire data. The healthy subjects were imaged on both scanners using identical 
protocols.  Patients were scanned on one scanner, selected at random, using the same protocol. 
This protocol contained a multi-echo 3D GRE sequence with the following imaging parameters: 
number of echoes = 6, unipolar readout gradients, flip angle = 5°, ∆𝑇𝐸 = 2.3 msec, 𝑇𝑅 = 14.6 
msec, acquired voxel size = 1.56×1.56×5 mm3, BW = 488 Hz/pixel, reconstruction matrix = 
256×256×(32-36) , ASSET acceleration factor = 1.25, and acquisition time of 20-27 sec. 
Experiments and Quantitative Analysis 
Multiple experiments were performed to assess the performance of DNN in water/fat separation 
and how supervised (STD), unsupervised (UTD), and no-training (NTD), compare against T2*-
IDEAL reference method. The network architecture for 𝛹(𝑆𝑖; 𝜃) was identical between the three 
DNN methods. Parameters in STD and UTD include, number of epochs 2000, batch size 2, 
learning rate 0.001 for STD and 0.0001 for UTD. The learning rates were experimentally found 
to produce optimal results. In NTD, parameters include, number of epochs 10000, batch size 2, 
and learning rate 0.0001.  
The supervised and unsupervised DNN were trained on the combined data set of healthy subjects 
(2 scans each) and patients. This data of n=43 scans was split into testing (256x256x61x6) and 
training (256x256x1522x6) with 80% of the latter used to training and the rest for validation. 
The weights corresponding to the lowest validation loss during training was selected as the 
optimal weights to be used during testing. Training time in each epoch was ~60 seconds. The 
testing data comprised of two datasets, one healthy subject and one patient with iron overload. In 
7 
 
the test data, ROIs were drawn on the proton density fat fraction map 𝑃𝐷𝐹𝐹 =
|𝐹|
|𝐹|+|𝑊|
, the field 
and R2* in several regions including liver, adipose and visceral fat, aorta, spleen, kidney, 
vertebrae. The ROI measurements for each DNN method were compared with those measured on 
the reference T2*-IDEAL maps using correlation analysis. Reference generation with T2*-
IDEAL was performed on CPU (Inter i7-5820k, 3.3 GHz, 64 GB,) using MATLAB 
(MathWorks, Natick, MA)  and all DNN trainings were performed on GPU (NVIDIA, Titan XP 
GP102, 1405 MHz, 12 GB) using Keras/TensorFlow.  
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RESULTS 
Figure 2 compares the network output results in the healthy test subject for STD (Figure 2b), 
UTD (Figure 2c), NTD (Figure 2d) with the reference T2*-IDEAL reconstruction (Figure 2a). 
The correlation plots with T2*-IDEAL for STD, UTD, and NTD in PDFF (Figure 2e), field 
(Figure 2f) and R2* (Figure 2g) show excellent agreement with slopes close to 1 and 𝑅2 ≥ 0.98. 
Supplemtary Figure S1 shows the corresponding result when, instead of magnitude and phase, 
the real and imaginary components of the gradient echo signal are use as input for the network. 
While in this case water and fat images agree well with reference, field and R2* shows poor 
qualitative (Figure S1b-d) and quantitative (Figure S1e-g) agreement with the reference. This 
suggests while both formats (real/imaginary or magnitude/phase) have identical information 
content, spatial and temporal distribution of information differs from one format to another 
which makes the learning task easier in the latter case. 
Figure 3 compares the network output results in the moderate iron-overload test patient for STD 
(Figure 3b), UTD (Figure 3c), NTD (Figure 3d) with the reference T2*-IDEAL reconstruction 
(Figure 3a). Very good qualitative agreement in both contrast and details is observed among 
these outputs. There were only marginal deviations in the field of STD in the anterior part of the 
abdomen near the kidney (yellow arrow in Figure 3b), and marginal differences in R2* maps 
among the reference and STD, in comparison with UTD (yellow arrow in Figure 3c) and NTD 
(yellow arrow in Figure 3d). Correlation analysis comparing PDFF (Figure 3e), field (Figure 3f) 
and R2* (Figure 3g) with the reference images (Figure 3a) show excellent agreement with slopes 
close to 1 and 𝑅2 ≥ 0.96. 
Figure 4 shows the normalized training and validations losses for the STD and UTD methods. 
While validation loss for the STD method is initially (epoch < 500) lower than the training loss it 
becomes larger at later epochs while the opposite trend is observed for UTD. The total training 
time for both methods was similar (~33 hrs each).   
Figure 5 shows a comparison of NTD with T2*-IDEAL. The T2*-IDEAL cost function per 
iteration is shown in the same graph as the NTD reconstruction cost per epoch. In the first row, 
T2*-IDEAL results of field (Figure 5a), water (Figure 5b), R2* (Figure 5c) and fat (Figure 5d) 
shows partial failure in several regions (yellow arrows) when field and R2* were initialized with 
zeros. In the second row, the corresponding images show the result of T2*-IDEAL when using a 
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proper initialization (the field and R2* obtained from the in-phase echoes in this case). The third 
row shows the proposed NTD results. The generated maps when using 10000 epochs are close 
the successful T2*-IDEAL result (2nd row) without a need for an initial guess. The corresponding 
T2*-IDEAL costs and NTD reconstruction loss are shown in Figure 5e. Without initialization, 
T2*-IDEAL requires more iterations (10000) compared to T2*-IDEAL with initialization (100). 
The proposed NTD method requires 10000 epochs for convergence. Computation time for each 
iteration and each epoch was similar (~2 seconds).   
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DISCUSSION AND CONCLUSION  
Our results demonstrate the feasibility of an unsupervised deep neural network (DNN) 
framework with conventional training and without training to solve the water/fat separation 
problem. The proposed unsupervised training DNN (UTD) method does not require reference 
images as in supervised training DNN (STD), allowing the use of DNNs for training data that are 
unlabeled but for which physical model is known. The no-training DNN (NTD) method further 
allows using DNN reconstruction of a single data set (subject) for which a physical model is 
known. 
For the nonlinear nonconvex water/fat separation problem, the reference T2*-IDEAL method 
used traditional gradient descent optimization and is dependent on the initial guess. This problem 
may be alleviated using deep learning, as long as the labeled training data is sufficiently large to 
capture test data characteristics. Labeled data may be difficult to obtain, in as water/fat 
separation problems. Unlabeled data are easier to obtain, but still it is difficult to ensure that 
training data do not lack test data characteristics. Accordingly, reconstruction directly from a test 
data without training is desirable, as in the reference T2*-IDEAL but without its dependence on 
initialization. This can be achieved using the proposed NTD. 
The NTD method can overcome the initialization-dependence in traditional gradient descent 
based nonconvex optimization begs some intuitive explanation or interpretation, though rigorous 
explanation is currently not available. The cost function in DNN is minimized by adjusting 
network weights through backpropagation, which is achieved through iterative stochastic 
gradient descent (SGD). Perhaps SGD allows escaping local traps encountered in traditional 
gradient descent and the intensive computation in updating network weights facilitates some 
exhaustive search for a consistent minimum. The network weights updating on a single test data 
may converge as demonstrated in fidelity imposed network edit (17) and in deep image prior 
(16,19). Our data suggests that NTD can converge to a consistent minimum without 
initialization-dependence for the nonlinear nonconvex water/fat separation problem.  
While some image details in STD, UTD, and NTD methods were different from reference 
images, quantitative measurements in the liver include ROI measurements of several voxels and 
regions which is less dependent on image details (20,21). The network architecture can be further 
optimized for this problem. For instance, we found changing activation function (Relu to 
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Sigmoid) significantly improved field and R2* results in unsupervised training while not much 
change was observed in water and fat maps. Since field and R2* have a nonlinear relationship 
with respect to input complex signal while water and fat are linear, there is possibility of 
designing task-specific blocks to learn the linear and nonlinear mapping during training for 
further improvement and potentially decreasing the number of learned weights. 
This study has a number of limitations. While the input data is complex, the network only 
accepts real values and two separate input channels were used instead. This potentially can 
change the noise properties and suboptimal network performance which can be addressed by 
including complex networks for this purpose (22). While the network in both supervised (STD) 
and the unsupervised (UTD) method were trained with specific acquisition parameters, it’s 
possible to generalize by including more cases with different acquisitions parameters for 
training. Generation of reference images requires solving the T2*-IDEAL problem which can be 
challenging to calculate depending on acquisition protocol. The advantage of the proposed 
unsupervised methods is they only require complex input signal for training. While the NTD 
method requires a large number of epochs to converge which is computationally expensive, one 
could use a previously trained network (trained on data with the same imaging parameters) and 
update the weights for the new data set (23). Only one scanner make and model was used for this 
study and including additional models, manufacturers and field strengths will help to further 
generalize. There were limited number of cases used for training in STD and UTD methods in 
this study and including more cases will leverage network performance and reliability. 
In summary, we demonstrated the feasibility of using unsupervised DNNs to solve the water/fat 
problem with very good agreement compared to reference images. 
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FIGURES: 
 
Figure 1. Network architecture, input complex signal magnitude and phase (|𝑆|, 𝜑(𝑆)), 
intermediate layers output images, and network outputs including magnitude and phase of 
water(|𝑊|, 𝜑(𝑊)), magnitude and phase of fat (|𝐹|, 𝜑(𝐹)), field (𝑓), and 𝑅2
∗  maps are shown 
for a test dataset after training was completed.  
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Figure 2. Water, fat, field and R2* reference images are shown (a) in a healthy volunteer. (b), 
(c), and (d) show corresponding results for supervised (STD), unsupervised (UTD), and NTD 
methods. ROI measurement correlation analysis shows excellent agreement between each DNN 
method and the reference T2*-IDEAL reconstruction for proton density fat fraction (e), field (f), 
and R2* (g).  
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Figure 3. Water, fat, field and R2* reference images are shown (a) in a moderate iron-overload 
patient. (b), (c), and (d) show corresponding results for supervised (STD), unsupervised (UTD), 
and NTD methods. ROI measurement correlation analysis shows excellent agreement between 
each DNN method and the reference T2*-IDEAL reconstruction for proton density fat fraction 
(e), field (f), and R2* (g).  
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Figure 4 Training and validation loss results for supervised (STD) and unsupervised (UTD) 
training methods.  
19 
 
 
Figure 5. Water/fat separation results comparing current T2*-IDEAL without (1) and with (2) 
initialization with the proposed NTD method (3) training results for field (a), water (b), R2* (c), 
and fat (d). No initial guess was used for water and fat maps. Corresponding loss curves (e) are 
shown for T2*-IDEAL Vs. iteration and NTD Vs. epoch. 
