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Abstrakt 
Práce se zabývá problematikou síťové komunikace ve virtualizovaných prostředích. Jsou zde 
vysvětleny základy virtualizace a techniky, kterými je možné virtualizace dosáhnout. U tří 
virtualizovaných prostředí Xen, VMware a KVM je vysvětlena problematika síťové komunikace a 
faktory ji ovlivňující, následně změřen její výkon a výsledky analyzovány. 
 
 
 
 
 
 
Abstract 
The thesis deals with problems concerning network performance in virtualized environment. There is 
an opening presentation of basics and techniques of virtualization. It describes network 
communication issues on virtualized environment such as Xen, KVM and VMware. There are also 
mentioned factors affecting network communication. Finally the performance of those environments 
is measured and results are analyzed. 
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1 Úvod 
Téma této bakalářské práce se týká výkonu síťové komunikace ve virtualizovaných prostředích. 
Počítačová síť i virtualizace jsou pojmy, které jsou neoddělitelně spojeny s informačními 
technologiemi. Virtualizace samotná pak představuje oblast, do které je v posledních letech 
soustředěno obrovské úsilí a o její rozvoj a nasazení usiluje mnoho firem.  
 Existuje hned několik způsobů virtualizace, které se od sebe zcela zásadně liší. Virtualizovat 
lze na několika úrovních, od jednotlivých komponent (procesor, paměť, disky) až po celý počítač 
nebo na úrovni softwaru. Důvody, proč se virtualizace nasazuje, jsou ale stále stejné – lepší využití 
výkonu nebo jeho zvýšení, bezpečnost, zvýšení dostupnosti poskytované služby. Za pomoci 
virtualizace lze například dosáhnout snadné přenositelnosti celého operačního systému včetně 
aplikací a dat na jiný hardware bez jakéhokoliv zásahu do přenášeného systému. 
Cílem této práce je zjistit, jaký je výkon síťové komunikace ve virtualizovaných prostředích 
ve srovnání s výkonem bez virtualizace. Zjistit jaký je rozdíl ve výkonu mezi jednotlivými produkty, 
či způsoby zajišťující virtualizaci a jaké faktory ovlivňují tento výkon. 
 V teoretické části této práce se čtenář nejprve seznámí s pojmem virtualizace a s metodami, 
které se používají pro její uskutečnění. Dále budou představena tři virtualizovaná prostředí a jejich 
způsob síťové komunikace.  
V další kapitole budou vysvětleny metody měření a postup, kterým bude určen výkon síťové 
komunikace. Taktéž bude nutné sestavit testovací prostředí a změřit jej.  
Poslední kapitola bude věnována analýze naměřených výsledků. Bude zapotřebí specifikovat 
chování síťové komunikace a určit problém způsobující snížení výkonu. 
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2 Virtualizace 
Pojem virtualizace se začal ve větší míře objevovat již v šedesátých letech. Svým způsobem 
představuje první kolo reakce na sdílení počítačů, které má vedle pozitivních i řadu negativních rysů. 
S postupným růstem výkonu počítačů začalo být možné, aby počítač současně zpracovával dva a více 
programů. To znamená, že ve stejnou dobu má počítač rozpracované dva, či více programů, mezi 
nimiž vhodným způsobem přepíná. Díky tomuto jevu pak mohlo dojít k prvnímu souběžnému sdílení 
počítače více uživateli. Avšak takovýto způsob sdílení sebou nese určitá rizika - program jednoho 
uživatele může záměrně, či omylem poškodit program nebo data druhého uživatele, zhroucení 
jednoho programu může vést ke zhroucení celého systému, či náročné požadavky na výkon mohou 
vést k přidělení zdrojů systému pouze jednomu uživateli apod. 
 Virtualizace představuje koncept ve výpočetní technice, který se snaží tyto problémy vyřešit. 
Představuje v podstatě prostředí, v němž vytvoříme kopii některého zdroje (např. paměť, procesor, 
disk, či celý počítač) a každý uživatel poté dostane jednu, či více těchto kopií k dispozici. Protože 
kopie vznikají pouze jako koncepty, hovoříme o virtuálních objektech – virtuální paměť, virtuální 
disk, virtuální procesor atd. – což jako celek tvoří virtuální, či virtualizované prostředí, které můžeme 
nabídnout uživateli. Ten má pak pocit naprosté kontroly a vlastnictví, reálně však sdílí konkrétní 
fyzické zdroje s dalšími uživateli. 
  
2.1 Využití 
Pojem virtualizace se v dnešní době stává čím dál více populárním. Pravděpodobně nejznámější 
formou virtualizace je virtualizace hardware. Například na koncových počítačích v podobě různých 
testovacích prostředí, kde je možné vytvořit několik virtuálních počítačů s různými operačními 
systémy, a tak velmi snadno testovat vyvíjený software na několika různých platformách bez nutnosti 
pořizovat další hardware. 
Další uplatnění může být na straně serveru, kde je prováděna konsolidace – umisťování více 
serverů na jediný fyzický stroj, a tak lepší využití výkonu a zvýšení spolehlivosti. Například je-li 
třeba zajistit provoz čtyř služeb – DNS server, webový server, mail server a ftp server, bylo by bez 
možnosti virtualizace nejlepší pro každou službu zajistit vlastní počítač. Takto je možné zajistit 
prostředí optimální pro každou ze služeb a současně garantovat její bezpečnost. Virtualizace 
umožňuje opět každou službu uzavřít ve vlastním počítači, avšak virtuálním. A všechny tyto virtuální 
počítače je pak možné spustit na jednom fyzickém, čímž se ušetří nejen prostředky na nákup tří 
počítačů, ale i náklady na jejich provoz a správu. Toto řešení má však i své nedostatky. Hlavním 
problém je v robustnosti – všechny 4 služby sdílí stejný počítač a v případě výpadku, přestanou 
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fungovat všechny služby současně. Ovšem i toto jde díky virtualizaci efektivně vyřešit. Místo 
jednoho budou dva fyzické počítače a na každém z nich poběží dva virtuální stroje se dvěma 
službami. Dojde-li k výpadku jednoho fyzického počítače, dojde k výpadku pouze dvou služeb. 
Hlavní výhoda se však projeví v nápravě tohoto výpadku. Ty dva virtuální stroje, k jejichž výpadku 
došlo v důsledku zhroucení jednoho fyzického počítače, je možné pak s co nejmenší časovou ztrátou 
spustit na zbývajícím počítači, aniž bychom jakkoliv zasáhli do na něm již běžících služeb. 
Někdy se jako součást virtualizace chápe také emulace nebo simulace, která umožňuje běh 
aplikací určených pro jiné hardwarové prostředí, či jiné softwarové prostředí. Například program 
Wine v operačních systémech Linux, který dokáže emulovat prostředí Microsoft Windows.  
 
2.2 Techniky virtualizace 
Postupem času se virtualizace velmi zdokonalila a začala se používat v mnoha odvětvích 
informačních technologií. Vzniklo mnoho způsobů virtualizace a technik jak dosáhnout virtuálního 
prostředí. V případě virtualizace hardwaru je třeba uvést tři základní techniky – plná virtualizace, 
hardwarová virtualizace a paravirtualizace. 
 Pro další část práce bude nutné zavést dva důležité pojmy. Hostitelský systém (host system) 
je počítač na kterém běží virtualizované prostředí, a který hostuje virtuální stroje. Taktéž hostitel. 
Hostovaný systém (guest system) je virtuální stroj, který běží na hostitelském systému. Taktéž 
nazývaný jako host. 
  
2.2.1 Úplná virtualizace 
V tomto případě virtualizujeme kompletně všechny části počítače a operační systém běžící v tomto 
prostředí nemůže žádným způsobem poznat, že nemá přístup k fyzickému vybavení. Operační systém 
i aplikační programy ve virtuálním přístroji tedy nepotřebují žádnou modifikaci. Je to ideální stav 
virtualizace, kdy je kompletně oddělena fyzická a aplikační vrstva počítače. Výhodou je, že se může 
toto prostředí navrhnout tak, aby vyhovovalo požadavkům uživatele – velikost paměti, typ procesoru 
apod. Nevýhodou je pak výkonnostní režie, jelikož všechny virtuální prvky jsou řízeny softwarově. 
 Nejčastější technikou pro úplnou virtualizaci je binární překlad. Tato technika překládá 
binární kód, který chce jádro virtuálního stroje vykonat za běhu, na upravený (bezpečný) kód. 
V podstatě programy běžící v uživatelském módu vykonávají svůj kód přímo, avšak jakmile je 
požadováno vykonání nebezpečného kódu od virtuálního stroje, pak je tento kód přeložen na 
bezpečný. Pokud například jádro požaduje přístup k fyzickému hardwaru (např. HDD), pak je tento 
požadavek přeložen jako přístup do virtuálního hardware, tedy na vyhrazený oddíl na disku.  
 6 
Pro architekturu x86 pak existuje mnoho programů umožňující virtualizaci touto technikou, 
která se hlavně uplatňovala v počátcích  – např. VMware, VirtualBox, Microsoft Virtual PC, QEMU. 
 
2.2.2 Hardwarová virtualizace 
Standardně se o běh virtuálních strojů stará software nazvaný VMM – Virtual Machine Monitor. 
Někdy taktéž nazýván jako tzv. hypervizor. Ten má na starosti přidělování systémových prostředků, 
obsluhu a oddělení jednotlivých virtuálních operačních systémů. Nástroje pro virtualizaci se rychle 
vyvíjí a ve snaze dosáhnout optimálního výkonu mnoho z nich vyžaduje, aby počítač disponoval 
technologií tzv. hardwarové virtualizace. Ta umožňuje přesunout část režie potřebné pro správu 
virtuálních strojů na hardwarové vybavení počítače, především procesor. Výrobci procesorů označují 
podporu hardwarové virtualizace různými názvy, technické řešení je však obdobné. V praxi je možné 
se setkat s pojmy Intel VT-x a AMD-V. Pomocí přenechání některých činností hardwarovým 
komponentám je možné minimalizovat softwarovou virtualizační režii, a tak zvýšit výkon virtuálního 
prostředí. 
 Mezi software podporující tuto techniku patří VMware, XEN, VirtualBox, KVM, Microsoft 
Hyper-V. 
2.2.3 Paravirtualizace 
Paravirtualizací se rozumí technika virtualizace, kdy se prostředí pro virtualizovaný stroj neemuluje 
úplně, ale část instrukcí se zpracovává přímo prostřednictvím reálného prostředí. To však 
předpokládá spolupráci virtualizovaného stroje s hostitelem. Podmínkou pro paravirtualizaci tedy je 
odpovídajícím způsobem nakonfigurované jádro hostitele resp. zavedené moduly, které komunikaci 
mezi virtuálními stroji a jádrem zprostředkují. To znamená, že zpravidla musí být upraven jak 
hostitelský operační systém, tak hostovaný operační systém. Výhodou paravirtualizace je obecně nižší 
výkonnostní režie než u plné virtualizace. Nevýhodou pak, že nelze virtualizovat úplně odlišný 
hardware, například jinou architekturu procesoru. Dále je to nutnost úpravy operačního sytému, což 
přináší problémy tam, kde není přístup ke zdrojovým kódům, popř. neexistují pro virtualizovaný 
systém příslušné ovladače.  
 Mezi nejvýznamnější zástupce patří XEN. 
2.3 Virtualizovaná prostředí 
Pro tu práci byly vybrány 3 virtualizační nástroje. Xen – jakožto hlavní představitel paravirtualizace, 
KVM – velmi rychle se rozvíjející nástroj, který se stal součástí linuxového jádra VMware – jako 
jeden z nejstarších produktů v oblasti virtualizace. 
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2.3.1 XEN 
Jedná se o open-source hypervizor, který je určen pouze pro Linuxové hostitelské systémy a pracuje 
s technikou  paravirtualizace. Xen byl vyvinut na univerzitě v Cambridge a jeho hlavní výhodou je 
díky zvolené metodě paravirtualizace vyšší výkon virtuálních strojů. 
Pro jednodušší představu, jak funguje Xen hypervizor, bude použit protection model 
definovaný pro procesory Intel x86. Takový model sestává ze čtyř úrovní ochrany tzv. „kruhů“, 
přičemž v případě nejběžnějších operačních systémů běží v kruhu 0 jádro a v kruhu 3 potom 
jednotlivé aplikace. Ostatní kruhy jsou využívány zřídka. Pokud ovšem jde o Xen, pak hypervizor, 
který přijímá systémová volání běží v kruhu 0, kde je za normálního stavu jádro OS. Privilegovaná 
doména dom0, což je v podstatě prostředí operačního systému, ve kterém se běžně pracuje, běží spolu 
s neprivilegovanými doménami domU (tj. virtuálními stroji) v kruhu 1 a aplikace potom jako obvykle 
v kruhu 3. Proces spuštění systému tomuto schématu odpovídá - nejdříve je do kruhu 0 zaveden 
hypervizor, pak se spustí upravené jádro privilegované domény dom0 v prvním kruhu. Z něj může být 
spuštěn virtuální stroj – doména domU, jehož jádro je zavedeno rovněž v kruhu 0. Aplikace v rámci 
domény pak běží v kruhu posledním, tj. třetím.  
 
            
    Obr. 2.1: protection model            Obr. 2.2: protection model s Xen hypervisorem 
 
V tomto případě je tedy nutné, jak již bylo zmíněno dříve, upravit hostitelský operační systém, 
čili jádro Linuxu. Pokud se bude jednat o paravirtualizaci, bude nutné upravit i operační systém ve 
virtuálním stroji. Nicméně od verze 3.0 je možné vytvářet i virtuální stroje pomocí hardwarové 
virtualizace, k čemuž je nutné použít procesor, který tuto vlastnost podporuje – instrukce VT-x 
v případě procesorů firmy Intel, či AMD-V u firmy AMD. V takovémto případě již není nutné upravit 
hostovaný OS.  
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Obr. 2.3 
 Domain 0 – doména dom0 (upravený hostitelský OS), která obsahuje nástroje pro 
správu a řízení virtualních strojů (Xen Domain Management and Control) 
 DOM U PV – paravirtualizovaná doména domU (upravený hostovaný OS) 
 DOM U HVM – hardwarově virtualizovaný stroj, bez nutnosti změny OS 
 
2.3.2 KVM 
KVM je zkratka pro „Kernel-based Virtual Machine“, což v předkladu znamená virtuální stroj 
vytvořený jádrem operačního systému. KVM je tedy modul jádra, který staví Linux do pozice 
hypervizora. Je to tzv. open-source program a za jeho vývojem stojí hlavně společnost RedHat, poté 
IBM a další. Stal se součástí linuxového jádra od verze 2.6.20. 
 KVM se ubírá technikou hardwarové virtualiza ce, tudíž vyžaduje procesor s podporou VT-x, 
či AMD-V. Podporuje i modulární paravirtualizaci, čili paravirtualizaci na úrovni jednotlivého 
hardware. To znamená, že u klíčových komponent virtuálního stroje, jako jsou diskové jednotky, či 
síťové karty, je možné nainstalovat upravený ovladač, a tím dosáhnou vyššího výkonu. Tyto 
paravirtulizované ovladače se jmenují virtIO a jsou dokonce součástí linuxového jádra od verze 
2.6.30. Dostupné jsou ke stažení i pro MS Windows. 
Základní myšlenkou hardwarové virtualizace je snažit se zachytit všechny výjimky procesoru a 
všechny privilegované instrukce vložením vynuceného přechodu z hostovaného OS do VMM. Jde o 
rozšíření procesoru tak, že přibývá další úroveň ochrany s ještě většími oprávněními - „Kruh -1“ nebo 
také „kořenový kruh“ a přibývají speciální instrukce na této úrovni. Tato nová úroveň je určena právě 
pro běh hypervizoru. Díky tomu může běžet hostitelský OS na své určené úrovni ochrany, což je 
Kruh 0. Virtuální stroje tak pracují v prostředí, které se neliší od nativního. Hostitelský OS tedy 
poskytuje uživatelské aplikaci služby jádra a VMM zasáhne pouze tehdy, když systémové volání 
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vyvolá kritické instrukce. To znamená, že nyní již systémové volání automaticky neznamená zásah 
VMM. 
 
Obr. 2.4: protection model u hardwarové virtualizace VT-x a AMD-V 
 
 
Obr. 2.5 
 VM 1 a VM 2 -  virtuální stroje 
 
2.3.3 VMware 
Americká společnost VMware je dnes hlavním lídrem ve tvorbě virtualizačního softwaru a ucelených 
řešení pro virtualizaci infrastruktury. V její nabídce je několik virtualizačních softwarů a nástrojů pro 
správu virtuálních zařízení. 
Pro osobní počítače: 
 VMware Worstation - tento software umožňuje uživateli používat různé instance 
operačních systémů architektury x86 na jednom počítači. Umožňuje virtuální stroje 
vytvářet, upravovat a spouštět. 
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 VMware Player – tento software je klasicky i součástí předešlého a umožňuje pouze 
virtuální stroje přehrávat. Je nabízen zdarma a částečně je i jako open-source. 
 VMware Fusion - umožnil stejnou funkčnost i pro platformu Macintosh s procesory Intel, 
se zachováním kompatibility s virtuálními stroji vytvořenými ostatními produkty VMware. 
Pro servery: 
 VMware Server - je virtualizační nástroj zdarma pro servery. Tento nástroj je nabízen spíše 
jako možnost vyzkoušet si virtualizační řešení zdarma s tím, že pokud zákazník bude myslet 
nasazení virtualizace pro servery vážně, nasadí již placené řešení v podobě VMware 
Infrastructure. 
  VMware Infrastructure - je balík řešení založený na původně samostatném produktu 
VMware ESX Server spolu s dalšími doplňky a službami. VMware ESX Server je 
samostatný virtualizační nástroj dodávaný s vlastním operačním systémem na bázi Linuxu.  
 
Jako emulátor, tedy v případě úplná virtualizace, VMware software poskytuje hostům kompletní 
virtualizované prostředí počínaje procesorem, paměťmi, přes grafické adaptéry až po síťové karty a 
ovladače disků. V případě, že je k dispozici procesor podporující virtualizaci s vlastnostmi VT-x, 
AMD-V, tak VMware poskytuje i hardwarovou virtualizaci.  
Balíček VMware Tools přidává ovladače a nástroje pro vylepšení grafického výkonu pro 
různé hostující operační systémy. Balíček také nabízí jistá propojení hostitelského a hostujícího 
systému, jako je sdílení adresářů a souborů, podpora Plug-and-play zařízení, synchronizace 
systémového času, kopírování a vkládání pomocí schránky mezi systémy. Obsahuje i 
paravirtualizované ovladače pro síťové adaptéry vmxnet, což představuje alternativu k již zmíněným 
ovladačům virtIO pro KVM. VMware a VMware Tools jsou dostupné pro téměř všechny hostitelské 
a hostující systémy, což je nepochybně obrovskou výhodou oproti ostatním konkurentům.  
 
 
              Obr. 2.6 
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2.4 Síťová komunikace 
Síťová komunikace je dnes velmi významnou oblastí informačních technologií. Hlavně s příchodem 
internetu se stala nezbytnou součástí každého počítače. Její výkon záleží na všech prvcích, ze kterých 
se skládá, či které jsou potřebné k jejímu provozu. Bezpochyby je to procesor, paměť, sběrnice a 
síťový adaptér, jakožto hardware a operační systém a ovladače adaptéru, jakožto software. Všechny 
tyto součásti jsou neustále zdokonalovány, a tím i výkon síťové komunikace. 
 
 
Obr. 2.6.: Diagram trasy paketu 
 
V případě virtualizace je tomu taktéž, jelikož u virtuálního stroje je síťová komunikace rovněž 
tak důležitá. Například pokud se bude virtualizovat serverová stanice, čili jeden fyzický zdroj bude 
nutné rozdělit virtuálně na několik dalších, bude požadována co nejmenší ztráta výkonu, a to jak 
celkového, tak i síťového, jelikož každý stroj bude muset komunikovat s okolím, nezávazně na 
druhém. 
U virtuálního stroje je vytvořen virtuální prvek představující síťový adaptér, který je možné 
také pojmenovat jako logický adaptér. Další logický prvek je vytvořen na straně hostitele, který je 
přemostěn na některý fyzický adaptér, či zapojen do virtuální sítě. Tyto dvě logické jednotky jsou 
spojeny a o navázání samotného spojení se stará hypervizor. Ilustrace toho spojení je znázorněna na 
obr. 2.7.  
 
2.4.1 Přehled síťové komunikace u virtualizace 
Virtuální stroj může být zapojen do sítě hostitele dvěma základními způsoby. Jedná se tedy o to, jak 
bude v hostiteli zapojen logický prvek představující síťovou kartu, která je spojena s virtuální kartou 
hosta.  
 
2.4.1.1 Překlad adres NAT 
Pomocí překladu adres (NAT – „Network Address Translation“) se využije spojení do externí sítě 
přes IP adresu hostitele. Vytvoří se samostatná privátní síť mezi hostem a hostitelem. Virtuálnímu 
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stroji se přidělí adresa z DHCP serveru pro tuto privátní síť, stejně tak virtuálnímu adaptéru. O DHCP 
server se stará hypervizor. Nutno podotknout, že pakety jsou předávány, či směrovány dle IP adresy. 
 
2.4.1.2 Přemostění spojení 
Někdy též nazýváno jako sdílení fyzického adaptéru. Komunikace do externí sítě je vedena přímo 
přes fyzický síťový adaptér. Při komunikaci se používá MAC adresa přidělená danému virtuálnímu 
adaptéru a IP adresa, která je nastavena ve virtuálním stroji. Vše je směřováno na fyzický adaptér. 
Fyzický adaptér a virtuální adaptér, který je spojen s hostem, jsou spojeny do síťového mostu, který 
podle MAC adresy určuje, komu je daný paket přesměrován. Důležité je si uvědomit, že tato metoda 
je realizována již na nižší vrstvě (2. linková) referenčního modelu ISO/OSI, nežli překlad adres a 
směrování (3. síťová vrstva). V tomto případě je tedy možné dosáhnout vyššího výkonu síťové 
komunikace.  
 
 
            Obr. 2.7: Spojení pomocí síťového mostu 
 
 Bridge – síťový most 
 pNIC – fyzická síťová karta (adaptér) 
 vNIC – virtuální síťová karta 
 
Řešení tohoto druhu spojení se u jednotlivých výrobců však liší. XEN a KVM disponují 
téměř stejným řešením. Pro oba je nutné vytvořit síťový most linuxovým programem brctl a obě 
zařízení poté do tohoto mostu přidat, tedy fyzické zařízení a logický adaptér, který je spojen s hostem.  
Rozdíl je v tom, že u KVM je nutné toto udělat navíc, kdežto XEN má zabudované speciální skripty 
pro nastavení síťové komunikace, které se spustí samy. U VMware produktů je tomu však jinak. Ty 
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zavedou do hostitelského systému další modul se speciálními ovladači vmnet, které se o toto 
přemostění starají samy. Nicméně princip zůstává stále stejný. 
   
2.4.2 Faktory ovlivňující výkon síťové komunikace 
V předchozí kapitole bylo vysvětleno, jak může být zapojena síť virtuálního systému do sítě hostitele 
a toto je nepochybně jeden z problémů, který snižuje její výkon. Dalším faktorem bude celkový 
výkon virtuálního stroje a v neposlední řadě i způsob komunikace hosta s jeho virtuální síťovou 
kartou. 
 
2.4.2.1 Spojení fyzické síťové karty s hostem 
Jak už bylo řečeno, pro vyšší výkon je vhodné zvolit spojení pomocí síťového mostu. Avšak toto 
řešení sebou nese jisté problémy, které snižují výkon. Paket přijde na fyzické rozhraní, dále v 
síťovém mostu je analyzována hlavička a podle její MAC adresy je poslán dalšímu zařízení, které je 
součástí mostu a vyhovuje této adrese. Toto řešení způsobuje další zatížení systému, které 
nepochybně může snižovat výkon síťové komunikace.  
Každý z výrobců k tomuto problému přistupuje jinak. Síťový most u XEN a KVM je tvořen 
standardně součástmi linuxu, kdežto u VMware je tvořen speciálním modulem s vlastními ovladači 
vmnet. 
 
2.4.2.2 Výkon procesoru a paměti 
Pokud má být výkon síťové komunikace ve virtuálním stroji srovnatelný s komunikací bez něj, je 
také nezbytně důležité, aby byl ve virtualizovaném prostředí dostatečný výkon procesoru a paměti. 
Na to má vliv zejména způsob virtualizace a hypervizor, který rozhoduje o tom, kdy a jaké množství 
prostředků virtualizovaný systém dostane. 
 
2.4.2.3 Operační systém a ovladač virtuálního síťového adaptéru 
Pokud má být komunikace srovnatelná, musí být výkon virtuálního adaptéru na straně hosta 
srovnatelný s fyzickým zařízením. Jelikož je to logická jednotka, která v podstatě jen předává pakety 
bez význačné režie, tak o výkonu rozhoduje ovladač zařízení, který pakety zpracovává a komunikuje 
s operačním systémem hosta. Běžně jsou používány standardní ovladače e1000, rlt8139, ne2k_pci 
apod. Jelikož jejich výkon neodpovídal představám výrobců, byly zavedeny i tzv. paravirtualizované 
ovladače, které jsou upraveny tak, aby vzhledem k virtualizaci byl poskytnut co nevyšší výkon síťové 
komunikace. 
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 KVM a XEN používají již zmíněné paravirtualizované ovladače virtIO, které jsou součástí 
linuxového jádra od verze 2.6.25. Pro hosty s OS Microsoft Windows pak existují také tyto upravené 
ovladače, které lze stáhnou na webových stránkách KVM. Vmware taktéž poskytuje tyto speciální 
ovladače, které se jmenují vmxnet a jsou součástí balíku VMware Tools, který se instaluje na hosta a 
je dostupný pro téměř všechny operační systémy. 
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3 Měření výkonnosti síťové komunikace 
V této kapitole se podíváme na to, jakými způsoby je možné měřit síťovou komunikaci, jaké jsou 
faktory, které určují její výkon. Dále bude třeba specifikovat přesný postup pro naše měření k určení 
výkonu síťové komunikace ve virtualizovaných prostředích.  
3.1 Parametry výkonu síťové komunikace 
Mezi nejdůležitější faktory udávající výkon síťové komunikace je propustnost a ztrátovost. Další by 
mohly být – zpoždění (latency), zatížení procesoru, či celého systému apod. 
Propustnost 
Maximální počet paketů, který systém dokáže přijmout za jednotku času, bez toho aniž by některý z 
odeslaných paketů byl ztracen. Měřeno v paketech/s nebo bitech/s.  
(RFC 1242 – 3.16)  
 
Ztrátovost 
Počet paketů, které měly být doručeny systému, ale nebyly z důvodu nedostatku zdrojů. Měřeno v 
procentech.  
(RFC 1241 – 3.6)  
3.2 Metody měření 
Základní princip měření je metodou klient-server, kdy na jednom systému je spuštěn klientský 
program, který vytváří a posílá pakety na server, který pakety počítá, či určitým způsobem 
zpracovává. Na trhu existuje mnoho programů, které meří propustnost, popřípadě i ztrátovost paketů. 
Například netperf, iperf, nttcp apod. Avšak všechny tyto programy pracují až na aplikační vrstvě, a 
proto byl pro naše měření vybrán modul pktgen, který je součástí linuxového jádra a dokáže tak 
vyprodukovat maximální tok paketů směrem do síťového adaptéru (viz. obr. 3.2). Pro příjem paketů 
pak byl vybrán program tcpdump. 
 
 
 
 
 
 16 
 
 
 
 
 
síťový kabel 
 
 
 
Obr. 3.1.:Schéma zapojení pc při měření 
 
3.2.1 PaketGen 
Jak již bylo zmíněno pktgen je generátor paketů, který je součástí jádra OS Linux. Ovládat a 
monitorovat lze tento program v /proc/net/pktgen/. Při jeho konfiguraci je možné nastavit hned 
několik parametrů – velikost paketu, počet kopii stejného paketu, zpoždění mezi pakety, rozdělení 
paketu na několik částí, počet paketů, které se odešlou, výchozí a cílová IP adresa a port a další. 
 
 
 
 
Obr. 3.2 
 
 
SERVER 
- 
tcpdump 
KLIENT 
- 
pktgen 
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3.2.2 Tcpdump 
Tcpdump je mocný nástroj pro analýzu síťového provozu vyvinutý pro OS Linux nad knihovnou 
libpcap. Dokáže přesně identifikovat a zachytit jak TCP pakety, tak i UDP. Tcpdump je možné pak 
nakonfigurovat tak, aby pouze počítal pakety přijaté jádrem Linuxu a nezatěžoval systém jejich 
pracnou analýzou. 
Existuje i jeho alternativa pro OS Microsoft Windows pod jménem windump společně 
s knihovnou winpcap.  
 
3.3 Postup měření 
Pro měření byl vytvořen jednoduchý skript, který na straně klienta spustí paketgen s nastaveným 
množstvím paketů a se zpožděním mezi nimi. Na straně serveru se pak spustí tcpdump s parametry – 
q, n, s 1500, w /dev/null, port 30000. Tímto nastavením programu tcpdump je dosaženo toho, aby 
zbytečně pakety neanalyzoval, ale jen počítal, tj. počítal úspěšně přijaté pakety od vysílače na 
dohodnutém portu 30000. Pro jedno měření je v konfiguraci paketgenu konstantní velikost paketu a 
jejich počet se mění pouze se zpožděním mezi nimi v mikrosekundách. Zpočátku je zpoždění nulové 
a zvyšuje se do té doby, kdy budou přijaty všechny odeslané pakety, čili dokud nebude ztrátovost 
nulová. Všechny výsledky jsou uloženy, a tak získána i ztrátovost při každém zvýšení zpoždění, 
přičemž rychlost v Mb/s je v každém okamžiku zvýšení udávána samotným paketgenem.  
Měření bude prováděno vždy třikrát pro stejné prostředí a z výsledných hodnot bude vytvořen 
průměr. Dle standardu z RFC 894 je maximální velikost dat v paketu pro Ethernet 1500 B, což je 
dohromady s hlavičkami 1522 B. Pro změření propustnosti byla tedy zvolena velikost dat 1500 B. 
Měření bylo dále prováděno i s hodnotami 900, 300 a 64. V případě menších paketů je třeba 
k dosažení stejné propustnosti zpracovat více paketů, a tím se zvýší zatížení systému. Schéma 
popisující tento způsob měření je znázorněno v následujícím obrázku. 
V případě hostů s operačním programem Microsoft Windows bude použit pro příjem paketů 
program windump, se stejnými parametry jako tcpdump. 
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Obr. 3.3: postup měření 
  
Spuštění tcpdump 
Spuštění pktgen 
Konec pktgen 
Konec tcpdump 
START 
Počet odeslaných paketů 
= = 
přijatých 
KONEC 
Zvýšení zpoždění 
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4 Testovací prostředí 
Pro měření byly k dispozici 2 počítače. Pro lepší orientaci je nutné jeden pojmenovat jako PC-VIRT - 
počítač, kde poběží virtualizovaná prostředí a druhý jako PC-NOVIRT - počítač, který bude sloužit 
ke generování paketů.  
U síťové komunikace je obecně složitější přijímat a zpracovávat pakety, nežli je odesílat. Při 
odesílání je u programu pktgen předem připravený paket, který se odesílá stále dokola a nemusí se 
řešit jeho obsah, čili práce vynaložená na jeden paket je minimální. V případě příjmu je nutné, aby se 
tcp/ip stack postaral o to, jakému rozhraní paket předat, případně kterému spojení, nebo které pravidlo 
firewallu aplikovat. Je zřejmé, že s paketem se provede při zpracování více operací a z toho plyne ona 
vyšší náročnost. Proto je vhodné, aby jako generátor byl vybrán přístroj výkonnější, a tím poté došlo 
ke ztrátě paketům, což povede k lepší analýze problému. Pro účely této práce byl zvolen jako PC-
VIRT výkonnější počítač, jelikož pouze jeho procesor je schopný hardwarové virtualizace, tedy 
podporuje vlastnosti AMD-V. Nicméně i při takovémto zvolení dokázal PC-NOVIRT generovat 
pakety tak rychle, aby jej PC-VIRT všechny nepřijal. V tomto případě bylo tedy dosaženo 
požadovaného výsledku, aby rychlost generátoru byla vyšší než rychlost přijímače.   
Oba počítače jsou pak propojeny kříženým síťovým kabelem pro gigabitový Ethernet vyrobený 
dle telekomunikačních standardů pro kabeláže komerčních budov TIA/EIA 568 A. 
4.1 Počítač bez virtualizace (PC-NOVIRT) 
Jak již bylo řečeno, tento počítač bude sloužit hlavně jako generátor síťového provozu pro zjištění a 
analýzu výkonu síťové komunikace, jelikož příjem a zpracování paketů virtualizovanými prostředími 
je pro nás klíčové. Nicméně poslouží i naopak jako přijímač paketů, pro určení odchozího výkonu 
virtuálních přístrojů. 
4.1.1 Hardware 
Procesor:  Mobile DualCore Intel Core 2 Duo T5500, 1666 MHz, L1 2x32KB, L2 2MB 
Základní deska: Acer Extensa 5610 (Intel AGTL+, FSB 666MHz) 
Čipová sada:   Intel i915GM/PM  (Mobile Intel Calistoga-GM i945GM) 
Pracovní paměť: 2038 MB  (DDR2-667 DDR2 SDRAM) 
Grafický adaptér: Mobile Intel(R) 945 Express Chipset Family  (256 MB) 
Síťový adaptér : Broadcom NetLink BCM5787M PCI-E Gigabit Ethernet, PCI - E, 1000Mbps 
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4.1.2 Software 
Na PC-NOVIRT byl naistalován OS Fedora 8 s jádrem  2.6.26.8-57 a zprovozněn paketgen ve verzi 
2.69 a tcpdump verze 3.9.7. 
4.2 Počítač s virtualizací (PC-VIRT) 
4.2.1 Hardware 
Procesor:  AMD Athlon II X2 240, 2800MHz, L1 64 KB, L2 1024KB 
Základní deska: ASRock N68-S, FSB 1000MHz 
Čipová sada:   NVIDIA nForce 630a, GeForce 7025 
Pracovní paměť: 2057 MB  (DDR2-1066 DDR2 SDRAM) 
Grafický adaptér: ASUS EAH4350 SILENT (ATI Radeon 4350), 256 MB, PCI-E 
Síťový adaptér : Realtek Semiconductor Co., RLT-8169 Gigabit Ethernet, PCI, 1000Mbps 
 
4.2.2 Software 
Jako hostitelský operační systém byla vybrána distribuce Fedora 12 (64-bit) s jádrem 2.6.32.10-90 a 
populární Ubuntu ve verzi 9.10 (64-bit) s jádrem 2.6.31-20. Na obou systémech pak nainstalováno 
KVM a zkušební verze VMware Workstation 7.0.1. Tcpdump ve verzi 4.1.  
 V případě Xen hypervizoru byla instalace poněkud složitější. Jak už bylo zmíněno, u 
paravirtualizace je nutné upravit hostitelský operační systém, tudíž je nutné upravit jádro systému. Po 
mnoha pokusech se povedlo zrealizovat pouze na upraveném jádře 2.6.29 s Fedorou 11. Mnoho 
problémů vznikalo z počátku s ovladači chipsetu a integrovaným grafickým adaptérem nvidia. Nvidia 
totiž nepodporuje jádra upravená pro Xen. Nicméně i při výměně grafické karty za ATI Radeon, 
nastaly další potíže při překladech jádra a konečné konfiguraci, či spuštění virtuálních strojů. Zejména 
pak s konfigurací knihovny libvirt a Xen hypervizorem. Nakonec byl tedy zprovozněn Xen verze 
3.4.1 na Fedoře 11 (64-bit) s upraveným jádrem 2.6.29 pouze pro paravirtualizované stroje.  
 Z obtížnosti instalace hypervizorů, instalace virtuálních přístrojů a manipulací s nimi je 
zjevné, že ne všechna prostředí lze stejně snadno zprovoznit a používat. Při vytváření této práce se 
nejlépe pracovalo s virtualizovaným prostředím VMware, které mělo nejzajímavější, a zároveň 
nejjednodušší uživatelské rozhraní.  
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4.2.3 Virtualizované stroje 
Všem virtualizovaným strojům byla nastavena velikost paměti 768 MB a disponovaly pouze 1 jádrem 
procesoru, což vzhledem ke konfiguraci hostitelského stroje je nejoptimálnější řešení, jelikož je 
vhodnější, pokud zůstane jedno samostatné jádro hostiteli, který v případě virtualizace sítě musí 
vykonávat jistou režii. Strojům byla přiřazena jedna síťová karta s danou MAC adresou, která byla 
přemostěna na hostitelovu fyzickou síťovou kartu.  
U KVM a VMware byly vytvořeny postupně tři hosté s operačními systémy Fedora 12, Ubuntu 
9.10 a MS Windows XP Professional. V obou případech se jednalo o hardwarovou virtualizaci. U 
prostředí Xen pak byl nainstalován upravený OS Fedora 12, kde se jedná o techniku paravirtualizace. 
U hostů s operačním systémem MS Windows XP pak byl nainstalován program windump ve 
verzi 3.9.5 a knihovna winpcap. V případě KVM pak ještě paravirtualizovaný ovladač síťové karty 
Qumranet verze 3.1.2008. 
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5 Analýza výsledků 
Pro analýzu a porovnání výsledků byl napřed změřen výkon síťové komunikace bez virtualizovaných 
prostředí, a pak postupně s nimi v různých kombinacích operačních systémů. Síťová komunikace 
může probíhat dvěma směry – od klienta k serveru, kde záleží na tom, jak rychle klient dokáže 
generovat pakety a jak rychle je server dokáže zpracovávat a naopak. Měření tedy bylo soustředěno 
jak na příchozí komunikaci (ve smyslu virtualizovaného stroje), tak i na odchozí.  
5.1 Výsledky bez virtualizace 
Tyto výsledky jsou důležitou součástí měření. Díky nim je pak možné porovnat výkon síťové 
komunikace při použití virtualizace.  
5.1.1 Příchozí komunikace (PC-NOVIRT PC-VIRT) 
Jak již bylo zmíněno, byly vybrány tři hostitelské operační systémy - Fedora 12, Ubuntu 9.10 a 
Fedora 11 pro Xen. Maximální rychlost, kterou je schopen generovat PC-NOVIRT byla změřena jako 
984Mb/s, tj. takovouto rychlostí dokázal pktgen generovat provoz na linku z PC-NOVIRT bez 
jakéhokoliv zpoždění s velikostí paketu 1500 B. 
 PC-VIRT s Fedorou 12 dokázal pak přijmout všechny pakety s nulovou ztrátou rychlostí 
863Mb/s, což je tedy maximální možná naměřená propustnost systému bez virtualizace v příchozím 
směru s tímto operačním systémem. Tato hodnota byla stejná i u Fedory 11 a v případě Ubuntu 9.10 
byla o něco nižší – 848Mb/s. Další rychlosti při jiné velikosti paketů jsou pak zřejmé z grafu na obr. 
5.1. 
 Tyto výsledky jsou velmi uspokojivé, jelikož PC-NOVIRT dokáže generovat provoz rychleji, 
nežli PC-VIRT přijímat. Tímto byla splněna podmínka, kdy generátor je rychlejší než přijímač a 
dokazuje to, že byl správně zvolen zástupce PC-VIRT a PC-NOVIRT. Díky tomuto bude možné lépe 
analyzovat výkonová omezení při virtualizaci. 
5.1.2 Odchozí komunikace (PC-VIRT PC-NOVIRT)  
V případě, kdy se PC-VIRT stal klientem, tedy generátorem provozu, a PC-NOVIRT serverem, byly 
výsledky zcela jiné a velmi překvapivé. PC-VIRT dokázal s OS Fedora 12 generovat provoz pouze 
rychlostí 344 Mb/s, což pro PC-NOVIRT nebyl problém bez jakékoliv ztráty přijmout. Další hodnoty 
viz obr. 5.1. 
Jelikož podobná hodnota byla naměřena i pod OS Ubuntu 9.10 a síťová karta vyzkoušena i na 
jiném zařízení, bude zřejmě tento problém v neefektivní komunikaci mezi jejím ovladačem a sběrnicí 
základní desky. Nicméně jelikož se bude měření soustředit spíše na příchozí komunikaci a její rozbor, 
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není problém natolik závažný a rozdíl ve výkonu bude možné sledovat při nižších rychlostech 
v případě menších paketů.  
 
 
              Obr. 5.1 
5.2 Síťová komunikace v prostředí XEN 
Jak již bylo zmíněno, virtualizované prostředí Xen bylo zprovozněno pouze u OS Fedora 11 a pouze 
pro hosta s operačním systémem Fedora 12 v případě paravirtualizace. U paravirtualizace je nutný 
upravený jak hostitelský systém, který se nazývá dom0, tak hostovaný systém, čili virtualizovaný 
stroj, který se nazývá domU. 
Jako první tedy byla změřena dom0 - upravené jádro OS Fedora 11, a poté domU - 
paravirtualizovaný stroj s OS Fedora 12. Hodnoty byly poté porovnány s výsledky bez virtualizace, 
což můžeme sledovat na následujícím grafu. 
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 Na grafu z obr. 5.2 je možné sledovat výkon síťové komunikace ve virtualizovaném prostředí 
Xen a jeho srovnání s výkonem bez virtualizace. Hodnoty z grafu představují velikosti paketů 1500 B 
a 64 B. Značky RX a TX znamenají příchozí a odchozí provoz. F12-novirt a F12-paravirt pak 
znamenají hostitele s OS Fedora 12 bez virtualizace a paravirtualizovaného hosta s OS Fedora 12. 
Z hodnot je pak zřejmý nepatrný pokles výkonu v případě domény0, což je způsobeno nutností 
úpravy systému pro paravirtualizaci. U odchozího provozu s velikostí paketu 64 B je možné si 
všimnout i značného zvýšení výkonu, což je zřejmě způsobeno upraveným ovladačem síťové karty 
pro paravirtualizaci, který dokáže efektivněji komunikovat s tímto zařízením. 
 V případě maximální propustnosti 627 Mb/s při velikosti paketu 1500 B je možné vidět, že 
došlo k jisté ztrátě výkonu. Z následujícího grafu na obr. 5.3 je pak možné sledovat zajímavé chování 
v závislosti mezi ztrátovostí a rychlostí provozu. Ztrátovost velmi prudce klesá na hodnotu 0,41 % do 
rychlosti okolo 850Mb/s. Od toho bodu pak velmi mírně klesá a definitivně se ztratí až pod rychlostí 
627Mb/s. Při analýze bylo vypozorováno, že právě do rychlosti cca 850 Mb/s se pakety ztrácí i na 
fyzickém zařízení, poté už pouze na logickém adaptéru, který je spojen s virtuálním přístrojem. Host 
vždy přijal všechny pakety, tento problém je tudíž způsobem právě přemostěním komunikace.
 Výrazná ztráta výkonu u paketů malé velikosti jen zvýrazňuje tento problém. Aby bylo 
dosaženo stejné rychlosti, je nutné zpracovat mnohem více paketů, tj. více hlaviček, více práce 
z pamětí atd. 
  
 
 
Obr. 5.3 
  
 Takto malá ztrátovost u paketů s velikostí 1500 B od rychlosti cca 850Mb/s se potom nemusí 
projevit u spolehlivého spojení TCP. Pří nedoručení paketu dochází u tohoto spojení k jeho znovu 
odeslání, což v tomto případě stačí provést jen několikrát. Potvrzuje to i fakt, že při použití programu 
netperf, který funguje nad TCP spojením, byla naměřena propustnost 751 Mb/s. Taktéž to ukazuje na 
fakt, že má zavedenu jistou toleranci a měření nemusí být vždy přesné.  
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V případě odchozího směru je zřejmé, že ztráta u velkých paketů je zanedbatelná, což 
způsobuje problém se síťovou komunikací v odchozím směru zmíněný již dříve. Nicméně u menších 
paketů již můžeme pozorovat rozdíl. 
 
5.3 Síťová komunikace v prostředí KVM 
U KVM již bylo vytvořeno více virtuálních strojů s různými operačními systémy, a tak bylo možné 
porovnat i způsob, jak tento faktor může ovlivnit výkon síťové komunikace.  
Z následujícího grafu na obr. 5.4 můžeme vyčíst naměřené hodnoty propustnosti v případě 
kombinace, kdy hostitelský i hostovaný operační systém byl Fedora 12. U příchozího směru je již 
zřejmý velký pokles výkonu jak u paketů o velikosti 1500 B, tak i 64 B.  
 
 
Obr. 5.4 
 
 Při pohledu na graf z obr. 5.5 je možné sledovat, že ztrátovost v příchozím směru celkem 
plynule klesá až do rychlosti 476 Mb/s, kdy je nulová. Při podrobné analýze bylo zjištěno, že do 
rychlosti 848 Mb/s se pakety ztrácejí i na fyzickém zařízení a od tohoto bodu již pouze při přemostění 
na logickém adaptéru, který spojuje hosta s hostitelem. 
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Obr. 5.5 
 
 I v tomto případě lze přesně před koncem pozorovat mírnější pokles ztrátovosti, a proto byl i 
tady použit netperf pro změření TCP spojení a výsledkem byla hodnota 556 Mb/s, což je poněkud 
vyšší hodnota. Toto bylo způsobeno možností opětovného poslání nedoručeného paketu, a tím lepšího 
využití velmi nízké ztrátovosti. 
 Pro příklad toho, že samozřejmě záleží i na ovladači hostovaného síťového adaptéru, bylo 
měření aplikováno i v případě ovladače e1000 síťové karty u hosta s OS Fedora 12. V tomto případě 
opět při analýze bylo zjištěno, že od rychlosti 476Mb/s se pakety ztrácejí pouze u virtualizovaného 
adaptéru. Do této rychlosti se ztrácely i u přemostění. Výsledná rychlost 111 Mb/s je pak velmi nízká. 
(viz obr. 5.6) 
 
 
Obr. 5.6 
52,53
42,23
36,21
24,16
19,36
10,63
6,41
2,39
0,09 0
984 913 848 793 741 702 627 542 496 476
zt
rá
to
vo
st
 v
 %
Ztrátovost F12-virt u KVM
F12-virtio driver
0
10
20
30
40
50
60
70
80
984 913 848 793 741 702 627 542 496 476 361 248 153 111
zt
rá
to
vo
st
 v
 %
 
Ztrátovost síťové komunikace s ovladačem e1000
F12-virtio driver F12-e1000 driver
 27 
 Z následujícího grafu na obr. 5.7 je pak možné porovnat rozdíl ve výkonu s hosty s jinými 
operačními systémy pod OS Fedora 12 a v dalším grafu s hosty, kde hostitelův operační systém je 
Ubuntu 9.10 (obr. 5.8). 
 
 
Obr. 5.7 
 
Obr. 5.8 
 
 S obou dvou grafů vyplývá, že záleží na použitém operačním systému, jak hostitelském, tak 
hostovaném. U hostitele se operační systém přímo podílí na tom, jak rychle budou pakety přemostěny 
a u hosta potom jak budou zpracovány, tudíž jejich konfigurace a optimalizace je velmi důležitá pro 
síťovou komunikaci. Z obou grafů je možné také vypozorovat, že i když je Ubuntu jako hostitelský 
systém celkově nepatrně méně výkonnější než Fedora, v případě, že jeho hostem je systém se stejným 
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operačním systémem, výkon je vyšší. Tento jev lze vysvětlit právě dobrou optimalizací systému, a 
dosažením lepšího využití zdrojů k provedení celé operace komunikace. 
 
5.4 Síťová komunikace v prostředí VMware 
U Vmware byly výsledky měření opět poněkud méně příznivé. V Tomto případě již nastal výrazný 
pokles výkonu síťové komunikace zejména v příchozím směru. Nicméně z grafu na obr. 5.9 vyplývá, 
že v případě odchozí komunikace jsou výsledky u operačního systému Fedora 12 příznivější než u 
KVM. V celkové analýze pak bylo u VMware sledováno patrně odlišné chování než u KVM, či 
Xenu. Tento fakt je zřejmě způsoben odlišným přemostěním síťové komunikace, kdy KVM a Xen 
používají podobný způsob pomocí linuxového bridge na rozdíl od VMware, které má své vlastní 
moduly a ovladače vmxnet.  
 
 
Obr 5.9 
 
 Z následujícího grafu na obr. 5.10 je zřejmé úplně jiné chování při virtualizaci pod OS Fedora 
12 a Ubuntu 9.10.  V případě systému Fedora je možné sledovat téměř podobný průběh jak u jiných 
hypervizorů, kdy přímka postupně klesá a od rychlosti cca 500 Mb/s již zůstává jen na velmi malé 
hodnotě, než se ztratí. Avšak v případě operačního systému Ubuntu 9.10 je chování značně odlišné, 
které se projevuje zpočátku obrovskou ztrátovostí, která se najednou okolo rychlosti 500 Mb/s zlomí 
a začne rychle klesat. Od rychlosti cca 361 Mb/s pak opět zůstává jen na malé hodnotě až do rychlosti 
254 Mb/s, kdy zmizí. U VMware však nebylo možné sledovat přesnou trasu paketu, a tak analyzovat, 
kde přesně se tyto pakety ztrácejí. Tím, že VMware používá svoje moduly a ovladače vmxnet je celé 
přemostění zakryto. Nicméně alespoň z množství využití procesoru bylo možné zjistit určitý rozdíl v 
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chování, kdy v obou dvou případech do rychlosti cca 500 Mb/s byl procesor maximálně využit z obou 
stran, čili vytížení procesoru u hostitelského i hostovaného systému bylo téměř 100% a od této 
rychlosti pak již do koncové propustnosti bylo maximální vytížení pouze u virtualizovaného stroje. 
 
 
Obr.5.10 
 
 Z následujících dvou grafů na obr. 5.11 a 5.12 je možné porovnat kombinaci různých 
operačních systémů. Z grafů je velmi zajímavé, že u VMware pod OS Fedora 12 dosáhl nejlepšího 
výsledku host s OS MS Windows XP. Tento fakt lze připsat ovladačům hostovaného adaptéru vmxnet 
u Windows XP, které jsou u VMware vyvíjeny právě i pro Windows, a tak efektivněji využijí výkon, 
který mají k dispozici.  
 Z druhého grafu je zřejmý celkový pokles výkonu u všech hostů pod OS Ubuntu 9.10 ve 
srovnání s OS Fedora 12 a opět lze sledovat vyšší výkon při použití kombinace stejných operačních 
systémů, čili host i hostitel s OS Ubuntu mají vyšší propustnost než hostitel s OS Ubuntu a host s OS 
Fedora. 
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Obr. 5.11 
 
 
 
 
Obr. 5.12 
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5.5 Celkové porovnání 
Porovnat výkon síťové komunikace mezi jednotlivými virtualizovanými prostředími je možné pak z 
následujících dvou grafů na obr. 5.13 a 5.14. V případě prostředí Xen a jeho paravirtualizace došlo ke 
ztrátě výkonu u paketů velikosti 1500 B  o necelých 28 % a u 64 B paketů pak necelých 75 %, což je 
nejnižší ztráta v porovnání s jinými hypervizory. U KVM je to ztráta necelých 45 % při maximální 
propustnosti a u VMware téměř 61 %, což představuje více jak dvojnásobný propad vůči Xenu.  
Zajímavý je značný rozdíl mezi prostředím Xen a KVM. I přesto, že způsob jakým je řešeno 
přemostění je téměř stejný, což je bezpochyby faktor nejvíce ovlivňující tento výkon, tak výsledky 
jsou značně odlišné. Z toho vyplývá, že značný vliv na výkon síťové komunikace ve virtualizovaných 
prostředích má výkon systémů a jeho využití při komunikaci, což určuje jak způsob virtualizace, tak 
hypervizor samotný. 
 
 
 
Obr. 5.13 
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Obr. 5.14 
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6  Závěr 
Cílem této práce byla analýza sítové komunikace ve virtualizovaných prostředích. Nejprve byly 
představeny základy virtualizace a její techniky. Dále vybráno testovací prostředí a postup, kterým 
byl výkon síťové komunikace změřen. 
 Výsledky měření jsou velmi zajímavé. Ačkoliv výrobci často uvádějí ztrátu výkonu okolo 
30%, tato práce ukazuje, že v případě VMware byla ztráta propustnosti až 61 %, což je výrazný 
rozdíl. Při porovnání jednotlivých hypervizorů dosáhl bezkonkurenčně nejlepších výsledků Xen 
s paravirtualizací, kde byla ztráta výkonu pouze 28 %.   
 Z analýzy vyplývá, že hlavní podíl na snížení výkonu síťové komunikace ve virtualizovaných 
prostředích má síťové přemostění, jež vyžaduje další režii celého systému. Rozhoduje tedy i výkon, 
který musí být vhodně rozdělen mezi hosta i hostitele. V neposlední řadě mají vliv na výkon 
komunikace i ovladače hostova síťového adaptéru, kdy paravirtualizované ovladače dosahují výrazně 
lepších výsledků. 
 Dalším zajímavým zjištěním při analýze bylo, jak velký vliv na výkon má samotný operační 
systém. Nejlepší výsledky byly naměřeny u OS Fedora, avšak i Ubuntu v případě kombinace stejného 
hostitelského a hostovaného systému dosáhlo u KVM dobrých výsledků. Nejhorší výsledky byly 
naměřeny u OS Microsoft Windows XP. Výjimku představovala pouze kombinace s OS Fedora a 
VMware. 
 Za jednu z nejnáročnějších částí této práce považuji instalaci a nastavení jednotlivých 
virtualizačních prostředí. Uživatelsky nejpříjemnější prostředí a nejjednodušší instalace byla u 
produktu VMware. U KVM bylo nutné provést další nastavení systému a knihoven pro práci 
s virtuálními stroji, avšak i přesto proběhla instalace také téměř bez problémů. Největší problémy 
byly s prostředím Xen, jež kvůli paravirtualizaci vyžaduje úpravu obou operačních systémů. I přesto, 
že existuje mnoho návodů a postupů jak jej zprovoznit na různých systémech, podařilo se to s tímto 
testovacím prostředím jen v případě OS Fedora 11 a pouze pro virtuální stroj s OS Fedora 12. 
 Celkový přínos práce by se dal označit jako nestranné srovnání konkurenčních produktů 
odhalující reálné vlastnosti jednotlivých systémů a poukazující na často zavádějící informace uváděné 
v marketingových materiálech. 
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