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FRACTIONAL FREE CONVOLUTION POWERS
DIMITRI SHLYAKHTENKO AND TERENCE TAO
Abstract. The extension k 7→ µ⊞k of the concept of a free convolution power to the
case of non-integer k ≥ 1 was introduced by Bercovici-Voiculescu and Nica-Speicher,
and related to the minor process in random matrix theory. In this paper we give
two proofs of the monotonicity of the free entropy and free Fisher information of the
(normalized) free convolution power in this continuous setting, and also establish an
intriguing variational description of this process.
1. Introduction
1.1. Integer free convolution powers. In this paper we assume familiarity with
noncommutative probability, particularly the concept of free independence (see e.g.
[17]).
In [16], Voiculescu introduced the notion of the free convolution µ ⊞ ν of two com-
pactly supported probability measures µ, ν on R. There are multiple ways to define
this operation. One is to define µ ⊞ ν to be the law of X + Y , where X, Y are freely
independent (real) noncommutative random variables with law µ, ν respectively. An-
other is to define µ ⊞ ν to be the asymptotic empirical spectral distribution of A + B
as N →∞, where A,B are classically independent bounded N ×N random Hermitian
matrices, each invariant under unitary conjugation, and whose empirical spectral distri-
bution converges to µ, ν respectively. A third way is to introduce the Cauchy transform1
Gµ : C\supp(µ)→ C of a compactly supported probability measure µ by the formula
Gµ(z) :=
∫
R
dµ(x)
z − x (1.1)
for z ∈ C\supp(µ) (in particular one has Gµ(z) = 1z + O( 1|z|2 ) as |z| → ∞), and then
define the R-transform Rµ(s) for sufficiently small complex numbers s by requiring that
1
Gµ(z)
+Rµ(Gµ(z)) = z (1.2)
2010 Mathematics Subject Classification. 46L54, 15B52.
1One can also write Gµ = −sµ, where sµ(z) :=
∫
R
dµ(x)
x−z
is the Stieltjes transform of µ; however it
will be slightly more convenient to work with the Cauchy transform instead of the Stieltjes transform
to reduce the number of minus signs in our formulae.
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for all sufficiently large z. For sufficiently small z one has the convergent Taylor expan-
sion
Rµ(s) =
∞∑
n=0
κn+1(µ)s
n
where
κ1(µ) =
∫
R
x dµ
κ2(µ) =
∫
R
x2 dµ−
(∫
R
x dµ
)2
κ3(µ) =
∫
R
x3 dµ− 3
(∫
R
x dµ
)(∫
R
x2 dµ
)2
+ 2
(∫
R
x dµ
)3
. . .
are the free cumulants of µ.
Example 1.1. If µsc is the semicircular distribution
µsc :=
1
pi
(4− x2)1/2+ dx
then one easily verifies that
Rµsc(s) = s,
thus κ1(µsc) = 1 and κn(µsc) = 0 for n > 1. It is not difficult to see that a compactly
supported probability measure µ is uniquely determined by its R-transform Rµ.
The free convolution µ⊞ ν is then the unique compactly supported measure for which
Rµ⊞ν(s) = Rµ(s) +Rν(s)
for all sufficiently small s, or equivalently κn(µ⊞ ν) = κn(µ) + κn(ν) for all n ≥ 1 (see
e.g. [17]); this is a commutative and associative operation on such measures. If k is a
positive integer, one can then µ⊞k = µ ⊞ · · ·⊞ µ to be the free convolution of k copies
of µ, and one clearly has
Rµ⊞k(z) = kRµ(z) (1.3)
for all sufficiently small s, or equivalently
κn(µ
⊞k) = kκn(µ) (1.4)
for all n ≥ 1. One can normalize these free convolutions by defining the dilates λ∗µ of
a probability measure µ by a scaling factor λ > 0 to be the pushforward of µ by the
dilation x 7→ λx (thus, if µ is the law of a random variable X , then λ∗µ is the law of
λX). One easily verifies the scaling laws
Gλ∗µ(z) = λ
−1Gµ(z/λ) (1.5)
for all z outside of the support of µ, and
Rλ∗µ(s) = λRµ(λs)
for all sufficiently small s (or equivalently κn(λ∗µ) = λ
nκn(µ) for all n ≥ 1), hence one
has
R
k
−1/2
∗
µ⊞k
(s) = k1/2Rµ(k
−1/2s).
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Using this relation, Voiculescu [16] established the free central limit theorem: if µ is
a compactly supported probability measure of mean zero and variance one, then the
normalized free convolutions k
−1/2
∗ µ⊞k converge in the vague topology to the semicircular
distribution µsc.
In [18], Voiculescu also introduced the free entropy
χ(µ) :=
∫
R
∫
R
log |s− t| dµ(s)dµ(t) + 3
4
+
1
2
log 2pi
and the free Fisher information2
Φ(µ) :=
2pi2
3
∫
R
(
dµ
dx
)3
dx (1.6)
for compactly supported probability measures µ (with the convention that Φ(µ) = +∞
if µ is not absolutely continuous); the two concepts are related by the derivative formula
Φ(µ) = 2
d
dt
χ(µ⊞
√
t∗µsc)|t=0
and the closely associated integral formula
χ(µ) =
1
2
∫ ∞
0
(
1
1 + t
− Φ(µ⊞
√
t∗µsc)
)
dt+
1
2
log 2pie. (1.7)
In [13], it was shown that these quantities were monotone with respect to normalized
free convolution powers in the sense that
χ((k + 1)−1/2∗ µ
⊞k+1) ≥ χ(k−1/2∗ µ⊞k) (1.8)
and
Φ((k + 1)−1/2∗ µ
⊞k+1) ≤ Φ(k−1/2∗ µ⊞k) (1.9)
for all compactly supported µ, and all k ≥ 1. This was the free analogue of a corre-
sponding result proven in [2] for the Shannon entropy and classical Fisher information,
answering a question of Shannon [12].
As is customary, if X is a real noncommutative random variable with law µ, we write
GX := Gµ, RX := Rµ, κn(X) := κn(µ), Φ(X) := Φ(µ), and χ(X) := χ(µ).
1.2. Fractional free convolution powers. Observe that the right-hand sides of (1.3),
(1.4) make sense for any real number k. This raises the question of whether one can
define fractional powers µ⊞k for non-integer choices of k. This is indeed true:
2There appears to be some inconsistency in terms of normalization constants in the definition of Φ
between (and within) Voiculescu’s papers [18, 20]. In particular, there appears to be an unfortunate
typo in the statement and proof of Lemma 3.2 of [18], in which a factor of pi2/2 was left off. Our
choice of normalization in the definition of Φ is compatible with its definition via the L2 norm of a
free conjugate variable as in [20] and differs by a factor of 2pi2/3 from the definition in [18]. If µ is the
semicircular law with second moment equal to 1 as in Example 1.1, then its free Fisher information
equals 1 in our normalization.
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Proposition 1.2 (Existence of fractional free convolution powers). Let µ be a compactly
supported probability measure on R, and let k ≥ 1 be real. Then there exists a unique
compactly supported probability measure µ⊞k on R such that
Rµ⊞k(s) = kRµ(s) (1.10)
for all sufficiently small s, or equivalently
κn(µ
⊞k) = knκn(µ)
for all n ≥ 1.
Thus for instance µsc
⊞k = k
1/2
∗ µsc for any k ≥ 1.
Proposition 1.2 was first established for sufficiently large k by Bercovici and Voiculescu
[7], and then for all k ≥ 1 by Nica and Speicher [11]; a complex analysis proof using
subordination was given by Belinschi-Bercovici [4, 5] and Huang [9]. See also the recent
paper [3] for further study of the subordination functions associated to these measures,
and [9], [21] for further regularity and support properties of the µ⊞k, and [1], [14] for
an extension to the case when k is a completely positive map and µ takes values in a
C∗-algebra.
From (1.10) and the invertibility of the R-transform we have the semigroup law
(µ⊞k)⊞l = µ⊞kl (1.11)
for any real k, l ≥ 1, and similarly
µ⊞k ⊞ µ⊞l = µ⊞k+l.
Thus one can now view k 7→ µ⊞k as a continuous one-parameter semigroup. There
are also connections between fractional free convolution powers and free multiplicative
convolution: see [6] and below.
The proof of Proposition 1.2 by Nica and Speicher [11] also gave the following free
probability interpretation of such powers. Let (A, τ) be a noncommutative probability
space (that is to say, a complex associative unital ∗-algebra A equipped with a unital
tracial linear functional τ , and let p ∈ A be a self-adjoint projection of trace 1/k for some
k ≥ 1 (thus p∗ = p2 = p and τ(p) = 1/k). Then we can form another noncommutative
probability space (Ap, τp) by defining Ap = [pAp] to be a copy3
Ap := {[pXp] : X ∈ A}
of pAp := {pXp : X ∈ A}, and
τp([pXp]) := kτ(pXp) = kτ(pX) = kτ(Xp) (1.12)
3Thus for instance [pXp][pY p] = [pXppY p] = [p(XpY )p] and [pXp] + [pY p] = [pXp + pY p] =
[p(X + Y )p]. The brackets [] are a formal symbol, which we introduce in order to distinguish the
algebraic structures of Ap from that of A. In particular, the unit 1 = [p] of Ap needs to be distinguished
from the non-unit p of A, and the invertibility of an element [pXp] of Ap does not imply the invertibility
of the corresponding element pXp of A.
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for any X ∈ A. It is not difficult to verify that (Ap, τp) is a noncommutative probability
space. We have a “minor map” or “compression map” pip : A → Ap defined by
pip(X) := [pXp];
this map is ∗-linear, surjective, and maps the unit 1 of A to the unit 1 = [p] of Ap. The
minor map pip is not an algebra homomorphism nor is it trace-preserving, but one does
at least have homomorphism-like identities
pip(X)pip(Y ) = pip(pXpY p) = pip(XpY p) = pip(pXpY ) = pip(XpY ) (1.13)
for any X, Y ∈ A, and from (1.12) we have
τp(pip(X)) := kτ(pXp) (1.14)
for any X ∈ A.
Example 1.3. If k is a rational number k = N/M < 1, A = MN (C) is the space
of N × N matrices with trace τ(X) := 1
N
tr(X), and p =
(
IM 0M×N−M
0N−M×M 0N−M×N−M
)
is
the orthogonal projection to span of the first M standard basis vectors. Then Ap can
identified with MM (C) (with trace τp(X) :=
1
M
tr(X)), with pi(X) being the upper left
M ×M minor of X .
We then have the following interpretation of fractional free convolution powers as a
normalized free minor process.
Proposition 1.4 (Fractional free convolution powers from free minors). If (A, τ) is a
noncommutative probability space, k ≥ 1 is real, p is a real projection of trace 1/k, and
X ∈ A has some law µ and is freely independent of p, then kpip(X) has law µ⊞k. Thus
Rkpip(X)(s) = kRX(s)
or equivalently
Rpip(X)(s) = RX(s/k) (1.15)
for all sufficiently small s; in terms of free cumulants, this becomes
κn(pip(X)) = k
1−nκn(X) (1.16)
for n ≥ 1.
Proof. See [11, Corollary 1.14]. For the convenience of the reader, we also give a self-
contained proof in Appendix A. 
Remark 1.5. By the asymptotic free independence of independent unitarily invariant
large matrices (see appendix to [11]), one can also define µ⊞k for any real k ≥ 1 as
the asymptotic empirical distribution of the M ×M random matrix kAM×M as N →
∞, where A is a N × N bounded random Hermitian matrix, invariant under unitary
conjugation, whose empirical law converges to µ, M := ⌊N/k⌋, and AM×M is the upper
left M ×M minor of A.
6 DIMITRI SHLYAKHTENKO AND TERENCE TAO
One can investigate the dynamic of fractional free convolution powers as follows. From
(1.10), (1.2) one has
1
Gµ⊞k(z)
+ kRµ(Gµ⊞k(z)) = z (1.17)
for all k ≥ 1 ranging in a compact set and all sufficiently large z. In particular, from
the inverse function theorem, Gµ⊞k(z) varies smoothly in k, z in this regime. Applying
the first order differential operator
∂zGµ⊞k(z)∂k − ∂kGµ⊞k(z)∂z ,
which annihilates Gµ⊞k(z) as well as any autonomous function of Gµ⊞k(z), to both sides
of (1.17), we conclude that
∂zGµ⊞k(z)Rµ(Gµ⊞k(z)) = −∂kGµ⊞k(z)
which when combined with (1.17) to eliminate theRµ(Gµ⊞k(z)) factor yields the Burgers-
type equation
(k∂k + z∂z)Gµ⊞k(z) =
∂zGµ⊞k(z)
Gµ⊞k(z)
(1.18)
for k ≥ 1 in a fixed compact region and sufficiently large z. From (1.5) we have
G
k
−1/2
∗
µ⊞k
(z) = k1/2Gµ⊞k(k
1/2z)
so after some calculation we can also write this equation in renormalized form as
(k∂k +
1
2
z∂z)Gk−1/2
∗
µ⊞k
(z) =
∂zGk−1/2
∗
µ⊞k
(z)
G
k
−1/2
∗
µ⊞k
(z)
+
1
2
G
k
−1/2
∗
µ⊞k
(z). (1.19)
This in turn gives a differential equation for k
−1/2
∗ µ⊞k; see (3.7).
It is now natural to ask whether the properties of integer free convolution powers
µ⊞k, k ∈ N extend to the fractional counterparts µ⊞k, k ∈ R. For instance, frac-
tional convolution power allow us to make sense of the law of central limit sums
Yk := k
−1/2
∑k
j=1Xj of free iid copies Xj of a centered bounded random variable X . If
X has law µ, then YN has law k
−1/2
∗ µ⊞k. The free central limit theorem states that the
law of Yk converges to the semicircle law k → ∞ along positive integers. It is easy to
see that the R-transform proof of the free central limit theorem (e.g. [17]) shows also
that k
−1/2
∗ µ⊞k converges to the semicircle law as k →∞ along the positive reals.
Now we turn to the monotonicity of free entropy and free Fisher information, which is
the first main result of our paper.
Theorem 1.6 (Monotonicity of free entropy and free Fisher information). Let µ be
a compactly supported finite probability measure. Then χ(k
−1/2
∗ µ⊞k) is monotone non-
increasing and Φ(χ(k
−1/2
∗ µ⊞k) is monotone non-decreasing in k for real k ≥ 1.
Specializing to the case of integer k, we recover the previous results (1.8), (1.9).
We prove this theorem in Section 2. Our argument relies on the characterization of
fractional free convolution powers in Proposition 1.4, together with the fundamental
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fact that free independence is preserved by taking (free) minors. This proof also allows
for an extension to several variables; see Theorem 2.4. It also shows that equality in
Theorem 1.6 only holds when µ is a rescaled version of semicircular measure µsc; see
Proposition 2.6.
By computing of all the quantities that appear explicitly or implicitly in the proof given
in Section 2, we were able to extract a complex analytic proof of Theorem 1.6 using
the differential equation (1.18); we present a streamlined (but somewhat unmotivated)
version of this proof in Section 3. It would be of interest to find further proofs of this
result, for instance one that uses the random matrix interpretation of fractional free
convolution.
The fact that the flow (1.18) enjoys some monotonicity properties suggests that it has
an interpretation as a gradient flow. We were not able to obtain such an interpretation,
but we instead were able to find a (formal) Lagrangian interpretation of this flow, when
viewed in “Gelfand-Tsetlin coordinates”. Namely, let µ be a compactly supported
probability measure on R, let ∆ denote the “Gelfand-Tsetlin pyramid”
∆ := {(s, y) : 0 < s < 1; 0 < y < s},
and for any (s, y) ∈ R let λ(s, y) denote the real number for which
µ⊞1/s([−∞, λ(s, y)/s]) = y/s. (1.20)
Under suitable non-degeneracy assumptions on µ, λ(s, y) will be well-defined and vary
smoothly with s, y. This function λ(s, y) has the following random matrix interpreta-
tion. Let N be a large natural number parameter, and let A be a random Hermitian
N × N matrix, invariant under unitary conjugation, and with empirical spectral dis-
tribution converging to µ as N → ∞. Then the ⌊yN⌋th smallest eigenvalue of the
〈sN⌋ × ⌊sN⌋ will be concentrated around λ(s, y). In Section 4 we establish
Theorem 1.7 (Variational formulation). Formally, λ is a critical point of the La-
grangian ∫
∆
L(∂sλ, ∂yλ) dsdy (1.21)
where the Lagrangian density L is given by the formula
L(λs, λy) := log λy + log sin pi
λs
λy
. (1.22)
We do not have a satisfactory interpretation of this Lagrangian density L. In [10] it is
shown that random Gelfand-Tsetlin patterns formed by taking eigenvalues of successive
minors asymptotically have the law of the Boutillier bead process [8], so it seems reason-
able to conjecture that the Lagrangian density L(λs, λy) is proportional to the entropy
of this process (with density proportional to 1/λy, and drift velocity proportional to
λs/λy).
1.3. Acknowledgments. The first author was partially supported by NSF grant DMS-
1762360. The second author was partially supported by NSF grant DMS-1764034 and
by a Simons Investigator Award.
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2. Proof of monotonicity
We now prove Theorem 1.6. We will rely on two main tools. The first is the fact that
free independence is preserved by taking free minors:
Lemma 2.1. Let (A, τ) be a noncommutative probability space, and let p ∈ A be a real
projection. If B1, . . . , Bn ∈ A are unital algebras such that B1, . . . , Bn, p are free in A,
then pip(B1), . . . , pip(Bn) are free in Ap.
Proof. See [11, Corollary 1.12]. 
Next we recall the notion of free score (also called free conjugate variable) from [20]. If
(A, τ) is a noncommutative probability space, X ∈ A, and B is a unital subalgebra of
A, we define the free score J(X : B) of X relative to B (if it exists) to be the unique
element in the L2(τ) closure of the algebra Alg(X,B) generated by X and B with the
property that
d
dε
τ(ZP (X + εZ, Y1, . . . , Yn))|ε=0 = τ(J(X : B)P (X, Y1, . . . , Yn)) (2.1)
for any Y1, . . . , Yn ∈ B and any noncommutative polynomial P (X, Y1, . . . , Yn) in n + 1
variables, where Z is a noncommutative random variable of mean zero and variance
one that is freely independent of X,B (such a variable always exists if one is willing to
extend the noncommutative space (A, τ).) An equivalent definition (see [20, Proposition
3.4]) is that
τ ⊗ τ(∂P (X, Y1, . . . , Yn)) = τ(J(X : B)P (X, Y1, . . . , Yn)) (2.2)
where ∂ : Alg(X,B) → L2(τ ⊗ τ) is the unique derivation such that ∂X = 1 ⊗ 1 and
∂Y = 0 for all Y ∈ B, see [20]. If B is the trivial algebra C, we abbreviate J(X : C)
as J(X). It is known that the free Fisher information Φ(X) is finite if and only if the
score exists, in which case [20]
Φ(X) = ‖J(X)‖2L2(τ) = τ(J(X)2); (2.3)
indeed this can be viewed as the “true” definition of the free Fisher information. Spe-
cializing (2.1) to the case P = 1 we see that the score, if it exists, is always trace-free:
τ(J(X : B)) = 0. (2.4)
We have the following basic fact from [20]:
Lemma 2.2 (Free extensions do not affect free score). Let (A, τ) be a noncommutative
probability space, let B,B′ be unital subalgebras of A, and X ∈ A be such that X,B are
free from B′. The score J(X : B) exists if and only if the score J(X : B,B′) exists, and
the two scores are equal: J(X : B) = J(X : B,B′). Here we use B,B′ to denote the
algebra generated by B and B′.
Proof. See [20, Proposition 3.6]. 
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Now we come to a basic identity.
Proposition 2.3 (Score and minors). Let (A, τ) be a noncommutative probability space,
let p ∈ A be a real projection of trace k−1 for some k ≥ 1, let X ∈ A, and let B be a
unital subalgebra of A. Assume that X,B are free of p and that the free score J(X : B)
exists. Then the free score J(pip(X) : pip(B)) exists and is equal to
J(pip(X) : pip(B)) = kE (pip(J(X : B))|pip(X), pip(B))
where E(·|pip(X), pip(B)) denotes the orthogonal projection (or conditional expectation)
in L2(τp) to the subalgebra of Ap generated by pip(X) and pip(B).
Proof. Let Z be a noncommutative random variable in A of mean zero and variance
1 that is free from X,B; such a variable exists after extending A if necessary. From
Lemma 2.1, kpip(Z) ∈ Ap has mean zero and variance 1, and is free from pip(X), pip(B).
By definition of free score, it thus suffices to establish the identity
d
dε
τp (P (pip(X) + kεpip(Z), pip(B))) |ε=0
= τp (kE (pip(J(X : B))|pip(X), pip(B))P (pip(X), pip(B)))
for any polynomial P (pip(X), pip(B)). By the chain rule we may cancel the k, and as
P (pip(X), pip(B)) lies in the range of the orthogonal projection E(|pip(X), pip(B)) we may
delete the projection, thus we now need to show
d
dε
τp (P (pip(X) + εpip(Z), pip(B))) |ε=0 = τp (pip(J(X : B))P (pip(X), pip(B))) .
Using the definition of τp and pip, and the idempotent nature of p this is equivalent to
d
dε
τ (P (p(X + εZ)p, pBp)) |ε=0 = τ (J(X : B)P (pXp, pBp)) .
By Lemma 2.2, J(X : B, p) exists and is equal to J(X : B). Applying the definition of
free score to the polynomial P (p(X + εZ)p, pBp), we obtain the claim. 
Specializing this proposition to the case when B = C, we conclude that
J(pip(X)) = kE(pip(J(X))|pip(X))
and hence by Pythagoras’ theorem
Φ(pip(X)) = ‖J(pip(X))‖2L2(τp) ≤ k2‖pip(J(X))‖2L2(τp).
As J(X) lies in the closure of the algebra generated by X , it is free of p, thus by (1.14)
and free independence
‖pip(J(X))‖2L2(τp) = kτ(pJ(X)pJ(X)p) = k−1τ(J(X)2).
We conclude the inequality
Φ(pip(X)) ≤ kΦ(X). (2.5)
Using the easily verified scaling
Φ(λX) = λ−2Φ(X) (2.6)
for any λ > 0, we conclude that
Φ(k1/2pip(X)) ≤ Φ(X)
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which gives
Φ(k−1/2∗ µ
⊞k) ≤ Φ(µ) (2.7)
for any k ≥ 1. Rescaling using (1.11), (2.6) we obtain the non-increasing nature of
Φ(χ(k
−1/2
∗ µ⊞k). To obtain the corresponding monotonicity for free entropy, we use
(1.7), (2.6) to compute
χ(k−1/2∗ µ
⊞k) =
1
2
∫ ∞
0
(
1
1 + t
− Φ(k−1/2∗ µ⊞k ⊞
√
t∗µsc)
)
dt+
1
2
log 2pie
=
1
2
∫ ∞
0
(
1
1 + t
− Φ(k−1/2∗ (µ⊞
√
t∗µsc)
⊞k)
)
dt+
1
2
log 2pie
and the non-increasing nature of χ(k
−1/2
∗ µ⊞k) then follows from the non-increasing na-
ture of Φ(k
−1/2
∗ (µ⊞
√
t∗µsc)
⊞k)) for each t ≥ 0.
The above argument generalizes to also obtain analogous monotonicity properties for
the (non-microstate) free entropy and free Fisher information of several variables. We
recall [20] that the relative free Fisher information Φ∗(X : B) of a noncommutative real
random variable X ∈ A relative to an algebra B is given by the formula
Φ∗(X : B) = ‖J(X : B)‖2L2(τ) = τ(J(X : B)2),
and the non-microstate free Fisher information Φ∗(X1, . . . , Xn) of a finite number of
noncommutative real random variables X1, . . . , Xn ∈ A is given by the formula
Φ∗(X1, . . . , Xn) :=
n∑
i=1
Φ∗(Xi : X1, . . . , Xi−1, Xi+1, . . . , Xn). (2.8)
The corresponding non-microstate free entropy χ∗(X1, . . . , Xn) is then defined as
χ∗(X1, . . . , Xn) =
1
2
∫ ∞
0
(
n
1 + t
− Φ∗(X1 + t1/2Z1, . . . , Xn + t1/2Zn)
)
dt+
n
2
log 2pie
where Z1, . . . , Zn are semicircular elements that are free from each other and from
X1, . . . , Xn.
Theorem 2.4 (Monotonicity for several variables). If X1, . . . , Xn ∈ A, k ≥ 1, and p is
a real projection of trace 1/k that is free from X1, . . . , Xn, one has
Φ∗(k1/2pip(X1), . . . , k
1/2pip(Xn)) ≤ Φ∗(X1, . . . , Xn)
and
χ∗(k1/2pip(X1), . . . , k
1/2pip(Xn)) ≥ χ∗(X1, . . . , Xn).
We remark that an easy rescaling gives the equivalent forms
Φ∗(pip(X1), . . . , pip(Xn)) ≤ kΦ∗(X1, . . . , Xn)
and
χ∗(pip(X1), . . . , pip(Xn)) ≥ χ∗(X1, . . . , Xn)− n
2
log k.
of these inequalities.
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Proof. It suffices to prove the former inequality, as the latter follows by repeating the
previous arguments. From (2.8) it suffices to show that
Φ∗(k1/2pip(Xi) : pip(X1), . . . , pip(Xi−1), pip(Xi+1), . . . , pip(Xn))
≤ Φ∗(Xi : X1, . . . , Xi−1, Xi+1, . . . , Xn)
for each i = 1, . . . , n. Let B be the algebra generated by X1, . . . , Xi−1, Xi+1, . . . , Xn,
then we can rewrite this inequality as
k−1‖J(pip(Xi) : pip(X1), . . . , pip(Xi−1), pip(Xi+1), . . . , pip(Xn))‖2L2(τp) ≤ ‖J(Xi : B)‖2L2(τ).
From Proposition 2.3 and Pythagoras’ theorem we see that if J(Xi : B) exists, then so
does J(pip(Xi) : pip(B)) and
‖J(pip(Xi) : pip(B))‖2L2(τp) ≤ k2‖pip(J(X : B))‖2L2(τp) = k‖J(X : B)‖2L2(τ)
where we as before we use the fact that J(X : B) is in the closure of the algebra
generated by X1, . . . , Xn and is hence free of p.
The algebra B′ generated by pip(X1), . . . , pip(Xi−1), pip(Xi+1), . . . , pip(Xn) is a subalgebra
of pi(B), hence the score J(pip(Xi) : B
′) exists and is a projection of J(pip(Xi) : pi(B)).
By a further application of Pythagoras, we conclude that
‖J(pip(Xi) : pip(X1), . . . , pip(Xi−1), pip(Xi+1), . . . , pip(Xn))‖2L2(τp) ≤ k‖J(X : B)‖2L2(τ)
and the claim follows. 
Remark 2.5. It is an open question to establish monotonicity of entropy for n-tuples
for the so-called microstates free entropy, introduced by Voiculescu in [19].
Returning to the case of a single variable, we can analyze the above proof of monotonicity
further to extract when equality occurs:
Proposition 2.6 (Characterization of equality). Let µ be a compactly supported real
probability measure with Φ(µ) < ∞, and let k > 1. If Φ(k−1/2∗ µ⊞k) = Φ(µ), then µ is
the law of α+ βu for some semicircular element u, real α, and β > 0.
Conversely, it is easy to see that if µ has the law of α + βu for a semicircular u,
then k
−1/2
∗ µ⊞k has the law of k1/2α + βu, so that Φ(k
−1/2
∗ µ⊞k) = Φ(µ). Using the
representation (1.7) we see that we also have an analogous claim with the free Fisher
information Φ replaced by the free entropy χ.
Proof. By translating µ (which does not affect the free Fisher information of µ or
k
−1/2
∗ µ⊞k) we may assume that µ has mean zero. We can also assume that µ is not
a point mass as the free Fisher information is infinite in that case. Inspecting the proof
of (2.7), we must have
τp((kE(pip(J(X))|pip(X)))2) ≤ k2τp(pip(J(X))2)
and thus pip(J(X)) lies in the L
2 closure of the algebra generated by pip(X). In particular,
these two variables commute, so that
τp(pip(J(X))pip(J(X))pip(X)pip(X)) = τp(pip(J(X))pip(X)pip(J(X))pip(X))
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(note that both sides are finite by Cauchy-Schwarz); by (1.12) we thus have
τ(pJ(X)pJ(X)pXpX) = τ(pJ(X)pXpJ(X)pX).
The variables X, J(X) are free of p (since J(X) lies in the closure of the algebra gener-
ated by X), and have trace zero by hypothesis and (2.4). Splitting p into the trace 1/k
and the trace-free part p′ := p− 1
k
, we obtain 24 terms, but from free independence the
only terms that survive are those that involve either zero or two copies of p′, and in the
latter case the p′ terms need to be separated from each other cyclically by two of the
X, J(X) factors. In other words, we have
τ(pJ(X)pJ(X)pXpX) = k−4τ(J(X)2X2) + k−2τ(p′J(X)2p′X2)
+ k−2τ(J(X)p′J(X)Xp′X)
and similarly
τ(pJ(X)pXpJ(X)pX) = k−4τ(J(X)XJ(X)X) + k−2τ(p′J(X)Xp′J(X)X)
+ k−2τ(J(X)p′XJ(X)p′X).
Equating the two and noting that J(X) commutes with X , we conclude that
τ(p′J(X)2p′X2) = τ(p′J(X)Xp′J(X)X).
From free independence we see that
τ(p′J(X)2p′X2) = τ((p′)2)τ(J(X)2)τ(X2)
and similarly
τ(p′J(X)Xp′J(X)X) = τ((p′)2)τ(J(X)X)τ(J(X)X).
Thus we have
τ(J(X)2)τ(X2) = τ(J(X)X)τ(J(X)X)
which by the converse to Cauchy-Schwarz applied to the L2(τ) inner product implies
that J(X) is a scalar multiple ofX . To finish the proof, we can either invoke the equality
case of the free Stam inequality in [20], or argue as follows. The identity J(X) = X
implies that, if µ is the law of X ,∫
x
z − xdµ = τ(X(z −X)
−1)
= τ ⊗ τ(∂(z −X)−1)
=
∫∫ 1
z−s
− 1
z−t
s− t dµ(s)dµ(t)
=
∫∫
1
(z − s)(z − t)dµ(s)dµ(t)
= Gµ(z)
2,
where Gµ(z) =
∫
1
z−s
dµ(s) is the Cauchy transform. Using the identity∫
x
z − xdµ(x) =
∫
x− z
z − xdµ(x) +
∫
z
z − xdµ(x) = −1 + zGµ(z)
we deduce that
−1 + zGµ(z) = G2µ(z).
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Solving this quadratic equation for Gµ (recalling that Gµ maps the upper half-plane to
the lower half-plane) shows that µ is the semicircle law. 
It remains an interesting open problem to obtain an analogous characterization of equal-
ity in Theorem 2.4.
3. Complex analytic proof
We now give a direct proof of Theorem 1.6 using the differential equation (1.19). To
avoid technicalities we will work at a somewhat formal level, ignoring some questions
of convergence and regularity, or justifying operations such as integration by parts,
although we will still need to be careful when handling the limiting contribution of
singular integrals involving kernels such as 1
z−w
or 1
(z−w)2
when z, w are close. We will
also assuming that the measures k
−1/2
∗ µ⊞k take the absolutely continuous form
d(k−1/2∗ µ
⊞k) = fk(x) dx
for k ≥ 1 and x ∈ R, where fk is compactly supported in x for each k and is assumed
to obey sufficient regularity in k, x to justify the manipulations in the sequel. We
abbreviate
Gk(z) := Gk−1/2
∗
µ⊞k
(z) =
∫
R
fk(x)
z − x dx. (3.1)
As is well known, the limiting values
Gk(y + i0
±) := lim
ε→0+
Gk(y ± iε)
for either choice of sign ± are then given (for sufficiently regular f) by the Plemelj
formulae
Gk(y + i0
±) = piHfk(y)∓ piifk(y) (3.2)
where
Hf(y) := p.v.
1
pi
∫
R
f(x)
y − x dx (3.3)
is the Hilbert transform of f . We recall some basic identities about this Hilbert trans-
form:
Lemma 3.1 (Hilbert transform identities). If f : R → R is compactly supported and
sufficiently regular, then one has the identities∫
R
f(y)Hf(y) dy = 0∫
R
f(y)(Hf(y))2 dy =
1
3
∫
R
f(y)3 dy
H(fHf) =
(Hf)2 − f 2
2
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Proof. Setting G(z) :=
∫
R
f(x)
z−x
dx, then by contour shifting we have∫
R
G(y + i0+)2 dy = 0
and ∫
R
G(y + i0+)3 dy = 0.
Substituting the Plemelj formula G(y+ i0+) = piHf − piif , and taking imaginary parts
of both identities, we obtain the first two claims. For the final claim, we square (3.2) to
conclude that
Gf (y + i0
+)2 = pi2(Hf 2 − f 2)− 2piifHf
and compare this function against the function
G2pifHf (y + i0
+) = 2pi2H(fHf)− 2piifHf,
to conclude that the two holomorphic functions G2f , G2pifHf (that both vanish at infinity)
have identical imaginary parts on the half-plane, and are thus completely identical,
giving the claim. 
Remark 3.2. From the identity y
n−xn
y−x
=
∑n−1
j=0 x
jyn−1−j for n ≥ 0, we see that∫
R
Hf(y)yn f(y)dy =
1
2pi
∫
R
∫
R
f(x)f(y)
yn − xn
y − x dxdy
=
1
2pi
n−1∑
j=0
(∫
R
f(x)xj dx
)(∫
R
f(y)yn−j−1 dy
)
.
Thus if X is a random variable with law dµ = f(x) dx for a compactly supported and
sufficiently regular f , then on comparing the above identity with (2.2) we see that the
free score J(X) is given by the formula
J(X) = 2piHf(X)
and thus from (2.3)
Φ(X) = 4pi2
∫
R
f(y)Hf(y)2 dy.
Lemma 3.1 shows that this formula is compatible with (1.6).
We abbreviate f = f1 and G = G1, and introduce the biholomorphic kernel K(z, w) for
z, w ∈ C\R by the formula
K(z, w) :=
1
G(z)G(w)
(
G(z)−G(w)
z − w +G(z)G(w)
)2
, (3.4)
noting that there is a removable singularity on the diagonal z = w. This kernel K
emerged after lengthy but rather opaque calculations involving the quantities appearing
in the previous section; it would be desirable to have a conceptual interpretation of this
expression.
We can now derive Theorem 1.6 from the following three facts.
Proposition 3.3. Formally at least, we have the following claims:
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(i) We have
∂kΦ(k
−1/2
∗ µ
⊞k)|k=1 = 4
3
∫
R
f 3 dx+
2
pi
∫
R
Hf∂xf − f∂xHf
(Hf)2 + f 2
f 2 dx. (3.5)
(ii) We have
lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)K(xαε, yβε) dxdy
= −8pi
2
3
∫
R
f 3 dx− 4pi
∫
R
Hf∂xf − f∂xHf
(Hf)2 + f 2
f 2 dx,
(3.6)
where xαε := x+ iαε and yβε := y + iβε.
(iii) The kernel K(z, w) is positive semi-definite, thus
n∑
j=1
n∑
k=1
cjckK(zj , zk) ≥ 0
for all complex numbers z1, . . . , zn ∈ C\R and c1, . . . , cn ∈ C.
Indeed, from (iii) we have∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)K(xαε, yβε) dxdy =
∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)K(x+iαε, yβε) dxdy
is non-negative for any ε > 0. Meanwhile, from (i), (ii) we have
lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)K(xαε, yβε) dxdy = −2pi2∂kΦ(k−1/2∗ µ⊞k)|k=1
and hence
∂kΦ(k
−1/2
∗ µ
⊞k)|k=1 ≤ 0.
From (1.11), (1.9) we then have
∂kΦ(k
−1/2
∗ µ
⊞k) ≤ 0
for all k ≥ 1, giving the non-increasing nature of Φ(k−1/2∗ µ⊞k), then the non-decreasing
nature of χ(k
−1/2
∗ µ⊞k) follows from (1.7) as in the previous section.
It remains to establish the three claims in Proposition 3.3. We begin with (i). From
(1.6) and the chain rule we have
∂kΦ(k
−1/2
∗ µ
⊞k) = 2
∫
R
f1(x)
2∂kfk(x)|k=1 dx.
On the other hand, applying (1.19) at z = x + i0+ and using (3.2) and the Cauchy-
Riemann equations we have
(k∂k +
1
2
x∂x)(piHfk(x)− ipifk(x)) = ∂x(piHfk(x)− ipifk(x))
piHfk(x)− ipifk(x) +
1
2
(piHfk(x)− ipifk(x))
which on taking imaginary parts gives an integral differential equation for fk:
(k∂k +
1
2
x∂x)fk =
1
pi
Hfk∂xfk − fk∂xHfk
(Hfk)2 + f
2
k
+
1
2
fk. (3.7)
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Multiplying by f 2k and integrating, we obtain the claim (i) after a routine integration
by parts.
We now skip ahead to (iii). The Schur product theorem asserts that the pointwise
product of positive semi-definite kernels is again positive semi-definite. Since the rank
one kernel 1
G(z)G(w)
is clearly positive semi-definite, it thus suffices from (3.4) to show
that the kernel
G(z)−G(w)
z − w +G(z)G(w) (3.8)
is negative semi-definite. But from (3.1) and the identities∫
R
f(x) dx = 1
and
− 1
(z − x)(w − x) =
1
z−x
− 1
w−x
z − w
we see after a brief calculation that4
−
∫
R
f(x)
(
1
z − x −G(z)
)(
1
w − x −G(w)
)
dx =
G(z)−G(w)
z − w +G(z)G(w).
Since f(x) is non-negative and the rank one kernels
(
1
x−z
−G(z)) ( 1
x−w
−G(w)) are
positive semi-definite, the claim (iii) follows.
It remains to establish the identity (ii), which is the lengthiest calculation. We expand
the left-hand side of (3.6) as A2 + 2A1 + A0, where
A2 := lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)
(G(xαε)−G(yβε))2
G(xαε)G(yβε)(xαε − yβε)2 dxdy
A1 := lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)
G(xαε)−G(yβε)
xαε − yβε dxdy
A0 := lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
f(x)f(y)G(xαε)G(yβε) dxdy.
The quantity A0 is easiest to compute, as it factorizes as∣∣∣∣∣
∑
±
∫
R
f(x)G(x+ i0±) dx
∣∣∣∣∣
2
.
Applying (3.2) and Lemma 3.1 we conclude that A0 = 0.
Now we turn to A1. To tame the singularity in order to compute the limit ε→ 0+, we
write
1
xαε − yβε = ∂x Log(xαε − yβε)
4In other words, the quantity (3.8) is the negative of the covariance of (z −X)−1 and (w −X)−1,
where X is a random variable with law µ.
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where we define the Log z away from the branch cut (−∞, 0) to be the branch of the
complex logarithm with imaginary part in (−pi, pi), and on the branch cut (−∞, 0) we
define the averaged limiting value
Log(−x) := 1
2
(Log(−x+ i0+) + Log(−x+ i0−)) = log |x|.
The above identity breaks down when xαε−yβε vanishes, but this will not cause difficulty
due to the vanishing of the numerator G(xαε)−G(yβε) in this case. Integrating by parts,
we conclude that
A1 = − lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
∂x (f(x)f(y)(G(xαε)−G(yβε)) Log(xαε − yβε) dxdy.
As ε→ 0+, the quantity Log(xαε− yβε) converges5 to log |x− y|+ ipi1y>x α−β2 for x 6= y,
while from (3.2) G(xαε) − G(yβε) converges to pi(Hf(x) − Hf(y) − iαf(x) + iβf(y)).
For f sufficiently regular, we conclude that∑
α,β∈{−1,+1}
∂x (f(x)f(y)(G(xαε)−G(yβε))) Log(xαε − yβε)
converges to
4pi∂x (f(x)f(y)(Hf(x)−Hf(y))) log |x− y|
+ 2pi2∂x
(
f(x)2f(y)
)
1y>x + 2pi
2∂x
(
f(x)f(y)2
)
1y>x
and hence
A1 =− 4pi
∫
R
∫
R
∂x(f(x)f(y)(Hf(x)−Hf(y))) log |x− y| dxdy
− 2pi2
∫
R
∫
R
∂x(f(x)
2f(y) + f(x)f(y)2)1y>x dxdy.
Integrating by parts, we conclude that
A1 = 4pi
∫
R
∫
R
f(x)f(y)(Hf(x)−Hf(y))
x− y dxdy − 4pi
2
∫
R
f 3 dx.
By symmetry and (3.3) we have∫
R
∫
R
f(x)f(y)(Hf(x)−Hf(y))
x− y dxdy = pi
∫
R
f(x)Hf(x)Hf(x) dx+pi
∫
R
Hf(y)f(y)Hf(y) dy
and hence by Lemma 3.1 and a brief calculation
A1 = −4pi
2
3
∫
R
f 3 dx.
We can compute A2 in a similar fashion, writing
1
(xαε − yβε)2 = −∂
2
x Log(xαε − yβε)
and integrating by parts twice to obtain
A2 = − lim
ε→0+
∑
α,β∈{−1,+1}
∫
R
∫
R
∂2x
(
f(x)f(y)
(G(xαε)−G(yβε))2
G(xαε)G(yβε)
)
Log(xαε − yβε) dxdy.
5Here the indicator function 1y>x is defined to equal 1 when y > x and 0 otherwise.
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We expand
(G(xαε)−G(yβε))2
G(xαε)G(yβε)
=
G(xαε)
G(yβε)
− 2 + G(yβε)
G(xαε)
=
G(xαε)G(yβε)
|G(yβε)|2 − 2 +
G(yβε)G(xαε)
|G(xαε)|2
and hence by (3.2) this quantity converges to
(Hf(x)− iαf(x))(Hf(y) + iβf(y))
Hf(y)2 + f(y)2
− 2 + (Hf(y)− iβf(x))(Hf(x) + iαf(y))
Hf(x)2 + f(x)2
as ε→ 0+. We can then evaluate A2 as before (for f sufficiently regular) as
A2 =− 4
∫
R
∫
R
∂2x
(
f(x)f(y)
(
Hf(x)Hf(y)
Hf(y)2 + f(y)2
− 2 + Hf(x)Hf(y)
Hf(x)2 + f(x)2
))
log |x− y| dxdy
− 2pi
∫
R
∫
R
∂2x
(
f(x)f(y)
(
f(x)Hf(y)
Hf(y)2 + f(y)2
− f(x)Hf(y)
Hf(x)2 + f(x)2
))
1y>x dxdy
+ 2pi
∫
R
∫
R
∂2x
(
f(x)f(y)
(
f(y)Hf(x)
Hf(y)2 + f(y)2
− f(y)Hf(x)
Hf(x)2 + f(x)2
))
1y>x dxdy.
From the fundamental theorem of calculus we have∫
R
∫
R
∂2x
(
f(x)f(y)
f(x)Hf(y)
Hf(y)2 + f(y)2
)
1y>x dxdy =
∫
R
∂y(f(y)
2)
f(y)Hf(y)
Hf(y)2 + f(y)2
dy.
Using the distributional identity ∂2x1y>x = ∂
2
y1y>x and integrating by parts repeatedly,
we also have ∫
R
∫
R
∂2x
(
f(x)f(y)
f(x)Hf(y)
Hf(x)2 + f(x)2
)
1y>x dxdy
=
∫
R
∫
R
∂2y
(
f(x)f(y)
f(x)Hf(y)
Hf(x)2 + f(x)2
)
1y>x dxdy
= −
∫
R
∂x(f(x)Hf(x))
f(x)2
Hf(x)2 + f(x)2
dx.
Similar computations give
∫
R
∫
R
∂2x
(
f(x)f(y)
f(y)Hf(x)
Hf(y)2 + f(y)2
)
1y>x dxdy =
∫
R
∂y(f(y)Hf(y))
f(y)2
Hf(y)2+ f(y)2
dy
and∫
R
∫
R
∂2x
(
f(x)f(y)
f(y)Hf(x)
Hf(x)2 + f(x)2
)
1y>x dxdy = −
∫
R
∂x(f(x)
2)
f(x)Hf(x)
Hf(x)2 + f(x)2
dx.
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Next, we integrate by parts, then use Lemma 3.1 and the fact that H commutes with
derivatives to compute∫
R
∫
R
∂2x
(
f(x)f(y)
Hf(x)Hf(y)
Hf(y)2 + f(y)2
)
log |x− y| dxdy
= −
∫
R
(
p.v.
∫
R
∂x(f(x)f(y))
Hf(x)Hf(y)
Hf(y)2+ f(y)2
dx
x− y
)
dy
= −pi
∫
R
H∂y(fHf)(y)
f(y)Hf(y)
Hf(y)2+ f(y)2
dy
= −pi
2
∫
R
∂y((Hf)
2 − f 2)(y) f(y)Hf(y)
Hf(y)2 + f(y)2
dy.
From ∂2x log |x− y| = ∂2y log |x− y|, integration by parts, and symmetry we then have∫
R
∫
R
∂2x
(
f(x)f(y)
Hf(x)Hf(y)
Hf(x)2 + f(x)2
)
log |x− y| dxdy
=
∫
R
∫
R
∂2y
(
f(x)f(y)
Hf(x)Hf(y)
Hf(x)2 + f(x)2
)
log |x− y| dxdy
= −pi
2
∫
R
∂x((Hf)
2 − f 2)(x) f(x)Hf(x)
Hf(x)2 + f(x)2
dx.
Finally,∫
R
∫
R
∂2x(f(x)f(y)) log |x− y| dxdy = −
∫
R
(
p.v.
∫
R
∂x(f(x)f(y))
dx
x− y
)
dy
= pi
∫
R
H∂yf(y)f(y) dy.
Putting all this together, we conclude that
A2 = 2pi
∫
R
−∂x((Hf)2 − f 2) fHf
(Hf)2 + f 2
+ 4pi(H∂xf)f − ∂x((Hf)2 − f 2) fHf
(Hf)2 + f 2
dx
− 2pi
∫
R
∂x(f
2)
fHf
(Hf)2 + f 2
+ ∂x(fHf)
f 2
(Hf)2 + f 2
dx
− 2pi
∫
R
∂x(f
2)
fHf
(Hf)2 + f 2
+ ∂x(fHf)
f 2
(Hf)2 + f 2
dx
which on applying the Leibniz rule, the commutativity of H and ∂x, and collecting
terms, simplifies to
A2 = −4pi
∫
R
Hf∂xf − f∂xHf
(Hf)2 + f 2
f 2 dx
and the claim (ii) follows.
4. Variational formulation
We now prove Theorem 1.7. Our calculations here will be completely formal.
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We assume that the measures µ⊞k are absolutely continuous with
dµ⊞k = fk(x) dx
for k ≥ 1. Applying (3.2) at x+ i0+ together with (1.18), we conclude that
(k∂k + x∂x)(piHfk − piifk) = ∂x(Hfk − ifk)
Hfk − ifk = ∂x log(Hfk − ifk)
and hence on taking real and imaginary parts we have
(k∂k + x∂x)Hfk =
1
pi
∂x log((Hfk)
2 + f 2k )
1/2
and
(k∂k + x∂x)fk =
1
pi
∂x arctan
fk
Hfk
(where we use the branch of arctan taking values in [0, pi]) and thus by the change of
variables k = 1/s and abbreviating f := f1/s,
(−s∂s + x∂x)Hf = 1
pi
∂x log((Hf)
2 + f 2)1/2 (4.1)
and
(−s∂s + x∂x)f = 1
pi
∂x arctan
f
Hf
(4.2)
for 0 < s < 1.
Meanwhile, for (s, y) ∈ ∆, we have from (1.20) that∫ λ/s
−∞
f(x) dx =
y
s
, (4.3)
where we abbreviate λ = λ(s, y) and f = f1/s. If we differentiate this in y using the
fundamental theorem of calculus, we see that
∂yλ
s
f(λ/s) =
1
s
thus
f(λ/s) =
1
∂yλ
. (4.4)
If instead we differentiate in s, we conclude that(
∂sλ
s
− λ
s2
)
f(λ/s) +
∫ λ/s
−∞
∂sf(x) dx = − y
s2
.
and thus by (4.4) and multiplying by s
∂sλ
∂yλ
− λ
s∂yλ
+
∫ λ/s
−∞
s∂sf(x) dx = −y
s
.
By (4.2) we have
s∂sf = x∂xf − 1
pi
∂x arctan
f
Hf
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and hence by integration by parts and (4.3), (4.4)∫ λ/s
−∞
s∂sf(x) dx =
λ
s
f(λ/s)− 1
pi
arctan
f(λ/s)
Hf(λ/s)
−
∫ λ/s
−∞
f(x) dx
=
λ
s∂yλ
− 1
pi
arctan
f(λ/s)
Hf(λ/s)
− y
s
and thus
∂sλ
∂yλ
=
1
pi
arctan
f(λ/s)
Hf(λ/s)
.
We remark that this gives the pointwise inequalities 0 ≤ ∂sλ ≤ ∂yλ, which in the random
matrix formulation corresponds to the Cauchy interlacing inequalities. We rewrite this
equation using (4.4) as
Hf(λ/s) =
cot(pi ∂sλ
∂yλ
)
∂yλ
(4.5)
and hence
log((Hf)2 + f 2)1/2(λ/s) = log
cosec(pi ∂sλ
∂yλ
)
∂yλ
.
Differentiating in y using the chain rule, we conclude
∂yλ
s
(
∂x log((Hf)
2 + f 2)1/2
)
(λ/s) = ∂y log
cosec(pi ∂sλ
∂yλ
)
∂yλ
and similarly by differentiating (4.5) in y, s we have
∂yλ
s
(∂xHf)(λ/s) = ∂y
cot(pi ∂sλ
∂yλ
)
∂yλ
and
(∂sHf)(λ/s) +
(
∂sλ
s
− λ
s2
)
(∂xHf)(λ/s) = ∂s
cot(pi ∂sλ
∂yλ
)
∂yλ
so that
(∂sHf)(λ/s) =
(
∂s − ∂sλ
∂yλ
∂λ +
λ
s∂sλ
∂λ
) cot(pi ∂sλ
∂yλ
)
∂yλ
.
Inserting these identities into (4.1) evaluated at λ/s, we obtain a differential equation
for λ in the variables s, y:
−s
(
∂s − ∂sλ
∂yλ
∂λ
)
cot(pi ∂sλ
∂yλ
)
∂yλ
=
1
pi
s
∂yλ
∂y log
cosec(pi ∂sλ
∂yλ
)
∂yλ
.
Multiplying by −pi∂yλ/s, we obtain
(∂yλ∂s − ∂sλ∂λ)
pi cot(pi ∂sλ
∂yλ
)
∂yλ
= ∂y
(
log ∂yλ+ log sin(pi
∂sλ
∂yλ
)
)
which we write in divergence form using (1.22) as
∂s
(
∂yλ
pi cot(pi ∂sλ
∂yλ
)
∂yλ
)
+ ∂y
(
−∂sλ
pi cot(pi ∂sλ
∂yλ
)
∂yλ
− L(∂sλ, ∂yλ)
)
= 0.
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Since the partial derivatives of
L(λs, λy) := log λy + log sin
(
pi
λs
λy
)
are given by
Lλs =
pi
λy
cot
(
pi
λs
λy
)
and
Lλy =
1
λy
− piλs
λ2y
cot
(
pi
λs
λy
)
,
we can rewrite the above equation as
∂s(∂yλLλs(∂sλ, ∂yλ)) + ∂y(∂yλLλy(∂sλ, ∂yλ)− L(∂sλ, ∂yλ)) = 0.
From the chain rule we have
∂yL(∂sλ, ∂yλ) = (∂y∂yλ)Lλy(∂sλ, ∂yλ) + (∂s∂yλ)Lλs(∂sλ, ∂yλ);
inserting this into the previous equation and using the product rule and then cancelling
the ∂yλ factor, we conclude that
∂sLλs(∂sλ, ∂yλ) + ∂yLλy(∂sλ, ∂yλ) = 0
which is the Euler-Lagrange equation for the Lagrangian (1.21), and the claim follows.
Appendix A. Fractional free convolution powers from the minor
process
In this appendix we prove Proposition 1.4. Let the hypotheses be as in that proposition;
our task is to establish (1.15). We follow the arguments from [15, §2.5.4]. Using the GNS
construction we may assume that A is a von Neumann algebra of bounded operators.
We begin with some algebraic identities. For any noncommutative variable E of operator
norm less than 1, define the transform
Ψ(E) := (1− E)−1 − 1 = E + E2 + E3 + . . . .
Lemma A.1 (Algebraic identities).
(i) If Z ∈ A is sufficiently small (in operator norm), then
(1 + pip(Z))
−1 = pip((1 + pZ)
−1).
(ii) If Y ∈ A, and E ∈ A is sufficiently small (in operator norm) depending on Y ,
then
pip (YΨ(E)) = Ψ(EpY ),
where
EpY := pip
(
1− (1− E)(1− (1− pY )E)−1) . (A.1)
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Proof. If Z is small enough, then 1+ pZ is invertible by Neumann series, and by (1.13)
we have
pip((1 + pZ)
−1)(1 + pi(Z)) = pip((1 + pZ)
−1p(1 + Z)p)
= pip((1 + pZ)
−1(1 + pZ)p)
= pip(p)
= 1
giving (i). For (ii), we apply (i) with Z := YΨ(E) to conclude that
(1 + pi(YΨ(E)))−1 = pip
(
(1 + pYΨ(E))−1
)
.
Since
1 + pYΨ(E) = (1− (1− pY )E)(1−E)−1
we see from (A.1) that
pip
(
(1 + pYΨ(E))−1
)
= 1− EpY
and the claim (ii) then follows after some rearranging. 
Now set Y = k. From (A.1) and Neumann series we have
Ekp = [pEp]−
∞∑
n=1
[p((1− kp)E)np]− [pE((1− kp)E)np]
when E is sufficiently small in operator norm. As 1− kp has trace zero, we conclude on
taking traces that
τp(Ekp) = 0 (A.2)
whenever E has trace zero, is sufficiently small in operator norm, and is freely indepen-
dent from p.
This has the following consequence. If z is sufficiently large and s = Gµ(z), then from
(1.1) we have
s = τ((z −X)−1)
and thus
(z −X)−1 = s(1− E(s)) (A.3)
for some trace zero element E(s) ∈ A, which will be small when z is large. Since X is
freely independent of p, E(s) is also. Meanwhile from (1.2) one has
Rµ(s) +
1
s
= z
which when combined with (A.3) and rearranging gives
X = Rµ(s)− 1
s
Ψ(E(s))
for all sufficiently small s. Applying kpip, we conclude that
kpip(X) = kRµ(s)− 1
s
pip(kΨ(E(s))).
Applying Lemma A.1(ii) and (1.12), we conclude that
kpip(X) = kRµ(s)− 1
s
Ψ(Ekp(s))
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where Ekp(s) ∈ Ap obeys (1.12). If we set z′ := kRµ(s) + 1s , we can rearrange this as
(z′ − kpip(X))−1 = s(1− Ekp(s))
and then on taking traces we conclude that
s = τp((z
′ − kpip(X))−1) = Gkpip(X)(z).
From (1.2) we then conclude that Rkpip(X)(s) = kRµ(s) for all sufficiently small s, giving
the claim (1.15).
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