The work presents geometric phase decomposition for analytical signals using Hermite-Gaussian functions. The decomposition is based on the time-frequency distribution with reassigned and multi-tapered spectrogram resulting in increased phase estimation resolution. Numerical analysis is applied to a number of SU (2) evolutions, such as spin-1/2 particle in a static and rotating magnetic field, as well as polarization rotation of a plane wave in optically active medium. Geometric phase decomposition results are provided also for quantum harmonic oscillator and a radiation field of an electric dipole exited by a short pulse. 
Introduction
Recent advancements in signal processing and the deeper understanding of quantum effects have given rise to numerous applications of quantum geometric phase in various disciplines of science and engineering. Original findings by M.V.Berry in quantum mechanics [7] have been later extended to optics, solid state physics, chemistry and many other fields [4, 8] . The concepts of geometric phase have also been applied to classical mechanical systems described by action-angle variables [6, 15] , classical polarized light [20] , and complex-valued observable signals and scalar waves [3] . In [1] , a technique for geometric phase decomposition based on the short-time Fourier * E-mail: raleksiejunas@yahoo.com transform (STFT) has been suggested for a class of signals governed by unitary SU(2) evolutions.
Although computationally very attractive, STFT suffers from reduced time-frequency resolution due to smoothing windowing functions [21, 24] . To overcome this barrier, D.Thomson has suggested prolate spheroidal functions [25] , orthogonal and optimally concentrated in frequency domain. These windowing functions are compactly supported in time and are optimally localized in frequency. Therefore they are optimal for estimation of stationary spectra. Later, D.Thomson's method for stationary signals has been extended to time-varying spectrum estimation by multiple Hermite-Gaussian (HG) windows [5] and multitaper time-frequency distribution reassignment [26] techniques. These methods allow optimal spectrum estimation of nonstationary signals.
As it was originally suggested in [13, 14] and exploited in [5, 26] , HG functions are optimally concentrated in the circular time-frequency domain and provides best resolution both in time and frequency for the noisy spectrogram analysis. Geometric phase can be derived numerically as the total phase decomposition based on instantaneous frequency, which is itself described by the joint timefrequency distribution. Hence, it is of practical importance to study applicability of HG windowing functions to geometric phase decomposition of complex valued signals in order to achieve higher accuracy of phase estimation. HG function set is also an attractive study object because it represents eigenfunctions of quantum harmonic oscillator and can be used to expand ultra-wideband pulses commonly used in radio communications. Therefore the use of HG functions for geometric phase decomposition for quantum harmonic oscillator and harmonic pulses is of particular interest. In this paper, we apply time-frequency analysis of nonstationary signals for geometric phase decomposition in the basis of HG functions with numerical examples allowing to test the accuracy of the method. The paper is organized as follows. Section 2 provides theoretical background for time-frequency analysis and geometric phase decomposition of time-varying spectrum signals. In Section 3, numerical examples of some SU(2)-type evolutions are presented. Comparison of analytical and numerical results are provided to give an estimation of proposed method's accuracy. Sections 4 and 5 extend applications of geometric phase decomposition to squeezed states of quantum harmonic oscillator and radiation field of a pulse-exited electrical dipole. Finally, discussion of achieved results and the method accuracy is summarized in Results and conclusions.
Joint time-frequency analysis and geometric phase decomposition
Given a complex-valued signal (1) where amplitude A( ) and phase ( ) being real-valued functions of time or space, one can define a time-frequency distribution P( ω) as the joint density of signal's energy at time and frequency ω. Suppose that the signal energy is normalized such that
All integrals without limits in this paper imply integration from −∞ to +∞.
Then signal's time-frequency distribution density P( ω) should satisfy the following conditions:
where P( ) and P(ω) are signal power over time and frequency axis, respectively. The conditional time-frequency distribution P (ω| ) = P( ω)/P( ) of frequency ω for a given time moment can be used to define the instantaneous frequency of a signal as the conditional frequency moment [10, 12, 22] ,
Geometric phase decomposition is used to separate fast and slow dynamics (evolution) in the signal phase space. According to [1] , the slow evolution attributed to the dynamical part of the total signal phase can be approximated by phase integral of instantaneous frequency over time:
where α( ) is called the dynamical phase. The rest of the total phase is called the geometric phase, γ( ), due to its relationship to the topology of the system's parametric space. It can be evaluated as a difference between the total and dynamical phases:
For some quantum or classical evolutions, dynamical phase estimated using average instantaneous frequency differs from the total phase acquired by the signal over time, therefore giving rise to geometric phase part. In the next sections, we provide characteristic properties of geometric phase for most common manifestations of SU (2) evolutions. Estimation of dynamical phase (and geometric phase, as a consequence) depends on the selection of P( ω) distribution. In [1] , STFT has been studied as a proper candidate for geometric phase decomposition. It was shown that by adjusting a controlling parameter, the intermediate frequency separating dynamical and geometric phases, a close agreement between analytical and numerical results can be achieved for a large number of SU (2) evolutions.
However, STFT suffers from time resolution and bias for rapidly varying or highly nonstationary ultra-wideband signals.
Here we present a method for geometric phase decomposition based on reassignment and multi-tapering of timefrequency distribution over a set of orthonormal HG functions. As it was originally proposed in [25] and later elaborated in [5, 26] , time-frequency localization bias and variance (especially for noisy signals) of STFT can be reduced by reassignment and multi-tapering techniques. The reassignment consists of shifting the time-frequency analysis domain to the center of mass coordinates according to the time-frequency distribution of signal's energy. The multi-tapering involves averaging of nonstationary signal's spectrogram estimations over several time periods. The reminder of this section introduces reassignment and multi-tapering concepts in a mathematical notation. Consider a STFT distribution (10) where ( ) is the windowing function, which determines time and frequency resolution of the distribution. The shorter the window ( ), the better the time resolution, but wider frequency bandwidth, and vice versa. This localization limitation can be improved by assigning the center of mass coordinates in the time-frequency domain to shift time-frequency distribution for better resolution. The new local center of mass can be defined as [5, 26] (12) where T and D are operators for modified windowing function:
The reassigned to new centroids time-frequency distribution is expressed as
For nonstationary signals, the time integration over a finite interval gives only a raw estimate of time-frequency distribution. It can be improved by averaging uncorrelated STFT estimations. To achieve this, the time-frequency distribution projected onto an orthonormal set of basis functions { ( ) ∈ N} is suggested in [5, 25] :
where are known as prolate spheroidal wave functions [23, 25] . For nonstationary signals, should ensure effective localization of reassigned spectrogram both in time and frequency. As it is shown in [5, 13, 14, 26] , such functions are Hermite-Gaussian functions defined by (15) can be effectively used for joint time-frequency analysis of discretetime signals as elaborated in [26] and which we have also used for numerical estimation of geometric phase.
Numerical applications to SU(2) evolutions
Geometric phase decomposition using HG function set has been applied to a number of SU(2) evolutions involving spin-1/2 particles in a magnetic field and polarized light. Numerically calculated geometric phase using methodology developed in Section 2 has been compared against analytical derivations of geometric phase [1, 2, 18] . The following subsections list several cases of geometric phases in SU(2) evolutions.
Spin-1/2 particles in a static magnetic field
We investigate quantum evolution of spin-1/2 particles with spins initially subtending an angle θ with a static magnetic field. The particles undergo a precession with an angle φ L as determined by the SU(2) transformation exp(−iσ φ L /2) where σ is the third Pauli matrix. The interference term between initial and final states can be represented as a complex signal [1] ( which is shown in Figure 1 . The total phase of this signal can be decomposed into dynamical and geometrical parts, where noncyclic geometric phase evolution is expressed
Numerically geometric phase is estimated by applying reassigned multi-tapered spectrogram (15) to complex signal (17) and estimating geometric phase according to Equations (7), (8) . Numerical results are compared to analytical curves in Figure 2 .
Spin-1/2 particles in a rotating magnetic field
Consider a spin-1/2 particle subjected to an external magnetic field B( ) = (B 1 cos ω B 1 sin ω B 0 ) rotating with Larmor frequency ω = ω 0 = ′ B 0 , ′ being the gyromagnetic ratio. The evolution of such a system includes cyclic states when ω 1 = ′ B 1 becomes integer multiples of the Larmor's frequency ω 0 . For such evolutions initial state vector after some time period T returns to itself up to a phase factor, including geometric phase part according to [2] γ( ) = − arctan cos ω 1 
One such a cyclic state with period T = 2π/ω 1 and ω 0 T = 48π was used for geometric phase decomposition. The comparison of numerical and analytical results is shown in Figure 3. 
Polarization rotation
In this case, we investigate a plane wave subjected to the polarization rotation in optically active medium, or Faraday effect. We analyze a complex signal -the outcome of a scalar vector product of the initial and final polarization vectors drawn in the parametric space over quantum system evolution in time [1] . Consider a linearly polarized wave consisting of two circularly polarized components e + e − , with ellipticity parameter Z = |e + | 2 −|e − | 2 , the average wavenumber κ = ( + + − ) /2, and δ = ( + − − ) /2 being a difference of the wavenumbers ± of two circularly polarized components propagating along direction. Geometric phase evolution for such a polarized wave along the propagation direction can be estimated theoretically as [18] 
Geometric phase evaluated analytically and numerically is shown in Figure 4 for parameter values Z = 0 05 and δ = 0 2κ.
Geometric phase for squeezed states of a quantum harmonic oscillator
Quantum harmonic oscillator with its HG eigenfunctions is a good candidate for studying geometric phase decomposition in the basis of the same HG function set. Here we analyze cyclic squeezed states generated by a general quadratic Hamiltonian of the positionˆ and momentumˆ operators [27] ,
with periodic parameters
of frequency ω, and a constant parameter < 1. The contribution of quantum fluctuations to the geometric phase of such cyclic squeezed states has been developed by P.Bracken in [11] for the general squeezed coherent state of complex variables and β,
whereˆ + andˆ are creation and annihilation operators. P.Bracken derived approximate solution to order 2 of geometric phase for a cyclic state with period T = 2π/ω as an integral:
over conjugate Jackiw and Kerman variables G and Π [17] characterizing quantum fluctuations of the position and momentum due to uncertainty principle:
The same derivation can be extended to noncyclic evolutions for studying geometric phase temporal dependence,
Numerical geometric phase decomposition of Section 2 has been applied to a complex signal ( ) = exp( ( )) reconstructed from the total phase ( ) of the squeezed state |Ψ , (27) for a periodic evolution with ω = 1 and = 0 1. The comparison of numerical and analytical results is shown in Figure 5 . Both numerical and analytical geometric phase curves exhibit sinusoidal behavior and follow closely each other.
¼ Figure 5 . Geometric phase decomposition for a quantum harmonic oscillator. Solid line -analytical dependence according to Equation (26), dashed line -numerical decomposition using time-frequency distribution.
Geometric phase of a pulseexited electrical dipole
In the previous sections we have used stationary infinitetime waveforms for numerical analysis of geometric phase decomposition. In practical applications, such as ultrawideband communications, limited duration HG waveforms are widely used. Such signals represent an attractive case for studying geometric phase decomposition in the basis of HG function set. Here we explore a radiation field of electromagnetic dipole excited by a pulse, in which case the emitted time domain waveforms can be represented via HG functions [16] . For an electric harmonic dipole, the radiation field can be expressed via the Hertzian potential
where (ω − ) = e − (ω − ) is harmonic function of temporal and spatial variables with corresponding angular frequency ω and spatial wavenumber , and p being the dipole moment vector. As shown in [16, 19] , a basis set of HG functions can be used to expand any harmonic or short-pulse waveform using the following relationship:
where ( ) are HG functions defined by Equation (16) . When a limited number of terms is used in (29) sum, (ω − ) becomes a short-pulse waveform. Time-space domain waveforms together with phase dependencies on wavenumber ω − are illustrated in Figure 6 . The left side column displays a series of harmonic pulses constructed by summing up 5, 10, and 100 HG terms in Equation (29). The right side graphics in Figure 6 show the total phase curves of the corresponding harmonic pulses displayed on the left side. The total phase dependence on the wavenumber ω − is close to linear within the pulse duration and approaches an ideal line when the number of HG terms in (29) sum is increased towards infinity. The infinity limit is equivalent to a purely harmonic infinite waveform when the total phase contains only the dynamical phase part representing linear temporal and spatial evolution of the propagating wave. Geometric phase can arise as a result of superposition of two harmonic waveforms [3] . Here we estimate geometric phase of the superposition of two harmonic short-time pulses each constructed from a limited set of HG functions:
with relative amplitudes 1 2 and initial phases 1 2 . Geometric phase for a such pulse superposition can be numerically estimated using the joint time-frequency analysis outlined in Section 2. The results of geometric phase decomposition for different-length pulses are shown in Figure 7 . Here the left side graphics display complex waveforms of pulse superpositions and the right side graphics show calculated geometric phase evolutions over pulse duration. In Figure 7 , numerically estimated geometric phase is compared against analytically derived curves according to methods presented in [3] , obtained for scalar wave superpositions. Analytically and numerically calculated geometric phase curves represent rather close resemblance and exhibit step-like behavior characteristic to geometric phase jumps [9] .
Results and conclusions
Numerically geometric phase has been estimated by sampling input complex signal and applying a discrete version of multi-tapered reassigned spectrogram expressed by (15) and discussed in detail in References [5, 26] . and application of discrete reassigned spectrogram (15) with K number of tapers and discrete windowing functions being the HG functions, each of them having N samples in length and samples time support. As an absolute measure of accuracy, a root mean square error (RMSE) between numerically obtained and analytical geometric phase curves has been chosen. Different numerical experiments require a different number of signal periods to capture the full evolution of geometric phase including its characteristic phase jumps. In this case the absolute error increases for larger numbers of signal periods as estimation error accumulates due to dynamical phase averaging over a whole signal evolution (cf. Equation (7)). Therefore for a relative error estimate, an average RMSE value per signal period has been calculated. In order to achieve minimum geometric phase error, a set of parameters N, K , N and have been varied over preselected range of values using parameter sweep method. The estimation results for different numerical test cases are presented in Table 1 . The largest estimation error occurs for spin particles in static and magnetic fields (up to about 0.62 radians per signal period), while for quantum harmonic oscillator and harmonic pulse-excited dipole, which eigenfunctions are HG function set, the error is below 0.07 radians per signal period.
The proposed method for geometric phase decomposition using time-frequency analysis based on HG functions is applied to a number of physical evolutions involving quantum phenomena. Numerically estimated geometric phase is compared against analytical derivations of quantum geometric phase. Numerical results are based on classical observable signals, while analytical results stem from quantum mechanical description of physical system evolution. By extending the joint time-frequency analysis to reassigned multi-tapered spectrograms the method of geometric phase decomposition receives greater universality and wider scope of potential applications, especially for a class of signals that can be represented by a limited set of HG functions. These results justify application of HG function basis for joint time-frequency distribution in geometric phase decomposition algorithm and provide an opportunity to extract quantal geometric phase factor from classical pulse-like signals. Presented methodology opens a way for more extensive studies of geometric phase properties of classical observable signals generated by quantum counterparts -spin or photon particles, geometric phase effects of which are more thoroughly studied from the theoretical point of view.
