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Abstract
With the advent of Web 2.0, we see a new and diﬀerentiated scenario: there is more data than that can be eﬀectively analyzed.
Organizing this data has become one of the biggest problems in Computer Science. Many algorithms have been proposed for
this purpose, highlighting those related to the Data Mining area, speciﬁcally the clustering algorithms. However, these algo-
rithms are still a computational challenge because of the volume of data that needs to be processed. We found in the literature
some proposals to make these algorithms feasible, and, recently, those related to parallelization on graphics processing units
(GPUs) have presented good results. In this work we present the G-DBSCAN, a GPU parallel version of one of the most
widely used clustering algorithms, the DBSCAN. Although there are other parallel versions of this algorithm, our technique
distinguishes itself by the simplicity with which the data are indexed, using graphs, allowing various parallelization opportu-
nities to be explored. In our evaluation we show that the G-DBSCAN using GPU, can be over 100x faster than its sequential
version using CPU.
Keywords: clustering, dbscan, parallel computing, GPU
1. Introduction
With the advent of Web 2.0, we observed a real democratization of the data generation. Several tools are being
developed allowing anyone with Internet access to publish and distribute data with a speed never seen before.
The large volume of data generated, as well as the high complexity of its relations, has generated in recent years
a challenging scenario for several applications: there is more data than that can be eﬀectively analyzed. Thus
organizing and ﬁnding appropriate information resources to fulﬁll the needs of users has become one of the most
challenging problems in computer science.
New proposals for models and algorithms that are able to handle this data eﬃciently (response time and appro-
priate use of computational resources) and eﬀectively (response quality, or the robustness and accuracy to perform
a task) are emerging every moment. Among these, we highlight those related to the Data Mining area [1]. Data
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mining applications are highly relevant because of their wide applicability in terms of tasks and target scenarios,
improving the quality and variety of the functionalities provided by all sorts of information systems. Nevertheless,
they are still a computational challenge because of the data volume to be processed and the irregular nature of most
of the existing algorithms, which make both their performance and resource demands quite unpredictable.
A collection of algorithms that illustrates this scenario are those related with clustering [2]. The goal of these
algorithms is to organize large sets of objects into diﬀerent groups (clusters) according to a similarity metric.
These techniques can be used in many diﬀerent scenarios, such as social networks, recommendation systems, bi-
oinformatics etc., making their use even more challenging. In the literature, strategies has been proposed to make
these applications feasible, whether through data indexing techniques [3, 4], either through the parallelization of
these tasks using diﬀerent processing units [5, 6]. With respect to parallelization strategies, the use of graphics
processing units (GPU’s) [7] has been given considerable importance, since these are able of providing a higher
level of parallelism than multicore CPU’s, associated with a lower energy consumption [8].
Thus, in this work we present a new clustering algorithm, the G-DBSCAN, a GPU accelerated algorithm for
density-based clustering. Our algorithm is based on the original DBSCAN proposal [9], one of most important
clustering techniques, which stands out for its ability to deﬁne clusters of arbitrary shape as well as the robustness
with which it deals with the presence of data noise. The implementation strategy is quite simple and is divided
into two steps. The ﬁrst step is to construct a graph that will represent the data, where each object is represented
as a node in the graph and an edge is created between two objects when the similarity measure between them is
less than or equal to a threshold deﬁned as an input parameter (i.e. Euclidean distance less than 3). After the
construction of this graph, the second step is to identify the clusters, using a traditional breadth-ﬁrst search (BFS)
to traverse the graph created in the ﬁrst step. In this work, both steps were implemented using GPUs, resulting in
an extremely eﬃcient algorithm regarding to the execution time, achieving a speedup greater than 100×.
The remainder of this paper is divided as follows: in Section 2 we describe some related work. In Section 3
we present the original DBSCAN proposal, detail the implementation strategy based on graphs used in the G-
DBSCAN as well as the parallelization strategies. Section 4 presents the experiments performed to evaluate our
algorithm, and the obtained results. Finally, we present our conclusions in Section 5.
2. Related Work
Data clustering is one of the most common and more used techniques in data mining. Its goal is basically,
receiving a dataset as input, organize the data into semantically consistent groups, based on a previously deﬁned
similarity metric. In [2] several issues related to the use of clustering techniques are presented, highlighting some
of its challenges, such as how to properly set the input parameters, how to specify a good similarity measure
metric and how to work with large volumes of data.
Several clustering algorithms are found in the literature [10]. These algorithms range from simpler techniques
and widely used in various scenarios, such as k-means [11] to more elaborate and context-driven techniques, such
as subspace clustering [12] and partitioning clustering [13]. A set of clustering techniques which is receiving
great attention is the one related to density-based clustering [9, 14, 15]. Such techniques are distinguished by their
ease of implementation and by the applicability in diﬀerent contexts. Moreover, these techniques do not need to
determine in advance, as an algorithm input, the number of clusters, as is done by the others techniques mentioned
above.
Among the density-based clustering techniques aforementioned, the most referenced in the literature is DBS-
CAN [9]. The DBSCAN technique is even being used as a base for many other techniques [14, 5]. Its operation
is based on calculating a proximity radius between each pair of objects, which is deﬁned according to the adopted
similarity metric (i.e. Euclidean distance, cosine similarity, etc.). From a minimum proximity radius, deﬁned as
an algorithm input, objects are grouped with each other whenever they are within this proximity radius. One of
the most used strategies to improve the performance of these algorithms is the data indexing [3, 4]. Among the
most commonly used indexing techniques, we can highlight the priority R-Tree [16], that reduces the complexity
of the DBSCAN algorithm from O(n2) to O(nlogn).
Although the use of data indexing techniques improves the performance of density-based clustering algo-
rithms [5], the scalability of these algorithms and making them eﬀectively applicable in a large data volume
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scenario remains a major challenge [17]. One of the adopted solutions to address this challenge is the use of
parallel computing, either through distributed memory strategies [18, 6] or, more recently and with good results,
through strategies that use graphics accelerators [19, 20, 5]. In [19], the authors present an interesting study on
how several data mining applications can be implemented using GPU in CUDA architecture [7]. In [20] a GPU
version of K-means algorithm is presented, and in [5] is shown a parallel version of the DBSCAN algorithm using
CUDA. Moreover, in the last, the authors also present a new data indexing strategy achieving interesting results,
where the parallel version is up to 15x faster compared to sequential algorithm.
In our work we also propose a parallel version of DBSCAN using GPU, the G-DBSCAN. In our version we use
a graph structure for the data indexing. Despite its simplicity, as we shall see in Section 3.3, this structure allows
the exploration of several parallelization opportunities using graphics processing units (GPUs). In our evaluation
we show that the G-DBSCAN using GPU manages to be more than 100x faster than its sequential CPU version.
3. G-DBSCAN
3.1. DBSCAN: An Overview
The DBSCAN algorithm is a density-based clustering technique. Such algorithms assume that clusters are
regions of high density patterns, separated by regions of low density in the data space. A cluster (or grouped data
set) is deﬁned as a connected dense component and grows in any direction that density leads. The operation of
the algorithm is straightforward and is based on calculating a proximity radius between each pair of objects. This
calculation is deﬁned according to the adopted similarity metric (i.e. Euclidean distance, cosine similarity etc.).
For each object in the dataset, the algorithm evaluates the number of neighbours that an object have by counting
the number of other objects that are within a proximity radius (minimum R), deﬁned as an input parameter of the
algorithm. Based on this calculation, each object is labelled core, border or noise, according to its number of
neighbours. If a given object has more neighbours than a minimum value (MinPts), also deﬁned as a parameter of
the algorithm, it is classiﬁed as core, and all objects reachable from it, either directly (direct neighbours) or indi-
rectly (neighbours of neighbours), are classiﬁed as border. All the others objects, not reachable from any core, are
classiﬁed as noise. Each set of objects associated with a core determines a cluster. Figure 1 illustrate this process.
Figura 1. DBSCAN example using R = 3 and MinPts = 4 as input parameters.
It is worth noting that, unlike other traditional clustering algorithms such as K-means, DBSCAN does not need
as input parameter the number of clusters to be found. In density-based clustering that number is derived from the
parameters R and MinPts, which also deﬁne the density of the clusters to be found.
3.2. Serial implementation
In our proposal, we represent the data as a graph G(V, E), where V represents the objects to be clustered and
E the edges connecting the objects that are within the minimum proximity radius of each other. As our main goal
is the parallelization of this algorithm using GPUs, which have a major memory limitation, we chose to represent
the graph using a compact adjacency list. For this we use two vectors, Va that represents the vertices and Ea that
stores the adjacency lists. In Va the index represents the vertex and each position of the vector stores two values:
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the number of vertices that are adjacent to this vertex (its degree) and the position in vector Ea where its adjacency
list begins.
We illustrate this data structure through Figure 2. For instance, to ﬁnd the adjacency list of the object with
label 0, we ﬁrst have get the values stored in the position 0 of Va. The ﬁrst value represents the vertex degree (in
this case 2) and the second, the index where its adjacency list begins in Ea (index 0). Then we are able to obtain
its adjacency list by visiting two positions in Ea, starting from position 0. In this case we obtain the objects 2 and
3. The space complexity of this data structure is O(V + E).
Figura 2. The data structure used to represent the graph.
Algorithm 1 presents a pseudocode that illustrates the construction process of the graph that represents the
data. As can be seen, the algorithm receives as input parameters the data (dataset), R and MinPts and returns
the resulting graph. For each object, we ﬁrst calculate the distance (proximity radius) to other objects using the
function distance, which in our case is the Euclidean distance [21]. If the calculated value is lower than the in-
put parameter R, an edge is created between these objects. After this ﬁrst step, the object is then classiﬁed as
core, if the total number of neighbors is greater than the parameter MinPts, or noise otherwise, by the function
Classi f yOb ject. These two steps (calculate all distances from an object and classify it as core or noise) are the
ﬁrst part of our proposed method. The border objects will be identiﬁed in the next step, as presented below.
Algorithm 1 Algorithm for the graph construction
function MakeGraph(MinPts,R, dataset,Graph)
for all ci ∈ dataS et do
for all c j ∈ dataset do
if distance(ci, c j) ≤ R then
InsertEdge(ci, c j,Graph)
end if
end for
dataset = dataset - ci
Classi f yOb ject(ci,MinPts)
end for
return Graph
end function
After the creation of data representation and the classiﬁcation of the objects, the next step is to identify the
clusters. In our approach, this identiﬁcation is done by using a breadth-ﬁrst search (BFS) in graphs [22]. More
speciﬁcally, a BFS is started from a node classiﬁed as core, and will visit all other vertices reachable from that core
node. As these vertices are visited, they are labelled as members of the same cluster, and also have their classiﬁ-
cation changed to border. Upon the completion of this operation, a new core vertex, which has not been visited by
the previously performed BFS, is selected and a new BFS is performed starting from it. Each BFS will ﬁnd a new
cluster and must be repeated as long as there are non-visited core objects. Algorithm 2 illustrates this operation.
Thus, our approach has two distinct stages: the graph construction and the clusters identiﬁcation. The ﬁrst has
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Algorithm 2 Cluster identiﬁcation algorithm
function IdentifyCluster(Graph) cluster = 0
for all v ∈ Graph do
if (v.visited  1) ∧ (v.type = core) then
v.visited = 1
v.cluster = cluster
BreadthFirstS earch(v,Graph,cluster)
cluster+ = 1
end if
end for
end function
a time complexity of O(V2), since, in the worst case, it will require a comparison between each pair of objects.
The second stage has a time complexity of O(V + E) given by the BFS algorithm. So, the total complexity of our
approach is O(V2). As mentioned earlier, although there are more elaborate indexing techniques aimed at reducing
this complexity, our choice was based on the parallelization opportunities that can be exploited using GPUs, as
we shall see in the next section.
3.3. Parallel implementation
As discussed in the previous section, the G-DBSCAN is divided into two stages: graph construction and
identiﬁcation of clusters through BFS. In our approach, both steps have been parallelized as we shall see in the
following sections.
3.3.1. Graph Construction
The computational representation of the graph, as described in Section 3.2, involves two arrays: Va and Ea,
with spatial complexity of O(V) and O(E) respectively. In Va each position corresponds to a vertex and stores two
values: 1) the number of vertices adjacent to the vertex stored in a position (degree) and 2) the start index for its
adjacency list in Ea. Thus, the construction of the graph involves three basic steps: calculating the ﬁrst value of
Va, calculating the second value of Va and ﬁnally the construction of Ea. All the steps mentioned before where
parallelized using GPUs.
• First Step (Vertices degree calculation): For each vertex, we calculate the total number of adjacent verti-
ces. However we can use the multiple cores of the GPU to process multiple vertices in parallel. Our parallel
strategy using GPU assigns a thread to each vertex, i.e., each entry of the vector Va. Each GPU thread will
count how many adjacent vertex has under its responsibility, ﬁlling the ﬁrst value on the vector Va. As we
can see, there are no dependency (or communication) between those parallel tasks (embarrassingly parallel
problem). Thus, the computational complexity can be reduced from O(V2) to O(V).
• Second Step (Calculation of the adjacency lists indices): The second value in Va is related to the start
index in Ea of the adjacency list of a particular vertex. The calculation of this value depends on the start
index of the vertex adjacency list and the degree of the previous vertex. For example, the start index for the
vertex 0 is 0, since it is the ﬁrst vertex. For the vertex 1, the start index is the start index from the previ-
ous vertex (i.e. 0), plus its degree, already calculated in the previous step. We realize that we have a data
dependency where the next vertex depends on the calculation of the preceding vertices. This is a problem
that can be eﬃciently done in parallel using an exclusive scan operation [23]. For this operation, we used
the thrust library, distributed as part of the CUDA SDK. This library provides, among others algorithms, an
optimized exclusive scan implementation that is suitable for our method.
• Third Step (Assembly of adjacency lists): Having the vector Va been completely ﬁlled, i.e., for each
vertex, we know its degree and the start index of its adjacency list, calculated in the two previous steps, we
can now simply mount the compact adjacency list, represented by Ea. Following the logic of the ﬁrst step,
we assign a GPU thread to each vertex. Each of these threads will ﬁll the adjacency list of its associated
vertex with all vertices adjacent to it. The adjacency list for each vertex starts at the indices present in the
second value of Va, and has an oﬀset related to the degree of the vertex.
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3.3.2. Clusters identiﬁcation
For this step, we decided to parallelize the BFS. Our parallelization approach in CUDA is based on the work
presented in [22], which performs a level synchronization, i.e. the BFS traverses the graph in levels. Once a level
is visited, it is not visited again. The concept of border in the BFS corresponds to all nodes being processed at
the current level. In our implementation we assign one thread to each vertex. Two Boolean vectors, Borders and
Visiteds, namely Fa and Xa, respectively, of size V are created to store the vertices that are on the border of BFS
(vertices of the current level) and the vertices already visited. In each iteration, each thread (vertex) looks for its
entry in the vector Fa. If its position is marked, the vertex removes its own entry on Fa and marks its position in
the vector Xa (it is removed from the border, and it has been visited, so we can go to the next level). It also adds
its neighbours to the vector Fa if they have not already been visited, thus beginning the search in a new level.
This process is repeated until the boundary becomes empty. We illustrate the functioning of our BFS parallel
implementation in Algorithm 3 and 4.
Algorithm 3 CPU BFS
function BreadthFirstSearch(v,Graph, cluster)
Declare Xa[1..V]
Declare Fa[1..V]
Initialize Fa and Xa with 0
Fa[v] = 1
while Fa  ∅ do
for all v ∈ V in parallel do
Invoke BreadthFirstS earchKernel(Graph, Fa, Xa) on the grid
end for
end while
Return Xa to host
for all v ∈ V do
if (Xa[v] = 1) then
v.cluster = cluster
v.visited = 1
if NOT v.type = core then
v.type = border
end if
end if
end for
end function
Algorithm 3 runs on the CPU while Algorithm 4 runs on GPU. The main loop of Algorithm 3 ends when all
levels of the graph are visited and vector border is empty. Next, all nodes visited beginning from a core node are
assigned to the same cluster, and the classiﬁcation is changed to border. As discussed in Algorithm 2, while there
are unvisited core nodes, new searches are performed and in each of them a new cluster is set. Therefore, we can
note that this implementation has, in the worst case, a complexity directly proportional to the diameter of the graph.
In the next section we present the detailed experimental evaluation regarding the performance of the G-DBSCAN.
4. G-DBSCAN Evaluation
4.1. Experimental evaluation
To evaluate the proposed G-DBSCAN algorithm, we developed a set of tests ranging the size of the input
data set between 5, 000 and 700, 000 objects in a two dimensional space (two attributes). For each data size we
extracted the execution times for the construction of the graph and the BFS, as well as the total time spent by the
application, both for the implementation that uses only CPU as well as the version that uses the GPU. From these
data we evaluate and compare the speedup achieved by the GPU implementation in each part of the algorithm,
as well as in the application as a whole. In all our tests we used data sets with 20 randomly generated Gaussian
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Algorithm 4 GPU BFS
function BreadthFirstSearchKernel(Graph, Fa, Xa)
tid = getThreadID
if Fa[tid] then
Fa[tid] = 0, Xa[tid] = 1
for all neighbors vid of tid do
if NOT Xa[nid] then
Fa[nid] = 1
end if
end for
end if
end function
clusters. Furthermore, the input parameters are ﬁxed for all tests being MinPts = 4 and radius = 0.05. The choice
of this conﬁguration was based on that presented in [5], in order to compare the algorithm proposed in that paper
with our proposal.
The implementation was written in C and C for CUDA (nVidia) [7], and all experiments were performed on
a Intel R© Xeon R© 2.40GHz equipped with a Tesla M2050. The Tesla M2050 card has 448 CUDA cores and 3 GB
of global memory. In the following subsections we present the results obtained in the construction of the graph,
the BFS and ﬁnally in the application as a whole, presenting the speedup of each step and showing the achieved
gains.
4.2. Graph construction evaluation
As described in previous sections, the graph construction step has the greater time complexity (O(V2)), thus
requiring most of the processing time of the entire application. The graphs of Figure 3 present the results obtained
with the GPU parallelization of this step of the algorithm.
As can be seen, there is a signiﬁcant reduction in the execution time of this step. The speedup increases signi-
ﬁcantly until N = 200, 000. For values of N greater than 200, 000 the growth is less pronounced stabilizing around
N = 600, 000 with a speedup of 82×. This stabilization is explained by the fact that when we increase the input
size we also increase the number of GPU threads/blocks. Then the overhead generated to schedule the amount
of threads becomes a limiting factor, stagnating the speedup at a certain point. Anyway, a 82× speedup can be
considered an excellent result, since we use only one processing node (GPU).
(a) Runtime (b) Speedup
Figura 3. Runtime and speedup of graph construction
4.3. BFS evaluation
The BFS accounts for the second part of the application runtime and its results are shown in the graphs of
Figure 4. As we can see by these graphs, although the BFS demands less time than the graph construction, our
parallel implementation achieved interesting results. The speedup stabilizes around 21× with inputs greater than
600, 000 objects. The explanation for this stabilization is similar to that presented in the graph construction.
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Still, we have an impressive reduction of the execution time for the BFS, dropping the time from 172.2s to 8.1s
comparing our CPU and GPU implementations, in the largest input instance.
(a) Runtime (b) Speedup
Figura 4. Runtime and speedup of BFS
4.4. G-DBSCAN evaluation
In Figure 5 we present the overall evaluations. As previously discussed, the presented implementation of the
G-DBSCAN has a total complexity of O(V2), while the strategy presented in [5] has a complexity of O(VlogV).
However, the time of our CPU implementation and the one presented in [5] are relatively close, making the com-
parison of our speedups with [5] fair.One explanation for this may lie in the constant that multiply the complexity
presented in [5].
Evaluating the runtime and speedup achieved by our algorithm, we can see that the division of the clustering
process between graph construction and BFS allowed us to explore several parallelization opportunities. Conse-
quently, this fact adds a much higher level of parallelism that the strategy presented in [5]. This division ensured
that the execution times of our GPU application was lower than the times shown in [5], increasing the overall spee-
dup. The maximum speedup achieved was 112x, decreasing the execution time from 9, 261.1s on CPU to 82.9s on
GPU, with 700, 000 objects. The parallel version presented in [5], which is based on a traditional implementation
of DBSCAN, managed a maximum speed-up of 15x.
Finally, it is important to mention that, considering the total execution time, the speedup stabilization occurred
with 600, 000 objects. This fact is justiﬁed by the stabilization in the graph construction and BFS.
(a) Runtime (b) Speedup
Figura 5. Runtime and Speedup of G-DBSCAN
5. Conclusions and Future Work
In this paper, we propose G-DBSCAN, a new version of an important algorithm for density-based clustering,
the DBSCAN. In our proposal we use a very simple approach for data indexing using a graph G(V, E), where V
represents the objects to be clustered and E edges connecting objects that are within a minimum proximity R of
each other. This R is deﬁned as one of the algorithm parameters, along with the parameter MinPts, which is used
to classify a vertex as a core vertex (vertices that have more than MinPts neighbors), border (vertices reachable
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from a core vertex) and noise (vertices that are not reachable from any core vertex). Using this graph, a BFS
is applied at each unvisited core vertex, where all vertices reachable from a given core are assigned to the same
cluster. The total time complexity of this approach is O(V2). We implemented this algorithm using GPUs, where
each of these steps were parallelized using an eﬃcient approach.
In order to evaluate our proposal, we developed a test set in which the number of objects to be clustered ran-
ged between 5, 000 and 700, 000 objects in a two-dimensional space. In order to compare our proposal with the
CUDA-DClust presented in [5], one of the most referenced versions of the GPU parallel DBSCAN, the parameters
R and MinPts were conﬁgured with the same values of that paper, 0.05 and 4, respectively. The CUDA-DClust
uses traditional implementation strategies of DBSCAN, getting a total time complexity of O(NlogN). In our
results, we demonstrate that, for our proposal, both the parallelization of the graph construction and the cluster
identiﬁcation achieved excellent speed-ups(82× for graph construction and 21× for the clusters identiﬁcation).
Moreover, the total execution time of our sequential algorithm were very close to the times achieved in the se-
quential version of CUDA-DClust. However, in terms of speedup, while the CUDA-DClust achieved 15×, our
algorithm achieved 112×, which is an extremely interesting result.
As future work, we aim to evaluate the G-DBSCAN on real data scenarios, where the volume is very large
and the data is represented by several dimensions. Considering the great importance of data mining techniques
in current scenarios as Web 2.0, where the data volume grows absurdly, our goal is to propose, implement and
evaluate these techniques using multiples GPUs.
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