Replacing the median by a general M-estimator, we construct in this paper a host of variants of the robust nonlinear pyramid transforms proposed by Donoho and Yu [SIAM J. Math. Anal., 31 (2000) pp. . Some of these new variants are more amenable to numerical implementations with provable properties when compared to the Donoho-Yu median-based pyramid transforms. At the crux of this generalized construction is the following result: the inverse problem of interpolating a univariate polynomial of degree n with n+1 prescribed values for any given continuous M-estimator on n + 1 nonoverlapping intervals is a well-posed procedure. While the proof of this result is nonconstructive, we study the use of Newton methods for constructing such a polynomial interpolant and report numerical results in some test cases.
Introduction. Donoho and Yu introduced in
a family of nonlinear pyramid transforms of signals which is reminiscent of linear biorthogonal wavelet transforms but has the advantage of being robust against non-Gaussian noise. Underlying their construction are the concept of measuring the median values of a signal over intervals at multiple scales and the accurate prediction of fine-scale median values from coarse-scale ones based on polynomial interpolation. The latter polynomial interpolation procedure, shown to be well posed by Goodman and Yu using a nonconstructive argument [6] , involves the solution of a nonsmooth system of equations for which no existing equation solvers are shown to be convergent.
Instead of directly attacking the computationally challenging median interpolation problem, we introduce in this paper a broad class of "continuous M-estimators" that include the continuous median as a special case. These M-estimators naturally lead to new classes of nonlinear pyramid transforms that extend the original family introduced by Donoho and Yu, which is based on the continuous median. Extending the result of Goodman and Yu, we demonstrate that the interpolation problem of the continuous M-estimators by polynomials is also well posed. With the use of a "smooth kernel," the latter interpolation problem is equivalent to solving a system of differentiable equations, which can be accomplished by, say, a stabilized Newton method that can be demonstrated to be globally and quadratically convergent. In turn, this implies that the pyramid transforms can be implemented using a broad class of robust statistics with the aid of a provably convergent Newton method.
In summary, the main contribution of our work is twofold: first, based on the class of continuous M-estimators, we have significantly broadened the original DonohoYu family of nonlinear pyramid transforms; more importantly, a large class of such transforms can be implemented by solving smooth systems of nonlinear equations by provably convergent numerical methods.
Continuous M-estimators.
We begin with a brief review of the median value of a continuous function f : R → R on an interval I and the associated interpolation problem. Specifically, the latter value is defined as med(f |I) := arg min A key step in the Donoho-Yu proposal for accurately predicting fine-scale medians from coarse-scale ones [3] (see section 5 for more details) requires the inversion of the map
where I i , i = 0, . . . , n, are nonoverlapping intervals and Π n is the (n + 1)-dimensional vector space of polynomials of degree not exceeding n. While this nonlinear map is known to be a homeomorphism [6] , implying that M −1 exists, computing M −1 (a) for a given vector a is nevertheless not an easy task. In general, we have to resort to numerical methods. (In the case of n = 2, closed-form formulas for M −1 can be found in [3, section 2].) Newton's method applied to the system of nonlinear equations M (p) = a is a prime candidate for this task. Nevertheless, since the map M is not everywhere differentiable, a classical Newton method for smooth systems (such as the ones in [2, 11] ) is therefore not applicable. Although there exist provably convergent Newton methods for "semismooth" systems (see [5, Chapters 7 and 8] and the references therein), it is an open problem at this time whether M in (2.2) is semismooth in general.
Partly to broaden the continuous median and partly to alleviate the computational difficulty with inverting the nondifferentiable map M in (2.2), this paper introduces the class of continuous M-estimators defined with respect to triples (K, f, ρ) satisfying the following blanket specifications: (a) K is a solid, compact, connected set whose boundary, denoted ∂K, has measure zero; (b) f is a real-valued continuous function defined on K; and (c) ρ : R → R + is a convex function with a unique minimizer at zero, and ρ(0) = 0. The solidness of K implies that its interior, denoted int K, is nonempty; hence K has positive measure. The convexity of ρ implies its continuity.
Corresponding to such a triple (K, f, ρ), we define the minimand θ(·; K, f, ρ) : R → R + and the continuous M-estimator m(f ; K, ρ) as follows:
When the pair (K, ρ) is clear from the context, we write m(f ) for m(f ; K, ρ). Implicit in the above definition of m(f ; K, ρ) is the assertion that this is a well-defined quantity (i.e., it exists and is unique); this will be justified in Theorem 2.2. Throughout the paper, we let C(K) denote the set of continuous real-valued functions defined on K.
Before establishing properties of the continuous M-estimator, we give several choices of the convex function ρ. Among these choices all are continuously differentiable except the absolute value function and the third one, which are both piecewise linear. The nomenclature "continuous M-estimator" is coined as a generalization of the well-known robust Huber M-estimator [7] , which is recovered from the fourth function. 1 . ρ(t) = |t| p for p ≥ 1. For p = 1, the resulting m(f ; K, ρ) is the continuous median of f on K:
generalizing the case of an interval K. For p = 2, the resulting m(f ; K, ρ) is the average of f on K:
where "meas" is the abbreviation of "measure." 2. ρ ε (t) = √ t 2 + ε 2 − ε for some ε > 0; this function ρ ε is a strictly convex, C ∞ approximation to the absolute-value function | · |. As we will prove in Proposition 4.4, m(f ; K, ρ ε ) converges to med(f |K) as ε ↓ 0. Consequently, for ε > 0 sufficiently small, we expect m(f ; K, ρ ε ) to be as robust against outliers as the standard median.
(A rigorous quantification of this claim is in the scope of robust statistics, which we will not get into in this paper.)
The resulting m(f ; K, ρ) measures the continuous α-quantile of the function f over K, i.e., the unique value m, such that
The resulting m(f ; K, ρ) is a continuous version of the Huber estimator for discrete empirical data.
Basic properties.
We begin our study of the continuous M-estimator by stating the following result that summarizes several basic properties of the minimand θ(·; K, f, ρ) and shows in particular that this function inherits many properties of ρ. In the proof of this and other results, we will freely use known properties of convex functions, which can all be found in the classic treatise by Rockafellar [10] . 
Proof. The convexity of θ follows from that of ρ; the coercivity of θ follows from the inequalities lim inf
Since K has positive measure, (b) is obvious. To prove (c), let h ∈ (0, 1]. We have
Since ρ − (t) exists for all t, by the compactness of K, it follows that for every ε > 0 there exists δ > 0 such that for all x ∈ K and all h ∈ (0, δ],
Since the right-hand side, as a function of x, is clearly integrable on K, it follows by the dominated convergence theorem that
Similarly, we can establish the desired formula for the left derivative of θ at m. The differentiability of θ in parts (d) and (e) can be proved easily. The positivity of θ in part (e) follows from the formula
Finally, it is clear that if the set Ω m has measure zero, then
where D m is the complement of Ω m in K. Conversely, suppose that Ω m has positive measure. Since the set of nondifferentiable points of ρ is countable, it follows that there must exist a t 0 ∈ R such that the set
Since the right-hand side is positive, it follows that θ − (m) > θ + (m); (f) therefore holds.
The next result summarizes various properties of the continuous M-estimator m(f ; K, ρ). Part (a) asserts the well-definedness of this minimizer and gives its variational characterization; part (b) says that this minimizer must belong to the range f (int K); part (c) is a technical property that will be used subsequently. 
Proof. The existence of a global minimizer of θ(·; K, ρ, f ) follows from its convexity (and thus continuity) and its coercivity on R. Moreover, such a global minimizerm is characterized by the inclusion 0 ∈ ∂θ(m; K, ρ, f ), with the latter subgradient equal to the interval 
Since the integrand on the left-hand side is continuous and nonpositive, it follows that
By what has been proved above, it follows that there exist
Hence, by the connectedness of K, there exists
Since ρ is a nonnegative function, we deduce ρ(f (
Finally, to prove (c), assume for contradiction that the measure of the set in question is zero. We then have Theorem 2. 3 . Let f and g be in
Since ρ − is nondecreasing, we deduce
By the variational characterization and uniqueness of m(g), it follows that m(f ) = m(g), which is a contradiction. If ρ is differentiable, then m(f ) and m(g) are the unique scalars m f and m g that satisfy the equations Step 1. Since f > g in the interior of K, we must have
the claim is that strict inequality also holds:
To prove this assertion, we distinguish between two cases (i) m(g) = min g and (ii) m(g) > min g.
Step
where the last inequality follows from Theorem 2.2(c). Consequently, (2.5) holds in case (i).
Step 3. In case (ii), we have min g < m(g). Consider the sets
Since E is contained in the closure of U , we must have meas U ≥ meas E. The desired inequality (2.5) follows readily if we can show meas U > meas E. Assume for contradiction that meas U = meas E. It then follows that meas (U \ E) = 0. But the only way the set U \ E, which is open in K, has zero measure is when it is empty. This means U = E. So E = U is both open and closed in K, which is a connected set. Hence either
The former is not possible because m(g) > min g; the latter is not possible because m(g) belongs to the range g(K). This establishes the claim, and thus (2.5) too.
Step 4. Inequality (2.5) implies
Consequently,
Note that (2.6) is only good enough to imply that (θ f ) − (m(g)) < 0, which is weaker than (2.7). If either θ f or θ g is differentiable at m(g), then (2.7) follows readily. This is clear in the former case, whereas in the latter case we have (
Step 5. If θ f and θ g both fail to be differentiable at m(g), let
We claim that there exists α * ∈ (0, 1) such that θ α * is differentiable at m(g). With this claim established, we can complete the proof as follows. Since f > f α * > g in the interior of K, together with the result in Step 4 and part (a) proved above, we arrive
Thus we are left only with the proof of the last claim.
Step 6. Let B be the set of points at which ρ fails to be differentiable. For each t ∈ B and α ∈ (0, 1), define
Note that for fixed t ∈ B and α > α , the sets N α,t and N α ,t are disjoint. Since K has finite measure, for each t ∈ B and each n = 1, 2, . . . , only a finite number of α satisfies meas N α,t > 1/n. Hence the set {α ∈ (0, 1) : meas N α,t > 0} is countable. Since B is countable, it follows that
if f is almost everywhere strictly greater than g. An example is if f and g are continuous functions defined on an interval I and are both strictly increasing, and f (x) > g(x) except at the midpoint of I.
Part ( 
from which the desired nonexpansiveness of m follows readily.
To prove statement (b), assume for contradiction that f (x) = g(x) for all x ∈ int K. It then follows that either f > g on int K or f < g on int K. Either case yields a contradiction to the assumption that m(f ) = m(g) by the strict monotonicity of m.
The next result asserts a "strong minimizing" property of m(f ; K, ρ) associated with a C 2 function ρ with positive second derivatives. A consequence of this property is that a global a posteriori error bound exists for the continuous M-estimator; see the last inequality in the proposition below. 
which implies, by convexity of θ,
) follows readily. The last assertion of the proposition is immediate from (2.8) and (2.9).
Interpolation of continuous M-estimators.
In this and the next section, we consider the interpolation of the continuous M-estimators of polynomials on given intervals. This section establishes the well-posedness of the interpolation problem using nonconstructive topological arguments, generalizing the main result in [6] . The next section discusses Newton's method for solving the interpolation problem with a smooth ρ.
Denote by Π n the space of all polynomials of degree ≤ n. Let I be a given closed finite interval. For any nonzero p ∈ Π n and any m ∈ R, the set p −1 (m) ∩ I has at most n elements. Hence, the set {t ∈ I : ρ is not differentiable at p(t) − m } is countable; consequently, by part (f) of Proposition 2.1, the function θ(m) is differentiable everywhere on R. Hence, for p ∈ Π n we have
We introduce the map M ρ : R n+1 → R n+1 associated with n + 1 nonoverlapping compact intervals I i , for i = 0, . . . , n, each with a nonempty interior, where nonoverlapping means int I i ∩ int I j = ∅ for all i = j. For each vector a ∈ R n+1 with components a i for i = 0, . . . , n, let M ρ (a) be the (n + 1)-vector whose ith compo- nent, for i = 0, . . . , n, is equal to m(p ; I i , ρ) , where p is the polynomial in Π n with coefficients a j ; i.e.,
The goal of this section is to establish the following main result, which immediately implies the well-posedness of the interpolation problem of continuous M-estimators: given any values m i , i = 0, . . . , 
where · denotes the Euclidean norm in R n+1 and L i > 0 is a constant that depends on the interval I i and is independent of ρ and the vectors a and We divide the remaining proof into several major steps.
Step 1. Define, for any scalar c > 0, the function ρ c : R → R by ρ c (t) := ρ(ct) for all t ∈ R. Observe that for any interval I and any function f ∈ C(I), we have
It follows that for a nonzero vector a ∈ R n+1 ,
Thanks to the compactness of S n and the equi-Lipschitz continuity of {M ρc : c > 0}, the converse implication also holds. Indeed, assume that (3.7) holds but (3.6) does not. There exist sequences {a
Since S n is compact, we may assume without loss of generality that the sequence {a k } converges to some a ∞ ∈ S n . By (3.3), we have
Consequently, it follows that
which contradicts (3.7). Hence (3.6) ⇐⇒ (3.7).
Step 2. Let a ∈ R n+1 be an arbitrary nonzero vector, and let p ∈ Π n be given by (3.2). Since p has no more than n roots and since there are (n + 1) nonoverlapping intervals I i , it follows that one of two cases must hold:
(i) there exists j ∈ {0, . . . , n} such that p > 0 or p < 0 on I j , or (ii) n ≥ 1 and there exists j ∈ {0, . . . , n − 1} such that I j and I j+1 intersect at a common endpoint where p vanishes and p(x)p(y) < 0 for all x ∈ int I j and y ∈ int I j+1 . To see this, note the following special property of a polynomial. Namely, if a polynomial does not change sign and does not vanish in an interval except at one interior point of the interval, then the latter point must be a root of the polynomial of multiplicity at least two. By this property and a straightforward counting argument, one can easily show that if neither of the above two cases hold, then, counting multiplicities, p must have at least n + 1 zeros, which is impossible. To complete the proof of the theorem, we show that (3.7) holds in either case (i) or (ii) above.
Step 3. In case (i) there exists δ > 0 such that p or −p ≥ δ on I j . Since m(p ; I j , ρ c ) = p(t j ) for some t j ∈ I j , it follows that M ρc (a) ≥ δ for all c > 0.
Step 4. In case (ii) we prove (3.7) by contradiction. If By (3.1), we have the following optimality condition: We then have
Since meas{t ∈ I i : p(t)
where
by the monotonicity of (ρ c k ) + . Hence
Similarly, using
), which is a contradiction.
Newton's method for interpolation. By Theorem 3.1, the equation
has a unique solution for every vector b ∈ R n+1 ; moreover, such a solution depends continuously on b. A natural approach to solve (4.1) is by Newton's method, possibly with a globalization scheme [2] . In order for this method to be directly applicable, we take ρ to be twice continuously differentiable throughout this section. This smoothness assumption allows us to completely bypass the difficulty in dealing with the nonsmoothness of the original median-interpolation problem considered in [3, 6] . Moreover, by the theorem below, if ρ > 0, then M ρ is a diffeomorphism on R n+1 ; i.e., both M ρ and (M ρ ) −1 are differentiable maps. In particular, M ρ has a nonsingular Jacobian matrix everywhere on R n+1 . 
As a function of the two arguments (m, a) ∈ R 1+(n+1) , θ i is twice continuously differentiable. For any fixed but arbitrary vector a ∈ R n+1 , the continuous M-estimator M i (a) is the unique root m of the equation
which is a parametric, nonlinear equation with m as the primary variable and a as the parameter. By Proposition 2.5,
Therefore, by the implicit-function theorem, it follows that M i (and thus M) is a differentiable function on R n+1 . We claim that the Jacobian matrix of M at a ∈ R n+1 , denoted JM(a), is nonsingular. Note that
If e ∈ R n+1 is such that JM(a)e = 0, then we have
By a direct differentiation, we can see that the above is equivalent to
where q(t) ≡ n j=0 e j t j . Since ρ is everywhere positive, it follows that q has at least one zero in int I i for every i = 0, . . . , n. Consequently, the polynomial q(t), which is of degree n, has n + 1 distinct real roots. This is not possible unless q(t) is the zero polynomial. Hence JM(a) must be nonsingular. This implies that M −1 is differentiable; hence M is a diffeomorphism on R n+1 . The condition ρ > 0 cannot be dispensed with in the above theorem. For example consider ρ = | · | p ; then ρ ∈ C 2 when p ≥ 2. On the other hand, M |·| p is homogeneous of degree 1; i.e.,
where D v denotes the directional derivative operator in the direction v. This implies that M |·| p is differentiable at the origin if and only if M |·| p is a linear map; but an elementary calculation shows that (unless n ≤ 1) the latter is true when and only when p = 2.
Method I.
With the above preparation, we can formally state a globally convergent Newton method for solving (4.1); see [2, 11] . In essence, this is the damped Newton method that involves two main computational steps in each iteration: the first step is solving the Newton equation
for the direction da k at the current iterate a k ; the second step is performing an Armijo line search [1, section 1.2, p. 29] on the merit function
at the current iterate along the computed Newton direction. Normally, given scalars σ and β in (0, 1), the latter line search calls for the determination of the smallest nonnegative integer i satisfying
With the function φ on hand and the search direction da k computed from (4.4), we have
Noting the latter identity, we formulate the following algorithm.
Newton's Algorithm for Interpolation. Proof. The well-definedness of each search direction da k is ensured by the nonsingularity of JM ρ (a) on R n+1 . Since the method is essentially a gradient-related line-search method applied to the unconstrained minimization of the merit function φ(a), standard results from nonlinear programming, such as [1, Proposition 1.2.1], guarantee that the sequence {a k } is well defined and that every accumulation point of the sequence is a stationary point of φ. At least one such point must exist because φ has bounded level sets; in turn, the latter is due to the diffeomorphism property
and JM ρ (a) is a nonsingular matrix for all a, it follows that every accumulation point of the sequence {a k } satisfies (4.1).
Since the latter equation has a unique solution, it follows that {a k } converges to the unique solution of (4.1). Letting a * be the unique zero of (4.1), we note that
is positive definite. Therefore, by verifying the wellknown Dennis-Moré condition (see [2, equation (6.3.10) ]), Theorem 6.3.4 in the latter reference immediately yields the assertion about the ultimate attainment of a unit step size (i.e., i k = 0 for all but finitely many k). This in turn readily implies the quadratic convergence statement.
Method II.
We present below an alternative formulation of the system of equations (4.1) which results in a total bypass of the evaluation of M ρ (a). Nevertheless, we should caution the reader that there is a theoretical difference between the alternative formulation and the original equation (4.1) that will become clear in the following discussion.
Since
is the left-hand side of the above equation. It is useful to clarify the difference between the two functions M and F in terms of the following function:
A similar Newton method can be applied to the equation
It is easy to show that
Under the assumptions of Theorem 4.1, we can show that JF (a) is nonsingular for all a ∈ R n+1 . Thus F is a local homeomorphism everywhere on R n+1 . However, unlike M, F is in general not a global homeomorphism. In fact, for a function ρ whose derivative ρ is bounded (e.g., ρ(t) ≡ √ t 2 + c − √ c for any c > 0), it is clear that F has a bounded range and therefore cannot be norm-coercive, and thus it cannot be a global homeomorphism.
In spite of the theoretical difference, Newton's method can be applied to (4.6). Omitting the details, we summarize the two main computational steps in each iteration. At the beginning of each iteration, an iterate a k ∈ R n+1 is given. We then solve for da k in the equation
and next perform an Armijo line search on the merit function
starting at a k and moving along the direction da k . In the resulting scheme, there is no longer a need to evaluate M(a k ). The convergence of this alternative application of Newton's method is summarized below. 
Smoothed continuous medians.
In addition to producing M-estimators that are of independent interest, the choice of a C 2 function ρ can be used to approximate the continuous median. One such family of "smoothed continuous medians" is obtained by letting
where ε is a positive scalar presumed to be small. Note that ρ ε is globally Lipschitz continuous on R and ρ ε is positive everywhere. Notice that
By the next proposition (which is stated in a general context), the above inequality implies that {m(f ; I i , ρ ε )} converges to med(f |I i ), as ε ↓ 0, for all f ∈ C(I i ). This limit justifies the use of m(f ; I i , ρ ε ) as an approximation of the continuous median med(f |I i ). 
To establish the desired limit, it suffices to show that for every sequence of positive scalars {ε k } converging to zero, the sequence {m(f ; K, ρ ε k )} converges to m(f ; K, ρ). In turn, it suffices to show that if
where κ is an infinite subset of {1, 2, . . . }, then
For all k sufficiently large, we have
Passing to the limit k(∈ κ) → ∞ readily yields the desired inequality (4.8).
4.4.
Method II applied to interpolation of medians and smoothed medians. We have implemented a Matlab solver MEstimatorInterp that applies Method II in section 4.2 to the M-estimator interpolation problem. We shall report and compare some of the numerical results based on this solver in the next subsection. In the implementation, we evaluate a polynomial using its Lagrange form. Specifically, for a polynomial L i in Π n , we write, relative to the interval I i ,
The numerical result pertains to the following:
(i) MEstimatorInterp applied to the smoothed median-interpolation problem. In this case
(ii) MEstimatorInterp applied to the median-interpolation problem. In this case (iii) MedianInterp in [4, section 2. 1.4] applied to the median-interpolation problem. Based on a fixed-point iteration, an implementation of this solver, whose convergence has not been established, is freely available in WaveLab 802 at http://wwwstat.stanford.edu/˜wavelab/.
(iv) Same as (ii), except that the initial guess is chosen to be the fourth iterate computed from the fixed-point method in (iii).
Here are some implementation details: Initial guess. Except in case (iv), we use the midpoint interpolant of the data p 0 := n i=0 b i L i as the initial guess. This is motivated by the heuristic
Computing F (a). The integrals (4.9) and (4.10) are computed using quad() in Matlab 6.1. This routine is based on a recursive adaptive Simpson quadrature. The tolerance is set to tol = 10 −12 . The evaluations of i a i L i (t) in the integrands of (4.9) and (4.10) are performed using Neville's algorithm.
Computing JF (a). For the computation of the Jacobian of F in the case of (4.9), one can in principle use (4.7), which basically involves an integral with ρ appearing in the integrand. This approach, however, turns out to be quite problematic for the purpose of smoothed median interpolation, since in this application ρ (x) ≈ sign(x) and ρ (x) ≈ the dirac function. Thus we approximate ∂F i (a)/∂a j based on a central divided difference:
where e j is the jth vector in the standard basis of R n+1 . This bypasses the singularity of ρ at zero. The finite difference (4.11) is applicable to the case of the medianinterpolation problem; however, we remind the reader that at the time this article is written it is not known whether Method II applied to (4.10) would enjoy any convergence property.
Stopping criterion. We terminate a Newton iteration when the number of steps in a Armijo line search exceeds an upper bound MAX_LINE_SEARCH (chosen to be 10 in MEstimatorInterp.) In both experiments, we take I i = [i, i + 1]. Each of (i)-(iv) in section 4.4 is applied to both datasets above; in the following discussion we label the corresponding subexperiments as I(i)-I(iv) and II(i)-II(iv), respectively. The left panels of Figure 1 depict the error curves log(||F (a k )||) versus k; on the right panels we graph the midpoint, median, and smoothed median (with smoothing factor ε = 0.1) interpolants of the data.
While Method II applied to median interpolation converges in Experiment II(ii), the method clearly fails in Experiment I(ii). Nevertheless, the latter failure of convergence is remedied by Experiment I(iv). As mentioned, there is currently no theoretical guarantee that the Newton method with line search applied to the nonsmooth systems in (ii) would enjoy any global (or even local) convergence property. Moreover, one can see from Figure 1 (a) and (c) that Newton Method II applied to the nonsmooth median interpolation does not seem to offer fast convergence. On the other hand, Newton Method II applied to the smoothed median-interpolation problem exhibits superlinear convergence in Experiments I(i) and II(i), as expected from Theorem 4.3. As seen from Figure 1 (a) and (c), the rates of convergence are noticeably faster than those in Experiment I(iii) and II(iii).
In summary the fixed-point algorithm used in MedianInterp for solving the median interpolation problem converges slower than Newton Method II applied to the smoothed median-interpolation problem. The latter method has a provable superlinear convergence property, while the former method has a conjectured linear convergence property. In terms of actual computational speed, one step of Newton iteration in our current implementation of MEstimatorInterp is much slower than one step of fixed-point iteration in MedianInterp; this is to be expected. Indeed, one can definitely improve the implementation of MEstimatorInterp.
During the revision of this article, we received the preprint by Qi [9] , who studies the smoothness properties of M ρ and F ρ defined in section 4.1 and 4.2 in the case of the Huber M-Estimator (i.e., when ρ is given by (2.3) .) The same article also illustrates a fundamental difficulty in the numerical solution of the median-interpolation problem: specifically, it is shown in section 4 of [9] that F |·| , unlike M |·| , is in general not even locally Lipschitz. This supports the slow convergence observed empirically in Experiments I(ii),(iv) and II(ii),(iv).
Nonlinear pyramid transforms based on M-estimators.
Following the same strategy proposed in [3] , one can now use the results in this paper to construct new nonlinear pyramid transforms: for a given signal f : R → R, one measures the M-estimators of f over dyadic intervals I j,k = [2 −j k, 2 −j (k + 1)], performs coarse-tofine prediction using local polynomial interpolation, which has been shown to be a well-posed procedure by Theorem 3.1, and then defines the pyramid coefficients based on the errors of such predictions.
Nonlinear subdivision operator. We first define a new class of nonlinear subdivision operators which will serve the purpose of coarse-to-fine prediction. Denote by l(Z) the vector space of all real sequences defined on Z. Let ρ be a convex function with the standard assumptions. Let L ≥ 1 be an integer. For a given y ∈ l(Z) and h > 0, define S ρ,L;h (y) ∈ l(Z) as follows. There is also an inversion process for recovering f from MeIPT(f ; L, ρ) based on sequentially reversing the steps above. For this purpose we need also the observation that 
