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Abstract: The paper considers the following nonhomogeneous Schro¨dinger-
Maxwell system
(SM)
{
−∆u+ u+ λφ(x)u = |u|p−1u+ g(x), x ∈ R3,
−∆φ = u2, x ∈ R3,
where λ > 0, p ∈ (1, 5) and g(x) = g(|x|) ∈ L2(R3) \ {0}. There seems no any
results on the existence of multiple solutions to problem (SM) for p ∈ (1, 3].
In this paper, we find that there is a constantCp > 0 such that problem (SM)
has at least two solutions for all p ∈ (1, 5) provided ‖g‖L2 ≤ Cp, but only for
p ∈ (1, 2] we need λ > 0 is small. Moreover, Cp =
(p−1)
2p [
(p+1)Sp+1
2p ]
1/(p−1), where
S is the Sobolev constant.
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1 Introduction
In this paper, we are concerned with the existence of multiple solutions for the
following nonhomogeneous Schro¨dinger-Maxwell system
{
−∆u+ u+ λφ(x)u = |u|p−1u+ g(x), x ∈ R3,
−∆φ = u2, x ∈ R3,
(1.1)
where λ > 0 is a parameter, p ∈ (1, 5) and g(x) = g(|x|) ∈ L2(R3).
Problem (1.1) is related to the study of nonlinear Schro¨dinger equation for
a particle in an electromagnetic field. For more details on the physical aspects
about the problem we refer the reader to [5, 16] and the references therein. If
g(x) ≡ 0, the existence of solutions to problem (1.1) has been discussed under
different ranges of p, for examples, [8] [9] [10] for p ∈ [3, 5), [4] for p ∈ (2, 5),
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[13] for p ∈ [2, 3) and [2] [3] [15] for p ∈ (1, 5) or general nonlinearity, etc. Some
recent results in this direction was summarized in [1]. However, if g(x) 6≡ 0,
only a few results are known for problem (1.1) when p ∈ (3, 5). In [16], three
radially symmetric solutions of (1.1) were obtained for p ∈ (3, 5) and ‖g‖L2
is small enough. In [7, 18], the authors considered problem (1.1) with certain
potential and the existence of multiple solutions is established for p ∈ (3, 5). To
the authors’ knowledge, it is still open whether the problem (1.1) has multiple
solutions under p ∈ (1, 3] and g(x) 6≡ 0. The aim of this paper is to prove that
problem (1.1) has at least two solutions for all p ∈ (1, 5) and ‖g‖L2 is suitably
small.
For u ∈ H1(R3), let φu be the unique solution of −∆φ = u
2 in D1,2(R3),
then
φu(x) =
1
4π
∫
u2(y)
|x− y|
dy, (1.2)
here and in what follows, we denote
∫
R3
simply by
∫
. Define the energy func-
tional Iλ : H
1(R3)→ R by
Iλ(u) =
1
2
∫
|∇u|2+u2dx+
λ
4
∫
φuu
2dx−
1
p + 1
∫
|u|p+1dx−
∫
g(x)udx. (1.3)
If g(x) ∈ L2(R3) and p ∈ [1, 5], it is known that I ∈ C1(H1(R3),R) and for any
ϕ ∈ H1(R3),
〈I ′λ(u), ϕ〉 =
∫
∇u∇ϕ+ uϕdx+ λ
∫
φuuϕdx−
∫
|u|p−1uϕdx−
∫
g(x)ϕdx.
(1.4)
Furthermore, if g(x) = g(|x|) and u ∈ H1r (R
3) satisfies I ′λ(u)ϕ = 0 for all
ϕ ∈ H1r (R
3), Lemma 2.4 of [9] showed that (u, φu) satisfies (1.1) in the weak
sense. For simplicity, in many cases we just say u ∈ H1r (R
3), instead of
(u, φu) ∈ H
1
r (R
3)×D1,2(R3), is a weak solution of (1.1).
For all λ > 0, p ∈ (1, 5) and ‖g‖L2 suitably small, it is not difficult to get
a solution u0 of (1.1) by the Ekeland’s variational principle. Moreover, u0 is
a local minimizer of Iλ and of negative energy, that is, Iλ(u0) < 0. To get a
solution of (1.1) with positive energy, we have to study the problem (1.1) in the
following two cases: p ∈ (2, 5) and p ∈ (1, 2], respectively.
When p ∈ (2, 5), by using the transform wt(x) = t
2w(tx) for some w ∈
H1r (R
3) and t > 0 large enough, we can show that Iλ satisfies the mountain
pass geometry for any λ > 0 (see Lemma 3.1) and get a (PS)c(c > 0) sequence
{un} of Iλ. For p ∈ [3, 5), it is easy to prove the boundedness of {un} and
the (PS) condition. But for p ∈ (2, 3), it is still not clear if the (PS) condition
holds. To overcome this difficulty in the case of g(x) ≡ 0, Ruiz [15] introduced
an interesting manifold M and then proved that there exists a positive radial
function u˜ such that 0 < Iλ(u˜) = inf{Iλ(u) : u ∈ M} and I
′
λ(u˜) = 0. Using
this manifold M and the concentration compactness principle, Azzollini and
Pomponio [4] established the existence of a ground state for problem (1.1) under
2
g(x) ≡ 0 and p ∈ (2, 5). However, the method used in [4, 15] does not apply
to (1.1) when g(x) 6≡ 0. In this paper, by introducing a suitable approximation
problem, we try to use the Theorem 1.1 of [11] to get a special (PS) sequence
for Iλ based on the weak solutions of the approximation problem, then to show
that this special (PS) sequence converges to a solution of problem (1.1) in the
case of g(x) 6≡ 0. We should mention that this kind of idea has been used in
[2] to get multiple solutions to (1.1) in the case of g(x) ≡ 0 and p ∈ (2, 5).
However, when g(x) 6≡ 0 we cannot prove the boundedness of a (PS) sequence
by following similar idea as those of Lemma 2.6 in [2], here we have to use an
indirect method to do that, see our proof of Lemma 3.2.
However when p ∈ (1, 2], we note that (1.1) has no any positive energy
solution for λ > 0 large enough (see Theorem 4.1). Based on this observation,
by using the cut-off technique as in [12](see also [3, 14]) and combining some
delicate analysis, we finally get a positive energy solution for problem (1.1) with
λ > 0 small.
Notations: Throughout this paper, we denote the standard norms of H1(R3)
and Lp(R3) by || · || and | · |p, respectively.
For p ∈ [1, 5], by Sobolev embedding theorem, we have
inf
|u|p+1=1
‖u‖ , S > 0. (1.5)
Let
Cp =
(p− 1)
2p
(
(p+ 1)Sp+1
2p
)1/(p−1)
. (1.6)
Our main results are as follows:
Theorem 1.1 If p ∈ (2, 5) and g(x) ∈ C1(R3) ∩L2(R3) is a nonnegative func-
tion satisfying
(G1): g(x) = g(|x|) 6≡ 0.
(G2): 〈∇g(x), x〉 ∈ L2(R3).
(G3): |g|2 < Cp, where Cp given by (1.6).
Then, for all λ > 0, problem (1.1) has at least two nontrivial solutions u˜0 and
u˜1 such that Iλ(u˜0) < 0 < Iλ(u˜1).
Theorem 1.2 If p ∈ (1, 2], g(x) satisfies (G1) and (G3). Then, only for λ >
0 small, problem (1.1) has two nontrivial solutions u˜0 and u˜1 with property
Iλ(u˜0) < 0 < Iλ(u˜1). For λ > 0 large enough, problem (1.1) has no any
solution with positive energy.
2 A weak solution with negative energy
The aim of this section is to get a weak solution with negative energy to problem
(1.1), for any λ > 0 and p ∈ (1, 5). With the aid of Ekeland’s variational
3
principle, this weak solution is obtained by seeking a local minimum of the
energy functional Iλ.
Lemma 2.1 Let p ∈ (1, 5) and |g|2 < Cp with Cp given by (1.6). Then for the
energy functional Iλ defined by (1.3), there exist α > 0 and ρ > 0 such that
Iλ(u) ≥ ρ > 0, for all λ > 0 and ‖u‖ = α.
Proof : For all λ > 0 and u ∈ H1(R3), by Sobolev embedding theorem, we have
Iλ(u) ≥
1
2
‖u‖2 −
1
(p+ 1)Ap
‖u‖p+1 − |g|2‖u‖
= ‖u‖(
1
2
‖u‖ −
1
(p+ 1)Ap
‖u‖p − |g|2), (2.1)
where S1 and Ap are given by (1.5) and (1.6).
Set h(t) = 12 t−
1
(p+1)Ap
tp for t ≥ 0. By direct calculations, we see that
max
t≥0
h(t) = h(α) = Cp,
where α = [(p+1)Sp+1/2p]1/(p−1). Then it follows from (2.1) that if |g|2 < Cp,
there exists ρ = α(h(α)− |g|2) > 0 such that Iλ(u)|‖u‖=α ≥ ρ > 0 for all λ > 0.

Theorem 2.1 If p ∈ (1, 5), 0 ≤ g(x) = g(|x|) ∈ L2(R3) \ {0} and |g|2 < Cp,
Cp is given by (1.6). Then for any λ > 0, there exists u0 ∈ H
1
r (R
3) such that
Iλ(u0) = inf{Iλ(u) : u ∈ H
1
r (R
3) and ‖u‖ ≤ α} < 0, (2.2)
where α is given by Lemma 2.1. Moreover, u0 is a solution of problem (1.1).
Proof : Since g(x) = g(|x|) ∈ L2(R3), g(x) ≥ 0 and g(x) 6≡ 0, we can choose a
function v ∈ H1r (R
3) such that
∫
g(x)vdx > 0. Then for t > 0 small enough, we
have
Iλ(tv) =
t2
2
∫
|∇v|2+v2dx+
λt4
4
∫
φvv
2dx−
tp+1
p+ 1
∫
|v|p+1dx−t
∫
g(x)vdx < 0.
This shows that c0 := inf{Iλ(u) : u ∈ B¯α} < 0, where B¯α = {u ∈ H
1
r (R
3) :
‖u‖ ≤ α}. By Ekeland’s variational principle, there exists {un} ⊂ B¯α such that
(i) c0 ≤ Iλ(un) ≤ c0 +
1
n
, and (ii) Iλ(w) ≥ Iλ(un)−
1
n
‖w− un‖ for all w ∈ B¯α.
From a standard procedure, see for example [19], we can prove that {un} is
a bounded (PS) sequence of Iλ. Then by the compactness of the embedding
H1r (R
3) →֒ Lp(R3)(2 < p < 6), there exists u0 ∈ H
1
r (R
3) such that un
n
→ u0
strongly in H1r (R
3). Hence Iλ(u0) = c0 < 0 and I
′
λ(u0) = 0. 
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3 Positive energy solution for p ∈ (2, 5)
In this section, we aim to prove that problem (1.1) has a mountain pass type
(positive energy) solution for any λ > 0 and p ∈ (2, 5). As is known, it is
not easy to show that a (PS) sequence of the functional Iλ is bounded when
p ∈ (1, 3) because of the appearance of nonlocal term of (1.2). In particular,
p ∈ (1, 2] is the hardest case, which we will be deal with in the following section.
To show the boundedness of a (PS) sequence of Iλ in the case of p ∈ (2, 5), it
is also nontrivial. Here we have to use a theorem of [11], which is essentially
based on Struwe’s monotonicity trick [17] and it has been successfully used
to handle many homogeneous elliptic problems, for examples, [2, 3] and the
references therein. Motivated by these papers, we apply this theorem to solve
our inhomogeneous elliptic problem (1.1). Let us recall the abstract theorem.
Theorem 3.1 [11, Theorem 1.1] Let (X, ‖ · ‖) be a Banach space, J ⊂ R+ an
interval and (Iµ)µ∈J a family of C
1-functionals on X of the form
Iµ(u) = A(u)− µB(u), ∀ µ ∈ J,
where B(u) ≥ 0, ∀ u ∈ X and B(u) → +∞ or A(u) → +∞ as ‖u‖ → ∞.
Assume that there are two points v1, v2 ∈ X such that
c(µ) := inf
γ∈Γ
max
t∈[0,1]
Iµ(γ(t)) > max{Iµ(v1), Iµ(v2)}, for µ ∈ J,
where
Γ = {γ ∈ C([0, 1], X) : γ(0) = v1, γ(1) = v2}.
Then, for almost every µ ∈ J , there is a sequence {vn} ⊂ X such that
(i) {vn} is bounded, (ii) Iµ(vn)→ c(µ), (iii) I
′
µ(vn)→ 0 in the dual of X.
In order to applying Theorem 3.1 to get a solution to our problem (3.1), we
introduce, for any fixedλ > 0, the following approximation problem
{
−∆u+ u+ λφ(x)u = µ|u|p−1u+ g(x), x ∈ R3,
−∆φ = u2, x ∈ R3,
(3.1)
where µ ∈ [1/2, 1], p ∈ (2, 5) and g(x) = g(|x|) ∈ L2(R3).
Let X = H1r (R
3) and J = [1/2, 1], and define Iλ,µ : X → R by
Iλ,µ(u) = A(u)− µB(u),with
A(u) =
1
2
∫
|∇u|2+u2dx+
λ
4
∫
φuu
2dx−
∫
g(x)udx, B(u) =
1
p+ 1
∫
|u|p+1dx.
Then (Iλ,µ)µ∈J is a family of C
1-functionals on X , B(u) ≥ 0, ∀ u ∈ X and
A(u) ≥ 12‖u‖
2 − |g|2‖u‖ → +∞ as ‖u‖ → ∞.
Lemma 3.1 Let λ > 0 be fixed. Assume that p ∈ (2, 5), 0 ≤ (6≡)g(x) = g(|x|) ∈
L2(R3) and |g|2 < Cp with Cp given by (1.6), then
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(i) There exist a, b > 0 and e ∈ H1r (R
3) with ‖e‖ > b such that
Iλ,µ(u) ≥ a > 0 with ‖u‖ = b and Iλ,µ(e) < 0 for all µ ∈ [1/2, 1].
(ii) For any µ ∈ [1/2, 1], we have
cλ,µ := inf
γ∈Γ
max
t∈[0,1]
Iλ,µ(γ(t)) > max{Iλ,µ(0), Iλ,µ(e)},
where Γ = {γ ∈ C([0, 1], H1r (R
3)) : γ(0) = 0, γ(1) = e}.
Proof : (i) Since Iλ,µ(u) ≥ Iλ,1(u) for all u ∈ H
1
r (R
3) and µ ∈ [1/2, 1], by
Lemma 2.1 there exist a, b > 0, which are independent of µ ∈ [1/2, 1], such that
Iλ,1(u) ≥ a > 0 with ‖u‖ = b.
We choose a function w ∈ H1r (R
3) ≥ (6≡)0. Setting wt(x) = t
2w(tx) for
t > 0, then we have for all µ ∈ [1/2, 1],
Iλ,µ(wt) ≤
1
2
∫
|∇wt|
2 + w2t dx +
λ
4
∫
φwtw
2
t dx−
1
2(p+ 1)
∫
|wt|
p+1dx
=
t3
2
∫
|∇w|2dx+
t
2
∫
w2dx+
λt3
4
∫
φww
2dx −
t2p−1
2(p+ 1)
∫
|w|p+1dx.
Noting that p ∈ (2, 5), there exists t0 > 0 large enough, which is independent
of µ ∈ [1/2, 1], such that Iλ,µ(wt0) < 0 for all µ ∈ [1/2, 1]. Hence, (i) holds by
taking e = wt0 .
(ii) By the definition of cλ,µ, we have for all µ ∈ [1/2, 1],
cλ,µ ≥ cλ,1 ≥ a > 0,
where a > 0 is given in (i). Since Iλ,µ(0) = 0 and Iλ,µ(e) < 0 for all µ ∈ [1/2, 1],
we see that (ii) holds. 
By Lemma 3.1 and Theorem 3.1, there exists {µj} ⊂ [1/2, 1] such that
(i) µj → 1 as j → +∞, and
(ii) Iλ,µj has a bounded (PS) sequence {u
j
n} at the level cλ,µj .
Since the embedding H1r (R
3) →֒ Lp(R3)(2 < p < 6) is compact, we can show
that for each j ∈ N, there exists uj ∈ H
1
r (R
3) such that ujn
n
→ uj strongly in
H1r (R
3) and uj is a solution of problem (3.1) with µ = µj . Moreover, we have
0 < a ≤ Iλ,µj (uj) = cλ,µj ≤ cλ, 1
2
and I ′λ,µj (uj) = 0, for all j ∈ N. (3.2)
Under the conditions of Theorem 1.1, following the argument in [6], we can
prove that uj satisfies the following type of Pohozaev identity∫
1
2
|∇uj |
2 +
3
2
u2j +
5
4
λφuju
2
jdx =
∫
3µj
p+ 1
|uj |
p+1 + (3g(x) + 〈x,∇g(x)〉) ujdx.
(3.3)
6
In what follows, we turn to showing that {uj} converges to a solution of problem
(1.1). For this purpose, it is necessary to prove that {uj} is bounded in H
1
r (R
3).
If g(x) ≡ 0, this can be done directly by solving the system of linear equations
(3.2) and (3.3) for {|uj|2} and {|∇uj|2}. However, if g(x) 6≡ 0, this method
seems not work well. Here we introduce a new system based on (3.2) and (3.3),
then argue by contradiction.
Lemma 3.2 Under the conditions of Theorem 1.1, if p ∈ (2, 5), then {uj} is
bounded in H1r (R
3).
Proof : We prove the lemma by the following two steps.
Step 1. {|uj|2} is bounded.
By contradiction, we assume that |uj|2
j
→ +∞. Let vj =
uj
|uj |2
, Xj =
∫
|∇vj |
2dx,
Yj = λ|uj |
2
2
∫
φvjv
2
jdx and Zj = µj |vj |
p+1
p+1|uj |
p−1
2 . It follows from (3.2) that{ ∫ 1
2 |∇uj |
2 + 12u
2
j +
λ
4φuju
2
jdx−
µj
p+1
∫
|uj |
p+1dx −
∫
g(x)ujdx = cλ,µj ,∫
|∇uj |
2 + u2j + λφuju
2
jdx−
∫
g(x)ujdx = µj
∫
|uj|
p+1,
(3.4)
and {cλ,µj} is bounded. Note that g(x), 〈∇g(x), x〉 ∈ L
2(R3). Multiplying (3.3)
and (3.4) by 1
|uj |22
, we see that


1
2Xj +
1
4Yj −
1
p+1Zj = −
1
2 + o(1),
1
2Xj +
5
4Yj −
3
p+1Zj = −
3
2 + o(1),
Xj + Yj − Zj = −1 + o(1),
(3.5)
where o(1) denotes the quantity tends to zero as j → +∞. For p ∈ (2, 5),
solving(3.5) we have
Xj =
p− 1
2(2− p)
+ o(1).
This is a contradiction for j large enough since Xj ≥ 0 for all j ∈ N. Thus, for
p ∈ (2, 5), {|uj|2} is bounded.
Step 2. {|∇uj|2} is bounded.
Similar to the proof of Step 1, we assume by contradiction that |∇uj |2
j
→ +∞.
Let wj =
uj
|∇uj |2
, Mj = λ|∇uj |
2
2
∫
φwjw
2
jdx and Nj = µj |wj |
p+1
p+1|∇uj |
p−1
2 , then
multiplying (3.4) by 1
|∇uj |22
and noting that {|uj|2} is bounded, we get


1
4Mj −
1
p+1Nj = −
1
2 + o(1),
5
4Mj −
3
p+1Nj = −
1
2 + o(1),
Mj −Nj = −1 + o(1).
(3.6)
From the first and second equations of (3.6), we have
Mj = 2 + o(1), Nj = p+ 1 + o(1).
This and the third equation of (3.6) implies that p = 2 + o(1). So, if p 6= 2, we
see that (3.6) is impossible. Thus, for p ∈ (2, 5), {|∇uj |2} is bounded. 
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Proof of Theorem 1.1: By Lemma 3.2 we can show that {uj} is a
bounded (PS) sequence of Iλ. Then by the compactness of the embedding
H1r (R
3) →֒ Lp+1(R3)(2 < p < 5), it follows that for any λ > 0, problem (1.1)
has a solution u1 satisfying Iλ(u1) > 0. Thus, combining Theorem 2.1, we com-
plete the proof of Theorem 1.1. 
4 Positive energy solution for p ∈ (1, 2]
In this section, we claim first that problem (1.1) with 1 < p ≤ 2 has no any
solution with positive energy for λ > 0 large enough.
Theorem 4.1 Assume that p ∈ (1, 2] and g(x) ∈ L2(R3)(may not be radially
symmetric). Then problem (1.1) has no any solution with positive energy if
λ > 0 is large enough.
Proof: Let w ∈ H1(R3) be a solution of problem (1.1). Then 〈I ′λ(w), w〉 = 0
and
Iλ(w) = −
{
1
2
∫
|∇w|2 + w2dx+
3λ
4
∫
φww
2dx−
p
p+ 1
∫
|w|p+1dx
}
. (4.1)
By (20) of [15], we have
√
λ/8
∫
|w|3dx ≤
1
4
∫
|∇w|2dx+
λ
8
∫
φww
2dx. (4.2)
For p ∈ (1, 2] and λ > 0 large enough, it follows from (4.1) and (4.2) that
Iλ(w) ≤ −
{∫
1
2
w2 +
√
λ/2|w|3 −
p
p+ 1
|w|p+1dx
}
< 0.
Hence, problem (1.1) must have no any solution with positive energy if λ > 0
is large enough. 
When p ∈ (1, 2], Theorem 4.1 implies that we may find a solution with
positive energy to problem (1.1) only for λ > 0 small. In this case, to get a
bounded (PS)c(c > 0) sequence of Iλ, following [12] we introduce the cut-off
function η ∈ C∞(R+,R+) satisfying

η(t) = 1, for t ∈ [0, 1],
0 ≤ η(t) ≤ 1, for t ∈ (1, 2),
η(t) = 0, for t ∈ [2,+∞),
|η′|∞ ≤ 2,
(4.3)
and consider the modified functional Iλ,M : H
1
r (R
3)→ R defined by
Iλ,M (u) =
1
2
∫
|∇u|2+u2dx+
λ
4
∫
ψM (u)φuu
2dx−
1
p+ 1
∫
|u|p+1dx−
∫
g(x)udx,
(4.4)
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where ψM (u) = η(
‖u‖2
M2 ) for M > 0. If g(x) = g(|x|) ∈ L
2(R3) and p ∈ [1, 5], we
have Iλ,M ∈ C
1(H1r (R
3),R) for each λ,M > 0 and
〈I ′λ,M (u), ϕ〉 =
∫
∇u∇ϕ+ uϕdx+ λψM (u)
∫
φuuϕdx
+
λ
2
η′(
‖u‖2
M2
)
1
M2
∫
φuu
2dx
∫
∇u∇ϕ+ uϕdx
−
∫
|u|p−1uϕdx−
∫
g(x)ϕdx, (4.5)
for any ϕ ∈ H1r (R
3).
Lemma 4.1 Assume that p ∈ (1, 5), 0 ≤ (6≡)g(x) = g(|x|) ∈ L2(R3) and
|g|2 < Cp with Cp given by (1.6). Then the functional Iλ,M satisfies
(i) Iλ,M |‖u‖=α > ρ > 0 for all λ,M > 0,
(ii) For each M > 0, there exists eM ∈ H
1
r (R
3) with ‖eM‖ > α such that
Iλ,M (eM ) < 0 for all λ > 0,
where α, ρ are given in Lemma 2.1.
Proof: (i) The proof is similar to that of Lemma 2.1.
(ii) We choose a function 0 ≤ v1 ∈ H
1
r (R
3) such that ‖v1‖ = 1. By (4.3)
and (4.4), for each M > 0, there exists tM ≥ 2M > 0 large enough such that
ψM (tMv1) = 0 and Iλ,M (tMv1) < 0. Hence, (ii) holds by taking eM = tMv1. 
Define
cλ,M = inf
γ∈Γλ,M
max
t∈[0,1]
Iλ,M (γ(t)),
where Γλ,M := {γ ∈ C([0, 1], H
1
r (R
3)) : γ(0) = 0, γ(1) = eM}. Then by Lemma
4.1, we have
cλ,M ≥ ρ > 0 for all λ,M > 0. (4.6)
Furthermore, applying mountain pass theorem, there exists {unλ,M} ⊂ H
1
r (R
3)
such that
Iλ,M (u
n
λ,M )
n
→ cλ,M and (1 + ‖u
n
λ,M‖)‖I
′
λ,M (u
n
λ,M )‖H−1r
n
→ 0. (4.7)
where H−1r denotes the dual space of H
1
r (R
3).
Lemma 4.2 Under the conditions of Lemma 4.1, let {unλ,M} be given by (4.7),
then there exists M0 > 0 such that
lim sup
n→+∞
‖unλ,M0‖ ≤M0/2, for all 0 < λ < M
−3
0 .
Proof: Motivated by [14], we prove the lemma by contradiction. Assume that,
for every M > 0, there exists λM ∈ (0,M
−3) such that
lim sup
n→+∞
‖unλM ,M‖ > M/2. (4.8)
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For simplicity, we denote unλM ,M by un. By (4.8) and up to a subsequence, we
get ‖un‖ ≥M/2 for all n ∈ N.
From (4.4) and (4.5), we have
IλM ,M (un)−
1
p+ 1
〈I ′λM ,M (un), un〉
= (
1
2
−
1
p+ 1
)‖un‖
2 + (
1
4
−
1
p+ 1
)λM
∫
ψM (un)φunu
2
ndx
−
λM
2(p+ 1)
η′(
‖un‖
2
M2
)
‖un‖
2
M2
∫
φunu
2
ndx−
p
p+ 1
∫
g(x)undx.
Therefore,
(
1
2
−
1
p+ 1
)‖un‖
2 −
1
p+ 1
‖I ′λM ,M (un)‖H−1r ‖un‖
≤ (
1
2
−
1
p+ 1
)‖un‖
2 +
1
p+ 1
〈I ′λM ,M (un), un〉
= IλM ,M (un) +
3− p
4(p+ 1)
λM
∫
ψM (un)φunu
2
ndx
+
λM
2(p+ 1)
η′(
‖un‖
2
M2
)
‖un‖
2
M2
∫
φunu
2
ndx+
p
p+ 1
∫
g(x)undx. (4.9)
By (4.7), we have IλM ,M (un) = cλM ,M + o(1), here o(1) denotes the quantity
tends to zero as n→ +∞.
We claim that there exist M1, C1, D1 > 0 such that
cλM ,M ≤ C1λMM
4 +D1, for all M ≥M1. (4.10)
Let v1 be the function taken in the proof of Lemma 4.1 (ii), by (4.4) we have
IλM ,M (2Mv1) ≤ 2M
2 −
2p+1
p+ 1
|v1|
p+1
p+1M
p+1. (4.11)
Then there exists M1 > 0 such that IλM ,M (2Mv1) < 0 for all M ≥M1. Thus,
cλM ,M ≤ max
t∈[0,1]
IλM ,M (t2Mv1), for all M ≥M1. (4.12)
By (4.4) we have
max
t∈[0,1]
IλM ,M (t2Mv1)
≤ max
t∈[0,1]
{2(Mt)2 −
2p+1
p+ 1
|v1|
p+1
p+1(Mt)
p+1}+ max
t∈[0,1]
{
λM
4
(2tM)4
∫
φv1v
2
1dx}
≤ max
s≥0
{2s2 −
2p+1
p+ 1
|v1|
p+1
p+1s
p+1}+ C1λMM
4
= D1 + C1λMM
4. (4.13)
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It follows from (4.12) and (4.13) that (4.10) holds.
By the inequality
∫
φuu
2dx ≤ C‖u‖4 for any u ∈ H1(R3) (see [15]) and
noting that ψM (un) = 0 for ‖un‖
2 ≥ 2M2, it is easy to see that∫
ψM (un)φunu
2
ndx ≤ CM
4, (4.14)
and
η′(
‖un‖
2
M2
)
‖un‖
2
M2
∫
φunu
2
ndx ≤ CM
4. (4.15)
Combining (4.7), (4.9), (4.10) (4.14) and (4.15), we get for all M ≥M1,
(
1
2
−
1
p+ 1
)‖un‖
2 ≤ C2λMM
4 +D2 +
p
p+ 1
∫
g(x)undx, (4.16)
where C2, D2 > 0 independent of M . Then using the inequality
∫
g(x)undx ≤
ǫ‖un‖
2+C(ǫ, |g|2) for any ǫ > 0 and (4.16), we deduce that there exist C3, D3 >
0 independent of M such that for all M ≥M1,
‖un‖
2 ≤ C3λMM
4 +D3. (4.17)
Since λM ≤ M
−3 and ‖un‖ ≥
M
2 , (4.17) is impossible for M > 0 large enough.
Thus we complete the proof of this lemma. 
Proof of Theorem 1.2: By Lemma 4.2 and (4.3)-(4.5), we see that {unλ,M0} ⊂
H1r (R
3) is a bounded (PS) sequence of Iλ for all 0 < λ < M
−3
0 . Moreover, from
(4.6) and (4.7) we have
Iλ(u
n
λ,M0) = Iλ,M0(u
n
λ,M0)
n
→ cλ,M0 ≥ ρ > 0.
Since the embeddingH1r (R
3) →֒ Lp+1(R3)(1 < p < 5) is compact, it follows that
for any 0 < λ < M−30 , problem (1.1) has a solution u˜1 satisfying Iλ(u˜1) > 0.
Then by Theorems 2.1 and 4.1 we complete the proof of Theorem 1.2. 
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