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We show how to calculate the relative tensor product of bimodule categories (not necessarily
invertible) using ladder string diagrams. As an illustrative example, we compute the Brauer-Picard
ring for the fusion category Vec(Z/pZ). Moreover, we provide a physical interpretation of all
indecomposable bimodule categories in terms of domain walls in the associated topological phase.
We show how this interpretation can be used to compute the Brauer-Picard ring from a physical
perspective.
I. INTRODUCTION
One of the most important challenges on the path to building a quantum computer is choosing a substrate for
encoding the quantum information. Such a substrate should allow for robust storage and manipulation of the qubits,
even in the presence of environmental noise. These requirements have prompted research into topological phases of
matter[1–4]. These quantum systems are formed from many local degrees of freedom which interact in such a way as
to produce emergent, global, topological properties. In this paper, we consider domain walls between 2-dimensional,
non-chiral topological phases with long-range entanglement.
In addition to the bulk properties of topological phases, it has become clear that quantum information can be
encoded and manipulated using domain walls, and defects thereof, between bulks[1, 5–15]. The inclusion of domain
walls, both invertible and non-invertible, can increase both the encoding rate and the number of fault-tolerant quantum
operations that can be performed. It is therefore important to study the full set of possible domain walls for a given
topological phase.
The renormalization invariant properties of such topological phases are described by a (2+1)D topological quantum
field theory (TQFT). Depending on the application, there are several different descriptions of these TQFTs. The
field-theoretic approach due to Witten[16] uses a Lagrangian which does not depend on the space-time metric. In
mathematics, (2+1)D TQFTs are described using functors from a cobordism category into some algebraic category,
and can be used to obtain invariants of framed 3-manifolds[17, 18]. A vast amount of work has been done explaining
how these functors can be constructed directly using fusion categories. We refer the reader to Ref. [19] for a good survey
of the literature. Most relevant to our current motivation, in condensed matter physics and quantum information
theory, one often proceeds by constructing an explicit microscopic model which realizes a given TQFT in the low
energy space. One of the most famous and important models of this kind is known as the toric- or surface- code[2].
In addition to its theoretical importance, this model is of great experimental interest[20, 21]. More generally, given a
fusion category, the Levin-Wen model[22] is a lattice Hamiltonian that realizes the associated topological phase.
In terms of fusion categories, domain walls with no terminating defects are described by module categories. More
precisely, if A and B are fusion categories, then a domain wall between the corresponding topological phases can be
described using a bimodule category AyMx B[23–26] as shown in Fig. 1a. The bimodule encodes the information
required to glue the two bulks together. It is natural to consider combining adjacent domain walls, and considering
them as a single interface (Fig. 1b). Mathematically, this corresponds to the relative tensor product of bimodules,
M⊗B N .
The collection of C-C bimodules equipped with the relative tensor product ⊗C is called the Brauer-Picard ring of C,
which we denote BPR(C). It has a basis given by equivalence classes of the indecomposable bimodules. The group
of units of BPR(C) is known as the Brauer-Picard group. These transparent domain walls are closely related to the
locality preserving unitary transformations that can be applied to the associated quantum code in a fault-tolerant
manner[14]. Inclusion of non-invertible elements allows for a richer theory including punctures and more general
objects[11].
The mathematical question at the heart of this paper is:
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FIG. 1. a) Domain walls between topological phases corresponding to fusion categories A and B are described by a bimodule
category AyMx B.
b) In this paper we discuss the concatenation of domain walls, corresponding to the relative tensor product of bimodules
M⊗B N .
Question 1: Compute the Brauer-Picard ring for a semi-simple fusion category.
Although we cannot provide a complete answer to this question, we present a general computational method. We
apply this method to answer the question:
Question 2: Compute the Brauer-Picard ring for Vec(Z/pZ) with p prime.
In this paper, we use ladder string diagrams[27, 28] to answer Question 2. These ladder string diagrams are not
new. They were first introduced by Morrison and Walker in Chapter 6 of Ref. [27] as a tool for computing the
relative tensor products for modules over n-categories. The string diagram calculus for fusion categories as described
in Ref. [29], allows us to interpret fusion categories as disc-like 2-categories, and use the ideas of Morrison and Walker
to compute relative tensor products.
The problem of computing the Brauer-Picard ring of a fusion category is not new. In Ref. [30], a formula for the
Brauer-Picard ring of Vec(A) when A is an Abelian group is given. Their formula gives the same table as ours, which
was verified in Ref. [24] for the invertible bimodules and in Ref. [31] for Vec(Z/2Z). Our computation method is
completely independent of the formula in Ref. [30], and generalizes to nonabelian groups. This will be the topic of
future work[32].
We give physical interpretations for all the indecomposable bimodules and the relative tensor product multiplication
table. In addition to providing an illustrative example of the more general computation, this class of models includes
the toric code (associated to Vec(Z/2Z)). This model is the most studied topological phase, both as a condensed
matter model, and in relation to quantum information processing.
This paper is structured as follows: In Section II, we provide some mathematical preliminaries that are required for
the remainder of the paper. We then describe the general computation of the relative tensor product of bimodules.
We also prove that the category of representations of the ladder category corresponds to the relative tensor product.
In Section III, we first explain the well known classification of indecomposable bimodules for the fusion category
Vec(Z/pZ). We then provide several detailed computations of the relative tensor product using ladder string diagrams.
The section concludes with a physical interpretation of the bimodules and their multiplication table. In Section V we
summarize and discuss some extensions of this work.
II. PRELIMINARIES
Throughout this paper, all categories are enriched over Vec, the category of C-vector spaces. This means that the
Hom spaces are vector spaces and composition is bilinear. In particular, the endomorphisms of any object form an
algebra. We repeat some standard notation for tensor categories, as found in Ref. [33].
Definition 1. If C and D are semi-simple categories enriched over Vec, then we can form the Deligne tensor product
C ⊗ D as defined on Page 15 of Ref. [33]. If c ∈ C and d ∈ D are objects, then (c, d) is an object in C ⊗ D. The Hom
spaces are defined by
(C ⊗ D)((c1, d1), (c2, d2)) = C(c1, c2)⊗D(d1, d2), (1)
where the right hand side is the usual tensor product of vector spaces. The Deligne tensor product is the correct
notion of product for categories enriched over vector spaces.
Definition 2. A tensor category C is a category C equipped with a functor −⊗− : C ⊗C → C, a natural isomorphism
(−⊗−)⊗− ∼= −⊗ (−⊗−) called the associator and a special object 1 ∈ C which satisfy the pentagon equation and
3unit equations respectively. These can be found on Page 22 of Ref. [33]. If C is semi-simple, using the string diagram
notation as explained in Ref. [29], a vector in C(a⊗ b, c) can be represented by a trivalent vertex:
c
a b
α . (2)
If we choose bases for all the vector spaces C(a⊗ b, c), then the associator can be represented as a tensor F, where
a
d
b c
eα
β
=
∑
(f,µ,ν)
[
F abcd
]
(e,α,β)(f,µ,ν)
c
d
ba
f µ
ν
. (3)
where α ∈ C(a⊗ b, e), β ∈ C(e⊗ c, d), µ ∈ C(b⊗ c, f) and ν ∈ C(a⊗ f, d) are basis vectors.
Definition 3. A fusion category is a semi-simple rigid tensor category C with a finite number of simple objects and
a simple unit. An object is simple if there are no non-trivial sub-objects. Semi-simple means that every object in C
is a direct sum of simple objects. Rigid is a technical condition defined on Page 40 of Ref. [33] which implies that
objects in C have duals and they behave like duals in the category of vector spaces. When doing fusion category
computations, it is customary to fix a set of simple objects and express all other objects as direct sums of the chosen
simple ones.
Definition 4. If C is a fusion category, then a module categoryM is a semi-simple category equipped with a functor
− B − : C ⊗M → M and a natural isomorphism − B (− B −) ∼= (− ⊗ −) B − which satisfies some coherence
conditions that can be found on Page 131 of Ref. [33]. Using the string diagram notation, if we choose basis vectors
for all the vector spaces M(a B m,n) then the associator can be represented using a tensor
a b m
n
α
p
β
=
∑
(q,µ,ν)
[
Labmn
]
(p,α,β)(q,µ,ν)
a b m
n
µ
q ν
. (4)
We shall often abuse notation and use the ⊗ symbol instead of B. The functor can always be inferred by scrutinizing
the category in which the left object lives.
Definition 5. Let C, D be fusion categories. A bimodule category C yM x D is a semi-simple category equipped
with functors − B − : C ⊗M→M and − C − :M⊗D →M and three natural isomorphisms
− B (− B −) ∼= (−⊗−) B − (5)
(− C −) C − ∼= − C (−⊗−) (6)
− B (− C −) ∼= (− B −) C −. (7)
If we choose bases for the Hom spaces M(c B m,n) and M(m C d, n), then these natural isomorphisms can be
represented as tensors using Equation 4 and
a bm
n
α
p
β
=
∑
(q,µ,ν)
[
Cabmn
]
(p,α,β)(q,µ,ν)
a bm
n
µ
q
ν
, (8)
bam
n
α
p
β
=
∑
(q,µ,ν)
[
Rmabn
]
(p,α,β)(q,µ,ν)
bam
n
µ
qν
. (9)
4There is an equivalent way to present bimodules. Let Dmp be the fusion category which is D as a category, but with
the reversed tensor product[34]. Then a bimodule C yMx D is the same data as a module C ⊗ Dmp yM. As in
Definition 4, we shall often abuse notation and write ⊗ instead of B and C.
Definition 6. Let B be a fusion category and suppose we have modules M x B y N . Then the relative tensor
product M ⊗B N is defined as follows: the objects consist of objects (m,n) ∈ M ⊗ N together with specified
isomorphisms (m⊗ b, n) ∼= (m, b⊗n) for all b ∈ B that satisfy some coherence conditions. The morphisms inM⊗BN
are morphisms in M⊗N that are compatible with this data. This definition appears in Ref. [35].
Definition 7. Let B be a fusion category and suppose we have modules M x B y N . The ladder category
LadB(M,N ) is defined as follows: The objects are pairs of simple objects (m ∈ M, n ∈ N ) and the morphisms are
linear combinations of basic ladder string diagrams
m n
b
x y
µ
ν
, (10)
built out of trivalent vertices in M(m,x⊗ b) and N (b⊗ n, y). Composition is given by stacking ladders. We can use
the decomposition
b1
b2
=
∑
b,α
b
α
α
b1
b1
b2
b2
, (11)
to compute the resulting morphism
m n
b1
b2
x y
µ
ν
ρ
σ
=
∑
b,α
m n
x y
b
α
α
µ
ν
ρ
σ
. (12)
In the module category, the triangles reduce to a sum of basis trivalent vertices
m
x
b
α
µ
ρ
=
∑
β
cβ
m
x
b
β , (13)
which can be used to reduce Eqn. 12 to a linear combination of ladders. The coefficient cβ is determined by the choice
of basis trivalent vertices.
Definition 8 (Karoubi envelope). Let C be a category. As explained in Ref. [36], the Karoubi envelope Kar(C)
has objects (A, e) where A ∈ C is an object and e : A → A is an idempotent. A morphism f : (A, e) → (A′, e′)
is a morphism f : A → A′ in C such that e′f = fe = f . If C is semi-simple, it follows from Yoneda’s lemma that
Kar(C) is equivalent to the category [Cop,Vec], whose objects are functors Cop → Vec and morphisms the natural
transformations. Under this equivalence, the idempotent e : A → A is sent to the functor eC(−, A): morphisms into
A which factor through e.
Definition 9. Let G be a finite group. If V is a vector space, a G-grading on V is a direct sum decomposition
V = ⊕g∈GVg. We define Vec(G) to be the category of G-graded vector spaces and linear maps which preserve the
grading. The tensor product of G-graded vector spaces is defined by
(V ⊗W )k =
⊕
gh=k
Vg ⊗Wh. (14)
5The category Vec(G) is semi-simple and the simple objects are parameterized by G. The element g ∈ G corresponds
to the G-graded vector space which is 1 dimensional in degree g and 0 dimensional in all other degrees. We shall
identify the simple object corresponding to g ∈ G with the element g itself. Using this notation, the tensor product
is exactly g ⊗ h = gh.
Let A, B and C be fusion categories. Suppose that we have bimodules A yM x B y N x C. Our main goal
in this paper is to compute the relative tensor product M⊗B N . The category M⊗B N inherits an A-C bimodule
structure, so can be interpreted as a domain wall. By computing the the relative tensor product, we can decompose
the concatenated domain wall into a sum of indecomposable domain walls: wallM × wallN =
∑
P wallP . Our main
computational tool is the following:
Proposition 10. Let B be a fusion category and suppose that we have module categories M x B y N . Then
M⊗B N is equivalent to representations of LadB(M,N )op. If C is semi-simple, we get the equivalence
M⊗B N ∼= Kar(LadB(M,N )). (15)
Proposition 10 is the result which lets us compute relative tensor products. It is well known to mathematicians who
work with fusion categories. It first appeared in Chapter 6 of Ref. [27] as a tool for computing the relative tensor
products for modules over n-categories. We include a proof of Proposition 10 specialized to our setting. Our proof
uses the following proposition:
Proposition 11. Let A,B, C be fusion categories and A y M x B y N x C be bimodules. Let Λ be the set of
isomorphism classes of simple objects in B. Then
I =
⊕
b∈Λ
b∗ ⊗ b (16)
has a canonical algebra structure B⊗op⊗B andM⊗BN is equivalent to the category Mod(I) of I-modules inM⊗N .
This is Proposition 3.2.9 in Ref. [37] where a proof is given. Proposition 11 also appears as Remark 3.9 in Ref. [30]
where it is used to give a formula for the Brauer-Picard ring of Vec(A) when A is an abelian group. The other
ingredient in the proof is the classical Morita’s theorem (Proposition 12). A proof is given in Ref. [38].
Proposition 12. Let A be an abelian category and P ⊆ A a full subcategory consisting of projective objects that
generate A. Then A ∼= [Pop,Vec].
Proof of Proposition 10: Let B be a fusion category and M x B y N be bimodules. Proposition 11 implies
that the I-modules I ⊗ m  n are a generating set of projectives in the relative tensor product M B N . Define
LadB(M,N ) to be the full subcategory of M B N with objects I ⊗m  n where m varies over a complete set of
simples in M and n varies over a complete set of simples in N . By Morita’s theorem, M B N is equivalent to the
category of representations of LadB(M,N )op. To produce a nice model LadB(M,N ), we need to understand the
multiplication map on I. We have
I⊗2 =
⊕
b,c∈Λ
c∗b∗  bc. (17)
Post composing c∗b∗  bc → I⊗2 with the multiplication map gives the vector corresponding to decomposing the
identity on bc in
B⊗op  B
(
c∗b∗  bc,
⊕
a∈Λ
a∗  a
)
=
⊕
a∈Λ
B(a, bc)⊗ B(bc, a). (18)
By definition, we have
Mod(I)(I ⊗m n, I ⊗ x y) =MN (m n, I ⊗ x y) (19)
=
⊕
b∈Λ
MN (m n, xb∗  by) (20)
=
⊕
b∈Λ
M(m,xb∗)⊗N (n, by) (21)
6=
⊕
b∈Λ
M(mb, x)⊗N (n, by) (22)
We can depicted rank 1 tensors in M(mb, x)⊗N (n, by) using ladder string diagrams of the following form
m n
b
x y
. (23)
Composition in LadB(M,N ) corresponds to stacking the ladders and then decomposing the rungs into H-diagrams.
The computations in Section III take the following form: First, we compute the ladder category for a given pair of
bimodulesM and N . Next, the isomorphism classes of simple objects in the Karoubi envelope of LadVec(Z/pZ)(M,N )
are identified. Finally, we compute the left and right actions of A and C respectively, and the associator. This allows
the corresponding indecomposable bimodules to be identified.
The left action of A on the ladder category is defined by
a⊗
m n
b
=
m n
b
a
. (24)
The right action is defined using a similar diagram. There is a slight subtlety related to the left and right actions of
A and C respectively. Indeed, the actions of A and C do not actually extend from M and N to the ladder category
LadVec(Z/pZ)(M,N ) as we have defined it. This problem is easy to fix. Instead of defining the objects in the ladder
category to be pairs of simples, we should really define the objects to be pairs of arbitrary tensor products of simples.
Making this change adds additional complexity to the definitions and it doesn’t change any of the computations as
we will see below.
Once the ladder category has been suitably described, we need to compute its Karoubi envelope. The first step is
to find a representative for each simple object in the envelope. If x is such a representative, and a ∈ A is simple, then
we need to find a basis for all the morphisms between a ⊗ x and the other representatives in the envelope. These
morphisms will be our trivalent vertices in the Karoubi envelope and using them we can identify the fusion rules and
the associators.
III. COMPUTING THE BRAUER-PICARD RING OF Vec(Z/pZ)
In this section, we compute the Brauer-Picard ring for Vec(Z/pZ) with p prime. We remark that the ring for
the twisted case Vecφ(Z/pZ) can be similarly computed. In that case, there are additional consistency conditions
between the associators and cocycle twist that restrict the bimodules compared to Vec(Z/pZ).
Recall from Chapter 7 of Ref. [33] that each Vec(G) - Vec(G) bimodule M is labelled by a conjugacy class of
subgroups H ⊆ G × G and a 2-cocycle ω ∈ H2(H,U(1)). The simple objects in M are labelled by cosets of H.
In Table I, we list the bimodules, and the associated functors (B, C in Definition 5). The associators are obtained
from the cocycle ω using the formula explained in Ref. [39]. We now provide some example calculations. The full
multiplication table is presented in Table II.
Example III.1 (T ⊗Vec(Z/pZ) T )
We begin by computing T ⊗Vec(Z/pZ) T . We proceed in two steps: First we construct the ladder category Lad(T, T ),
then we construct its Karoubi envelope Kar(Lad(T, T )) and identify the left and right actions and associators. With
this data, we can identify the resulting bimodule. This example is unnaturally simple because the ladder category
is already idempotent complete. The (simple) objects in Lad(T, T ) are given by pairs of objects from T , written
(g0, g1)(g2, g2) with gi ∈ Z/pZ. Therefore, Lad(T, T ) has p4 simple objects. Given two objects (a, b)(c, d) and
7Bimodule label Subgroup # objects Cosets → object label Left action Right action Associator
T {(0, 0)} p2 {(g, h)} → (g, h)
g (a, b)
(a+ g, b)
g(a, b)
(a, b+ g)
g h(a, b)
(a+ g, b+ h)
=
g h(a, b)
(a+ g, b+ h)
L 〈(1, 0)〉 ∼= Z/pZ p {(h, g) |h ∈ Z/pZ} → g
g a
a
ga
a+ g
g ha
a+ h
=
g ha
a+ h
R 〈(0, 1)〉 ∼= Z/pZ p {(g, h) |h ∈ Z/pZ} → g
g a
g + a
ga
a
g ha
g + a
=
g ha
g + a
F0 〈(0, 1), (1, 0)〉 ∼= Z/pZ× Z/pZ 1 Z/pZ× Z/pZ→ ∗
g ∗
∗
g∗
∗
g h∗
∗
=
g h∗
∗
Xk 〈(−k, 1)〉 ∼= Z/pZ p {n(−k, 1) + (h, 0) |n ∈ Z/pZ} → h
g a
a+ g
ga
a+ kg
g ha
g + a+ kh
=
g ha
g + a+ kh
Fq 〈(0, 1), (1, 0)〉 ∼= Z/pZ× Z/pZ 1 Z/pZ× Z/pZ→ ∗
g ∗
∗
g∗
∗
g h∗
∗
= e
2pii
p
qgh
g h∗
∗
TABLE I. Data for all Vec(Z/pZ)−Vec(Z/pZ) bimodules. q ∈ H2(Z/pZ, U(1)) ∼= Z/pZ. Bimodules below the thick line are
invertible.
(a, b− g)(c+ g, d), the full set of morphisms between them are
(a, b)(c, d) (a, b− g)(g + c, d)
(a, b) (c, d) (a, b− g)(g + c, d)
(a, b) (c, d)
g
(a, b− g)(g + c, d)
(a, b− g)(c+ g, d)
−g
(a, b) (c, d)
. (25)
For all other pairs of objects, only the self-morphisms exist. Since all morphisms in Equation 25 are invertible, the
objects (a, b)(c, d) and (a, b − g)(c + g, d) are isomorphic in Lad(T, T ). The objects in the Karoubi envelope of the
ladder category are labelled by pairs (A, e), where A is an object from Lad(T, T ) and e : A → A and idempotent.
The p3 non-isomorphic objects of the Karoubi envelope can be represented by
(a, b) (0, c)
. (26)
We now need to identify the left action of Vec(Z/pZ). A morphism f : (A, e)→ (A′, e′) is a morphism f ∈ Lad(T, T )
which obeys ef = f = fe′. Such a morphism allows us to identify the left action of g
(a, b) (0, c)
(g + a, b)(0, c)
g
:
(a, b) (0, c)g
→˜
(g + a, b)(0, c)
. (27)
8⊗Vec(Z/pZ) T L R F0 Xl Fr
T p · T T p ·R R T R
L p · L L p · F0 F0 L F0
R T p · T R p ·R R T
F0 L p · L F0 p · F0 F0 L
Xk T L R F0 Xkl Fk−1r
Fq L T F0 R Fql Xq−1r
TABLE II. Multiplication table for BPR(Vec(Z/pZ)).
One can readily check that this morphism “absorbs” the appropriate idempotents and therefore establishes an iso-
morphism. The left action is therefore g ⊗ (a, b)(0, c) = (g + a, b)(0, c). A similar isomorphism
(a, b) (0, c)
(g, b)(0, c+ g)
g
:
(a, b) (0, c) g
→˜
(a, b)(0, c+ g)
, (28)
which identifies the right action as (a, b)(0, c) ⊗ g = (a, b)(0, c + g). These actions are consistent with the bimodule
T . Since there is no way to change the label b, it labels p different blocks with no morphisms between them. It is
straightforward to check that the morphisms in Equation 27 and Equation 28 commute, meaning that the associator
is trivial. It follows that
T ⊗Vec(Z/pZ) T = pT. (29)
Example III.2 (R⊗Vec(Z/pZ) F0)
The simple objects in Lad(R,F0) are labelled by a, with a ∈ Z/pZ, so there are p simple objects. Given an
object a ∈ Lad(R,F0), there is a p dimensional algebra of morphisms
a ∗
g
a ∗
, (30)
with
a ∗
g
h
a ∗
=
a ∗
g + h
a ∗
(31)
which form the group algebra C[Z/pZ]. The p indecomposable idempotents a→ a are given by
Ik =
1
p
∑
g∈Z/pZ
e
2pii
p kg
a ∗
g
a ∗
. (32)
The p2 simple objects of Kar(Lad(R,F0)) can be labelled by (a, k). To compute the action of g on these objects,
we again need to find a morphism f : g ⊗ (a, k)→ (a′, k′) in Kar(Lad(R,F0)). In this case, we can take k′ = k and
a′ = g + a. Recall that this needs to absorb the idempotents Ik and I ′k on the bottom and top respectively. Such a
morphism is given by
1
p
∑
x∈Z/pZ
e
2pii
p kx
a ∗
x
g + a ∗
g
:
1
p
∑
y∈Z/pZ
e
2pii
p ky
a ∗
y
a ∗
g
→˜1
p
∑
y∈Z/pZ
e
2pii
p ky
g + a ∗
y
g + a ∗
. (33)
9One can check that the idempotents are absorbed:
Ikf =
1
p2
∑
x,y∈Z/pZ
e
2pii
p k(x+y)
x
g + a ∗
a ∗
y
g
=
1
p2
∑
x,y∈Z/pZ
e
2pii
p k(x+y)
x+ y
g + a ∗
a ∗g
(34)
=
1
p2
∑
x,z∈Z/pZ
e
2pii
p kz
z
g + a ∗
a ∗g
=
1
p
∑
z∈Z/pZ
e
2pii
p kz
z
g + a ∗
a ∗g
(35)
= f. (36)
Absorption from above can be checked similarly, recalling that the associator on the left strand is trivial
fIk+g =
1
p2
∑
x,y∈Z/pZ
e
2pii
p k(x+y)
a ∗
x
g
y
g + a ∗
=
1
p2
∑
x,y∈Z/pZ
e
2pii
p k(x+y)
x+ y
g + a ∗
a ∗g
= f. (37)
For the right action, we find
1
p
∑
x∈Z/pZ
e
2pii
p kx
a ∗
x
a ∗
g
:
1
p
∑
y∈Z/pZ
e
2pii
p ky
a ∗
y
a ∗
g
→˜1
p
∑
y∈Z/pZ
e
2pii
p ky
a ∗
y
a ∗
. (38)
The left action is therefore g⊗ (a, k) = (g+a, k), with trivial right action. As before, the morphisms Equation 33 and
Equation. 38 commute so the associator is trivial. The label k is unaffected by the group action, so labels p distinct
blocks with no morphisms between them. This gives
R⊗Vec(Z/pZ) F0 = pR. (39)
Example III.3 (Xk ⊗Vec(Z/pZ) Xl)
The simple objects in Lad(Xk, Xl) are labeled by (a, b), with a, b ∈ Z/pZ. Given a pair of objects (a, b) and
(a− kg, b+ g) the full set of morphisms between them are
(a, b) (a− kg, b+ g)
a b a− kg b+ g
a b
g
a− kg b+ g
a− kg b+ g
−g
a b
. (40)
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For all other pairs of objects, only the self-morphisms exist. Since all morphisms in Equation 40 are invertible, the
objects (a, b) and (a−kg, b+g) are isomorphic. The p non-isomorphic objects of Kar(Lad(Xk, Xl)) can be represented
by
a 0
. (41)
The morphism associated to the left g action is
a 0
g + a 0
g
:
a 0
a 0
g
→˜
g + a 0
g + a 0
, (42)
so g ⊗ (a, 0) = (a+ g, 0). The right action is more complicated. Consider the morphism
a 0
a lg
g
:
a 0
a 0
g
→˜
a lg
a lg
. (43)
The codomain is not the chosen representative of the isomorphism class. Instead, we need to append the morphism
a lg
−lg
a+ lkg 0
(44)
to identify the correct block. The right action is then identified from
a 0 g
−lg
a+ lkg 0
:
a 0
a 0
g
→˜
a+ lkg 0
a+ lkg 0
. (45)
The right action is therefore (a, 0)⊗ g = (a+ klg, 0). Since the associators on Xi are trivial, the morphisms commute
and the resulting associator is trivial. These Vec(Z/pZ) actions and associator show that
Xk ⊗Vec(Z/pZ) Xl = Xkl, (46)
where kl is taken modulo p. This is the first instance of an invertible bimodule we have seen. The bimodules Xk
therefore form a subgroup of the Brauer-Picard group of Vec(Z/pZ).
Example III.4 (Fq ⊗Vec(Z/pZ) Fr)
There is a single simple object in Lad(Fq, Fr), with a p dimensional algebra of morphisms
∗ ∗
g
∗ ∗
, (47)
with
∗ ∗
g
h
∗ ∗
=
∗ ∗
g + h
∗ ∗
(48)
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which form the group algebra C[Z/pZ]. The p indecomposable idempotents ∗∗ → ∗∗ are given by
Iqk =
1
p
∑
g∈Z/pZ
e
2pii
p qkg
∗ ∗
g
∗ ∗
. (49)
The p simple objects of Kar(Lad(Fq, Fr)) can be labelled by k. The morphism associated to the left g action is
1
p
∑
x∈Z/pZ
e
2pii
p qkx
∗ ∗
x
∗ ∗
g
:
1
p
∑
y∈Z/pZ
e
2pii
p qky
∗ ∗
y
∗ ∗
g
→˜1
p
∑
y∈Z/pZ
e
2pii
p q(k+g)y
∗ ∗
y
∗ ∗
. (50)
One can check that Ik+g is absorbed from above
1
p2
∑
x,y∈Z/pZ
e
2pii
p q(kx+(k+g)y)
y
∗ ∗
∗ ∗
x
g
=
1
p2
∑
x,y∈Z/pZ
e
2pii
p q(kx+(k+g)y)e−
2pii
p qgy
∗ ∗
x
g
y
∗ ∗
(51)
=
1
p
∑
x∈Z/pZ
e
2pii
p qkx
∗ ∗
x
∗ ∗
g
, (52)
where the first equality uses the associator in Table I, where y outgoing contributes −y. A similar computation on
the right gives us
1
p
∑
x∈Z/pZ
e
2pii
p qkx
∗ ∗
x
∗ ∗
g
:
1
p
∑
y∈Z/pZ
e
2pii
p qky
∗ ∗
y
∗ ∗
g
→˜1
p
∑
y∈Z/pZ
e
2pii
p q(k+q
−1rg)y
∗ ∗
y
∗ ∗
. (53)
The left and right actions are therefore g⊗ k = k+ g and k⊗ g = k+ q−1rg. One can again check that the associator
is trivial, giving us
Fq ⊗Vec(Z/pZ) Fr = Xq−1r, (54)
where k−1 is the multiplicative inverse of k taken modulo p. The bimodules Fq are therefore invertible.
Example III.5 (Fq ⊗Vec(Z/pZ) Xl)
The p simple objects of Lad(Fq, Xl) are labeled by x ∈ Z/pZ. Given any two objects x and y, there is an iso-
morphism in Lad(Fq, Xl), given by
∗ x
y − x
∗ y
. (55)
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The single isomorphism class in Kar(Lad(Fq, Xl)) can be represented using
∗ 0
∗ 0
. (56)
Since there is a single object, we already know that Fq ⊗Vec(Z/pZ) Xl = Fr for some r. To identify the value of r, we
need to compute the associator. The left action is given by
∗ 0
∗ 0
g
:
∗ 0
∗ 0
g
→˜
∗ 0
∗ 0
. (57)
On the right, we identify the isomorphism
∗ 0
∗ lg
g
:
∗ 0
∗ 0
g
→˜
∗ lg
∗ lg
. (58)
The codomain is not the chosen representative of the isomorphism class. Instead, we need to append the morphism
∗ lg
−lg
∗ 0
(59)
to correctly absorb the g. The complete isomorphism is given by
∗ 0 g
−lg
∗ 0
:
∗ 0
∗ 0
g
→˜
∗ 0
∗ 0
. (60)
The associator ω can be identified by composing Equation 57 and Equation 60 in both orders
ω−1(g, h)
∗ 0g
−lh
∗ 0
h
=
∗ 0
∗ 0 h
−lh
g
(61)
= e−
2pii
p qlgh
∗ 0g
−lh
∗ 0
h
, (62)
where the final equality is obtained using the associator on the left strand. This gives us
Fq ⊗Vec(Z/pZ) Xl = Fql. (63)
IV. THE TOPOLOGICAL PHASE Vec(Z/pZ)
Given a fusion category C, the associated (nonchiral) topological phase is described by Z(C), the Drinfeld center
of C. The particles of the theory correspond to the simple objects of Z(C), whilst the morphisms describe braiding
processes. Given a modular category Z(C), one can use the Levin-Wen procedure[22] to construct a lattice model
that realizes the topological phase in its low energy space.
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Bimodule label Domain wall Action on particles
T Condenses e on both sides
L Condenses m on left and e on right
R Condenses e on left and m on right
F0 Condenses m on both sides
Xk Xk : e
amb 7→ ekamk−1b (moving left to right), where k−1 is taken multiplicatively modulo p
Fq = F1Xq F1 : e
amb 7→ ebma
TABLE III. Domain walls on the lattice corresponding to bimodules
Bimodule categories C yM x D are associated to domain walls between the topological phases Z(C) and Z(D).
In this section, we discuss a physical interpretation of the bimodule categories in Table I. We also show how the wall
fusion rules, including the multiplicities, in Table II can be obtained from the physical theory.
The lattice model associated to Z(Vec(Z/pZ)) has p2 particle-like excitations, usually labelled eamb, with a, b ∈
Z/pZ. The fusion rules are ea × eb = ea+b and ma ×mb = ma+b and the braiding is defined by eamb = e 2piip abmbea.
On a torus, this model has p2 degenerate ground states which can be used to encode a pair of p-dimensional logical
spaces (referred to a qupits). The logical Pauli gates are implemented by moving a particle around one of the cycles
of the torus, so the encoded information is protected against local noise.
There are two possible boundary conditions that can be imposed on the model, commonly referred to as rough
and smooth due to their lattice implementation[25]. At a rough boundary, a particle ea can be ‘condensed’ into
the vacuum. In other words, fusing an e particle into the boundary leaves the boundary unaffected. The smooth
boundaries behave similarly for the m sector. A single qupit can be encoded into a strip of the phase with smooth
(or rough) boundaries on both sides. By creating a hole or puncture to vacuum in the middle of the code, additional
qupits can be encoded[5]. By moving these punctures around each other, logical gates can be applied to the encoded
information[5, 6, 11].
The possible invertible domain walls for this theory are well understood[40]. These walls form the group Dihp−1,
the dihedral group of order 2p− 2. By sweeping these walls across the lattice, additional logical gates can be applied
to the encoded information.
By allowing interfaces between distinct domain walls, such as corners between rough and smooth boundaries, or
terminations of invertible domain walls, additional qupits can be encoded and manipulated[7, 11, 41]. A comprehensive
study of the possible binary interface defects is the subject of the companion paper Ref. [42].
The group of invertible domain walls, along with the boundaries can be used to realize all bimodules. A domain
wall can be built from a pair of boundaries by simply stacking them, for example a smooth and rough boundary
C C . (64)
Since there are 2 types of boundary, there are 4 non-invertible domain walls in Vec(Z/pZ). In Table III, we associate
a domain wall to each bimodule. The fusion of bimodules can be understood via this association. For example,
T ⊗Vec(Z/pZ) T → ∝ , (65)
by discarding the isolated strip. The theory Z(Vec(Z/pZ)) on a strip or tube with both rough (or both smooth)
boundaries supports a p dimensional vector space. These p distinct states for the central strip give the coefficient p.
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On the other hand, if the opposite boundaries are not the same, the state is unique and the coefficient is 1
T ⊗Vec(Z/pZ) L→ = . (66)
The action of the invertible domain walls corresponding to Fq swap the e and m sectors of the theory. The effect
on the boundaries is to switch rough and smooth. From this, we obtain the same multiplication Table II.
It follows from our computations that every domain wall between the Vec(Z/pZ) theory and itself are either
invertible, or have a strip of vacuum separating the two bulks. If p 6= q, then all the domain walls between the
Vec(Z/pZ) and Vec(Z/qZ) theories have a strip of vacuum separating the two bulks. This is consistent with the
computation using ladder string diagrams.
V. CONCLUSIONS
In this work, we have studied domain walls between topological phases. Using ladder string diagrams, we have
shown how the relative tensor product of bimodule categories can be computed. We have verified that the relative
tensor product corresponds to the stacking of domain walls in the Vec(Z/pZ) case. Physically, this fusion category
corresponds to the quantum double model of Z/pZ and is important for both quantum memories and quantum
information processing tasks.
Although we have only considered Vec(Z/pZ), the framework outlined here is not restricted to this class of fusion
categories. The color code[10, 43] (Vec(Z/2Z× Z/2Z)) is a important quantum code due to the number of fault-
tolerant gates that can be implemented. This theory has nontrivial domain walls to both the Vec(Z/2Z) model (toric
code) and Vec(Z/4Z) model. Although not fully invertible, we expect domain walls which do not have a ‘vacuum
gap’ (unlike T for example) between these theories. Is would be interested to investigate these walls, and see if they
extend the computational power of these models. Moreover, we expect that the developed tools will be useful for
computing the Brauer-Picard ring for BPR(Vec(G)) when G is not abelian.
The domain walls considered in this work did not terminate, rather they went on to infinity or had periodic bound-
aries. The theory of defects of invertible domain walls[44–46] has already found application in quantum information
tasks[7, 11]. It is therefore important to ask how more general defects can be utilized. The categorical framework
used in this paper is useful for understanding these defects[42]. Indeed, defects are modeled using functors between
bimodules.
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