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Abstract
Packing and covering linear programs belong to the narrow class of linear programs that are
efficiently solvable in parallel and distributed models of computation, yet are a powerful modeling tool
for a wide range of fundamental problems in theoretical computer science, operations research, and
many other areas. Following recent progress in obtaining faster distributed and parallel algorithms for
packing and covering linear programs, we present a simple algorithm whose iteration count matches
the best known O˜( 1
ǫ
2 ) for this class of problems. The algorithm is similar to the algorithm of Allen-Zhu
and Orecchia [2], it can be interpreted as Nesterov’s dual averaging, and it constructs approximate
solutions to both primal (packing) and dual (covering) problems. However, the analysis relies on the
construction of an approximate optimality gap and a primal-dual view, leading to a more intuitive
interpretation. Moreover, our analysis suggests that all existing algorithms for solving packing and
covering linear programs in parallel/distributed models of computation are, in fact, unaccelerated,
and raises the question of designing accelerated algorithms for this class of problems.
1 Introduction
We consider packing and covering linear programs (LPs), i.e., the problems of the form:
max {〈c,x〉 : Ax ≤ b, x ≥ 0} , (P) min{〈b,y〉 : ATy ≥ c, y ≥ 0} , (C)
where A ∈ Rm×n,A ≥ 0, b ∈ Rm,b > 0, and c ∈ Rn, c > 0, ()T denotes a matrix transpose, 0 is an
all-zeros vector, and all inequalities are element-wise. Without loss of generality [2,4,16], the problems
can be considered in their scaled form, so that c = 1, b = 1, and minij:Aij 6=0Aij = 1, where 1 is
an all-ones vector of the appropriate dimension. Moreover, since we are interested in solving (P), (C)
approximately, the scaled matrix A can be truncated so that its maximum element ‖A‖∞ is at most
poly(m,n, 1/ǫ) [16,23], where m,n are the numbers of rows and columns of A, respectively, and ǫ is a
given approximation parameter. From now on, we assume that the problems are stated in such a scaled
and truncated form.
Packing and covering LPs, and even general LPs, are solvable sequentially in weakly polynomial
time with log(1ǫ ) dependence on the accuracy ǫ, e.g., via generic Interior Point Method (IPM) solvers.
However, even the fastest known IPM solver crucially relies on sequential computation and global
information. Moreover, the solver’s work depends super-linearly on the input – the algorithm runs in
O˜((N + n2)
√
n log(1/ǫ)) time, where N is the number of non-zero elements in the constraint matrix
A [15]. On the other hand, as packing and covering LPs are equivalent to zero-sum matrix games, their
(1 + ǫ)-approximate solutions can be obtained in O˜(‖A‖∞ǫ ) parallel iterations, each with O(N) total
work and O(log(N)) depth, using e.g., the techniques of Nesterov [20] and Nemirovski [19]. However,
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as already discussed, even in the scaled and truncated form ‖A‖∞ in general can only be assumed to
depend polynomially on problem parameters m,n, ǫ, leading to the overall super-linear computation.
Our focus is on algorithms with poly-logarithmic (in N, ǫ) iteration count and linear in N work per
iteration, with at most log(N) depth. The price paid for this small number of iterations and overall
near-linear work is polynomial dependence on the approximation parameter ǫ. Within this category, we
make the following distinction between parallel and distributed models of computation. In a distributed
model, communication is represented by a bipartite graph in which there is a vertex associated with
each variable j and each constraint i, and an edge between them if and only if j appears in i with a
non-zero coefficient [14]. Information can be exchanged only over the edges of the graph. In contrast,
in a parallel model, the memory is shared and complete (global) information can be accessed (as long
as computation is performed in e.g., log-depth). For example, Young’s algorithm for mixed packing
and covering [24] is parallel but not distributed, as it requires computing the sum of exponentials of
constraint slacks over all the constraints, in each iteration.
Algorithms that fall into the described category have been known since the early 90s, starting with
the parallel LP solver of Luby and Nisan [16] that runs in O( log(n) log(m/ǫ)
ǫ4
) iterations. While the result
of Luby and Nisan [16] was extended to various settings, including distributed computation model [4,14]
and more general mixed packing and covering in both parallel [24] and distributed [18] settings, until
recently there were no improvements on the O˜( 1
ǫ4
) iteration count from [16]. Recently, this bound was
overcome in the work of Allen-Zhu and Orecchia [2] and Mahoney et al. [17], in distributed and parallel
settings, respectively, both leading to the O˜( 1ǫ2 ) iteration count.
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We present a simple algorithm that is similar in spirit to the algorithm of Allen-Zhu and Orecchia [2],
but results from a different regularization, which may be of independent interest. The analysis is greatly
simplified compared to [2], and has a clear, intuitive interpretation as reducing optimality gap with rate
1
k , where k is the iteration count. Since the algorithm can be fully analyzed as (unaccelerated) dual
averaging, the possibility of designing accelerated algorithms for this class of problems remains open.
1.1 Related Work
There is a long line of work on packing and covering LPs [1–6, 11–14, 16–18, 21, 22, 24]. Among them,
the first distinction can be made between width-dependent and width-independent algorithms. Width-
dependent algorithms have iteration count with super-poly-logarithmic (typically linear or quadratic)
dependence on the matrix width ‖A‖∞. Such algorithms include, e.g., (i) the classical work of Plotkin,
Shmoys, and Tardos [22] and a more recent work of Arora, Hazan, and Kale [3] that both require
only oracle access to the matrix A, and (ii) more advanced optimization techniques of Nesterov [20],
Nemirovski [19], and Bienstock and Iyengar [8] that leverage explicit knowledge of the matrix A.
Closer to our work are the algorithms with poly-logarithmic dependence (or no dependence at all) on
the matrix width ‖A‖∞, also known as width-independent algorithms. The work on width-independent
algorithms was initiated by Luby and Nisan in [16] and extended by Bartal, Byers, and Raz [5], providing
a parallel algorithm running in O( log(n) log(m/ǫ)
ǫ4
) iterations. Subsequently, similar iteration count was
obtained in a more general distributed setting in [4, 14]. Moreover, a substantial progress was made
for a more general class of positive LPs – namely, mixed packing and covering LPs – starting with
both sequential and parallel algorithms of Young [24]. In the parallel setting, the fastest algorithm is
due to Mahoney et al. [17], which solves either pure packing or pure covering LP as a special case of
mixed packing and covering LP in O( log(n) log(n/ǫ) log(mǫ)
ǫ2
) iterations2, while in the distributed setting
1Allen-Zhu and Orecchia [2] in fact claimed a O˜( 1
ǫ3
) bound, however, minor modifications to their algorithm and the
corresponding analysis produce the O˜( 1
ǫ2
) bound.
2As [17] solves pure packing and covering LPs as special cases of mixed packing/covering LP feasibility problems, the
log(n/ǫ) factor in the iteration count is incurred due to a binary search.
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the algorithm of Allen-Zhu and Orecchia [2] solves both (pure) packing and covering LPs with a single
algorithm in O( log
2(N/ǫ)
ǫ2
) iterations.
While this paper focuses on width-independent solvers in the parallel and distributed models, se-
quential algorithms also exist. Notably, among sequential algorithms, Koufogiannakis and Young [13]
provide an algorithm that runs in time O(N + log(n)
ǫ2
(n+m)), while Allen-Zhu and Orecchia [1] obtain
an O(N log(N) log(1/ǫ)ǫ )-time packing LP solver and an O(N
log(N) log(1/ǫ)
ǫ1.5
)-time covering LP solver (sub-
sequently improved to O(N log
2(N/ǫ) log(1/ǫ)
ǫ ) by Wang, Rao, and Mahoney in [23]). Obtaining a similar
total work in a parallel or distributed computation model is an open question.
1.2 Notation and Preliminaries
We assume w.l.o.g. that the accuracy ǫ is from the interval [0, 1/4].
Notation. We let log denote the natural logarithm. Similar to [2], we will use the following notation
for the truncated gradient:
T∇jf(x) =
{
∇jfα(x), if ∇jfα(x) ∈ [−1, 1],
1, if ∇jfα(x) > 1,
(1.1)
where fα(·) is the smoothened packing objective (introduced later in this section).
Convex and Concave Conjugates. The following definitions and facts will be useful in the analysis.
Definition 1.1. The convex conjugate of a function ψ : X → R is defined as ψ∗(z) = supx∈X{〈z,x〉 −
ψ(x)}. Similarly, concave conjugate of ψ(·) is defined as ψ∗(z) = infx∈X{〈z,x〉 − ψ(x)}.
Fact 1.2. Convex conjugate of a convex function is a convex function. Concave conjugate of a concave
function is a concave function.
For the cases we consider here, X = Rn, and thus we can replace “sup” and “inf” from Definition 1.1
by “max” and “min”, respectively. The following fact is a simple corollary of Danskin’s Theorem [7,9]:
Fact 1.3. Let ψ : X → R for a closed, convex set X, and let ψ∗ be its convex conjugate. If ψ is convex,
then ∇ψ∗(z) = argmaxx∈X{〈z,x〉 − ψ(x)}. Similarly, if ψ is concave and ψ∗ is its concave conjugate,
then ∇ψ∗(z) = argminx∈X{〈z,x〉 − ψ(x)}.
Smoothing. Packing and covering LPs (P),(C) can be stated jointly as follows:
min
x≥0
max
y≥0
{− 〈1,x〉 − 〈1,y〉 + 〈Ax,y〉} . (P-C)
While the saddle-point formulation (P-C) encompasses both the primal (packing) and the dual (covering)
problems, in general it is non-smooth, limiting the applicability of first-order methods. To circumvent
this issue, we can “smoothen” the dual problem by adding a strongly convex function φ1(y) into the
maximization problem (with a negative sign) and focus on solving the resulting primal problem. This
is similar to the approach taken in [20] for a more general class of functions, and in [2] for packing and
covering LP. Unlike previous work [2,4,24], which uses generalized entropy, our choice of the regularizer
φ1(y) will be:
φ1(y) = −〈1,y〉+ 1
1 + α
m∑
i=1
yi
1+α. (1.2)
3
Expressing φ∗1(Ax − 1) in closed form, the smoothened saddle-point problem (P-C) reduces to the
following minimization problem over the non-negative orthant:
min
x≥0
fα(x) ≡ min
x≥0
−〈1,x〉+ α
1 + α
m∑
i=1
(Ax)
1+α
α . (1.3)
At an intuitive level, φ1(y) essentially replaces the covering objective −〈1,y〉 by − 11+α
∑m
i=1 yi
1+α
which enjoys better structural properties and closely approximates the original objective for sufficiently
small α. Namely, for our choice of α = ǫ/4log(nm‖A‖∞/ǫ) , in the region y ∈ [0, 1]n (which contains the
optimal solution y∗), − 11+α
∑m
i=1 yi
1+α multiplicatively (1 +O(ǫ))-approximates the original objective,
and is, furthermore, α-strongly concave. This implies that, for y restricted to the hypercube y ∈ [0, 1]n,
the resulting minimization problem is (1/α)-smooth. While we will not make such a restriction on y
in order to maintain a valid problem formulation following from (P-C), it turns out that we will be
able to recover a convergence guarantee for the resulting minimization problem that matches that of
unaccelerated methods (e.g., gradient descent or mirror-descent) for a (1/α)-smooth function.
The following proposition formalizes this intuition. In particular, it shows that solving (1.3) to
multiplicative (1 + ǫ) accuracy suffices to obtain a multiplicative (1 + O(ǫ)) solution to the original
(non-smoothened) packing problem.
Proposition 1.4. Let OPT be the optimal value of the packing problem, x ≥ 0 be any non-negative
vector, α ≤ ǫ/4log(mn‖A‖∞/ǫ) , and let x∗α ≥ 0 be the minimizer of fα(·). Then:
1. (Bounds on OPT.) 1‖A‖∞ ≤ OPT ≤ n.
2. (Approximate barrier property.) If Ax ≤ (1 − ǫ/2)1, then α1+α
∑m
i=1 (Ax)
1+α
α ≤ ǫ2OPT. Con-
versely, if, for some i, (Ax)i ≥ 1 + ǫ/2, then α1+α
∑m
i=1 (Ax)
1+α
α > 2OPT.
3. (Approximation guarantee.) If fα(x) ≤ (1 − ǫ)fα(x∗α), then Ax ≤ (1 + ǫ/2)1 and 〈1,x〉 ≥
(1− 3ǫ/2)OPT.
The proof can be found in the appendix. In the rest of the note, we focus on minimizing fα(·). For
simplicity, denote x∗ = argminx≥0 fα(x).
2 Algorithm and Convergence Analysis
The pseudocode of the algorithm is provided in Algorithm 1 (PackingCoveringLP). All the algorithm
steps and parameters will become clear from the analysis, and are only stated here for completeness. It
is clear that the algorithm terminates after K ≤ ⌈ ηγ ⌉ = O( log
2(mn‖A‖∞/ǫ)
ǫ2
) iterations.
At a high level, the analysis follows the general argument of constructing an approximate optimality
gap Gk as the difference of an upper bound Uk and a lower bound Lk, and showing that AkGk is a
non-increasing function of iterations k for some increasing sequence Ak, as in the general approximate
gap framework [10]. However, as fα(·) does not directly fall into any of the standard broad classes
of objectives with globally-well-behaved properties (e.g., smooth or Lipschitz continuous)3, we need to
resort to a more fine-grained analysis relying on rather local properties of fα(·).
3In fact, we could make fα(·) be both smooth and Lipschitz continuous by bounding the approximate packing barrier
(Ax)
1
α by some large enough number. However, this would generally lead to at least linear in n number of iterations.
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Algorithm 1 PackingCoveringLP(A, ǫ)
1: Function: ψ(x) = −〈1,x〉+ 11−α
∑n
j=1 xj
1−α
2: Initialization: x(0) = 1−ǫn‖A‖∞ , z
(0) = ∇ψ(x(0)), y(0) = 0, k = 0, A0 = 1
3: Parameters: α = ǫ/4log(mn‖A‖∞/ǫ) , η =
1
ǫ , γ =
α2η
4
4: while Ak ≤ η do
5: k = k + 1
6: x(k) = ∇ψ∗(z(k−1)) (i.e., x(k)j = (1 + z(k−1)j /η)−
1
α , ∀j ∈ {1, 2, ..., n})
7: z(k) = z(k−1) + γT∇f(x(k))
8: y
(k)
i = y
(k−1)
i + (Ax
(k))
1/α
i , ∀i ∈ {1, 2, ...,m}
9: Ak = Ak−1 + γ
10: end while
11: y(k) = y(k)/k
12: return x(k),y(k)
2.1 Local Smoothness and the Upper Bound
We start by describing the smoothness properties of fα(·), which will be crucially used in the convergence
analysis and will essentially determine the step size. Here, “smoothness” is not attained in the classical
sense, i.e., we do not have fα(y) ≤ fα(x) + 〈∇fα(x),y − x〉 + L2 ‖y − x‖2 for some L ∈ R++. Instead,
we will show that fα(·) exhibits a property similar to smoothness in a local sense: under small enough
multiplicative updates, second (and higher) order terms in the Taylor approximation of fα(·) are not
“large” compared to the first-order term. This is formalized in the following lemma. Observe that, due
to the different choice of a regularizer, unlike [2], we do not need to require (near-)feasibility of x in the
packing polytope for this smoothness property of fα(·) to hold.
Lemma 2.1. (Local multiplicative smoothness.) Let x ≥ 0. If B = diag(β), for vector β given as:
βj = −cjαT∇jf(x), where cj ∈ [0, 1/2), α < 1, and T∇jf(x) is given by (1.1), then:
fα(x+Bx)− fα(x) ≤ −α
n∑
j=1
cj(1− 2cj)∇jfα(x)T∇jf(x)xj.
Proof. From the Taylor approximation of fα(x+Bx):
fα(x+Bx) ≤ fα(x) + 〈∇fα(x),Bx〉 + 1
2
〈∇2fα(x+ tBx)Bx,Bx〉 , (2.1)
for some t ∈ [0, 1]. The gradient and the Hessian of fα(x) are given by:
∇jfα(x) = −1 +
m∑
i=1
Aij(Ax)
1
α
i , ∇2jkfα(x) =
1
α
m∑
i=1
AijAik(Ax)
1
α
−1
i . (2.2)
Let βm = maxj βj . Then: ∇2fα(x+ tBx)  (1 + βm) 1α−1∇2fα(x)  2∇2fα(x), as (1 + βm) 1α−1 ≤ 2 is
equivalent to βm ≤ 2
α
1−α − 1 ≤ α1−α , which is true by the lemma assumptions. Therefore:
1
2
〈∇2fα(x+ tBx)Bx,Bx〉 ≤ 1
α
m∑
i=1
(Ax)
1
α
−1
i (ABx)
2
i
(by Cauchy-Schwartz Ineq.) ≤ 1
α
m∑
i=1
(Ax)
1
α
i
n∑
j=1
Aijβ
2
jxj =
1
α
n∑
j=1
(
m∑
i=1
Aij(Ax)
1
α
i
)
β2j xj
(by (2.2)) =
1
α
〈
1+∇fα(x),B2x
〉
. (2.3)
5
As βj = −cjαT∇jf(x), it follows that cjα |∇jfα(x)|max{1,1+∇jfα(x)} ≤ |βj | ≤ 2cjα
|∇jfα(x)|
max{1,1+∇jfα(x)}
. Combining
(2.1) and (2.3):
fα(x+Bx)− fα(x) ≤ 〈∇fα(x),Bx〉 + 1
α
〈
1+∇fα(x),B2x
〉
≤ −α
n∑
j=1
cj(1− 2cj)∇jfα(x)T∇jf(x)xj ,
as claimed.
Since we are focusing on minimizing fα(·), Uk = fα(x(k+1)) for x(k+1) being the solution constructed
by the algorithm at the end of iteration k is a valid upper bound, as long as x(k+1) ≥ 0. Lemma 2.1
will be used to show that the algorithm steps lead to a sufficiently large decrease in the upper bounds
between subsequent iterations.
2.2 Lower Bound and the Algorithm Steps
To assess the quality of approximation for a given point x(k) ≥ 0, we need a notion of a lower bound to
fα(x
∗). The following lemma constructs one such lower bound.
Lemma 2.2. Let x(0),x(1), ...,x(k) be a sequence of points from Rn+, a0, a1, ..., ak be positive numbers,
Ak =
∑k
s=0 as, and let φ : R
n → R be a concave function. Then:
fα(x
∗) ≥ Lk def=
∑k
s=0 as(fα(x
(s))− 〈∇fα(x(s)),x(s)〉) + minx≥0 {∑ks=0 as 〈T∇f(x(s)),x〉 − φ(x)}+ φ(x∗)
Ak
.
In particular, if φ(x) = ψ(x)−
〈
∇ψ(x(0))− a0T∇f(x(0)),x
〉
for some continuously-differentiable concave
function ψ : Rn → R and we define z(0) = ∇ψ(x(0)), z(k) = z(k−1) + akT∇f(x(k)) for k ≥ 1, then:
Lk =
∑k
s=0 as(fα(x
(s))− 〈∇fα(x(s)),x(s)〉) + ψ∗(z(k)) + φ(x∗)
Ak
and
∇ψ∗(z(k)) = argmin
x≥0
{
k∑
s=0
as
〈
T∇f(x(s)),x
〉
− φ(x)
}
.
Proof. The construction of the claimed lower bound is similar to the general approach from [10], where
in addition we use gradient truncation to account for non-standard smoothness properties of fα(·) (see
Lemma 2.1). In particular, by convexity of fα(·), ∀u ≥ 0,∀s: fα(u) ≥ fα(x(s)) +
〈∇fα(x(s)),u− x(s)〉,
and, therefore:
fα(u) ≥
∑k
s=0 as(fα(x
(s)) +
〈∇fα(x(s)),u− x(s))〉
Ak
. (2.4)
Recall that T∇jf(x) ≤ fα(x). As u ≥ 0, it follows that
〈∇fα(x(s)),u〉 ≥ 〈T∇f(x(s)),u〉. Therefore,
subtracting 1Akφ(u) from both sides of (2.4) and taking a minimum over u ≥ 0 on the right-hand side
of it, we have:
fα(u)− 1
Ak
φ(u) ≥
∑k
s=0 as(fα(x
(s))− 〈∇fα(x(s)),x(s)〉) + minx≥0 {∑ks=0 as 〈T∇f(x(s)),x〉 − φ(x)}
Ak
.
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Taking u = x∗ in the last inequality yields the claimed lower bound on fα(x
∗).
For the second part of the lemma, we only need to show that
ψ∗(z(k)) = min
x≥0
{
k∑
s=0
as
〈
T∇f(x(s)),x
〉
− φ(x)
}
, (2.5)
while the rest of the proof follows from the definition of Lk and by Fact 1.3. Plugging φ(x) into (2.5):
min
x≥0
{
k∑
s=0
as
〈
T∇f(x(s)),x
〉
− φ(x)
}
= min
x≥0
{
k∑
s=0
as
〈
T∇f(x(s)),x
〉
− ψ(x) +
〈
∇ψ(x(0))− T∇f(x(0))
〉}
= min
{〈
z(k),x
〉
− ψ(x)
}
,
which is, by definition, equal to ψ∗(z(k)).
We note that instead of φ(x) = ψ(x) −
〈
∇ψ(x(0))− a0T∇f(x(0)),x
〉
we could have used φ(x) =
Dψ(x,x
(0)) + a0
〈
T∇f(x(0)),x
〉
, which is closer to the standard choice of Dψ(x,x
(0)) = ψ(x)−ψ(x(0))−〈∇ψ(x(0)),x− x(0)〉 as a regularizer typically used in first-order methods. The only reason for omitting
−ψ(x(0)) + 〈∇ψ(x(0)),x(0)〉 from φ(x) is to directly work with ψ∗(z(k)) in the lower bound and avoid
bounding unnecessary terms in the gap. The addition of a0
〈
T∇f(x(0)),x
〉
is crucial in making the initial
gap sufficiently small and it ensures ∇ψ∗(z(0)) = x(0). This is specific to the analysis presented here, i.e.,
such a term does not normally appear in the analysis of standard first order methods (see, e.g., [10]).
Observe that the minimum in the lower bound Lk generates a new point x ≥ 0 as its argument.
Similar to the standard dual averaging, we will define the sequence of points generated by the algorithm
to be the arguments of those minima, that is, x(k+1) = ∇ψ∗(z(k)). To do so, however, we will need
an appropriate choice of ψ(·) that keeps the initial optimality gap sufficiently small and has properties
that match well the smoothness of fα. The next proposition characterizes ψ(x) and, consequently, the
sequence of points generated by the algorithm.
Proposition 2.3. Let z(0) = ∇ψ(x(0)), z(k) = z(k−1) + akT∇f(x(k)) for k ≥ 1. If
ψ(x) = η
(
− 〈1,x〉+
n∑
j=1
xj
1−α
1− α
)
,
then ψ∗(z(k)) = − ηα1−α
∑n
j=1(1 + z
(k)
j /η)
− 1−α
α , and ∇jψ∗(z(k)) = (1 + z(k)j /η)−
1
α .
Proof. Follows directly by setting the derivative of
〈
z(k),x
〉− φ(x) with respect to x equal to zero, and
solving for x.
2.3 The Gap Decrease and Convergence
By constructing the upper bound and the lower bound, we have fully specified the algorithm and the
approximate optimality gap, modulo specifying some of the parameters. In particular, from previous
two subsections, using Proposition 2.3, the approximate optimality gap Gk = Uk − Lk is given as:
Gk =
fα(x
(k+1))−∑ks=0 as(fα(x(s))− 〈∇fα(x(s)),x(s)〉)− ψ∗(z(k))− φ(x∗)
Ak
. (2.6)
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The overview of the rest of the convergence analysis is as follows. The main goal is to show that
AkGk −Ak−1Gk−1 ≤ 0 (Lemma 2.5) for some sufficiently fast growing Ak, so that Gk ≤ A0AkG0. Recall
that fα(x
(k+1)) − fα(x∗) ≤ Uk − Lk = Gk. Thus, we also need to show that G0 is sufficiently small
compared to fα(x
∗). In particular, if G0 = O(1)fα(x
∗) (Lemma 2.4), we immediately get that once
Ak ≥ 1ǫA0, we have obtained a (1 − O(ǫ))-approximate solution, i.e., fα(x(k)) ≤ (1 − O(ǫ))fα(x∗). We
start by bounding the initial gap in Lemma 2.4, and then the rest of the convergence analysis will consist
of proving the Main Lemma (Lemma 2.5).
Lemma 2.4. (Initial gap.) Let η = 1ǫ , a0 = 1, x
(0) = 1−ǫn‖A‖∞1. Let OPT = 〈1,x∗〉, where x∗ is the
minimizer of fα(·). Then: G0 ≤ 2OPT.
Proof. From the second part of Proposition 2.3, x(1) = ∇ψ∗(z(0)) = x(0). Therefore:
G0 = fα(x
(1))− fα(x(0)) +
〈
∇fα(x(0)),x(0)
〉
− ψ∗(z(0))− φ(x∗) ≤ −ψ∗(z(0))− φ(x∗),
as for x(0) = 1−ǫn‖A‖∞1, ∇fα(x(0)) < 0 (see Proposition 1.4). Using Proposition 2.3:
−ψ∗(z(0)) = ηα
1− α
n∑
j=1
(x
(0)
j )
1−α ≤ ηα(1 + ǫ)
1− α
〈
1,x(0)
〉
≤ 1
2
OPT. (2.7)
It remains to bound −φ(x∗) = −ψ(x∗)+ 〈∇ψ(x(0))−∇fα(x(0)),x∗〉. As x∗ ≤ (1+ ǫ)1 (by Proposition
1.4), it follows that
(x∗j )
1−α
1−α ≥ x∗j , ∀j, and thus −ψ(x∗) ≤ 0. Further, observe that:
∇jψ(x(0)) = η
(
−1 +
(
x
(0)
j
)−α)
=
1
ǫ
−1 + (n‖A‖∞
1− ǫ
) ǫ/4
log(mn‖A‖∞/ǫ)
 ≤ 1
2
.
Finally, as ∇fα(x(0)) ≥ −1, we have:
−φ(x∗) ≤
〈
∇ψ(x(0))−∇fα(x(0)),x∗
〉
≤ 3
2
〈1,x∗〉 = 3
2
OPT,
and, combining with (2.7), we get the final bound G0 ≤ 2OPT, as claimed.
Lemma 2.5. (Main Lemma.) Let k ≥ 1. If Gk−1 ≤ 2OPT, then AkGk ≤ Ak−1Gk−1.
Assuming that Lemma 2.5 holds, we can apply it inductively starting with the initial gap bound
from Lemma 2.4 to prove the following convergence result for Algorithm 1.
Theorem 2.6. Algorithm 1 (PackingCoveringLP) produces a solution x(K) such that Ax(K) ≤
(1 + ǫ)1 and
〈
1,x(K)
〉 ≥ (1− 3ǫ)OPT.
Proof. Observe first that the algorithm ends with K such that AK−1 ≤ η ≤ AK . Using Lemma 2.4 and
applying Lemma 2.5 inductively, we get AkGk−Ak−1Gk−1 ≤ 0, ∀k ≤ K. Therefore, we immediately have
GK ≤ a0AKG0 ≤ ǫG0. From the definition of GK , applying Lemma 2.4, fα(x(K+1)) ≤ fα(x∗)+ 2ǫOPT ≤
(1− 2ǫ)fα(x∗). The rest of the proof follows by applying Proposition 1.4.
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Proof of the Main Lemma. The plan for proving the Main Lemma is as follows. First, we show
that under the inductive hypothesis that Gk−1 ≤ 2OPT (which is true initially by Lemma 2.4), z(k−1)
cannot get “too small” (Proposition 2.7). We then use Proposition 2.7 to determine the largest possible
step size ak that preserves local smoothness of the upper bound from Lemma 2.1 (Proposition 2.8), and
we use Proposition 2.8 jointly with Lemma 2.1 to show that the upper bound must decrease sufficiently.
Recall that we would like to choose ak to be as large as possible, since AK =
∑K
k=0 ak and, by Lemma
2.5 (Main Lemma) the rate of growth of AK determines the rate at which we decrease the gap. The
remaining part of the proof is to show that any decrease in the lower bound between iterations k − 1
and k is dominated by the decrease in the upper bound from Lemma 2.9 (Lemma 2.10).
Proposition 2.7. If Gk ≤ 2OPT, η ≤ Ak, and ǫ ≤ 1/4, then z(k) ≥ −(ǫη/2)1.
Proof. Observe that, by the definition of fα(·), Uk ≥ −OPT. Therefore, if Gk ≤ 2OPT, it must be Lk ≥
−3OPT. Further, observe that ∀x ≥ 0, it must be fα(x) − 〈∇fα(x),x〉 ≤ 0, as fα(x) − 〈∇fα(x),x〉 =(
α
1+α − 1
)∑m
i=1(Ax)
1+α
α
i and α < 1. Therefore, using the definition of the lower bound (Lemma 2.2),
− 1Akψ∗(z(k)) ≥ −3OPT. As η ≤ Ak and (by Proposition 2.3) ψ∗(z(k)) = −
ηα
1−α
∑n
j=1(1 + z
(k)
j /η)
− 1−α
α :
α
1− α
n∑
j=1
(1 + z
(k)
j /η)
− 1−α
α ≤ 3OPT
⇒ ∀j, α
1− α(1 + z
(k)
j /η)
− 1−α
α ≤ 3OPT.
Suppose that z
(k)
j /η < 1−ǫ/2 for some j. Then, (1+z(k)j /η)−
1−α
α > e
ǫ(1−α)
α ≥
(
mn‖A‖∞
ǫ
)7/4
≥ 3OPT(1−α)α ,
which is a contradiction.
Using Proposition 2.7, we now determine the value of ak that ensures we can apply local smoothness
from Lemma 2.1 to the upper bound. Recall that we would like to make ak as large as possible to obtain
faster decrease in Gk, which, by Theorem 2.6, translates into the convergence time of Algorithm 1.
Proposition 2.8. Let ak =
α2η
4 . If Gk−1 ≤ 2OPT and Ak−1 ≤ η, then, x
(k+1)
j =
(
1− cjαT∇jf(x(k))
)
x
(k)
j ,
for all j, where cj is a number such that cj ∈
[
1
16 ,
1
4(1−ǫ)
]
.
Proof. Recall that x
(k+1)
j = ∇jψ∗(z(k)) = (1 + z(k)j /η)−1/α. As z(k)j = z(k−1)j + akT∇jf(x(k)):
x
(k+1)
j = x
(k)
j
(
1 +
akT∇jf(x(k))/η
1 + z
(k−1)
j /η
)−1/α
. (2.8)
As Gk−1 ≤ 2OPT, from Proposition 2.7, 1 + z(k−1)j /η ≥ 1 − ǫ. Therefore,
akT∇jf(x
(k))
/η
1+z
(k−1)
j /η
∈ [−α2, α2] ⊂
(−1, 1), and applying Bernoulli’s and exponential inequalities:(
1−
akT∇jf(x(k))
ηα(1 + z
(k−1)
j /η)
)
≤
(
1 +
akT∇jf(x(k))/η
1 + z
(k−1)
j /η
)−1/α
≤ exp
(
1−
akT∇jf(x(k))
ηα(1 + z
(k−1)
j /η)
)
. (2.9)
From the definition of z(k), we have that z
(k−1)
j =
∑k−1
s=1 asT∇jf(x(s)) +∇jψ(x(0)), ∀j. We have already
shown (in the proof of Lemma 2.4) that ∀j, ∇jψ(x(0)) ≤ 1/2. As T∇jf(x(s)) ≤ 1 and a0 = 1, it follows
that z
(k−1)
j ≤ Ak−1 − 12 . By the proposition’s assumptions, Ak−1 ≤ η, and, therefore, 1 + z
(k−1)
j /η ≤ 2.
The rest of the proposition follows by case analysis for T∇jf(x(k)) ∈ [−1, 0] and T∇jf(x(k)) ∈ (0, 1],
and is omitted.
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We can now apply Lemma 2.1 to obtain the desired decrease in the upper bound, as follows.
Lemma 2.9. (Change in the upper bound.) Let ak =
α2η
4 . If Gk−1 ≤ 2OPT and Ak−1 ≤ η, then:
AkUk −Ak−1Uk−1 ≤ akfα(x(k))−Ak α
18
n∑
j=1
∇jfα(x(k))T∇jf(x(k))x
(k)
j .
Proof. Follows directly by applying Proposition 2.8 and Lemma 2.1, as Uk = fα(x
(k+1)).
Next, we bound the change in the lower bound, which will then suffice to show that AkGk−Ak−1Gk−1,
completing the proof of the Main Lemma.
Lemma 2.10. (Change in the lower bound.) Let ak =
α2η
4 . If Gk−1 ≤ 2OPT and Ak−1 ≤ η, then:
AkLk−Ak−1Lk−1 ≥ ak
(
fα(x
(k))−
〈
∇fα(x(k)),x(k)
〉)
+ak
〈
T∇f(x(k)),x
(k)
〉
−akαη
4
∑
j
x
(k)
j
(
T∇jf(x(k))
)2
.
Proof. By the definition of the lower bound (Lemma 2.2):
AkLk −Ak−1Lk−1 = ak
(
fα(x
(k))−
〈
∇fα(x(k)),x(k)
〉)
+ ψ∗(z(k))− ψ∗(z(k−1)). (2.10)
The rest of the proof follows by a Taylor approximation of ψ∗(z(k))− ψ∗(z(k−1)):
ψ∗(z(k))− ψ∗(z(k−1)) ≥
〈
∇ψ∗(z(k−1)), z(k) − z(k−1)
〉
+
1
2
min
{〈
∇2ψ∗(z(k−1))(z(k) − z(k−1)), z(k) − z(k−1)
〉
,
〈
∇2ψ∗(z(k))(z(k) − z(k−1)), z(k) − z(k−1)
〉}
.
Recall that z(k) = z(k−1)+akT∇f(x(k)) and x
(k) = ∇ψ∗(z(k−1)). Observe that∇2ψ∗(z(k)) = − 1α diag
(
x(k+1)
)·
diag
(
1+ z(k)/η
)−1
. Applying Proposition 2.8, ∇ψ∗(z(k)) ≥ − 2α diag(x(k)). Therefore:
ψ∗(z(k))− ψ∗(z(k−1)) ≥ ak
〈
T∇f(x(k)),x
(k)
〉
− ak
2
α
∑
j
x
(k)
j
(
T∇jf(x(k))
)2
= ak
〈
T∇f(x(k)),x
(k)
〉
− akαη
4
∑
j
x
(k)
j
(
T∇jf(x(k))
)2
.
Combining with (2.10), the proof follows.
We are now ready to complete the proof of the Main Lemma.
Proof of Lemma 2.5. The proof follows by showing that Lemmas 2.9 and 2.10 imply that AkGk −
Ak−1Gk−1 ≤ 0. Applying these two lemmas:
AkGk −Ak−1Gk−1 ≤ak
〈
∇fα(x(k))− T∇f(x(k)),x(k)
〉
+
akαη
4
∑
j
x
(k)
j
(
T∇jf(x(k))
)2
−Ak α
18
n∑
j=1
x
(k)
j · ∇jfα(x(k))T∇jf(x(k)) =
n∑
j=1
σj,
where
σj = ak
(
∇jfα(x(k))− T∇jf(x(k))
)
x
(k)
j +
akαη
4
x
(k)
j
(
T∇jf(x(k))
)2
−Ak α
18
x
(k)
j · ∇jfα(x(k))T∇jf(x(k)).
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By the choice of parameters, Ak ≥ 1, and Ak α18 ≥ α18 ≥ ak + akαη4 . When ∇jfα(x(k)) ≤ 1, then
∇jfα(x(k)) = T∇jf(x(k)), and we immediately have σj ≤ 0. Suppose ∇jfα(x(k)) > 1. Then T∇jf(x(k)) =
1, and we have:
σj ≤ x(k)j
(
ak∇jfα(x(k)) + akαη
4
− α
18
∇jfα(x(k))
)
≤ 0,
as α18 ≥ ak + akαη4 .
2.4 Extracting a Covering Solution
We now argue that the algorithm also constructs an approximate covering solution. Essentially, our
lower bound can be interpreted as a regularized covering objective. Towards that goal, denote for k ≥ 1:
y
(k)
i = (Ax
(k))
1/α
i , y
(k) =
∑k
s=1 asy
(s)
Ak − 1 . (2.11)
Using the results established earlier in the section, we have the following result.
Theorem 2.11. Let y(k),y(k) be defined via (2.11) and points x(k) constructed by Algorithm 1 (Packing-
CoveringLP). Then ATy(K+1) ≥ (1− 2ǫ)1 and 〈1,y(K+1)〉 ≤ (1 + 4ǫ)OPT.
Proof. From Proposition 2.7, z(K+1) ≥ −(ǫη/2)1. Recall that z(K+1) =∑K+1s=1 as∇fα(x(s)) +∇ψ(x(0))
and that ∇ψ(x(0)) ≤ 12 (from the proof of Lemma 2.4). As AK+1 ≥ η, ∇fα(x(s)) = −1+ATy(s), and
η = 1ǫ :
1
AK+1 − 1
(
K+1∑
s=1
as∇fα(x(s)) +∇ψ(x(0))
)
≥ − ǫ
2
· η
AK+1 − 11
⇒ ATy(K+1) ≥
(
1− ǫ
1− ǫ −
ǫ
2(1− ǫ)
)
1 ≥ (1− 2ǫ)1.
For the second part of the theorem, as GK+1 ≤ 2ǫOPT and UK+1 ≥ −(1 + ǫ/2)OPT, we have that
LK+1 ≥ −(1 + 5ǫ/2)OPT. Since ψ∗(z) ≤ 0 and φ(x∗) ≥ 0, it follows that:
1
AK+1
K+1∑
s=0
as
(
fα(x
(s))−
〈
∇fα(x(s)),x(s)
〉)
≥ −(1 + 5ǫ/2)OPT. (2.12)
Observe that:
fα(x
(s))−
〈
∇fα(x(s)),x(s)
〉
=
(
α
1 + α
− 1
) m∑
i=1
(
y
(s)
i
)1+α
= − 1
1 + α
m∑
i=1
(
y
(s)
i
)1+α
.
Applying Jensen’s Inequality:
− 1
1 + α
m∑
i=1
(
y
(K+1)
i
)1+α
≥ − 1
1− ǫ(1 + 5ǫ/2)OPT. (2.13)
It is not hard to verify that for y ≥ ǫ2m‖A‖∞ ,
y1+α
1+α ≥ y. Therefore:∑
i:y
(K+1)
i ≥ǫ
2/(m‖A‖∞)
y
(K+1)
i ≤
1
1 + α
m∑
i=1
(
y
(K+1)
i
)1+α
≤ 1
1− ǫ(1 + 5ǫ/2)OPT. (2.14)
As
∑
i:y
(s)
i <ǫ
2/(m‖A‖∞)
y
(s)
i ≤ ǫ
2
‖A‖∞
≤ ǫ2OPT, we get the final bound:〈
1,y(K+1)
〉
≤
(
1 + 5ǫ/2
1− ǫ + ǫ
2
)
OPT ≤ (1 + 4ǫ)OPT,
as claimed.
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A Proofs for Section 1 (Introduction)
Proposition 1.4. Let OPT be the optimal value of the packing problem, x ≥ 0 be any non-negative
vector, α ≤ ǫ/4log(mn‖A‖∞/ǫ) , and let x∗α ≥ 0 be the minimizer of fα(·). Then:
1. (Bounds on OPT.) 1‖A‖∞ ≤ OPT ≤ n.
2. (Approximate barrier property.) If Ax ≤ (1 − ǫ/2)1, then α1+α
∑m
i=1 (Ax)
1+α
α ≤ ǫ2OPT. Con-
versely, if, for some i, (Ax)i ≥ 1 + ǫ/2, then α1+α
∑m
i=1 (Ax)
1+α
α > 2OPT.
3. (Approximation guarantee.) If fα(x) ≤ (1 − ǫ)fα(x∗α), then Ax ≤ (1 + ǫ/2)1 and 〈1,x〉 ≥
(1− 3ǫ/2)OPT.
Proof. The proof of Part 1 is immediate, by observing that x = 1n‖A‖∞1 is packing feasible, while having
xj > 1 for any coordinate j violates the constraints, as minij:Aij>0Aij = 1.
For Part 2, assume first that Ax ≤ (1− ǫ/2)1. Then, ∀i,
(Ax)
1+α
α
i ≤ (1− ǫ/2)
1
α ≤ e− log(M‖A‖2∞/ǫ) < 1
m‖A‖2∞
.
Thus, α1+α
∑m
i=1 (Ax)
1+α
α < α‖A‖∞ ≤ ǫ4OPT. On the other hand, if, for some i, (Ax)i ≥ 1 + ǫ/2, then:
(Ax)
1+α
α
i ≥ (1 + ǫ/2)
1
α ≥
(
mn‖A‖∞
ǫ
)7/4
,
and, therefore, α1+α (Ax)i ≥ 2OPT.
Let x∗ be an optimal solution to the packing problem. The second part implies that given an x such
that (Ax)i ≥ 1+ ǫ/2 for some i, it must be fα(x) > 0. On the other hand, for x = (1− ǫ/2)x∗, we have
that fα(x) ≤ −(1−ǫ/4)OPT. Therefore, for the third part of the proposition, fα(x) ≤ (1−ǫ)fα(x∗α) < 0,
and thus Ax ≤ (1+ ǫ)1. Further, −〈1,x〉 ≤ −(1− ǫ/4)(1− ǫ)OPT ≤ −(1− 3ǫ/2)OPT, as claimed.
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