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We show how a large family of interacting nonequilibrium phases of matter can arise from the
presence of multiple time-translation symmetries, which occur by quasiperiodically driving an iso-
lated quantum many-body system with two or more incommensurate frequencies. These phases are
fundamentally different from those realizable in time-independent or periodically-driven (Floquet)
settings. Focusing on high-frequency drives with smooth time-dependence, we rigorously estab-
lish general conditions for which these phases are stable in a parametrically long-lived ‘preheating’
regime. We develop a formalism to analyze the effect of the multiple time-translation symmetries on
the dynamics of the system, which we use to classify and construct explicit examples of the emergent
phases. In particular, we discuss time quasi-crystals which spontaneously break the time-translation
symmetries, as well as time-translation symmetry protected topological phases.
I. INTRODUCTION
Many-body quantum systems give rise to a vast array
of interesting phases of matter. The last decade has seen
a dramatic expansion and refinement in our understand-
ing of the landscape of such phases [1–4]. Recently, it
was understood how time-translational symmetry (TTS)
itself can give rise to and protect intrinsically out-of-
equilibrium phases of matter in isolated quantum sys-
tems [5–8]. Arguably the simplest example is the dis-
crete time crystal [7, 9–14], characterized by the spon-
taneous breaking of the discrete TTS of a periodic (Flo-
quet) drive. This is manifested in physical observables
exhibiting robust, long-lived oscillations at an integer-
multiple of the base driving period. Experimental sig-
natures of this behavior have been reported in various
platforms [15–17]. Going beyond discrete time crystals, a
large number of other Floquet phases in which TTS plays
an essential role, including topological phases beyond the
equilibrium classification, have also been discussed.
The richness of Floquet phases naturally raises the
questions: are there fundamentally different nonequilib-
rium interacting phases beyond Floquet, which are not
dynamically engineered analogs of static phases? What
is the role of TTS in characterizing these phases?
Apart from theoretical interest, these questions are
placed upon us by the dramatic experimental advances
in controlling and manipulating isolated quantum many-
body systems, such as cold atoms [18], trapped ions [19–
21], nitrogen-vacancy centers [22, 23], and superconduct-
ing qubits [24, 25]. These systems provide a natural plat-
form to realize dynamical protocols, allowing us to sys-
tematically study physics in out-of-equilibrium settings,
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including thermalization and equilibration. Classifying
nonequilibrium phases tells us exactly what long-time,
dynamical collective behaviors are possible and the uni-
versal features defining them.
Driven interacting systems are, however, generically
expected to heat up to a featureless infinite temperature
state due to a lack of energy conservation [26–30]. Thus,
to meaningfully define phases of matter in such settings,
systems must be protected against heating, at least for
some long timescale. For Floquet systems, this challenge
can be overcome by applying high-frequency drives lead-
ing to exponentially long-lived prethermal regimes [31–
36] or by applying strong disorder leading to many-body
localization (MBL) [30, 37, 38]. Generalizing these ideas
to more generic driving scenarios remains an important
open question.
In this paper, we consider interacting quantum many-
body systems subject to a quasiperiodic drive that con-
sists of several incommensurate frequencies and is smooth
in time. We rigorously show that under such driving sce-
narios, the system is protected at high driving frequen-
cies from heating for a parametrically long time, giving
rise to a so-called ‘preheating’ regime. The heating time
scales as a stretched exponential of the ratio of the drive
frequency to local coupling strengths. We demonstrate
through a recursive construction that there is an effective
static Hamiltonian governing time-evolution in the pre-
heating regime, which generalizes the Floquet analysis
of [12, 35] to a large class of new dynamical systems.
The presence of a preheating regime in
quasiperiodically-driven systems opens up an avenue to
realize novel long-lived, nonequilibrium phases of matter.
We provide a set of general driving conditions to realize
these phases and discuss how they are distinguished by a
notion of multiple time-translation symmetries (TTSes)
of the drives; thus, they are fundamentally different
from those in static or Floquet settings. In particular,
we classify two exemplars of such phases: the discrete
time quasi-crystal (DTQC), which spontaneously breaks
ar
X
iv
:1
91
0.
03
58
4v
3 
 [c
on
d-
ma
t.s
tr-
el]
  1
3 M
ay
 20
20
2the multiple TTSes, as well as quasiperiodic symmetry-
protected and symmetry-enriched topological phases,
which are protected by them. Our results showcase the
richness of the landscape of quasiperiodically-driven
phases, and excitingly opens up new directions in the
rapidly developing field of nonequilibrium quantum
matter.
Before we proceed, let us note that the study of the dy-
namics of quantum systems under quasiperiodic driving
has a venerable history, encompassing diverse applica-
tions from experiments in chemistry and physics, to the
basic structure of first-order differential equations [39–
58]. Interesting dynamical behavior related to topology
in few-body or non-interacting scenarios have also been
reported [59–63]. Many-body quasiperiodically-driven
quantum systems with interactions have received increas-
ing attention comparatively recently [64–66]. Our ap-
proach is distinguished from previous studies in that we
explicitly establish the stability of the nonequilibrium
phases we discuss, by rigorously providing a bound on
their lifetimes. We additionally demonstrate the robust-
ness of their universal properties against small changes
in the driving protocol, which justifies their characteri-
zation as ‘phases of matter’.
The outline of the rest of this paper is as follows. In
Section II, we summarize our main results on establish-
ing a long preheating regime in quasiperiodically-driven
systems, in which one can discuss phases of matter. In
Section III, we introduce the notion of a “frame-twisted
high-frequency limit”, which will allow us to find new
phases of matter with no static or periodically driven
analogs. We will show how TTSes act in this regime and
make this precise by defining “twisted time-translation
symmetries”. In Section IV, we discuss spontaneous sym-
metry breaking for the multiple TTSes, which lead to dis-
crete time quasi-crystal phases. In Section V, we define
and classify topological phases protected by the multiple
TTSes. In Section VI, we return to the stability of the
prethermal regime and show how the scaling of the heat-
ing time with frequency can be intuitively understood in
terms of simple linear response arguments. In Section
VII, we state and sketch the proof of our rigorous results
on the heating bounds and description of the dynamics;
technical details are relegated to Appendix H. Finally,
in Section VIII we discuss various extensions and future
directions, and we conclude in Section IX.
Remark on notation: the term ‘time quasi-crystal’
(TQC) has been used for systems that show a quasiperi-
odic response, arising from either a quasiperiodic [64] or
a periodic drive [67, 68]. In this manuscript, we will re-
strict use of the term time quasi-crystal to the first sense,
where a quasiperiodic drive gives rise to a response with
a different quasiperiodic pattern (see Sec. IV).
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II. OVERVIEW: MAIN IDEAS AND KEY
RESULTS
A. Multiple time-translational symmetries in
quasiperiodically-driven systems
In this paper, we show the existence of long-
lived nonequilibrium phases of matter protected by
multiple time-translational symmetries (TTSes) in
quasiperiodically-driven systems, which are defined as
follows. Consider an at-least piecewise continuous Hamil-
tonian H(θ) parametrized by the m-dimensional “stan-
dard” torus Tm 3 θ = (θ1, · · · , θm), which is 2pi-periodic
in each angle θi. Additionally, let us pick a vector of
rationally independent frequencies ω = (ω1, · · · , ωm), so
that n · ω 6= 0 for any non-zero integer vector n ∈ Zm.
When m = 2, it suffices to choose the ratio ω2/ω1
to be an irrational number, such as the golden ratio
ω2/ω1 = ϕ = (1 +
√
5)/2. The dynamics of the system
under the time-dependent Hamiltonian
H(t) = H(ωt+ θ0) (1)
is time-quasiperiodic for m ≥ 2, and constitutes a
quasiperiodic drive. Here, t is the physical ‘single’ time
and θ0 ∈ Tm are some fixed initial angles (see Fig. 1).
The class of drives of Eq. (1) encompasses Floquet driving
0 2pi
0
2pi
α
θ0
θ1
θ2
ω1 ω2
(a) (b)
Figure 1. (a) Cartoon of an ensemble of spins that is
quasiperiodically-driven. (b) A time-quasiperiodic Hamilto-
nian H(t) arises from evaluating a Hamiltonian H(θ) de-
fined on the m-dimensional torus Tm 3 θ on the trajectory
θ(t) = ωt+ θ0 (blue arrows). As the frequency vector ω is a
set of rationally independent frequencies, the trajectory never
returns to itself, but covers the torus uniformly. Shown here
is the case m = 2, with tanα = ω2/ω1 irrational.
as the case m = 1, which will enable us to directly com-
pare our analysis to previous work. Note that throughout
the paper, we will use the same symbol – e.g. H above
– to refer to the same physical quantity viewed either
as a function on the torus, H(θ), or as a function of
single time, H(t). As in Eq. (1), the single time func-
tion is obtained by evaluating the torus function along
the particular trajectory θ(t) = ωt+θ0. While these are
technically different mathematical functions, they can be
distinguished by their scalar t or vector θ arguments.
At first glance, it is puzzling how one could obtain
phases protected by TTSes in quasiperiodically-driven
systems. After all, the incommensurate nature of the
driving frequencies implies that the Hamiltonian Eq. (1)
has not even a single time-translational symmetry (there
is no period T 6= 0 for which H(t) = H(t+ T ) for all t),
let alone multiple TTSes. However, H(t) derives from an
underlying H(θ) on Tm through Eq. (1), which is sym-
metric under translations θ → θ+τ . Here the translation
vectors belong to a lattice τ ∈ L = 2piZm generated by
m independent symmetries. It is thus conceivable that
these symmetries have meaningful and nontrivial impli-
cations for the single-time system. Since for m = 1 this is
nothing but the time-translation symmetry of a Floquet
system, we will still refer to these symmetries as “time-
translation symmetries” for quasiperiodically-driven sys-
tems (m ≥ 2).
In what follows, we will make the above statements
precise by interpreting the consequences of the multiple
TTSes in a certain class of physical systems. Specifically,
we consider quantum many-body systems defined on lat-
tices in arbitrary spatial dimensions with bounded local
Hilbert spaces (i.e. spins or fermions), and which respect
a sense of locality – the interaction strength decays suf-
ficiently fast with distance. In particular, we allow for
a Hamiltonian having interactions with amplitude that
are at least exponentially-decaying with distance (termed
4‘quasilocal’), see Sec. VII. We will show that:
1. For such strongly interacting many-body systems
under some non-fine-tuned quasiperiodic driving
conditions, the multiple time-translation symme-
tries of H(θ) give rise to an actual symmetry of
the effective time-independent Hamiltonian that
describes the dynamics in a long-lived preheat-
ing regime. This enables the existence of novel
nonequilibrium phases of matter protected by these
symmetries.
2. The classification of quasiperiodically-driven many-
body phases of matter – both spontaneous symme-
try breaking and topological phases – is the same
as the classification of equilibrium phases with a
symmetry group extended by Z×m. This is a di-
rect generalization of the m = 1 Floquet results of
Ref. [69].
B. Long lifetimes in quasiperiodically-driven
systems
Owing to the lack of energy conservation, a generic er-
godic interacting driven system is expected to heat to a
featureless infinite-temperature state, where symmetries
act trivially and a discussion of phases of matter is moot.
Therefore, before we can even discuss new phases realiz-
able with multiple TTSes, we must establish that there
exist suitable quasiperiodic driving conditions where such
deleterious heating is controlled, at least for some para-
metrically long time.
In Floquet systems (m = 1), the conditions needed
to achieve this are relatively mild. Energy absorption
or emission between the system and the drive can only
take place in integer multiples of the driving frequency,
i.e. ∆E = nω for integer n. By suppressing resonances
between energy eigenstates connected by such discrete
energy levels, heating can be slow. Both Floquet-MBL
and Floquet prethermalization involve suppressing heat-
ing in a such a way, though through different physical
mechanisms. The former uses strong disorder to directly
curtail the probability of local resonances [30, 37, 38].
The latter entails driving at such high frequencies com-
pared to local energy scales J  ω that the system
can only absorb the large drive quanta nω by perform-
ing a multiple-spin rearrangement. This rate is heav-
ily suppressed giving rise to a long heating timescale
t∗ ∼ econst.ω/J [31]. Other scenarios where heating is
slow that result not from disorder or high-frequency driv-
ing have also been considered, see [70–72].
In quasiperiodically-driven systems (m ≥ 2), by con-
trast, energy absorption or emission occurs in units of
∆En = ω · n for any integer vector n ∈ Zm. As the fre-
quencies ω = (ω1, · · · , ωm) are rationally independent,
the set of all possible such quanta ∆En is dense on the
real line. Superficially, it seems impossible to avoid im-
mediate heating.
A more careful consideration shows however that this
is not necessarily an insurmountable problem. Consider,
as an example, a static Hamiltonian H0 weakly driven
by a quasiperiodic perturbation V (t) = V (ωt+ θ0). Ex-
panding V (θ) in a Fourier series
V (θ) =
∑
n∈Zm
Vne
in·θ, (2)
one sees that Vn induces transitions between energy lev-
els of H0 separated by energies ∆En in linear response
theory. The set of all ∆En with |n| below some cutoff
becomes ever more closely spaced as the cutoff increases.
Nonetheless, as long as the amplitude ‖Vn‖ decays fast
enough with |n| as compared to this spacing, resonances
will not proliferate at large |n|. This observation suggests
a restriction of V (θ) to be ‘sufficiently’ smooth on the
torus, which in turn translates to smooth drives in time.
Resonances arising from small |n| processes also need to
be suppressed – but this should be achievable with the
same mechanisms as in the Floquet case (strong disorder
or high-frequency driving).
One of the key aspects of our present work is to
make this plausible stability statement concrete. Specif-
ically, we will consider the case corresponding to a
quasiperiodically-driven many-body HamiltonianH(ωt+
θ0) under two conditions. First, that it is smooth in
time, in the sense that the amplitude of the Fourier coef-
ficients Hn of the driving Hamiltonian decay as ‖Hn‖ .
e−const.|n| at large |n|. Second, that the driving frequen-
cies ωi are large compared to any local energy scales J of
the Hamiltonian. Under these conditions, we will show
that the heating time t∗ is rigorously bounded for any
 > 0, and for all except a set of measure zero choices of
frequency vectors ω by
t∗ ≥ C
′
J
exp
[
C
(ω
J
)1/(m+)]
. (3)
Here ω = |ω| is the norm of the driving frequency, C,C ′
are dimensionless numbers depending on the number-
theoretic properties of the irrational ratios ωi/ωj , and
m is the number of incommensurate frequencies. Thus,
keeping the ratios ωi/ωj fixed, the bound on heating time
t∗ follows a simple stretched exponential in frequency
dependence. While this can be intuitively understood
within linear response theory (Sec. VI), we will prove the
bound Eq. (3) using a recursive construction beyond lin-
ear response (Sec. VII). Note that for non-smooth drives,
where Vn decays slower than exponentially at large |n|,
the heating time t∗ scales with a different functional
form. For a power law decay of Vn, such as for step-
drives, we expect that t∗ scales as a power law in ω/J
(see Sec. VIII C). While Eq. (3) is analogous to the high-
frequency heating bound known for Floquet systems, the
heating time in those systems is always a simple exponen-
tial in ω/J without restrictions on the drive smoothness.
5C. Description of preheating dynamics
The existence of a long timescale Eq. (3) implies a
long-lived preheating regime and opens up the possibility
to define phases of matter in this time interval. How
can we concretely describe the dynamics, and eventually
characterize phases, in the preheating regime?
Let us briefly recall the Floquet scenario (m = 1),
where generally the dynamics in a preheating regime is
approximately governed by an effective, static, quasilo-
cal Hamiltonian D. More precisely, the time-evolution
operator U(t) = T exp[−i ∫ t
0
H(t′)dt′] can be written as
U(t) ≈ P (t)e−iDtP †(0), (4)
where P (t) = P (t+T ) is a unitary change of frame which
is periodic in time, and the approximate equality reflects
an omission of small local terms in the Hamiltonian that
do not affect the dynamics up to the heating time t∗ [32–
35]. A quantum state’s dynamical evolution can therefore
be understood as comprised of two parts: time-evolution
generated by the static Hamiltonian D, and an additional
‘micromotion’ governed by P (t). If we only consider the
state of the system at stroboscopic times, i.e. integer mul-
tiples of the driving period, then the dynamics is gener-
ated by the Floquet operator UF := U(T ). This oper-
ator can be written [if we choose P (0) = P (T ) = I] as
UF ≈ e−iDT , in which case the study of the dynamical
evolution of the system up to time t∗ entails studying the
eigenstates of the Hamiltonian D.
We strongly emphasize here the importance of D be-
ing quasilocal. In fact, the Floquet-Bloch theorem as-
serts that the decomposition Eq. (4) exists with an ex-
act equality if D is replaced by the Floquet Hamiltonian
HF . However, HF will be highly non-local in a generic
ergodic many-body system – it must after all describe the
eventual heating to an infinite-temperature state – and
therefore is not very insightful to use when studying the
preheating regime, as compared to D.
One scenario where a long heating time emerges and
the approximate decomposition (4) holds is in the limit
of high-frequency driving, in which case t∗ & econst.ω/J .
The small ratio of the local energy scale to the driving
frequency J/ω naturally enables schemes for an order-
by-order expansion of D and P . For example, the
commonly-used “Floquet-Magnus” expansion [5, 73] with
P (0) = P (T ) = I gives at lowest orders
D(0) =
1
T
∫ T
0
dt′H(t′),
D(1) =
1
2T
∫ T
0
dt′
∫ t′
0
dt′′ [H(t′), H(t′′)], (5)
and is generally an asymptotic series. Refs. [32, 33]
showed that if truncated at some optimal order, Eq. (4) is
satisfied with an error ∼ 1/t∗ = O(e−const.ω/J). Ref. [34]
also constructed an effective static Hamiltonian that
provably approximates the dynamics until the same t∗,
although it was not directly expressed in terms of the
Floquet-Magnus expansion.
We now return to quasiperiodically-driven systems
(m ≥ 2). For the smooth high-frequency drives that
we consider, we will prove that a similar decomposition
of the unitary time evolution operator U(t) as Eq. (4)
exists,
U(t) ≈ P (ωt+ θ0)e−iDtP †(θ0). (6)
A quantum state’s dynamics is again effectively com-
prised of time-evolution by some static Hamiltonian
D and a micromotion given by some unitary time-
quasiperiodic change of frame P (t) := P (ωt + θ0) with
underlying P (θ) smooth on the torus. In Sec. VII, we
will demonstrate how to construct the effective Hamil-
tonian D and unitary P through an iterative renormal-
ization procedure of the driving Hamiltonian H(t) that
can be understood as a generalization of the methods of
Ref. [34], as well as bound the optimal order to which
the procedure should be carried out. This gives rise to
an optimal D such that the description Eq. (6) is valid
at least for times t . t∗, with t∗ satisfying Eq. (3).
While it seems natural to assume that the decom-
position Eq. (4) carries over from the Floquet case to
quasiperiodically-driven systems, this is far from obvious.
It is known rigorously that the decomposition Eq. (6)
with an exact equality (i.e. Floquet-Bloch theorem) is not
guaranteed in general quasiperiodic systems, there being
obstructions to defining a generalized Floquet Hamilto-
nian [41]. To understand why one does expect (6) to hold
in the quasiperiodically-driven case with conditions given
in Sec. II B, observe that the high-frequency assumption
suggests that an expansion analogous to the Floquet-
Magnus expansion Eq. (5) can be written down. Repre-
senting H(θ) as a Fourier series H(θ) =
∑
nHne
in·θ and
assuming the form Eq. (6) with P (t) quasiperiodic, one
can perform a formal expansion in powers of the inverse
norm of driving frequencies 1/ω of the effective Hamil-
tonian D = D(0) + D(1) + · · · as well as the unitary
P (θ) = exp(Ω(1)(θ)+Ω(2)(θ)+ · · · ), whose leading order
terms read (see Appendix A)
D(0) = H0 =
∫
Tm
dmθ
(2pi)m
H(θ),
D(1) =
1
2
∑
n
1
ω · n [Hn, H−n]. (7)
Here Ω(1)(θ) = −∑n 6=0Hnein·θ/(n·ω). However, while
relatively simple to construct, even the low order terms
in Eq. (7) already signal a difficulty not present in the
Floquet case: The denominator n · ω can be arbitrar-
ily small, leading to possible divergences and bringing
into question the validity of the expansion. This is pre-
cisely the manifestation of the denseness of resonances
discussed in Sec. II B. As before, we observe that this
issue can potentially be circumvented if the size of the
Fourier coefficientsHn decay sufficiently rapidly with |n|,
such as in the case of smooth driving, so that the small
6denominators are suppressed. Note also that while sim-
ilar to Eq. (5), the expansion of Eq. (7) does not reduce
to it upon setting m = 1, as we explain in Appendix A.
This point will be important in the discussion of emer-
gent symmetries.
A central contribution of our paper is to show how
imposing the smoothness conditions on the drive indeed
leads to a meaningful high-frequency expansion which
can be used to construct an effective static Hamiltonian.
The expansion we develop, which is different from that
of Eq. (7), is given in Sec. VII.
D. Equilibration and steady states in the
preheating regime
Let us now describe the kind of dynamics and ‘steady
states’ one can expect in the preheating regime, given an
effective, static, quasilocal Hamiltonian D via Eq. (6).
If D is generic and non-integrable, one expects dy-
namics from a simple initial state |ψ0〉 to lead to ther-
malization with respect to D, when viewed in the time-
dependent frame defined by P (t). That is, the sys-
tem locally approaches an equilibrium distribution ρβ ∝
e−βD, where the inverse temperature β depends on the
energy of the initial state as measured by D. Pre-
cisely, β is obtained from the relation 1Z Tr(De
−βD) =
〈ψ0|P (θ0)DP †(θ0)|ψ0〉 where Z = Tr(e−βD). This hap-
pens provided local relaxation timescales tr are much
less than the heating timescale t∗, i.e. tr ∼ J−1  t∗,
which always occurs for high-frequency drives. As the
system is expected to eventually thermalize to an infinite-
temperature state, ρ ∝ I for t > t∗, due to the correc-
tions in Eq. (6) that cannot eventually be neglected, one
refers to equilibration to ρβ in the preheating regime as
prethermalization. In particular, we can then talk about
‘prethermal quasiperiodically-driven phases of matter’ in
this steady state. Of course, one must remember to in-
clude the effects of the time-quasiperiodic unitary P (t)
upon moving back to the laboratory frame. However,
as P (t) when constructed in the high-frequency limit is
perturbatively close to the identity, this simply endows
the steady state ρβ with additional micromotion of small
amplitude ∼ J/ω; see Fig. 2.
We can also consider the case where D is non-ergodic,
such as when it is highly disordered leading to many-body
localization (MBL). In this case, there is a complete set
of quasilocal integrals of motion τzi (‘l-bits’) satisfying
[τzi , D] = 0. The system evolving under D, when viewed
in the rotating frame P (t), will not thermalize, but in-
stead exhibit MBL phenomenology. This includes loga-
rithmic entanglement growth, initial state memory and
localization-protected quantum order [74–77].
In the laboratory frame, the dynamics is rather more
interesting. Owing to the rotating change of frame, the l-
bits are not constants of motion, but rather always evolve
in time. Despite this motion, there is a sense in which
the system is still localized: Consider the dressed l-bit
Time log(t)
0
∼ J/ω
1
ZTr[Oe
−βD]
tr ∼ 1/J
t∗ ∼ eC(ωJ )
1/(m+²)
Local Observable 〈O(t)〉
Time t
0.6
0.8
Figure 2. Prethermalization in quasiperiodically-driven sys-
tems at high frequencies. Shown is a cartoon of the dy-
namics of a generic traceless local observable 〈O(t)〉 under
time-evolution by Eq. (6). There are three regimes: First, a
brief transient regime, where the local observable relaxes on
a short timescale tr ∼ 1/J , where J is the local energy scale
of the system. Second, a prethermalization regime, where
the system has locally equilibrated to a thermal ensemble of
an effective static Hamiltonian D, when viewed in the rotat-
ing frame defined by P (t). The evolution 〈O(t)〉 in the lab-
oratory frame shows a plateau around the prethermal value
(black dashed line), with small time-quasiperiodic oscillations
of amplitude ∼ J/ω (red dashed lines); here ω = |ω| is the
norm of driving frequencies. This lasts up to the long heat-
ing time t∗ ∼ exp[C(ω/J)1/(m+)]. Third, a final featureless
infinite-temperature state, reached after the system has fully
heated. (Inset) A zoom-in on the orange shaded region in the
prethermal plateau.
operator τ˜zi := P (0)τ
z
i P (0)
†, which is localized near site
i. Under “reverse evolution” defined as
τ˜zi (t)R = U(t)τ˜
z
i U(t)
†, (8)
we obtain using Eq. (6) and [τzi , D] = 0 that
τ˜zi (t)R ≈ P (t)e−itDτzi eitDP (t)† = P (t)τzi P (t)†. (9)
This means that motion of the τ˜zi (t)R is time-
quasiperiodic, which in turn implies that there is an infi-
nite sequence in time whereby the operator returns arbi-
trarily close (but never exactly) to the initial operator τ˜zi .
Why should the “reverse evolution” of the dressed l-bit
τ˜zi be a useful concept? Consider the forward Heisenberg
time evolution of an operator Oi localized near site i via
Oi(t) := U(t)
†OiU(t) and ask how this operator spreads
over time in space. In an ergodic system, we expect that
any local operator spreads generically ballistically, or dif-
fusively at the slowest. In our present case, computing
the overlap of Oi(t) with the localized dressed l-bit τ˜
z
i
Tr(Oi(t)τ˜
z
i ) = Tr(Oiτ˜
z
i (t)R) (10)
reveals that this overlap varies quasiperiodically in time
rather than decaying to zero. We can interpret this as
the statement that some fraction of the operator Oi(t)
7remains localized near its origin, rather than being trans-
ported away.
What we have described is thus a new kind of dynam-
ical localization that can be dubbed “quasiperiodically-
driven MBL”, although we have only shown that it is
stable until the timescale t∗ bounded by Eq. (3). Prov-
ing whether the quasiperiodically-driven MBL is stable
to beyond this time, perhaps even forever, remains an
interesting direction for future work.
In this paper, we will consider quasiperiodically-driven
phases of matter realizable in one or the other of the sce-
narios described above: prethermalization or (stretched-
exponentially long-lived) quasiperiodically-driven MBL.
III. EMERGENT SYMMETRIES PROTECTED
BY MULTIPLE TIME TRANSLATION
SYMMETRIES
Having motivated quasiperiodically-driven systems
and outlined their dynamics in suitable regimes, we now
analyze what kind of new phases of matter can arise in
these systems. As a first step, let us consider the sce-
nario where a direct high-frequency drive is applied to
a system. This procedure is often referred to as ‘high-
frequency Floquet engineering’, as the drive is used to
modify and control interactions of an underlying Hamil-
tonian. Indeed, the ground states of the effective static
Hamiltonian D that is generated in a high-frequency ex-
pansion can be different from those of the original un-
driven Hamiltonian [5, 78–82].
However, from a phases of matter point of view, a di-
rect high-frequency drive will not yield fundamentally
new long-time collective behavior that is not already re-
producible in some – possibly complicated – static sys-
tem at equilibrium. This is because a quantum state’s
evolution is effectively governed entirely by D and never
has any significant nontrivial micromotion during its time
evolution. Precisely, this stems from the fact that the
unitary frame transformation P (t) in the description of
the time evolution operator Eq. (6) is perturbatively close
to the identity. To uncover novel phases, especially those
that are inherently out-of-equilibrium, we need to go be-
yond.
In order to do this, we generalize the idea of a “frame-
twisted high-frequency limit”, introduced in Ref. [12]
for Floquet systems and reviewed in Sec. III A, to the
quasiperiodically-driven scenario. This will be the con-
text in which fundamentally new long-lived phases of
matter can emerge. In order to analyze the manifestation
of TTSes in this regime, we will introduce the notion of
“twisted time-translation symmetries” (Sec. III B). This
will allow us to analyze the quasiperiodic case but also
gives a simpler perspective on the results in the Floquet
case compared to the original constructions of Ref. [12].
Finally, in Sec. III C, we explain how to realize these
twisted time-translation symmetries in a frame-twisted
high-frequency limit in quasiperiodically driven systems.
A. Review: Frame-twisted high-frequency limit in
Floquet systems
For Floquet systems (m = 1), Ref. [12] provided gen-
eral periodic driving conditions which do give rise to fun-
damentally new non-equilibrium phases. We briefly re-
view these here.
The main idea is to consider periodically-driven Hamil-
tonians that approach the high-frequency limit, but only
when viewed in a certain rotating frame, a so-called
‘frame-twisted high-frequency’ limit. Consider a many-
body driven system with Hamiltonian of the form H(t) =
H0(t) + V (t). Here H0(t) = H0(t + T ) is a sum of
quasilocal terms, with associated time-evolution opera-
tor U0(t) = T exp[−i
∫ t
0
H0(t
′)dt′]. Evolution under H0 is
taken to have the special property U0(NT ) = U0(T )
N =
XN = I, for some positive integer N > 1 and an op-
erator X, which is not itself the identity. The term
V (t) = V (t + T ) describes interactions assumed to have
local energy scale J  ω/N . Since X is not pertur-
batively accessible from the identity, a strong drive is
required to realize this evolution – the local energy scale
of H0 is ∼ ω/N , and thus increases with ω. One there-
fore cannot naively apply the high-frequency expansion
Eq. (5).
In the rotating frame defined by the interaction picture
of H0(t), time-evolution is governed by the interaction
Hamiltonian
Hint(t) = U
†
0 (t)V (t)U0(t). (11)
This is a quasilocal Hamiltonian which is still time-
periodic, albeit with period NT . Since J  ω/N , a
high-frequency expansion can be meaningfully applied to
it, and one can see how there is a long-lived preheating
regime in this frame of reference.
However, the frame-twisted high frequency limit im-
poses a stronger condition than just long-lived preheat-
ing. Specifically, as shown in Ref. [12], in the laboratory
frame the Floquet unitary UF := U(T ) takes on the spe-
cial structure
UF ≈ V(Xe−iDT )V†, (12)
where D is a quasilocal Hamiltonian which addition-
ally satisfies [D,X] = 0 identically. Here V is a time-
independent quasilocal unitary that is perturbatively
close to the identity I. The approximate equality re-
flects an omission of small time-dependent local terms
whose effects only become relevant after times t∗ ∼
O(econst.ω/J).
The physical statement is that a system periodically
driven under these conditions always has an emergent
ZN symmetry generated by X. One can add small, po-
tentially time-dependent perturbations to H(t) as long
as they respect the time-periodic nature of the drive,
and the structure of Eq. (12) will be unchanged. The
emergent symmetry is therefore robust and underpins
the stability of inherently nonequilibrium Floquet phases
8of matter in many-body systems that can now emerge.
From Eq. (12), one sees that when observed at times
t that are integer multiples of NT (i.e. at times which
are stroboscopic with respect to the longer period), the
system, in the time-independent frame described by V,
settles into an equilibrium state of D distinguished by the
emergent ZN symmetry. However, when viewed after ev-
ery time interval T (the original period of the driving
Hamiltonian), due to the action of the symmetry opera-
tor X, the state of the system can transform nontrivially.
This happens, for example, if the system spontaneously
breaks the symmetry. Note that both the concepts of
equilibration and spontaneous symmetry breaking are
only sharply defined in a thermodynamically large sys-
tem. This additional periodic action is precisely what
makes the long-time collective behavior of this system
inherently out-of-equilibrium, and the robustness of the
phenomenology justifies the terminology of them being
called fundamentally nonequilibrium phases of matter.
We reiterate that this remarkable result is a consequence
of the discrete TTS of the Floquet drive and guaranteed
to happen with no additional symmetry requirements.
B. Twisted time-translation symmetries and
emergent symmetries
In quasiperiodically-driven (m ≥ 2) systems, it is nat-
ural to look for an expression of the form Eq. (12). Since
there is no single time-translation symmetry, however,
there is no analog of the Floquet operator UF and the
construction of Ref. [12] does not carry over.
Our key observation is that one can rederive the results
of Ref. [12] for Floquet systems in a considerably simpler
way that does accord an extension to quasiperiodically-
driven systems. This relies on realizing that the interac-
tion Hamiltonian Hint(t) described in the previous sec-
tion possesses a symmetry as a consequence of the TTS of
the original laboratory frame Hamiltonian. We will refer
to this symmetry of Hint(t) as a ‘twisted time-translation
symmetry’.
Precisely, in the Floquet setting, we say that a time-
periodic operator O(t) = O(t + T ) has a twisted TTS,
if there is an integer N > 1 and a unitary operator g
satisfying gN = I, such that for all t
O(t+ T˜ ) = gO(t)g†, (13)
where T˜ = T/N . In terms of the Fourier modes On
in O(t) =
∑
nOne
inωt, the twisted-TTS states that
gOng
† = e2piin/NOn. Note that Hint(t) in Eq. (11) has
a twisted-TTS with unitary g = X†, provided we rescale
time t 7→ t/N so that the periodicity of Hint(t), originally
NT , becomes T .
To gain some intuition as to why this concept is useful,
suppose that we had a Hamiltonian H(t) with a twisted-
TTS and we were to construct the effective Hamiltonian
D from the high frequency expansion given by Eq. (7)
with m = 1. One immediately sees from the action of
twisted-TTS in Fourier space that D constructed this
way commutes with g to all orders. Additionally, it can
be shown that the change of frame P (t) will also inherit
the same twisted-TTS as H(t), i.e. P (t + T˜ ) = gP (t)g†.
Note that the usual Floquet-Magnus expansion Eq. (5)
will not give this result, see Appendix A. The physical
conclusion is that dynamics of a driven Hamiltonian with
a twisted TTS can always be viewed in some frame as
effectively governed by a time-independent Hamiltonian
D with an emergent ZN internal symmetry, generated by
g.
Applying these considerations to the rotating frame
Hamiltonian Hint(t) in Eq. (11) to construct the effective
Hamiltonian D using Eq. (7), ones recovers the statement
Eq. (12) of Ref. [12] in a transparent fashion: Since UF =
U0(T )Uint(T ) = XT e−i
∫ T
0
Hint(t
′)dt′ , we can write it as
UF ≈ XP (T )e−iDTP (0)† = P (0)
(
Xe−iDT
)
P (0)†,
with [D,X] = 0, and where we have used XP (T ) =
P (0)X.
The twisted-TTS concept immediately generalizes to
quasiperiodically-driven systems (m ≥ 2). Recall that
a time-quasiperiodic operator O(t) = O(ωt + θ0) is de-
rived from an operator O(θ) that is parameterized by
a variable θ living in a higher-dimensional space, where
O(θ + τ ) = O(θ) for any τ ∈ L = 2piZm. Suppose,
there is additionally some finite translation vector τ˜ and
a unitary operator gτ˜ satisfying g
N
τ˜ = I for some integer
N > 1, such that
O(θ + τ˜ ) = gτ˜O(θ)g
†
τ˜ . (14)
We then say that O(θ) has a gτ˜ -twisted time-translation
symmetry. Note that as O(θ + N τ˜ ) = O(θ), N τ˜ ∈ L.
In terms of Fourier modes On, the twisted-TTS acts as
gτ˜Ong
†
τ˜ = e
in·τ˜On. Furthermore, since O(θ) is defined
on a torus with dimension m ≥ 2, it can have multi-
ple independent twisted-TTSes corresponding to differ-
ent translation vectors τ˜ and unitary operators gτ˜ .
As in the Floquet case, for a Hamiltonian with twisted-
TTSes, the effective Hamiltonian D constructed through
Eq. (7) manifestly commutes with gτ˜ . Also, P (θ) will
inherit the same twisted-TTSes P (θ + τ˜ ) = gτ˜P (θ)g
†
τ˜ .
These properties will hold for other high-frequency ex-
pansions as well, like the one we develop in Sec. VII.
C. Frame-twisted high-frequency limit in
quasiperiodically-driven systems
Although Eq. (14) seems like an obscure condition,
analogous to the Floquet case, twisted TTSes can arise
naturally in a frame-twisted high-frequency limit of a
drive that does not need to satisfy additional symme-
try constraints beyond time-quasiperiodicity itself. In-
deed, we will see how m twisted-TTSes can manifest
9from m ‘untwisted’ time-translations of the original driv-
ing Hamiltonian H(θ), when viewed in a suitable frame
of reference.
As discussed in Sec. II A, the many-body Hamiltonian
of the system H(t) = H(ωt+ θ0), derives from a Hamil-
tonian H(θ) on the standard torus Tm. Assume now this
has the form
H(θ) = H0(θ) + V (θ), (15)
with H0(θ + τ ) = H0(θ) and V (θ + τ ) = V (θ), for any
τ ∈ L = 2piZm. Let Γ1, . . . ,Γr be a set of r mutually
commuting operators, each of which is a sum of quasilocal
terms and has integer eigenvalues. We take
H0(θ) = fi(θ)Γi. (16)
Unless otherwise stated, the index summation convention
is implied. Here fi(θ) are real-valued functions satisfying
f i :=
∫
Tm
dmθ
(2pi)m fi(θ) = Qijωj , where Qij is a dimension-
less r ×m matrix with rational entries. The interaction
term V (θ) is a quasilocal Hamiltonian with local energy
scale J .
Under these conditions, we can solve for the evolution
operator U0(t) = T exp[−i
∫ t
0
H0(θ0 + ωt
′)dt′]. Since it
is made from commuting terms, the time-ordering can be
neglected. It is itself quasiperiodic U0(t) = U0(ωt+ θ0),
and can be expressed as
U0(θ) = e
−ihi(θ)Γi , (17)
for some functions hi(θ) satisfying hi(θ + τ ) = hi(θ) +
Qijτj for all τ ∈ L (see Appendix B).
Notice that U0(θ) is defined on a larger torus than
H0(θ). Specifically:
U0(θ + τ
′) = U0(θ), for all τ ′ ∈ L′. (18)
Here L′ is a sublattice of the original lattice L defined
by τ ′ ∈ L′ if and only if τ ′ ∈ L and eiQijτ ′j = 1. A
simple example is where m = r and Q = (1/N)Im for
some integer N > 1; in that case L′ = 2piNZm = NL,
so that the basic original cell is enlarged by N in each
direction. We emphasize that Eq. (18) holds only due to
our special form of H0(t) from Eq. (16). In general, one
does not expect U0(t) to be quasiperiodic, even if H0(t)
is.
We are now in a position to see how twisted TTSes
emerge. By transforming into the interaction picture of
H0(t), the interaction Hamiltonian is
Hint(ωt+ θ0) = U
†
0 (t)(H(t)− i∂t)U0(t), (19)
and has local energy scale J . Furthermore, it derives from
a Hamiltonian Hint(θ) = U
†
0 (θ)V (θ)U0(θ), which has pe-
riodicity in the larger unit cellHint(θ+τ
′) = Hint(θ) with
τ ′ ∈ L′. Choosing Q to have rational entries ensures that
the new unit cell is still finite (see Appendix C).
τ 1
τ 2 τ ′1
τ ′2
Rτ 1
Rτ 2
Rτ ′1
Rτ ′2
(a) (b)θ-space (original) θ-space (transformed)
Figure 3. Twisted-TTS and action of linear transforma-
tion R on θ-space for a specific m = 2 example. (a) Lat-
tice L of points (black) is defined by the translation vectors
τ 1 = 2pi(1, 0) and τ 2 = 2pi(0, 1). The original driving Hamil-
tonian H(θ), Eq. (15), has periodicity on the standard torus
(grey shaded area). The interaction Hamiltonian Hint(θ) gen-
erally has different periodicity. Shown is an example where
its periodicity is on a sheared torus (red shaded area), given
by the translation vectors τ ′1 = 2pi(2, 1) and τ
′
2 = 2pi(1, 2)
which defines a lattice L′ (red points). (b) There exists
an invertible linear transformation R mapping θ 7→ Rθ so
that (τ ′1, τ
′
2) 7→ (Rτ ′1, Rτ ′2) = (τ 1, τ 2). The Hamiltonian
H ′int(θ) := Hint(R
−1θ) has periodicity on the standard torus
(red shaded area), and additionally has gτ -twisted TTSes
H ′int(θ +Rτ ) = gτH
′
int(θ)g
†
τ where τ ∈ 2piZ2.
Since the Γi commute, Eq. (17) implies U0(θ + τ )
† =
gτU0(θ)
† = U0(θ)†gτ where
gτ = exp (iQijΓiτj) (20)
for τ ∈ L. Together with V (θ) = V (θ + τ ), this yields
Hint(θ + τ ) = gτHint(θ)g
†
τ . (21)
This is almost the twisted-TTS condition Eq. (14), ex-
cept the periodicity of Hint(θ) is not on the standard
torus Tm. However, there is always an invertible linear
transformation R on θ-space (Fig. 3) so that the Hamil-
tonian H ′int(θ) := Hint(R
−1θ) is periodic on the standard
torus and Eq. (14) then holds exactly for H ′int(θ).
We will generally not need to invoke the transformation
R, except when we discuss estimates of heating times and
our construction of effective Hamiltonians in the preheat-
ing regime, which take as input high-frequency Hamilto-
nians that are periodic on the standard torus. In those
cases, we should remember that the coordinate trans-
formation means the frequency vector is also rescaled
ω 7→ Rω when we consider the single-time evolution,
since Hint(ωt + θ0) = H
′
int(Rωt + Rθ0). This implies
that, the dynamics governed by the effective Hamilto-
nian D constructed from H ′int(θ) in a high-frequency ex-
pansion assuming J  Rijωj will last for a long time
t∗ ∼ O(econst.×(|Rω|/J)1/(m+)); see Sec. VII. Then, for
times less than t∗, the evolution operator in the interac-
tion frame can be written as
Uint(t) ≈ P (ωt+ θ0)e−iDtP †(θ0), (22)
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where P (θ) is periodic with respect to translations τ ′ ∈
L′.
According to the discussion of Sec. III B, the effective
Hamiltonian D in the preheating regime will have emer-
gent symmetries arising from the twisted TTSes,
[D, gτ ] = 0, for all τ ∈ L. (23)
Moreover, P (θ+τ ) = gτP (θ)g
†
τ for τ ∈ L. Analogous to
the Floquet case, these symmetry properties of D are ro-
bust to small, potentially time-dependent perturbations
to the driving protocol, as long as they respect the time-
quasiperiodicity of the system.
Although Eq. (23) holds for each translation vector τ ∈
L, not every such τ corresponds to a different operator
gτ . In fact, gτ = I if and only if τ ∈ L′. The unitary
operators gτ therefore belong to a finite Abelian group
of emergent symmetries, G ∼= L/L′. In the simple case
where Q = (1/N)Im, we find that m = r, G = Z×mN . As
a slightly less trivial example, consider r = m = 2 and
Q = 13
(−1 2
2 1
)
. This results in a lattice L′ as seen in
Fig. 3, and G = Z3. We refer the reader to Appendix
C where we show, given some rational matrix Q, how to
compute G from the Smith decomposition of Q. Since G
is a finite Abelian group, it is always of the form G =
Zq1 × Zq2 × ... [83].
Collecting all the ingredients discussed above, we are
now in the position to realize novel, inherently out-of-
equilibrium phases of matter. Time evolution in the lab-
oratory frame for t < t∗, under the driving scenarios
outlined in this section, is governed by the evolution op-
erator U(t) = U0(t)Uint(t), which can be written as
U(t) ≈ U0(ωt+ θ0)P (ωt+ θ0)e−iDtP †(θ0)
= V(t)
[
U0(t)e
−iDt
]
V†(0). (24)
Here V(t) = U0(ωt+ θ0)P (ωt+ θ0)U†0 (ωt+ θ0) is time-
quasiperiodic with underlying V(θ) = U0(θ)P (θ)U†0 (θ)
that has periodicity on the standard torus Tm, that is,
for translations τ ∈ L. Another way to state Eq. (24) is
that in the rotating frame defined by V(t)U0(t), time evo-
lution of the system is simply governed effectively by the
static Hamiltonian D. However, if one goes back to the
laboratory frame, this frame transformation – being not
perturbative close to the identity – can endow the state
of the system (in particular, the steady state of D) with
large, structured time-quasiperiodic micromotion, giving
rise to a panoply of different long-time dynamical col-
lective behaviors whose dynamical signatures are robust
and universal.
In the next two sections, we will illustrate the physi-
cal implications of our results with two examples of such
phases: time quasi-crystals and dynamic quasiperiodic
topological phases. We will return to the important task
of formalizing the preceding discussions on dynamics as
well as explicitly constructing D, in the later sections.
IV. DISCRETE TIME QUASI-CRYSTALS
A discrete time quasi-crystal (DTQC) is a phase which
spontaneously breaks some or all of the time-translation
symmetries of a quasiperiodic drive [64]. It is char-
acterized by a dynamical response of physical observ-
ables, which display stable long-time oscillations with
a time-quasiperiodicity that is different from the time-
quasiperiodicity of the original driving HamiltonianH(t).
This can be diagnosed by computing the power spectra of
local observables, which will exhibit robust peaks at fre-
quencies which are shifted from the base frequencies by a
fractional amount. Since there are several (m ≥ 2) inde-
pendent time-translation symmetries, there are a multi-
tude of ways that these symmetries can be spontaneously
broken, leading to a variety of patterns and associated
DTQC phases. The DTQC generalizes the discrete time
crystal, a phase which spontaneously breaks the single
time-translation symmetry of Floquet systems [9, 11].
Note that the concept of a DTQC as well as some as-
pects of its phenomenology have been proposed in [64],
which numerically observed a DTQC-like signal in a
quasiperiodic step-drive with disorder; albeit with a slow
logarithmic decay of the envelope in time. Our present
work explains more generally the precise role of time-
translational symmetries of quasiperiodic drives in delin-
eating such a phase, and also shows how the logarithmic
decay can be avoided (even without disorder) through
smooth driving, hence rigorously proving the stability of
the phase up to the long heating time t∗. In addition, we
provide drives that generalize to a large class of symme-
try breaking patterns. This large class includes, among
many others, the DTQC pattern introduced in [64], as
well as that of [66], and we address the stability of such
patterns when using smooth driving.
To understand DTQC phases, consider the time evo-
lution of a quantum state |ψ0〉 with a quasiperiodic
Hamiltonian of the type discussed in Sec. III C. Then
one can take a frame-twisted high-frequency limit, so
that for times t < t∗, the time-evolution operator can
be decomposed as in Eq. (24). Recall that the effec-
tive time-independent Hamiltonian D in the preheating
regime possesses multiple unitary symmetries gτ where
τ ∈ L = 2piZm, which belong to some finite Abelian
group G.
Now let us consider times where the system has
prethermalized, so that in the rotating frame V(t)U0(t)
the state is locally described by a thermal state ρβ ; see
the discussion in Sec. II D. In the laboratory frame, the
state of the system when probed by local observables is
ρ(t) = ρ(ωt+ θ0), where
ρ(θ) = V(θ)U0(θ)ρβU†0 (θ)V†(θ). (25)
We see that ρ(t) is time-quasiperiodic, since ρ(θ) at least
satisfies ρ(θ+τ ′) = ρ(θ) for τ ′ ∈ L′. But does ρ(θ) have
the periodicity of the original drive H(θ) of Eq. (15),
characterized by the lattice L = 2piZm? This turns out
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to depend on whether or not ρβ is symmetric under the
emergent symmetries gτ .
To see this explicitly, we can write
ρ(θ + τ ) = V(θ)U0(θ)g†τρβgτU†0 (θ)V†(θ), (26)
where we use that V(θ + τ ) = V(θ) and U0(θ + τ ) =
U0(θ)g
†
τ . Therefore ρ(θ+τ ) = ρ(θ) for τ ∈ L if and only
if gτρβg
†
τ = ρβ . In other words, if ρβ is a state that pre-
serves all the symmetries gτ of the effective Hamiltonian
D, then ρ(θ) preserves all m multiple time translation
symmetries of the driving Hamiltonian H(θ).
If on the other hand ρβ is not invariant under gτ ,
gτρβg
†
τ 6= ρβ , then the emergent symmetry gτ is said
to be spontaneously broken in the thermal state of D.
This can, of course, happen for multiple gτ at the same
time. From Eq. (26), ρ(θ) will then have a periodicity
different from the original Hamiltonian H(θ), and con-
sequently ρ(t) = ρ(ωt + θ0) will have a different time-
quasiperiodicity than the driving Hamiltonian H(t) =
H(ωt + θ0) – the hallmark of a DTQC phase. The pre-
cise connection between the spontaneous breaking of gτ
and of TTS reflects the fact that gτ was a manifestation
of the TTS in the first place.
A. Observable consequences
The spontaneously broken TTSes in quasiperiodically-
driven systems manifest themselves most clearly through
periodicity changes in the m-dimensional θ-space. The
interplay of multiple time translation symmetries gives
a large variation in the number of different symmetry
breaking patterns and associated DTQC phases. How-
ever, there will also be measurable signatures of these
patterns in terms of the dependence of the system on
physical time t, for example, in the Fourier spectrum
(or power spectrum) of local observables (see also [64]).
These are analogous to probing quasicrystalline struc-
tures in space through their diffraction patterns [84, 85].
Consider the regime described above, where the state
of the system is described by Eq. (26). Then, the expec-
tation of a local observable o(t) := 〈oˆ(t)〉 can be written
as o(t) = o(ωt+θ0), where o(θ) := Tr(oˆρ(θ)) has period-
icity that depends on the periodicity of ρ(θ). Let LSSB
be the sublattice of L comprising those τ ∈ L such that
ρ(θ+ τ ) = ρ(θ) for all θ; LSSB describes the symmetry-
breaking pattern in θ space. Then we can expand o(θ)
as a Fourier series
o(θ) =
∑
α∈L∗SSB
eiα·θoα, (27)
where the sum is over the reciprocal lattice vectors α ∈
L∗SSB , which are the vectors α satisfying eiα·τ = 1 for
all τ ∈ LSSB . Consequently, the power spectrum of o(t)
Po(Ω) =
∑
α∈L∗SSB
|oα|2δ(Ω−α · ω), (28)
has peaks at frequencies Ωα = α · ω. Note that for
smooth driving, the Fourier coefficient oα will decay ex-
ponentially with |α|; furthermore, not every peak will
necessarily appear for any choice of observable oˆ, since it
is possible that oα = 0 for some α’s.
Now, in a DTQC, since the symmetry lattice L spon-
taneously breaks to the proper sublattice LSSB , the re-
ciprocal lattice L∗SSB is also a proper superlattice of
L∗ = Zm. This implies that some of the frequencies
Ωα = α · ω for α ∈ L∗SSB are not derivable from in-
teger linear combinations of the base driving frequencies
(ω1, · · · , ωm), i.e. they do not correspond to the base har-
monics Ωn = n · ω for n ∈ Zm. This is the dynamical
signature of the spontaneous breaking of the time trans-
lation symmetries. Of course, the frequencies associated
with original drive harmonics Ωn = n·ω are dense on the
real line, so they can lie arbitrarily close to those frequen-
cies Ωα reflecting the symmetry-breaking. However, the
peaks in the power spectrum at frequencies Ωα will never-
theless be well resolved from those at Ωn. This is because
the weights of peaks at frequencies Ωn approaching Ωα
become ever more strongly suppressed as a consequence
of the smoothness of the drive, as they involve very large
|n|. Therefore, the presence of well-defined peaks at fre-
quencies Ωα constitutes a sharp dynamical signature of
the DTQC phase. We discuss this point in greater depth
in Section IV D, where we also discuss the effect of finite
observation time (fundamentally limited by the heating
time t∗) in resolving these peaks in practice.
Additionally, an important signature of the DTQC
phase is that the location of these peaks Ωα in the power
spectrum reflecting the spontaneous symmetry-breaking,
is robust against small perturbations to the driving pro-
tocol, such as in changing f(θ) 7→ f(θ) + (θ) for small,
smooth (θ), or by adding small time-quasiperiodic terms
to the Hamiltonian V .
In the following subsection as well as Appendix D, we
provide examples of Hamiltonians that exhibit DTQC
phases.
B. Example Hamiltonian: Z2 DTQC
Consider a system of spin-1/2 degrees of freedom on
a lattice, evolving with the m = 2 time-quasiperiodic
Hamiltonian
H(t) = H0(ωt) +
∑
i,j
Jijσ
z
i σ
z
j +
∑
i
hσzi , (29)
H0(θ) =
∑
i
f(θ)
1
2
(σxi + 1) (30)
Here σx, σy, σz are the standard Pauli matrices, and
we will choose the couplings Jij to be ferromagnetic so
that the Ising Hamiltonian
∑
i,j Jijσ
z
i σ
z
j has an ordered
phase at finite temperature. We will also assume that
the couplings decay sufficiently fast enough with spa-
tial distance. For example, we can consider short-range
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Figure 4. Z2 Discrete Time Quasicrystal (DTQC) of Sec. IV B: driving function (a,c) and time-quasicrystal response (b,d).
The spontaneous symmetry breaking of time-translation symmetries as seen in the power spectrum (e) of a local observable. (a)
Driving function f(θ) in extended θ-space, with ∆(θ) in Eq. (31) replaced by ∆N (θ) in Eq. (35) with N = 20. The function is
symmetric under translations τ ∈ L = 2piZ2 (black points). Grey boxes represent the unit cell which is the standard torus. The
blue arrow is the single time trajectory θ = ωt. (b) In contrast, observable s(θ) = Tr[σzi ρ(θ)] is symmetric under translations
by τ ′ = 2pi(1,±1)Z, which defines a symmetry-breaking sublattice LSSB = L′ (red points). The grey boxes represent the unit
cell, which is enlarged and rotated by 45o with respect to the driving Hamiltonian’s unit cell. (c) Driving profile f(t) = f(ωt) is
a smooth function in the time domain. Times are measured from the relaxation time tr ∼ J−1. (d) Discrete time quasi-crystal
response s(t) = s(ωt) in the time domain. (e) Power spectra P(Ω) of both the driving function f(t) (red) and the observable
s(t) (blue). The power spectrum of f(t) exhibits peaks at the base frequencies Ω = n ·ω, with dominant peaks at Ω = ω1 (A1)
and Ω = ω2 (A2). The power spectrum of s(t) has peaks instead at frequencies shifted from the base frequencies by fractional
values, reflecting the spontaneous breaking of the time-translation symmetries of the driving Hamiltonian. In particular, the
dominant peaks are at Ω = (ω2−ω1)/2 (B1), Ω = ω2−ω1 (B2), and Ω = (ω1 +ω2)/2 (B3). The inset shows the power spectra
over a wider range of frequencies.
nearest-neighbor couplings in two or greater dimensions,
or power-law decaying interactions in one dimension with
exponent between one to two; see Sec. VIII A for a dis-
cussion of the dynamical consequence of power-law inter-
actions. Note that we could have replaced σxi + 1 with
σxi in Eq. (30) without affecting the dynamics, but we
chose the former to ensure that 12 (σ
x
i + 1) has integer
eigenvalues.
The Hamiltonian Eq. (29) falls into the class of Hamil-
tonians described in Sec. III C. It comprises of two terms:
first, V describes pairwise Ising interactions between
spins with amplitude Jij , as well as a longitudinal field
in the z-direction with strength h. The couplings are as-
sumed to satisfy Jij , h  |ω1 − ω2|/2. Second, H0(ωt)
describes a quasiperiodic drive on the system in the x-
direction, with frequency vector ω = (ω1, ω2). In exper-
imental platforms where such interactions can be real-
ized, such as with trapped ions or ensembles of nitrogen-
vacancy centers in diamond (see Sec. VIII E), this can be
implemented, for example, by external pulses using lasers
or microwaves.
Let us now consider how to choose the driving profile
f(θ). A natural generalization of models of the DTC
previously considered in the Floquet case [9, 11, 86, 87]
would be to take
f(θ1, θ2) = pi[ω1∆(θ1) + ω2∆(θ2)], (31)
∆(θ) =
∞∑
n=−∞
δ(θ − pi + 2pin). (32)
If we substitute into Eq. (29) and Eq. (30), we see that
this corresponds to instantaneously applying σx to all the
spins at certain times t, namely those for which either
ω1t− pi or ω2t− pi is an integer multiple of 2pi. A some-
what similar driving sequence was considered in disor-
dered spin models in Ref. [64]. However, since the drives
considered in that reference as well as in Ref. [66] are
not smooth, slow heating and a stretched-exponentially
long-lived prethermal plateau will not be guaranteed by
our results. To circumvent this problem, we will replace
the sharp peaks in Eq. (32) with smoothed-out approxi-
mations, as we discuss in more detail later.
13
0 10 20 30 40 50
-1
0
1
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0
0.5
1
1.5
(a) (b)
(c)
Figure 5. Z2×Z2 DTQC with model and observable detailed
in Appendix. D 1. (a) Observable s(θ) in θ-space at leading
order in inverse frequency, displaying the symmetry-breaking
pattern lattice LSSB (red points) as well as the original lat-
tice of translations L (black points). Grey boxes denote the
symmetry-breaking unit cell. (b) Discrete time quasi-crystal
response s(t) = s(ωt). (c) Power spectra P(Ω) of both the
driving function (red) and the observable s(t) (blue). Domi-
nant peaks in the driving function correspond to: Ω = ω1 (A1)
and Ω = ω2 (A2). Dominant peaks of the observable s(t) cor-
respond to: Ω = ω1/2 (B1), Ω = ω2/2 (B2), Ω = 3ω1/2 (B3).
Going beyond leading order in inverse frequency, an observ-
able’s power spectrum can exhibit peaks at the frequencies
Ω = 1
2
n · ω for n ∈ Z2.
Let us now observe that f(θ) satisfies f = Qjωj , where
Q =
(
1/2 1/2
)
. Therefore, we can apply the discussion
of Sec. III C. and pass to a frame-twisted high-frequency
limit. Going into the interaction frame of H0(θ), we can
compute the time-quasiperiodic interaction Hamiltonian
Hint(θ) = U
†
0 (θ)V U0(θ). The periodicity of Hint(θ) is
on the lattice L′, generated by the translation vectors
τ 1 = 2pi(1, 1) and τ 2 = 2pi(−1, 1). Here L′ is a sublattice
of the original lattice L = 2piZm of symmetry vectors
of H(θ). One also sees that Hint(θ) possesses a single
nontrivial twisted-TTS corresponding to a translation by
τ˜ = 2pi(1, 0) or τ˜ = 2pi(0, 1): Hint(θ + τ˜ ) = gHint(θ)g
†
with g =
∏
i σ
x
i . Indeed, the operator g generates the
finite group G ∼= L/L′ = Z2.
We next construct the effective time-independent
Hamiltonian D from the Hint in a high-frequency expan-
sion, using our approach in Sec. VII. However, for our
purpose here of understanding its steady states, it suf-
fices to understand the leading order Hamiltonian D(0)
in the high-frequency expansion: Since D and D(0) are
perturbatively close by construction, the steady states of
D and D(0) are in the same universality class. For our
expansion in Sec. VII, the leading order term D(0) is the
average of the interaction Hamiltonian
D(0) =
1
8pi2
∫ 2pi
0
dθ2
∫ 4pi
0
dθ1Hint(θ). (33)
We note in particular the bounds on integration, corre-
sponding to a unit cell of L′. We find that, if the driving
profile is given by Eqs. (31) and (32), then
D(0) =
∑
i<j
Jijσ
z
i σ
z
j . (34)
More generally, in order to achieve slow heating, we need
to smooth out the driving profile, for example by replac-
ing Eq. (32) with
∆N (θ) =
1
2pi
∑
|n|<N
(
1− |n|
N
)
e−2|n|/Nein(θ−pi). (35)
Here ∆N (θ) is a smooth function that approximates the
delta function comb ∆(θ) increasingly well as N → ∞
and is related to the so-called “Fejer kernel”. With this
replacement, we find
D(0) =
∑
i<j
Jij(a(N)σ
z
i σ
z
j + b(N)σ
y
i σ
y
j ), (36)
where a(N), b(N) are numerical constants depending on
the smoothness parameter N . Furthermore, for large N ,
we note that the ratio a(N)/b(N) will be large. For ex-
ample, if N = 20, then a(20) = 0.866 and b(20) = 0.134.
In accordance with Sec. III B, observe that Eq. (36)
is Ising-symmetric, that is, [D(0),
∏
i σ
x
i ] = 0. Further-
more, D(0) is dominated by Ising interactions σzi σ
z
j along
the z-direction. This implies that the steady states of
D in the preheating regime are as follows. Provided the
initial state has energy density (measured with respect
to D(0)) below some critical energy density, the system
will prethermalize to a Gibbs state ρβ that spontaneously
breaks the Ising symmetry g =
∏
i σ
x
i . This means
that, the expectation value of an operator odd under the
symmetry, such as the local magnetization along the z-
direction σzi , is generically not zero, i.e. Tr[σ
z
i ρβ ] 6= 0.
From the discussion in Sec. IV and Sec. IV A, we see
that the state ρ(θ), Eq. (25), has periodicity on the lat-
tice LSSB = L′, and the corresponding reciprocal lattice
L∗SSB is generated by the vectors α1 = (1/2, 1/2) and
α2 = (1/2,−1/2). Thus, the power spectrum of a local
observable will generically have peaks at the frequencies
Ω =
1
2
[n1(ω1 − ω2) + n2(ω1 + ω2)] , (37)
where n1, n2 ∈ Z.
Which peaks dominate, however, depends on the oper-
ator measured and its symmetry properties under g. As a
concrete example, suppose we were to measure the local
observable σzi (which is odd under g), whose expectation
value in time can be written as
s(t) ≈ Tr[σzi V(t)U0(t)ρβU0(t)†V(t)†]. (38)
Because of the periodicity of ρ(θ), it can be expressed as
s(t) = s(ωt + θ0) for an underlying s(θ) = Tr[σ
z
i ρ(θ)]
that has periodicity in LSSB too. To leading order in
14
0 10 20 30 40 50
-3
0
3
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.5
1
1.5
(a) (b)
(c)
Figure 6. Z3×Z2 DTQC with model and observable detailed
in Appendix. D 2. (a) Observable s(θ) in θ-space at leading
order in inverse frequency, displaying the symmetry-breaking
pattern lattice LSSB (red points) as well as the original lat-
tice of translations L (black points). Grey boxes denote the
symmetry-breaking unit cell. (b) Discrete time quasi-crystal
response s(t) = s(ωt). (c) Power spectra P(Ω) of both the
driving function (red) and the observable s(t) (blue). Domi-
nant peaks in the driving function correspond to: Ω = ω1 (A1)
and Ω = ω2 (A2). Dominant peaks of the observable s(t) cor-
respond to: Ω = ω1/3 (B1), Ω = 2ω1/3 (B2), Ω = (ω1+ω2)/2
(B3). Going beyond leading order in inverse frequency, an
observable’s power spectrum can exhibit peaks at frequencies
Ω = n1
ω1
3
+ n2
(−ω1
6
+ ω2
2
)
for n1, n2 ∈ Z.
inverse frequency (i.e. treating V(t) ≈ I), the signal can
be analytically derived, and is given by
s(t) ≈Tr[σzi ρβ ] cos g(ωt) + Tr[σyi ρβ ] sin g(ωt) (39)
where
g(θ) = pi[ΘN (θ1) + ΘN (θ2)], (40)
ΘN (θ) :=
∫ θ
0
∆N (θ
′)dθ′. (41)
Note that in the case of delta function driving (N →∞),
this reduces to
s(t) ≈ Tr[σzi ρβ ]σ(ω1t)σ(ω2t), (42)
σ(θ) := (−1)d(θ−pi)/(2pi)e. (43)
In Fig. 4(b,d), we plot both s(t) [Eq. (39)] and the
underlying function s(θ) from which it is derived from,
assuming Tr[σzi ρβ ] = 0.8 and Tr[σ
y
i ρβ ] = 0, and taking
ω1 = 1, ω2 = (1 +
√
5)/2 (the golden ratio). Fig. 4(e)
illustrates the corresponding power spectrum P(Ω) of the
signal s(t). We see that the spectrum contains peaks at
the particular frequencies Ω = (n1+1/2)ω1+(n2+1/2)ω2
where n1, n2 ∈ Z; furthermore, those frequencies given
by small values of n1, n2 contribute the most. These
frequencies are a subset of the ones described by Eq. (37)
(in particular, they do not include the harmonics of the
original driving frequencies, i.e. Ω = n1ω1 + n2ω2), but
at higher orders in the inverse frequency we expect peaks
to occur at all values Eq. (37).
While the Z2 DTQC discussed here is a particularly
simple case, we can construct more complicated DTQCs
such as ones characterized by the spontaneously broken
emergent symmetry groups G = Z2 × Z2 (Fig. 5) or
Z3 × Z2 (Fig. 6) in an analogous fashion. We give the
explicit form of the systems and drives to realize these in
Appendix D.
C. The MBL-DTQC
We are not restricted to realizing DTQC phases when
the Hamiltonian D is thermalizing. Instead, we can con-
sider the case where D exhibits MBL phenomenology
and spontaneously breaks the emergent symmetries gτ .
Then, the local integrals of motion τzi are themselves not
invariant under gτ , which is the usual sense of sponta-
neous symmetry breaking in MBL; see [74, 88–91]. For
the model we considered in Eq. (30), we can pick strongly
disordered interactions Jij , which leads to an “MBL spin
glass” effective Hamiltonian with Ising symmetry [88, 91].
In the laboratory frame, this gives rise to an MBL DTQC,
whose properties we now describe.
As stated in Section II D, the defining property of MBL
in a quasiperiodically-driven system is that there is a
complete set of commuting operators τ˜zi (the “l-bits”),
which evolve quasiperiodically under reverse Heisenberg
evolution τ˜zi (t)R = U(t)τ˜
z
i U(t)
†. We can define TTS
to be spontaneously broken in a quasiperiodically-driven
MBL system if the quasiperiodicity of τ˜zi (t)R is not the
one of the drive but a different one. That is, writing
τ˜zi (t)R = τ˜
z
i (ωt + θ0), a TTS corresponding to τ ∈ L is
spontaneously broken if τ˜zi (θ + τ ) 6= τ˜zi (θ).
For discrete time crystals in periodically driven sys-
tems, a key feature was the spectral pairing between
eigenstates of the Floquet operator UF . For example,
in the case corresponding to a discrete time crystal with
period-doubling, these eigenstates always come in cat
state pairs separated in quasienergy by pi. However, gen-
eralizing this concept to DTQC is subtle because of a
lack of a single time evolution operator like UF .
Finally, let us mention what behavior is expected for
measurable observables for an MBL DTQC. We know
that for MBL systems, local observables relax to a steady
state, generically as a power law in time [92]. Once this
steady state has been achieved, the power spectrum of
the time dependence of local observables will display the
same behavior as discussed in the prethermal case, by
the same arguments. At shorter times before the steady
state is achieved, one expects analogous behavior to what
is seen for the discrete time crystal in Floquet systems: in
addition to “universal” peaks in the power spectra of ob-
servable that persist to infinite times, one also sees other
non-universal peaks that are dependent on the precise
disorder realization of the system.
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D. How sharply distinct is the DTQC phase?
In this subsection, we wish to elaborate on a point
we made earlier regarding the DTQC phase. The DTQC
clearly looks like a spontaneous symmetry breaking phase
in terms of the extended space picture, as seen for exam-
ple in Figs. 4(b), 5(a), and 6(a). However, the extended
space picture is a purely formal construction, and what
we actually measure are observables as a function of a
single time. Here, we wish to be precise about the sense
in which the DTQC is distinct from the trivial phase in
terms of the single time. We will also discuss the im-
pact of the fact we can only observe the system over a
finite time window, due both to practical experimental
limitations and the finiteness of the heating time t∗.
The main point, as we have seen, is that the sharp
order parameter for the DTQC is the existence of “sub-
harmonic” peaks, i.e. the nonzero amplitude of a peak
in the power spectrum at frequency Ωα = α · ω where
α ∈ L∗SSB , which is not simply a harmonic of the ap-
plied frequencies; that is is, Ωα 6= n · ω for any in-
teger vector n. This is a meaningful statement even
though for a quasiperiodic drive the harmonics Ωn are
dense. To see this, consider for example the DTQC de-
scribed in Section IV B, which has a peak at frequency
Ωα for α = (1/2, 1/2). If Ωα = Ωn for some n, then
this would imply that (n − α) · ω = 0, and hence that
ω1/ω2 = (n2− 1/2)/(n1− 1/2), which is a rational num-
ber, contradicting our assumption that ω1/ω2 is irra-
tional.
Of course, the above argument presupposes that we
have infinitely good frequency resolution, corresponding
to observing the system over an infinitely long time. Let
us instead consider the case where we have some finite
frequency resolution δ, corresponding to a finite observa-
tion time τ ∼ 1/δ. Suppose that |Ωα−Ωn| < δ for some
Ωα not expressible as an integer harmonic of the applied
frequencies. We would like to estimate how large |n| has
to be in order for this condition to hold. To achieve this,
we assume the frequency vector ω obeys a so-called Dio-
phantine condition which we will introduce in Sec. VI,
see Eq. (55), which quantifies precisely how small n · ω
can be as a function of |n|. Applying this condition with
γ = m− 1 +  [and replacing, for example, n→ 2α− 2n
if α = (1/2, 1/2)], we find that
|n| ≥ C(δ/|ω|)−1/(m−1+) (44)
for some constant C that does not depend on δ or on
the overall frequency scale. Since the amplitude of peaks
decays exponentially with n due to the smoothness of
the drive, we see that, as we increase our frequency reso-
lution, the amplitude of harmonic peaks that would not
be resolvable from the subharmonic DTQC peak goes to
zero stretched exponentially fast. Another way to say
this is that if we fix the highest-order nmax of harmonic
peaks that we want to consider, then the resolution δ re-
quired to distinguish the DTQC phase from the trivial
phase is determined by imposing
C(δ/|ω|)−1/(m−1+) ≥ nmax. (45)
Equivalently, the observation time τ has to satisfy
τ ≥ |ω|−1(nmax/C ′)m−1+ (46)
for some numerical constant C ′. Formally, the phases are
sharply distinct only when nmax → ∞, which requires
δ → 0. However, the phases are more or less distinct
“in practice” provided Eq. (45) or Eq. (46) are satisfied
for some sufficiently large nmax. This is similar to the
familiar idea that phases of matter are formally sharply
distinct only in the thermodynamic limit, but in practice
are distinct as long as the system size is much larger
than the correlation length. Note that the scalings of
Eqs. (45, 46) get worse as m becomes large; that is, as
the number of incommensurate frequencies gets large, we
need to observe the system over very long times in order
to distinguish phases.
Let us observe that Eq. (45) has a very appealing physi-
cal interpretation [93] in terms of the picture of quasiperi-
odic driving where time sweeps out a path in the phase
torus as shown in Figure 1(b). After time τ has elasped,
the proportion of the phase torus that is within distance
∆ of the orbit scales like ∼ ∆m−1|ω|τ . Therefore, if we
identify the frequency resolution δ with the reciprocal
of the time τ over which we observe the system, then
Eq. (45) (if we neglect ) is the condition for the frac-
tion of the torus within distance 1/nmax of the orbit to
be ∼ 1. This makes sense, because in order for differ-
ent quasiperiodic phases to be distinct, the system needs
to “know” that it is quasiperiodic, that is, it needs to
explore the phase torus sufficiently densely.
Finally, let us recall that the heating time t∗ sets
an upper bound on the observation time τ . Thus, the
phases are formally sharply distinct only in the infinite
frequency limit where t∗ → ∞. Nevertheless, since t∗
grows stretched exponentially fast with frequency, we can
always increase the frequency while keeping all the other
parameters of the problem fixed, in order to have τ < t∗
while still satisfying Eq. (45) and Eq. (46) for nmax  1,
and so that the phases are distinguishable in practice.
V. QUASIPERIODIC TOPOLOGICAL PHASES
A. Eigenstate classification of quasiperiodic
topological phases
In addition to spontaneous symmetry-breaking phases
like the DTQC, one can also consider topological phases
protected by multiple TTSes. In discussing these topo-
logical phases, we will focus on situations where the driv-
ing Hamiltonian has sufficiently strong disorder, so that
the preheating Hamiltonian D is MBL (see Sec. II D).
We remark here that it is not completely settled whether
MBL for spatial dimensions greater than one can exist in
16
the strict sense (that is, as an infinite time phenomenon),
with some arguments suggesting that, at least for un-
correlated disordered local potentials, it will be destabi-
lized by an “avalanche” mechanism [94–97]. However,
such a mechanism is highly suppressed for sufficiently
strong disorder (compared to other local energy scales
of the system), such that it is expected that there is
a long timescale tavalanche [97] up to which the effect
of avalanches can be neglected and the system exhibits
MBL phenomenology. Indeed, such localizing behavior
has been verified experimentally in disordered systems
in two spatial dimensions [98, 99]. In our present case,
as the heating time t∗ sets a fundamental limit on the
physics we describe anyway, we only require that MBL
is sufficiently ‘long-lived’, in the sense that tavalanche is
comparable to or greater than t∗, which can be straight-
forwardly achieved with appropriate driving and system
parameters.
Since MBL eigenstates have properties analogous to
the ground state of gapped local Hamiltonians at all en-
ergy densities [100], the topological classification of such
ground states can be applied to each state of D. Static
MBL phases can therefore be distinguished by the topol-
ogy of their eigenstates; this is referred to as eigenstate
order [88, 101, 102]. In driven systems, the concept of
eigenstate order is enriched [69, 103–107] as there are
additional topological features arising from the time evo-
lution. Consider the Floquet time-evolution operator
Eq. (4) in the pre-heating regime, where we temporar-
ily treat the decomposition as exact. For an eigenstate
|Ψ〉 of D with energy eigenvalue , define a time evolution
|Ψ(t)〉 = eitU(t)P (0)|Ψ〉 = P (t)|Ψ〉. (47)
We refer to this as the micromotion of the eigenstate |Ψ〉.
Even when the eigenstate |Ψ〉 itself describes a topologi-
cally trivial static phase, its corresponding micromotion
|Ψ(t)〉 could still be nontrivial. More precisely, let Ωd
denote the space of all possible gapped ground states of
quasilocal Hamiltonians in d spatial dimensions (we mod
out by global phase factors in the definition of points in
Ωd). In Floquet systems, the micromotion is periodic
and defines a loop in Ωd – we say the micromotion is
nontrivial if this loop is not contractible to a point.
We can generalize the notion of topological micromo-
tion Eq. (47) to the case of quasiperiodically-driven sys-
tems, using the decomposition Eq. (6). The micromo-
tion |Ψ(t)〉 = P (t)|Ψ〉 is now quasi-periodic, and can
be expressed as |Ψ(t)〉 = |Ψ(ωt + θ0)〉, where |Ψ(θ)〉
is parametrized by the torus Tm. This evolution now
defines a map on Tm → Ωd. If this map cannot be con-
tinuously deformed to the constant map, the evolution is
nontrivial.
The question of how to classify maps Tm → Ωd, or
more generally maps X → Ωd for any space X , remains
in principle an open problem. There are, however, good
reasons [108–115] to conjecture that the answer to this
question is already contained within the frameworks used
to classify stationary topological phases. See Appendix
E for a more technical discussion.
Here, we will focus on a special class of phases,
which are natural generalizations of bosonic symmetry-
protected topological (SPT) phases and already display
a rich set of behaviors. Recall that equilibrium bosonic
SPT phases with unitary symmetry G in d spatial di-
mensions are believed to be partially classified1 by the
group cohomology Hd+2(G,Z) [116–119]. We can also
write group cohomology as the singular cohomology
of the so-called classifying space BG of the group G:
Hd+2(G,Z) ∼= Hd+2(BG,Z). The idea is that maps
X → Ωd in the presence of symmetry G should be par-
tially classified by replacing BG → X × BG, i.e. the
classification is Hd+2(X ×BG,Z). In fact, under general
conditions for both SPT and symmetry-enriched topolog-
ical (SET) phases of bosons or fermions, the classification
can be derived from the classification of equilibrium SPT
and SET phases simply by replacing BG→ X ×BG. We
give some justification for this in Appendix E.
The following powerful statement follows, using the
fact that BZm = Tm. We find that the classification
of maps Tm → Ωd in the presence of symmetry G is
in one-to-one correspondence with the classification of
stationary symmetry-protected and symmetry-enriched
phases with symmetry Zm × G. The interpretation of
the additional Zm symmetry is that they correspond
to the “multiple time-translation symmetries” referred
to in Sec. III B. We call this the quasi-periodic equiva-
lence principle. The periodic case, which we could call
the “Floquet equivalence principle”, was discussed in
[69, 107]; compare also the “crystalline equivalence prin-
ciple” of Ref. [113].
The simplest case of fundamentally nonequilibrium
topological phase are ones where eigenstates |Ψ〉 are
themselves in the trivial G SPT phase. In this case, the
classification of maps Tm → Ωd with a G symmetry im-
posed has the general decomposition
m⊕
r=1
⊕
(k1···kr)
Cd−r, (48)
where
⊕
(k1···kr) indicates a sum over all possible choice
of non-repeating numbers k1, · · · , kr ∈ {1, · · · ,m}. Here
Cs is the classification of equilibrium SPT phases or in-
vertible topological orders with G symmetry in s spa-
tial dimensions for s ≥ 0; for s < 0 we set Cs =
pi−s(Ω0). For the case of the group cohomology classi-
fication Hd+2(Z×m × G,Z), Eq. (48) can be proven us-
ing the Ku¨nneth formula [120], although the result holds
more generally (see Appendix E).
1 Note that this classification is often stated as Hd+1(G,U(1)),
which is equivalent for compact groups provided that the coho-
mology with U(1) coefficients is defined appropriately. However,
here we are dealing with non-compact groups such as translations
and must use Hd+2(G,Z).
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The formula Eq. (48) has a simple physical interpre-
tation: the different terms correspond to cases where r
time-translations symmetries are ‘essentially’ involved in
the definition of the corresponding phases. One term
corresponds to those maps Tm → Ωd that depend on all
m incommensurate frequencies, which are classified by
Cd−m. The remaining terms of Eq. (48) depend on only
r < m frequencies, corresponding to micromotions which
vary on r-dimensional hyperplanes Tr ⊆ Tm and are de-
formable to constant evolutions in the other directions.
For periodic drives (m = 1), Eq. (48) reduces to just
Cd−1. In this case, we can think of the non-triviality
of the micromotion as a pump per Floquet cycle, which
nucleates equilibrium (d−1)-dimensional SPT phases and
transports them onto the boundary of the system [69,
103, 104, 121]. For m ≥ 2, Cd−m terms in Eq. (48) can be
interpreted as a higher-order pump (‘pump of pumps’).
However, making this notion concrete for observables on
the boundary of model systems is beyond the current
discussion.
Let us now focus on the micromotions which depend on
all m frequencies. The ideas of Sec. III allow us to con-
struct non-trivial micromotions in a preheating regime
through what we refer to as a “bootstrap construction”.
Indeed, suppose that we choose Q = (1/N)Im for integer
N , so that G = Z×mN . For concreteness we will consider
the case m = 2. Then the effective Hamiltonian D has an
enhanced symmetry G × G, and accordingly it can host
bosonic SPT phases protected by G× G, which are clas-
sified by Hd+2(G×G,Z). Invoking the Ku¨nneth formula,
we see that this contains a factor
H1(ZN ,H1(ZN ,Hd(G,Z))). (49)
Suppose we ensure that the effective Hamiltonian D has
eigenstates which are in an SPT phase associated with
the emergent G × G symmetry corresponding to an ele-
ment of Eq. (49). The projection map Z → ZN induces
a map in group cohomology
H1(ZN ,H1(ZN ,Hd(G,Z))
→ H1(Z,H1(Z,Hd(G,Z)))
∼= Hd(G,Z), (50)
where we have used the fact that H1(Z, A) ∼= A for any
finite Abelian group A. Note that Hd(G,Z) obtained in
Eq. (50) corresponds to the classification of SPT phases
in d − 2 dimensions, i.e. Cd−2 in the above notation. If
the image of the element of Eq. (49) in Eq. (50) is non-
trivial, it means that the micromotions corresponding to
the eigenstates of D are nontrivial in a way that relies on
both frequencies.
B. A minimal example of a non-trivial
quasiperiodic topological phase
In this subsection, we will specialize the general and
somewhat abstract considerations above. We will con-
(a) (b)
Figure 7. (a) A symmetry flux for a symmetry g consists
of a line terminating in a point. (b) Terms of the Hamilto-
nian (shown as an oval) that cross the line get conjugated by
the unitary action, restricted to act only one side of the line
[denoted by UR(g) in the figure].
sider a particular example of a new quasiperiodic topo-
logical phase, which cannot occur in either a stationary
or in a periodically driven system.
The phase occurs in a two-dimensional spin system
driven quasiperiodically with m = 2 independent fre-
quencies and containing a microscopic symmetry G = Z2.
According to the general classification discussed above,
there is a C0 = H2(Z2,Z) = H1(Z2,U(1)) = Z2 classi-
fication of quasiperiodic topological phases that rely on
both frequencies. Thus, there is a single nontrivial topo-
logical phase in this classification. Below, we will give an
explicit Hamiltonian construction to realize this phase,
but first discuss its universal properties.
Following the general approach of this paper, we
can make this phase well defined in the twisted high-
frequency limit. There we obtain an effective static
Hamiltonian with an emergent Z2×Z2 symmetry (coming
from the multiple time-translation symmetries) in addi-
tion to the microscopic Z2. For the phase to be topo-
logical and stable, the Hamiltonian must realize an MBL
phase in the bulk whose eigenstates are SPT states un-
der the overall Z×32 symmetry. Such SPT states, how-
ever, cannot remain MBL at the boundary while pre-
serving all three Z2 symmetries. Therefore, a dramatic
signature of this topological phase, as with SPT phases
more generally [9, 122–124], is the existence of a non-
trivial boundary. Depending on the exact nature of the
Hamiltonian on the boundary, either there is a bound-
ary DTQC (which occurs when the emergent Z2 × Z2 is
spontaneously broken), or the microscopic Z2 symmetry
will be spontaneously broken on the boundary, or there
is topologically induced boundary delocalization.
Let us discuss another diagnostic of the nontrivial
topology. This diagnostic relates to a “symmetry twist
defect” in the bulk, which is a standard probe for SPT
phases [125]. We define such a defect by introducing a
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line terminating in a point (Figure 7) and conjugating
the local terms of the Hamiltonian that straddle the line
by the microscopic Z2 symmetry, restricted to act only
on one half of the line. In the nontrivial SPT-MBL phase
we are discussing, the Hilbert space of local states near
the termination point carries a projective representation
of the emergent Z2 × Z2 symmetry. From this, com-
bined with the fact that the effective static Hamiltonian
D must commute with the emergent Z2 × Z2, we can
deduce the existence of a topologically protected qubit;
that is, there exist localized operators τz and τx near
the defect such that τ2z = τ
2
x = 1, τzτx = −τxτz, and
[τx, D] = [τz, D] = 0. This is saying there is an effective
qubit degree of freedom which does not couple to the rest
of the system under time evolution in the rotating frame.
In the lab frame, this effective qubit degree of freedom be-
comes time dependent due to the rotating frame transfor-
mation, but it comes back to arbitarily closely even after
very long times, due to the recurrences of the quasiperi-
odic in time rotating frame transformation. Note that
this is a stronger condition from just MBL. In MBL there
are l-bit operators τzi which preserve the memory of the
initial state forever, but normally their conjugate opera-
tors τxi would decohere, unlike what happens here. We
can imagine probing this effect numerically if we assume
that τz and τx have some nonzero overlap with some lo-
cal spin operators σzi and σ
x
i . Then the unequal time
correlator 〈σαi (t)σαi 〉, α = x, z, will fail to decay to zero
as t → ∞. Finally, we note that we will find similar be-
havior if, instead of considering a symmetry twist defect,
we introduce a boundary for the system, spontaneously
break the microscopic Z2 symmetry on the boundary, and
then examine the properties of a domain wall.
It is an important point to consider to what extent
the signatures discussed here depend on the presence of
an emergent Z2 × Z2 symmetry. We know that such
an emergent symmetry is always present when we stabi-
lize the phase under consideration through the twisted
high-frequency limit, which is the main focus of this pa-
per. Nevertheless, one can imagine, as we have alluded
to previously, that, in the presence of strong disorder
leading to MBL, quasiperiodically driven phases of mat-
ter can be stabilized even in a regime not captured by
the twisted high-frequency limit. In such a regime, the
concept of eigenstate micromotions giving rise to a phase
classification, as discussed in generality in the previous
subsection, will still apply, but it is not clear if we still
expect an emergent Z2×Z2 symmetry to be present. On
the other hand, the general discussion of the previous
subsection shows that with respect to the classification
of phases, we can still treat the system as having a Z×Z
symmetry.
One can check that the phase we are discussing, which
is originally a Z2×Z2×Z2 SPT (i.e. protected by the com-
bination of the emergent Z2×Z2 and the microscopic Z2
symmetry) remains nontrivial if we relax the symmetry
group to Z× Z× Z2. What may be somewhat in doubt,
however, is whether the topologically protected qubit as-
A
B
C
Figure 8. Lattice of spins used in the construction of a
minimal Hamiltonian displaying the quasiperiodic symmetry
protected topological phase introduced in Sec. V B 1. Spins
are placed on the links (A, black), vertices (B, blue), and
plaquettes (C, red) of a 2d square lattice. The ground state
is a superposition of fluctuating domain walls of Ising orders of
the B spins (blue hatched region) and C spins (red hatched
region). In the topological phase, the intersection of these
domain wall (yellow square) binds an Ising charge of A.
sociated with the symmetry twist, as discussed above, re-
mains robust, for reasons that we discuss in more detail
in Appendix F. However, the property of the boundary
not being localizable while preserving the microscopic Z2
symmetry and the quasiperiodicity of the drive should
still hold. Moreover, in Appendix F we also argue that a
more robust feature of the symmetry twist defect should
be that it hosts a “topological pump” of energy between
the two incommensurate frequencies (see Ref. [59] and
also Section V C below) that is half-quantized.
1. Example Hamiltonian
Here we give an explicit construction of a Hamilto-
nian on the lattice realizing the phase discussed above.
Consider a square lattice in two spatial dimensions with
spin-1/2 particles on the links (A), on the sites (B),
and on the plaquettes (C), as shown in Fig. 8. Assume
that the system has a microscopic Z2 symmetry gener-
ated by XA :=
∏
l∈A σ
x
l , where the product is over spins
on the links. We then define SB =
1
2
∑
v∈B(σ
x
v + 1),
where the sum is over all spins on the vertices, and SC =
1
2
∑
p∈C(σ
x
p + 1), where the sum is over spins on the pla-
quettes. Furthermore, XB = exp(−ipiSB) = ∏v∈B σxv
and XC = exp(−ipiSC) = ∏p∈C σxp . We consider the
time-quasiperiodic Hamiltonian
H(t) = f1(t)SB + f2(t)SC +D0 + V (t). (51)
Here D0 is a time-independent Hamiltonian that com-
mutes with XA, XB and XC that we will specify explic-
itly below and V (t) is some generic perturbation which
must commute with the microscopic symmetry XA. All
the time-dependent quantities f1(t), f2(t) and V (t) are
quasiperiodic with frequency vector ω = (ω1, ω2) as-
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sumed to be large compared to the local energy scales
of D0, V (t).
We now choose the driving functions f1(t), f2(t) to be
fi(t) = piωi∆N (ωit) (52)
for i = 1, 2. Here ∆N (θ) is the smooth approximation to
the Dirac Delta comb, as utilized in the DTQC example
of Sec. IV B, given in Eq. (35). The drive corresponds
to one in which Q = (1/2)I2 following the discussion
of the frame-twisted high frequency limit of Sec. III C.
This choice of driving function strikes a balance between
having a smooth drive, necessarily to achieve a long-
lived preheating regime, and the property that the in-
teraction Hamiltonian Hint(θ) = U0(θ)
†(D+V (θ))U0(θ)
(see Sec. III C) has the term U0(θ)
†D0U0(θ) satisfying,
roughly, U0(θ)
†D0U0(θ) ≈ D0. Accordingly, upon taking
the frame-twisted high-frequency limit, we find that there
is an effective Hamiltonian D = D0 + δD in a long-lived
preheating regime at high driving frequencies, where δD
commutes with XA, XB , and XC , and where the local
strength of δD is on the order of that of V (t).
Suppose D0 is an MBL Hamiltonian whose eigen-
states are in the SPT phase for symmetry Z×32
corresponding to the non-trivial element of Z2 ∼=
H1(Z2,H1(Z2,H2(Z2,Z))) ≤ H4(Z×32 ,Z). Indeed, such
Hamiltonians can be realized via a decorated domain wall
construction [126], where the ground state is a superpo-
sition of fluctuating domain walls. The intersections of
XB domain walls and XC domain walls (which precisely
occur at A spins) carry a −1 charge of XA; see Fig. 8.
Concretely, we can write D0 = U(
∑
v hvσ
v
x +
∑
p hpσ
p
x +∑
l hlσ
l
x)U†, where the coefficients hv,hl,hp are chosen
from some random distribution, and
U =
∑
{σv},{σp},
{σl}=±1
∏
l∈A
(−1) 18 (1−σp1(l)σp2(l))(1−σv1(l)σv2(l))(1−σl)|{σv}, {σp}, {σl}〉〈{σv}, {σp}, {σl}|, (53)
where p1(l), p2(l) are the two plaquettes adjacent to the
link l; v1(l), v2(l) are the two vertices connected by the
link l; and |{σv}, {σp}, {σl}〉 is a basis state labelled by
the eigenvalues of σzv , σ
z
p , σ
v
l for all vertices v, plaque-
ttes p, and links l. Note that if the symmetric term δD
is sufficiently weak, the effective Hamiltonian D ’s eigen-
states will also belong to the same SPT phase as the MBL
Hamiltonian D0.
Following the general arguments from before, one
finds that the eigenstates of D indeed undergo nontriv-
ial micromotion, classified by the non-trivial element of
H1(Z2,U(1)) = Z2, which also classifies SPT phases with
Z2 symmetry in 0 spatial dimensions (i.e. Z2 charges).
C. Relation to previous works
Some aspects of topology in quasiperiodically driven
systems have previously been studied, primarily in the
context of non-interacting systems. We now briefly men-
tion how these phenomena are related to our classifica-
tion and construction.
Ref. [59] discussed “quantized energy pumping” be-
tween m = 2 different frequencies in d = 0 spatial di-
mensions. Let us interpret the topological invariant that
was found. In Ref. [59], the limit of very low frequencies
was studied, so that the adiabatic theorem ensured that
the system is always in the ground state of the instanta-
neous Hamiltonian. The latter varies quasiperiodically,
H(t) = H(ωt + θ0) for some continuous function H(θ)
defined on the 2-torus T2. Therefore, we can treat the
projector onto the ground state of H(θ) as a function
of θ, which defines a micromotion that can be classified
according to the general framework discussed above. We
find that
H2(T2,Z) = H2(Z× Z,Z) = Z. (54)
This Z invariant is the Chern number over the torus T2
of the Berry connection of the ground state. Note that
the adiabatic limit considered is very different from the
high-frequency one we considered above – in particular,
there cannot be a decomposition of the time-evolution
operator of the form Eq. (6) here [41]. However, this does
not affect the classification. The topological invariants
discussed in Ref. [61] can also be understood in a similar
fashion.
One might think that the nontrivial invariant of this
kind could also be realized in the frame-twisted high-
frequency limit through a bootstrap construction as in
Sec. V B 1. However, this is not the case. The reason is
that in the frame-twisted high-frequency limit, the emer-
gent symmetry is always a finite group G = Z×2/L′. One
can check that although H2(Z×Z,Z) = Z, the image in
this group under the map H2(G,Z) → H2(Z × Z,Z) in-
duced by the projection map Z×Z→ G, is always trivial
for any finite quotient G.
In Ref. [60], “Majorana multiplexing” was intro-
duced, where a system in one spatial dimension which
is quasiperiodically driven with m incommensurate fre-
quencies, may host 2m different kinds of boundary Ma-
jorana zero modes that can occur simultaneously, while
being protected from coupling to each other. This is
consistent with our general framework, since the Majo-
rana modes are distinguished by the charge (±1) they
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carry under each of the m generators of the Z×m “time-
translation symmetry” group. One can readily show that
any combination of such boundary Majorana zero modes
can be realized in a frame-twisted high-frequency limit in
a bootstrap construction of the general form described
above. In particular, this demonstrates that the “Ma-
jorana multiplexing” of Ref. [60] can be made stable to
interactions, at least up to the parametrically long heat-
ing time t∗, in the presence of strong disorder and driving
at high frequencies.
VI. ESTIMATING THE HEATING TIME IN
QUASIPERIODICALLY-DRIVEN SYSTEMS
We return to the important question of dynamics and
slow heating in quasiperiodically-driven systems which
underpin the existence of the nonequilibrium phases of
matter discussed in the preceding sections. We first give
schematic arguments within linear response that can be
used to understand the stretched exponential scaling of
the heating time t∗ of Eq. (3), by extending the discus-
sion of Sec. II B. This analysis follows that of Ref. [31].
The scaling of t∗ that we obtain through these arguments
will be borne out in the rigorous bounds on heating of
Sec. VII.
A. Linear response arguments
As discussed in Sec. II B, the heating rate in a
quasiperiodically driven system is governed by the com-
petition between the decay of Fourier series coefficients of
the driving term Vn with |n|, and the fact that |ω ·n|/|ω|
could become ever smaller as |n| increases. In order to
estimate the heating time, we need to quantify exactly
how small |ω · n| can get as a function of |n|. The key
mathematical tool is the following Diophantine condition
|ω · n|
|ω| ≥
c
|n|γ , (55)
for all integer vectors n 6= 0, where c is a constant de-
pending on the ratios of the frequencies ωi/ωj , but not
on the overall frequency scale |ω|. It can be rigorously
shown (see Appendix G) that all choices of frequency vec-
tors except a set of measure zero obey such a condition
for any γ > m − 1 (with a constant c depending on γ).
In particular, Eq. (55) holds (again, for any γ > m − 1,
and with c depending on γ) when the ratios ωi/ωj are all
irrational algebraic numbers – that is, they are each roots
of some polynomial equation with integer coefficients, in
which case it is known as the subspace theorem [127, 128].
In our analysis we always assume that the frequency
vectors ω obey Eq. (55). This will allow us to derive
lower bounds on the scaling of the heating time at high
frequencies (recall that this high frequency limit corre-
sponds to taking ω := |ω| → ∞ while keeping the ratios
ωi/ωj fixed). For the periodically-driven case, we can use
Eq. (55) with γ = 0.
In linear response, a term Vn can drive transitions be-
tween energy levels of the average Hamiltonian separated
by energy ∆En = ω ·n. However, such processes require
a rearrangement of at least ∼ ∆En/J sites, where J is
the local strength of the average Hamiltonian, and hence
the amplitudes for such processes are suppressed by a
factor
e−κ(∆En/J) ≤ e−κ(ω/J)|n|−γ (56)
for some constant κ > 0, using the Diophantine condition
Eq. (55). Since only |n| 6= 0 processes contribute to
heating, the smallest value of |n| is 1, in which case this
term evaluates to e−κ(ω/J), an exponentially small factor
at high frequencies. For γ = 0 (the periodic case), this
is the whole story since there is no n dependence on the
right-hand side of Eq. (56), and we recover the usual
exponential scaling of heating time with frequency. For
quasiperiodically driven systems, on the other hand, γ >
0 and then the right-hand side of Eq. (56) goes to 1 at
large |n|. This would suggest that the heating rate is not
suppressed even at high frequencies.
To derive stronger results, the key is to use the smooth-
ness of the driving. If we assume the local strength of Vn
is bounded by some function g(|n|), then the rate of a
heating process governed by a given Vn is controlled by
both Eq. (56) and g(|n|), which gives a suppression factor
g(|n|)2e−κ(ω/J)|n|−γ . (57)
To obtain the full heating rate, we sum over all such
processes. Asymptotically, it is governed by the fastest
heating rate: For a given form of g(|n|), there will be
a value of |n| that maximizes Eq. (57), and the heating
time then scales like the inverse of the maximum value of
Eq. (57). If g(|n|) decays exponentially in |n|, which is
the case we consider throughout our paper, then we find
t∗ ∼ exp[const.(ω/J)1/(γ+1)], which is a similar scaling
to the bound in Eq. (3). One sees that unlike the Floquet
case, for quasiperiodic driving (γ > 0), it is crucial to use
the smoothness of the driving. Indeed, if g(|n|) does not
decay with |n|, we see that the heating time does not
grow with frequency at all if γ > 0. Treating other forms
of drives, where g(|n|) has different asymptotic forms
at large |n|, is an interesting direction to develop; see
Sec. VIII C.
B. Stability to varying the frequencies
Our results have assumed keeping the ratios ωi/ωj con-
stant, and only changing the overall frequency scale |ω|
to reach the high-frequency limit. In practice, the phys-
ical time evolution of the system should not depend too
sensitively on the precise ratios ωi/ωj and associated con-
stant c. We expect there to be a long timescale before
the system can resolve the distinction between a drive
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with driving frequencies ω and one with nearby driving
frequencies ω+ δω (for example, a close rational approx-
imation, for which our results technically do not apply).
We can estimate this timescale at the level of the linear
response arguments. Consider a vector ω which satisfies
the conditions for our results to hold, Eq. (55), and con-
sider perturbing the frequency ω → ω′ = ω + δω. By
rescaling we can ensure that |ω′| = |ω|. From the trian-
gle inequality,
|ω′ · n|
|ω| ≥ c|n|
−γ − |δω||n||ω| ≥
c
2
|n|−γ , (58)
provided that
|n| ≤ nmax =
(
c|ω|
2|δω|
)1/(γ+1)
. (59)
That is, the new frequency vector still satisfies the re-
quired approximation condition (with a constant c that
is independent of δω), but only when |n| ≤ nmax.
In this context, the effect of processes with |n| ≥ nmax
will never be felt if we truncate the Fourier expansion Vn
of the driving so that Vn = 0 for |n| > nmax. Assuming
smooth driving, so that ‖Vn‖ decays exponentially with
|n|, then this truncation will not substantially affect the
dynamics until a time
tperturb ∼ eCnmax = exp
(
C
[
c|ω|
2|δω|
]1/(γ+1))
, (60)
for some constant C. After tperturb, the evolution of the
system will be governed by a different regime.
Therefore, the worst that could possibly happen when
perturbing the frequency vector is that the heating time
t∗ will grow with frequency until it reaches tperturb and
then stop growing because the system immediately heats
at time tperturb. However, this heating scenario is not in-
evitable, because the dynamics after tperturb could them-
selves have a much longer heating time t′∗ that grows with
frequency. For example, if ω′ is a rationally related fre-
quency vector, then the system is really periodic and one
can invoke Floquet slow heating results.
VII. LONG-LIVED, PREHEATING REGIME IN
QUASIPERIODICALLY-DRIVEN SYSTEMS:
RIGOROUS RESULTS AND SKETCH OF PROOF
In this section we finally formalize the preceding dis-
cussions on slow heating and emergent symmetries, into
a rigorous theorem on preheating in quasiperiodically-
driven systems. We do this by explicitly constructing
the effective Hamiltonian D and providing bounds on its
validity. The construction employed also manifestly al-
lows for emergent symmetries to appear in D, should the
driving Hamiltonian have twisted-TTSes as described in
Sec. III B. The exact formulation of the proof and heating
bounds is somewhat involved and we leave the technical
details to Appendix H. Here we shall provide an accessi-
ble statement of the theorem, as well as an outline of the
proof.
A. Conditions and setup
Recall that we are considering quasiperiodically driven
systems defined on lattices in d-spatial dimensions with
locally bounded Hilbert spaces, i.e. spins or fermions,
with a driving frequency vector ω that is rationally
independent, ω · n 6= 0 for any nonzero integer vec-
tor n ∈ Zm. We furthermore assume that the time-
quasiperiodic Hamiltonian is quasilocal, with the drive
performed at high-frequencies and is furthermore smooth
in time. What we mean by the high-frequency condition
is that each driving frequency ωi is large compared to
the local energy scales J of the Hamiltonian H(θ), and
what we mean by the smoothness of drive condition is the
imposition of the condition that the Fourier modes Hn
decay exponentially fast with |n|, i.e. ‖Hn‖ = O(e−κ′|n|)
for some κ′ > 0. Additionally, let us remind the reader
that we will assume that the frequency vector ω obeys
the Diophantine condition Eq. (55), which holds for all
choices of rationally-independent frequency vectors ex-
cept for a set of measure zero.
More precisely, our construction and theorem makes
use of a notion of a local norm ‖O‖κ parameterized by
a constant κ > 0, appropriate for a many-body opera-
tor O(θ) parameterized on the torus Tm and which acts
on an infinite lattice with bounded local Hilbert space
dimension. To define this norm, let us first write (non-
uniquely) a many-body operator O(θ) in terms of a sum
of local ‘potentials’ OZ(θ) on Tm, where Z is a finite
subset of the lattice and where OZ(θ) only acts non-
trivially on sites x ∈ Z for all θ ∈ Tm. We can fur-
thermore decompose the local potential into its Fourier
modes OZ(θ) =
∑
nOZ,n∈Zme
in·θ so that
O(θ) =
∑
Z
OZ(θ) =
∑
Z,n
OZ,ne
in·θ. (61)
We then define ‖O‖κ to be
‖O‖κ = sup
x
∑
n,Z3x
eκ(|Z|+|n|)‖OZ,n‖, (62)
for some constant κ > 0, where the supremum is over
sites x on the lattice, and the norm appearing in the sum
is the standard operator norm.
The norm measures the strength of local terms making
up O(θ), specifically taking into account the decay of the
strength of interactions in both spatial extent and Fourier
space. Terms corresponding to larger spatial support and
higher Fourier modes are weighted more, parameterized
by κ which can be understood as the decay constant.
Note that the norm is only really useful if it is finite.
Thus, the local terms appearing in the sum in Eq. (61)
have to be decaying at least exponentially fast both in
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real and Fourier space. The quasilocal and time-smooth
nature of the driving H(θ) we imposed ensures that there
is some κ > 0 for which ‖H‖κ <∞.
B. Theorem and statement of results: long-lived,
preheating description of dynamics and emergent
symmetries
With this setup, we turn to the object of interest: the
unitary time-evolution operator
U(t) = T exp
(
−i
∫ t
0
H(t′)dt′
)
(63)
generated by a quasiperiodically-driven Hamiltonian
H(t) = H(ωt+ θ0) for some θ0 ∈ Tm. We assume there
is some decay constant κ0 > 0 such that H(θ) has a lo-
cal norm J := ‖H‖κ0 which is small enough compared to
the driving frequency: J ≤ Kω. Here K is some numer-
ical constant that does not depend on the Hamiltonian,
geometry of the lattice or driving frequencies, which we
give explicitly in Appendix H.
We then have the following statements.
(A) Existence of a long-lived preheating dynami-
cal description. It is possible to find a decomposition
of the unitary time-evolution operator as:
U(t) = P (t)T exp
(
−i
∫ t
0
[D + V (t′)] dt′
)
P †(0), (64)
where P (t) = P (ωt+θ0) is a time-quasiperiodic quasilo-
cal unitary, D is a time-independent, quasilocal Hamil-
tonian, and V (t) = V (ωt + θ0) is a time-quasiperiodic,
quasilocal Hamiltonian. The functions P (θ), V (θ) are
smooth on Tm.
Define the decay constant κ = κ0/4. The Hamiltonian
D is close to the time-averaged Hamiltonian
〈H〉 =
∫
Tm
dmθ
(2pi)m
H(θ), (65)
in the sense ‖D − 〈H〉‖κ ≤ CJ
(
J
ω
)
. The term V (θ) is
small, in the sense that
‖V ‖κ ≤ J2−q∗ . (66)
where
q∗ =
⌊
K ′
(ω
J
) 1
γ+1
⌋
. (67)
Here C,K ′ are numerical constants which we compute
in Appendix H, that importantly do not depend on the
Hamiltonian or driving frequencies.
We now spell out the dynamical consequences.
• Slow heating. The time-averaged Hamiltonian 〈H〉
is an almost conserved energy operator, up to per-
turbative corrections of order J/ω, captured pre-
cisely by
1
Vol.
‖U†(t)〈H〉U(t)− 〈H〉‖ ≤ J
(
K˜2−q∗t+ C (J/ω)
)
(68)
for all t ≥ 0. In the above, the standard operator
norm is used, and we have divided by the volume
“Vol.” of the system. In other words, the normal-
ized energy density as measured by 〈H〉/J grows
very slowly, apart from a small quantity of order
J/ω. Here K˜, C are finite constants that do not
depend on the Hamiltonian, geometry of the lat-
tice, or driving frequencies. An analogous state-
ment holds replacing 〈H〉 7→ D as they only differ
by small terms on the order of J/ω.
From this we can thus derive that the heating time
t∗, defined as the time beyond which the quantity
1
Vol.‖U†(t)〈H〉U(t)−〈H〉‖ starts growing apprecia-
bly, obeys a lower bound
t∗ ≥ K˜−12q∗ ≡ C
′
J
exp
[
C
(ω
J
)1/(m+)]
, (69)
for appropriately defined numerical constants
C ′, C. Note that this is only a lower bound for t∗,
because Eq. (68) is only an upper bound on how
fast the energy density can change.
• Effective description of dynamics. If we define
Uˆ(t) = P (t)e−iDtP †(0), (70)
then for any local operator O, we have that
‖Uˆ†(t)OUˆ(t)− U†(t)OU(t)‖
≤ K ′′(O)2−q∗Jt(1 + Jt)d, (71)
where K ′′(O) is a numerical constant not depend-
ing on the Hamiltonian or driving frequencies.
Thus, the difference Eq. (71) is very small for times
less than the heating time t∗ ∼ 2q∗ .
(B) Existence of emergent symmetries in effec-
tive Hamilton D. If in addition the original driving
Hamiltonian H(θ) has twisted-TTSes generated by gτ˜
(for some set of τ˜ s), that is,
H(θ + τ˜ ) = gτ˜H(θ)g
†
τ˜ , (72)
as described in Sec. III B, then V (θ), P (θ) in the above
decomposition of the unitary also have the same twisted-
TTSes. The effective Hamiltonian D obeys
[D, gτ˜ ] = 0. (73)
The above statements form the rigorous basis on which
the results of this paper rests on. They show that (i) the
system does not heat until the long time t∗, that (ii) in
the preheating regime the decomposition Eq. (6) holds
up to small corrections that can be ignored until t∗, in
the sense made precise by Eqs. (68, 71), and that (iii) the
effective static Hamiltonian D possesses emergent sym-
metries as a consequence of twisted-TTSes of the drive.
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C. Main ideas and sketch of proof
Let us provide here the ideas underlying our technical
procedure that allows us to derive the previous assertions,
as well as sketch the proof. To obtain the dynamical
statement (A), we employ an iterative procedure ‘renor-
malizing’ the initial driving Hamiltonian H(θ) through a
series of small rotations that sequentially reduce the norm
of time-dependent pieces. This is possible under condi-
tions of high frequencies where the parameter J/ω, the
ratio of the local energy scales to the driving frequency
ω, sets a natural small parameter. Upon stopping at
some optimal order, this will eventually give us the ef-
fective static Hamiltonian D as well as a remnant small
time-dependent piece V (θ). Note that it is expected that
the procedure generically cannot be carried out ad infini-
tum as this would imply that a driven interacting system
has a static local Hamiltonian description. This would
go against the unbounded heating we expect to occur at
long times.
Such a logic is behind the rigorous prethermalization
works of Refs. [34, 35], and indeed our manipulations
largely follow closely that of Ref. [34] but with a number
of technical extensions to handle the quasiperiodically-
driven scenario. Our main contribution, however, and
the biggest departure from the earlier works, is that we
will employ a renormalization procedure specifically tai-
lored for preserving a twisted-TTS at all stages, which
then allows us to obtain our statement (B) on emergent
symmetries in D.
Setting up the iteration. — The renormalization
process is nothing but a sequence of well-chosen ro-
tating frame transformations, effected by the unitaries
P (q)(θ) = P (q)(θ + τ ) where τ ∈ L ∈ 2piZm and q =
0, 1, · · · up to some cut-off q∗ to be determined. We start
the process by defining the original Hamiltonian as the
zeroth-level renormalized Hamiltonian H(0)(θ) ≡ H(θ).
The rotation P (q)(θ) defines the q-th level renormalized
Hamiltonian at the next level,
H(q)(θ) 7→ H(q+1)(θ) := P (q),†(θ)(H(q)(θ)− iω · ∂θ)P (q)(θ).
Here H(q)(θ) is the resulting Hamiltonian in the new
frame of reference. Let us also define the unitaries
U (q)(t) := T exp
(
−
∫ t
0
H(q)(ωt+ θ0)
)
, (74)
in particular, U (0)(t) = U(t), the unitary time-evolution
operator of interest. In terms of dynamics, the iterative
procedure is
U (q)(t) = P (q)(ωt+ θ0)U
(q+1)(t)P (q),†(θ0). (75)
As mentioned, the aim is to reduce the time-dependent
terms in H(q)(θ) at each level. To that end, let us define
the time-averaging operation
〈H(q)〉 :=
∫
Tm
dmθ
(2pi)m
H(q)(θ) = H
(q)
0 , (76)
so that we can write H(q)(θ) = D(q) + V (q)(θ), where
D(q) = 〈H(q)〉,
V (q)(θ) = H(q)(θ)−D(q). (77)
We see that we need to eliminate, or at least reduce, the
contributions of V (q)(θ) in the next level Hamiltonian
H(q+1)(θ).
The high-frequency assumption allows us to choose ap-
propriate rotations P (q)(θ), that are close to the identify
(‘small’). To gain some intuition, we write P (q)(θ) =
eA
(q)(θ) for some antihermitian operator A(q)(θ) assumed
to be smaller than V (q) by a factor of 1/ω. Then, using
the Duhamel formula to expand H(q+1)(θ), we have
H(q+1)(θ) = D(q) + V (q)(θ)− iω · ∂θA(q)(θ)
− [A(q)(θ), H(q)(θ)]− i
2
[A(q)(θ),ω · ∂θA(q)(θ)]
+ · · · , (78)
and we see schematically that all terms beyond the first
line are smaller than V (q) by a factor of J/ω or less.
Let us therefore demand that in our iterative proce-
dure, the generators A(q)(θ) are chosen to satisfy
V (q)(θ)− i(ω · ∂θ)A(q)(θ) = 0. (79)
Note that there is a freedom of choice in the solution of
this partial differential equation, as the initial condition
has not been specified.
So far, the manipulations have been formally identical
to that of Ref. [34] upon reduction to the Floquet case.
However (and here is the crucial technical difference), we
solve the above equation for A(q)(θ) =
∑
nA
(q)
n ein·θ in
terms of Fourier modes of V (q)(θ) =
∑
n V
(q)
n ein·θ, with
specific choice
A(q)n =
{
− 1ω·nV (q)n , n 6= 0
0, n = 0
. (80)
This fixes the initial condition by setting 〈A(q)〉 = 0.
By contrast, the immediate generalization of Ref. [34]
would be to set A(q)(θ0) = 0. Our different choice of
initial condition is what allows our iterative procedure to
preserve twisted-TTSes, as we will see later.
Eq. (80) highlights the fact that the solution only
makes sense should the Fourier modes V
(q)
n decay fast
enough so that A
(q)
n can be written as a convergent
Fourier series and ‖A‖κ is at least well-defined for some
values of κ. This is the technical reason for the imposi-
tion of the ‘smoothness’ of drive conditions.
As a consistency check, one can see from Eq. (80) that
A(q), loosely speaking, differs from V (q) by the ‘small’
factor of ∼ 1/ω. More precisely, the relative size of A(q)
to that of V (q) should be measured by their local norms as
given by Eq. (62), with slightly different decay constants
κ (see Appendix H for details). Note that the choice
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Eq. (80) also preserves the quasilocality: if V (q)(θ) is
quasilocal, then so will be A(q)(θ).
Estimating the optimal order q∗. — Having set up
the iteration, let us now present the logic behind bound-
ing how far this iterative procedure can be carried out
to. While satisfying the relation Eq. (79) makes H(q)(θ)
ever less dependent on θ, there is a price to pay: the
extra terms generated at each level in the renormalized
Hamiltonians are of ever longer range. To account for
this and in order to meaningfully estimate their local
strength, we allow for some sequence of strictly decreas-
ing decay constants κ0 > κ1 > κ2 · · · > 0 which we have
to pick judiciously, and measure the Hamiltonian H(q)(θ)
at the q-level through its norm ‖H(q)(θ)‖κq . However, at
some stage, the smallness of κq will impede our ability
to bound the Hamiltonian H(q+1)(θ) at the next level;
this is when the renormalization procedure stops. The
aim is to choose a suitable set of decay constants κq,
which allows for the inductive process to be carried out
to as high an order as possible, rendering the resulting
V (q∗)(θ) optimally small and giving the effective Hamil-
tonian D := D(q∗) at the stopping order q∗.
Our proof indeed follows such a procedure. We skip
the heavily technical details in setting up various induc-
tive bounds, as well as choosing the appropriate decay
constants κq, but merely state that we end up with the
optimal level of truncation q∗ as given in Eq. (67). This
also yields the claimed bounds on D,V (θ), defined as
the optimal D(q∗), V (q∗)(θ), respectively. The result (64)
then follows, with P (θ) :=
∏q∗
l=1 P
(l)(θ). We refer the
reader to the Appendix H for the full details of our ma-
nipulations.
D. Emergent symmetries in effective Hamiltonian
D
Thus far, the above discussion was purely dynamical,
as related to statement (A). Now let us consider the state-
ment (B) on the emergent symmetries in D.
Our choice of solutions Eq. (80) explicitly preserves the
twisted-TTSes of the original driving Hamiltonian H(θ)
at every level of the renormalization procedure. This in
turn allows for them to be manifested as unitary opera-
tors that commute with the effective Hamiltonian D. To
see this, recall that a twisted-TTS acts in Fourier space
on a Hamiltonian according to gτ˜Hng
†
τ˜ = e
in·τ˜Hn, so in
particular 〈H〉 = H0 = gτ˜H0g†τ˜ is symmetric. Now if the
q-th level Hamiltonian H(q)(θ) has a twisted-TTS, then
V (q)(θ) has the same symmetry, while D(q) = 〈H(q)〉
commutes with gτ˜ . But from Eq. (80), this immediately
implies that that A(q)(θ) and hence P (q)(θ) will also in-
herit the twisted-TTS of V (q)(θ), and therefore so does
H(q+1)(θ). As this is true for every q, we end up with
the statement that the effective Hamiltonian D obtained
at the optimal order q∗ has emergent symmetries gτ˜ .
VIII. EXTENSIONS & FUTURE DIRECTIONS
Having demonstrated how one can achieve novel
nonequilibrium phases of matter in quasiperiodically-
driven systems, we now consider extensions and future
directions arising from our work. Many of these are di-
rectly inspired by the recent development in nonequilib-
rium Floquet systems.
A. Long-range interactions
One of the assumptions which allowed us to bound
heating rates and establish the pre-heating regime, was
that the many-body systems we considered had quasilo-
cal interactions – that is, the amplitudes of the inter-
action terms in the Hamiltonian decay at least expo-
nentially fast with space. The study of prethermal-
ization in Floquet systems suggests that this restric-
tion may be lifted to encompass long range interactions.
Refs. [129, 130] have demonstrated slow heating for pe-
riodic driving in the presence of two-body power-law in-
teractions, provided that the interactions decay with dis-
tance as ∼ 1/rα, with α > d where d is the spatial di-
mension, see also Ref. [131]. The existence of an effective
Hamiltonian approximately generating the dynamics in
the preheating regime, however, can only be proven for
α > 2d. We can immediately combine our proof with the
approach of [130] to derive similar results of slow heating
and emergent symmetries in quasiperiodically driven sys-
tems with power-law interactions. These extensions are
particularly valuable for realizing quasiperiodic phases in
trapped ion systems, which naturally have long range in-
teractions.
B. Time-independent systems: continuous time
quasi-crystal
Although we have focused on applications to
quasiperiodically-driven systems, our theorem also has an
intriguing implication for systems with time-independent
Hamiltonians. In particular, let Γ1, · · · ,Γm be a set of
commuting operators, each of which has integer eigen-
values, and let ω = (ω1, · · · , ωm) be some rationally-
independent numbers. Consider the time-independent
Hamiltonian
H = H0 + V, (81)
where
H0 =
∑
i
ωiΓi. (82)
Observe that the time evolution generated by H0 is
quasiperiodic U0(t) = exp(−iH0t) = exp(−itωiΓi), since
U0(t) = U0(ωt), where U0(θ) = exp(−iθiΓi). If we define
25
the Hamiltonian in the rotating frame generated by H0,
i.e.
Hint(t) = U
†
0 (t)V U0(t), (83)
then it also has quasi-periodic time dependence Hint(t) =
Hint(ωt), with
Hint(θ) = U
†
0 (θ)V U0(θ). (84)
We invoke our theorem to construct a rotating frame
transformation P (θ) that generates a time-independent
quasi-local effective Hamiltonian D, up to corrections
that can be ignored until a time t∗ that scales like a
stretched exponential in |ω|. This might not seem very
useful, since the original Hamiltonian H was already a
time-independent Hamiltonian. However, crucially, Hint
has a twisted TTS in the sense discussed in Sec. III B.
Indeed, we have that
Hint(θ + τ ) = gτHint(θ)g
†
τ , gτ = exp(iτiΓi) = U
†
0 (τ ),
(85)
but now for any vector τ ∈ Rm (thus, we have a contin-
uous twisted TTS rather than a discrete twisted TTS as
considered previously). Therefore, our theorem ensures
(see Eq. (64)) that the time-evolution operator generated
by Hint(t) can be decomposed (ignoring corrections that
only become important at times t & t∗) as
Uint(t) ≈ P (t) exp(−iDt)P †(0), (86)
where D has the emergent symmetries [D, gτ ] = 0 for
all vectors τ , and hence (by taking the limit τ → 0)
[D,Γi] = 0 for all i. Moreover, P (t) = P (ωt), where P (θ)
obeys the twisted TTS, i.e. P (θ+τ ) = gτP (θ)g
†
τ . Hence,
using the form of gτ , we find that P (θ) = U
†
0 (θ)PU0(θ),
where P := P (0). Substituting into Eq. (86), we find
Uint(t) ≈ U†0 (t)PU0(t) exp(−iDt)P † (87)
= U†0 (t)P exp(−i[D +H0]t)P †. (88)
On the other hand, we also know that, by definition,
Uint(t) = U
†
0 (t)e
−iHt. Therefore, we find that
H ≈ P (D +H0)P †. (89)
The right-hand side of Eq. (89) commutes with PΓiP
†
for i = 1, · · · ,m. That is, the Hamiltonian H has an ap-
proximate (because it only holds up to time t∗) emergent
U(1)×m symmetry. The m = 1 case was already proven
in Ref. [12] (though the connection with twisted TTS was
not identified).
Let us discuss three applications of this result. Firstly,
we can imagine that the emergent U(1)×m symmetry is
spontaneously broken. In that case, we obtain a con-
tinuous time quasicrystal – a time-independent Hamil-
tonian which spontaneously develops a quasiperiodic re-
sponse with frequencies ω1, · · · , ωm until the long time
t∗. This is a generalization of the prethermal continuous
time crystal discussed in Ref. [12].
Another application is the topological protection of
quantum information. Ref. [132] used the m = 1 ver-
sion of this result to argue that the decoherence time for a
qubit encoded in a Majorana zero mode on the boundary
of a one-dimensional topological superconductor could be
made exponentially long (in a parameter of the Hamilto-
nian) at arbitrary energy density, not just in the ground
state, even without disorder. Ref. [132] also considered
a two dimensional planar code, but they were not able
to show long lifetime in the limit of large system size,
because the m = 1 result does not allow for the separate
conservation of the number of e-type and m-type exci-
tations separately. With our new m > 1 result, we can
now ensure that these numbers are separately conserved,
which does lead to a (stretched) exponentially long life-
time for the encoded qubit, even as the system size goes
to infinity.
Finally, let us discuss an application to a lattice model
of charged particles in a strong electric field. Consider
charged fermions hopping on a d-dimensional lattice, and
suppose we set Γi =
∑
x xic
†
xcx for i = 1, · · · , d, where
the sum is over the positions x of the lattice sites (which
we take to be integer vectors), xi is the i-th coordinate
of x, and c†x is the fermion creation operator at position
x. Then the Hamiltonian H0 of Eq. (82) corresponds to
applying an electric field E = ω to the system. If |E| is
much larger than the other local scales in the Hamilto-
nian, then we can apply our theorem, and we find that
there are i emergent symmetries that are conserved up
to time t∗; we can interpret these as dressed versions
of the components of electric dipole moment. The fact
that these dipole moments are conserved prevents par-
ticles from hopping from one site to another, which we
can think of as a many-body, higher-dimensional version
of Stark localization [133–135]. The ability to engineer
such conserved quantities in a robust manner can lead to
a variety of interesting dynamical phenomena, including
the recently discussed idea of “Hilbert space shattering”
of Refs. [135–138], where the Hilbert space fractures into
exponentially many subsectors.
C. Non-smooth drives
In this paper, we have focused on drives that are
smooth in time. It would be interesting to further de-
velop our discussions for cases where the Fourier modes
of the drive Hn decay slower than exponentially with |n|.
For example, discrete step-drives decay as some power-
law with |n|. Within the simple linear response estimates
of Sec. VI, it seems natural to expect a heating time t∗
that scales like a power-law with frequency. However, a
more careful calculation of the heating processes along
the lines of Sec. VII would be valuable.
Ref. [64] considered driving an MBL system with a
discrete Fibonacci step-drive and found two slow heating
regimes, one governed by an effective Hamiltonian gen-
erated from a high-frequency expansion whose descrip-
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tion lasts for power law times, and a subsequent one
where there is a slow logarithmic decay of observables
that lasts up to an exponentially long timescale. Some of
the phenomenology considered is very different from the
one discussed in Sec. II D; establishing the relationship
to the work here remains an open question.
On a technical level, we note that extending our re-
sults of Sec. VII to the case of power-law decay of Fourier
modes is more complex than applying them to the case
of power law decay of interactions with distance. Con-
sidering our results and those of [130], we see that the
analog of power-law dependence of Fourier modes are in-
teractions that decay as a power-law in the number of
sites contained within the support of the interaction. By
contrast, Ref. [130] established results only for interac-
tions which decay as a power-law in the diameter of the
support, while still decaying exponentially in the number
of sites.
D. Quasiperiocally-driven topological phases
beyond eigenstate micromotion
In Sec. V, we focused on eigenstate micromotions as a
diagnostic of nontrivial topological phases in periodically
or quasiperiodically-driven MBL systems. However, it is
known that there are topological Floquet phases which
cannot be diagnosed in this way, many of which have par-
ticularly fascinating phenomenology. For example, the
phases discussed in Refs. [139–142] are characterized by
a chiral pumping of quantum information along the one-
dimensional boundary of a two-dimensional bulk. One
expects analogous phenomena in quasiperiodically-driven
systems, but we leave such developments for future work.
E. Experimental realizations
Lastly let us briefly mention the possibility of experi-
mentally realizing the quasiperiodically-driven phases of
matter we have discussed, in particular, the discrete time
quasi-crystal (DTQC) phase described in Sec. IV.
The driving protocol and conditions required, de-
scribed in III C, can easily be realized in setups such as
in synthetic quantum systems of trapped ions, or in solid
state systems like nitrogen-vacancy (NV) defects in dia-
mond. Both cases give rise to ensembles of coherently in-
teracting effective spin degrees of freedom which are well
isolated from the environment. Appropriate sequences
of laser or microwave pulses can be engineered to real-
ize particular drives in these systems. Indeed, these were
utilized to realize sequences [11, 13] that led to signatures
of discrete time crystal phases observed in experiments of
a 1d chain of trapped ions [15] and in a dense, disordered
3d ensemble of NV centers in diamond [16].
Extending these protocols to realize time-quasiperiodic
phases is relatively straightforward, although the time-
dependence of the drives needs to be smooth in time to
avoid fast heating. The different platforms offer different
comparative advantages. In trapped ions, the ability to
tune the range of long-range interactions between spins
implies that it should be possible to realize a DTQC in
a prethermal regime even in 1d, provided that the power
law exponent satisfies 1 < α < 2. On the other hand,
one can utilize the fact that NV centers in diamond are
grouped by their orientation with respect to the crystal-
lographic axes of diamond. Using interactions within and
between multiple groups, one can naturally realize more
complicated TQCs, such as the example Hamiltonian in
Appendix D 2 giving rise to a Z2×Z2 DTQC, which uti-
lizes two collection of spins. Note that if in 3d, the dipolar
interacting nature of the spins precludes localization, but
thermalization is nonetheless slow in heavily disordered
samples (precisely, critically slow, see [14, 143, 144]).
Thus, a long-lived version of a DTQC might still be re-
alizable, protected by critically slow thermalization dy-
namics.
The dynamical signatures that one would look out for,
would be the appearance of peaks at fractional harmonics
of the input drive frequencies in the power spectrum of a
local observable. Additionally, these signatures should be
robust to small perturbations to the drive protocol which
still preserve its time-quasiperiodicity. This would sig-
nal the spontaneous breaking of multiple time-translation
symmetries of the original drive and is the defining char-
acteristic of the DTQC phase (see Sec. IV). The ex-
act pattern that is manifested in the Fourier harmonics,
however, depends on the exact symmetry breaking pat-
tern, realized using different driving protocols. As there
are multiple time-translation symmetries in quasiperiodic
drives, there are myriad complex symmetry breaking pat-
terns, which could be observed even for a given experi-
mental platform.
IX. CONCLUSION
In this paper, we have shown how interacting quantum
many-body systems that are quasiperiodically-driven can
realize a panoply of long-lived nonequilibrium phases of
matter under a general set of driving conditions. These
phases are protected by multiple time-translation sym-
metries, which arise as the driving Hamiltonian derives
from a function H(θ) defined on a higher dimensional
torus. They are fundamentally different from phases re-
alizable in static or Floquet systems and add to the rich-
ness of the landscape of possible phases of matter realiz-
able in nonequilibrium settings. As an exemplar, we de-
scribed the phase of matter obtained by the spontaneous
breaking of some or all of the multiple time-translational
symmetries — a time quasi-crystal. We also gave a clas-
sification of the symmetry-protected topological phases
of matter achieved in the quasiperiodic setting.
Key to our results was our ability to identify a dy-
namical regime, a so-called preheating regime, in which
the deleterious effects of heating in driven systems was
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controlled for a parametrically long time, as well as our
analysis of how multiple-TTSes play out in this regime.
We provided a class of general driving conditions that
realize prethermal or quasiperiodic many-body localized
phases in this regime. We emphasize that their dynam-
ical signatures are universal and robust against small
perturbations to the driving protocol, as long as they
respect the time-quasiperiodicity of the drive: they are
thus genuine nonequilibrium phases of matter in inter-
acting many-body quantum systems.
Our results open up exciting new lines of experimen-
tal and theoretical research. Indeed, the nonequilib-
rium phases of matter we have discussed, in particular,
time quasi-crystals, are immediately directly accessible
in experimental platforms of today. Theoretically, our
work establishes new universal structure present in quan-
tum many-body systems in highly out-of-equilibrium set-
tings. What other possible fundamentally nonequilib-
rium phases of matter remain to be discovered?
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Appendix A: Generalized Floquet-Magnus
expansion for quasiperiodically-driven systems
Here we provide the derivation of a generalized
Floquet-Magnus expansion for quasiperiodically-driven
systems driven at high frequencies, introduced and used
in the main text in Sec. II C for illustrative purposes on
how twisted time-translation symmetries enter into the
static Hamiltonian D governing effectively the dynamics
of the system.
We note two aspects of the following discussion: 1)
This expansion is not the naive direct generalization
of the Floquet-Magnus expansion to quasiperiodically-
driven systems, a point we shall highlight in the deriva-
tion. 2) We do not prove any bounds on the validity of
the expansion. More precisely, what this means is as fol-
lows. As with the usual Magnus expansion in Floquet
systems, we do not expect the series that will write down
to be convergent for a many-body system – instead, it is
an asymptotic series. For the Floquet case, it is possible
to analyze the optimal order to which the series should
be truncated to [32, 33, 35], which gives an optimal ef-
fective Hamiltonian D and an estimate on the lifetime
that the system can be viewed as having dynamics un-
der D. However, we do not give such an estimate, but
merely generate the formal series. That said, the anal-
ysis of this series does suggest an interesting alternative
and complementary derivation of our results, which we
reserve for future work.
The logic behind the generalized Floquet-Magnus ex-
pansion, or for that matter, the usual Floquet-Magnus
expansion in periodically-driven systems, simply involves
moving into a suitable rotating frame of reference and
deriving the rotating frame Hamiltonian. At high fre-
quencies ω = |ω|, it is possible to organize this trans-
formation as a perturbative series in 1/ω, and use the
freedom endowed by the frame transformation to cancel
time-dependent pieces in the rotating frame Hamiltonian,
order by order. This is also the same logic underlying
our technical procedure that yields a different effective
Hamiltonian D; thus, the following expansion should be
viewed as a different derivation of an effective description
of the system.
To start, we consider a quasiperiodically-driven Hamil-
tonian H(t) = H(ωt + θ0), where H(θ) is a periodic
Hamiltonian on the torus. The unitary time-evolution
operator obeys the following equation
i∂tU(t) = H(t)U(t). (A1)
We move into a new frame of reference effected by the
unitary P (t) = P (ωt+θ0), for some periodic P (θ) on the
torus. In other words, we decompose the time evolution
operator as U(t) = P (t)U˜(t)P (0)†, where U˜(t) obeys
i∂tU˜(t) =
(
P †(t)H(t)P (t)− iP †(t)∂tP (t)
)
U˜(t)
≡ D(t)U˜(t). (A2)
We see that time-evolution is now generated by the
Hamiltonian D(t), which is time-quasiperiodic as D(t) =
D(ωt+ θ0) for a periodic D(θ) which is given explicitly
as
D(θ) = P †(θ)H(θ)P (θ)− iP †(θ)ω · ∂θP (θ). (A3)
We will show how P (θ) can be chosen to make D(t)
static, i.e. D(t) = D.
To that end we write P (θ) as the exponential of a sum
of antihermitian operators,
P (θ) = exp (Ω(θ)) , Ω(θ) =
∞∑
q=1
Ωq(θ), (A4)
where we have organized Ω as a series with terms labeled
by q. q will turn out to track the order of the high fre-
quency expansion. Now we can write, using Duhamel’s
formula,
D(θ) = e−adΩ(θ)H(θ)− i1− e
−adΩ(θ)
adΩ(θ)
ω · ∂θΩ(θ), (A5)
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where adAB = [A,B]. Expanding, we get
D(θ) =
∞∑
q=1
D(q)(θ),
D(q)(θ) = G(q)(θ)− iω · ∂θΩq+1(θ),
G(q)(θ) =
q∑
k=1
(−1)k
k!
∑
1≤i1,··· ,ik≤q
i1+···+ik=q
adΩi1 · · · adΩikH(θ)
+ i
q∑
m=1
q+1−m∑
k=1
(−1)k+1
(k + 1)!∑
1≤i1,··· ,ik≤q+1−m
i1+···+ik=q+1−m
adΩi1 · · · adΩikω · ∂θΩm(θ). (A6)
The question now is how best to reduce the θ-
dependent pieces of D(θ). One natural way is to as-
sume that Ωq(θ) has norm ∼ 1/ωq, i.e. treat it as a high
frequency expansion. Therefore, we need to pick the gen-
erators Ωq+1(θ) in such a way that this assumption holds
at every step. Indeed, if we write G(q)(θ) in terms of a
Fourier series
G(q)(θ) = G
(q)
0 +
∑
n 6=0
G(q)n e
in·θ, (A7)
then we see that by imposing the condition∑
n 6=0
G(q)n e
in·θ − iω · ∂θΩq+1(θ) = 0 (A8)
that the norm of Ωq+1 is smaller than Ωq by 1/ω, since
‖Ωq+1‖ ∼ ‖G(q)‖/|ω| and ‖G(q)‖ ∼ 1/ωq, schematically.
The imposition of Eq. (A8) thus defines a family of
expansions, differing by a choice of initial condition. In-
deed, the immediate, direct generalization of the Floquet-
Magnus expansion to quasiperiodically-driven systems
corresponds to one particular choice: One solves Eq. (A8)
with the condition that Ωq(ωt + θ0)|t=0 = 0, so that
P (t)|t=0 = P (ωt+ θ0)|t=0 = I. This gives the solution
Ωq+1(θ) = −
∑
n 6=0
G
(q)
n
n · ω
(
ein·θ − ein·θ0) . (A9)
To see why this is the ‘standard’ expansion, for a Floquet
system we get from the above P (0) = P (T ) = I and so
at stroboscopic times t = NT for N ∈ Z we have the
familiar relation U(NT ) = e−iDNT , ignoring questions
of convergence.
Instead, we will choose to solve Eq. (A8) as
Ωq+1(θ) = −
∑
n 6=0
G
(q)
n
n · ω e
in·θ. (A10)
This uniquely defines our ‘generalized Floquet-Magnus’
expansion.
To see what terms emerge in our expansion, consider
q = 0. We get from Eq. (A6) and Eq. (A8)
D(0)(θ) = H0 +
∑
n 6=0
Hne
in·θ − iω · ∂θΩ1(θ)
= H0 (A11)
since Ω1(θ) was chosen to eliminate θ-dependent pieces,
given explicitly by Ω1(θ) = −
∑
n 6=0
H(q)n
n·ω e
in·θ. For q = 1,
we get
D(1)(θ) = −adΩ1H(θ) +
i
2
adΩ1ω · ∂θΩ1(θ)− iω · ∂θΩ2(θ)
=
1
2
∑
n
[Hn, H−n]
n · ω (A12)
since Ω2(θ) was similarly chosen to eliminate the
θ-dependent pieces. In similar fashion, D(q)(θ) for any q
can be derived.
Lastly, let us explain how our choice of solution
Eq. (A10) giving our generalized Floquet-Magnus expan-
sion manifestly allows for twisted time-translation sym-
metries to be preserved: it is such that if the original driv-
ing Hamiltonian H(θ) had a twisted time translational
symmetry, that is, if there exists a unitary operator g
and integer N satisfying gN = I, as well as some vector
τ˜ on the torus such that H(θ + τ˜ ) = gH(θ)g†, then
D(θ) also possesses the same twisted time-translation
symmetry. To see this, recall that on the Fourier modes
a twisted TTS acts as gHng
† = ein·τ˜Hn. Now, if
we assume G(q)(θ) has a twisted-TTS for some q, then
our choice of Ωq+1(θ), Eq. (A10), will also inherit the
same twisted-TTS (one just sees that the Fourier modes
of Ωq+1(θ) obey the required transformation). Conse-
quently, G(q+1)(θ), given by sums of conjugations of
H(θ) with various Ωk(θ) with k < q, etc. (see Eq. (A6))
will also have the same twisted-TTS. Note the standard
Floquet-Magnus expansion corresponding to a choice
Eq. (A9), does not have this property.
Appendix B: Periodicity of U0(θ) and related details
Here we will prove the claim we made in Sec. III C,
namely if we write H0(t) = H0(θ0 + ωt), H0(θ) =
fi(θ)Γi, where f i = Qijωj , then it follows that the time
evolution operator U0(t) generated by H0(t) can be writ-
ten of the form U0(t) = U0(θ0 + ωt), where
U0(θ) = exp(−ihi(θ)Γi), (B1)
for some functions hi(θ) to be determined, which will
satisfy certain symmetry properties. Firstly, we observe
that this amounts to the statement that
U†0 (θ)(ω · ∂θ)U0(θ) = −iH0(θ), (B2)
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which in turn is equivalent to
(ω · ∂θ)hi(θ) = fi(θ), (B3)
If we define ηi(θ) = fi − f i and ∆i(θ) = hi(θ) − Qijθj ,
then Eq. (B3) reduces to
(ω · ∂θ)∆i(θ) = ηi(θ), (B4)
The solution to this equation can be obtained in
terms of the Fourier transform; if we write ηi(θ) =∑
n 6=0 e
in·θηi(n) and similarly for ∆i, then we can set
∆i(n) = (in · ω)−1ηi(n) for n 6= 0. In conclusion, we
have found that
hi(θ) = Qijθj + ∆i(θ), (B5)
where ∆i(θ) satisfies ∆i(θ + τ ) = ∆i(θ) for all τ ∈
L. These functions hi(θ) indeed satisfy the symmetry
property claimed in the main text.
Appendix C: Properties of rational matrices
Let Q be some r×m matrix with rational entries. Let
L be the lattice comprising all vectors of the form 2pin for
some integer vector n. We are interested in determining
the sublattice L′ ≤ L comprising those vectors τ ′ ∈ L
such that eiQijτ
′
j = 1.
To solve this problem, we invoke the well-known fact
that any integer matrix Z has a Smith normal form de-
composition Z = V DW where V and W are unimodular
integer matrices (that is, they are invertible integer ma-
trices whose inverses are also integer matrices) and D is
a diagonal integer matrix. Since any rational matrix can
be converted to an integer matrix simply by multiplying
by some integer, we conclude that there is also a Smith
normal form for rational matrices: Q = V DW where V
and W are still unimodular integer matrices, and D is a
diagonal rational matrix.
The Smith decomposition allows us to reduce the prob-
lem to the case where Q is diagonal. Suppose that if
Q = D = diag(p1/q1, · · · , pmin(r,m)/qmin(r,m)), where
each pi,qi are coprime integers (with qi positive and pi
non-negative). We can choose to set qi = 1 if pi = 0, and
we also define qi = 1 for r < i ≤ m. Then, we see that
L′ comprises integer linear combination of the m vectors
spanned by τ (i) = qiei (no summation), for (e
(i))j = δij .
More generally, if Q = V DW then L′ comprises integer
linear combinations of the vectors W−1τ (i). We also find
that L/L′ ∼= Zq1 × · · · × Zqm .
Note that a particularly simple case is where r = m
and Q = Z−1 for some (not necessarily unimodular) in-
teger matrix Z. In that case, one finds that all the pi’s
are 1, the qi’s are the diagonal entries of the Smith de-
composition of Z, and L′ simply comprises integer linear
combinations of the columns of Z.
Appendix D: More examples of DTQC
We provide here the quasiperiodically-driven Hamilto-
nians realizing the Z2 × Z2 and Z3 × Z2 DTQCs shown
in Figs. 5, 6 of Sec. IV.
1. Z2 × Z2 DTQC
The model in consideration is a direct extension of the
one considered in Sec. IV B, but now involves two groups
of spins. Concretely, suppose we have a system comprised
of two subsystems A,B. Each subsystem consists of spin-
1/2 degrees of freedom placed along either a 1d chain or a
2d square lattice, and we assume that the two subsystems
A,B are stacked on top of each other (so that site i of
subsystem A is directly above site i of subsystem B).
Consider the following m = 2 quasiperiodic Hamilto-
nian
H(t) = H0(ωt) + V, (D1)
where now
V =
∑
i<j
α=A,B
Jijσ
z
i,ασ
z
j,α +
∑
i≤j
J ′ijσ
z
i,Aσ
z
j,B
+
∑
i,α=A,B
hσzi,α. (D2)
Similarly to the Hamiltonian in Eq. (30), Eq. (D2) de-
scribes pairwise Ising interactions of spins between and
within subsystems, and a longitudinal field in the z-
direction with strength h ωi/2. The interactions have
strengths Jij , J
′
ij , and we consider the 2d case where
Jij = −Jδ〈i,j〉 where 〈i, j〉 represent nearest-neighbor
pairs of sites on one subsystem, and J ′ij = −Jδi,j . We
take 0 < J < ωi/2.
The driving Hamiltonian is taken to be
H0(θ) =
∑
i,α=A,B
1
2
(σxi,α + 1)fα(θ), (D3)
and we choose
fA(θ) = piω1∆N (θ1),
fB(θ) = piω2∆N (θ2), (D4)
where ∆N is the approximation to the Dirac delta comb
introduced in Eq. (35). These functions satisfy f i =
Qijωj , with Q =
1
2
(
1 0
0 1
)
. One can understand this
driving protocol as two Floquet drives, performed at fre-
quencies ω1, ω2, acting on different halves of the system.
Indeed, if the two subsystems were disjoint, this proto-
col would simply result in two independent prethermal
discrete time crystals. In the present case, the system
has interactions between the different subsystems – nev-
ertheless, we will show that a stable DTQC phase will be
realized.
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To see this, one can easily work out that the inter-
action Hamiltonian Hint(θ) in the frame-twisted high-
frequency limit has periodicity on the lattice L′ gen-
erated by the translation vectors τ 1 = 2pi(2, 0) and
τ 2 = 2pi(0, 2). In other words, L′ = 2L = 4piZm. Thus,
the group of symmetries of the effective Hamiltonian D is
G = Z2×Z2. Explicitly, the unitary symmetries realized
are gτ˜ =
∏
i σ
x
i,A for τ˜ = 2pi(1, 0), and gτ˜ =
∏
i σ
x
i,B for
τ˜ = 2pi(0, 1).
Repeating the same analysis as in Sec. IV B, the lead-
ing order effective Hamiltonian is
D(0) =
∑
i<j
α=A,B
Jij
(
aα(N)σ
z
i,ασ
z
j,α + bα(N)σ
y
i,ασ
y
j,α
)
,
(D5)
where aα(N), bα(N) are numerical factors which result
from the averaging of the interaction Hamiltonian over
the larger unit cell. For N = 20, aα(20) = 0.928 and
bα(20) = 0.072 for α = A,B. We observe the follow-
ing salient features: First, D(0) is manifestly Z2 × Z2
symmetric. In particular, the σzi,Aσ
z
i,B interactions be-
tween the two subsystems, which are odd under both Z2
groups, have been eliminated. In fact, any interactions
that remain between the subsystems, even at higher or-
ders, must be Z2 × Z2 symmetric. Second, the Ising
interactions in the z-direction dominate, in both subsys-
tems.
Thus, an initial state that has sufficiently low energy
density with respect to D(0) will equilibrate to a thermal
state ρβ which spontaneously breaks both Z2 × Z2 Ising
symmetries. ρ(θ) will then have periodicity on the lattice
LSSB = L′, whose reciprocal lattice L∗SSB is generated
by the vectors α1 = (1/2, 0) and α2 = (0, 1/2). The
power spectrum of the expectation value in time of local
operators measured in this state, will then exhibit peaks
at frequencies
Ω =
1
2
n · ω, n ∈ Z2, (D6)
which is the manifestation of the spontaneous breaking
of the TTSes of the driving Hamiltonian.
In the high frequency limit, we can treat V(t) = I and
derive analytic expressions for the measurement of an
observable in time s(θ) = Tr[sˆρ(θ)]. For example, for
the observable sˆ = 1Vol.
∑
i σ
z
i,A+
1
Vol.
∑
i σ
z
i,B , this works
out to be
s(θ) ≈ 1
Vol.
∑
i
Tr[σzi,Aρβ ] cos [piΘN (θ1)]
+
1
Vol.
∑
i
Tr[σyi,Aρβ ] sin [piΘN (θ1)]
+
1
Vol.
∑
i
Tr[σzi,Bρβ ] cos [piΘN (θ2)]
+
1
Vol.
∑
i
Tr[σyi,Bρβ ] sin [piΘN (θ2)] , (D7)
where the function ΘN (θ) is given by Eq. (41). We
plot this observable in Fig. 5 using Tr[σzi,αρβ ] = 0.9 and
Tr[σyi,αρβ ] = 0.
2. Z3 × Z2 DTQC
Next we present the Hamiltonian for the Z3 × Z2
DTQC. Consider, like in the previous example, a sys-
tem comprised of two subsystems A,B of square lattices
in d = 2, stacked so that sites lie on top of each other.
Assume now however the local degrees of freedom of sub-
system A (which reside on the sites) to be comprised of
three levels (i.e. a ‘spin-1’) and that of subsystem B to
be comprised of two levels (i.e. a ‘spin-1/2’). Take the
m = 2 quasiperiodic Hamiltonian to be
H = H0(ωt) + V, (D8)
with
V = −
∑
〈ij〉
JA
(
µ†iµj + h.c.
)
−
∑
〈ij〉
JBσzi σ
z
j
+
∑
i
JAB (µiσ
z
i + h.c.) +
∑
i
hσzi + h
′(µi + µ
†
i ),
where the operators µ, η which act locally on A are given
explicitly by
µ =
1 0 00 ei2pi/3 0
0 0 ei4pi/3
 , η =
0 1 00 0 1
1 0 0
 . (D9)
These are the so-called ‘clock operators’ that enter into
quantum clock models: η increments the state of a ‘clock’
(the levels which the matrix µ is diagonal in) one step in
a cyclic fashion. Thus, V describes ferromagnetic Ising-
like interactions between degrees of freedom of A, and
also ferromagnetic Ising interactions between degrees of
freedom of B. We take the driving Hamiltonian to be
H0 =
∑
i
1
3
(
[1− ei 2pi3 ]η + h.c.
)
fA(θ)
+
∑
i
1
2
(σxi + 1) fB(θ), (D10)
with
fA(θ) =
2piω1
3
∆N (θ1),
fB(θ) = piω1∆N (θ1) + piω2∆N (θ2), (D11)
which satisfy f i = Qijωj , with Q =
(
1
3 0
1
2
1
2 ,
)
. We assume
the driving frequencies are sufficiently large compared to
all local couplings.
We now take the frame-twisted high-frequency limit.
The interaction Hamiltonian Hint(θ) has periodicity on
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the lattice L′ generated by the translation vectors τ 1 =
2pi(3, 1) and τ 2 = 2pi(0, 2). Therefore, the symmetries
that the effective Hamiltonian D has, belong to the group
G = Z6 ∼= Z3×Z2. Viewing G as Z3×Z2, it can be checked
that group is explicitly generated by the unitary symme-
tries gτ˜ =
∏
i ηi for τ˜ = 2pi(1, 1) satisfying (
∏
i ηi)
3 = I
and gτ˜ =
∏
i σ
x
i for τ˜ = 2pi(0, 1) satisfying (
∏
i σ
x
i )
2 = I.
Repeating the same analysis as before (with N = 20),
the leading order effective Hamiltonian D(0) can be com-
puted to be
D(0) =−
∑
〈ij〉
0.9280JA(µ†iµj + h.c.)
−
∑
〈ij〉
JB(0.866σzi σ
z
j + 0.134σ
y
i σ
y
j ) + δ (D12)
where δ is a small term (compared to the dominant in-
teractions above), given explicitly by
δ = JA
[− 0.018(µi(µ†jηj) + (µ†iηi)µj + h.c.)
+ 0.036((µiηi)(η
†
jµ
†
j) + (η
†
iµi)(µ
†
jηj) + h.c.)
− (0.018− 0.03i)((µiηi)(µ†jηj) + (µ†iηi)(µjηj)) + h.c.
+ (0.009− 0.016i)(µ†i (µjηj) + (µiηi)µ†j) + h.c.
]
. (D13)
It can be explicitly checked that D(0) is Z3 × Z2 sym-
metric, and that the dominant terms are the interactions
µ†iµj on subsystem A and Ising terms σ
z
i σ
z
j on subsystem
B. Therefore, we expect that the steady state ρβ of this
system, in the preheating regime, should exhibit sponta-
neous breaking of both the Z3×Z2 symmetries. ρ(θ) then
has periodicity on the lattice LSSB = L′, whose recipro-
cal lattice L∗SSB is generated by the vectors α1 = (1/3, 0)
and α2 = (−1/6, 1/2). The power spectrum of the mea-
surement in time of local operators at long and late times,
will then exhibit peaks at frequencies
Ω = n1
ω1
3
+ n2
(
−ω1
6
+
ω2
2
)
(D14)
with n1, n2 ∈ Z.
In the high frequency limit, we can treat V(t) = I and
derive analytic expressions for the measurement of an
observable in time s(θ) = Tr[sˆρ(θ)]. For example, for
the local observable sˆ = µi + µ
†
i + σ
z
i ,
s(θ) ≈ Tr[σzi ρβ ] cos [piΘN (θ1) + piΘN (θ2)]
+ Tr[σyi ρβ ] sin [piΘN (θ1) + piΘN (θ2)]
+
(
Tr[µ†iρβ ]
[
2
3
ei(2pi/3)ΘN (θ1) +
1
3
e−i(4pi/3)ΘN (θ1)
]
+ h.c.
)
. (D15)
We plot this observable in Fig. 6 using Tr[σzi ρβ ] = 0.9
and Tr[µiρβ ] = Tr[µ
†
iρβ ] = 0.8.
Appendix E: Topological phases
As we mentioned in Sec. V, the idea behind classifying
quasiperiodic topological phases is to look at the non-
trivial micromotion of the eigenstates. First, we make the
following observation [108–115]: all the existing classifi-
cations of topological phases in d spatial dimensions with
unitary symmetry G (for example, Refs. [119, 125, 145–
147]) can be expressed in terms of classifying the homo-
topy classes of maps BG→ Θd for some space Θd. Here
BG is the classifying space for the group G, which is
defined as BG = EG/G, where EG is any contractible
space on which G acts freely (BG is unique up to homo-
topy equivalence). In the case that Θ• forms a so-called
“Ω-spectrum”, this amounts to the assumption that the
classification is given by some generalized cohomology
theory evaluated on BG [112, 114], which is the case for
all known classifications of invertible topological phases.
However, our observation is more general than that, and
applies also to classifications of non-invertible phases, for
example the G-crossed modular tensor category classi-
fication of symmetry-enriched topological phases in two
spatial dimensions [109, 125, 148, 149].
Now in all these classifications, Θd is some abstract
space that can be introduced in a formal mathematical
way. However, what we want to posit is that this space
actually has physical meaning. Specifically, we want to
say that Θd is actually homotopy-equivalent to Ωd, the
space of all gapped ground states, introduced in Sec. V.
Indeed, Kitaev (Appendix F of [110]) has shown at the
microscopic level that any G-symmetric gapped ground
state in d spatial dimensions gives rise to a map BG →
Ωd, which would explain the origins of the maps BG →
Θd described above.
If these conjectures hold, then it is clear how to classify
maps X → Ωd in the presence of symmetry G. First of
all, we use the approach of Kitaev to turn this into a map
X ×BG→ Ωd, which is equivalent to a map X ×BG→
Θd. In other words, we simply replace BG → X × BG
in the formulation of the classification.
We are now in a position to show how homotopy classes
of maps Tm → Ωd are related to SPT/SET phases with
symmetry Z×m. Indeed, this follows from the mathemat-
ical fact that
B(Zm) ∼= Tm, (E1)
as can be seen by setting E(Zm) = Rm, with Zm acting
freely by discrete translations. More generally, in the case
of systems with symmetry (other than time-translation
symmetry) G, then we want to classify maps Tm×BG→
Ωd, and then these are in one-to-one correspondence with
topological phases with symmetry G×Zm, as can be seen
from the equation
B(Zm ×G) ∼= Tm ×BG. (E2)
Now let us consider cases where the states under con-
sideration are invertible states; that is, they do not ad-
mit fractionalized excitations such as anyons. In that
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case, as we have already mentioned, it is believed that
the spaces Θd for different dimensions are related in a
particular way. Specifically, the idea is that, if we de-
fine for any space X , hq(X ) to be the homotopy classes
of maps X → Θq, then h•(−) should define a general-
ized cohomology theory, which obeys some set of axioms
[150]. For any generalized cohomology theory, one can
show, using the suspension and wedge axioms, and the
fact that [150] ΣTd = Σ(S1 ∨ Tm−1 ∨ ΣTm−1) (here Σ
denotes suspension and ∨ denotes wedge sum),
hq(Tm) = hq(S1)× hq(Tm−1)× hq−1(Tm−1). (E3)
By applying this formula recursively, we derive Eq. (48).
As we have described, the emergent Z2×Z2 symmetry
arises as a symmetry of the effective static Hamiltonian
in the twisted high-frequency limit. Nevertheless, we ul-
timately want to interpret the topological phases that
we construct as protected by multiple time-translation
symmetries, i.e. as being protected by Z× Z. Naturally,
any SPT protected via Z2 × Z2 can also be interpreted
as an SPT protected by Z × Z, since there is a homo-
morphism from Z× Z→ Z2 × Z2. On the other hand, if
we go beyond the twisted high-frequency limit (for exam-
ple, if we assume that quasiperiodically driven systems
can be MBL without needing to appeal to a twisted-high
frequency limit), we can still apply the general analy-
sis of Section V A, but it is not clear that the emergent
Z2 × Z2 is expected to survive even if we remain within
the same quasiperiodic topological phase. Therefore, the
signatures of the phase that we discuss might need to be
modified.
Appendix F: Signatures of quasiperiodically driven
topological phases beyond the twisted
high-frequency limit
As we mentioned in Section V B, it is not automatically
clear that any signatures of a quasiperiodically driven
topological phases that are based on the presence of the
emergent finite internal symmetry group G will necessar-
ily be robust in some stabilization of the phase that is
beyond the twisted high-frequency limit. Let us discuss
this in more detail in the phase that we were disucssing in
Section V B, which had emergent symmetry G = Z2×Z2
and microscopic symmetry G = Z2.
The homomorphism Z×Z×G→ Z2×Z2×Z2 induces
a corresponding pull-back map H4(Z2 × Z2 × Z2,Z) →
H4(Z × Z × Z2,Z) ∼= H2(Z2,Z) ∼= H1(Z2,U(1)) ∼= Z2.
The phase discussed in Section V B remains nontrivial
under this pull-back map. However, the signature of the
projective representation of the emergent Z2 × Z2 on a
symmetry flux of the microscopic Z2 is not robust. This
is because the projective representation of the emergent
symmetry corresponds to the non-trivial class inH3(Z2×
Z2,Z) ∼= H2(Z2 × Z2,U(1)), and it maps to the trivial
class under the pull-back map H3(Z2×Z2,Z)→ H3(Z×
Z,Z).
We can understand this better if we imagine comput-
ing the H4 classifications using the Ku¨nneth formula.
Viewed as a Z×32 SPT, our SPT lives in the factor
Z2 ∼= H1(Z2,H3(Z2 × Z2,Z)) ≤ H4(Z×32 ,Z) (F1)
which precisely corresponds to the statement that a Z2
symmetry flux corresponds to a projective representation
of Z2 × Z2. On the other hand, viewed as a Z × Z × Z2
SPT, our SPT lives in the factor
Z2 ∼= H2(Z2,H2(Z× Z,Z)) ≤ H4(Z× Z× Z2,Z) (F2)
In other words, relaxing the Z2 × Z2 symmetry to a
Z×Z symmetry causes our phase to jump into a different
factor of the Ku¨nneth formula, which in turns suggests
that we should expect different physical signatures. In-
deed, according to the usual physical interpretation of
the Ku¨nneth formula, Eq. (F2) seems to be telling us
that if we annihilate two symmetry fluxes of the micro-
scopic Z2 symmetry, then we leave behind a nontrivial
0-dimensional SPT classified by H2(Z × Z,Z) ∼= Z. The
latter corresponds to quantized energy pumping between
the two incommensurate frequencies (see Section V C),
so we can interpret this as the statement that a symme-
try flux of the microscopic Z2 symmetry carries a half-
quantized frequency pump. We leave a more systematic
understanding of this effect to future work.
Appendix G: Rarity of resonances in
quasiperiodically driven systems
The crucial mathematical property of quasiperiodic
driving that we employ in our paper is that, although
for any given frequency vector ω = (ω1, · · · , ωm), the
spectrum of possible multi-photon emission and absorp-
tion processes, i.e. ω · n for integer vectors n, is dense
everywhere (and in particular at zero), if we restrict to
low-order processes (i.e. |n| small), the possible values of
|ω ·n| are still somewhat sparse. To quantify this, let us
introduce the following definition.
Definition 1. Let ω ∈ Rn be a nonzero vector. Then
the exponent σ(ω) is the smallest number σ such that
for all  > 0, there exists a constant c > 0 (depending on
ω and ) such that
|ω · n| ≥ c|ω||n|σ+ (G1)
for all nonzero integer vectors |n|.
Note that this exponent is invariant under rescaling
the frequencies, i.e. σ(aω) = σ(ω) for any real a 6= 0.
Clearly, if the frequencies are rationally related, i.e.
there exists a nonzero integer vector n such that n·ω = 0,
then σ(ω) = ∞. On the other hand, we have the lower
bound
Proposition 1. For any ω ∈ Rm, σ(ω) ≥ m− 1.
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Proof. This is a higher-dimensional version of the famous
Dirichlet approximation theorem [128]. Like that theo-
rem, it can be proven using Minkowski’s theorem [128],
which states that if C is some bounded convex subset
of Rm, whose volume satisfies µ(C) > 2m, then C ∩ Zm
contains at least one point other than 0.
Indeed, using the rescaling invariance of σ to set |ω| =
1, let us define CR,c = {x ∈ Rm : |x · ω| ≤ c, |x| ≤ R},
then µ(CR,c) ≥ cvmRm−1 for some constant vm which
only depends on m. Hence, we can satisfy the con-
dition to apply Minkowski’s theorem to CR,c provided
that cvmR
m−1 > 2m. This means that for any R > 0,
there exists n ∈ Zd nonzero with |n| ≤ R such that
|ω · n| ≤ 2m+1v−1m R−(m−1). This indeed implies that we
must have σ(ω) ≥ m− 1.
In fact, this lower bound is generically saturated, in
the following precise sense.
Proposition 2. Let W be the set of all ω ∈ Rm such that
σ(ω) > m − 1. Then its Lebesgue measure µ(W ) = 0.
That is, almost all ω’s have σ(ω) = m− 1.
Proof. We extend the proof given for the case m = 2 in
Ref. [151]. By the rescaling invariance of σ(ω), it is suffi-
cient to prove that µ(S) = 0, where S is the intersection
of W with B, the unit ball in Rm.
Define Sn,c,γ to be the set of all vectors ω ∈ B such
that
|ω · n| < c|n|−γ (G2)
Observe that µ(Sn,c,γ) ≤ cum|n|−(γ+1), for some con-
stant um that only depends on m. Now define Sc,γ =
∪n∈ZmSn,c,γ . Then we see that
µ(Sc,γ) ≤ cum
∑
n∈Zm
|n|−(γ+1) := cΣγ <∞, (G3)
provided that γ > m − 1. Now define Sγ = ∩c>0Sc,γ .
We see that µ(Sγ) ≤ cΣγ for all c > 0, from which we
conclude that µ(Sγ) = 0. Finally, since we can write
S = ∪γ>m−1Sγ , we conclude that µ(S) = 0.
Finally, let us give a concrete example of a frequency
vector ω with σ(ω) = m− 1. Indeed, we have
Proposition 3. Let ω be a vector of frequencies that
are not rationally related and suppose that all ratios
ωi/ωj are algebraic numbers, i.e. each one is a root of
some polynomial equation with integer coefficients. Then
σ(ω) = m− 1.
Proof. This is known as the subspace theorem [127, 128].
Appendix H: Proof of long-lived preheating regime
and emergent symmetries from twisted
time-translation symmetries
In this section, we provide the full, rigorous formula-
tion of our statements on a long-lived, preheating dy-
namical description of quasiperiodically-driven systems.
Our starting point is the iterative procedure described
in Sec. VII, which we will carry out up to some optimal
iteration order q∗, to be computed. We will develop here
the technical machinery needed to prove rigorous bounds
on this iteration, and thereby prove our theorem.
1. Some definitions
We adopt the notion of a potential from Refs. [34],
which is a formal sum
Φ =
∑
Z
ΦZ , (H1)
where the sum is over subsets Z of the lattice. In order
to analyze quasi-periodic driving, we want to consider
potentials that are parameterized by the torus Tm, that
is, Φ(θ) where θ ∈ Tm.
It will be convenient to analyze the θ dependence in
Fourier space. Accordingly, we will define a “colored po-
tential” to be a formal sum
Φ(θ) =
∑
Z,n
ΦZ,ne
iθ·n. (H2)
where n ∈ Zm represents a Fourier mode.
We can define the formal commutator of colored po-
tentials according to
[Φ(θ),Θ(θ)] =
∑
Z,n,Z′,n′
[ΦZ,n,ΘZ′,n′ ]e
iθ·(n+n′), (H3)
where we take the commutator on the right-hand side
to be supported on Z ∪ Z ′ whenever Z and Z ′ are non-
disjoint (otherwise the commutator is zero). In other
words,
[Φ,Θ]Z,n =
∑
Z1,Z2:Z1∪Z2=Z,
Z1 and Z2 non-disjoint
∑
n1,n2:n1+n2=n
[ΦZ1,n1 ,ΘZ2,n2 ].
(H4)
We can simplify our notation by defining a colored set
to be a pair Z = (Z,n). We define a “∪” opera-
tor on colored sets according to (Z1,n1) ∪ (Z2,n2) =
(Z1 ∪ Z2,n1 +n2), and we declare that two colored sets
(Z1,n1) and (Z2,n2) are “disjoint” if and only if Z1 and
Z2 are disjoint. Then, Eq. (H4) simply becomes
[Φ,Θ]Z =
∑
Z1,Z2:Z1∪Z2=Z
Z1 and Z2 non-disjoint
[ΦZ1 ,ΘZ2 ], (H5)
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which is formally identical to the uncolored case. As in
the uncolored case, we define the exponentiated action of
one potential Θ on another Φ according to
eΘΦe−Θ :=
∞∑
n=0
1
n!
adnΘΦ, (H6)
where adΘΦ := [Θ,Φ].
We also can similarly write the norm Eq. (62) in this
succinct notation as
‖Φ‖κ = sup
x
∑
Z3x
eκ|Z|‖ΦZ‖, (H7)
where the supremum is over sites x on the lattice, and
where we made the following (purely formal) definitions:
|(Z,n)| = |Z|+ |n|, and x ∈ (Z,n) if and only if x ∈ Z.
2. Statement of the theorem
Our starting point is the iterative procedure described
in Sec. VII C. We can perform this iterative procedure
formally at the level of colored potentials. The goal is to
prove bounds on the iteration, which are encapsulated in
the following theorem. We start the iteration from some
colored potential H(0)(θ) = D(0) + V (0)(θ), where D(0)
is constant (that is, D
(0)
Z,n = 0 for n 6= 0) and V (0)(θ) has
zero constant component (that is, V
(0)
Z,0 = 0). We perform
the iteration described in Sec. VII C, giving at the q-th
iteration a colored potential H(q)(θ) = D(q) + V (q)(θ),
where D(q) is constant and V (q)(θ) has zero average on
Tm. Then the theorem is as follows.
Theorem 1. Suppose that the driving frequency vector
ω obeys a Diophantine condition |n · ω| ≤ c|n|−γ |ω| for
all integer vectors n where γ > m−1, and c is a constant
depending on the ratios ωi/ωj but not on the overall scale
of ω = |ω|.
We assume also that the norm of the driving frequency
ω is large enough compared to some local energy scale ω0,
namely there exists a decay rate κ0 > 0, such that
ω ≥ Kω0, q∗ ≥ 1, (H8)
where
q∗ :=
⌊
K ′
(
ω
ω0
)µ⌋
(H9)
is the maximum iteration order. Here
ω0 := max{‖D(0)‖κ0 , ‖V (0)‖κ0}, µ =
1
γ + 1
, (H10)
where the definition of the norm ‖ · ‖κ0 is given in
Eq. (H7) and K,K ′ numerical constants that do not de-
pend on D(0), V (0), the geometry of the lattice, or the
driving frequencies, and are given by
K =
22+γ
κ2+γ0
a, K ′ = 2−4−2µ+
1
1+µ (µ+ 1)−1κµ+10 a
−µ,
(H11)
with a = c−1γγe−γ ×max{9× 26+γ , 3× 21+γκ0}.
At the q∗-th iteration define D := D(q∗) and V :=
V (q∗). Then we have
‖V (q∗)‖κq∗ ≤ ω0
(
1
2
)q∗
, (H12)
‖D(q∗)‖κq∗ ≤ 2ω0, (H13)
‖D(q∗) −D(0)‖κq∗ ≤ Cω0
(ω0
ω
)
, (H14)
for some numerical constant C. Here the decay
constant κq∗ is given by κq∗ = (κ0/2)
µ+1 − (µ +
1)(a21/(µ+1))µλµ(q∗ − 1) ≥ κ0/4. Additionally, for any
potential Z we have
‖eadA(q∗−1) · · · eadA(0)Z − Z‖κq∗ ≤ C‖Z‖κ0(ω0/ω).
(H15)
Note that in all bounds involving the decay constant
κq∗ , we can simply replace it by κ0/4. Also, we can
identify the local energy scale J in the main text to be
ω0. Then Theorem 1 immediately yields Eq. (65) and
Eq. (66) in Sec. VII B of the main text. To prove Eq. (71),
one invokes Lieb-Robinson bounds, following an identical
argument to Appendix D of [130] (but using the Lieb-
Robinson bound for short-range interactions). Eq. (68)
follows immediately from the arguments in [34] and our
results above.
3. The proof
Our key technical tool is the following:
Lemma 1. Let Θ, Φ be colored potentials and assume
that 3‖Θ‖κ ≤ κ− κ′, with 0 < κ′ < κ. Then
‖eΘΦe−Θ − Φ‖κ′ ≤ 18
(κ− κ′)κ′ ‖Θ‖κ‖Φ‖κ (H16)
and
‖eΘΦe−Θ‖κ′ ≤
(
1 +
18
(κ− κ′)κ′ ‖Θ‖κ
)
‖Φ‖κ (H17)
Proof. This is the colored potential version of Lemma 4.1
from [34], and the proof follows line by line identically to
the proof of that Lemma.
Armed with this Lemma, we can now proceed to ana-
lyze the iteration in a similar manner to what Ref. [34]
did for the periodic case. The key new aspect compared
to the periodic case is that the formula for A(q) in terms
of V (q), Eq. (80), involves a denominator which could po-
tentially become very small. However, the Diophantine
condition assumption in the theorem allows us to bound
this denominator. This gives the following lemma.
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Lemma 2. For 0 < κ′ < κ, and ω obeying the Diophan-
tine condition |n ·ω| ≤ c|n|−γ |ω| with γ > m− 1 for all
integer vectors n ∈ Zm and a constant c, we have
‖A(q)‖κ′ ≤ c
′
(κ− κ′)γ
‖V (q)‖κ
ω
, (H18)
where c′ = c−1γγe−γ .
Proof.
‖A(q)‖κ′ = sup
x
∑
Z3x,n
eκ
′(|Z|+|n|)‖A(q)Z,n‖
= sup
x
∑
Z3x,n
eκ(|Z|+|n|)
1
|ω · n| ‖V
(q)
Z,n‖
≤ ω
−1
c
sup
x
∑
Z3x,n
eκ
′(|Z|+|n|)|n|γ‖V (q)Z,n‖
≤ c
′ω−1
(κ− κ′)γ supx
∑
Z3x,n
eκ
′(|Z|+|n|)e(κ−κ
′)|n|‖V (q)Z,n‖
≤ c
′
(κ− κ′)γ
‖V (q)‖κ
ω
, (H19)
and we used the inequality
yγe−y ≤ (γ/)γe−γ (H20)
for y,  > 0.
Now we proceed as in Ref. [34]. Specifically, we intro-
duce
γq(O) = e
−A(q)OeA
(q)
, (H21)
and
αq(O) =
∫ 1
0
dse−sA
(q)
OesA
(q)
, (H22)
the latter of which satisfies e−A
(q)
(ω · ∂θ)eA(q) = αq(ω ·
∂θA
(q)). Then we see that
H(q+1) = γq(D
(q))+(γq(V
(q))−V (q))+(αq(V (q))−V (q)),
(H23)
from which we obtain
D(q+1) = D(q) + 〈W (q)〉, (H24)
V (q+1) = W (q) − 〈W (q)〉, (H25)
(recalling 〈·〉 is the time-averaging operation 〈O〉 :=∫
dmθ
(2pi)mO(θ) = O0), where
W (q) = (γq(D
(q))−D(q)) + (γq(V (q))− V (q))
+ (αq(V
(q))− V (q)). (H26)
Let us suppose there is a sequence of strictly decreasing
decay constants κ0 > κ1 > κ2 > · · · > 0 (we will define
this later), we then have
‖D(q+1)‖κq+1 ≤ ‖D(q)‖κq + wq/2, (H27)
‖V (q+1)‖κq+1 ≤ wq, (H28)
‖D(q+1) −D(q)‖κq+1 ≤ wq/2, (H29)
where wq = 2‖W (q)‖κq+1 . Using Lemma 1 and Lemma
2, we see that, provided that
3c′
(κq − κ′q)γ
‖V (q)‖κq
ω
≤ κ′q − κq+1, (H30)
then we obtain
wq ≤
36c′(‖D(q)‖κ(q) + 2‖V (q)‖κq )
κq+1(κ′q − κq+1)(κq − κ′q)γ
‖V (q)‖κq
ω
(H31)
where we have chosen 0 < κq+1 < κ
′
q < κq. In particular,
we choose to let κ′q = (κq + κq+1)/2 and so we obtain
wq ≤
(36× 21+γ)c′(‖D(q)‖κq + 2‖V (q)‖κq )
κq+1(κq − κq+1)γ+1
‖V (q)‖κq
ω
,
(H32)
while the requirement Eq. (H30) becomes
(3× 21+γ)c′ ‖V
(q)‖κq
ω
≤ (κq − κq+1)γ+1. (H33)
Now we turn to the question of how we should choose
the decay constants κq. A good way to do this is as
follows (generalizing the approach of Ref. [130], which
was an improvement on the original analysis of Ref. [34]).
For notational brevity in what follows, we define λ =
ω0/ω, the small parameter.
First, let us make the induction hypothesis that for
some q, ‖D(q)‖κq ≤ 2ω0, ‖V (q)‖κq ≤ ω0(1/2)q. What is
the choice of κq+1 that ensures we also have ‖Vq+1‖κq+1 ≤
ω0(1/2)
q+1 along with Eq. (H33). Indeed, this is so pro-
vided that
aλ
κq+1(κq − κq+1)γ+1 ≤ 1, (H34)
with a = c′max{C1, C2κ0}, where C1 = (144×22+γ) and
C2 = (3× 21+γ). We would also like for w0 to be ‘small’
in the factor 1/ω; this suggests that we ought to set the
difference κ0 − κ1 to be independent of ω. We achieve
this by choosing to let
κ0/κ1 = 2. (H35)
The condition Eq. (H34) that needs to be satisfied for
q = 0 then reads
λ ≤ κ
2+γ
0
22+γ
1
a
. (H36)
36
To choose the subsequent constants κq≥2, intuitively,
we can imagine that for small λ, κq≥1 varies very slowly
as a function of n, so that we can treat q as a continuous
variable so that κq 7→ k(q) and Eq. (H34) becomes
aλ
k(q)(−dk(q)/dq)γ+1 ≤ 1. (H37)
If we choose Eq. (H37) to be saturated, this gives the
differential equation
dk(q)
dq
= −aµ
(
λ
k(q)
)µ
, µ =
1
γ + 1
(H38)
with solution
k(q)µ+1 = k(1)µ+1 − (µ+ 1)aµλµ(q − 1). (H39)
Armed with this intuition, we define the decay rates κq
we shall employ, as the values obtained from evaluating
the following generalized function κ(q) at integer values
q ≥ 1
κq := κ(q) for q = 1, 2, 3, · · · where
κ(q)µ+1 := κµ+11 − (µ+ 1)bµλµ(q − 1) for q ∈ R.
(H40)
We remark that the decay rate is only physically mean-
ingful and mathematically useful when κq > 0, and we
will find conditions later on that restrict us to this range.
Note also the different constant b from a of Eq. (H39),
which will allow us to correct for the fact that we actually
want to satisfy the finite difference equation Eq. (H34)
rather than the differential equation Eq. (H37). We then
find that κ(q) satisfies the differential equation with a
replaced with b, i.e.
dκ
dq
= −bµ
(
λ
κ
)µ
, µ =
1
γ + 1
. (H41)
Since κ(q) is a concave down function, we have that
κq − κq+1 ≥ −κ′(q) = bµ(λ/κq)µ, (H42)
and moreover
(κq+1/κq)
µ+1
= 1− (µ+ 1)b
µλµ
κµ+1q
≥ 1− 2
µ+1(µ+ 1)bµλµ
κµ+11
,
(H43)
assuming that we continue the iteration only while κq ≥
κ1/2 = κ0/4. Therefore, so long as we impose the condi-
tion
2µ+1(µ+ 1)bµλµ
κµ+11
≤ 1/2, (H44)
then we have
(κq+1/κq)
µ+1 ≥ 1/2. (H45)
Combining Eq. (H42) and Eq. (H45), we obtain
bλ
κq+1(κq − κq+1)γ+1 ≤ 2
1/(µ+1) (H46)
and hence ensure that Eq. (H34) is satisfied, if we choose
b = a21/(µ+1).
Thus, if we define the maximum iteration order q∗ as
q∗ := b2−4−2µ+ 11+µ (µ+ 1)−1κµ+10 a−µλ−µc (H47)
and we demand that λ (the parameter relating the local
energy scale to the driving frequency) is small enough so
that
q∗ ≥ 1, (H48)
(otherwise the theorem is trivial anyway), then Eq. (H44)
is automatically satisfied.
Note also that the definition of the maximum iteration
order q∗ indeed ensures that the iteration continues only
while κq > 0 (in fact, κ
µ+1
q ≥ (3/4)κµ+11 for q ≤ q∗ so
in particular κq ≥ κ1/2 = κ0/4 in agreement with our
assumption).
To ensure that the induction hypothesis on ‖D(q)‖κq
remains satisfied, let us note that Eq. (H34) also ensures
that
‖D(q+1)‖κq+1 ≤ ‖D(q)‖κq +
1
2
ω0
(
1
2
)q
(H49)
and summing over q ensures ‖D(q)‖κq ≤ 2ω0.
Let us now prove the bounds on ‖D(q∗)−D(0)‖κq∗ and
on the potential. We first use that
‖D(q+1) −D(q)‖κq∗ ≤ ‖D(q+1) −D(q)‖κq ≤
1
2
(
1
2
)q
w0
≤ Ce−cqω0
(ω0
ω
)
. (H50)
Summing the LHS up to q∗ then gives the desired result,
redefining the constant C.
Next,
‖eadA(q) · · · eadA(0)Z‖κq+1 ≤ ‖Z‖κ0
q∏
j=0
(
1 + C
(ω0
ω
)
e−cj
)
≤ C‖Z‖κ0 , (H51)
with redefined C, using Lemma 1 and Lemma 2 and that(
1 +
21+γ × 18c′
κq+1(κq−1 − κq)1+γ
‖V (q)‖κq
ω
)
≤
(
1 + C ′
κq
κq+1
‖V (q)‖κq
bλω
)
≤ (1 + C(ω0/ω)e−cq) , (H52)
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with (κq/κq+1) < 2
1/(µ+1) and ‖V (q)‖κq ≤ w0(1/2)q−1 ≤
de−cqω0(ω0/ω).
Then, repeating the proof of Theorem 2.1 in [34], defin-
ing
Eκq+1 := e
ad
A(q) · · · eadA(0)Z − Z, (H53)
we have
‖Eκq+1 − Eκq‖ ≤ C(ω0/ω)e−cq (H54)
which after summing yields
‖eadA(q∗−1) · · · eadA(0)Z − Z‖κq∗ = ‖Eκq∗‖κq∗
≤ C‖Z‖κ0(ω0/ω). (H55)
This concludes the proof of the Theorem.
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