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Abstract— Flexible manufacturing processes demand robots
to easily adapt to changes in the environment and inter-
act with humans. In such dynamic scenarios, robotic tasks
may be programmed through learning-from-demonstration ap-
proaches, where a nominal plan of the task is learned by the
robot. However, the learned plan may need to be adapted in
order to fulfill additional requirements or overcome unexpected
environment changes. When the required adaptation occurs
at the end-effector trajectory level, a human operator may
want to intuitively show the robot the desired changes by
physically interacting with it. In this scenario, the robot needs to
understand the human intended changes from noisy haptic data,
quickly adapt accordingly and execute the nominal task plan
when no further adaptation is needed. This paper addresses
the aforementioned challenges by leveraging LfD and Bayesian
optimization to endow the robot with data-efficient adaptation
capabilities. Our approach exploits the sensed interaction forces
to guide the robot adaptation, and speeds up the optimization
process by defining local search spaces extracted from the
learned task model. We show how our framework quickly
adapts the learned spatial-temporal patterns of the task, leading
to deformed trajectory distributions that are consistent with the
nominal plan and the changes introduced by the human.
I. INTRODUCTION
The next generation of small and medium-sized enterprises
(SMEs) is envisioned as places where humans and robots will
fluently collaborate in a plethora of manufacturing processes.
In current SMEs, the requirements of such processes may
rapidly vary or a whole process could even change, requiring
fast and efficient adaptation capabilities of workers. These
conditions are clearly not a problem for human operators,
as we exhibit extraordinary adaptation skills when faced
with uncertain and highly-dynamic environments. However,
when it comes to introduce robotic coworkers in SMEs, the
required adaptation features for SMEs processes are still
under development.
Humans working in SMEs daily collaborate with each
other in a large diversity of scenarios, showing complex
adaptation capabilities that involve role specialization, mo-
tion re-planning, and role switching [1]. Concerning human-
robot collaboration (HRC), adaptation has been addressed
either on one of the agents (i.e. leader-follower approaches),
or on both of them (i.e. mutual adaptation) [2]. In both cases,
robot adaptation is imperative to account for environment
uncertainties, to respond to unseen task conditions, and to
handle varying human preferences. In the latter case, it is
difficult to build an accurate model of the human actions
and internal state as it demands an understanding of human
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Fig. 1: Illustration of the nominal plan execution learned from hu-
man demonstrations (left), and the interactive trajectory adaptation
phase (right). When no adaptation is needed, the robot executes
the task by following a reference trajectory distribution (green solid
line depicting the mean and shared area representing the variance)
extracted from the nominal plan (light orange ellipse). A human
operator can introduce local trajectory deformations by physically
interacting with the robot, which adapts the nominal task plan (dark
orange ellipse) so that disagreement forces are minimized.
behavior when interacting with robotic systems. However,
by exploiting the information obtained from several human-
robot interactions and the human knowledge about the task,
the aforementioned modeling and adaptation problems may
be partly alleviated.
When collaboration involves physical interaction among
humans, haptic cues are often exploited to communicate
intentions or negotiate roles [1]. HRC settings may similarly
exploit this information to, for example, guide the robot
adaptation (i.e. exploration) when new actions are required
for a new task situation. Argall et al. [3] used tactile feedback
to convey human corrections for a policy that was initially
learned from demonstrations. These tactile corrections were
translated into incremental shifts for the robot pose, which
were then used to either improve a current model or learn
a different solution for the task. Human-guided exploration
using force data was also employed to learn haptic affor-
dances in robotic manipulation in [4], [5]. The robot action
search space was initialized from demonstrations, while the
exploration was determined by the human guidance. The
foregoing works provided the human with full control to
govern the robot exploration, meaning that the robot was
nearly behaving as a pure follower when human guidance
took place.
Robots can adapt more autonomously if human guidance
provides only partial information about the possible explo-
ration directions. Schroecker et al. [6] proposed to use human
demonstrations to provide the robot with salient (i.e. relevant)
points of a trajectory while the robot autonomously learned
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the shape of the in-between trajectory. These points also
served as online corrections to guide a reward-dependent
robot exploration. However, handcrafting reward functions
is tedious, error-prone, and becomes significantly more com-
plex when a robot needs to collaborate with a human partner
and adapt on-the-fly to her preferences.
A potential alternative solution to endow robots with
adaptation capabilities without explicitly defining an ob-
jective function is Bayesian optimization (BayesOpt) [7].
BayesOpt is a gradient-free global optimization of black-
box objective functions that are expensive to evaluate and
often multimodal. These characteristics properly fit the basic
requirements of robots that need to adapt to new task
conditions (i.e. expensive trials, unknown or hard-to-model
objective function and data efficiency). BayesOpt has re-
cently gained interest in different robotic applications, such
as behavior adaptation for damaged robots [8], automatic
controller tuning for balancing [9], locomotion [10], and
interaction tasks [11], and in physical HRC [12], [13].
BayesOpt was used in [12] to select the collaborative actions
that minimize a Q-function in a model-based reinforcement
learning approach. Interaction forces and positional data,
representing the robot state, were exploited to determine the
exploration actions. In [13], the authors employed BayesOpt
to approximate an unknown reward function for a contex-
tual policy search aimed at learning a handover skill by
interacting with a human. However, both [12], [13] did not
exploit the fact that the robot may learn an initial policy from
demonstrations, which may speed up the learning process
and reduce explorations.
Inspired by the insights on haptic communication [1] and
robot adaptation requirements in HRC [2], we propose to ex-
ploit BayesOpt to adapt the robot nominal task plan through
physical human guidance. Specifically, our framework learns
a nominal plan of the task from human demonstrations using
a hidden semi-Markov model [14], [15]. This model is later
used to compute a smooth reference trajectory distribution
representing the sensorimotor patterns of the task, as ex-
plained in Section II. The nominal plan allows the robot to
take a leading role during the task execution under normal
conditions. A human operator can physically interact with
the robot to indicate, through force-based cues, a desired
adaptation for a new task situation, as illustrated in Fig. 1.
BayesOpt is used to carry out a local adaptation of the
nominal model so that the interaction forces (measuring the
human-robot disagreement) are minimized (see Section III).
A similar work on physically interactive trajectory de-
formations used an analytical smooth family of trajectories
to find the local spatial deformations as a function of the
applied force [16]. The analytical formulation allowed to
use gradient-based optimization to find the parameters of
the deformed trajectory. In contrast, our approach allows
for both spatial and temporal adaptation of the nominal
task plan, and provides data-efficient adaptation by confining
BayesOpt to carry out local searches at the level of the
model states distribution, which significantly reduces the
parameter space dimensionality. Moreover, the search space
is automatically defined from the learning model, sharing
some similarities with safe BayesOpt approaches [17]. The
proposed framework is evaluated in Section IV for different
instances of a simulated 2D pick-and-place task, where
data-efficient trajectory adaptations exploiting force-based
guidance are successfully reported.
II. LEARNING A NOMINAL TASK PLAN
Robots can take advantage of learning-from-demonstration
(LfD) approaches to learn to execute a task or collaborate
with a human partner. Human demonstrations can be encoded
by a probabilistic model that represents the nominal plan of
the task for the robot. This model can subsequently be used
to generate the desired robot movements as a function of the
state of the human partner and the environment. To do so, we
use a hidden semi-Markov model (HSMM) [14] to represent
the nominal task plan of the robot. This model and its clas-
sical formulation (HMM) have been successfully exploited
to learn manipulation skills with force sensing [18], [19],
in semi-autonomous teleoperation [20], and in HRC [21].
HSMM allows us to encapsulate not only the observed
sensorimotor patterns but also the temporal structure of
the task. This model is then combined with a trajectory
generation approach that exploits task dynamic features to
retrieve a smooth reference distribution of sensorimotor
trajectories. This is later used by the robot to both execute
the desired task and monitor deviations that indicate an
adaptation process. Both the learning model and retrieval of
sensorimotor trajectories are described next.
A. Hidden semi-Markov model
A K-states hidden Markov model (HMM) is characterized
by an initial state distribution {pii}Ki=1, a transition probabil-
ity matrix {aij}Ki,j=1, and an observation distribution for each
state i in the model, commonly represented by a Gaussian
distribution N (µi,Σi), with mean µi and covariance matrix
Σi. In HMM, the self-transition probabilities ai,i only allow
a crude implicit modeling of the state duration which follows
a geometric distribution Pi(d) = ad−1i,i (1− ai,i), decreasing
exponentially with time [22]. Thus, HMM is not suitable to
encode tasks where temporal patterns are relevant.
Variable duration modeling techniques such as hidden
semi-Markov model (HSMM) extend standard HMMs by
embedding temporal information of the underlying stochastic
process. That is, while in HMM the underlying hidden
process is assumed to be Markov, i.e., the probability of
transitioning to the next state depends only on the current
state, in HSMM the state process is assumed semi-Markov.
This means that a transition to the next state depends on the
current state as well as on the elapsed time since the state
was entered [23]. Since the state duration is always positive,
its distribution should preferably be modeled by a function
preserving this property. Thus, we here follow the approach
proposed in [15] and use a univariate lognormal distribution
N (µDi , σDi ) with mean µDi and associated variance σDi to
model the logarithm of the duration, which is equivalent to
the use of a lognormal distribution to fit the duration data.
Therefore, an HSMM is characterized by the parameters
set Θ =
{{aij}Kj=1, µDi , σDi , pii,µi,Σi}Ki=1, which can be
trained by an expectation-maximization procedure.
Once trained, an HSMM can be used to derive a nom-
inal task plan in the form of a desired sequence of states
s1:T = {s1, s2, . . . , sT } for a given time horizon of length
T and a set of discrete states st ∈ {1, . . . ,K}. To do so,
we exploit the definition of the forward variable in HSMM
to compute the probability to be in state i at time step t
and observe the partial observation ζ1:t = {ζ1, ζ2, . . . , ζt},
namely αt,i , P(st = i , ζ1:t), which is recursively com-
puted with (see [22] for details)1
αt,i =
dmax∑
d=1
K∑
j=1
αt−d,j aj,i NDd,i
t∏
s=t−d+1
Ns,i, (1)
where NDd,i = N
(
log(d)| µDi , σDi
)
and (2)
Ns,i = N
(
ζs| µi,Σi
)
.
For t<dmax, the initialization is given by
α1,i = pii ND1,i N1,i,
α2,i = pii ND2,i
2∏
s=1
Ns,i +
K∑
j=1
α1,j aj,i ND1,iN2,i,
α3,i = pii ND3,i
3∏
s=1
Ns,i +
2∑
d=1
K∑
j=1
α3−d,j aj,i NDd,i
3∏
s=4−d
Ns,i,
etc., which corresponds to the update rule
αt,i = pii NDt,i
t∏
s=1
Ns,i +
t−1∑
d=1
K∑
j=1
αt−d,j aj,i NDd,i
t∏
s=t−d+1
Ns,i.
(3)
Then, given a time horizon {1 : T} and the definition
of the forward variable (1), we can obtain the most likely
sequence of states from
st = argmax
i
αt,i. (4)
HSMM can be viewed as a model representing a high-level
abstraction of the task, which encapsulates the observed
sensorimotor and temporal patterns through the set obser-
vation, duration and transition probabilities. This model is
here exploited to (1) retrieve a smooth reference trajectory
distribution to drive the robot motion (Section II-B) and (2)
localize the force-guided adaptation (Section III-A).
B. Trajectory generation using dynamic features
In order to retrieve the reference trajectory distribution
from HSMM, we resort to an approach that exploits both
static and dynamic features of the observed data, encap-
sulated in the observation and duration probability distri-
butions. In robotics, this provides a simple approach to
synthesize smooth trajectories, which is achieved by coordi-
nating the distributions of both static and dynamic features
in the considered time series. This approach has rarely been
exploited in robotics, at the exception of the works from [15],
1Equation (1) can be efficiently computed as in [14], [23].
[24] employing it to represent object manipulation move-
ments or collaborative behaviors. We here take advantage
of this approach for retrieving a smooth reference trajectory
distribution that will drive the robot motion according to the
nominal task plan encoded by HSMM.
Formally, let us define the state of the robot as ξ ∈ RD,
which can represent the robot end-effector pose, its joint
configuration, or be composed of additional sensory infor-
mation such as sensed Cartesian forces or joint torques.
For sake of simplicity, we here present the retrieval of a
reference distribution of trajectories of the robot end-effector
position x ∈ RD, with D = 3. However, the approach
can be straightforwardly applied to alternative robot state
representations as explained at the end of this section.
For encoding robot movements, Cartesian velocities x˙ and
accelerations x¨ can be used as dynamic features of the robot
motion. By considering an Euler approximation, they are
computed as
x˙t =
xt+1 − xt
∆t
, x¨t =
x˙t+1 − x˙t
∆t
=
xt+2 − 2xt+1 + xt
∆t2
.
(5)
By using (5), the observation vector ζt introduced in Section
II-A will be used to represent the concatenated position,
velocity and acceleration vectors at time step t, as follows
ζt =
xtx˙t
x¨t
 =
 I 0 0− 1∆tI 1∆tI 0
1
∆t2 I − 2∆t2 I 1∆t2 I
 xtxt+1
xt+2
 , (6)
where I ∈ RD×D is the identity matrix and ∆t the sampling
time. Note that the number of derivatives is set up to
acceleration, but the results can be generalized to a higher
or lower number of derivatives. Then, new variables ζ and
x are defined as large vectors by concatenating ζt and
xt for all time steps, namely ζ =
[
ζT1 ζ
T
2 . . . ζ
T
T
]T
and
x =
[
xT1 x
T
2 . . . x
T
T
]T
. Similarly to the matrix operator (6)
defined for a single time step, a large sparse matrix Φ can
be defined so that ζ=Φx, namely2
ζ︷ ︸︸ ︷
...
xt
x˙t
x¨t
xt+1
x˙t+1
x¨t+1
...

=
Φ︷ ︸︸ ︷
. . .
...
...
... . .
.
· · · I 0 0 · · ·
· · · − 1∆tI 1∆tI 0 · · ·· · · 1∆t2 I − 2∆t2 I 1∆t2 I · · ·· · · I 0 0 · · ·
· · · − 1∆tI 1∆tI 0 · · ·· · · 1∆t2 I − 2∆t2 I 1∆t2 I · · ·
. .
. ...
...
...
. . .

x︷ ︸︸ ︷
...
xt
xt+1
xt+2
xt+3
...

.
(7)
The state sequence s1:T = {s1, s2, . . . , sT } representing
the nominal task plan can be exploited here to retrieve a
reference trajectory distribution used to drive the robot end-
effector movements. To do so, we define the likelihood of a
2Note that a similar operator is defined to handle border conditions, and
that Φ can be constructed through the use of Kronecker products.
movement ζ for a given sequence s as
P(ζ|s) =
T∏
t=1
N (ζt|µst ,Σst), (8)
where µst and Σst are the mean and covariance matrix of
state st at time step t. This state st, as defined in II-A, is
obtained from the most likely sequence of states sampled
from the HSMM for a given horizon {1 : T} using the
forward variable (1) (note that we drop the subscript on s
from now on). This product can be rewritten as
P(ζ|s) = N (ζ|µs,Σs), (9)
with µs=

µs1
µs2
...
µsT
 and Σs=

Σs1 0 · · · 0
0 Σs2 · · · 0
...
...
. . .
...
0 0 · · · ΣsT
 .
By using the relation ζ=Φx, we then seek for a trajectory
x maximizing the logarithm of (9), namely
xˆ = arg max
x
logP(Φx | s). (10)
The part of logP(Φx | s) dependent on
x takes the well-known quadratic error form
c(x) = (µs −Φx)TΣ−1s (µs −Φx). Then, a solution
can be found by differentiating c(x) and equating to 0,
providing the trajectory (in vector form)
xˆ =
(
ΦTΣs
−1Φ
)−1
ΦTΣs
−1µs, (11)
with the covariance error of the weighted least-squares
estimate given by
Σˆx = σ
(
ΦTΣs
−1Φ
)−1
, (12)
where σ is a scale factor. Both (11) and (12) describe a
reference trajectory distribution N (xˆ, Σˆx), which represents
the nominal task plan learned from demonstrations. Note that
the aforementioned equations can be computed efficiently
with Cholesky and/or QR decompositions by exploiting the
positive definite symmetric band structure of the matrices.
As we are interested in exploiting haptic cues to indicate
desired adaptations to the learned nominal plan, we propose
to augment the robot state as ξ= [xTfT]T, where f ∈ RD
represents the sensed Cartesian forces at the robot end-
effector, leading to ξ ∈ R2D and I ∈ R2D×2D. In this case,
the dynamic features of the sensed forces are also considered
(7). As a consequence, on the basis of (10), the trajectory
retrieval for this augmented state is formulated as
ξˆ = arg max
ξ
logP(Φξ | s), (13)
whose solution has the same form as (11) and (12). This
augmented state ξ allows us not only to retrieve a desired
end-effector trajectory distribution N (xˆ, Σˆx), but also a
reference force distribution N (fˆ , Σˆf ). The latter can be
employed to set a reference force profile to track during the
execution of the task as well as to identify external forces
indicating a task adaptation phase. In this work, the reference
force distribution N (fˆ , Σˆf ) will be mainly used to detect
adaptation phases from physical interactions.
III. TRAJECTORY ADAPTATION VIA
FORCE-GUIDED BAYESIAN OPTIMIZATION
Once a nominal plan has been learned, the robot is ready
to carry out the task. However, during reproduction, new task
requirements may arise (e.g., alternative motion trajectories,
new locations of objects of interest), thus requiring the robot
to adapt its nominal plan to the new situation. A way to
indicate desired task adaptations is haptic communication.
Here we allow a human operator to physically interact with
the robot in order to show the required adaptation through
force-based cues. Notice that in the case where no physi-
cal interaction is possible, artificial guidance forces could
be computed from a virtual environment where a human
commands a virtual proxy to indicate necessary adaptations.
Let us assume that interaction forces convey information
about the task adaptation required by a human. In other
words, force-based cues provide information about an unob-
servable reward/objective function that the human is trying
to optimize through the trajectory adaptation. As crafting
reward/objective functions is significantly cumbersome and
data-efficient adaptation is imperative when a robot interacts
with a human, we propose to exploit BayesOpt to adapt
the parameters of the nominal plan. We here provide a
short introduction to BayesOpt and later explain how this
is exploited into the force-guided robot adaptation.
A. Bayesian optimization
In general terms, we are considering the problem of
finding a global maximizer (or minimizer) of an unknown
objective function f
θ∗ = argmax
θ∈X
f(θ), (14)
where X ⊆ RDX is some design space of interest, with DX
being the dimensionality of the parameter space. Further-
more, we assume that the black-box function f has no simple
closed form, but can be evaluated at any arbitrary query point
θ in the domain. This evaluation produces noise-corrupted
outputs y ∈ R such that E[y|f(θ)] = f(θ). In other words,
we can only observe the function f through unbiased noisy
point-wise observations y. In this setting, we consider a
sequential search algorithm which, at iteration n, selects a
location θn+1 at which to query f and observe yn+1. After
N queries, the algorithm makes a final recommendation θN ,
which represents the algorithm’s best estimate.
BayesOpt prescribes a prior belief over the possible ob-
jective functions and then sequentially refines this model as
data are observed via Bayesian posterior updating. Equipped
with this probabilistic model, BayesOpt can sequentially
induce acquisition functions γn : X 7→ R that leverage
the uncertainty in the posterior to guide the exploration.
Intuitively, the acquisition function evaluates the utility of
candidate points for the next evaluation of f ; therefore, θn+1
is selected by maximizing γn, where the index n indicates
the implicit dependence on the currently available data.
A common way to model the prior and posterior for f is
by using a Gaussian Process f(θ) ∼ GP(µ(θ), k(θi,θj))
with mean function µ : X 7→ R and positive-definite
kernel (or covariance function) k : X × X 7→ R. Let
Dn = {(θi, yi)}ni=1 denote the set of observations and θ˜
represent an arbitrary test point. The random variable f(θ˜)
conditioned on observations Dn is also normally distributed
with the following posterior mean and variance functions:
µn(θ) = µ(θ˜) + k(θ˜)
T(K + σ2I)−1(y − µ(θ)), (15)
σ2n(θ) = k(θ˜, θ˜)− k(θ˜)T(K + σ2I)−1k(θ˜), (16)
where y is the observed outputs vector, k(θ˜) is a vector
of covariance terms between θ˜ and θ1:n, and K is the
covariance matrix for all the pairs θi and θj . The posterior
mean and variance evaluated at any point θ˜ represent the
model prediction and uncertainty, respectively, in the objec-
tive function at the point θ˜. These posterior functions are
exploited to select the next query point θn+1 by means of
an acquisition function.
An acquisition function performs a trade-off between ex-
ploitation (e.g. selecting the point with the highest posterior
mean) and exploration (e.g. selecting the point with the
highest posterior variance) using the information given by
the posterior functions. Here we use expected improvement
(EI), which incorporates the amount of improvement upon
τ , and can be analytically computed as follows
γEI(θ;Dn) = (µn(θ)− τ)Φ
(
µn(θ)− τ
σn(θ)
)
+ σn(θ)φ
(
µn(θ)− τ
σn(θ)
)
, (17)
where Φ is the normal cumulative distribution function, φ
represents the corresponding probability density function,
and τ is the threshold improvement. Intuitively, EI selects
the next parameter point where the expected improvement
over τ is maximal (more details are given in [7], [25]).
B. Force-guided robot adaptation
As mentioned previously, the human partner can physi-
cally interact with the robot to indicate, through force-based
cues, a desired adaptation of the learned nominal plan. In
order to let the robot negotiate its adaptation according to
the human intention (which is noisily observed), we here
exploit BayesOpt to carry out a local adaptation of the
nominal model so that the interaction forces (measuring the
human-robot disagreement) are minimized. As our learning
model encapsulates both sensorimotor and duration patterns,
spatiotemporal adaptations are possible.
Formally, sensorimotor patterns and duration information
are locally encoded as Gaussian distributions N (µi,Σi)
and N (µDi , σDi ), as described in Section II. These distribu-
tions directly influence the robot task execution through (1)
and (10). So, in order to locally adapt the robot trajectory,
we define the vector of local model parameters as
θi =
[
µOi
µDi
]
, (18)
where µOi and µ
D
i respectively represent the mean vector
of motor commands and duration for state i.3 The vector
of parameters θi is thus optimized using BayesOpt to find
the optimal θ∗i that minimizes the human-robot disagreement
forces when a desired adaptation is triggered. Note that
when no desired force profile is required for the task, the
disagreement forces directly correspond to the noisy readings
fs of the force sensor mounted at the robot wrist. On
the contrary, if a reference force distribution N (fˆ , Σˆf ) is
given, the disagreement forces can be easily computed as
the L-2 norm of the difference between the reference fˆ
and the sensed forces fs. Therefore, in our case, the set
of observations used to compute the posterior mean and
variance functions is Dn = {(θi,j , ||fˆ − fs||j)}nj=1.
The fact that the learning model encodes the nominal plan
using a set of states (represented by Gaussian distributions)
allows us to carry out a local search of the optimal parameters
by identifying the state i in which the robot is when a desired
adaptation is triggered. To do so, we exploit the definition
of the forward variable (1) and choose the local adaptation
parameters θi as those corresponding to the state
i = argmax
j
αt,j . (19)
This reduces the dimensionality of the parameter space
in contrast to a high-dimensional vector θ composed of
all the mean vectors of motor commands and durations
of the learning model. Moreover, the domain X can be
automatically extracted from human demonstrations, where
both ΣOi and σ
D
i specify local bounds in which BayesOpt
is allowed to look for the optimal θi,N . For example, lower
and upper bounds for the sensorimotor component of θi may
be defined as (µOi − 2σOi ,µOi + 2σOi ), where σOi is the
variance vector in ΣOi . Interestingly, this automatic domain
extraction shares similarities with the modified BayesOpt
approach proposed in [17] for safe controllers optimization.
C. Online adapted trajectory generation
When human intervention is detected, meaning that trajec-
tory adaptation should take place, it is necessary to update
the reference trajectory over the course of the task. To do
so, every time our force-based local BayesOpt finds a set
of optimal parameters θi,N , a new reference distribution
of trajectories is generated by computing a new sequence
of states st:Tw via (1) for a time window of length Tw.
This is later used to generate the new trajectory distribution
through (11) and (12). Note that the specification of a time
window assumes that the interactive trajectory adaptation
occurs for relatively short time periods, meaning that the
robot is expected to resume the execution of the nominal plan
once the human operator does not trigger any adaptation.
Moreover, the time window favors the computational cost of
the whole adaptation process.
3Note that we omit covariance parameters for simplicity.
Fig. 2: 2D pick-and-place task (C- and L-shape trajectories). Left: Demonstration data of 2D trajectories are displayed as gray points,
while the nominal task plan encoded by an HSMM is shown as light-color ellipses. The adapted model is displayed using the same color
format but with darker tones. The direction of the applied force is represented by the black arrows. Right: the trajectory distributions
obtained from nominal plan and force-guided BayesOpt adaptation are respectively displayed in red and blue. The solid line depicts the
mean of the trajectory while the covariance is displayed as ellipses centered in the mean.
Fig. 3: 2D pick-and-place task (C-shape trajectories). Left: HSMM
transition graph and state duration probabilities as lognormal dis-
tributions, with the six states depicted with the same colors as the
Gaussian distributions in Fig. 2. Right: Original and adapted dura-
tion probability distributions of the fifth HSMM state in encoding
of C-shape trajectories shown in Fig. 2.
Fig. 4: Force profile applied to the robot end-effector in order to
introduce force-guided local trajectory adaptations.
IV. EXPERIMENTS
A. Description
The pick-and-place task is a standard setup where a
robotic manipulator is required to reach for an object, grasp
it, and consequently move it to a target location into its
workspace, where the object is released. This scenario is
highly relevant in SMEs as its main characteristics require
range of common robot skills that are found in other types
of tasks. For the experiments, we collected six synthetic
demonstrations where both 2D Cartesian trajectories and
sensed force profiles were generated while the robot followed
C- and L-shape trajectories, as shown in Fig. 2. Note that
in this particular task the robot does not require to apply
a specific force while moving the object, which means
that the recorded sensed forces are zero-mean. For both
datasets, we trained a couple of 6-states HSMMs to learn
the nominal plan of the task, which is mainly encapsulated
by the set of normal distributions {Ns,i,NDi }Ki=1 encoding
local sensorimotor patterns and duration information.
During reproduction of the task, the robot end-effector
movement is mainly driven by the reference trajectory distri-
bution computed by (11) and (12). The detection of human
intervention is carried out by monitoring the difference
between the reference force distribution N (fˆt, Σˆft ) and
the sensed forces fst . A time window of five time steps
was used to compute these disagreement forces. If human
intervention is detected, a local adaptation process is trig-
gered by running the forge-guided local search described in
Section III-B. This local search is implemented by proposing
new local parameters θi,t+1 at each time step t according
to the acquisition function (17). Once the optimal set of
local parameters θ∗i has been found, the reference trajectory
distribution is recomputed using the updated observation and
duration probabilities of state i with new means µO
∗
i and
µD
∗
i . Note that this simple example for testing our trajectory
adaptation approach resembles the robot negotiation for hu-
man intervention in the context of a mail delivery task [26].
B. Learning and reproduction of nominal plan
Figure 2 shows the encoding of the nominal plan of the
task extracted from the synthetic demonstrations for both
datasets (i.e, C- and L-shape trajectories). The ellipses rep-
resent the HSMM observation probability distributions Ns,i,
where light tones correspond to the original nominal task
plan. The reference trajectory distribution driving the end-
effector motion during the execution of the nominal plan (i.e.
no adaptation is triggered) is depicted by the red solid line
(mean) and shared area (covariance). The transition graph
and state duration probabilities NDi for the HSMM encoding
the C-shape trajectories are displayed in Fig. 3. As expected,
the reference trajectory distribution retrieved by using the
Fig. 5: 2D pick-and-place task (C-shape trajectories). The plots
show the mean and confidence intervals estimated with a Gaussian
process (GP) as surrogate model of BayesOpt after convergence
(shaded area delimits 95% credible intervals). The GPs correspond
to the force-guided BayesOpt adaptation of HSMM states four (top)
and five (bottom), depicted as purple and green ellipses in Fig. 2.
HSMM encoding properly encodes the sensorimotor patterns
observed in the demonstrations.
C. BayesOpt-based adaptation
It is more interesting though to notice the effects of using
force-guided BayesOpt. To do so, a simulated external force
was applied to the robot end-effector during the execution
of the nominal plan. The direction of the applied force is
represented by the black arrows in Fig. 2 while its profile is
shown in Fig. 4. The first and third plot in Fig. 2 show
the adapted model with darker-tone ellipses, where some
of the them fully overlap the ellipses depicting the original
plan as the force-guided adaptation was triggered only for
a specific time horizon (approximately from t = 55 to
t = 90). As it can be observed, the purple and green
ellipses – in the C-shape trajectories model– were vertically
translated as an agreement with the external force. A similar
effect was produced by the force-guided BayesOpt in the
L-shape trajectories model where the orange Gaussian was
horizontally moved. Additionally, our adaptation process
also modified the duration probability distributions when
necessary. Figure 3-right shows how the duration probability
distribution of the fifth HSMM state was adapted so that the
robot stays longer in it.
Note that the local adaptation of the HSMM states directly
modifies the reference trajectory distribution that the robot
tracks. The second and fourth plots in Fig. 2 display the
resulting reference distributions as blue solid lines (means)
and shared areas (covariances) for both C- and L-shape
models. As a result of the local adaptation, the retrieved
trajectories match the nominal plan when no external forces
were applied, and they deform according to the local changes
imposed by the force-guided BayesOpt. More specifically,
the new means µO
∗
i and µ
D∗
i computed by BayesOpt directly
affect the adapted trajectory distribution computed via (11).
This local adaptation allows the user to introduce small
changes in the trajectory without affecting relevant patterns
of the task, such as the start and end of the reference
distributions in Fig. 2, which are crucial for reaching and
releasing the manipulated object.
Figure 5 shows the Gaussian process posterior for the
force-guided adaptation of the fourth (purple Gaussian)
and fifth (green Gaussian) states of the C-shape model.
Note that BayesOpt efficiently converged after only 6 and
5 iterations, respectively. The local adaptations leaded to
disagreement forces close to zero, meaning that the new
trajectory distribution was in accordance with the desired
modifications imposed by the external force. We also ran our
force-guided BayesOpt for the case in which the full set of
means {µs,i, µDi }Ki=1 is considered, in contrast to confining
the exploration through (19). In this case, BayesOpt did not
converge. We attribute this to the fact that the vector θ ∈
R18, leading to the curse of dimensionality, a well-known
limitation of BayesOpt. Although dimensionality reduction
techniques may be applied, we instead exploited the task
model to locally restrict the optimization process so that the
search space dimensionality was low.
V. DISCUSSION
Note that the proposed trajectory adaptation has several
aspects in common with a classical impedance control ap-
proach. Although we here assume that we can exploit the
impedance control capabilities of the robot to physically
interact with it, our approach differs from this classical
control method in that the human provides force cues to
modify the reference trajectory that the robot tracks, as
in [16]. This approach is advantageous as the human operator
can experience the rendered compliance of the impedance
controller, and deform a segment of the desired trajectory.
Because of our local adaptation strategy, the deformed tra-
jectory returns to the nominal plan when no interaction
is detected, and so the robot can also contribute toward
completing the shared task. Another advantage of the force-
guided BayesOpt is the possibility to include constraints into
the optimization problem which may aim at minimizing jerky
motions, enforcing safe physical interaction, or restricting
high deviations from the nominal plan.
In our force-guided robot adaptation we omitted the co-
variance parameters for simplicity. Extending the vector or
local model parameters 18 to include the covariance terms
is not trivial as Σi imposes positive-definiteness constraints
for BayesOpt. In this line, two potential solutions are: (i)
to consider the Cholesky decomposition of Σi as proposed
in [27] to learn variable stiffness matrices, or (ii) to exploit
the geometry of symmetric positive definite matrices as
proposed in [28] to learn robot manipulability ellipsoids.
VI. CONCLUSIONS AND FUTURE WORK
This paper introduced a data-efficient optimization frame-
work aimed at adapting trajectory distributions as a function
of interaction forces generated by a human operator. The
proposed approach assumed that the force data produced by
the human convey information regarding the human intended
adaptation. These data were used to compute disagreement
forces that the robot sought to minimize by locally adapting
its task model, previously learned from demonstrations. Our
approach leveraged the benefits of BayesOpt and the prob-
abilistic encoding provided by HSMM to efficiently adapt
spatio-temporal patterns in a handful of iterations. Smooth
adapted trajectories were retrieved by taking advantage of
the static and dynamic features encapsulated in the learned
model in the form of a mixture of Gaussian distributions.
The reported experiments did not tackle the adaptation of the
model covariance matrices as this entails a high-dimensional
problem for BayesOpt. We plan to study how latent space
representations of the HSMM parameters may be exploited
to alleviate this issue. Moreover, we will evaluate the pro-
posed framework in different real scenarios, considering
tasks where time-varying force profiles are relevant for the
successful performance.
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