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Abstract
We study the effects of gravitationally-driven decoherence on tunneling processes associ-
ated with false vacuum decays, such as the Coleman–De Luccia instanton. We compute
the thermal graviton-induced decoherence rate for a wave function describing a per-
fect fluid of nonzero energy density in a finite region. When the effective cosmological
constant is positive, the thermal graviton background sourced by a de Sitter horizon
provides an unavoidable decoherence effect, which may have important consequences
for tunneling processes in cosmological history. We discuss generalizations and conse-
quences of this effect and comment on its observability and applications to black hole
physics.
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2
1 Introduction
The phenomenon of decoherence [1–4] is of great importance in characterizing the dynamics of our
noisy universe. It has proven crucial to our understanding of quantum computing [5, 6], black hole
physics [7–13], and quantum thermodynamics [14–16], among many other applications.
It is therefore a natural question to ask about the consequences of decoherence in general cosmo-
logical and gravitational settings. In particular, we will consider the effects of decoherence induced
by a bath of thermal gravitons [17] on the physics of phase transitions, cosmological and otherwise.
Since gravitons couple universally to all fields and cannot be screened without violating energy
conditions, such decoherence is fundamentally unavoidable in gravitationally-interacting systems.
Gravitionally-induced decoherence thus provides a floor for the decoherence rate in any physical
system of potential relevance. While the gravitational decoherence rate may be quite small in the
context of, for example, tabletop AMO experiments, these effects can, in fact, be physically signif-
icant in certain epochs of cosmological history. In this paper, we work in an effective field theory
of general relativity [18], where the propagating graviton is obtained from perturbative expansion
around a fixed background metric, and, following Ref. [17], use the nonequilibrium quantum field-
theoretic machinery of Ref. [14] to assess the rate of gravitationally-driven decoherence for models
of phase transitions such as Coleman–De Luccia [19]. Ref. [20] is the earlist work that we are aware
of to study decoherence in Coleman–De Luccia transitions, in which the decohering environment
is modeled as a quadratically-coupled scalar field. More recently, Ref. [21] considered a decohering
environment of thermal photons with a classical gravitational coupling to the Coleman–De Luc-
cia bubble. Some recent works that also consider generalizations of cosmological phase transitions
beyond Coleman–De Luccia are Refs. [22,23].
The fact that gravitational decoherence is relevant to phase transitions in quantum field theory
should not be a surprise. A key phenomenon in quantum field theory is the decay of some metastable
state (particulate, vacuum, or otherwise). By definition, a system that decays is not in an eigenstate
of the Hamiltonian, but instead has some decay width that scales inversely with its lifetime; that
is, an unstable or metastable system is in a superposition of energy eigenstates. Since the graviton
couples to energy-momentum, if a system with a decay width is in contact with a thermal graviton
bath, it must necessarily also experience gravitationally-sourced decoherence.
This paper is organized as follows. In Sec. 2, we review how cosmological phase transitions can
be treated as WKB processes, characterized by a field-space wave function, and define the regimes
where gravitationally-driven decoherence can affect the tunneling rates and approximations used
in such false-vacuum decay transitions. In Sec. 3 we set up our thermal calculation and write the
master equation governing the evolution of the system’s density matrix. We then compute the
3
noise integrals that set the decoherence rate for our system of interest in Sec. 4. We argue that
the decoherence effect we derive is inherently quantum mechanical, in that it only appears when
the thermal graviton ensemble correctly reflects the quantum statistical mechanics of a bosonic
system. In particular, we show that the asymptotic decoherence rate disappears if the thermal
graviton bath is treated classically. In Sec. 5, we analyze the time evolution of the system’s density
matrix, using the example of a two-level system to elucidate the salient points. We find that the
nature of the graviton-induced decoherence has a crucial dependence on the equation of state of the
superposed Tµν ; we argue in Sec. 5.2 that this dependence is unique to thermal graviton systems
and is forbidden by unitarity and causality from occurring for thermal systems of lower spin. We
discuss further generalizations and consequences in Sec. 6, including possible connections to black
hole physics, and conclude in Sec. 7.
2 Cosmological phase transitions
The setting that we will consider is a scalar field φ coupled to gravity and propagating in some
potential V (φ). The action takes the form
S =
∫
d4x
√−g
[
1
2κ2
R− 1
2
∂µφ∂
µφ− V (φ)
]
, (1)
where κ2 = 8piG = m−2Pl , R is the Ricci scalar, and we work in mostly-plus Lorentzian metric
signature. We are interested in particular in cases where V (φ) has multiple local minima, so that all
but the lowest-potential minimum (or minima) are false vacua of the theory.1 While one can expand
the field about any one of these vacua and study its excitations about this local minimum in the
potential, these configurations will be unstable due to quantum tunneling to field configurations that
are peaked about lower-potential vacua. In other words, false vacua decay quantum mechanically
towards the lowest-potential, true vacuum.
The physics of false vacuum decay was worked out by Coleman and Callan for scalar fields in
Minkowski space [25, 26] and subsequently by Coleman and De Luccia for scalar fields coupled to
gravity [19]. Consider a theory in which the potential has only one false vacuum V+ at φ = φ+ and
one true vacuum V− at φ = φ−. The decay probability per unit time and per unit volume is given
by
Γ/V = Ae−B/~ [1 +O(~)] , (2)
1In fact, even the perturbative vacuum corresponding to the lowest minimum receives nonperturbative (instanton)
corrections, which correct it to the actual lowest-energy eigenstate of the full potential, so over exponentially-long
timescales we should expect perturbative excitations around this minimum to evolve to states with nonzero overlap
with every perturbative minimum [24]. On the timescales we consider, this effect should not be important, so we will
follow usual practice in eliding this distinction and referring to the perturbative ground state of the lowest minimum
as the true vacuum of the theory.
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where the coefficient B is
B = SE(φ∗, g∗)− SE(φ+, g+), (3)
writing SE for the analytic continuation of the action (1) to Euclidean signature and g+ for the
metric that solves the (Euclidean) Einstein equations for a homogeneous field whose value is the
false vacuum. The pair φ∗, g∗ are a nonconstant solution of the Euclidean Einstein equations that
minimizes SE , subject to the condition that φ∗ approaches φ+ at Euclidean infinity. In the case
where the difference V (φ+)−V (φ−) is small, Coleman and De Luccia were able to give closed-form
expressions B, φ∗, and g∗. In particular, they argued that φ∗ is spherically symmetric and that
its profile consists of an approximately constant interior region with φ∗ ≈ φ−, an approximately
constant exterior region with φ∗ ≈ φ+, and a “thin wall” that joins the two regions over which φ∗
ramps up. This instanton dominates false vacuum decay, resembling a bubble of true vacuum within
the false vacuum.
The calculation of the decay rate Γ/V is essentially the product of a WKB approximation. This
is perhaps more clear in the quantum mechanical analogue of the field theory, a wave function of
several continuous variables ψ(~q) under the influence of a potential V (~q). According to a WKB
approximation of the wave function in the vicinity of a minimum ~q+, the tunneling rate ΓQM is
again given by an expression of the form
ΓQM = ae
−b/~ [1 +O(~)] . (4)
Per the WKB approximation, the coefficient b is given by [27,28]
b = 2
∫ ~σ
~q+
d~q
√
2[V (~q)− V (~q+)], (5)
where the integration is over a path from ~q+ to a point ~σ on the other side of the potential barrier
around ~q+ for which V (~σ) = V (~q+) that minimizes the value of b. It is then a relatively straight-
forward task to show that this expression for b is equivalent to the value of the Euclidean action,
SE , evaluated on the extremal path ~q∗(τ) with the boundary condition limτ→±∞ ~q∗(τ) = ~q+ [25].
For the bounce instanton in flat spacetime, an analogous calculation [19, 25, 26] gives a value of B
that similarly depends on the shape of the potential, but that parametrically goes like
B ∼ ∆φ4(Vt − V0)2/∆V 3, (6)
where Vt is the characteristic size of the hilltop between φ± and ∆φ = |φ+ − φ−|. Adding in the
effect of gravity lowers B by a multiplicative factor, somewhat accelerating decay, for the case of
tunneling from a false to a true vacuum with positive cosmological constant [19].
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Depending on the shape of the potential, there is another instanton that can dominate, that
of Hawking and Moss [29]. In this instanton, the entire Hubble patch (in Euclidean space, the
entire four-sphere) spontaneously tunnels to the hilltop between φ+ and φ− where the potential
is maximized, at some φt (where we write Vt = V (φt)), and then subsequently rolls down to φ±.
In essence, one can view this instanton as a large, homogeneous thermal fluctuation of a Hubble
patch up to the top of the potential barrier, followed by classical evolution to the minimum. The
Euclidean quantum gravity calculation again gives a tunneling rate as in Eq. (2), but where the
exponent takes the form
B =
24pi2
κ4
(
1
Vt
− 1
V+
)
, (7)
rather than the Coleman–De Luccia form in Eq. (6).
Our goal is to compare the decay rate of the false vacuum given by Eq. (2) to the rate at which
the wave functional of the scalar field decoheres when it is allowed to interact with a thermal bath
of gravitons. Thus we will need to write down and work with the actual wave functional of the
field. Doing so is quite difficult in general and remains so even in the context of the approximations
used to study the Coleman–De Luccia instanton. Therefore, we will further simplify the problem by
restricting to a quantum theory of homogeneous field configurations. An important distinction is
that the original Coleman–De Luccia calculation works in the approximation where both the scalar
field and the metric degrees of freedom are taken to be O(4) symmetric in Euclidean signature; by
computing the decoherence rate, we are relaxing one of these requirements, calculating the effect of
the (necessarily inhomogeneous2) thermal graviton degrees of freedom, which do not show up in the
Coleman–De Luccia part of the path integral, on a background given by a homogeneous scalar field
distribution.3 The field’s wave functional is quite tractable in this case, as its Schrödinger equation
reduces to that of a single continuous degree of freedom.
Let us demonstrate this fact, for simplicity in a flat-spacetime context. To regularize the problem,
consider a quantized scalar field in a box of side length L with periodic boundary conditions.
2Because the graviton distribution is necessarily inhomogenous, we might be concerned that some spatial configura-
tions corresponding to fluctuations away from the thermal expectation might satisfy the Jeans criterion and hence
lead to black hole formation. For sub-Planckian temperatures, however, the thermal energy in a small region is much
smaller than that needed to fulfill the criterion; black hole formation from thermal fluctuations can only proceed
if we have exponentially rare fluctuations that are either very energetic or on very large spatial scales. Hence we
expect that we can neglect the rate of black hole formation compared to Coleman–De Luccia tunneling.
3One could treat the effects of thermal de Sitter gravitons through higher-order terms in the path integral, so the effects
we compute are formally subleading in ~ counting; we nonetheless find that the timescale relevant for decoherence
will be short compared to the Coleman–De Luccia timescale, indicating that the nonhomogeneous degrees of freedom
are relevant for computing the effectively nonunitary evolution of the density matrix. Indeed, the derivation below
will precisely compute the effects of these inhomogeneous degrees of freedom for the thermal bath. See Eqs. (26) and
(27). In general, inhomogeneous scalar degrees of freedom could also be present, and interactions in the scalar-field
potential would also provide another source of decoherence. However, to remain maximally theory-independent, we
restrict ourselves to computing only the gravitational source of decoherence, which is guaranteed to be present.
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(Later on, we will work instead in a spherical system of radius L, but for the present we will for
clarity and simplicity consider the simple box; the modifications necessary for the spherical case are
straightforward.) Here we work in 3+1 spacetime dimensions, but the same argument goes through
for arbitrary dimension. The forward and reverse Fourier transforms are
φ(x) =
∑
n
eiω0n·xφn, (8)
φn =
1
L3
∫
d3x e−iω0n·xφ(x). (9)
In the above, n = (n1, n2, n3) ∈ Z3, ω0 = 2pi/L, and the volume normalization has been chosen so
that φ(x) and φn have the same mass dimension.
The Hamiltonian is given by
H[φ] =
∫
d3x
[
1
2
pi2 +
1
2
∂iφ∂
iφ+ V (φ)
]
. (10)
Let us first momentarily ignore the potential V (φ), in which case it is straightforward to show that
Hˆ = L3
∑
n
[
1
2
pˆinpˆi−n +
1
2
ω20n
2φˆ−nφˆn
]
. (11)
Next, from the canonical commutation relation
[φˆ(x), pˆi(y)] = iδ3(x− y), (12)
one finds that the commutation relation for individual modes φˆn and pˆin′ is
[φˆn, pˆin′ ] =
iδn,−n′
L3
, (13)
for which a functional representation is given by
φˆn ≡ φn pˆin ≡ −i
L3
∂
∂φ−n
. (14)
Thus, the Hamiltonian comes to read
Hˆ =
∑
n
(
− 1
2L3
∂
∂φ−n
∂
∂φn
+
1
2
L3ω20n
2φ−nφn
)
, (15)
and it acts on wave functions Ψ({φn}n∈Z3) that possess a countable number of arguments. If we now
restrict to only the zero mode (i.e., we only consider constant field values), then the Hamiltonian
simplifies to
Hˆ = − 1
2L3
∂2
∂φ20
+ L3V (φ0), (16)
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Figure 1: Potential with a false vacuum φ+ and true vacuum φ−, for which ∆V  V0 (solid blue curve). The state
|ψ〉 of our system is not an eigenstate of φ, but rather is characterized by some distribution with finite width in the
φ basis. An example low-energy state initialized primarily in the false vacuum is depicted by the dashed green curve.
where we have restored the potential V in this special case.4
Hence, the field value for φ obeys the single-particle Schrödinger equation for a particle in a
potential given by V ; see Fig. 1. A reasonable starting point for our wave function in the false
vacuum therefore approximates a Gaussian, with some exponentially-suppressed tail of support in
the other vacuum, which sources the exponentially-suppressed decay process. That is, our state is
not an eigenstate of the Hamiltonian, but rather has a decay width. Considering a low-energy wave
function with support primarily near the false vacuum φ+, one can treat the Hamiltonian in Eq. (16)
as a one-dimensional harmonic oscillator, expanding V in ϕ = φ0−φ+ as V (φ+)+ 12V ′′(φ+)ϕ2 + · · · .
Then the wave function in ϕ goes as exp[−L3√V ′′(φ+)ϕ2/2], which gives a characteristic variance
in the total energy in our finite region, ∆E2 ∼ V ′′(φ+).
Let us define ∆V = [V (φ+) − V (φ−)]/2 and V0 = [V (φ+) + V (φ−)]/2. If ∆V ∼ V0, then for
general states with support near both vacua, it is not well-defined to ask what the background
Hubble constant is. However, if we consider a potential where ∆V is small, ∆V  V0, so that
the “thin wall” approximation is valid, then in this limit both vacua have a background Hubble
constant approximately dictated by V0. In particular, this background metric will source a de Sitter
temperature [30]
TdS =
1
2pi
√
κ2V0
3
. (17)
The de Sitter horizon will source a thermal bath of all particle species in the theory, including
thermal gravitons. These gravitational degrees of freedom will provide an environment that couples
4When V depends on arbitrary powers of φ and we keep all modes, then the expression for V in terms of the Fourier
modes is quite complicated. However, keeping only the zero mode, the term
∫
d3x V (φ) just boils down to L3V (φ0).
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to the superposition of Tµν dictated by the φ wave function and will induce decoherence.5 It is this
decoherence rate that we wish to compute, in order to see how it competes with the tunneling rate.6
If we have a quantum field theory with interactions for φ (e.g., the cubic term in the φ expansion
about its false vacuum), then de Sitter radiation in quantum fields other than gravitons will provide
an additional source of decoherence. However, as this would be a theory-specific calculation and
we wish to remain theory-independent, we will restrict ourselves to computing the graviton-induced
decoherence rate. Due to the universal coupling and no-screening properties of gravity, this will
provide an indelible source of noise that will give us a minimum estimate of the effects of decoherence.
Although all our calculations will be in the small ∆V limit, we briefly discuss the qualitative
effects of more general potentials. First, even in cases where the potential differs by a significant
amount at φ+ and φ−, we expect that one could meaningfully assign a de Sitter temperature to the
configuration, provided that the state is peaked only about one of the field values. For illustration,
suppose that the state is peaked about a de Sitter vacuum at φ+, but susceptible to vacuum decay
via bubble nucleation to φ−. Before the bubble nucleation, the spacetime thus has an ambient
temperature corresponding to φ+, and when the bubble nucleates, particles at this temperature will
monitor the nascent bubble. Hence, we expect that, for an initial wave function peaked around a
false de Sitter vacuum, gravitational decoherence driven by thermal gravitons should still proceed.
In particular, this observation should apply for Minkowski or anti-de Sitter true vacua, which cannot
even sensibly be assigned a graviton temperature. Of course, this will no longer be the case when
considering more general calculations than the initial tunneling process, e.g.., in situations in which
uptunneling is important and rate-equation computations involving long-time equilibrium states.
Moreover, since a decay from V (φ+) ≥ 0 to V (φ−) ≤ 0 necessarily has ∆V ≥ V0, the deductive
results that we obtain in the ∆V  V0 limit cannot be immediately ported over to more general
vacuum decays.
Since we ultimately want a decoherence rate per unit volume, in analogy with Eq. (2), we will
infrared-regulate the problem. Motivated by the Coleman–De Luccia instanton, we consider a region
B of characteristic size L, where L is of order the bubble radius, which for ∆V  V0 is much smaller
than the Hubble radius. Thus, for the purposes of computing the decoherence rate on B, we can
ignore the effects of the background spacetime curvature, and treat the problem as a system with
a superposition of Tµν in nearly-flat spacetime coupled to a thermal bath at temperature TdS. To
5We note that away from the thin-wall approximation, the wall itself will have a complicated field profile that can
act as another environment, and thus another competing source of decoherence, for the part of the wave function
inside the false vacuum.
6Since graviton-sourced decoherence is a perturbative process, we should generically expect it to be faster than the
nonperturbative instanton effects of Coleman–De Luccia and Hawking–Moss, and this is indeed what we will find
below.
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remain maximally theory-agnostic, we will not restrict ourselves to decays simply among different
backgrounds of w = −1 (i.e., a superposition of different cosmological constants in B), but will
allow Tµν to be described by any perfect fluid, thus allowing for more general consideration of the
effect of decoherence on transitions between different field condensates [31–37]. For simplicity, we
will consider a toy model of this more general transition, where the equation-of-state parameter is
fixed, but where the wave function describes a distribution in overall density in B.
3 Gravitational decoherence
We now explicitly compute the effects of decoherence on our system. In this section, we largely
follow the formalism of Refs. [14, 17] but apply it to our cosmologically-relevant system of interest.
Let us take as our starting point a massive scalar φ coupled to gravity as in Eq. (1), but where now
for convenience we subtract off the constant term in V (φ) and write it as a cosmological constant by
sending R to R−2Λ. We consider perturbations of the metric gµν around a geometry gµν of constant
spatial curvature, writing gµν = gµν + 2κhµν for a canonically normalized graviton. Expanding to
quadratic order in the perturbation, we have
S[hµν , φ] = SS [φ] + SE [hµν ] + SI [hµν , φ]. (18)
We are calling the term depending only on φ the action of the system,
SS =
∫
d4x
√
−g
[
−1
2
∂µφ∂
µφ− V (φ)
]
, (19)
and the term depending only on hµν the action of the environment,
SE =
∫
d4x
√
−g
[
−1
2
∇ρhµν∇ρhµν +∇νhµν∇ρhµρ −∇µh∇νhµν + 1
2
∇µh∇µh
+Λ
(
hµνh
µν − 1
2
h2
)
+
Λ
κ2
]
,
(20)
in anticipation of integrating out the environment to determine the effective evolution of φ alone.
In Eqs. (19) and (20), raising of indices and covariant derivatives are defined with respect to the
background metric gµν and h = gµνhµν . Adding the appropriate Faddeev–Popov gauge-fixing term
for harmonic gauge in a curved background [38], Sgf = −
∫
d4x
√−gFµFµ for Fµ = ∇νhµν − 12∇µh,
we have, up to a total derivative,
SE + Sgf =
∫
d4x
√
−g
[
1
2
hµν(2+ 2Λ)h
µν − 1
4
h(2+ 2Λ)h) +
Λ
κ2
]
, (21)
where 2 = ∇µ∇µ. The interaction term is
SI =
∫
d4x
√
−g (κTµνhµν + κ2Uµνρσhµνhρσ) , (22)
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where
Tµν = ∂µφ∂νφ− 1
2
gµν∂ρφ∂
ρφ− gµνV (φ) (23)
and, in analogy with the flat-space result of Ref. [39],
Uµναβ = −2gνα∂µφ∂βφ+ gµν∂αφ∂βφ+
(
1
2
gµαgνβ −
1
4
gµνgαβ
)
[∂σφ∂σφ+ 2V (φ)]. (24)
Now, the reduced state of the system is given by evolving the initial state and then tracing out
the graviton environment [14,17,40]:
ρS [φ, φ
′, t] =
∫
dhµνρ[φhµν , φ
′h′µν , t] =
∫
dhµνe
iS[φ,hµν ]ρ[φhµν , φ
′h′µν , 0]e
−iS[φ′,h′µν ], (25)
where ρS [φ, φ′, t] = 〈φ|ρˆ(t)|φ′〉, etc. If the initial state is uncorrelated between the two fields,7
ρ[φhµν , φ
′h′µν , 0] = ρS [φ, φ
′, 0]ρE [hµν , h′µν , 0], (26)
we can explicitly do the integration over hµν in Eq. (25):
ρS [φ, φ
′, t]
=
∫
ρS [φ, φ
′, 0]ei(SS [φ]−SS [φ
′])
∫
hµν
ρE [hµν , h
′
µν , 0]e
i(SE [hµν ]+SI [hµν ,φ]−SE [h′µν ]−SI [h′µν ,φ′])
≡
∫
ρS [φ, φ
′, 0]ei(SS [φ]−SS [φ
′]+SIF [φ,φ′]),
(27)
where we have defined the Feynman-Vernon influence action SIF (for a review, see, e.g., Sec. 3.2
of Ref. [14]). Differentiation with respect to t and Taylor expansion of SIF to lowest nontrivial
order then yields the master equation for the system. Since we will be interested in systems with
characteristic length scale much smaller than the Hubble scale set by Λ−1/2, we can apply the
7The assumption of an initial product state, where system and environment are initially uncorrelated, is a standard
one in the decoherence literature and is very natural in an idealized experimental context where a system is first
prepared in isolation and then exposed to an environment. It may seem less natural in a cosmological setting.
We will ultimately be interested only in the master equation describing the change of the density matrix under
infinitesimal time evolution, so the assumption on the initial state is largely a matter of convenience. Physically,
we merely need to be in a regime where it makes sense to think of the system as distinct from the environment,
far from the maximum-entropy state where the system has completely equilibrated with the environment, so that
the entropy production required for decoherence is allowed [41, 42]. In our case, we know that we are in an excited
state of a false vacuum with finite decay width, very far from equilibrium. If the initial state is entangled but in
this tractable regime, we may expand in a basis of product states and do the integration separately for each term,
resulting in a sum over integrals with a different (state-dependent) influence action in each term and thus a sum
over different noise and dissipation kernels in the master equation. One could do a perturbative analysis or, e.g.,
carry out an analysis with an initial state with a finite number of terms in superposition, but this is beyond the
scope of our analysis.
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approximately-Minkowski results of Ref. [17], writing the master equation to leading order in κ as8
∂tρ(t) =−i[H, ρ(t)]−
∫ t
0
dt′
∫
dr
∫
dr′
[
N(r− r′, t′)
(
2[Tµν(r), [T
µν(r′,−t′), ρ(t)]]
− [T µµ (r), [T νν (r′,−t′), ρ(t)]]
)
− iD(r− r′, t′)
(
2[Tµν(r), {Tµν(r′,−t′), ρ(t)}]
− [T µµ (r), {T νν (r′,−t′), ρ(t)}]
)]
,
(28)
where H is the Hamiltonian of the system itself, i.e., of the field φ, and N and D are the noise and
dissipation kernels,
N(r, t) =
κ2
8
∫
dk
(2pi)3
eik·r
k
cos(kt)
[
n(k) +
1
2
]
D(r, t) =
κ2
16
∫
dk
(2pi)3
eik·r
k
sin(kt),
(29)
where n(k) is the occupation number per degree of freedom at temperature T = β−1. Since gravitons
are spin-two, quantum mechanical particles obeying Bose–Einstein statistics, we have
n(k) = (eβk − 1)−1. (30)
As shown in Ref. [14], the noise kernel involves an integral over the energies of the modes, weighted
by thermal occupation number n(k), along with a zero-point energy represented by the +1/2 in
Eq. (29).
As discussed in Sec. 2, we will be interested in states where Tµν is independent of position.
Our state for Tµν is described by a perfect fluid with fixed equation-of-state parameter w and with
density Φ (corresponding to some field value φ), so that in a local Lorentz frame, we have
Tµν = Φ× diag(1, w, . . . , w). (31)
Our Hilbert space is therefore characterized by the different values of Φ. The system is coupled to
an environment of thermal gravitons. We will introduce an infrared regulator for the integrals in
our noise and dissipation kernels: instead of separately integrating over r and r′, we will change
variables and integrate both r − r′ and r over a ball B of fixed radius L. (Any other infrared-
regulation scheme for the Fourier transforms would just induce O(1) factors in the decoherence rate
estimate and will not change our conclusions.) Consequently, the Hamiltonian is H = VΦ, where
we have written V for the volume of the ball B.
8The coupling of h2 to the U tensor in Eq. (22) would only contribute to the four-point function in φ at loop order
(i.e., higher order in mPl) and hence is negligible for our calculation, as in Ref. [17].
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The master equation (28) then reduces to:
∂tρ(t) = −iV[Φ, ρ(t)]− Vf(w)
(
N (t)[Φ, [Φ, ρ(t)]]− iD(t)[Φ, {Φ, ρ(t)}]
)
, (32)
where
N (t) =
∫ t
0
dt′
∫
B
drN(r, t′)
D(t) =
∫ t
0
dt′
∫
B
drD(r, t′),
(33)
and where we have defined the parameter
f(w) = 1− 3w(w − 2). (34)
In order to concretely compute the evolution of the density matrix and find the rate of decoherence
induced by thermal gravitons, we must now evaluate N and D in Eq. (33).
4 Thermal noise
In order to use the formalism of Sec. 3 to quantitatively characterize the evolution of the density
matrix and in particular understand the late-time decoherence into the pointer basis, we must
explicitly compute the functions D and N in Eq. (33), which generate oscillatory and noise terms,
respectively, in the master equation. This calculation is performed in detail in App. A; we will state
the results here.
For the dissipation integral, we have
D(t) = 32κ2L2 [1 + (a2 − 1)θ(1− a)] , (35)
defining a ≡ t/L and writing θ for the Heaviside step function.
For N (t), it is physically informative to split the function up into the sum N0(t) +N1(t), where
N0(t) is defined analogously with N , but including only the zero-point (the +1/2) part of N in
Eq. (29), while N1 takes the n(k) part; see App. A for details. Defining b ≡ β/L, we find:
N0(t) = κ
2L2
8pi
{
a
2
+
1
8
(1− a)(1 + a) log
[(
1 + a
1− a
)2]}
N1(t) = κ
2L2
8pi
{
pi
3b
− a
2
− 1
8
(1− a)(1 + a) log
[(
1 + a
1− a
)2]
+
b
4pi
[
Li2
(
e−
2pi(1+a)
b
)
+RLi2
(
e
2pi(1−a)
b
)]
+
b2
8pi2
[
Li3
(
e−
2pi(1+a)
b
)
−RLi3
(
e
2pi(1−a)
b
)]}
,
(36)
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Figure 2: Noise function N from Eq. (38), written as a function of the rescaled time a = t/L, for several different
values of the temperature parameterized by b−1 = TL. The asymptotic decoherence rate, set by the value of N at
late times, is ∝ T .
where we have used the polylogarithm function Lin(z) =
∑∞
n=1 z
k/kn and have defined the real
part of the dilogarithm and trilogarithm for all real z > 0,
RLi2(z) =
{
Li2(z) z ≤ 1
pi2
3 − 12(log z)2 − Li2(z−1) z > 1
RLi3(z) =
{
Li3(z) z ≤ 1
Li3(z
−1) + pi
2
3 log z − 16(log z)3 z > 1
,
(37)
which is real and continuous for all positive z. We thus have the nice expression
N (t) = κ
2L2
8pi
{
pi
3b
+
b
4pi
[
Li2
(
e−
2pi(1+a)
b
)
+RLi2
(
e
2pi(1−a)
b
)]
+
b2
8pi2
[
Li3
(
e−
2pi(1+a)
b
)
−RLi3
(
e
2pi(1−a)
b
)]}
.
(38)
For timescales longer than the thermal timescale β and the light-crossing time L, i.e., for a 
max{1, b}, only the pi/3b term in braces in Eq. (38) survives, and we have
N (t) a1,b−−−−→ κ
2L3
24β
. (39)
See Figs. 2 and 3 for an illustration of N and D, respectively, and Fig. 4 for a breakdown of N into
N0 and N1.
4.1 Classical comparison
The noise term in Eq. (38), which sets the decoherence rate, was computed using the Bose–Einstein
distribution (30) for the occupation numbers of the thermal states. It is instructive to compare this
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Figure 3: Dissipation function D from Eq. (35) in terms of the rescaled time a = t/L.
result with what we would have obtained for N (t) had we replaced n(k) + 12 with the Maxwell–
Boltzmann distribution,
n(k)MB = e
−βk, (40)
which specifies the thermal occupation numbers for a classical thermal ensemble. That is, if our
system is quantum mechanical, but it couples to a classical thermal noise source described by
Eq. (40), does the system still decohere?
We can again compute N1(t), with the only difference being the replacement in Eq. (40). The
zero-point contribution from N0(t) is dropped,9 while we find:
L
∫ ∞
0
dk cos(kt)n(k)MBj1(kL) = 1− a
4
log
[
(1 + a)2 + b2
(1− a)2 + b2
]
− b
2
[
arctan
(
1 + a
b
)
+ arctan
(
1− a
b
)]
,
(41)
where j1 is the first spherical Bessel function of the first kind. Performing the integration over t,
we have:
N (t)|classical =
κ2L2
8pi
{
a+
1
4
(1 + b2 − a2) log
[
(1 + a)2 + b2
(1− a)2 + b2
]
− ab
[
arctan
(
1 + a
b
)
+ arctan
(
1− a
b
)]}
.
(42)
For t max{L, β}, i.e., for timescales larger than the thermal transient and light-crossing time of
the system, we have
N (t)|classical '
κ2L3
12pit
→ 0, (43)
9Note that the zero-point term N0 in Eq. (36) does not contribute to the asymptotic decoherence rate anyway:
N0(t)→ 0 for large t.
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Figure 4: The noise function N from Eq. (38) (red), written as the sum of its zero-point part N0 (green) and Bose–
Einstein occupation number contribution N1 (blue) from Eq. (36), as a function of the rescaled time a = t/L. In this
example, the functions are plotted for rescaled inverse temperature b = 5.
as shown in Fig. 5. Thus, coupling a quantum system to a classical thermal noise source described
by the Maxwell–Boltzmann distribution yields no long-term decoherence rate.10 In other words,
taking the β → 0 limit of the thermal distribution does not commute with the decoherence integral
over k. The decoherence rate described by Eq. (39) is an effect that relies on the Bose–Einstein
distribution, i.e., the quantum nature of the environment: in this case, the fact that the thermal
gravitons themselves are quantum mechanical.
5 Evolution of the density matrix
We will now apply the calculation of the noise and dissipation kernels from Sec. 4 to the master
equation in Eq. (32) to compute the evolution of the density matrix, in order to characterize the
pointer basis and decoherence of our stress-energy superposition. We first consider an example
two-level system.
5.1 Off-diagonal decay
Let us consider a two-dimensional system Hilbert space, characterized by two states of Tµν given
by Eq. (31) for fixed w, with Φ allowed to take two possible values, Φ1 and Φ2, corresponding to
some field values φ1,2. Then ρ is a two-by-two density matrix, which without loss of generality we
10More concretely, a noise function N that goes like 1/t will lead to off-diagonal elements of the density matrix that
decay as a power law, rather than exponentially, with time; see Sec. 5.1.
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Figure 5: Noise function N|classical from Eq. (42), written as a function of the rescaled time a = t/L, for the same
representative values of the temperature as in Fig. 2. The asymptotic decoherence rate, set by the value of N at late
times, goes to zero as shown in Eq. (43).
can write as
ρ =
(
ρ1 ρe
ρ∗e 1− ρ1
)
, (44)
where ρ1 is real.
We have:
[H, ρ] = V(Φ1 − Φ2)
(
0 +ρe
−ρ∗e 0
)
[Φ, [Φ, ρ]] = (Φ1 − Φ2)2
(
0 +ρe
+ρ∗e 0
)
[Φ, {Φ, ρ}] = (Φ1 + Φ2)(Φ1 − Φ2)
(
0 +ρe
−ρ∗e 0
)
,
(45)
so the master equation (32) reduces to the evolution of the off-diagonal element ρe,
∂t log ρe = −iV(Φ1 − Φ2)− VN (t)(Φ1 − Φ2)2f(w) + iVD(t)(Φ1 + Φ2)(Φ1 − Φ2)f(w), (46)
while ρ1 is time invariant.
Since we are more interested in the asymptotic behavior of the density matrix, rather than
thermal transients that occur on timescales of order β or L, let us take replace D and N by their
long-time behavior from Eqs. (35) and (39), so that
∂t log ρe ' −iV(Φ1 − Φ2)− κ
2L3V
24β
(Φ1 − Φ2)2f(w) + 32iκ2L2V(Φ1 + Φ2)(Φ1 − Φ2)f(w). (47)
Writing
ρe(t) = ρe,0e
−(λ+iω)t (48)
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as an ansatz, we have
λ =
4piκ2L6
72β
f(w)(Φ1 − Φ2)2
ω =
4
3
piL3(Φ1 − Φ2)[1− 32κ2L2f(w)(Φ1 + Φ2)],
(49)
where we substituted V = 4piL3/3 for the volume of our system.
When f(w) is positive, the states of definite φ (i.e., Φ = Φ1 or Φ2) form a pointer basis, and the
off-diagonal term ρe characterizing their overlap decays away at a rate λ, which we can rewrite as
λ =
T
4
f(w)
(
E1 − E2
MPl
)2
, (50)
where MPl = 1/
√
G is the (unreduced) Planck mass and E1,2 = VΦ1,2 are the two total energy
states of the system.11 This decoherence occurs when f(w) > 0, i.e., when
w ∈
(
1− 2√
3
, 1 +
2√
3
)
≈ (−0.155, 2.155). (51)
For E1,2 fixed, the decoherence rate peaks for stiff matter, when w = 1.
An equation of state w > 1 is fairly exotic, breaking the dominant energy condition and thus
leading to apparent acausal flow of energy-momentum in certain reference frames. On the other
hand, taking w < −0.155 (though not less than −1) is still well motivated physically, with the salient
example being the cosmological constant with w = −1. In such a situation, we have f(w) < 0, so
the off-diagonal element of the density matrix (44) grows with time, rather than shrinking. In this
case we can remove the exponential time-dependence in the off-diagonal term by transforming to a
new basis, writing
|Ψ1〉 = 1√
2
(|Φ1〉 − eiωt|Φ2〉)
|Ψ2〉 = 1√
2
(
e−iωt|Φ1〉+ |Φ2〉
)
,
(52)
so that our basis states are those with superpositions of different Tµν . In the |Ψ1,2〉 basis, the density
matrix is
ρ|Ψ1,2 basis =
(
1
2 − ρe,0e−λt e−iωt(ρ1 − 12)
eiωt(ρ1 − 12) 12 + ρe,0e−λt
)
. (53)
Recall that for f(w) < 0, λ is negative, so once λt ∼ log ρe,0, the density matrix fails to be
positive definite, indicating that the Born approximation in the master equation has broken down.
A particularly interesting choice is ρ1 = 1/2, meaning that, in our definite-Φ basis, we have two
11If we had used the classical version of N from Eq. (43) instead, then ρe would decay as a power law, R ρe = ρe(t =
t0)× (t/t0)p, where the power p = f(w)(E1−E2)2/2piM2Pl, i.e., the decay is scale-free. In contrast, in the (correct)
quantum case, the characteristic energy scale is simply λ.
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equal entries on the diagonal (i.e., the two definite-Φ branches of the wave function have equal
weight). Then in the Ψ basis, the off-diagonal elements then vanish, meaning that the |Ψ1〉 and
|Ψ2〉 branches are entirely decohered. As the wave function evolves, the |Ψ1〉 branch has decaying
weight, while the |Ψ2〉 branch has increasing weight.
While we cannot quantitatively evaluate the wave function at long times using the Born-
approximated master equation (28), the fact that λ < 0 for w = −1 means that superpositions
of geometries of different cosmological constant will indeed decohere on timescales of order 1/λ, but
that the pointer states they decohere into will not be definite-Tµν branches, but instead branches
characterized by superpositions of different densities. Of course, these pointer states could be mod-
ified, and the decoherence timescale shortened further, if we introduce the effects of interactions
within the matter (φ) sector.
In contrast, for many common values of w—e.g., w = 0 for nonrelativistic matter, w = 1/3 for
incoherent electromagnetic radiation or relativistic matter, etc.—we have λ > 0 and a well-controlled
calculation for the decoherence rate (50) induced by coupling to thermal gravitons.
The generalization from a two-level system to a Hilbert space of arbitrary dimension, and even
a continuous distribution of possible Φ values, is straightforward. An off-diagonal element of the
density matrix, 〈Φ1|ρ|Φ2〉 for Φ1 6= Φ2, will evolve according to the master equation Eq. (46) and
in particular will have decoherence rate λ going like f(w)(Φ1−Φ2)2 as dictated by Eq. (50). Thus,
for positive f(w), the further off the diagonal a density matrix element is, the faster it decoheres.
5.2 Signs, tensors, decoherence, and causality
The specific tensor structure appearing in the master equation (28),
2TµνT
µν − T µµ T νν , (54)
is simply a consequence of the mechanics of integrating over hµν in Eq. (27). That is, inverting the
two-point function in Eq. (21) and performing the integral over hµν is closely related to how one
integrates out a massive state in vacuum to produce an EFT using the Källén-Lehmann form of the
exact propagator, which for a spin-s state is [43]
〈χµ1···µs(k)χν1···νs(k′)〉 = i(−1)sδ4(k + k′)
∫ ∞
0
dµ2
ρ(µ2)
−k2 − µ2 + iΠµ1···µsν1···νs(k), (55)
where Π is the propagator numerator and ρ is the spectral density, which is required by unitarity to
be positive. As in Ref. [43], the (−1)s factor is a consequence of our sign convention for the metric.
In integrating out the thermal environment, we are effectively convolving Eq. (55) for the massless
graviton with its thermal density of states. From the graviton propagator numerator,
Πµνρσ =
1
2
(gµρgνσ + gµσgνρ)−
1
2
gµνgρσ, (56)
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one finds that 2TµνΠµνρσT ρσ gives precisely the structure in Eq. (54).
Rather than plugging in Tµν for a perfect fluid into the master equation, if we instead plug
the Maxwell energy-momentum tensor into Eq. (54), we find that the decoherence rate will go like
2FµνFνρF
ρσFσµ− 12(FµνFµν)2 = 12 [(FµνFµν)2+(FµνF˜µν)2], which is manifestly nonnegative and, in
particular, vanishes for a plane wave of coherent radiation, Fµν ∼ [µpν], where p2 =  ·p = 0. Thus,
a coherently polarized beam of light, albeit containing some spectral distribution of wavelengths,
does not gravitationally decohere; thermal gravitons do not act like a prism, decohering a beam into
its constituent colors on each branch of the wave function. A similar conclusion holds for a plane
wave of a massless scalar, but not for a massive scalar.
As we saw in Sec. 5.1, the sign of Eq. (54) (equivalently, the sign of f(w)) has profound con-
sequences for the evolution of the density matrix, dictating the types of pointer states into which
the system decoheres. In particular, Eq. (54), the form of which derives from the structure of the
Lorentzian graviton propagator (56), can be either positive or negative for reasonable Tµν . When
f(w) > 0, the system decoheres into states of definite φ, while if f(w) < 0, the system evolves into
quite different states. This latter remarkable behavior is uniquely a consequence of the fact that
we are coupling the system to a thermal bath of a tensor field, namely the graviton, which can give
rise to a structure like Eq. (54).
Indeed, suppose we replaced the thermal graviton with a massless scalar σ, so that the interaction
term SI in Eq. (22) is replaced with
∫
d4x
√−gyσφ for some coupling y. Since the scalar propagator
numerator replacing Eq. (56) is just 1, we would find that the structure Eq. (54) in the master
equation would be replaced simply by 2φ2, which is manifestly positive. Then we would simply
have the master equation in Eq. (32), with f(w) replaced by 2 and with the κ2 in N and D replaced
by y2. We would find that system evolves into the definite-φ basis.
Similarly, if we have some electromagnetic current coupled to a thermal photon bath, we should
replace SI with
∫
d4x
√−gAµJµ. The propagator numerator for a massless photon is just Πµν = gµν ,
so for the photon we should replace Eq. (56) with −gµν and Eq. (54) with −2JµJµ. Writing
Jµ = Φuµ for rest charge density Φ and fixed comoving four-velocity uµ, the master equation would
appear just as in Eq. (32) but with f(w) replaced by −2uµuµ and with the κ2 in N and D replaced
by 1. That is, the system decoheres into the definite-Φ basis provided that Jµ is timelike, i.e.,
uµu
µ = −1. Hence, causality of the flow of charge enforces the expected pointer basis for coupling
to a photon bath. In particular, for a system of constant charge density, with possible total charges
Q1 and Q2, the decoherence rate is, in analogy with Eq. (50),
λ = 4piT (Q1 −Q2)2. (57)
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6 Discussion
We now discuss potential consequences of thermal graviton decoherence in various settings.
6.1 Consequences for Coleman–De Luccia
Let us pause to summarize one of our main findings. Over the course of the previous three sections,
we computed the rate at which a ball of perfect fluid of fixed size L, prepared in a superposition of
two different energy densities, decoheres under the influence of a thermal bath of gravitons. For a
bath of temperature T and a total energy difference ∆E = E2 − E1 between the two states, this
decoherence rate is given by Eq. (50).
Let us now suppose that the fluid describes a scalar field with a potential V (φ) as in Sec. 2.
Suppose that the field state is peaked about the false vacuum φ+, with background temperature as
given in Eq. (17) and with a typical density matrix of characteristic energy variance ∆E2 ∼ V ′′(φ+).
Then, based on the scaling for our ball of size L from Eq. (50), the characteristic timescale over
which gravitational interactions drive decoherence is
tdec ∼ m
3
Pl
V ′′(φ+)
√
V0
∼
(
mPl
mϕ
)2
× 1√
Λ
, (58)
where V (φ) ∼ κ−2Λ + 12m2ϕ(φ − φ+)2 + · · · . We see that tdec is parameterically longer than the
Hubble time 1/
√
Λ for reasonable potentials. However, tdec is nevertheless very short compared
to the timescales associated with false vacuum decay (for either Coleman–De Luccia or Hawking–
Moss), which as we saw in Sec. 2 are exponentially long compared to the characteristic energy scale
of the potential.
We conclude that gravitationally-driven decoherence cannot be neglected when calculating the
final tunneling rate from false to true vacuum. However, our calculation does not indicate whether
the effect of gravitationally-driven decoherence is to suppress or enhance the tunneling rate. More-
over, the literature offers circumstantial evidence that can be used to heuristically argue for either
possibility, which we briefly outline below.
For the case of suppression, thermal graviton decoherence could stabilize the false vacuum in
a quantum Zeno-like way [44]. Such behavior occurs in quantum mechanical condensed matter
systems, in which dissipative interactions decrease tunneling rates [45]. For a wave function that is
initially peaked about the false vacuum, the cosmological version of the argument is that environ-
mental monitoring by thermal gravitons would reset the spreading wave function on timescales faster
than that of Coleman–De Luccia or Hawking–Moss transitions. Moreover, excursions away from
the false vacuum would be preferentially driven back toward the false vacuum’s potential minimum.
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For the case of enhancement, graviton decoherence could be the physical mechanism through
which the Coleman–De Luccia bubble nucleation is realized when the wave function has sufficient
support over the true vacuum. In other words, thermal gravitons would “measure” the bubble. A
scalar field-based model constructed by Kiefer, Queisser, and Starobinsky supports this possibility,
in which they find that decoherence enhances the final vacuum decay rate [20].
The only way to definitively determine whether gravitationally-driven decoherence enhances
or suppresses the rate of vacuum decay would be to compute the final decay rate itself. In other
words, the question is inextricably model-dependent, as one can make heuristic arguments for either
possibility. While our fluid ball model can morally be thought of as a model for a region of space
in a superposition of two states—containing only false vacuum and containing a bubble of true
vacuum—it only lets us determine the rate at which decoherence alone proceeds. Calculating the
decay rate would require a more elaborate model in which instanton effects were included. The
decay rate will also depend on detailed features of the potential, which affect the state space and
pointer states of the gravitational interactions, as well as the choice of initial state. Nevertheless,
attacking the question directly would be an interesting avenue for future research.
6.2 Experimental consequences
The decoherence rate derived in Eq. (50) relies on the fact that the environment itself (i.e., the ther-
mal gravitons), in addition to the system that is decohering, is quantum mechanical. That is, there
is nonzero asymptotic decoherence generated by a thermal bath in a Bose–Einstein distribution,
but, as we saw in Sec. 4.1, none for a bath following a Maxwell–Boltzmann distribution. This obser-
vation opens the tantalizing possibility of indirectly verifying that gravity is indeed quantized, by
observing gravitationally-induced decoherence in the lab. Given the (in)famous difficulty of directly
observing a graviton or verifying that it is quantized [46–50], a new avenue for such an experiment
is valuable, though as we will see, still challenging in practice.
Suppose we take an object of mass m composed of N atoms of atomic mass number A and
arrange it in a quantum state with a superposition of nonoverlapping positions. We take as our
system states the presence or absence of the mass at a given position. Then the decoherence
timescale, setting w = 0, will be
λ−1 '
(
1 K
T
)
N−2A−2 × 1.7× 1020 years =
(
1 K
T
)(
1 ng
m
)2
× 14 ms. (59)
We expect that there is a cosmological gravitational wave background of temperature of order
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one Kelvin [51].12 Thus, to obtain reasonable laboratory decoherence times as a consequence of
cosmological gravitons in the present epoch, one would need to arrange for a superposition of an
object containing on the order of N ∼ 1010 atoms (e.g., for the case of silicon, where A = 28).
Arranging for such a mesoscale object to attain a quantum superposition is not outside the realm
of possibility for future experiments [54–56].
Another physical consequence one might a priori consider is when the energy difference in λ is
due to the decay width of some particle state. That is, for a particle with lifetime τ , its energy
will not be a definite mass eigenstate, but will have width of order 1/τ . If this state is coupled to
thermal gravitons, then the decoherence rate λ is related to the lifetime by
λτ ∼
(
T
mPl
)
×
(
tPl
τ
)
 1, (60)
since τ is longer than the Planck time tPl and we take T less than mPl. Hence, the particle always
decays long before thermal gravitons can project it onto a definite mass eigenstate.
6.3 Consequences for black holes
Instead of an unstable particle, let us consider the decay width of a black hole. For a black hole of
mass M , the Hawking temperature TH = m2Pl/M gives the effective width of the black hole mass.
That is, we can think of the black hole as being in a superposition of different energy eigenstates, with
characteristic separation of order ∆E ∼ TH. The Hawking radiation itself generates a thermal bath
of gravitons, which probe the black hole geometry and induce back-reaction. Hence the graviton
component of the Hawking radiation acts as a thermal environment, decohering the superposition
of black hole mass states in a manner qualitatively similar to that computed quantitatively for our
test system. The timescale of this Hawking radiation-induced decoherence is
λ−1 ∼ T−1H
(mPl
∆E
)2 ∼ M3
m2Pl
. (61)
Thus, the decoherence timescale is the same as the Page time, in agreement with the branch-counting
argument given in Ref. [7].
7 Conclusions
In this work we have demonstrated that gravitationally-driven decoherence is both unavoidable
and important for the understanding of phase transitions in a cosmological context, particularly in
12We moreover expect that thermal molecular motion within the earth could generate a graviton environment with
temperature of order 102 to 103 K. Analogously, there is a flux of gravitons generated within the sun [52, 53],
though whether this competes with the decoherence timescale for cosmic gravitons would involve a more detailed
calculation for this type of environment.
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epochs with large de Sitter temperature. In certain situations, the results described in this paper can
provide a powerful physical effect that drives cosmological systems away from purity. In particular,
they imply a lower bound on the amount of decoherence happening in our universe at each moment
in its history. It would be a interesting future research direction to better study and categorize such
situations, in the contexts of black hole physics, macroscopic superpositions of massive objects,
or even conceivably realizable laboratory experiments. We leave this rich assortment of potential
applications of gravitational decoherence to future research.
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A Thermal integrals
We wish to compute the thermal noise and dissipation integrals N (t) and D(t) defined in Eqs. (29)
and (33). Let us commute the k and r integrals, so that we first evaluate the integral in r. Since
we take Tµν to be a uniform perfect fluid, the only dependence on r in the N and D integrands
appears through the eik·r factor, so the integral over r serves to generate the Fourier transform. We
regulate the region of integration to be within the ball B:∫
B
dr eik·r =
4pi
k3
(sin kL− kL cos kL) = 4piL
2
k
j1(kL), (62)
where, as before, j1 is the first spherical Bessel function of the first kind. We next note that the k
integrals depend only on the magnitude k, so Eq. (33) becomes:
N (t) = κ
2
128pi3
∫ t
0
dt′[N0(t′) +N1(t′)]
D(t) = κ
2
128pi3
∫ t
0
dt′D(t′),
(63)
where
N0(t) = 16pi
2L2
∫ ∞
0
dk cos(kt)j1(kL)
N1(t) = 32pi
2L2
∫ ∞
0
dk cos(kt)n(k)j1(kL)
D(t) = 16pi2L2
∫ ∞
0
dk sin(kt)j1(kL).
(64)
Performing the N0 and D integrals, we have
N0(t) = 16pi
2
{
L+
t
4
log
[(
t− L
t+ L
)2]}
(65)
and
D(t) = 8pi3t θ(L− t), (66)
where θ is the Heaviside step function.
We are left with the N1(t) integral, which for n(k) given by the Bose–Einstein distribution in
Eq. (30) is highly nontrivial. Defining unitless variables x = kL, a = t/L, and b = β/L, we have
N1(t)
16pi2L
= 2
∫ ∞
0
dx
cos ax
ebx − 1
(
sinx
x2
− cosx
x
)
=
∫ ∞
0
dx
ebx − 1
∞∑
n=1
(−1)nx2n−1
(2n+ 1)!
[(a− 2n)(1 + a)2n − (a+ 2n)(1− a)2n],
(67)
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where in the second line we first used trigonometric addition formulas write the numerator in terms
of the cosine and sine of (1± a)x and then expanded in the Taylor series. Now, the Bose–Einstein
integrals are known in closed form,∫ ∞
0
dx
x2n−1
ebx − 1 =
ζ(2n)Γ(2n)
b2n
, (68)
where ζ is the Riemann zeta function. Using the identity
ζ(2n) =
(−1)n+1(2pi)2nB2n
2(2n!)
, (69)
where Bn is the nth Bernoulli number, we therefore have
N1(t)
16pi2L
=
[
g
(
2pi
1− a
b
)
+ g
(
2pi
1 + a
b
)
− (1− a)f
(
2pi
1− a
b
)
− (1 + a)f
(
2pi
1 + a
b
)]
, (70)
where we have defined
f(z) ≡
∞∑
n=1
B2n
4n(2n+ 1)!
z2n
g(z) ≡
∞∑
n=1
B2n
4n(2n)!
z2n.
(71)
Rewriting these sums in closed analytic form, we have, within the domain of convergence,13
f(z) =
1
4
[
2− pi
2
3z
+
z
2
− log z2 + 2
z
Li2
(
e−z
)]
g(z) =
1
2
log
[
2
z
sinh
(z
2
)]
,
(72)
where we have used the polylogarithm function Lin(z) =
∑∞
n=1 z
k/kn. Since Li2(z) ∈ R for z ≤ 1
and
Li2(z) + Li2(z
−1) =
pi2
3
+ ipi
z
1− z
√
(1− z)2
z2
log z − 1
2
(log z)2, (73)
we can define the real part of Li2(z) for all real z > 0 as
RLi2(z) =
{
Li2(z) z ≤ 1
pi2
3 − 12(log z)2 − Li2(z−1) z > 1
, (74)
13Using the asymptotic expansion of the Bernoulli numbers, one finds that the radius of convergence of the sums in
Eq. (71) is |z| < 2pi, which corresponds to (1±a) < b in Eq. (70). Nonetheless, the full sum of the f and g functions
in Eq. (70) converges for all a and b, and the final expression we will obtain for N1(t) matches what one obtains
by numerically integrating the defining expression for N1(t) in the first line of Eq. (67) for all a, b.
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Figure 6: The noise integrand N0 + N1 (red) defined in Eq. (64) as the sum of zero-point part N0 (green) from
Eq. (65) and Bose–Einstein occupation number contribution N1 (blue) from Eq. (75), as a function of the rescaled
time a = t/L. In this example, the functions are plotted for rescaled inverse temperature b = 1/3.
which is continuous for all positive z. This allows us to write the manifestly real expression for
N1(t) (for a, b ≥ 0):
N1(t)
16pi2L
= −1 + log 2− pi(1 + a
2)
2b
+
pib
12
+
1
4
a log
[(
1 + a
1− a
)2]
+
1
4
log
[
sinh2
(
pi
1− a
b
)]
+
1
4
log
[
sinh2
(
pi
1 + a
b
)]
− b
4pi
[
Li2
(
e−
2pi(1+a)
b
)
+RLi2
(
e−
2pi(1−a)
b
)]
.
(75)
See Fig. 6 for an illustration.
Integrating over t (or, equivalently, a) as in Eq. (63), we have
D(t) = 32κ2L2 [1 + (a2 − 1)θ(1− a)] (76)
and
N (t) = N0(t) +N1(t), (77)
where
N0(t) = κ
2
128pi3
∫ t
0
dt′N0(t′) =
κ2L2
8pi
{
a
2
+
1
8
(1− a)(1 + a) log
[(
1 + a
1− a
)2]}
(78)
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and
N1(t) = κ
2
128pi3
∫ t
0
dt′N1(t′)
=
κ2L2
8pi
{
pi
3b
− a
2
− 1
8
(1− a)(1 + a) log
[(
1 + a
1− a
)2]
+
b
4pi
[
Li2
(
e−
2pi(1+a)
b
)
+RLi2
(
e
2pi(1−a)
b
)]
+
b2
8pi2
[
Li3
(
e−
2pi(1+a)
b
)
−RLi3
(
e
2pi(1−a)
b
)]}
,
(79)
where we use the identity for the trilogarithm (which, like the dilogarithm, is real for real z ≤ 1),
Li3(z)− Li3(z−1) = pi
2
3
log z − 1
6
(log z)3 +
ipi
2
z
1− z
√
(1− z)2
z2
(log z)2, (80)
to define the real part of the trilogarithm for all real z > 0,
RLi3(z) =
{
Li3(z) z ≤ 1
Li3(z
−1) + pi
2
3 log z − 16(log z)3 z > 1
, (81)
which is manifestly real and continuous for all positive z. Thus, we obtain the relatively compact
expression for N (t):
N (t) = κ
2L2
8pi
{
pi
3b
+
b
4pi
[
Li2
(
e−
2pi(1+a)
b
)
+RLi2
(
e
2pi(1−a)
b
)]
+
b2
8pi2
[
Li3
(
e−
2pi(1+a)
b
)
−RLi3
(
e
2pi(1−a)
b
)]}
.
(82)
See Fig. 2.
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