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Research has shown that exposure to a homogeneous gray patch surrounded by a dynamic noise background causes ﬁlling-in of the
artiﬁcial scotoma by the twinkling noise from the surround. When the background is switched oﬀ, observers report perception of a pro-
longed patch of twinkling noise in the unstimulated area. We studied the eﬀects of exposure to a centrally presented artiﬁcial scotoma and
the twinkling aftereﬀect on the threshold for detecting a foveal Gabor patch embedded in external scotoma noise. The detection thresh-
olds were mainly elevated in the absence of scotoma noise and less aﬀected at higher levels of scotoma noise. The analysis of the exper-
imental data using the equivalent input noise approach revealed that the reduced contrast sensitivity is due to induced internal noise
whose variance is proportional to the strength of the surrounding noise. We did not ﬁnd signiﬁcant eﬀects on the internal noise in a con-
trol experiment using ﬂickering Gaussian noise samples of 1.6 Hz which did not cause ﬁlling-in and dynamic afterimage. These ﬁndings
suggest that the perceptual phenomena caused by artiﬁcial scotomas may reﬂect increased variability of neural activity due to long-range
interactions between the surrounding noise and unstimulated region of the artiﬁcial scotoma.
 2007 Elsevier Ltd. All rights reserved.
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Our knowledge of visual objects is based on their per-
ceptual representation in the brain. The traditional view
is that there is a close correspondence between the lumi-
nance spatial distribution of a visual object and the activity
of a particular set of neurones. This view is based on the
concept that the receptive ﬁelds of visual neurones in the
early cortical stages are limited in spatial extent and tuned
to simple stimulus attributes. Neurophysiological studies
have shown, however, that the notion of ﬁxed-size classical
receptive ﬁelds is inaccurate. It is increasingly evident that
even at early cortical stages, the neurone’s responses to a
local feature are signiﬁcantly inﬂuenced by the sensory glo-
bal environment within which that feature is presented (for0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2007.01.028
* Corresponding author. Fax: +0044 141 331 3387.
E-mail address: Petar.Mihaylov@gcal.ac.uk (P. Mihaylov).a review see Gilbert, 1998). These contextual long-range
inﬂuences play a central role in the process of information
integration from diﬀerent parts of the visual scene.
Long-range interactions in the visual system have been
studied psychophysically using the non-invasive technique
of artiﬁcial scotomas (De Weerd, Desimone, & Ungerleid-
er, 1998; De Weerd, Smith, & Greenberg, 2006; Hardage &
Tyler, 1995; Ramachandran & Gregory, 1991; Ramachan-
dran, Gregory, & Aiken, 1993; Reich, Levi, & Frishman,
2000; Spillmann & Kurtenbach, 1992; Tyler & Hardage,
1998; Welchman & Harris, 2001).
If observers are presented with a homogeneous gray
patch (artiﬁcial scotoma) which is surrounded by a
dynamic noise background, they report that the artiﬁcial
scotoma fades and is ﬁlled in by the dynamic noise from
the surround. When the background dynamic noise is
switched oﬀ, observers perceive a prolonged patch of twin-
kling noise in the unstimulated area.
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mechanisms underlying the artiﬁcial scotoma phenomena
(for reviews see Komatsu, 2006; Pessoa & De Weerd,
2003; Pessoa, Thompson, & Noe, 1998). One hypothesis
(‘‘symbolic’’ or ‘‘cognitive’’) suggests that the brain would
simply ignore the absence of information by symbolically
labelling the artiﬁcial scotoma with the information label
present in the surround. Therefore, ﬁlling-in would be asso-
ciated with neural activity in high-level areas performing
surface interpolations, but there should be no representa-
tion of ﬁlling-in in lower-level retinotopic visual areas.
Experimental results, however, indicate that some types
of ﬁlling-in phenomena are accompanied with neural acti-
vation of early visual areas, such as V1, V2 and V3. These
ﬁndings are consistent with another (‘‘isomorphic’’)
hypothesis which proposes that ﬁlling-in of artiﬁcial scoto-
mas can be accounted for by active lateral spreading of
neural activity across the retinotopic map of visual cortex
from the stimulated surround to the unstimulated area.
Gilbert and Wiesel (1992) destroyed a small patch of retina
in cats and monkeys and recorded from cells in the corre-
sponding areas of visual cortex. Initially these cells were
silent, but after a few minutes they responded to stimuli
outside the induced scotoma. A ﬁve-fold expansion in
receptive-ﬁeld area was observed after several minutes of
stimulating regions that surrounded the initial cell’s recep-
tive ﬁeld. However, such long-lasting changes of receptive
size are unlikely to account for fast ﬁlling-in processes
which occur in a time scale of seconds. Using a reverse cor-
relation technique DeAngelis, Anzai, Ohzawa, and Free-
man (1995) found that surround stimulation increased
the response gain for some V1 cells but did not change
the size of the receptive ﬁelds. De Weerd, Gattass, Desi-
mone, and Ungerleider (1995) proposed that the stimula-
tion of artiﬁcial scotoma surround induces activity, which
they called ‘‘climbing’’, mainly in V2 and V3 neurones.
They suggest this is due to suppression of inhibitory inputs
from the surround, which adapt over time. This allows pre-
viously ineﬀective excitatory inputs to become eﬀective.
This eﬀect was stronger when texture was closer to the cen-
tre of the receptive ﬁeld. Other studies have shown that
under some conditions, the surround may cause either
facilitation or suppression eﬀects. Polat, Mizobe, Pettet,
Kasamatsu, and Norcia (1998) studied the responses to a
Gabor patch as a function of the presence of surrounding
Gabor patches of various contrast levels. They showed that
neurones were facilitated by the surround at low stimulus
contrast, but suppressed by the same stimulus at higher
contrast.
Hardage and Tyler (1995) have proposed that diﬀerent
mechanisms underlie the perceptual ﬁlling-in and twin-
kling aftereﬀect. They have suggested that the mecha-
nisms activated by the surrounding noise suppress the
mechanisms in the unstimulated area. The dynamic after-
eﬀect may reﬂect a post-suppression rebound which
causes spontaneously discharge of cortical cells in the
unstimulated area. Recently, Chen, Tyler, Liu, and Wang(2005) reported fMRI data which were consistent with
this hypothesis.
Psychophysically, the strength of the artiﬁcial scotoma
phenomena has usually been measured by the duration of
ﬁlling-in and dynamic aftereﬀect (Hardage & Tyler, 1995;
Ramachandran & Gregory, 1991; Spillmann & Kurten-
bach, 1992; Tyler & Hardage, 1998). This approach allows
the eﬀects of diﬀerent parameters of the artiﬁcial scotoma
on the perceived visual phenomena to be investigated,
but does not provide direct information about the visual
processes which occur due to exposure to artiﬁcial scoto-
mas. The perception of visual noise during ﬁlling-in which
persists upon termination of the surrounding noise suggests
that the sensitivity to a pattern presented in the region
which does not receive stimulation can be reduced. Loss
in sensitivity is due to either an increase in the level of
the internal neural noise within the visual system, a
decrease of the eﬃciency of using the available stimulus
information, or both (for review see Burgess, 1990). In
the present study, we applied the equivalent input noise
approach (Lu & Dosher, 1999; Pelli, 1990) to determine
the factors which limit contrast sensitivity within the artiﬁ-
cial scotoma created by surrounding dynamic noise.2. Models
Models based on statistical decision theory (Barlow,
1978; Burgess & Colborne, 1988; Legge, Kersten, & Bur-
gess, 1987; Pelli, 1990) have assumed that human visual
performance is limited by various sources of noise. One
source of noise is an additive internal noise that is indepen-
dent of the level of external image noise and arises from the
variability of neural ﬁring of cells at diﬀerent levels
throughout the visual system from phototransduction
onwards (Tolhurst, Movshon, & Dean, 1983). Another
source of noise is a multiplicative internal noise that is pro-
portional to the energy of the signal and the density of the
external noise. In addition, human performance depends
on the sampling eﬃciency which refers to the observer’s
inability to perfectly match the template to the signal pro-
ﬁle or to integrate over the entire signal area. Lu and
Dosher (1999) elaborated these models and proposed a per-
ceptual template model (PTM) for the detection of lumi-
nance patterns which consists of: a perceptual template, a
non-linear transducer, a multiplicative internal noise whose
amplitude is a monotonic function of the energy of the sig-
nal and the external noise, an additive internal noise
source, and a decision process. According to the PTM,
the detectability index for detecting a signal embedded in
external noise can be written as follows:
d 02 ¼ ðkEÞ
c
N c þ mN c þ mðkEÞc þ N add ; ð1Þ
where E is the energy of the signal (the integral of the
squared luminance function), k is the eﬃciency with which
humans use the perceptual template to match the signal
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Fig. 2. Threshold energy of the noisy perceptual template model as a
function of scotoma noise (k = 0.5; m = 0.4; Nadd = 8 ls deg
2; c = 1.5;
f = 0.04). The dashed line represents the threshold energy for detecting a
signal embedded in external scotoma noise in the absence of surrounding
noise. The thick curve illustrates the threshold energy in the presence of
surrounding noise, which induces internal noise. The thin line shows the
threshold energy if the surrounding noise reduces the eﬃciency (k = 0.3).
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Dosher (1999)], N is the density of the external noise, c is
the exponent of the power transducer function, Nadd is
the additive internal noise whose amplitude does not de-
pend on the input, m is a coeﬃcient which determines the
equivalent multiplicative noises due to the external noise
(mNc) and the signal (m(kE)c).
Using the PTM, we developed a model for detecting a
pattern which is presented within an artiﬁcial scotoma
and is embedded in external scotoma noise (Nsc). This
model assumes that the presence of surround noise induces
internal noise whose density is a monotonic function
(fN csurÞ of the surrounding noise density deﬁned by a coef-
ﬁcient (f) and the exponent of the power transducer func-
tion (Fig. 1). The other parameters of the model (the
exponent of the power transducer function, the additive
internal noise and the multiplicative coeﬃcient) do not
depend on the presence of surrounding noise.
Thus the detectability index can be expressed as:
d 02 ¼ ðkEÞ
c
fN csur þ N csc þ mN csc þ mðkEÞc þ N add
: ð2Þ
The threshold energy can be represented by rearrangement
of Eq. (2) as follows:
E ¼ ðfN
c
sur þ N csc þ mN csc þ N addÞ
1
c
k

1
d 02  m
1
c
: ð3Þ
Taking logs of Eq. (3) yields:
logðEÞ ¼ 1
c
logðfN csur þ N csc þ mN csc þ N addÞ
 1
c
log

1
d 02
 m

 logðkÞ: ð4Þ
Fig. 2 illustrates model predictions, which correspond to
possible eﬀects of the presence of surrounding noise on
the threshold detection energy for a signal displayed within
the artiﬁcial scotoma. The dashed curve in Fig. 2 represents
in log–log scale the threshold energy for detecting a signalFig. 1. Perceptual template model [modiﬁed from Lu and Dosher (1999)]
surrounding noise. The model consists of: a perceptual template; a non-linear
scotoma noise (mNc) and the signal [m(kE)c]; a noise source due to the surroun
process.embedded in external scotoma noise in the absence of
surrounding noise, assuming that k = 0.5; m = 0.4;
Nadd = 8 ls deg
2; c = 1.5; f = 0.04. When the noise density
is smaller than the additive internal noise, threshold energy
does not vary with the amount of external noise (Pelli,
1990). At larger levels of external noise, which dominates
the internal noise, log (E) increases as a linear function of
log (Nsc). There is a smooth transition between these two
functions at intermediate noise levels. The thick curve illus-
trates the threshold energy in the presence of surrounding
noise (Nsur = 66 ls deg
2) which induces additional internal
noise. The increased internal noise elevates the initial part
of the log threshold energy/log noise density function,
but it does not aﬀect these function at large levels of exter-
nal noise. If the surrounding noise reduces the eﬃciency
(k = 0.3), the whole log threshold energy/log noise density
function shifts to higher energy levels (Fig. 2, thin curve).
In the present study, we used the equivalent input noise ap-
proach for estimating the free parameters of Eq. (4) by ﬁt-
ting the model predictions to the experimental data.for detecting a signal presented within an artiﬁcial scotoma created by
transducer (NLT), multiplicative internal noise sources due to the external
ding noise (fN csurÞ; an additive internal noise source (Nadd) and a decision
1482 P. Mihaylov et al. / Vision Research 47 (2007) 1479–1489It should be noted, that detection performance of real
observers can be estimated by an elaborated linear ampli-
ﬁer model (Eckstein, Ahumada, & Watson, 1997). This
model assumes that human performance is limited by sub-
optimal sampling eﬃciency, additive and multiplicative
internal noises. While the PTM approximates the non-lin-
ear transducer function by a single non-linearity, the elab-
orated linear ampliﬁer model assumes a linear transducer
function and a decision process with stimulus uncertainties.
In the present study, the subjects detected a Gabor patch
embedded in Gaussian luminance noise of various noise
density levels. The ﬁxation point was displayed in the cen-
tre of the Gabor patch implying that this visual task is unli-
kely to require uncertainty computations. Alternatively,
the d 0 values can be corrected for uncertainty eﬀects by
the method proposed by Eckstein et al. (1997).
3. Methods
3.1. Subjects
Two adult subjects (AD and SJ), naive to the purposes of this study,
and the ﬁrst author (PM) served as subjects in the experiments. The sub-
jects performed the task monocularly using their dominant eyes which had
normal or corrected-to-normal visual acuity.
3.2. Apparatus
The stimuli were generated by a PC and presented on high resolution
RGB monitor Iiyama Vision Master Pro 451 with refresh frequency rate
of 120 Hz and spatial resolution of 640 · 480 pixels. The stimulation ﬁeld
had a mean luminance of 30 cd/m2 and size of 26.9 · 20.4 deg. A custom
video summation device (Pelli & Zhang, 1991) was used to produce 256
grey levels with a 12-bit precision. The luminance response of the display
was measured by an OptiCal photometer (Cambridge Research System
Ltd.) interfaced to the PC. The monitor luminance was linearized using
the inverse function of the non-linear luminance response when computing
the stimulus images. Head movements were restrained by a chin and fore-
head rest at viewing distance of 69 cm.
3.3. Stimuli
The stimulation display contained two-dimensional dynamic Gaussian
noise samples which in the main experiment were updated every other
monitor frame (frame frequency of 60 Hz) and matched only within pairs
of monitor frames. In the controls experiment, the stimulation display
contained a Gaussian noise sample which ﬂickered in counterphase at
1.6 Hz. The artiﬁcial scotoma was created by a concentric gray patch of
3-deg diameter which was surrounded by the dynamic noise. Two types
of stimuli were presented in the artiﬁcial scotoma: (1) a signal – a horizon-
tal Gabor patch of 4 c/deg and standard deviation of 15 min of arc, and
(2) two-dimensional dynamic Gaussian noise samples. The test signal
and scotoma noise were presented in alternative frames at a monitor frame
rate of 120 Hz. The pixel size of the surrounding noise and scotoma noise
was 4 · 4 min of arc. A ﬁxation point was displayed at the centre of the
gray patch. All stimuli parameters were chosen after preliminary experi-
ments (Appendix A) were analysed.
3.4. Procedures
The threshold contrast for detection of the test Gabor patch was mea-
sured using a staircase method and a two interval forced choice procedure
designed to determine 79% correct responses (Levitt, 1970). Data were col-
lected in three diﬀerent conditions:(1) Surround induction. Each trial contained an artiﬁcial scotoma cre-
ated by a 3-s surrounding dynamic noise. It was initiated by the
appearance of a ﬁxation mark which was displayed 0.5 s before
the onset of the surrounding noise and remained until the observer
responded. The two marked by tone 0.1-s intervals were separated
by a 0.5-s gap. The ﬁrst interval was presented 2 s after the onset of
the surrounding noise. One of the intervals, randomly selected,
contained a Gabor patch which was centred on the artiﬁcial sco-
toma; the other interval had no signal. Both intervals contained
scotoma noise samples which overlapped the artiﬁcial scotoma.
The variance of the scotoma noise was 0, 2.7, 9.6 or 16.7 ls deg2.
The observer’s task was to identify the interval that contained
the signal by pressing one of two buttons. A feedback tone indi-
cated to the observers if they were incorrect. Each staircase started
at a suprathreshold contrast level of the signal with a contrast step
of 0.4 log units. The stimulus contrast level was decreased after
three correct responses and increased after one incorrect response.
After each staircase reversal, the step size was halved and this pro-
cess continued until the step size became 0.05 log units. The subse-
quent eight staircase reversals were collected. The threshold
measure was the geometric mean of these estimates recorded in
three experimental sessions.
(2) Surround aftereﬀect. Each trial contained an artiﬁcial scotoma cre-
ated by a 3-s surrounding dynamic noise. The ﬁrst interval was pre-
sented 0.5 s after the oﬀset of the surrounding noise. The thresholds
were measured as explained before.
(3) No surround. The experimental conditions were similar to those of
the surround induction experiment; only the contrast of the sur-
rounding noise was set to zero.
Data for each condition were collected in three separate sessions on
diﬀerent days.
3.5. Statistical analysis
The goodness of the ﬁt of model predictions to the data was estimated
by an R2 statistic which is the proportion of the variance determined by
the ﬁt, adjusted by the number of free parameters (Judd & McClelland,
1989). The R2 value was calculated as follows:
R2 ¼ 1
Pn
i¼1
ðaiai estÞ2
nkPn
i¼1
ðaiaaveÞ2
n1
; ð5Þ
where ai represents the observed data values, ai est denotes the model cal-
culations, k is the number of free parameters, n is the number of data
points and aave is the mean value of the experimental data.
The quality of ﬁt of several nested models to the data obtained was
assessed by the corrected Akaike’s information criterion (AICc) which
was calculated using the following equation (Burnham & Anderson,
2002, pp. 60–85):
AICc ¼ n ln
Pn
i¼1ðai  ai estÞ2
n
 !
þ 2K þ 2KðK þ 1Þ
n K  1 ; ð6Þ
where ai are the data values, ai est are the model calculations, n is the
number of data points and K is the number of free parameters plus
one.
The AICc approach is based on information theory, and does not use
the traditional ‘‘hypothesis testing’’ statistical paradigm, rather it deter-
mines how well the data supports each model. The model with the smallest
AICc value is most likely to be correct. If Aa and Ab are the AICc values
for models a and b, respectively, and Aa < Ab (D = Ab–Aa > 0), then the
Akaike’s weight is:
Akaike’s weight ¼ e
0:5D
1þ e0:5D ; ð7Þ
shows the probability of model a being correct in respect to the other mod-
els considered. The evidence ratio deﬁned as follows:
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e0:5D
; ð8Þ
shows how many times more likely model b is compared to model a.
4. Results
4.1. Eﬀects of scotoma noise on threshold energy
Figs. 3–5 show, in log—log scale, the threshold energy
for detecting the Gabor patch as a function of scotoma
noise density for three subjects. Since the external noise
in the surround was reported by the subjects to ﬁll in the
scotoma to some degree, it would be reasonable to expect
the detection thresholds for targets placed in the scotoma
to increase as the strength of the surround noise increases.
This is exactly what we found. When the threshold energy
was measured in the absence of surrounding noise, it
increased mainly at higher levels of scotoma-noise density
(Figs. 3–5, empty circles). The exposure to the surrounding
noise of 60-Hz frame rate and various densities elevated theb
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produced similar eﬀects on the threshold energy (dia-
monds, Figs. 3–5d, 23 ls deg2; Figs. 3–5e, 44 ls deg2; Figs.
3–5f, 66 ls deg2).
If the results in Figs. 3–5 are compared with those in
Fig. 2, the reader will see that increasing the surround noise
had the eﬀect of raising the lower asymptote of the curve,
which translates to increasing the level of internal noise.
This internal noise in the scotoma region is induced by
the surrounding noise.
These data were measured by means of a two interval
forced choice procedure (IFC). It is generally assumed
that two alternative forced choice procedures eliminate
the eﬀect of response bias on threshold (Macmillan &
Creelman, 1990). The temporal forced choice procedure,
however, may aﬀect the detection threshold by an interval
bias. Green and Swets (1966) pointed out that the interval
bias introduces a downward bias in the detectabilitye
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Fig. 4. Threshold energy as a function of scotoma noise density for diﬀerent levels of surrounding noise density: the designations are the same as in Fig. 3.
Data for subject PM.
1484 P. Mihaylov et al. / Vision Research 47 (2007) 1479–1489index; however, they imply that this eﬀect is small and can
be ignored. On the other hand, Klein (2001) found that in
a temporal 2AFC contrast discrimination experiment the
observer had a strong tendency to select the second inter-
val more than the ﬁrst because the second interval
appeared to have higher contrast than its real value. In
our experiments, the eﬀects due to the surrounding noise
could introduce interval bias. In order to test this possibil-
ity, for each observer and each experimental condition tri-
als from three staircases were pooled as percent correct at
each stimulus level. We compared percent correct
responses for trials (n > 10) in which the test pattern
was presented in the ﬁrst interval with those in which
the test pattern was shown in the second interval. Paired
t-test did not show signiﬁcant diﬀerences for observers
AD and PM, while for observer SJ the ﬁrst interval was
selected signiﬁcantly more than the second interval
(p = 0.035) only in one condition out of 28. This statisti-
cal analysis shows that the 2IFC procedure did not intro-
duce signiﬁcant interval bias on the threshold estimations
of the present study.4.2. Fitting the models
We ﬁtted the data obtained with the predictions of two
models using Eq. (4). We assume that the additive internal
noise, the factor determining the multiplicative internal
noise due to scotoma noise and signal energy and the expo-
nent of the power transducer function are characteristics of
the visual system which do not depend on the presence of
the surrounding noise. Model 1 assumes that the sampling
eﬃciencies for the three experimental conditions (absence
of surrounding noise, surround induction and aftereﬀect)
are diﬀerent. Thus Model 1 contains eight free parameters
whose best ﬁtting values were estimated by ﬁtting the 28
measurements of each subject with the model predictions.
The adjusted variance R2, which illustrates the quality of
ﬁt, was in the range 0.915–0.952 (Table 1).
With Model 1, the sampling eﬃciencies for the three
experimental conditions were similar. The paired t-test
between the estimated eﬃciencies in the absence of sur-
rounding noise, surround induction and surround afteref-
fect were not signiﬁcantly diﬀerent (p > 0.19). The lack of
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Fig. 5. Threshold energy as a function of scotoma noise density for diﬀerent levels of surrounding noise density: the designations are the same as in Fig. 3.
Data for subject SJ.
Table 1
Best ﬁtting values of the free parameters of two versions of the perceptual template model as explained in the text
Parameters Conditions Model 1 Model 2
AD PM SJ AD PM SJ Mean 95% CI
f Surround induction 0.012 0.016 0.018 0.014 0.012 0.017 0.0146 0.006
Surround aftereﬀect 0.011 0.010 0.020 0.012 0.010 0.017 0.0130 0.009
k Without surround 0.568 0.544 0.503 0.549 0.545 0.501 0.531 0.066
Surround induction 0.529 0.587 0.487
Surround aftereﬀect 0.533 0.545 0.500
c 1.44 1.61 1.38 1.49 1.65 1.40 1.51 0.31
m 0.049 0.048 0.021 0.037 0.038 0.033 0.036 0.007
Nadd 6.3 8.5 9.3 7.9 9.3 10.2 9.2 3.0
R2 0.915 0.952 0.948 0.921 0.953 0.950
AICc 126.1 146.8 152.1 134.1 152.9 159.3
DAICc 7.9 6.1 7.1
Akaike’s weights 0.019 0.045 0.028
Evidence ratio 52.9 21.2 35.2
R2 values and model comparison based on the corrected Akaike’s Information Criterion (AICc).
P. Mihaylov et al. / Vision Research 47 (2007) 1479–1489 1485systematic reduction of the sampling eﬃciency due to the
artiﬁcial scotoma has been taken into account in Model
2, which contains only one common free parameter for
the sampling eﬃciency in the three conditions. The reducednumber of free parameters (6) slightly increased the
adjusted variances R2 (Table 1).
We compared the quality of ﬁt of these models using the
Akaike’s method (Burnham & Anderson, 2002, pp. 60–85).
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Fig. 6. Internal noise of the perceptual template model during and after
the exposure to an artiﬁcial scotoma. The calculations are using the
averaged values of the best-ﬁtted values of the free parameters of Eq. (4).
The thick line shows the additive internal noise; the thin and dashed lines
represent the internal noise (the sum of the additive noise and noise
induced by the surround) during surround induction and surround
aftereﬀect, respectively.
1486 P. Mihaylov et al. / Vision Research 47 (2007) 1479–1489This determines how well the data supports each model
and quantiﬁes the probability of each model being correct.
We found that the simpler Model 2 produced the smaller
value of the corrected Akaike’s Information Criterion
(AICc). The diﬀerences between the AICc values for
Models 2 and 1 were: 7.9 (AD), 6.1 (PM) and 7.1 (SJ).
According to Akaike’s method, these ﬁndings indicate that
Model 2 is more likely [53 (AD), 21 (PM), 35 (SJ) times] to
be correct than Model 1 (Table 1).0
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Fig. 7. Threshold energy as a function of scotoma noise density for surround
surrounding noise (a–d; circles); during the presence of surrounding noise (a,c
The other designations are the same as in Fig. 3. Data for subject PM (a,b) aThe results show that the surround induction and sur-
round aftereﬀect do not modify the eﬃciency of the detec-
tion performance, but increase internal noise. Fig. 6
illustrates the internal noise including the additive back-
ground noise (thick line) and the internal noise (fN csurrÞ
induced by surrounding noise (thin line) and the surround
aftereﬀect (dashed line). The surrounding noise of the high-
est density level used in this study (66 ls deg2) induces
internal noise whose density is approximately the same as
that of the additive internal noise.5. Control experiment
We carried out a control experiment in order to test
whether the observed internal noise elevation is speciﬁc
to conditions which have been shown to induce perceptual
artiﬁcial scotoma eﬀects. Pervious studies have shown that
the ﬁlling-in eﬀects do not depend on the surrounding noise
frame rate, while the dynamic aftereﬀect is extinguished for
frame rates below 3 Hz (Hardage & Tyler, 1995). The
experimental conditions of the control experiment were
similar to those of the main experiment; only the stimula-
tion display contained a Gaussian noise sample which ﬂick-
ered in counterphase at rate of 1.6 Hz. The two tested
subjects did not report ﬁlling-in and twinkling afterimage.
The results (Fig. 7) show that the exposure to surrounding
noise of low ﬂicker rate and high density (66 ls deg2) do
not elevate the threshold energy at low levels of scotoma-
noise density. Fitting the data with Model 2, we found that
the surrounding noise induced internal noise (fN csurrÞ onlyd
.7
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b
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.
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ing noise of 66-ls deg2 density and 1.6-Hz ﬂicker rate: in the absence of
; diamonds); when the stimulation display was switched oﬀ (b,d; squares).
nd SJ (c,d).
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noise. The internal noise of both subjects did not increase
when the surrounding stimulation was switched oﬀ.
6. Discussion
In the present experiments, we employed the artiﬁcial
scotoma paradigm to investigate long-range eﬀects of sur-
rounding dynamic noise on the contrast sensitivity to a
Gabor patch displayed within a region, which physically
was not stimulated. The artiﬁcial scotoma was presented
centrally and complete ﬁlling-in from the surround was
not observed, which is in line with previous studies
(Hardage & Tyler, 1995). The artiﬁcial scotoma, however,
produced a strong twinkling aftereﬀect within the unstimu-
lated region. We found that during the exposure to the
artiﬁcial scotoma as well as upon termination of the sur-
rounding noise, the threshold energy was elevated mainly
at low levels of scotoma noise.
Analysis of the experimental data using a perceptual
template model as explained in section Models, has shown
that the main factor which determines the reduced sensitiv-
ity to the test pattern is the increased internal noise. The
surround induction and surround aftereﬀect did not mod-
ify the eﬃciency of the detection performance. We found
that the internal noise induced by the surround stimulation
was proportional to the strength of the surrounding noise.
This result correlates with the increased duration of the
dynamic afterimage as a function of the surrounding noise
density (Appendix A). Additionally, the control experiment
showed that surrounding noise of low temporal frequency
did not produce perceptual afterimage and did not induce
internal noise. These ﬁndings are in line with the hypothesis
that the artiﬁcial scotoma phenomena can be accounted for
by active neural processes within early visual stages which
underlie the detection of pattern stimuli.
Physiological studies have provided evidence for fast lat-
eral spreading of neural activity during ﬁlling-in of artiﬁcial
scotomas. De Weerd et al. (1995) recorded activity of single
cells in V1, V2 and V3 of the macaque, whose receptive
ﬁelds were centred on a peripheral gray patch surrounded
by a dynamic texture. When the area of the artiﬁcial sco-
toma was larger than the receptive ﬁeld size, the neurones
responded with a brief transient response (duration
<0.5 s) at the stimulus onset which then decreased to a
lower level. The decrease was then followed by a slow
increase in the discharge rate which the authors called
climbing activity. This climbing activity approached a level
comparable to that elicited by the same noisy background
without the artiﬁcial scotoma and reached the control level
within a time period which was similar to the time required
by human observers to perceive ﬁlling-in of the artiﬁcial
scotoma. These ﬁndings were obtained with V2 and V3
neurones, but not with V1 cells. The authors found that
there were no changes in the size or shape of the receptive
ﬁelds, which indicates that climbing activity is not mediated
by increased receptive ﬁeld size or contrast gain. It was pro-posed that neurones whose receptive ﬁelds are located
within the artiﬁcial scotoma have excitatory inputs from
the surrounding areas. Initially, these long-range interac-
tions are not active due to surround inhibition. The climb-
ing activity was attributed to unmasking of previously
ineﬀective excitation from the texture due to reduced inhi-
bition during the presence of surrounding texture. The lat-
eral spreading of activity during ﬁlling-in suggest strong
contributions of horizontal connections formed by the
axons of pyramidal cells within the early cortical areas
(Gilbert, 1992). The authors concluded that the perception
of ﬁlling-in of artiﬁcial scotomas is mediated by the climb-
ing neural responses elicited by the surrounding noise.
The present ﬁndings suggest that a new look at the
mechanisms underlying the artiﬁcial scotoma phenomena
is required. We propose that the climbing activity produced
by the surrounding noise is accompanied by an increase in
the variance of the neurones’ discharge. Thus, the percep-
tion of dynamic noise within the artiﬁcial scotoma may
be accounted for by the elevated variability of the induced
neural activity, which is characterised by randomness over
time and across the population of neurones whose recep-
tive ﬁelds are located within the scotoma ﬁeld.
The increased variance of the neurones’ discharge
induced by the surrounding noise, is in line with the results
of other studies, which have shown that the variance of
neurone’s ﬁring rate is proportional to its mean ﬁring rate
(Tolhurst, Movshon, & Thompson, 1981). It should be
noted that De Weerd et al. (1995) did not analyse the var-
iance of the neural responses, but their data (Figs. 2 and 3)
indicate that the higher levels of climbing activity have
higher variability. This suggestion, however, can be veriﬁed
by analysing the variance of neural activity obtained in dif-
ferent trials.
Ramachandran and Gregory (1991) suggested that the
dynamic afterimage could be a residuum of a ﬁlling-in pro-
cess which remains active upon the termination of the sur-
round stimulation. Another possible interpretation of the
artiﬁcial scotoma phenomena was proposed by Hardage
and Tyler (1995). They found that the twinkling aftereﬀect
was much stronger centrally than peripherally, while the
ﬁlling-in was observed mainly for peripheral artiﬁcial sco-
tomas. The strength of ﬁlling-in increased with element size
and matched the surround texture, whereas the twinkling
aftereﬀect did not depend on the surround texture in
strength and perceived grain. Hardage and Tyler (1995)
suggested that diﬀerent mechanisms are responsible for
mediating perceptual ﬁlling-in and induced twinkling after-
eﬀect. The mechanisms activated by the surrounding noise
produce suppressive eﬀects on the mechanisms in the
unstimulated area. These suppressive eﬀects could result
in a sustained depolarization in complex cells and an unbi-
ased ﬂuctuation in the membrane potential of simple cells.
The dynamic aftereﬀect is associated with a post-suppres-
sion rebound which causes spontaneously discharge of cor-
tical cells in the unstimulated area. Recently, Chen et al.
(2005) measured the blood oxygenation level dependent
1488 P. Mihaylov et al. / Vision Research 47 (2007) 1479–1489(BOLD) activation in the visual cortex while observers
were viewing a ﬂickering pin-wheel checkerboard alternat-
ing with a blank ﬁeld. They found that the BOLD activa-
tion in the unstimulated regions of the visual cortex was
negatively correlated with the test sequence. These ﬁndings
reject the ﬁlling-in hypothesis and are in line with the
hypothesis that the dynamic perceptual afterimage is due
to a post-suppression rebound in the unstimulated areas
of the artiﬁcial scotoma.
It should be noted that the data of the present experi-
ments cannot distinguish between both interpretations of
the artiﬁcial scotoma phenomena. Our ﬁndings suggest
that whatever neural processes underlie these phenomena,
the perception of twinkling noise within the artiﬁcial sco-
toma may reﬂect increased variability of neural activity
of early visual stages due to long-range interactions
between the surrounding noise and unstimulated regions.
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Appendix A
In preliminary experiments, we used a gray patch of 4-
deg diameter surrounded by dynamic noise whose centre
was located 6-deg to the left of a ﬁxation mark. In accor-
dance with previous studies (Hardage & Tyler, 1995), we
observed that after about 5 s of steady ﬁxation, the artiﬁ-
cial scotoma was ﬁlled-in with dynamic noise from the sur-
round. When the surrounding noise was switched oﬀ, the
scotoma ﬁeld appeared to be occupied by twinkling
dynamic noise. The detection of a test Gabor patch dis-
played when the artiﬁcial scotoma was ﬁlled in, however,
was greatly aﬀected by uncertainty about the location of
the target. The location uncertainty was much reduced
when the test pattern was presented after the cessation of
the surrounding noise. In order to avoid these uncertainty
eﬀects, in the main experiments we used centrally presented
artiﬁcial scotomas.
Hardage and Tyler (1995) found that complete ﬁlling-in
can be observed for centrally presented artiﬁcial scotomas
only if the scotoma diameter was smaller than 0.75 deg.
In contrast, they established that twinkling aftereﬀect due
to exposure to central artiﬁcial scotomas increased with
the scotoma diameter and reached an asymptote at about
1.5 deg. In our experiments we used a test Gabor patch
whose size (2 SD) was 0.5 deg. The diameter of the artiﬁcial
scotoma (3 deg) was 6 times larger than the size of the
receptive ﬁeld of cortical neurones, which are likely to
detect the test Gabor patch. In accordance with the previ-
ous data (Hardage & Tyler, 1995), the 3-s exposure to thisartiﬁcial scotoma did not produce complete ﬁlling-in, but
some initial ﬁlling-in was observed. In the present study,
this experimental condition is referred to as ‘‘surround
induction’’. When the surrounding noise was switched
oﬀ, a strong ‘‘surround aftereﬀect’’ of twinkling noise in
the unstimulated area was observed. In preliminary exper-
iments we found that following the 3-s exposure to an arti-
ﬁcial scotoma, the duration of the surround aftereﬀect
increased as the surrounding noise density increased as fol-
lows: for 23 ls deg2–2.93 ± 0.22 s; for 44 ls deg2–3.46 ±
0.23 s and for 66 ls deg2–4.11 ± 0.27 s.References
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