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A probability distribution can be characterized through various methods. In this paper, 
some new characterizations of continuous distribution by truncated moment have been 
established. We have considered standard normal distribution, Student’s t, exponentiated 
exponential, power function, Pareto, and Weibull distributions and characterized them by 
truncated moment. 
 
Keywords: Characterization, exponentiated exponential distribution, power function 
distribution, standard normal distribution, Student’s t distribution, Pareto distribution, 
truncated moment 
 
Introduction 
Before a particular probability distribution model is applied to fit real world data, 
it is essential to confirm whether the given probability distribution satisfies the 
underlying requirements of its characterization. Thus, characterization of a 
probability distribution plays an important role in statistics and mathematical 
sciences. A probability distribution can be characterized through various methods, 
see, for example, Ahsanullah, Kibria, and Shakil (2014), Huang and Su (2012), Nair 
and Sudheesh (2010), Nanda (2010), Gupta and Ahsanullah (2006), and Su and 
Huang (2000), among others. In recent years, there has been a great interest in the 
characterizations of probability distributions by truncated moments. For example, 
the development of the general theory of the characterizations of probability 
distributions by truncated moment began with the work of Galambos and Kotz 
(1978). Further development on the characterizations of probability distributions 
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by truncated moments continued with the contributions of many authors and 
researchers, among them Kotz and Shanbhag (1980), Glänzel (1987, 1990), and 
Glänzel, Telcs, and Schubert (1984), are notable. However, most of these 
characterizations are based on a simple proportionality between two different 
moments truncated from the left at the same point. It appears from literature that 
not much attention has been paid on the characterizations of continuous 
distributions by using truncated moment. As pointed out by Glänzel (1987) these 
characterizations may also serve as a basis for parameter estimation. In this paper, 
some new characterizations of continuous distributions by truncated moment have 
been established. The organization of this paper is as follows: We will first state 
the assumptions and establish a lemma which will be needed for the 
characterizations of continuous distributions by truncated moment. The following 
section contains our main results for the new characterizations of continuous 
distributions by truncated moment. Finally, concluding remarks are presented. 
A Lemma 
This section will state the assumptions and establish a lemma (Lemma 1) which 
will be useful in proving our main results for the characterizations of continuous 
distributions by truncated moment. 
 
Assumptions. Let X be a random variable having absolutely continuous (with 
respect to Lebesgue measure) cumulative distribution function (cdf) F(x) and the 
probability density function (pdf) f(x). We assume α = inf{x | F(x) > 0} and 
β = sup{x | F(x) < 1}. We define 
 
  
 
 
f
F
x
x
x
   , 
 
and g(x) is a differentiable function with respect to x for all real x ∈ (α, β). 
 
Lemma 1. Suppose that X has an absolutely continuous (with respect to 
Lebesgue measure) cdf F(x), with corresponding pdf f(x), and E(X | X ≤ x) exists 
for all real x ∈ (α, β). Then E(X |X ≤ x) = g(x)η(x), where g(x) is a differentiable 
function and      
f
F
x
x
x
   for all real x ∈ (α, β), if 
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  
 
 
g '
g
f
x u u
du
u
x ce



   
 
where c is determined such that  f 1x dx


 . 
 
Note: Since the cdf F(x) is absolutely continuous (with respect to Lebesgue 
measure), then by Radon-Nikodym Theorem the pdf f(x) exists and hence 
 
 
g
g
x u u
du
u

  exists. Also note that, in Lemma 1 above, the left truncated 
conditional expectation of X considers a product of reverse hazard rate and another 
function of the truncated point. 
 
Proof of Lemma 1. It is known that 
 
 
 
 
   
 
f g f
F F
x
u u du x x
x x
 

 . 
 
Thus 
 
      f g f
x
u u du x x

  . 
 
Differentiating both sides of the equation produces the following 
 
          f g f g fx x x x x x    . 
 
On simplification, one gets 
 
 
 
 
 
 
f g
f g
x x x
x x
 
  . 
 
Integrating the above equation gives 
 
  
 
 
g
g
f e
x u u
du
u
x c



   
AHSANULLAH ET AL 
319 
where c is determined such that  f 1x dx


 . This completes the proof of Lemma 
1. 
Characterizations of some Continuous Distributions by 
Truncated Moments 
Standard Normal Distribution 
The characterization of standard normal distribution is provided in Theorem 1 
below. 
 
Theorem 1. Suppose that an absolutely continuous (with respect to Lebesgue 
measure) random variable X has cdf F(x) and pdf f(x) for -∞ < x < ∞.We assume 
that f'(t) and E(X | X ≤ t) exist for all t, -∞ < t < ∞. Then 
 
      E | gX X x x x    , 
 
where 
 
  
 
 
f
F
x
x
x
    
 
and g(x) = -1, if and only if 
 
    
21
2
1
f e ,
2π
x
x x

      , 
 
which is the probability density function of the standard normal distribution. 
 
Proof: Suppose 
 
  
21
2
1
f e
2π
x
x

   
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Then it is easily seen that g(x) = -1. Consequently, the proof of the “if” part of the 
Theorem 1 follows from Lemma 1. We will now prove the “only if” condition of 
the Theorem 1. Suppose that g(x) = -1. 
Then it easily follows that 
 
 
 
 
 
 
f g
f g
x x x
x
x x
 
    . 
 
On integrating the above equation, 
 
  
21
2f e
x
x c

  , 
 
where 1
2π
c  . This completes the proof of Theorem 1. 
Student’s t Distribution 
The characterization of the Student’s t is provided in Theorem 2 below. 
 
Theorem 2. Suppose that an absolutely continuous (with respect to Lebesgue 
measure) random variable X has the cdf F(x) and pdf f(x) for -∞ < x < ∞. We 
assume that f'(x) and E(X | X ≤ x) exist for all x, -∞ < x < ∞. Then X has the 
Student’s t distribution if and only if 
 
      E | gX X x x x    , 
 
where 
 
  
2
g 1 , 1
1
n x
x n
n n
 
    
  
 
 
and 
 
  
 
 
f
F
x
x
x
   . 
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Proof: Suppose the random variable X has the t distribution with n degrees of 
freedom. The pdf f(x) of X is 
 
  
1
2 2
1
2
f 1 ,
2 2
nn
x
x x
nn n


 
          
     
   
   
 . 
 
Then it is easily seen that 
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2
1
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1
2
1
2 2
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2
1
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u
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n x
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
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
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   
    
    
          
     
   
   

 . 
 
Consequently, the proof of “if” part of Theorem 2 follows from Lemma 1. Now 
prove the “only if” condition of the Theorem 2. Suppose that 
 
  
2
g 1
1
n x
x
n n
 
   
  
 . 
 
Then, one easily has 
 
  
2
g
1
x
x
n
  

  
 
Thus, after simplification, one obtains the following: 
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 
  2 2
1 1 2
g 1 2
g
1 1
1
n n x
xx x n n
x n x x
n n n
 
  
   
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 . 
 
Therefore, by Lemma 1, one has 
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f e e 1
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u n x
n n x
x c c c
n
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
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    
 
 . 
 
Now, using the condition  f 1x dx


 , one obtains 
 
  
1
2 2
1
2
f 1 ,
2 2
nn
x
x x
nn n


 
          
     
   
   
 . 
 
Note the condition n ≥ 1 is needed for E(X | X ≤ x) to exist. This completes the 
proof of Theorem 2. 
Exponentiated Exponential Distribution 
The Characterization of exponentiated exponential distribution is presented in the 
Theorem 3 below. 
 
Theorem 3. Suppose an absolutely continuous (with respect to Lebesgue 
measure) random variable X has the cdf F(x) and pdf f(x) for 0 < x < ∞ such that 
f'(x) and E(X | X ≤ x) exist for all x, 0 < x < ∞. Then X has the exponentiated 
exponential distribution 
 
    
1
f e 1 e , 1, 0x xx x
  

       
 
if and only if 
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      E | gX X x x x    , 
 
where 
 
  
 
 
f
F
x
x
x
    
 
and 
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 
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1 e1 e
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
 
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Proof: Suppose 
 
    
1
f e 1 e , 1, 0x xx x
  

      . 
 
Then it is easily seen that 
 
  
   
 
0
1
1 e1 e
g
e e 1 e
x
ux
x x x
dux
x

   

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
 


 . 
 
Consequently, the proof of the “if” part of the Theorem 3 follows from Lemma 1. 
Now prove the “only if” condition of the Theorem 3. Suppose that 
 
  
   
 
0
1
1 e1 e
g
e e 1 e
x
ux
x x x
dux
x

   

  

 


 . 
 
Simple differentiation and simplification gives g'(x) = x + g(x)A(x), where 
 
  
 1 e
A , 1
1 e
x
x
x


 
 


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
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Thus 
 
 
 
 
 
 
 
 f g 1 e
A
f g 1 e
x
x
x x x
x
x x


 



  
     

 . 
 
On integrating the above equation, if follows that 
 
  
 
0
A
f e
x
u du
x c   . 
 
But 
 
 
 
 
   
0 0
1 e
A
1 e
1 ln 1 e
u
x x
u
x
u du du
x



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
 



 
  
 
    
 
  
 
Thus f(x) = ce-λx(1 − e-λx)α – 1, where 
 
  
1
0
1 1
e 1 ex x dx
c
 

 
     . 
 
This completes the proof of Theorem 3. 
Power Function Distribution 
The characterization of the power function distribution is provided in Theorem 4 
below. 
 
Theorem 4. Suppose an absolutely continuous (with respect to Lebesgue 
measure) random variable X has the cdf F(x) and pdf f(x) for 0 ≤ x < 1. Assume 
that f'(x) and E(X | X ≤ x) exist for all x, 0 < x < 1. Then 
 
      E | gX X x x x    , 
 
where 
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  
 
 
f
F
x
x
x
    
 
and 
 
  
2
g
1
x
x



 , 
 
if and only if 
 
   1f , 1, 0 1x x x      , 
 
which is the pdf of the power function distribution. 
 
Proof: Suppose f(x) = αxα – 1, α > 1, 0 < x < 1. Then it is easily seen that 
 
  
2
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x
x



 . 
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2
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
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1
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



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
 

  
 
Thus, by Lemma 1, 
 
   1
1
1f e
x
du
ux c cx



   , 
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where c is a constant. Using the condition  f 1x dx


 , we obtain f(x) = αxα – 1, 
α > 1, 0 < x < 1. This completes the proof of Theorem 4. 
 
Remark 1. If α = 1, then  
2
2
xg x   and one gets a characterization of the 
uniform distribution in [0, 1]. 
Pareto Distribution 
The characterization of Pareto distribution is provided in Theorem 5 below. 
 
Theorem 5. Suppose the random variable X has an absolutely continuous (with 
respect to Lebesgue measure) cdf F(x) and pdf f(x). We assume that F(1) = 0, 
F(x) > 0 for all x > 1, and E(X) exists. Then X has a Pareto distribution if and only 
if 
 
      E | gX X x x x    , 
 
where 
 
  
1 2
g , 1, 1
1
x x
x x



 
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
  
 
and 
 
  
 
 
f
F
x
x
x
    
 
Proof: Suppose the random variable X has the Pareto distribution. The pdf f(x) of 
X is given by 
 
   1f , 1, 1x xx



    . 
 
Then it is easily seen that 
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
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 . 
 
Consequently, the proof of the “if” part of Theorem 5 follows from Lemma 1. Now 
prove the “only if” condition of the Theorem 5. Suppose that 
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Consequently, 
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Therefore, by Lemma 1, one obtains 
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Now, using the condition  f 1x dx


 , 
 
   1f , 1, 1x xx



    . 
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This completes the proof of Theorem 5. 
Weibull Distribution 
The characterization of Weibull distribution is provided in Theorem 6 below. 
 
Theorem 6. Suppose an absolutely continuous (with respect to Lebesgue 
measure) random variable X has the cdf F(x) and pdf f(x) for 0 < x < ∞, and that 
f'(x) and E(X | X ≤ x) exist for all x, 0 < x < ∞. Then 
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which is the pdf of the Weibull distribution. 
 
Proof: Note that 
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       
   
  
 
Also, 
 
 
 
 
1 1
1
1 1 2 1
g e ,
1
g
xx x x x x x x
x x
x
   

  

  


   

     
        
   
 
  
 
  
 
Thus 
 
 
 
 
 
 
1
f g 1
f g
x x x
x
x x x
  
  
    . 
 
On integrating with respect to x from 0 to x, one obtains   1f e xx x
   , where c 
is constant. On using the boundary conditions F(0) = 0 and F(∞) = 1, we have c = λ 
and  F e xx
 . This completes the proof of Theorem 6. 
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Conclusions 
Some continuous probability distributions, namely, standard normal, Student’s t, 
exponentiated exponential, power functions, Pareto, and Weibull distributions, are 
considered. Their corresponding characterizations are provided by truncated 
moments, which may be useful in applied and physical sciences. 
Acknowledgements 
The authors would like to thank the referees and the editor for helpful suggestions 
which improved the quality and presentation of the paper. Author B. M. Golam 
Kibria dedicates this paper to the person he respects most “Hazrat Gausul Azam 
Shah Sufi Syed Mahtab Uddin Ahmed (R)” for his love, affection, and showing 
him the good path in life. 
References 
Ahsanullah, M., Kibria, B. M. G., & Shakil, M. (2014). Normal and 
Student s´ t Distributions and Their Applications, Atlantis Press, France. 
Galambos, J. & Kotz, S. (1978). Characterizations of probability 
distributions. A unified approach with an emphasis on exponential and related 
models, Lecture Notes in Mathematics, 675. Berlin, Germany: Springer. doi: 
10.1007/BFb0069530 
Glänzel, W. (1987). A characterization theorem based on truncated 
moments and its application to some distribution families. In P. Bauer, F. 
Konecny, & W. Wertz (Eds.), Mathematical Statistics and Probability Theory 
(Vol. B) (75-84). Dordrecht, Netherlands: Reidel. doi: 10.1007/978-94-009-3965-
3_8 
Glänzel, W. (1990). Some consequences of a characterization theorem based 
on truncated moments, Statistics, 21(4), 613-618. doi: 
10.1080/02331889008802273 
Glänzel, W., Telcs, A., & Schubert, A. (1984). Characterization by truncated 
moments and its application to Pearson-type distributions, Zeitschrift für 
Wahrscheinlichkeitstheorie und Verwandte Gebiete, 66(2), 173-183. doi: 
10.1007/BF00531527 
AHSANULLAH ET AL 
331 
Gupta, R. C. & Ahsanullah, M. (2006). Some characterization results based 
on the conditional expectation of truncated order statistics (record values). 
Journal of Statistical Theory and Applications, 5, 391-402. 
Huang, W. J. & Su, N. C. (2012). Characterizations of distributions based on 
moments of residual life. Communications in Statistics - Theory and Methods, 
41(15), 2750-2761. doi: 10.1080/03610926.2011.552827 
Kotz, S. & Shanbhag, D. N. (1980). Some new approaches to probability 
distributions. Advances in Applied Probability, 12(4), 903-921. doi: 
10.2307/1426748 
Nair, N. U. & Sudheesh, K. K. (2010). Characterization of continuous 
distributions by properties of conditional variance. Statistical Methodology, 7(1), 
30-40. doi:10.1016/j.stamet.2009.08.003 
Nanda, A. K. (2010). Characterization of distributions through failure rate 
and mean residual life functions. Statistics and Probability Letters 80,(9-10), 752-
755. doi: 10.1016/j.spl.2010.01.006 
Su, J. C., and Huang, W. J. (2000). Characterizations based on conditional 
expectations. Statistical Papers, 41(4), 423-435. doi: 10.1007/BF02925761 
