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1. INTRODUCTION 
In many mathematical and physical problems, the well-known Hurwitz-Routh criterion [l] for 
the estimates of the location of zeros of a polynomial with real coefficients is an efficient tool. 
But it can be applied only to the robust cases. If some of the determinants are zeros, then we 
face the critical cases. In these cases, it fails to tell if there are zeros which still have negative 
real parts and how many zeros have negative real parts. A natural problem is: can and how do 
we move the zeros of a polynomial with real coefficients which lie on the imaginary axis to the 
left side of the imaginary axis by changing one or more parameters? In this paper, we present a 
generalization of the well-known Hurwitz-Routh criterion and discuss a class of Hopf bifurcation 
of some zeros of polynomials which lie on the imaginary axis. The method is convenient both in 
theoretical calculations and applications. 
Let us consider the differential equation 
dx 
- = g(x), 
dt 
x E RR. 
If g(0) = 0, then x = 0 is an equilibrium point of (l), and J = Dg(0) is its Jacobian matrix. If 
all eigenvalues of its characteristic polynomial f(x) = det(X1, - J) have negative real parts, then 
z = 0 is stable and we call this polynomial stable. If we write 
f(x) = QoXn + qlXn + . . . + qn-1X + qnr qo = 1, qk E R, k = I,..., n, (2) 
and define a matrix Hq = Hq(qij), where qij = qzi_j, i,j = 1,2,. . . , n, qk = 0 if k < 0 and k > . n, 
Ql 40 0 0 0 .’ 
43 q2 41 40 0 . . 
f&z . . . . . . . . . . . . . . 
0 
0 
: I> . . . . h-2 47% (3) \ q2n-3 q2n-4 q2n-5 ..’ .I. .’ q2n-1 q2n-2 q2n-3 ... '.. .. 
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then the Hurwitz-Routh criterion states: the polynomial f(A) is stable if and only if all principal 
subdeterminants of HP are positive: 
D1 = q1 > 0, > 0, . . . , D, = det Hq = qnD,- 1 > 0. (4 
2. MAIN RESULTS 
Throughout this paper, we only discuss polynomials with real coefficients. 
DEFINITION 1. Let H [cc] be the set of polynomials which have only zeros with negative real parts. 
DEFINITION 2. Let H*[x] be the set of polynomials which have only zeros with nonpositive real 
parts. 
It is evident that 
H[z] c H*[z] and H*[z] = H[z] := closure of H[x]. 
THEOREM 1. Let f(X) be defined in (2), D1, . . , D, be defined in (4). Then f(A) E H*[X] if and 
only if 
DI > 0, DZ 2 0, . . . , D, 2 0. (5) 
Moreover, a necessary and sufficient condition for f(X) to have m zeros with negative real parts 
and the remaining zeros with zero real parts is that the following holds: 
D1 > 0, DZ > 0, . . . , D, > 0, Dm+l = Dmf2 = . . . = D, = 0. (6) 
REMARK 1. If f(A) E H*[X] and Dj > 0, Dj+l = 0, then Dj+lc = 0 for k 2 1. 
THEOREM 2. Suppose qk = qk(p), where p E (-E, E), & > 0, k = 1,2, . . . , n, q. = 1. Let 
f,(X) = QOX” + q1(/.+w + ..’ + Pn-l(P)X + 4n(P). 
Ifforp=O, 
fo(X) = qOXn + ql(0)Xn-l + .*. + qn-1(0)~ + qn(O), 
fo(X) E H*[X], and there exists j E N such that 
01(O) > 0, D,(O) > 0, . . . , Dm(O) > 0, Dm+l(0) = ... = Dn(0) = 0, 
diQn+l (PL) 
dpi 
= o 
I i=0,1,..., j-1, 
/I=0 (7) 
where ok(p), k = 1,. . . , n are given by (4) with qj = qj(p), k = 1,. . . . 
IffP(X) hasmzeros withnegativerealpartsforIX[ smaJJandfa(X) hasapairofzerosX(O),~(O) 
of order k, where m + 2k = n, which are purely imaginary, then we have 
di WG)) 
dpi 
= o 
/A=0 ’ 
i =O,l,...,j-1, 
dj WW)) 
&3 
+ o 
p=o . 
REMARK 2. In Theorem 2, 
(8) 
fiL(X) = (A” +pl(p)Xm-l + “. +Pm(PL)) (A” + Q(PP + B(P))k = S(X>r(J+), 
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with S(A) = A m +pl(p)A m-1 + ' "+pro(#)  E H[A] and r(A) = (A 2 +~(#)A+~(#))k l ,=o  E H*[A], 
a(0) = 0, a2(p) < 4/3(#) for I~1 sman. Moreover, 
d~a(P)dP i ~=o = 0, 
dJa(#)d#j ,=0 7~ 0. 
i = 0 ,1 , . . . , j -  1, 
(9) 
This is a j -order Hopf bifurcation. Especially for j = 1, it is a simple bifurcation. 
3. PROOF OF THEOREMS 
LEMMA 1. Let n = deg f(A) and f( ix)  ¢ 0 for all x E R. Then f(A) E H[A] if and only if for 
any s > 0, F(A) = (A + s)f(A) + A( -1 )~I ( -A )  E H[A]. 
PROOF. Define 
FT(A) = (A + s)f(A) + rA( -1 )~f ( -A ) .  
It is easy to see f(A) E H[A] if and only if F0(k) E H[A} and FI(A) E F[A]. Moreover, deg F~(A) = 
n + 1 for r E [0, 1]. We prove now 
FT(ix) • O, for all x E R and r E [0, 1]. 
Suppose there exist x0 E R, #0 E [0, 1] such that FTo (ixo) = 0, then 
(ixo + s)f( ixo) + ixoro( -1)~f( - ixo)  = O, 
which implies 
hence, we have 
ixoro t f ( - i xo )  
I = = 1,  
ixo + s I f( ixo) 
2 2 
r6x° =1,  v0E[0,1] ,  x0ER,  s>0,  
x0 2 4- s 2 
which is impossible. Therefore, F~(ix) 7~ 0, x E R, T E [0, 1]. This implies that FI(A) = F(A) E 
H[A] if and only if f(A) E H[A]. 
LEMMA 2. Let g(A) = A n+l 4- anA n 4- ... 4- alA 4- ao, g*(A) = ( -1 )n+lg( -A) .  Suppose a,~ > 0 
and 
g(ix) 7 ~ 0, for a11 x E R. 
Then g(A) E H*[A] if and only ifh(A) E H*[A], where degh = n and 
h(A) = (2an - A)g(A) + Ag*(A). 
x-'n+t Ak, where Ak is a zero of g(A) and Re Ak < 0, PROOF. I fa~ : 0, then by the relation an = - z.,k=t 
we know ReAk = 0, k : 1 , . . . ,n  4- 1. Therefore, 
g(A) = ~J(A 2 + ~) . . .  (A 2 + Z~), j + 2k = n + 1, 
: A n+l  4- an-1  An-1  4- • "" 4- a2k Aj ,  
which means that al = a3 . . . . .  an = 0. Therefore, the first column of H 9 is a zero vector, 
hence, Dk = 0, k = 1 , . . . ,n  + 1. In this case, m = 0. 
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If a, > 0, let g(X) = s(X)r(X) E H*[X] and s(X) = Am + .s,_~X’+~ + ... + si E H[X]. Then 
r(X) E H*[X], hence, 
r(X) = x3 (x2 + p;) . . . (x2 + pi,) ( j+2k’+7r2=?2+1. 
Let G(X) = g(X)/r(X) = s(X), P(A) = h(X)/r(X). Then G(X) E H[X] and it is easy to see that 
s*(X)/r(X) = G*(X), now by Lemma 1, P(X) = (2a, - X)G(X) + XG*(X), P(A) E H[X] and vice 
versa. Since g(X) = G(X)r(X), h(X) = P(X)r(X), one sees that g(X) and h(A) E H*[X] if one of 
them do. I 
PROOF OF THEOREM 1. By induction on n, n = 1, it is trivial. 
If the first part of Theorem 1 is true for n, let us consider the case n + 1. 
Consider a polynomial of degree n+l: f(A) = Xn+‘+qlXn+.. .+qnX+qn+l. The corresponding 
Hurwitz matrix is 
( 
Ql 1 0 0 . . . 0 
HQ = q3 q2 q1 
1 . . . 0 
. . . . . . . . . . . . . . . . . . 
q2n+1 42n q2n-1 q2n-2 ‘.. Qn+l 1. 
Define a polynomial of degree n: 
p(x) = [(2q1 - A).f(X + (-l)"+1kf-41 
2 
= dX” + (aq2 - Q3Y’ + 41Q3Xn-2 + (4144 - q5)A”-3 + .. . + (qlqn - &+1)X + QIQnflr 
whose Hurwitz matrix is 
HP = 
( 
q1q2 - q3 4: 0 . . . 0 
q1q4 - 45 q1q3 4142 -43 ..’ 0 
. . . . . . . . . . . . . . . 
414272 - q2n+1 q1q2n-1 q1q2n-2 - q2n-1 ... 41qn+1 
It is not difficult to see that the principal subdeterminants Dk of Hq have the same sign as that 
of matrix Hp. But from Lemma 2, p(X) E H*[X] if and only if q(X) E H*[X]. By induction 
assumption h(X) E H*[X], if and only if all principal subdeterminants of HP are nonnegative, 
hence, q(X) E H’[X] if and only if the principal subdeterminants of HP are nonnegative. Hence, 
the first part of Theorem 1 is proved for n + 1. 
Let f(A) = s(X)/r(X) E H*[X] be defined in (2) with r(X) E H*(X) and s(X) E H[X] be defined 
in Lemma 2. 
Suppose 
s(X) = A” + SrXm--1 +. . . + Smr 
7-(X) = A’ + $P +. . . + qJr, r+2k+m=n, r = r + 2k, 
By comparing the coefficients on both sides of the equation f(A) = s(X)r(X), one obtains the 
following relations: 
41 = Sl, 
q2 = ~2 + rlso, 
qj = sj + rlsj-2 + ..’ + rkSj-Zk, sj=Oifj<Oorj>m, 
j = l,...,n, SrJ = 1. 
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Since sj = 0 for j < 0 or j > n - r, one has qi = 0, j > n - T. Therefore, Dn-T+l = Dn-T+2 = 
. . = D, = 0. Substituting the above expressions into Dj, one obtains 
Sl 1 . . 0 
s3 + TlSl s2 + QSl . . . 0 
D, = s5 + 7-1~3 + ~2.~1 S4+TlS2+7-2 . . . 0 
. . . . . . . . . 
. . . sJ + rlsj_2 + ‘. ’ + l’ksj-2k . . . . . 
Sl 1 0 0 . . 0 
s3 s2 Sl 1 . . . 0 
= s5 s4 s3 s2 ... 0 
. . . . . . . . . . . . . . 
s2j-1 szj-2 SZj-3 s2j-4 ... s3 
Let Ej be the jth principal subdeterminant of H,, then by the Hurwitz-Routh criterion and the 
definition of j, one obtains Dj = Ej, j = 1,2,. , m and Dj = Ej = 0, j = m + 1, , m + 2k. 
Since m + r + 2k = n, one gets m + 2k = n - r, hence, D, > 0, j = 1,. 1 m and D, = 0, 
j =m+l,...,n. 
If DI > 0, Dz > 0,. . . , D, > 0, D,,,+l = ... = D, = 0, from the first part of this theorem, 
f(x) E H*[X], h ence, f(A) = s(X)r(X) with s(X) E H(X) and r(X) E H*[X]. Let degr(X) = T, 
then degs(X) = n - r. One need only to prove that n - r = m. 
From the above analysis, one sees that 
Dj = Ej > 0, j=l,...,m, 
Dj =O, j=m+l,...,n. 
Therefore, s(X) E H[J] and degs(X) = m, this implies that n - r = m. I 
PROOF OF THEOREM 2. For the proof of Theorem 2, we need a lemma, which can be found 
in [2]. 
LEMMA 3. (See 121.) A ssume h(cx(p);p) = det(a(p)B(p) + A(p)), where the function a(p) as 
well as the m x m matrices A(p),B(p) are smooth in 1-1 and a(p~g) = 0. If B(p) is nonsingular 
and rank(B(p)) = m - 1, then there exists a polynomial g(o(p),p) of cy of degree m - 1 with 
g(O,po) # 0 such that 
h(Q(P), P) = +)9(+)t r-l)- 
Let f(A) = q(X)r(X) with q(X) = X” + qlXm-’ + ... fq, E H[X], qj = qJ(p), j = 1,. ..,m, 
r(X) = (X2 + cG)X + P(p))” and a(O) = 0, ,8(p) > 0, 02(p) < 4P(p) for I_L E (--E,E), E > 0 
small. If we write r(X) = X2” + r1X2”-’ + . . + v&, then it is not difficult to obtain the following 
relations: 
r1 = ka, 
r2 = k@ + C~Q~, c-l& = m! 
n!(m - n)! ’ 
rg = k(k - l)c@ + Cza3, 
(10) 
r2(k-s) = 
c;c2ac;I;za2yjk-s-?, s = 1,2, . . , k - 1, 
r2k_2t+l = C c~-lc.sli 
k 2z+la 
2z-lpk-t-z+1 
i=o 
t=1,2 ,..., k. 
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Comparing the coefficients of both sides of f(A) = q(X)r(X) = An + pr A”-’ + . . + p,, one has 
Pl = 41 +r1, 
P2 = q2 + T2 + r1q1, Ti = 0 for j < 0 or j > 2k, 
qo=l, s=l,..., 72, 
Ps = 2 riQs-4, qj = 0 for j < 0 or j > m - 12 - 2k. 
i=l 
BY (10),(11), we obtain HP = Ho + aH1 + a2H2 + . . . + akH,_, with 
! 
Pl 1 0 0 . . . 0 
P3 p2 Pl 1 . * 0 
HP = P5 P4 p3 p2 ‘. . 0 , 
. . . . . . . . . . . . . , . . . 
P2n-1 P2n-2 p2n-3 p2n-4 ‘.. P, I 
Ho = 
i 
q1 1 0 0 
43 + Wq1 q2 + W 
q5 + k&s + C;-2P2qr q4 + k&z + Ck-2p2 q3 p;/3qI 
1 
q2 + k/3 
. . . . . . . , . . . 
i 
k 1 0 0 . . 
HI = 
kqa + C,lc,kz$ kql k 0 . . 
kqs + k(k - l)Pqz kqa + k(k - l)Pql kqz + k(k - 1)/3 kql . . 
. . . . . . . . . . . . . . 
Since q(X) E H[X], we have 
(11) 
. . 0 
. . 0 
. . . . 
. . . . . . I7 
0 
0 
0 . 
. . . i 
Dl(Ho) = Dl(H,) > 0, D2Wo) = Dz(H,) > 0, . . . , Gn(Ho) = Qn(Hq) > 0, 
Qn+j(Ho) = Qn+j(KJ = 0, .i > 1, 
an d 
D1(H1) = k > 0, D2(H1) = k2D1(Hq) > 0, . . , II, = kmDm(H,& > 0, 
D m+~+j(fh) = Dm+.y = 0, ii L 1, 
where Dk(H) denotes the kth principle subdeterminant of H, k = 1,2,. . . . By Theorem 1, and 
the above equations, we obtain for p = O(a(0) = 0), 
D&J > 0, Dz(H,) > 0, . ‘5 Dm(Hp) > 0, 
Dm+l(Hp) = . . = Dn(Hp) = 0. 
For Pk = Pk(ll), write Dm+l (HP) = D,+l(Ho(p) + a(,u)H~(p) + +a’). Since rankHI = 
m + 1, let H,(p) = HI(~) + c&2(p) + ... + okHk(p), then for 1~1 small, o(p) is also small and 
rankH,(p) = rankHr(p) = rank H*(O) = m + 1, rankHe = rank&(O) = m. By Lemma 3, 
there exists a polynomial g(o(p), p) of a: of degree m such that 
%+~(Ho(P) + ~(P)&(P)) = +)g(o(,l),/l)> 
with g(O,O) # 0. Write P(P) = Dm+l(Hp(~)) = o(c1)s(o(p), P), then 
did/4 = di4d 
dpi d@ 
9(0,0) = 0, i = O,l,. ,j - 1, 
p=o /1=0 
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and 
d%44 d-‘%4 
dP p=o 
=!mO) dl_L3 #O 
p=o 
The rest of Theorem 2 is evident, so we omit it. I 
REMARK 3. If f(A) = s(X)r(X), s(X) E H[X], r(X) = flyC1(X2 + +)A + &(/A))~J, p = 
(Pl, . . . ,pk) E Rk, p” = (p! ,..., p”,) E R” is fixed, p”j = (PI,...,P~,P~+I,.. .,pk), mj 1 1, 
j = l,..., k; q(c~‘j) = 0, Q;(P) < 4Pj(~) for IP - ~‘1 small pf # py, i # j. Suppose the 
conditions of Theorem 2 are satisfied for p = hy, j = 1,. . . , N, k = ml,. . . , mN. Then by small 
perturbation of p = (~1,. . . , pk), we can move all zeros of f(A) to the left side of the imaginary 
axis, that is, make f(A) E H[X]. 
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