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Analytic and passivity properties of reflection and transmission coefficients of thin-film
multilayered stacks are investigated. Using a rigorous formalism based on the inverse
Helmholtz operator, properties associated to causality principle and passivity are estab-
lished when both temporal frequency and spatial wavevector are continued in the complex
plane. This result extends the range of situations where the Kramers-Kronig relations can
be used to deduce the phase from the intensity. In particular, it is rigorously shown that
Kramers-Kronig relations for reflection and transmission coefficients remain valid at a fixed
angle of incidence. Possibilities to exploit the new relationships are discussed.
I. INTRODUCTION
Phase data have become a key in multilayer
optics since they drive resonance effects and
broad-band properties in most optical coatings
[1–4], with additional recent applications in the
field of chirped mirrors [5]. Moreover such data
provide a complementary characterization tool
to probe multilayers and solve inverse problems,
in order to check the agreement with the ex-
pected design, etc... For these reasons a num-
ber of optical techniques were developed to in-
vestigate phase data, in addition to reflection
and transmission energy coefficients. Ellipsom-
etry has widely been used in this context, but
provides differential phase data not available at
normal illumination. Absolute phase data are
more complex to extract and often involve in-
terferential techniques [6, 7] more sensitive to
the surrounding. Within this framework com-
plementary techniques to extract phase data at
low-cost with high accuracy remains a challenge
for a number of applications including optical
microscopy. Among them, the Kramers-Kronig
techniques deserve to be furthermore explored.
Kramers-Kronig relationships are classically
based on a causality principle which describes
the temporal behavior of a material submitted
to excitation [8, 9]. Such behavior can be seen
as the result of a linear filter, that is, the re-
sult of a convolution product between the input
excitation and another function characteristic of
the material microstructure (permittivity, per-
meability); this last function vanishes at nega-
tive instants, so that the material response at
time t depends on all excitation values at lower
instants (t ′ < t). Due to this intuitive prop-
erty, mathematical transformations emphasize
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2specific integrals in the Fourier plane that con-
nect the real (Re ε) and imaginary (Im ε) parts
of permittivity (for instance) [8, 9]. In other
words, it is well established that Im ε at one fre-
quency can be deduced from the values of Re ε
at all other frequencies, and conversely. This is a
general result for signals so-called causal signals.
Hence the amplitude reflection from a multilayer
should also follow the Kramers-Kronig criterion,
since the reflected field can also be written as the
result of a linear filter, where the characteristic
function is a double inverse Fourier transform
(over temporal and spatial frequency) of the re-
flection coefficient. In this case the consequence
is that the spectral phase of the stack can be
retrieved from the intensity spectral properties
of the same stack. Several authors have worked
on this topic in various situations of multilayers
[10, 11]. However, as pointed out in the litera-
ture, serious difficulties remain and result from
the existence of zeros in reflection spectra since
they produce branch points and cuts when the
complex logarithm is used [12–14] to separate
the phase from the modulus. In addition, to
our knowledge, a rigorous proof of the possibility
to use Kramers-Kronig relation at oblique inci-
dence has not been established.
In this paper, we use the techniques de-
rived in [15] to show new properties of reflec-
tion and transmission coefficients of multilayered
stacks. First, the usual analytic properties with
respect to the complex frequency z, currently
stated at normal incidence [11, 16], are gener-
alized to the complex wavevector k. This new
property extends the possibility to use the an-
alyticity for all angles of incidence from 0 to
90 degrees. Next, a second property, denomi-
nated by “passivity property”, shows that the
sum of the reflection coefficient with a phase
shift, exp[−iβ◦(ω, k)d ]+r(ω, k), cannot vanish in
an appropriate domain of the complex frequency
and wavevector. This passivity property makes
it possible to apply the complex logarithm with-
out alteration of the analytic properties with re-
spect to the complex frequency and wavevector.
They are used to propose alternative solutions to
retrieve the phase of reflection and transmission
coefficients. In particular, since the quantity
{1 + exp[iβ◦(ω, k)d ] r(ω, k)} cannot vanish, the
proposed alternative solutions for the reflection
coefficient do not use Blaschke factors [11, 16].
II. BACKGROUND
Throughout this article an orthonormal basis
is used: every vector x in R3 is described by its
three components x1, x2 and x3 (see Fig. 1). We
start with the usual Helmholtz equation in non
magnetic, isotropic and linear media, and in the
absence of sources. The time-harmonic electric
field E(x, ω) is the solution of
ω2µ◦ε(x, ω)E(x, ω)−∇×∇× E(x, ω) = 0 . (1)
where∇× is the curl operator, ω is the temporal
pulsation resulting from the Fourier decomposi-
tion with respect to time, µ◦ is the vacuum per-
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FIG. 1. Reflection and transmission coefficients of a
thin film multilayered stack.
meability, and ε(x, ω) the frequency-dependent
permittivity.
In the case of a stack of homogeneous layers
invariant in x1 and x2 directions (see Fig. 1),
a Fourier decomposition E(x, ω) −→ Ê(k, x3, ω)
with respect to the space variables (x1, x2) = v
is performed,
Ê(k, x3, ω) =
1
4pi2
∫
R2
exp[−ik · v]E(v, x3, ω) dv ,
(2)
where k = (k1, k2) is the two-dimensional wave
vector associated with the invariance planes of
the geometry. Then, the electric field Ê(k, x3, ω)
can be determined in all the multilayered stack
and the surrounding homogeneous media using
the admittance formalism [1] or transfer matrix
[1] formalisms. In particular, the field Ê(k, x3, ω)
is expressed in the surrounding homogeneous
media in terms of the reflection and transmis-
sion coefficients r(k, ω) and t(k, ω) of the field
amplitude.
In this paper, it is proposed to study the
properties of the reflection and transmission co-
efficients with respect to both the temporal fre-
quency and spatial wave vector extended to the
complex plane: in particular, the frequency be-
comes the complex number z = ω + iη, where η
is the positive imaginary part. It is stressed that
these properties are closely connected, not to say
equivalent, to causality principle. Indeed, from
the Paley-Wiener theorem (see theorem IX.11 in
[17]), analytic properties of a function imposes
to its Fourier transform to vanish in a domain of
the Fourier space. For exemple, the permittivity
ε(x, z) is an analytic function in the upper half
plane of complex frequencies z = ω+iη with pos-
itive imaginary part η. Using that ε(x, z) tends
to the vacuum permittivity ε◦ when |z| → ∞, it
follows that the electric susceptibility defined by
χ(x, t) =
∫
R
exp[−iωt] [ε(x, ω)/ε◦ − 1] dω (3)
vanishes for negative values of the time variable
t [here, notice that the symbol “t” is used for the
time variable, while the transmission coefficient
is denoted by “t(k, ω)”]. Indeed, in that case,
the integral over the frequency in the equation
above, can be computed by closing the integra-
tion path by a semi circle in upper half plane
which, in combination with the Cauchy’s theo-
rem, yields χ(x, t) = 0 if t < 0.
The amplitudes r(k, ω) and t(k, ω) of re-
flected and transmitted waves are generally used
to compute the Green’s function of the multi-
layered stack [18]. Here, on the contrary, it is
proposed to use the knowledge of the Green’s
function to deduce the properties of the reflec-
tion and transmission coefficients. In practice,
these properties will be derived from the inverse
of the Helmholtz operator (1) whose the Green’s
4function is nothing else than the kernel. In order
to address the most general properties of reflec-
tion and transmission coefficients, the Helmholtz
operator is rigorously defined in the next section
using the auxiliary field formalism [19].
III. INVERSE OF HELMHOLTZ
OPERATOR
We start with Maxwell’s equations. Let
E(x, t), B(x, t) and P(x, t) be respectively the
time-dependent electric, magnetic and polariza-
tion fields. Then,
ε◦ ∂tE(x, t) + ∂tP(x, t) =∇×B(x, t)/µ◦ ,
∂tB(x, t) = −∇×E(x, t) ,
(4)
where ∂t is the partial derivative with respect to
time. In addition to these equations, the electric
field is related to the polarization through the
constitutive equation
P(x, t) = ε◦
∫ t
−∞
χ(x, t − s)E(x, s) ds , (5)
where χ(x, t) is the electric susceptibility that
vanishes for negative times: χ(x, t) = 0 if t <
0. According to (3), the dielectric permittivity
is then defined as the Laplace transform of the
susceptibility
ε(x, z)
ε◦
= 1 +
1
2pi
∫ ∞
0
exp[izt]χ(x, t) dt . (6)
Since t is positive in the integral above, this per-
mittivity is well-defined for complex frequency
z = ω+ iη with positive imaginary part Im(z) =
η > 0. Moreover, its derivative with respect to
the complex frequency remains well defined since
the function in the integral
dε
dz
(x, z) =
ε◦
2pi
∫ ∞
0
(it) exp[izt]χ(x, t) dt (7)
has exponential decay for Im(z) > 0. It follows
that the permittivity ε(x, z) is an analytic func-
tion in the upper half plane of complex frequen-
cies z. Finally, it is well-known that, in passive
media, the electromagnetic energy must decrease
with time, and thus the permittivity must have
positive imaginary part [9]. In particular, the
function
σ(x, ω) =
ω Im ε(x, ω)
piε◦
≥ 0 (8)
takes positive values.
In order to define rigorously the inverse of
the Helmholtz operator, the auxiliary field for-
malism [15, 19, 20] is used. It is based on the
introduction of a new field A(t) denominated
auxiliary field which is added to the electromag-
netic field to form the total vector field F (t) =
(E(t),B(t),A(t)) [the only time-dependence of
the total field F (t) appears, the other depen-
dences are omitted]. Then, it can be shown that
Maxwell’s equations can be written as the uni-
tary time-evolution equation ∂tF (t) = −iKF (t)
where K is a time-independent selfadjoint opera-
tor [15]. Next, a Laplace transform like (6) is ap-
plied to this time-evolution equation to turn to
the complex frequency domain. Since the opera-
tor K is selfadjoint, the inverse [z−K]−1 is well-
defined for all complex number z with Im(z) > 0,
and is moreover an analytic function of z. Fi-
nally, the inverse of the Helmholtz operator is
5obtained by projecting the total fields F (z) on
the electric fields E(z) in the equation involving
the inverse [z−K]−1 [21]. Let P be the projector
defined by PF (z) = E(z). Then, the inverse R(z)
of the Helmholtz operator is defined by [21]
R(z) = P
1
z − K P . (9)
It can be checked that, from a rigorous calcu-
lation based on the Feshbach projection formula
[15, 22], the operator R(z) is precisely the inverse
of the Helmholtz operator defined by equation
(1). Since the projector P is z-independent, the
inverse of the Helmholtz operator has the same
analytic properties than the inverse [z − K]−1.
IV. GENERAL PROPERTIES OF
REFLECTION AND TRANSMISSION
COEFFICIENTS
The most general properties of reflection and
transmission coefficients are deduced from those
of the inverse Helmholtz operator R(z) intro-
duced in the previous section (9). Indeed, by def-
inition, the inverse R(z) is related to the Green’s
function G(x, y; z) by
[R(z)f ](x) =
∫
R3
G(x, y; z)f(y) dy , (10)
where f(y) is an “admissible” function. For ex-
ample, functions f(y) and h(x) can be chosen ar-
bitrary close to Dirac “functions” δ(y − y0) and
δ(x− x0) centered at y0 and x0: it implies that
∫
R3
h(x) [R(z)f ](x) dx =
∫
R3
δ(x− x0)
[∫
R3
G(x, y; z) δ(y − y0) dy
]
dx =
∫
R3
δ(x− x0)G(x, y0; z) dx
= G(x0, y0; z) ,
(11)
which shows that properties of the inverse R(z)
are directly transposable to the Green’s function
G(x0, y0; z). In the particular case of multilay-
ered stacks, the Fourier decomposition (2) is ap-
plied. The partial derivatives ∂/∂x1 and ∂/∂x2
in Maxwell’s equations are replaced by −ik1 and
−ik2, and the Fourier transformed G(x0, y0; z) is
denoted by Ĝ(k, x0, y0; z), where x0 and y0 are
the x3-component of the vectors x0 and y0. From
the expression of the Green’s function of multi-
layers [18], and choosing x0 and y0 at the top
(x3 = xu) or bottom (x3 = xd) interfaces delim-
iting the multilayer, it can be deduced that
Ĝ(k, xu, xu; z) = − z
2iβ◦(k, z)
[1 + r(k, z)] ,
Ĝ(k, xu, xd; z) = − z
2iβ◦(k, z)
t(k, z) ,
(12)
where β◦(k, z) is uniquely defined as the square
root β◦(k, z) =
√
z2ε◦µ◦ − k2 with positive
imaginary part. Note that β◦(k, z) is also an-
alytic for z with positive imaginary part.
We are now ready to derive the general prop-
erties of the reflection and transmission coeffi-
cients. The analytic properties are deduced di-
6rectly from relations (12) and (11). The an-
alytic property of inverse Helmholtz operator
R(z) implies the well-know result [10, 11] stat-
ing that the coefficients r(k, z) and t(k, z) are
analytic functions in the half plane of complex
frequencies z with positive imaginary part. We
propose herein to extend this property to the
complex wave vector k associated with the two-
dimensionnal invariance of the system. After the
Fourier decomposition (2), the partial deriva-
tives ∂/∂x1 and ∂/∂x2 in Maxwell’s equations
are replaced by −ik1 and −ik2. The resulting
Fourier transformed operator K̂(k) is selfadjoint
for real k1 and k2. Its definition can be extended
to complex k (i.e. the components κ1 and κ2 are
complex numbers) and, in that case, K̂(k) is no
more selfadjoint. Then, it can be shown that the
imaginary part of the operator [z− K̂(k)] defined
as
Im[z−K̂(k)] = 1
2i
{
[z−K̂(k)]−[z−K̂(k)]†
}
, (13)
only depends on the imaginary parts of z and
k. Simple calculations show that this imaginary
part above is semi-bounded:
Im[z − K̂(k)] ≥ Im(z)− c |Im(k)| , (14)
where |Im(k)| = √Im(k1)2 + Im(k2)2 and c =
1/
√
ε◦µ◦. It follows that this imaginary part
remains strictely positive if Im(z) > c |Im(k)|.
Under this condition, the corresponding inverse
[z − K̂(k)]−1 is analytic with respect to all the
complex variables z and k, which yields the fol-
lowing result.
Result 1. The reflection and transmission
coefficients, r(k, z) and t(k, z), are analytic func-
tions of the complex variables z and (k1, k2) = k
in the domain defined by Im(z) > c |Im(k)|.
Next, a new property is derived from an anal-
ogy with the passivity requirement for the elec-
tric permittivity. It is well-known that the pas-
sivity requires for the function ε(x, z) to have its
imaginary part to be positive, see equation (8).
Using a generalization [15] of the Kramers and
Kronig relations, it can be shown that
Im{zε(x, z)} ≥ Im{zε◦} > 0 . (15)
A similar relationship can be established for the
inverse of the Helmholtz operator from
−Im 1
z − K =
1
2i
[
1
z − K −
1
z − K
]
=
1
z − K Im(z)
1
z − K > 0 .
(16)
Again, this expression can be extended to com-
plex values of the wave vector k. According to
the relation (14), if Im(z) > c |Im(k)|, then the
inverse [z − K̂(k)]−1 is well defined and has pos-
itive imaginary part since
−Im 1
z − K̂(k)
≥
1
z − K̂(k)
[
Im(z)− c |Im(k)| ] 1
z − K̂(k)
> 0 .
(17)
It has to be noticed that, in the case of this “pas-
sivity” property, the extension to complex wave
vector k is of vital importance for the trans-
position to the coefficients r(k, z) and t(k, z)
at non normal incidence k 6= 0. Indeed, for
all propagative waves it is possible to choose
7k = zu with u2 <
√
ε◦µ◦, so that the rela-
tion Im(z) > c |Im(k)| remains true. Hence, the
square root β◦(k, z) in equation (12) can be writ-
ten β◦(k, z) = z
√
ε◦µ◦ − u2, and the following
result can deduced from (17) and the first line
of (12).
Result 2. The reflection coefficient r(k, z)
must satisfy
Re{1 + r(zu, z)} > 0 , (18)
where u is defined by k = zu and has modulus
square u2 < ε◦µ◦.
In practice, the function {1 + r(zu, z)} has
positive real part for all complex frequency z
with positive imaginary part, and for all fixed
angle θ from normal incidence defined by u2 =
ε◦µ◦ sin2 θ. Thus the result (18) can be ap-
plied to only propagating waves. For evanescent
waves, if the wave vector is written k = zu with
u2 > ε◦µ◦, both relations (16) and (17) need not
to be correct, and then there is no simple condi-
tion for the reflection coefficient.
Finally, an addionnal result can be obtained
evaluating the Green’s function at a distance d/2
above the top interface delimiting the multilay-
ered stack: x0 = y0 = xu + d/2. This distance
introduces the phase shift exp[iβ◦(k, z)d ] and the
first line of (12):
Ĝ(k, xu + d/2, xu + d/2; z) =
− z
2iβ◦(k, z)
{1 + exp[iβ◦(k, z)d ]r(k, z)} .
(19)
Thus the result 2 can be generalized as follows.
Result 3. The reflection coefficient r(k, z)
must satisfy
Re{1 + exp[iβ◦(k, z)d ]r(k, z)} > 0 , (20)
for all complex variables z and (k1, k2) = k in
the domain defined by Im(z) > c |Im(k)|.
It is stressed that the results 2 and 3 extend
the well known relation [11] derived from the cal-
culation of the Poynting vector flux for real fre-
quency and wavevector. Indeed, let z = ω be
purely real, then exp[iβ◦(k, z)d ] becomes a pure
phase shift with unit modulus. let d vary, then
relation (20) shows that r(k, z) is located on a
circle with radius below unity, i.e. |r(k, ω)| ≤ 1.
V. PHASE RETRIEVAL
A. Kramers-Kronig relations at a fixed
oblique incidence
In this section, the Kramers-Kronig relations
are used to retrieve the phase of reflection and
transmission coefficients from their modulus (in-
tensity of the field). Let f(z) be an analytic
function in the half plane of complex numbers
z with positive imaginary part, which vanishes
at the infinity: f(z) −→ 0 for |z| −→ ∞. Then
Kramers and Kronig relations leads to
Im{f(ω)} = 1
pi
P
∫
R
Re{f(ν)}
ω − ν dν , (21)
where the symbol P means that the Cauchy prin-
cipal value of the integral. In order to separate
the phase from the modulus of a function, it is
convenient to apply the complex logarithm ln. It
8is important to note that, the complex logarithm
must be applied to a non vanishing function to
preserve the analytic properties. This condition
will be ensured by the results 2 and 3 for the
function containing the reflection coefficient. As
to the transmission coefficient, the well know re-
sult on the Poynting vector flux can be used: for
Imz > 0
1− |r(k, z)|2 − |t(k, z)|2 > 0 . (22)
It implies that the modulus of the transmission
and reflection coefficients is strictly smaller than
unity. In particular, The transmission coefficient
t(k, z) must satisfy
| exp[iβ◦(k, z)d ]t(k, z)| < 1 , (23)
for all complex variables z and (k1, k2) = k in
the domain defined by Im(z) > c |Im(k)|. Also,
is well known that the transmission coefficient
cannot vanish [11] [t(k, ω) = 0 implies that the
field must vanish in all the space, which is impos-
sible when the multilayered stack is illuminated
by a plane wave]. Finally, it is stressed that the
extension of analytic properties to complex wave
vector, stated in result 1, is crucial to keep fixed
the angle of incidence for all (complex) frequen-
cies. Thus, for k = zu, the Kramers and Kronig
relations (21) can be applied to functions
ft(z) = ln{t(zu, z)} ,
fr(z) = ln{1 + exp[iβ◦(zu, z)d ]r(zu, z)} .
(24)
Thus we can propose solution to determine the
phase of the transmission and reflection coeffi-
cients using the relations
Phase{t(ωu, ω)} = 1
2pi
P
∫
R
ln |t(νu, ν)|2
ω − ν dν ,
Phase{1 + exp[iβ◦(ωu, ω)d ]r(ωu, ω)} =
1
2pi
P
∫
R
ln |1 + exp[iβ◦(νu, ν)d ]r(νu, ν)|2
ω − ν dν .
(25)
As a final step, the modulus and the phase of the
reflection coefficient r(ωu, ω) is directly deduced
from the knowledge of both the modulus and the
phase of { 1 + exp[iβ◦(ωu, ω)d ]r(ωu, ω)}.
It is stressed that our result, with the
wavevector k = zu related to the frequency z
to keep constant incidence angle, is more gen-
eral than one with the wavevector k set to a real
constant. Indeed, in the case where k is con-
stant, there is no need to extend the properties
stated for the frequency to complex wavevector.
Also, with k constant, the Kramers-Kronig re-
lations are difficult to exploit since the incident
angle varies according to the frequency, and es-
pecially both regimes of propagating and evanes-
cent waves are addressed when the frequency de-
scribe the whole spectrum.
In practice, the intensity is obtained in
a finite interval of frequencies while the use
of Kramers-Kronig relations requires measure-
ments over all the frequency spectrum. This
difficulty, which is not considered in this paper,
can be overcome by a normalization procedure
as proposed in [10].
In the next subsection, solutions are
discussed to measure the modulus (in-
tensity) of the functions |t(ωu, ω)|2 and
9|1 + exp[iβ◦(ωu, ω)d ]r(ωu, ω)|2 from which the
phase of reflection and transmission coefficients
can be deduced.
B. Discussion
First, it is stressed that our results provide
a rigorous proof showing that the techniques al-
ready established [10] to retrieve the phase from
the intensity can be used in non-normal inci-
dence. For instance formula (25) can be used di-
rectly for the transmission coefficient to retrieve
the phase of the transmission coefficient from the
measurement of the transmitted intensity.
As to the reflection coefficient, formula (25)
invites us to consider the quantity |1 + r(k, ω)|2
which is the field intensity at the top interface
delimiting the multilayered stack. This quan-
tity can be determined by measuring several
physical quantities. For instance, the fluores-
cence of excited atoms (or molecules) located at
the top interface can be directly related to the
the desired field intensity using the fluctuation-
dissipation theorem [23, 24]. To obtain this ef-
fect, it is necessary to add at the top interface
of the multilayer a very thin absorbing layer in
which the emitters are implanted. Note that
the additional layer has to be sufficiently thin
to avoid the significant perturbation of the re-
flectivity properties. Also, if some roughtness
is added to the top interface, then the scat-
tered intensity is proportionnal to the field in-
tensity. In such case, the knowledge of the fac-
tor of proportionality requires a precise knowl-
edge of the structure. It is stressed that this can
be probably more simple to obtain such factor
than the whole set of complex zeros of the re-
flection coefficient and the associated Blaschke
factors. Finally, it has to be noticed that the
reflected field can be superimposed to the inci-
dent field in order to obtain directly the quan-
tity |1 + exp[iβ◦(ωu, ω)d ] r(ωu, ω)|2 (see figure
2, lower panel). Here, the convenience to use
a setup like the one shown on figure (2) to ob-
tain |1 + exp[−iβ◦(ωu, ω)d ] r(ωu, ω)|2 has to be
compared with the direct measurement of the
phase, in order to estimate the relevance of such
a proposition.
VI. CONCLUSION
We went further in the investigation of
causality principles in the sense that some mul-
tilayer responses were shown to be analytic
when both Fourier variables (ω and k) are ex-
tended to the domain of the complex plane de-
fined by Im(z) > c|Im(k)|. This result al-
lowed us to extend the Kramers-Kronig re-
lationships to the more general situation of
oblique incidence. These relations can be ap-
plied to the complex logarithm of the energy
transmission function, but also to the quantity
ln |1 + exp[iβ◦(ωu, ω)d ] r(ωu, ω)|2, thus provid-
ing a new way to investigate phase. From the
point of view of experiment, this last quantity
can be approach with luminescence, scattering
10
determination of t(ωu, ω)
θ1 r(ωu, ω)
t(ωu, ω)
determination of r(ωu, ω)
1
exp[−iβ◦(ωu, ω)d ]
+r(ωu, ω)
r(ωu, ω)d/2
t(ωu, ω)
FIG. 2. Top panel: Direct determina-
tion of the transmitted intensity |t(ωu, ω)|2.
Lower panel: Determination of the quantity
|1 + exp[iβ◦(ωu, ω)d ] r(ωu, ω)|2 from which the
phase of the reflection coefficient r(ωu, ω) can be
deduced.
measurements, or using an interferometer.
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