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Abstrakt 
Práce se skládá ze dvou hlavních částí, části separační a diagnostické. Separační část je 
založena na statistickém modelu využívající barvy každého pixelu k určení, zda se jedná o 
pixel pozadí nebo popředí. V projektu využitá metoda je mixture of gaussians. Mixture of 
gaussians je vhodný pro dané použítí, protože výsledky testů obrazu nezávisí na světelnosti 
objektivu, ale spíše na barvách v pozadí. Proto se jeví metoda mixture of gaussians jako 
výborná volba. Výsledky dosažené s použitím této metody na skutečné sekvenci jsou 
prezentována v této práci.  Diagnostická část má za úkol identifikovat lidskou postavu ve 
scéně. Použitá metoda je ASM(Active Shape Models) s PCA(Principal Component Analysis). 
ASM jsou statistické modely tvarů lidských postav, které jsou deformovány do vhodného 
tvaru pro porovnání s objektem v novém obraze. 
 
Klíčová slova 
Active Shape Models, Principal Component Analysis, Směs gausiánů, Běžící průměrný 
gausián, detekce, klasifikace, separace 
 
 
Abstract  
The project consists of two distinct levels i.e. separation level and diagnostic level. At the 
separation level, statistical models of gaussians and color are separately used to classify each 
pixel as belonging to backgroung or foreground. Adopted method is mixture of gaussians.A 
mixture of gaussians model is suitable here because the results of the picture tests will not 
depend on the lens opening, but rather on the colors in the backgroung. A mixture of 
gaussians model for return data seems reasonable. The achieved results the used method on 
the real sequences are presented in the thesis. Diagnostic level is identified human body on 
the scene. Adopted method is ASM(Active Shape Models) with PCA(Principal Component 
Analysis). ASM are statistical models of the shape of human bodies which iteratively deform 
to fit to an example of the object in a new image.  
 
Keywords 
 Active Shape Models, Principal Component Analysis, Mixture of Gaussians, Running 
Gausian Average, detection, classification, separation 
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Úvod 
Semestrální projekt je zaměřen na návrh vhodných postupů zpracování obrazů pro detekci 
postavy v obrazové scéně. Jedná se o téma z oboru, který se pomocí počítačových algoritmů 
snaží napodobit lidské vnímání okolního světa a to především pomocí zraku. To co lidem 
přijde jako běžná věc, je pro počítač nepřekonatelný problém. Člověk vnímá své okolí pomocí 
svých smyslů a na základě takto získaných informací a svých předchozích zkušeností, dokáže 
dané informace zpracovat a téměř okamžitě reagovat. Liská intuice, předvídatelnost, 
přizpůsobivost a hlavně flexibilita jde jen stěží v takto velkém rozsahu napodobit 
počítačovým algoritmem, a proto se počítačové vidění omezuje spíše na konkrétní oblasti. 
 V této práci se převážně bude jednat o detekci postavy člověka na principu vytváření 
statistického modelu pozadí. Podstata této metody spočívá v modelování obrazu pozadí a 
v detekci obrazových bodů, které se vůči tomuto modelu pozadí mění. Metoda má několik 
přístupů, které budou v této práci objasněny a bude vybrán ten, který se bude nejlépe hodit 
dané problematice. Výběr bude kompromisem mezi dostatečnou funkčností a matematickou 
náročností, která je převážně závislá na výkonu použité výpočetní techniky.  
 V případě detekce pohybu bude použit algoritmus pro rozpoznání postavy člověka, 
zvířete, nebo třeba pohybující se předmět. V této práci budou popsány dva algoritmy pro 
detekci postavy. První bude na základě správně zvolených parametrů lidské postavy 
(specifická barva kůže, poměr výšky a šířky …) vyhodnocovat na kolik procent se jedná o 
postavu člověka. Druhý ze způsobů bude porovnávat předem definovaný soubor obrysů lidské 
postavy s postavou detekovanou v obraze a na základě shody určí zda se skutečně jedná o 
postavu člověka. Obě metody jsou dostatečně robustní pro detekci pohybujícího se člověka. 
Samozřejmě fungují jen za předpokladu, že detekovaná osoba nezná daný algoritmus a tudíž 
neví co musí udělat pro to, aby vyhodnocení bylo negativní. 
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1 Obraz, jeho zpracování a počítačová interpretace  
1.1 Definice obrazu a jeho základní vlastnosti 
Definice obrazu: V technické terminologii lze obraz označit za dvourozměrnou projekci 
trojrozměrné scény. 
Jas obrazu: Jas obrazu je parametr, který reprezentuje množství světelné energie přijaté z 
původní scény. Jeho velikost v jednotlivých pixelech určuje povrch a odrazivost těles, zdroj 
světla a jeho umístění ve scéně. 
Kontrast: Každý obrazový element má omezený počet hladin jasu. Vzdálenost mezi 
jednotlivými dvěma hladinami dvou vedlejších oblastí obrazových bodů (oblast je tvořena 
body o stejném jasu) je vlastnost obrazu nazývaná kontrast. Kontrast je tím vyšší, čí jsou 
hladiny dvou sousedních oblastí bodů vzdálenější. 
Ostrost obrazu:Tento parametr nám určuje ostrost hran mezi hranou tělesa a okolním 
prostředím. Zaostření je tím větší, čím je jas hrany zaostřeného objektu větší(menší) nežli jas 
okolního prostředí. Ostrost obrazu je závislá na správné ohniskové vzdálenosti záznamového 
zařízení(kinofilm, digitální senzor….) a zaostřeného předmětu. Čerpáno z [13]. 
 
Barevná hloubka: 
Barevný obraz 
Barevná hloubka je předpokládaný rozsah barev zařízení, na kterém se obraz bude 
prohlížet, nebo zpracovávat. Nejčastěji se používá kombinace barev v systému 
RGB. Tedy kombinace barev červená, zelená, modrá. Rozsah barev je omezen 
technickými parametry zařízení.   
Monochromatický obraz 
U tohoto typu obrazu se spíše než o barevnou hloubku jedná o hloubku jasu, 
jelikož se zde jedná hodnoty jasu. Jas je zde reprezentován hladinou šedi v 
rozmezí od bílé po černou. Barevná hloubka je tedy předpokládaný rozsah hladin 
šedi zařízení, na kterém se obraz bude prohlížet popřípadě zpracovávat. Informace 
čerpány z [2]. 
 
1.2 Zpracování obrazu 
Při zpracovávání obrazových dat se dostáváme do oblasti zpracovávání signálů, neboť 
statický obraz patří do skupiny signálů vícerozměrných. Obraz je tedy definován jako jasová 
funkce dvou prostorových souřadnic f(x,y). Funkci f nazýváme obrazovou funkcí. V případě 
obrazu měnícího se v čase, nebo objemových dat je funkce f rozšířena pro tři proměnné. Jedná 
se tedy o trojrozměrný signál. Dnešní technika dovoluje zpracovávat i čtyřrozměrná objemová  
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časově proměnná data. Využívá se toho běžně v tomografii. S očekávaným nárůstem výkonu 
výpočetní techniky bude možno zpracovávat a analyzovat mnohorozměrné signály přiměřeně 
komplikovanými metodami využívající složitých vnitřních vazeb mezi prvky a složkami 
takových signálů. Čerpáno z [13]. 
Ustálený název intenzitní obraz se používá při popisu statického obrazu definovaného 
skalární obrazovou funkcí f(x,y).  
Při snímání a zpracování obrazu dochází k částečné ztrátě informace a tím k degradaci 
obrazu. To znamená, že obraz může obsahovat různé nežádoucí poruchy, kterým se říká šum. 
Pro popis šumu se nejčastěji používá pravděpodobnostních charakteristik. Podle vzniku a 
závislosti na vlastním obrazovém signále dělíme šum na: 
1. Bílý šum 
Jedná se o matematicky idealizovaný model šumu , který v sobě zahrnuje 
všechny frekvence a zároveň představuje nejhorší možnou variantu. 
 
2. Aditivní šum 
Vzhledem k tomu, že přenosové kanály nejsou ideální, může při přenosu 
obrazového signálu vzniknout  šum, který je obvykle na obrazovém signále 
nezávislý. Lze ho popsat vztahem (1.1) 
 
 ),(),(),( yxvyxgyxf += , (1.1) 
 
 kde šum v a vstupní obraz g jsou nezávislé veličiny. 
 
3. Multiplikativní šum 
S případy, kdy velikost šumu závisí na velikosti obrazového signálu se můžeme 
setkat poměrně často. Je-li úroveň tohoto šumu vůči užitečnému signálu 
dostatečně velká nazývá se multiplikativní šum a lze jej definovat vztahem 
 
 ),(),(),(),( yxgyxvyxgyxf += . (1.2) 
4. Kvantizační šum 
Vzniká při převodu z analogového signálu na digitální a reprezentuje rozdíl mezi 
vstupním analogovým signálem a zakódovanými vzorky výstupního digitálního 
signálu. Čerpáno z [18]. 
5. Impulsní šum 
Jedná se o šum typu pepř a sůl, jedná se o bílé nebo černé body v obraze, které 
jsou způsobeny chybami v binárních obrazech. Čerpáno z [13]. 
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2 Analýza obrazu jako 2D objektu 
Celé zpracování je založeno na předpokladu, že se obraz bude získávat za pomocí 
digitální kamery, a že počítačová interpretace bude matice s rozměry danými rozlišením 
kamery s hodnotami určujícími barvu a jas v daném bodě. Rozlišení kamery bude mít vliv na 
přesnost měření a hlavně na dobu zpracování, která je k rozlišení přímo úměrná.  Každý 
systém zabývající se zpracováním obrazu se dá rozdělit na dvě hlavní části a těmi jsou 
předzpracování, které bude popsáno v následující kapitole a detektor. Detektor je část 
systému, který se zabývá rozpoznáváním určitých objektů v obraze. 
 
2.1 Předzpracování obrazu 
Předzpracování obrazu je důležitou operací ať už z hlediska snížení výpočetní 
náročnosti při provádění detekce, tak i pro to, že nějakým způsobem vhodně 
předpřipraví obraz tak, aby byl co nejvíce vhodný pro následující zpracování. 
Nejčastější operací předzpracování je filtrace šumu, který je velikým problémem při 
separaci objektů v obraze. 
Z praktického hlediska je u zašumělého obrazu nutné nastavit hladinu detektorů 
pro detekci pohybujících se postav o mnoho víš aby byl schopen detekovat pohybující 
se objekt, než by tomu bylo u obrazu, který je šumu zbaven a to dokonce i v případě, že 
došlo při tomto filtrování k částečné ztrátě některých informací pohybujícího se objektu 
(například rozmazání hran). 
Celkově se při předzpracování jedná  o to poslat detektoru obraz s co nejmenším 
množstvím pixelů, ale takový, kde informace pozadí a popředí budou od sebe v co 
největší možné míře odlišeny. Čerpáno z [3]. 
2.1.1 Prahování (Thresholding) 
Jedním z bodových operátorů, který byl využit je prahování, tedy segmentování 
obrazu na základě jasu. Prahování je (v nejběžnější podobě) operace, která podle předem 
zvolené hranice jasu zobrazí vše pod touto hranicí jako 0, tedy černě a vše nad zvolenou 
hranicí jako 1, tedy bíle. Tím vznikne matice, která bude mít pouze dvě hodnoty jasu. 
K interpretaci těchto hodnot jasu stačí pouze jeden bit, a proto úpravou tabulky jasu lze 
vytvořit tzv. digitální matici. Tato operace je výhodná jak pro výkon, tak i pro paměť 
výpočetní techniky, protože není zapotřebí počítat s osmibitovými čísly, ale pouze 
s jednobitovými. Dochází sice k degradaci obrazu, ale často je tento postup žádoucí, 
třeba při porovnávání tvarů objektů. Příkladem využití je například detektor, který 
pracuje na základě rozdílu mezi dvěma snímky a umožňuje provést finální výpočet, 
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 kolik je mezi snímky odlišných pixelů. Výsledek po aplikaci filtru rozdělí tedy pixely 
na bílé (rozdíly mezi snímky) a černé. Filtr se nepoužívá na úpravu snímku před 
vstupem do detektoru, protože při jeho aplikaci je odstraněna většina informace a 
výsledkem jsou pouhé siluety objektů. Čerpáno z [17]. 
2.1.2  Erosion 
Tento druh filtru je aplikován na monochromatický obraz a nejčastějším využitím je 
scéna, kde je zapotřebí vyplnit celistvé siluety objektů jednou barvou a hlavně 
odfiltrovat osamocené skupinky pixelů. Konkrétním případem může být takový, kde 
nám třeba po odečtu snímku vzniknou siluety různých pohybujících se předmětů, nebo 
postav v obraze, ale vlivem šumu se tam můžou objevit osamocené malé skupinky 
pixelů. Díky tomuto filtru se dají tyto skupinky pixelů úplně odstranit, aniž bychom 
přišli o důležité informace o pohybujícím se předmětu. Čerpáno z [17]. 
2.1.3 Dilatation 
Tento filtr je opakem filtru Erosion. Jedná se také o filtr, který je aplikován na 
monochromatický obraz, kde naopak zdůrazňuje ty části obrazu, které obsahují tvary. 
Díky tomuto filtru dochází k zvětšování hranic objektů v obraze na základě podobností 
s dosavadní hranicí. Efekt filtrů erosion a dilatation je názorně vidět na následujícím 
obrázku. Čerpáno z [17]. 
 
 
  Obr. 2.1 Ukázka filtru erosion a dilatation a)původní obrázek b)filtr erosion c)filtr dilatation 
 
 
 
a        b           c 
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2.1.4 Filtry založené na principu konvoluce 
Tyto filtry fungují jako klasické digitální propusti ve 2D rozměrném obraze. To o 
jaký  typ filtru se jedná určuje maska, která je použita. Princip těchto filtrů je 
jednoduchý. Každý obrazový pixel je průměrován s pixely ve svém nejbližším okolím. 
Princip jakým způsobem se to provádí je vidět na obrázku 2.2. Pokud je použit filtr typu 
dolní propust jsou z obrazu filtrována místa s hranami předmětů.  Výsledný efekt je 
potom takový, že dojde k rozmazání obrazu. Tento druh filtru se používá v oblastech 
kde se objevuje gaussovský šum, nebo šum  typu pepř a sůl.  Dalším typem filtru, který 
se často používá jsou takzvané hranové detektory. Jedná se o filtry typu horní propust. 
Tyto filtry mají za úkol separovat z obrazu jen hrany objektů. Dají se velice dobře použít 
pro nalezení oblastí přechodu předmětů a tím nalézt jejich hranice.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 2.2 Princip  filtru na principu konvoluce 
 
5 8 12 50 255 255 
2 7 89 255 255 255 
11 89 2 255 255 255 
167 2 255 255 255 255 
50 11 255 255 255 255 
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Originální obraz 
Obraz s hodnotami 
reprezentující jas 
Maska filtru 
Filtrovaný obraz 
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3 Metody detekce pohybujících se předmětů v obraze 
Obrazová scéna se dá rozdělit na dvě části. První část jsou statické a pomalu se 
pohybující věci ve scéně, definovány buď velice malou změnou hodnot obrazových 
pixelů, nebo dokonce žádnou změnou tvořící tyto oblasti obrazu. Tato část se nazývá  
pozadí obrazu. Druhou částí jsou skupiny obrazových bodů tvořící objekty v obraze 
s rychlou změnou hodnot pixelů. Tyto objekty budou dále nazývány jako popředí 
obrazu.  
Do popředí obrazu mohou být často zahrnuty i objekty, které by měli patřit spíše 
do pozadí obrazu. Může to být způsobeno například oscilací kamery, kdy vzniká 
v obraze šum, který způsobuje rychlé změny pixelů a ty jsou potom nesprávně 
interpretovány jako součást popředí. Dalšími objekty, které se nesprávně interpretují 
jako popředí jsou předměty, které se sice pohybují, ale ve skutečnosti jsou součástí 
pozadí. Příkladem těchto objektů je například listí pohybující se ve větru. Všechny 
metody, které se snaží detekovat pohybující se objekty v obraze jsou založeny na 
principu oddělení popředí od pozadí obrazu a tím se snaží odseparovat pohybující se 
objekt. Nejjednodušším řešením je si vytvořit model pozadí a vše co do modelu nebude 
podle daných kriterií náležet bude považováno za objekty popředí. 
V následujícím textu budou popsány metody detekce pohybujících se objektů 
počínaje metodou prostého odečtení snímků, která sice nevytváří konkrétní model 
pozadí, avšak popisuje základní princip, na který ostatní metody navazují. Jako poslední 
zde bude rozebrána metoda mixture of gaussian. Tato metoda bude v textu velice 
podrobně popsána. Jedná se o velice robustní metodu schopnou odlišit objekty i za 
situace, kdy je velice nepříznivé prostředí. 
. 
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3.1 Metoda rozdílu snímků (Frame difference)  
Celý princip této metody je založen na odečítání jednoho nebo více po sobě 
jdoucích snímků. Pozadí je tedy dáno pouze předchozím, popřípadě více předchozími 
snímky obrazové scény, od kterých se aktuální snímek odečítá. Určení zda se jedná o 
pixely pozadí, nebo popředí je dáno následujícím vztahem  3.1  
 
 
hnn TyxIyxI >− − ),(),( 1  , (3.1) 
 
kde Th  je práh, který nám určuje jak velká musí být změna, aby byl daný pixel přiřazen 
do popředí. Veličina I(x,y)n určuje hodnotu pixelu v čase n. Pro obraz tvořený jasovými 
složkami je I pouze skalár, pro jiné barevné modely například RGB se jedná o vektor 
složený z daných barev. Největším nedostatkem této metody je její citlivost na volbu 
prahu v závislosti například na šumu, nasvětlení scény, nebo její dynamičnosti. Další 
nevýhoda spočívá v principu, ze kterého je vidět, že se jako pixely popředí zobrazují 
pouze hodnoty na okraji objektu. Pohybující objekt je tedy tvořen jen svou hranicí a to 
kolikrát ještě neuzavřenou.  
 Z daných nevýhod lze odvozovat, že tato metoda je samostatně nepoužitelná, a 
také v praxi se vyskytuje pouze v kombinaci s jinou metodou. Jediné co patří mezi její 
klady, je nízká výpočetní náročnost. 
 
3.2 Metody modelování pozadí (Beackground Substraction) 
Princip modelování pozadí je nejčastěji užívám pro detekci pohybujících se 
objektů v obraze a poslední dobou se zde objevilo mnoho nových přístupů.  Základní 
princi však zůstává pořád stejný a je založen na tom, že se nejprve vytvoří model pozadí 
a to většinou na úrovni pixelů, vyjadřující nejpravděpodobnější barvu, nebo jas v daném 
okamžiku. A dále na základě změn daného pixelu v čase se aproximuje jeho rozložení 
pravděpodobnosti. Tento postup se provádí pro všechny pixely obrazu pozadí. Čerpáno 
z [13]. 
Detekce spočívá v porovnávání aktuální hodnoty jednotlivých pixelů In(x,y) 
s modelem pozadí reprezentovaného Bn(x,y) a to podle následujícího vztahu  
 
 
hnn TyxByxI >− ),(),(  (3.2) 
 
a tím určení zda daný pixel patří pozadí, nebo popředí. Parametr Th je práh. Pomocí 
kterého dojde k rozhodnutí. Čerpáno z [7] 
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Modely pozadí se dají rozdělit podle časové tvorby pozadí na dvě základní skupiny. 
Čerpáno z [7] 
a) Statické  
Tento typ modelu vypočítává model pozadí v první fázi učení. Pozadí se 
s průběhem detekce nijak neobnovuje. 
Výhody: 
- jednoduché na matematické zpracování a s tím související 
zatížení procesoru 
Nevýhody: 
- model pozadí se musí získávat jako sekvence snímků bez    
popředí 
- špatná reakce na změnu osvětlení a na dlouho trvající změny 
scény 
 
b) Dynamické 
Tento typ modelu si průběžně dopočítává model pozadí a tím ho udržuje 
aktuální 
 Výhody: 
- možnost reagovat na dlouho trvající změny scény a na 
změnu osvětlení 
Nevýhody: 
- velice citlivý na parametr rychlosti učení 
- vyšší matematická náročnost 
- vytváření tzv. duchů v obraze 
3.2.1 Running gaussian average 
Tato metoda vychází z normálového rozložení pravděpodobnosti (µ,σ). Pro každý 
pixel se vypočítává jeho střední hodnota a směrodatná odchylka. Tyto dva parametry 
jsou každý nový obrazový pixel přepočítávány na novou hodnotu a tím je dynamicky 
obnovován model pozadí. Předpokládá se, že hodnoty pozadí se náhodně mění přibližně 
podle normálového rozdělení. To znamená, že pokud je hodnota pixelu uvnitř gaussovy 
křivky jedná se o pixel pozadí a pokud je jeho hodnota mimo gaussovu křivku jedná se o 
hodnotu popředí. Normálové rozložení pravděpodobnosti je dáno křivkou dle obrázku 
3.1, která je dána funkcí dle následujícího vzorce:   
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Obr. 3.1 Funkce normálového rozložení pravděpodobnosti (gaussián) 
 
V případě, že je daný pixel klasifikován do pozadí je střední hodnota přepočítána 
podle následujícího vzorce 
 
 ttt yxI µααµ )1(),(1 −+=+ , (3.4) 
 
kde α je časová konstanta stanovená na základě dynamiky snímané scény. 
Parametr µ určuje střední hodnotu normálového rozložení v čase t a parametr I je 
hodnota aktuálního pixelu, nejčastěji hodnota jasu.Čerpáno z [15]. 
Pro určení gaussovy křivky je potřeba parametr směrodatné odchylky, která je 
přepočítávána podle následujícího vzorce 
  
 ( ) ( ) 2212 1),( tttt yxI σαµασ −+−=+ . (3.5) 
 
Z daných vzorců vyplívá, že s každým novým pixelem nepatřícím do popředí je 
přepočítána gaussovská křivka a tím i upraven model pozadí. Díky tomu se i pomalé 
děje scény(například přivezený vozík na chodbě) dokáží touto metodou eliminovat. 
Právě pomocí parametru α se dá určovat jak rychle se daný nový objekt začlení do 
modelu pozadí. Bohužel je tato metoda stále hodně náchylná na rychle se měnící děje ve 
scéně jakými je třeba třepání listí ve větru, které jsou vyhodnocovány jako pixely 
popředí, ikdyž patří do modelu pozadí. Čerpáno z [15]. 
Pro jednodušení testování zda se jedná o pixel popředí, nebo pozadí lze použít 
následující vzorec, který je popsán v [15]: 
 
 |It(x.y) - µt| > Th, (3.6) 
 
kde Th je práh, který se určuje jako kσ. 
 
- 23 - 
 
3.2.2 Mixture of gaussians 
Mixture of gaussians přímo vychází z předchozí metody, avšak řeší některé její 
nedostatky. Tato metoda je natolik komplexní, robustní a zároveň dostatečně variabilní, 
že nepotřebuje k detekci pomocné metody typů tří-snímkových rozdílu. Přitom princip 
metody je dostatečně jednoduchý na snadnou implementaci. Čerpáno z [13] 
Princip této metody je založen na modelování jednotlivých pixelů pozadí za 
pomocí několika gaussových rozložení(tzv.gaussiánů), které reprezentují vlastnosti 
jednotlivých pixelů pozadí. To znamená, že každý pixel je popsán skupinou gaussiánů, 
avšak ne všechny gaussiány lze považovat za prezentaci pozadí. Do reprezentace pozadí 
se řádí pouze ty gaussiány, které mají dostatečně nízký rozptyl a také jejichž pixely se 
objevují s vysokou četností.  Naopak za hodnoty pixelů popředí jsou považovány ty 
hodnoty, které do oblasti těchto gaussiánů nenáleží. Avšak i tyto pixely se podílí na 
změně modelu pozadí tak, že ovlivní nejméně významný gaussián s největším 
rozptylem. Z daného principu je vidět, že oproti předchozím metodám bude tato metoda 
mnohem náročnější na systémové prostředky, protože u každého pixelu se bude muset 
ukládat několik parametrů určující jednotlivé gaussiány. To jak velké paměťové zatížení 
bude potřeba je určeno počtem modelovaných gaussiánů. V daném projektu se počítá 
s třemi gaussiány. Čerpáno z [6] 
Nyní zde bude podrobně popsán princip metody a význam všech parametrů, které 
budou použity. Protože se jedná o pravděpodobnostní funkce, lze průběh výskytu 
hodnot pomocí této funkce popsat. Jako popis výskytu hodnot jednoho pixelu za čas n 
bude použito označení X1 - Xn . V případě, že se jedná o obraz v barvách šedi je Xn 
pouze skalár, v případě RGB barevného modelu se jedná o vektor.  Zobrazování hodnot 
pixelů lze vyjádřit pomocí následujícího vzorce: 
 
 { } { }ntxIXXXX tn <<= 1:)(,, 321 L , (3.7) 
 
kde It(x) vyjadřuje hodnotu pixelu v čase t. Čerpáno z [9]. 
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V ideálním případě, kdy by se jednalo o konstantně nasvětlenou scénu (což je 
nepravděpodobné v závislosti na denním světle) se hodnota pixelu bude měnit pouze 
nepatrně. Do změn hodnot pixelů může zasáhnou ještě aditivní šum, který vzniká při 
digitalizaci obrazu kamerou. Právě pro tyto a další možné změny v obraze nejde 
všechny případy hodnot pixelů postihnout pouze jedním gaussiánem. Jedním 
z nejhorších případů je několikrát zmíněný pohyb listí, nebo třeba i zářivka v obraze 
dokáže vyvolat rychlé změny, které sice člověk není schopen okem zachytit, ale kamera 
s vyšší frekvencí záznamu je schopna tuto rychlou změnu zaznamenat. Protože je tato 
změna rychlá, ale přitom se převážně jedná o dvě převládající hodnoty, jde ošetřit dvěmi 
gaussiány, kdy každý dokáže vyjádřit pravděpodobnost výskytu dané skupiny 
hodnot(například pixel listu/ pixel větve). Blízká minulost každého daného pixelu je 
modelována právě K gaussiány a její pravděpodobnost lze vyjádřit vztahem 
 
 ),,()( ,,, titi
K
li
ttit CXXP µηω∑
=
⋅= , (3.8) 
kde ωi,t je odhad váhy přidělené i-tému gaussiánu v čase t, µi,t, a Ci,t  jsou střední 
hodnota a kovarianční matice i-tého gaussiánu ve tvaru 
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 v čase t, η je Gaussovská funkce hustoty pravděpodobnosti definovaná vztahem: 
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kde n je pro RGB systém roven hodnotě tři (dáno počtem barevných složek). Čerpáno 
z [6] 
Vzhledem k předpokladu, že jednotlivé složky systému RGB nejsou na sebe 
závislé a také jejich rozptyl je přibližně stejný se dá kovarianční matice zjednodušit do 
tvaru: 
 IC ktk
2
, σ= . (3.11) 
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Samozřejmě předchozí vzorce počítali s použitím RGB barevného modelu, čímž se 
taky vysvětluje vzorec 3.10. Jedná se o vzorec gaussovského rozdělení pro více 
rozměrné signály. Za použití RGB se jedná o více rozměrný signál, protože má tři 
barevné složky a čas. V případě použití šedotónového obrazu, kdy se nám signál zmenší 
do dvourozměrného se daná funkce zjednoduší na tvar dle vzorce 3.3, tedy na základní 
tvar gaussovského rozdělení. Příklad mixture of gaussians s třemi gaussiany pro 
dvourozměrný obrazový šedotónový signál s vyznačenými základními parametry je na 
obrázku 3.2. Čerpáno z [8]. 
 
 
 
 
 
 
 
 
 
Obr. 3.2 Model pozadí jednoho pixelu šedotónového obrazu 
 
Každá aktuální hodnota Xt  se kontroluje s K gaussiány a zároveň ovlivňuje 
model pozadí a to i v případě, že se nejedná o hodnotu pozadí. Kontrola s jednotlivými 
gaussiány se provádí pomocí následujícího vztahu: 
 
 σµ 5,2<−tX . (3.12) 
 
V případě, že se jedná o barevný systém RGB je tato hodnota počítána pro všechny tři 
barevné složky a vyhodnocena jako hodnota pozadí, jen za předpokladu, že podmínka 
bude platit pro každou ze tří složek. Pokud podmínka neplatí ani pro jeden z K 
gaussiánu je aktuální pixel považován za hodnotu popředí a nejméně pravděpodobné 
rozložení  je nahrazeno rozložením se střední hodnotou rovnou Xt  s velkou hodnotou 
rozptylu a nízkou váhou ω. U každého z K gaussiánů je v čase t přepočítána váha ω 
podle následujícího vztahu: 
 
 ωk,t = (1-α)ωk,t-1 + α(Mk,t), (3.13) 
 
kde α je konstanta rychlosti učení a Mk,t nabývá hodnoty 1 pro gaussian, pro který 
došlo ke shodě s Xt a 0 pro všechny ostatní gaussiány. Čerpáno z [5] 
In 
µ2 µ1 µ3 
ω 
T 
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Pro každé X v čase t se přepočítávají hodnoty µ a σ pouze u gaussiánu, u kterého  
došlo ke shodě. To znamená, že u ostatních gaussiánů zůstanou tyto parametry 
nezměněny. Vztahy pro přepočet µ a σ u patřičného gaussiánu je 
  
 
ttt Xρµρµ +−= −1)1( , (3.14) 
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kde ρ je vypočítáno dne vztahu: 
 
 ),|( kktX σµαηρ = , (3.16) 
 
protože je to však velice náročné na výpočet, dá se tento vzorec dle vysvětlení v [8] 
zjednodušit do tvaru: 
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Ze vztahů je patrné, že se aktualizuje pouze ten gaussian, u kterého se aktuální 
hodnota pixelu shoduje. Tento princip je rozhodující, protože  při výskytu objektu 
nenáležícímu k pozadí nedojde k destrukci modelu, ale pouze k jeho upřesnění a to 
tak, že daný nový objekt bude zastoupen jedním z gaussiánů. Pokud se daný objekt 
bude v obraze na stejné pozici nacházet určitou dobu bude postupně zahrnut do pozadí 
a to tak, že s postupujícím časem četnost gaussiánu reprezentujícího hodnotu pixelu 
nového objektu přesáhne četnost původního gaussiánu, avšak parametry původního 
gaussiánu, kterými jsou střední hodnota µ a rozptyl σ budou zachovány. V případě, že 
bude předmět přemístěn, nebo bude z obrazu odebrán bude návrat k původní hodnotě 
pozadí mnohem rychlejší. Čerpáno z [13] 
Jak je patrné z předchozího odstavce nemusí všechny gaussiány náležet modelu 
pozadí. Záleží zde na parametru ω, který určuje četnost s jakou se daný gaussián 
objevuje v pozadí a dále na směrodatné odchylce σ, která se zvyšující se četností 
daného gaussiánu zmenšuje. Z toho vyplívá, že nejvíce pravděpodobný gaussián je 
ten, který má nejvyšší hodnotu ω a co nejmenší hodnotu rozptylu σ. Protože ne 
všechny gaussiány patří do pozadí je nutné na základě těchto dvou parametrů určit, 
které gaussiány jsou zahrnuty do modelu pozadí a které nikoli.  
Jako nejlepší postup se jeví seřadit si sestupně gaussiany podle parametru ω/σ . 
Z předchozího textu je patrné, že za použití tohoto poměru bude výsledkem hodnota, 
která nám určí jednotlivé gaussiány podle pravděpodobnosti výskytu. Tento poměr 
bude mít výsledné číslo větší, čím menší bude směrodatná odchylka a čím větší bude 
četnost. Při seřazení dostaneme tedy řadu kde na začátku bude nejpravděpodobnější 
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 gaussian a na konci nejméně pravděpodobný. Poslední gaussian bude nahrazen 
novým gaussianem v případě, že se objeví pixel, který nebude náležet žádnému 
z dosavadních gaussiánů. Určení, který z gaussiánů je zahrnut do pozadí se provádí 
podle následujícího vztahu  
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kde se určuje kolik z prvních  B gaussiánu patří modelu pozadí. Hodnota T je práh 
určující dělící rovinu pro gaussiany modelu pozadí. V případě volby malé hodnoty 
prahu T bude daná soustava schopna reagovat pouze na malé změny(šum, pomalá 
změna osvětlení) signálu a tím se degraduje pouze na tzv. unimodální model. 
Z předchozího podrobného popisu principu metody je jasně vidět, že se jedná o 
velice robustní metodu. Samozřejmě výpočetní náročnost, ale zároveň přesnost je dána 
počtem použitých gaussiánů pro modelování jednotlivých pixelů pozadí, proto je 
nutné volit kompromis mezi dostatečnou přesností, ale i dostatečně rychlou odezvou. 
Pro vylepšení vlastností se po této metodě může na obraz použít některý z filtrů typu 
erosion, nebo filtr na principu konvoluce. Jak již bylo naznačeno, tak robustnost této 
metody je do značné míry vykompenzována vysokou paměťovou náročností. 
Například při použití obrazu v barevném prostoru RGB, kde každá barva bude 
reprezentována třemi gaussiány a vstupní obraz bude mít rozlišení 640x480 pohybuje 
se paměťové místo pro uložení modelu pozadí kolem 44MB. Vzhledem k dnešní 
počítačové technice je tato velikost do značné míry zanedbatelná, avšak nejedná se 
zrovna o malý paměťový prostor. Navíc je v této velikosti započten pouze model 
pozadí. V případě použití grafického prostředí a dále také k implementaci této metody 
bude nutno použít i další pomocné proměnné čímž se použitý paměťový prostor ještě 
zvýší. Proto je nutné při implementaci volit citlivě typy proměnných. Paměťová 
náročnost se kromě volby vhodných proměnných dá snížit také tím, že bude použit 
vstupní obraz s menším rozlišením a hlavně je dobré daný obraz přepočítat do obrazu 
šedotónového. Pro šedotónový obraz postačí pro reprezentaci pozadí pouze tři 
gaussiány. Tím klesne paměťová náročnost o 66%, avšak dojde k poklesu citlivosti 
dané metody. V šedotónovém obraze může dojít k tomu, že dvě různé barvy mohou 
mít stejný odstín šedi. To samozřejmě způsobí horší rozlišitelnost pixelů popředí od 
pixelů pozadí. Cyklus jednoho děje této metody je vidět na následujícím vývojovém 
diagramu. Čerpáno z [7] 
 
- 28 - 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 5.3 Vývojový diagram jednoho cyklu metody mixture of gaussians 
Aktuální pixel 
Test shody aktuálního 
pixelu s K gaussiany 
Došlo ke 
shodě 
s některým 
z K  
gaussiánů? 
Aktualizace parametru 
gaussianu shody 
Jedná se o 
gaussián 
pozadí? 
Nahrazení gaussiánu 
s nejnižší váhou ω, 
gaussiánem se střední 
hodnotou rovnou 
aktuální hodnotě pixelu 
Pixel patří  popředí Pixel patří pozadí 
 
Setřídění gaussiánů 
sestupně podle 
parametru ω/σ 
 
Test gaussiánu zda patří 
k pozadí 
NE ANO 
NE 
ANO 
Aktuální model pozadí 
reprezentovaný K 
gaussiany 
- 29 - 
 
4 Rozpoznávání objektů 
Rozpoznávání obrazu jde rozdělit do tří částí, které ve výsledku dají odpověď zda 
daný objekt je skutečně to za co ho považujeme. První a zároveň nejtěžší část je 
segmentace obrazu. Jedná se o analýzu obrazu, která vede k separaci objektu z obrazu. 
Za objekty se zde považují takové objekty, které jsou bodem zájmu v dalším průběhu 
zpracování. Výsledkem segmentace je tedy rozdělení obrazu na čísti, které potom 
podstoupí popis a následnou klasifikaci, což jsou další dvě části v procesu rozpoznávání 
objektů. Čerpáno z [10]. 
Za segmentaci u dané problematiky tohoto projektu se dá považovat předchozí 
metoda detekce objektu. V podstatě nám tato metoda odseparuje potřebné objekty. Další 
segmentace se prování pouze pro upřesnění potřebných parametrů obrazu, detekce hran, 
nebo texturní analýzy. 
Některé přístupy k segmentaci: 
- segmentace podle parametrického obrazu, 
- regionově orientovaná segmentace, 
- hranově orientovaná segmentace, 
- segmentace s využitím pružných kontur, 
- segmentace podle vzorů, 
- segmentace pomocí matematické morfologie. 
Popis obrazu, nebo spíše popis objektů z předchozí segmentace. Existují dva 
přístupy. První je založen na kvantitativním přístupu, tedy popis objektu pomocí 
souboru číselných charakteristik. Mezi takové parametry mohou patřit velikost objektu, 
kompaktnost apod. Druhou možností je popis relací mezi objekty a jejich tvarové 
vlastnosti. Tomuto přístupu se říká kvalitativní. Podle toho jak budou následně 
zpracovány hodnoty při klasifikaci se vybírá daný přístup. Zde budou popsány dvě 
metody popisu obrazu lidské postavy, kdy každá reprezentuje jeden z popsaných 
přístupů. V projektu budou otestovány obě metody.  
Klasifikace je finálním krokem, při které se určí na základě informací z popisu, zda 
se jedná o uvažovaný objekt či nikoli. V případě tohoto projektu se bude jednat o 
jednoduchou klasifikaci, kde se bude procentuálně určovat, zda se jedná o postavu 
člověka, či o jiný pohybující se objekt v obraze. Výstupem z programu tedy bude 
procentuální pravděpodobnost s kterou se jedná o postavu člověka. Při stanovení prahu 
od kterého je objekt považován za postavu člověka, může být výsledkem hodnota 
true/false. 
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4.1 Identifikace na základě pevně zvolených parametrů postavy 
Tato metoda patří do skupiny kvantitativních. Jedná se zde o nalezení co nejvíce 
parametrů charakteristických pro lidskou postavu. Lidská postava má určité 
charakteristické vlastnosti, kterých se dá využít. Nejprve tu tedy bude rozebráno lidské 
tělo po antropometrické stránce. Tvar ani stavba lidského těla nebyla vytvořena 
genetikou po generacích vývoje nahodile, ale jsou úzce spojeny s funkčností. Funkce 
určuje tvar těla. Základem tvaru lidského těla je především kostra, dále svaly a kůže. 
Kostra v podstatě určuje proporce těla, jakými jsou jeho délkové rozměry. Působením 
svalů na pohyblivé části kostry jsou jednotlivé články těla uváděny do různých poloh, ať 
už klidových (stoj, klek atd.), tak pohybových (chůze, skok, běh, pád atd.). Při pohybu 
vzniká neomezené množství rozličných forem. Tvar těla a třeba i barva kůže jsou ještě 
ovlivňovány dalšími faktory, jakými jsou pohlaví, věk, konstrukční typ a rasa. 
Stanovení typů je mnohem jednodušší u postavy muže nežli u postavy ženy. 
Především je to dáno faktem, že celková modelace těla žen je individuálně méně 
výrazná. To však je výhodné pro detekci postavy. Příliš mnoho rozličných typů má za 
následek složitější algoritmus. Problémem jsou i proporce u ženy a muže. Především jde 
o délku trupu oproti délce dolních končetin a větší šíři boků oproti šíři ramen. Dalším 
velkým aspektem lidského těla je hlava. Výška se určuje vertikálou od temene hlavy 
k bradě a šířka hlavy je dána horizontálou v oblasti očí. Navíc hlava tvoří 1/8 až 1/7 
výšky těla. Proporce jsou vidět na následujícím obrázku. 
 
Obr. 4.1 Porovnání postavy muže a ženy 
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Na základě těchto parametrů lze nalézt některé specifické rysy, které budou 
charakterizovat lidskou postavu a odliší ji třeba od postavy zvířete. Parametry jsou 
znázorněny na následujícím obrázku. 
 
 
 
Obr. 4.2 Zobrazení postavy člověka s vyznačenými měřenými parametry  
 
Jak je vidět na obrázku 4.2 lze na těle člověka nalézt dostatek typických parametrů. 
V první řadě se otestuje zda v/dx je větší než jedna. Předpokládá se samozřejmě, že se 
člověk bude pohybovat ve vzpřímené poloze. Dalším z parametr, který se vyhledává je 
založen na tom, že hlava a obličej je v 1/8 celkové výšky těla, kde se otestuje nalezení 
hran a tím šířky hlavy a porovná se to s 1/2 z celkové výšky těla, kde by měla být šířka 
těla v poměru k hlavě širší.  
U obličeje se navíc otestuje typická barva kůže jak je zobrazeno zvětšením jednoho 
pixelu v obličeji. Tato barva se opět testuje v první 1/8 těla. Jedná se o jeden z nejvíce 
rozlišujících parametrů obrazu. Ve chvíli kdy je detekována barva kůže, lze s velkou 
pravděpodobností říci, že se jedná o člověka. Problém nastává v případě, že se ve 
snímané scéně nachází například nábytek se stejnou barvou. Avšak pokud bude jako 
předzpracování použita metoda, která z obrazu separuje pouze pohybující se objekty, 
omezí se pevně stojící předměty. Podobnost barev bohužel nemusí být pouze s pevně 
stojícím nábytkem, ale existují i různá plemena psů, která mají podobné barevné odstíny 
jako lidská kůže. Z těchto předpokladů je jasné, že barva kůže muže být zahrnuta jako 
jeden z parametrů, avšak nelze klasifikovat objekt pouze na základě nalezení dané 
barvy. Většina metod detekce kůže vycházejí z předpokladu, že barva lidské kůže sdílí 
určitý kompaktní podprostor v barevném prostoru. Na základě sady obrázků lidské kůže  
v 
d3 d2 d1 
Detekce mezer 
Detekce mezer 
Šířka hlavy 
Šířka pasu 
Detekce specifické barvy obličeje 
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se ohraničí tento podprostor a vytvoří se tak pravděpodobnostní model barvy lidské 
kůže. Z charakteru barvy kůže se dá odvodit, že jako nejlepší se jeví barevný prostor Y 
Cb Cr. Tento barevný prostor je nejvýhodnější z hlediska oddělení jasové složky od 
barvonosných. Využívá se převážně v televizní technice. Převodní vztah z prostoru 
RGB do YCbCr je  
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Dalším co se na těle vyhledává je přerušení linky v oblasti rukou a nohou, což je 
dáno převážně pohybem těchto končetin. Každému z těchto parametrů je dána určitá 
hodnota priority, čímž se určí práh s jakým ovlivní výsledek. Jak je navíc vidět jedná se 
o parametry, které nejsou závislé na pohledu na postavu. Každé tělo se dá rozdělit na 7 
až 8 částí jak je znázorněno červenými čárami v obraze a jednotlivé detekce se provádí 
právě ve specifických částech. Čerpáno z [19]. 
Každá metoda je zranitelná a tato není vyjímkou. V této metodě se předpokládá že 
se člověk pohybuje přirozeně, to znamená, že se třeba neplazí. Dalším předpokladem je, 
že hlava je vždy víš, než zbytek těla. Ale i přes tyto podmínky je tato metoda dostatečně 
účinná, aby byla schopna rozlišit člověka oproti třeba postavě psa. Samozřejmě 
v oblasti, kde se vyskytují primáti, nebo medvědi bude detekce složitější. Síla této 
metody, ale i ostatních metod postavených na podobném základě je v tom, že člověk, 
který je v detekční scéně nezná algoritmus, který je zrovna použit. 
 
4.2 Identifikace na základě siluety(Active Shape Models-ASM) 
Existuje mnoho metod které se specializují na popis postavy. Zde bude popsána 
metoda využívající speciální modely, které popisují tvar postavy na základě křivek a 
bodů, nazývají se ASMs(Active shape models). ASM je kompaktní model, pro který 
existují různé varianty a barevné distribuce v objektových třídách, které se mohou 
použít jako testovací. Detekce tvaru a pozice objektu je základní předpoklad pro jeho 
sledování ve video-sekvenci. ASM lze definovat také jako dvourozměrný křivkami 
tvořený model typicky užívající hranici (deformační kontury) k popisu objektu v obraze. 
Uvnitř třídy modelů ASM se nachází silueta, která je nejlepší pro aplikaci na aktuální 
obraz. Informaci o tom, která z těchto siluet bude nejefektivnější zjistíme z parametrů 
obrazu. Základní koncept ASM se skládá z modelu kontur siluet, kde každá silueta 
zobrazuje měnící se pohyb postavy v jednotlivých framech.  
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ASM lze charakterizovat čtyřmi kroky: 
1. Určení mezních bodů 
2. Užití algoritmu PCA 
3. Výběr vhodného modelu 
4. Aplikace na aktuální obraz 
 
Na obrázku 4.3, který byl převzat z [16] je zobrazena osoba s 42 manuálně 
vybranými mezními body na původní kontuře a dále tři úspěšně zarovnané siluety do 
patřičných kontur. Transformace potřebné pro zarovnání jsou rozhodující v iterativních 
procesech. 
 
 
Obr. 4.3 a)Obrázek postavy člověka se 100 mezními body b) tři ASM v různých pozicích 
 
Na kontury danému objektu ve vstupním obraze budou manuálně přiřazeny 
vhodné mezní body, které potom budou daný objekt reprezentovat. U sekvence obrázků 
potom budou objektu přiřazeny jednotlivé kontury, podle jeho pohybu. Ve 
dvourozměrných obrazech je objekt reprezentován n mezními body ve 2-n rozměrných 
vektorech dle následujícího vzorce 
 
 X=[x1,………,xn,y1,……………yn]
T (4.1) 
 
Z daného vyplívá, že na získání hraničních bodů je nutné na základě obrazu 
manuálně tyto body nastavit, proto byly vytvořeny různě automatizované systematické 
cesty k získání těchto hraničních bodu pomocí programového kódu. Základní princip 
těchto bodů spočívá v nalezení základních kontur objektu a přiřazení hraničních bodů, 
které jsou následně donastaveny podle minimalizační funkce. Na správném určení 
hraničních bodů reprezentujících kontury v obraze velice závisí přesnost této metody. 
Jako dalším parametrem určujícím přesnost je počet siluet ve třídě ASM. Jedna takováto 
třída je zobrazena na obrázku 4.4.Čerpáno z [16]. 
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4.2.1 Principal component analysis (PCA) 
ASM metoda používá algoritmus PCA(Principal Component Analysis). Jedná se o 
algoritmus vytvářející ze sady vstupních vektorů, matici vlastních vektorů a vektor 
vlastních hodnot. Důležitější je matice vlastních vektorů, která popisuje parametry 
určující podobnost vstupních vektorů. Následně zde bude popsán kompletní princip 
tohoto algoritmu. Čerpáno z [16]. 
 
 
Obr. 4.4 Sada 27 siluet lidského těla  
 
Jak již bylo zmíněno nastavení n hraničních bodů reprezentuje tvar objektu. 
Obrázek 4.4 ukazuje nastavení 27 různých tvarů obsažených v testovací sadě. Ačkoliv 
každý tvar v trénovací sadě je v 2n rozměrném prostoru (každý bod je reprezentován 
dvěmi souřadnicemi), lze tento tvar modelu redukovat na počet parametru potřebných 
pro PCA algoritmus, třeba tak, že se zvolí pevně souřadnice y pro všechny siluety v sadě 
a uloží se pouze souřadnice x. Dále však uvažujme vektory s x i y souřadnicemi ve tvaru 
4.1.  Za předpokladu, že je k dispozici m objektů v trénovací sadě  reprezentované 
vektorem souřadnic bodů siluet xi, pro i =1,......,m. PCA algoritmus je potom definován 
následujícími kroky: 
 
1. Výpočet střední hodnoty z m vzorových tvarů v testovací sadě. 
 
 ∑
=
=
m
i
ix
m
x
1
1
 (4.2) 
 
2. Výpočet kovarianční matice trénovací sady. V případě, že se jedná o reálné 
hodnoty obsažené v kovarianční matici, čož je v daném případě zajištěno reálnými 
vstupy(souřadnice nemají komplexní tvar) je možno výpočet kovariánční matice 
zjednodušit na tvar, kdy se vynásobí vstupní matice se svojí transponovanou 
podobou.  Jak je ze vzorce vidět jako vstupní matice je použita matice odchylek 
jednotlivých vstupních vektorů od střední hodnoty. Čerpáno z [16]. 
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3. Výpočet matice vlastních vektorů a vektoru vlastních hodnot z kovarianční matice 
z kroku 2.  
 
Kovarianční matice je čtvercová matice řádu n. Nyní je nutné nalézt vektor 
z nR∈ takový, že 
 zSz λ= , (4.4) 
kde λ je vhodné (reálné, nebo komplexní) číslo. Postupným dosazováním lze dojít 
k rovnici 
 ( ) 0=− zSI nλ , (4.5) 
kde In značí čtvercovou matici řádu n, která má v diagonále jedničky, jinak je 
nulová. Jedná se o homogenní soustavu lineárních rovnic vzhledem k neznámým 
hodnotám z1......zn, vektoru z. Tato matice má potom netriviální řešení za 
předpokladu, že je singulární, což je v případě, že je determinant této matice 
nulový, jak je naznačeno v následujícím vzorci 
 
 ( ) 0det =− SI nλ . (4.6) 
 
Levá strana rovnice se nazývá charakteristický polynom matice S a jeho kořeny  
λ1, λ2, λ3, …. ,λn se nazývají vlastní hodnoty matice S. Dále jednotlivá řešení z 
soustavy  
 
 ( ) 0=− zSI niλ , (4.7) 
 
se nazývají vlastní vektory matice S. Vlastní hodnoty a vlastní vektory mají 
vzájemný vztah takový, že největší vlastní číslo určuje nejvýznamnější vlasní 
vektor. Čerpáno z [16]. Vlastní vektory jsou přeskládány podle významu do 
matice vektorů, ve tvaru  
 
 
 [ ]qφφφ LL21=Φ , (4.8) 
 
kde φj , pro j=1,…….,q  reprezentuje vlastní vektory matice S odpovídající 
danému vlastnímu číslu λ. Čerpáno z [16]. 
- 36 - 
 
4. Při daných veličinách Φ a x , lze každý tvar aproximovat jako 
 
 ii bxx Φ+≈ , (4.9) 
 kde  
 )( xxb i
T
i −Φ= . (4.10) 
 
 
PCA algoritmus je znám spíše ze zpracování řeči, kde se využívá např. na detekci 
řečníka. Zde je použit k tvorbě matice vlastních vektorů určující, který z obrazů sady je 
nejlepší na použití k porovnání s aktuálně detekovaným objektem. Jak je vidět na vzorci 
4.6 je každý obraz přepočítán na určující vektor bi. Pro tuto metodu je tedy nutné uložit 
nejvýznamnější vlastní vektory, dále jednotlivé vektory b(dají se za chodu dopočítávat), 
vektor střeních hodnot x  a samozřejmě vstupní vektory siluet sady. Jedná se o docela 
velké množství parametrů.  
4.2.2 Vyhledání nejlepší siluety 
Vyhledání nejlepší siluety pro porovnávání je založen na principu podobnosti 
vektoru b a vektoru bASM vypočteného z aktuálního objektu ASM podle následujícího 
vzorce  
 )( xxb ASM
T
ASM −Φ= , (4.11) 
 
kde xASM značí sloupcový vektor, který je tvořen x a y souřadnicemi aktuálně 
testovaného objektu obrazu. Nyní je nutné otestovat podobnost vektoru bASM s ostatními 
vektory bi. K tomuto účelu lze použít například euklidovské vzdálenosti, jak je tomu 
naznačeno na následujícím vzorci 
 ( )
2
1
0
2)()( 





−= ∑
=
=
nk
k
ASMi kbkbv , (4.12) 
 
kde k značí pořadí prvku vektoru a n značí délku vektoru bASM. Výsledkem je tedy 
skalár v, který určuje podobnost vektoru bi s daným vektorem bASM. Čím menší je číslo 
v tím více je podobný aktuální testovaný objekt se siluetou i dané sady. V této části se 
často využívá sekvenčního vyhledávání, to však může mít za následek dosti značné 
zpomalení daného algoritmu. Ke zlepšení je dobré využít některých stromových 
vyhledávacích algoritmů. Čerpáno z [6]. 
Může samozřejmě nastat situace, že v obraze je obsažen objekt, avšak může být 
různě natočen, zmenšen, zvětšen, nebo různě zkreslen kamerou.  
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Za takovýchto situací je nutné modelový objekt upravit. Jde v podstatě o geometrické 
transformace přepočítávající souřadnice modelu x na obrazové souřadnice y tak, aby 
došlo k minimalizování chybové funkce  
 
 ( ) ),( MxyWMxyE T −−=  (4.13) 
 
kde W je diagonální matice jejíž elementy jsou váhovací faktory pro každý bod 
objektu a M reprezentuje vlastní geometrické transformace jako rotaci θ, translaci t, a 
změnu měřítka s. Váhovací faktory jsou nastavovány v relacích při posunutí staré a nové 
hodnoty bodu podél profilu. Když hodnota posunutí je vypočtena vyšší, než je váhovací 
faktor v matici je ponechána nižší hodnota. Čerpáno z [16]. Při transformaci 
jednoduchého bodu [x0,y0]
T jde transformační matice popsat následovně  
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Po získání parametrů dané pózy siluety (θ, t, s) je získána projekce y 
do modelových souřadnic je přepočítána jako 
 
 yMx p
1−= . (4.15) 
 
Pro dosažení správného výsledku musí být ještě přepočítány parametry b pro daný 
model. Parametry se přepočítají podle následujícího vzorce: 
  
 )( xxb p
T −Φ=  (4.16)
  
4.2.3 Klasifikace 
Klasifikace se dá provádět na základě odchylky hraničního bodu od hranic daného 
objektu. Tato chyba se může provádět na základě euklidovské vzdálenosti, nebo jiných 
technik. Různé body siluety mohou mít různě velké odchylky aktuálního obrazu od 
modelu ze sady. Není však problém vypočítat průměrnou chybu pro celý objekt a 
stanovit práh, pomocí kterého se určí, zda se jednalo o postavu člověka, nebo o jiný 
objekt. Pomocí této techniky je možné určit v případě že se bude jednat o postavu 
člověka v jaké poloze se daná postava nachází. Čerpáno z [16]. 
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5 Realizace algoritmů 
Tato kapitola bude více zaměřena na volbu jednotlivých algoritmů a jejich 
implementaci v jazyce Java. Budou zde popsány dosažené výsledky a jejich využití ve 
výstupním programu. Tato kapitola spíše podrobněji popíše výsledky s dříve popsanými 
metodami a volbu těch, které nejvíce vyhovovaly výslednému programu. Vlastním 
programem se bude zabývat až následující kapitola. Pro tvorbu algoritmů byl zvolen 
programovací jazyk JAVA. Hlavním důvodem pro volbu tohoto programovacího jazyka 
je jeho multiplatformost. Díky ní bude možné daný program použít nejen na stolních 
počítačích s operačním systémem Windows, ale i na jiných operačních systémech a 
dokonce i na různých platformách. Další podstatnou výhodou tohoto programovacího 
jazyku je licence Open Source. Avšak hlavní nevýhodou, na kterou bylo při 
programování přihlíženo je menší rychlost zpracování, což u systému, který pracuje 
v systému real time je dosti podstatná vlastnost. Jako testovací systém byl použit 
notebook s operačním systémem Windows XP a s připojenou sériově vyráběnou 
webovou kamerou.  
 
5.1 Realizace metody running gaussian average 
Princip této metody byl popsán v kapitole 3.2.1, proto zde bude popsána pouze 
jeho realizace pomocí Javy. Protože v základní instalaci Javy nejsou knihovny pro 
podporu multimédii, byl pro dané potřeby doinstalován balík knihoven JMF 2.1.1(Java 
Media Framework). Ikdyž byla použita kamera s rozlišením 1,3Mpixelu, tak bohužel 
knihovna JMF podporuje maximální rozlišení pouze 640x480 bodů. I přes toto omezení 
bylo dosaženo dostatečně velké přesnosti.  
Vlastní program se skládá ze tří tříd, kdy každá třída řeší určitý problém. První a 
zároveň hlavní třída obsahuje dvě vlákna, kde první z vláken obsluhuje program pro 
získávání obrazu z kamery a druhé vlákno obsahuje třídu pro vlastní algoritmus metody 
running gaussian average.  Tato třída obsahuje jako vstupní parametr pole s hodnotami 
reprezentujícími pozadí. Přepočítané pole je také výstupním parametrem této třídy a 
používá se při následujícím volání. Díky tomuto mechanismu se pole pozadí udržuje 
aktuální.Velikost pole je automaticky počítána z počtu pixelů vstupního obrazu, takže i 
při změně rozlišení bude tento algoritmus pracovat. 
Třída pro výpočet algoritmu obsahuje navíc erosion jako výstupní filtr pro 
odstranění šumu, který primárně není zapnut. Při vypnutém filtru byl obraz natolik 
zašuměný, že nebylo skoro možné odlišit postavu od zbytku scény jak je vidět na 
obrázku 5.1. Obrázek byl pořízen za nízkého osvětlení lampou, která je ve scéně 
obsažena. Na obrázku je vlevo nahoře vidět původní obraz scény, který byl použit jako 
obraz pozadí a vedle něj potom obraz po použití dané metody, kdy bílé pixely zobrazují 
body pozadí. Zkreslení je způsobeno tím, že za takto nízkého osvětlení vykazuje kamera 
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extrémní gaussovský šum. Obrázek vlevo dole zobrazuje postavu, která vstoupila do 
scény a představuje tak objekt popředí. Vpravo dole je potom vidět obraz po použití 
daného algoritmu. Postava je sice v obraze jasně zřetelná, ale vzhledem k šumu v okolí 
není příliš vhodná pro následující stupeň systému kde se rozpoznává objekt popředí. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 5.1 Sada obrázku zobrazující účinnost metody running gaussian average 
 
Na následujícím obrázku 5.2 je vidět ta samá scéna po použití filtru erosion, který 
byl popsán v kapitole 4.1.2. Tento filtr dokáže odstranit malé objekty obrazu, které 
představují šum a u velkých objektů sice dojde k mírnému zkreslení, ale není natolik 
destruktivní, aby způsobovalo problémy při vlastním rozpoznávání objektu. Jak je vidět 
filtr odstranil téměř veškerý šum a odseparoval postavu z obrazu, avšak měl velice 
neblahý vliv na rychlost zpracování. 
 
 
 
 
 
 
 
 
 
Obr. 5.2 Algoritmus running gaussian average s výstupním filtrem erosion 
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5.2 Realizace metody mixture of gaussians 
Vzhledem k veliké podobnosti s předchozí metodou byly upraveny jen některé 
třídy algoritmu. Třída pro získávání obrazu scény se zachovala beze změny. V hlavní 
scéně se změnila metoda volání třídy algoritmu a největší změnu zaznamenalo vstupní 
pole, které se značně zvětšilo, protože se ukládá mnohem více parametrů, než u 
předchozí metody. V daném projektu byli použity tři gaussiány pro každy pixel obrazu a 
obraz byl převeden ze systému RGB na šedotónový. Tato operace byla provedena 
s ohledem na paměť a hlavně na výpočetní náročnost. Čerpáno z [15]. 
Bylo dosaženo podobných výsledků jako u předchozí metody s filtrem erosion, 
avšak s mnohem menší časovou náročností zpracování. Navíc byla tato metoda 
otestována i na rychle se měnící malé změny v obraze a díky třem gaussíánům byli tyto 
změny zahrnuty do pozadí. Protože tato metoda má na nastavení více parametrů bylo 
postupně zjištěno, že optimální hodnota parametru učení α je 0,4 a optimální počáteční 
hodnota četnosti ω je 4.10-7. Tyto dva parametry nejvíce ovlivňují dobu učení, za kterou 
je nová hodnota pixelu zahrnuta do modelu pozadí. U směrodatné odchylky byla testově 
nastavena počáteční hodnota σ=100. Z naměřených hodnot kdy za kompletně naučený 
model pozadí byla považována scéna obsahující 99% bílých pixelů bylo zjištěno, že 
doba na vytvoření modelu pozadí po spuštění programu je přibližně 2s. Samozřejmě 
záleží na mnoha faktorech jakými jsou použitý operační systém, výkon procesoru, jeho 
zatížení atd. Hlavní výhodou této metody, který byl taky otestován je jeho nezávislost na 
aktuálním osvětlení scény, protože díky více gaussiánům na modelování pixelu je 
možné zachytit i velice markantní změny. V případě změny scény, příkladem může být 
třeba přivezený vozík do scény, je tento předmět zahrnut do modelu pozadí. To jak 
rychle bude daný předmět do pozadí zahrnut je závislé hlavně na tom, kolik pixelů ze 
scény zabírá, ale doba se pohybuje přibližně od 5 do 20s. Protože za některých situací je 
nežádoucí takhle rychlé zahrnutí do scény je možné vytvořit ještě časování, které bude 
za určitý časový interval vybírat snímky získané z kamery. Přibližná zobrazovací 
schopnost kamery je nastavena momentálně na 30 snímků za sekundu. 
 
 
 
 
 
 
 
Obr. 5.3 Proces učení metody mixture of gaussians (zleva 0% naučeno,50% naučeno, 99% naučeno) 
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Výsledky programu s parametry nastavenými dle předchozího textu jsou vidět na 
obrázkách 5.3 a 5.4. Na obrázku 5.3 je vidět proces učení kdy zleva první obrázek 
ukazuje původní scénu. Na druhém je zobrazena scéna s naučenými přibližně 50% 
pixelu a na posledním obrázku je vidět scéna, která je považována za naučenou. 
Obrázek 5.4 poukazuje zároveň na dvě věci, jednak je zde zobrazeno jak je odseparován 
objekt od modelu pozadí a druhá věc, která je na modelu vidět je, že bylo započato se 
zahrnováním objektu do pozadí. Rychlost tohoto zahrnování se dá ovlivňovat již 
zmíněnými parametry, nebo také již zmíněným časovačem. Čerpáno z [15]. 
Ve výsledku nebylo nutné použít časovač na snížení doby učení. Tato doba se 
navíc dá ovlivňovat ve velkém rozsahu popsanými parametry. Díky těmto parametrům, 
se podařilo upravit rychlost změn v obraze a v dané konfiguraci použít pro výsledný 
program. Ve výsledné aplikaci byl celý cyklus rozdělen na dvě etapy. V první etapě se 
dané zařízení učí pravděpodobnostní model pozadí. V této době je nastaveno rychlé 
učení, aby se systém dokázal rychle naučit pozadí a byl plně připraven k použití v co 
nejkratší době, s čímž souvisí druhá etapa, ve které daný systém už má naučen model 
pozadí a pracuje v režimu detekce postav. V této etapě je dobré mít pomalou dobu 
učení, protože nedochází k rychlému zahrnování pohybujících se objektů v obraze a tím 
k jejich zkreslení. Nejčastější chybou při rychlé hodnotě učení jsou tzv. duchové. Jedná 
se o rychlé částečné zahrnutí postavy do scény už při pouhém jejím pohybu scénou. 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 5.4 Výsledky dosažené s metodou mixture of gaussians 
 
Z naměřených výsledků se došlo k závěru, že metoda mixture of gaussians je 
mnohem účinnější, hlavně co se týká změn prostředí. Výkonnost algoritmu byla navíc 
podtrhnuta faktem, že za normálních okolností není potřeba použít filtr obrazu. Filtr se 
použije opravdu jen za velmi nepříznivých okolností, například když je v obraze velmi 
málo světla a dochází k tak velkému šumu v obraze, že ho do pozadí nedokáží zahrnout 
ani tři použité gaussovy křivky. Metoda navíc vykazovala vysokou robustnost i u  
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specifických jevů obrazu jakými jsou blikání monitoru, nebo prostředí osvětlované 
zářivkou. Avšak z principu metody je jasné, že za situace kdy daný objekt bude mít 
stejnou barvu jako je barva pozadí, nedokáže tato metoda tento objekt z obrazu 
odseparovat, protože bude daný objekt považovat za objekt pozadí. Daná situace je vidět 
na obrázku 5.5. 
 
Obr. 5.5 Ukázka chyby separace, dána stejnou barvou objektu jako je model pozadí 
 
Jak je vidět objekt, v tomto případě postava člověka, má stejnou barvu oblečení, 
jako je barva stěny v modelu pozadí. Ikdyž člověk dokáže zrakem postavu v obraze 
rozpoznat, protože daná postava má mírně jiný odstín barvy, než je pozadí, vlivem 
směrodatné odchylky gaussiánů je takto mírný rozdíl odstínu barev touto metodou 
neodlišitelný. Jako pixely popředí byl rozpoznán pouze obličej a částečně stín, který 
postava vrhá na stěnu v pozadí. Navíc na modelování pozadí pro urychlení algoritmu je 
používán šedotónový model a tím je způsobeno, že i obličej ve větší vzdálenosti od 
kamery v šedotónovém zobrazení zapadá do modelu pozadí. V obraze je vidět i šum 
typu pepř, sůl, který je způsoben nedostatkem světla v obraze. Jak již bylo zmíněno 
dříve, tento šum lze odstranit filtrem erosion. Čerpáno z [15]. 
Chybu způsobenou stejnou barvou popředí, jako je model pozadí lze odstranit za 
pomocí termovizní-kamery, která nezaznamenává odražené viditelné světlo, ale pracuje 
ve spektru infra-záření. Díky tomu dokáže bez problémů odlišit pohybující se objekty 
typu člověka, nebo zvířete, které vyzařují vyšší hodnoty tohoto záření a v obraze se 
promítají barvami teplými jako je červená a žlutá, zatímco chladnější okolní prostředí je 
většinou vyjádřeno studenými barvami jako je modrá, šedá. Díky této kameře se dá 
detekovat objekt i v prostředích, která postrádají viditelné světlo, jakými jsou například 
tmavé chodby, uzavřené místnosti bez oken a další podobná místa. Kromě těchto výhod 
si daná metoda ponechala i výhody spojené v přeučení modelu pozadí při velmi 
pomalých dějích jako je například přivezení vozíku do scény. Díky těmto velkým 
výhodám byla právě tato metoda implementována do závěrečného programu. 
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5.3 Realizace metody Active Shape Models (ASM) 
Metoda ASM je založena na principu vytváření sad lidských siluet, jak bylo 
popsáno v kapitole 4.2. Proto je důležité vytvořit mechanismus, který bude vytvářet tyto 
siluety, ať už pro vytváření sad, tak i pro vytváření aktuálních ASM modelů. Daný 
algoritmus, jak byl popsán v kapitole 4.2, byl přizpůsoben dané aplikaci a to tak, že 
k identifikaci, zda se jedná o siluetu člověka, nebo jiný objekt se používá pouze n 
nejvýznamnějších vlastních vektorů a vektor středních hodnot bodů. Stačí spočítat 
pouze daný vektor bASM a dle jeho tvaru se dá určit, zda se daný objekt ASM podobá 
objektům obsažených v sadě, či nikoliv.  Čerpáno z [6]. 
Vytvoření matice vlastních vektorů ze sady obrázků je z větší části 
zautomatizován. Automatická část tvorby sady lidských siluet spočívá ve vytváření 
obrázků separovaných objektů, ze které je následovně nutné ručně vybrat modely, kde je 
vidět celá silueta člověka a neobsahuje žádný šum. Tento výběr je velice důležitý a 
ovlivňuje velice přesnost daného algoritmu. Následné vytvoření ASM z daných 
separovaných objektů je už plně automatizováno a výpočet matice vlastních vektorů 
probíhá automaticky s uložením výsledku do předem stanoveného souboru, ze kterého 
se následně čte pro porovnávání. Celý matematický postup jak je vytvářena matice 
vlastních vektorů je popsán v kapitole 4.2.1. Jedná se o algoritmus PCA. Vzhledem ke 
skutečnosti, že celý princip je založen na maticových počtech, které standardně Java 
nepodporuje, byla použita knihovna JAMA (Java Matrix). Díky této knihovně se dali 
tyto výpočty snadno algoritmizovat. Kromě základních matematických operací 
s maticemi zvládá knihovna i výpočet matice vlastních vektoru v reálném čase. Tato 
skutečnost byla pro danou aplikaci velice výhodná. Čerpáno z [16]. 
Celý upravený algoritmus je tedy založen na předpokladu, že se člověk v obraze 
bude pohybovat ve vertikální poloze těla. Není tedy uzpůsoben na situaci, kdy by se 
člověk ve scéně např. plížil. Díky této skutečnosti se dá daný algoritmus ASM zkrátit, 
jak bylo naznačeno v předchozím odstavci. Výsledkem dostáváme vektor hodnot 
určující podobnost se siluetami použitými jako referenční. Jedná se o n 
nejvýznamnějších vektorů určujících parametry postavy. Pro zjednodušení se použije 
Euklidovské vzdálenosti na jednotlivé prvky a jako parametr pro klasifikaci poslouží 
výsledný skalár. Je nutné zvolit citlivým způsobem práh, podle kterého se bude 
klasifikovat. V případě, že bude práh vysoký bude klasifikátor pozitivně určovat i 
objekty, které nebudou lidskou postavou. V opačném případě se může stát, že ani 
některé  lidské postavy nebudou rozpoznány. 
Daný algoritmus byl původně testován na ručně vytvořené sadě obrázků siluet. 
Tento postup byl zvolen k odladění algoritmu na statických obrazech, než bude zahrnut 
do výsledného programu. Sada použitá k testování je na obrázku 4.4. Čerpáno z [6].  
Tato sada byla přepočítána na 12 nejvýznamnějších vlastních vektorů. Každá 
silueta před vstupem do detekce bodů ASM prochází úpravou. Nejprve jsou detekovány 
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hranice dané siluety. Následující postup popisuje jak je daná oblast s postavou 
detekována: 
1. Nejprve je nalezen horní bod objektu. Hledá se hrana obrazu. Předpokládá se, 
že objekt je tmavé barvy, zatímco okolí je bílé. 
2. Následně se podobným postupem nalezne spodní část obrazu. V případě 
siluety se jedná o spodní část chodidel. 
3. Vypočte se délka postavy v pixelech. Z nalezeného horního pixelu objektu se 
určí, že se nalezl přibližný jeho střed.  
4. Z parametrů z bodu 3 se z obrazu vyřízne čtverec, kde jeho hrana je dána 
výškou objektu a objekt je v jeho přibližném středu. 
5. Obraz je pomocí bilineární transformace přepočítán na předem daný rozměr. 
V programu se používá rozměr 100x100 pixelů 
 
Tímto postupem je zaručeno, že každý objekt má stejné výchozí podmínky pro 
nalezení bodů jeho kontůr pro ASM. Postup pro nalezení bodů kontůr je dán 
následujícími 3 kroky: 
 
1. Protože z předchozího postupu je jasně patrné, že jsou pevně dány počáteční 
podmínky není nutné zapisovat body ve tvaru x,y souřadnic, ale souřadnice y 
se může pro všechny siluety zvolit napevno a zapisovat stačí pouze jejich x 
hodnoty na zvolených y souřadnicích 
2. Následuje procházení jednotlivých řádků obrazu a vyhledávání na daném 
řádku hrany objektu. Pixel kde je hrana obsažena se zaznamená jako x 
souřadnice. 
3. Stejný postup se opakuje s tím rozdílem, že hrana je hledána od konce řádku 
obrazu.Výsledek dosažený danou metodou na postavě člověka získané 
výsledným programem je vidět na následujícím obrázku. 
 
 
Obr. 5.6 Obrázek siluety člověka s červeně označenými body ASM modelu. 
 
Výstupem z algoritmu je sloupcový vektor určující ASM model daného objektu. Na takto 
vytvořených modelech ze sady na obrázku 4.4 byla vytvořena matice 12 nejvýznamnějších  
vlastních vektorů. Pomocí této sady, dle vzorce 4.11 byl vypočten vektor určující podobnost 
testovaného objektu s objekty v použité sadě. Čerpáno z [16]. 
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Podle následujícího vzorce 
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kde b je daný vektor, index i značí prvek vektoru a n udává velikost vektoru, se vypočítá 
výsledný skalár y. Toto číslo je použito pro klasifikaci. V následující tabulce je vidět, jak se 
číslo y mění v závislosti na vstupním testovaném obraze. Čerpáno z [6]. 
 
 
  
 
 Celá postava člověka Poloviční postava člověka Silueta zvířete (kočky) 
y 4,44 19,60 64,79 
Tabulka 5.1: Výsledná hodnota y při klasifikaci různých objektů 
 
 Jak je vidět na příkladě, kde byla použita sada předem ručně vytvořených siluet a 
následně byla testována na třech statických obrazech, dá se pomocí tohoto parametru odlišit 
lidská postava od siluety zvířete, v tomto konkrétním případě se jedná o siluetu kočky. 
V případě, že bude zvolen práh někde v okolí hodnoty 25 v tomto konkrétním případě, dá se 
s velkou pravděpodobností pozitivně klasifikovat i postava člověka, která je v obraze 
obsažena pouze z horní poloviny. Jednoznačně tedy lze říci, že za již zmíněného předpokladu, 
že se člověk nebude nacházet v nepřirozené poloze je tento algoritmus schopen ho odlišit od 
siluety zvířete. Z tabulky 5.1 lze tedy usoudit, že daná metoda bude hodně závislá na hodnotě 
zvoleného prahu. Tento parametr je kritický pro správnou klasifikaci objektu, a proto je nutné 
ho citlivě volit. V programu byl tento parametr zahrnut do nastavitelných parametrů, díky 
tomu je možné si zvolit hranici klasifikace ručně. Čerpáno z [16]. 
Celý algoritmus lze vyjádřit pomocí vývojového grafu. Tento graf je zobrazen na 
obrázku 5.7.  
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Obr. 5.7 Vývojový diagram metody ASM 
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6 Popis výsledného programu 
Jak již bylo poznamenáno v předchozí kapitole, všechny stěžejní algoritmy byli 
vytvořeny v jazyce JAVA, a uživatelské rozhraní nebylo vyjímkou. Hlavní využitou 
knihovnou pro GUI se stala JAVA Swings. Výhodou tohoto prostředí je výsledný vzhled 
nezávislý na operačním systému ani na jeho použité grafické nástavbě. Vzhled aplikace 
byl volen jak z estetického hlediska, tedy aby si držel standard nových graficky 
přívětivých aplikací, tak i z praktického hlediska, kdy nastavení programu obsahuje 
bublinkové nápovědy a je systematicky a intuitivně řazeno do k sobě patřících skupin.  
Celkově lze tedy říci, že celý program byl postaven tak, aby ho se základními 
znalostmi parametrů mohla ovládat i osoba bez technického vzdělání. Aplikace je 
postavena na zařízeních, která se sériově vyrábějí, a proto se výborně hodí například do 
soukromého sektoru pro hlídání obytných budov. V případě rozšíření aplikace o protokol 
XMPP, lze využít vzdálené správy programu popřípadě lze obraz kamery odesílat přes 
internet na vzdálený koncový bod. Vzhledem ke skutečnosti, že je celý program napsán 
v jazyce JAVA, lze jako koncový bod použít například mobilní telefon s připojením 
k internetu. U mobilních zařízení typu mobilního telefonu se nejčastěji služba připojení 
k internetu platí a to za stažená data, proto je velice výhodné využít právě této aplikace a 
odesílat obraz kamery jen v případě, že se v zorném poli kamery pohybuje lidská postava. 
 
6.1 Hlavní program (Třída Human_Detector) 
Hlavní program se stará o předání nastavených parametrů z třídy Properties do třídy s 
algoritmy. Tato část programu je vystavěna na primárním vlákně, z kterého se spouštějí, 
sekundární vlákna algoritmů. Hlavní program spouští celkem tři sekundární vlákna, dvě 
jsou vytvořena pro obsluhu kamery a jedno vlákno se stará o již dříve popsané algoritmy. 
Třída obsahující algoritmy byla nazvána RunAlgorithm a jedná se o stěžejní třídu celého 
programu. Zatímco v třídě Properties se nastavují parametry kamery a některé stěžejní 
parametry pro separaci objektu a jeho následnou klasifikaci, tak v hlavním programu 
reprezentovaného třídou Human_Detector se dají nastavit režimy spouštění sekundárních 
vláken. Kromě různých režimů se zde dají skrýt, či zobrazit okna, která se spouští třídou 
RunAlgorithm. První z oken zobrazuje pouze obraz kamery a druhé má různé módy 
zobrazování. Nejčastěji však zobrazuje separované objekty obrazu. Možnosti nastavení 
v hlavním programu reprezentuje obrázek 6.1, který reflektuje grafickou nástavbu 
hlavního programu. V dalším textu budou postupně popsány jednotlivá možná nastavení 
a režimy hlavního programu. 
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Obr. 6.1 Grafické rozhraní hlavního programu 
 
 Na obrázku 6.1 je vidět grafická nástavba hlavního programu s možností nastavení 
některých modů. Nejdůležitější oblastí, ze které je nutné před zahájením algoritmu vybrat 
se nachází v dolní části obrazovky a volí mezi módem detekce(Detection mode) a módem 
vytváření kolekcí(Collection mode).  
Detection mode je standardně nastaven při spuštění algoritmu. V tomto režimu 
algoritmus dokáže rozpoznávat pohybující se objekty v obraze. Je však nutné mít již 
vytvořenou sadu zpracovanou do podoby matice vlastních vektorů. Tato sada se musí 
vytvářet ručně ze separovaných obrazů objektů. Obrazy se získávají právě díky druhému 
módu. Čerpáno z [16]. 
Collection mode se stará o vytváření sady obrázků pro testovací matici vlastních 
vektorů. V případě že se stiskne tlačítko Run ze zatrženým módem Collection je při 
detekci jakéhokoliv pohybu v obraze ukládán obrázek s pořadovým číslem 0 až číslem 
maximální počet obrázků. Tento parametr se zadává v třídě Properties. Jak bude později 
podrobně popsáno je nutné tyto obrázky protřídit a zadat do listu na vytváření matice 
vlastních vektorů. Aby algoritmus pracoval co nejpřesněji je nutné pro různá prostředí 
vytvářet vlastní sady. Pro vytvoření obrázků na tvorbu sady, je nutné spustit nejprve 
program v tomto módu a po konvergenci systému procházet v různých postojích před 
kamerou. Je dobré procházet v různých polohách a směrech. Čím více obrázků se nadělá 
během tohoto režimu, tím přesnější se dá vytvořit referenční sada. Počet možných 
obrázků, které se dají vytvořit se zadává v parametrech třídy Properties. Vzhledem 
k tomu, že je možné vytvořit několik testovacích sad pro jeden soubor, kdy při detekci se 
procházejí a testují všechny tyto sady, je dobré vytvářet si skupiny obrázků s přibližně 
podobnými charakterovými vlastnostmi. Příkladem může být postava, která se pohybuje 
chůzí ve vzpřímené poloze, při takovém pohybu vznikají siluety přibližně podobného 
tvaru, naproti tomu běžící postava má úplně jiné charakterové vlastnosti. Je to dáno hlavně 
rozpětím rukou a nohou této postavy. Díky tomu, že v jednom souboru může být více 
referenčních matic je možné vytvářet jednotlivé testovací sady podle jejich 
charakteristických vlastností.  
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Pří spuštění programu pomocí tlačítka run se zapnou i dvě nová okna. První okno 
zobrazuje obraz získaný kamerou a druhé okno zobrazuje už zpracovaný obraz. 
Zatrhávací volby camera window a operate window určují zda tyto dvě okna budou 
viditelná či nikoliv. K volbě operate window se váže i menu s Mode 1 a Mode 2. 
Primárně je zatržena volba Mode 1. Jedná se o výběr, jaké zpracování se bude v operate 
window zobrazovat. Mody jsou vidět na následujícím obrázku 6.2, kde okno a zobrazuje 
Mode 1, tudíž pouze objekty, které se ve scéně pohybují, zde je vidět konkrétní osoba 
pohybující se v zorném poli kamery. Na b a c obrázku je vidět Mode 2, který zobrazuje 
celou scénu a v případě pozitivní klasifikace objektu vykresluje pouze červenou složku 
(červená barva na objektu člověka v obraze b) RGB modelu a v případě negativní 
klasifikace v tomto případě se jedná o polštář podržený ve scéně v obraze c se na 
detekovaném objektu vykresluje pouze zelená složka RGB modelu. Čerpáno z [6]. 
 
   
a b c 
Obr. 6.2 Ukázka MODE kde a)Mode 1 b)Pozitivní klasifikace Mode 2 c)Negativní klasifikace Mode2 
 
Kromě základních předvoleb a modů obsahuje hlavní program také tři tlačítka, jak již bylo 
dříve zmíněno, tlačítko Run spouští celý algoritmus na základě nastavených předvoleb. 
Tlačítko Stop naopak algoritmus ukončuje, ale přitom nevypíná okno hlavního programu. 
Díky tomuto tlačítku se třída RunAlgorithm nastaví do výchozího stavu včetně ukončení 
všech spuštěných vláken a uvolnění paměti. Tlačítko Setup spouští okno pro volbu 
nastavitelných parametrů algoritmu vytvořené třídou Properties. V hlavní třídě je vytvořen 
objekt okna Properties s vlastností visible hlavního frame na hodnotě false. Díky této 
skutečnosti bylo dosaženo sdílení parametrů mezi hlavním programem a třídou Properties. 
Jak bude později podrobně popsáno třída Properties obsahuje kromě nastavování 
parametrů třídy RunAlgorithm, také záložku na vytváření souboru s maticemi vlastních 
vektorů ze sady obrázků vytvořených třídou RunAlgorithm. Vytváření obrázku bylo 
popsáno v odstavci o Collection mode. 
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6.2 Okno Setup(Třída Properties) 
V této třídě se nastavuje většina volitelných parametrů algoritmů Mixture of Gaussians 
a Active Shape Models. Okno je rozděleno na dvě záložky, v první záložce se volí 
parametry klasifikačních, detekčních algoritmů a kamery, druhá pak obsahuje grafický 
modul pro tvorbu referenčního souboru vlastních vektorů. 
6.2.1 Záložka parametrů 
Nejprve bude popsána první záložka s komentářem ke každému z parametrů. Na 
obrázku 6.3 je vyobrazení této záložky. Jak je vidět je záložka rozdělena do tří sloupečků 
podle funkce, kterou dané parametry ovlivňují. Čerpáno z [16]. 
 
Obr. 6.3 První záložka okna Setup 
 
V prvním sloupci Camera setting záložky se nacházejí parametry kamery. Předpokládá 
se, že kamera umožňuje minimálně rozlišení, která jsou obsažená ve volbě. Jako defaultní 
je použito rozlišení 320x240. V dnešní době samozřejmě dokáží kamery zvládnout 
mnohem vyšší rozlišení, dokonce i kamera, na které byl daný algoritmus použit 
obsahovala 1,3 M pixelu, avšak dané algoritmy by náročnost zpracování ovlivnila natolik, 
že by byli ve výsledku nepoužitelné. Druhou položkou je počet snímků za sekundu. Tato 
hodnota nepříliš ovlivňuje daný algoritmus, protože je z kamery vyčítáno s menší četností, 
než je možné nastavit. Tudíž je tento parametr znatelný spíše pro okno zobrazení scény 
snímané kamerou. Parametr Device(zařízení) zahrnuje volbu zařízení v operačním 
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 systému. Je totiž možné, že se v systému nachází několik zařízení např. TV-tuner, web 
kamera atd. Díky tomuto parametru můžete zvolit, které zařízení  má být použito jako 
vstup. Je také možné, že v systému může být zapojeno více kamer, proto je nutné znát 
identifikační číslo dané kamery. Volba má i možnost automatic, tato volba prochází 
postupně od 0 všechna zařízení pokud nenarazí na nějaké použitelné jako vstup. Protože 
se TV-tuner chová stejně jako webová kamera je možné jako vstup použít i analogovou 
kameru připojenou přes koaxální kabel. Čerpáno z [6]. 
Druhý sloupec obsahuje parametry pro nastavení algoritmu mixture of gaussians 
popsaného v kapitole 3.2.2. Z hlediska rychlejší konvergence je rozdělen algoritmus 
mixture of gaussians na dvě části, v první části se nastavuje parametr učení α velice nízké 
číslo, aby učení bylo co nejrychlejší a program se mohl rychle dostat do stavu plné 
konvergence a tím být připraven na detekci. Tomuto prvotnímu nastavení parametru α 
odpovídá hodnota  Start-learn constant. V druhé části, kdy už je metoda plně naučena 
model pozadí je nežádoucí, aby se metoda rychle učila objekty pohybující se v zorném 
poli kamery. Stačí, když se objekty naučí v řádu jedné, dvou minut od chvíle co se objekt 
ustálí, proto je v této části programu nastaven parametr α na vyšší hodnotu. Toto nastavení 
je v okně reprezentováno parametrem Run-learn constant.  
Hodnota Detection souvisí se stádiem naučení a zároveň určuje co je považováno za 
dostatečnou změnu popředí aby mohl být spuštěn algoritmus klasifikace. Procento v okně 
udává minimální procentuální hodnotu počtu pixelů obrazu označených za pozadí, kdy se 
ještě nepovažuje pohyb v obraze za pohybující se objekt. Obraz ve většině případů nebude 
dokonale naučen na všechny možné hodnoty pixelů a je možné, že může nastat stav, kdy 
pro některé pixely bude větší počet hodnot, než dokáží pokrýt tři použité gausiány. Z toho 
důvodu je nutné tuto hodnotu citlivě volit podle prostředí, ve kterém je kamera umístěna. 
Posledním parametrem je filtr erosion. Tento filtr slouží k odstranění šumu, který může 
vlivem různých nepříznivých vlivů prostředí vzniknout a pomáhá tak řešit nedostatky 
předchozího parametru. 
Poslední sloupec souvisí s metodou ASM. Prvním parametrem je počet obrázků, které 
se budou ukládat při módu Collection hlavního programu s čímž souvisí i poslední 
z parametrů, který udává cestu kam se tyto obrázky budou ukládat. Parametry Save to file 
se skládají ze tří částí. První část udává jestli se vůbec bude ukládat obrázek v případě 
detekce. V druhé části se volí, zda se tedy bude ukládat obrázek v případě detekce lidské 
postavy, nebo obecně při detekci jakéhokoliv pohybu v obraze. Poslední část již byla 
zmíněna s parametry vytváření sad. Toto určení cesty totiž slouží v obou módech, kdy se 
přepisují původní hodnoty obrázků novými. Předpokládá se totiž, že nejprve uživatel 
vytvoří sadu z obrázků zachycených kamerou v režimu Collection, a protože tyto obrázky 
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 už nemají další význam, mohou být přepsány obrázky zachycujícími detekované objekty. 
Nejdůležitějším parametrem této části je posuvník v pravé části programu, kterým se volí 
práh, podle kterého se klasifikuje detekovaný objekt. Pokud je posuvník blíže oblasti 
označené Human detect, je větší pravděpodobnost, že nebudou správně klasifikovány 
lidské postavy v obraze. Naopak pokud se bude posuvník blíží spíše k All detect zvyšuje 
se pravděpodobnost, že jako lidské postavy budou klasifikovány i různé předměty, nebo 
zvířata. 
6.2.2 Záložka vytváření kolekcí 
Tato část programu se zabývá vytvářením souborů obsahujících matice vlastních 
vektorů ze sad obrázků. Tyto sady vznikají podrobným ručním výběrem z kolekce 
obrázků získaných za pomocí modu Collection hlavního programu. V této kapitole bude 
podrobně popsán postup, jakým se tyto sady budou vytvářet. Kromě vytváření sad je zde i 
parametr určující cestu k souboru kam se mají ukládat hodnoty získané z PCA algoritmu. 
Název i koncovka souboru je libovolná a může vhodnou volnou charakterizovat snímané 
prostředí. V případě, že by uživatel chtěl vytvářet různé soubory pro různá prostředí, ve 
kterých bude kamera  použita stačí pouze změnit název souboru. V případě, že vytvoří 
novou sadu, kterou by zpracoval a přitom nechal název souboru nezměněn uloží se 
parametry na konec souboru. Je to z toho důvodu, že je možné vytvářet více sad pro jedno 
prostředí a tím zvýšit přesnost algoritmu. Tvar v jakém se ukládají parametry do souboru 
je na obrázku 6.4. 
Počet prvků 
vektoru 
středních 
hodnot 
Počet n 
nejvýznamnějších 
vlastních vektorů 
Vektor středních hodnot 
Matice n nejvýznamnějších vlastních 
vektorů 
 
            64b 
Obr. 6.4 Tvar ukládání parametrů sady do souboru 
 
Jak je vidět, do souboru se ukládá v podobě datových paketů, u kterých je pevně daná 
velikost hlavičky a volitelná je velikost dat. Díky tomu je možné použít třídu PCA_cz i 
v různých jiných aplikacích, ve kterých bude možné si zvolit vlastní parametry jakými 
jsou počet bodů, počet nejvýznamnějších vektorů atd. 
 Jak bylo popsáno výše okno je určeno k vytváření souborů s parametry sad. Okno je 
zobrazeno v obrázku 6.5. Skládá se z Listu kam se vkládají vybrané obrázky a z tlačítek 
Add a Remove, pomocí kterých se přidává, nebo ubírá ze sady. Tlačítkem Make se 
provede vypočet algoritmu ASM a uloží se výsledné parametry do souboru zadaného 
v levém dolním rohu, ve tvaru který byl popsán výše. 
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Obr. 6.5 Druhá záložka okna Setup 
 
Nejdůležitější pro přesnost algoritmu je vytvoření správné sady. Jak je ukázáno na 
obrázku 6.6 je nutné vybírat pečlivě jednotlivé obrázky do dané sady. Je to z toho důvodu, 
že při vytváření objektů může dojít kolikrát ke zkreslení různými deformacemi. Například 
příchodem do scény, kdy se ve scéně objeví jen polovina postavy. 
   
a 
   
b 
Obr. 6.6 Ukázky obrázků a)Vhodné obrázky do sady b)Nevhodné obrázky do sady 
 
Jak je vidět některé obrázky získané z modu Collection hlavního programu vůbec 
neodpovídají dané postavě. Je to dáno šumem v obraze, barevným odstínem oblečení 
postavy a barvy pozadí a mnoha dalšími faktory, proto je nutné získané obrázky ručně 
projít a vytvořit sady kvalitních siluet postav člověka. 
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7 Závěr 
Tento projekt si kladl za cíl propojit metody detekce pohybujících se objektů 
v obraze s metodami detekce postav tak, aby v cílovém systému bylo možné určit 
s dostatečnou přesností, zda se v obraze pohybuje člověk, nebo jiný objekt. Využití 
takového spojení je rozličné, ale předpokládá se velké zastoupení v oblasti 
zabezpečovací techniky. 
Byly zde probrány techniky detekce pohybujících se objektů v obraze založené na 
pravděpodobnostní tvorbě modelu pozadí. Jednak byli popsány základní metody na 
kterých byl ukázán princip, pomocí kterého se vytváří model pozadí. Metody jsou 
v textu seřazeny postupně podle toho jakých výsledků se s nimi dá dosáhnout. Jako 
poslední byla představena robustní metoda mixture of gaussians. Tato metoda vykazuje 
velice dobrou odolnost proti šumu i některým neblahým vlivům v obraze, jakými jsou 
rychle se měnící jevy (například pohyb listí ve větru). Jak je vidět v kapitole 5 byly 
otestovány metody running gaussian average a metoda mixture of gaussians. Podle 
dosažených výsledků, které jsou v této kapitole zobrazeny lze říci, že metoda running 
gaussian average je samostatně skoro nepoužitelná, ale její vlastnosti lze velice dobře 
vylepšit zařazením filtru erosion na výstup této metody. Bohužel se tím zvětší výpočetní 
náročnost celého systému. Metoda mixture of gaussians vychází z metody running 
gaussian average a řeší její nedostatky, což je patrné hned na první pohled z výsledků 
jakých s touto metodou bylo dosaženo viz. obrázek 5.4. Přitom zvýšení výpočetní 
náročnosti bylo naprosto nepatrné, pouze bylo využito více systémové paměti pro 
ukládání nových parametrů. Každopádně se tato metoda osvědčila, a proto byla použita 
ve výsledném programu.  
V kapitole 4 byli vysvětleny metody zabývající se rozpoznáváním postavy člověka 
v obraze. Obě zde ukázané metody jsou velice efektivní, avšak metoda ASM vzhledem 
k tvaru výstupu z předchozího stupně systému se pro implementaci hodí více. Jedná se o 
velice robustní metodu, která i přes dosti velikou režii umožňuje dostatečně dobré 
výsledky pro klasifikaci objektu.  Matematicky byla tato metoda vysvětlena v kapitole 4 
a výsledky jakých bylo s touto metodou dosaženo jsou prezentovány na jednoduchých 
programech v kapitole 5.3. Důležitým parametrem této metody jsou matice vlastních 
vektorů určující nejdůležitější vlastnosti sad lidských siluet. Výběrem správných siluet 
se dá docílit dostatečně velké přesnosti v oblasti klasifikace. Bohužel tento výběr musí 
být udělán ručně  člověkem s určitými zkušenostmi a alespoň minimálním povědomím o 
principu tohoto algoritmu. 
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Výsledné spojení metody mixture of gaussians a ASM je vidět v kapitole 6, kde je 
podrobně popsán výsledný program užívající zmíněných metod. Program má 
uživatelské GUI postavené na knihovně swings a je použitelný na různých systémových 
platformách jakými jsou Linux, Windows nebo Mac OS. Díky této variabilitě lze využít 
různých kombinací hardware a vyhovět tak náročným požadavkům na zabezpečovací 
systémy. Program by se dal rozšířit pomocí protokolu XMPP, který je spíše používán 
pro internetové messengery, avšak díky jeho variabilitě, možnosti zabezpečení a lehké 
implementaci se velice dobře hodí pro dané účely. Díky rozšíření by mohla být aplikace 
vzdáleně spravována například pomocí mobilního telefonu připojeného k internetu. 
Díky JAVA programovacímu jazyku, který zde byl použit je implementace i do těchto 
zařízení velice reálná a díky vlastnosti reagovat pouze na lidské postavy by se tak dal 
velice dobře snížit datový tok odesílaných obrazových dat a tím i cena spojení, která je u 
internetových služeb pro mobilní telefony účtována za velikost přijatých dat. 
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