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Abstract—Given a target image as query, person re-identification systems retrieve a ranked list of candidate matches on a per-camera
basis. In deployed systems, a human operator scans these lists and labels sighted targets by touch or mouse-based selection.
However, classical re-id approaches generate per-camera lists independently. Therefore, target identifications by operator in a subset
of cameras cannot be utilized to improve ranking of the target in remaining set of network cameras. To address this shortcoming, we
propose a novel sequential multi-camera re-id approach. The proposed approach can accommodate human operator inputs and
provides early gains via a monotonic improvement in target ranking. At the heart of our approach is a fusion function which operates on
deep feature representations of query and candidate matches. We formulate an optimization procedure custom-designed to
incrementally improve query representation. Since existing evaluation methods cannot be directly adopted to our setting, we also
propose two novel evaluation protocols. The results on two large-scale re-id datasets (Market-1501, DukeMTMC-reID) demonstrate
that our multi-camera method significantly outperforms baselines and other popular feature fusion schemes. Additionally, we conduct a
comparative subject-based study of human operator performance. The superior operator performance enabled by our approach makes
a compelling case for its integration into deployable video-surveillance systems.
Index Terms—Person Re-identification, Operator-in-the-loop, Cross-camera, Fusion
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1 INTRODUCTION
I N recent times, the development of intelligent video surveil-lance platforms to monitor large crowded settings such as
shopping malls, railway stations, airports etc. has become a
priority. A crucial component of such a platform is the person re-
identification (re-id) system. Given a query image, a re-id system
searches through all the camera Field-of-Views (FoVs) and returns
a per-camera ranked list of candidate matches. However, due to
large variation in illumination, viewpoint, target resolution and
other challenges arising from occluded targets, re-id methods are
often unable to retrieve the correct match within a short enough
ranked list. This imposes a significant burden on human operators
of the surveillance system who now need to laboriously scan large
lists per camera. The problem is further compounded when a large
number of cameras are present. Such factors have kept person re-id
an open problem in computer vision.
In a deployment scenario, it is fairly typical to observe a person
in more than one camera FoV. Since each observation may provide
complementary information, the human operator must seek the
target in every per-camera ranked list generated by a re-id system.
If the target is identified in a particular list, the operator may
choose to ‘label’ the same via a simple haptic operation (e.g.
touch or mouse-based selection). However, in a classical re-id
scheme, the per-camera lists are generated independently [1], [2],
[3] without taking actions of the human operator into account. In
other words, target labelings by the operator in a subset of cameras
cannot be leveraged to improve the ranking of the query target
in the remaining set of cameras (see ‘Classical re-id scheme’ in
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Fig. 1: (Top) Classical re-id scheme where query image’s feature
representation is used to search each camera in the network inde-
pendently. The retrieved lists are returned to the human operator.
(Bottom) Our proposed sequential re-id scheme where operator
feedback regarding target sighting is utilized towards better re-
id performance in an online fashion. In the figure, camera C1 is
queried first and ranked list of matches is obtained. The correct
match (pink box) in retrieved ranked list is identified by operator.
The correct match is fused with query image at feature level
(orange block). This fused representation is used to query camera
C2. Notice that ranking of query target in C2’s list improves in
our approach unlike the classical version which cannot exploit
operator inputs to improve subsequent queries.
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2Figure 1).
It is certainly desirable to exploit the complementary infor-
mation on target appearance from multiple camera FoVs and
consequent operator labeling. To this end, we propose a novel
sequential and iterative approach which improves ranking of the
target as additional cameras are queried across the network. To-
wards the success of our approach, we develop a sequential multi-
camera fusion scheme. The fusion scheme operates on feature
representations of candidate matches (see ‘Proposed re-id scheme’
in Figure 1). Our approach has three major advantages. Firstly, it
can accommodate an arbitrary number of cameras. Secondly, the
fusion scheme is flexible enough to operate on cameras in any
arbitrary order. Thirdly and crucially, our approach produces a
monotonic improvement in re-id performance as additional target
labelings from different cameras are fused.
In addition, the proposed approach naturally aligns with the
manner in which a human operator typically interacts with a
re-id system. Therefore, it can be seamlessly integrated into
deployable video-surveillance systems. The proposed approach
is also designed as plug-and-play, i.e., it can be used atop any
state-of-the-art camera pairwise feature estimation/metric learning
method for re-id. Therefore, improvements in the camera-pairwise
re-id approaches can be utilized and further extended within our
framework. Concretely, we make the following contributions:
• We propose a novel framework for utilizing feedback from
human operators in a re-id pipeline deployed in a real-
world scenario. In this proposed framework, observations
from query target in a subset of cameras can be aggregated to
obtain improved retrieval results for the remaining cameras
in the network (Sec. 3).
• We propose a novel sequential feature fusion scheme and a
training strategy that learns to achieve monotonic improve-
ment in re-id performance as additional observations from
the target are fused. (Sec. 3.3).
• To demonstrate the effectiveness of our approach, we define
novel test protocols (Sec. 4.3) and perform extensive experi-
ments (Sec. 4.4) on two large-scale multi-camera benchmark
datasets (Market-1501 [4], DukeMTMC-reID [5]).
• We perform comparative analysis of human operator perfor-
mance obtained from interaction logs of a deployed re-id
user interface to demonstrate the superiority and real-world
feasibility of our approach.
2 RELATED WORK
The problem of person re-identification has been well studied over
the last decade [6]. An important class of person re-id methods
involve development of feature descriptions that are discriminative
between different targets and exhibit robustness to variations
in viewpoint, color, illumination etc. across different camera
FoVs [7], [8], [9]. Popular discriminative signature-based methods
include ICT [10], SDALF [11], saliency based methods [12],
hierarchical Gaussian descriptors [13] and many more. Besides
these, a large volume of works have focused on camera-pairwise
metric learning techniques. Some widely used such techniques are
LADF [14], RankSVM [15], KISSME [1], LFDA [16], CFML
[17] and XQDA [2].
Recently, deep neural network based person re-id approaches
have shown significant performance improvements by jointly
learning the feature representation and the distance metric [18],
[19], [20], [21], [22], [23]. Unlike the classical hand-crafted
techniques where the feature extraction and the metric learning
methods were independently designed and cascaded, deep learning
approaches jointly optimize for these two interconnected compo-
nents, outperforming the non-deep methods in the process. Many
such methods solve re-id as a verification/binary classification
problem. A popular approach involves Siamese networks with
contrastive loss [3], [24]. In [18], LSTM modules were introduced
into a Siamese network to model spatial dependencies between
image parts. [25] proposed a domain-guided dropout strategy to
make the learned re-id model robust to inter-dataset variations.
In datasets with large number of unique identities [4], robust
feature representations can be learned in an identification mode,
i.e., training to map each image to an ID and using the learned
feature embedding to associate unseen IDs during testing phase
[6], [26], [27].
Recurrent Neural Networks have been used for feature ag-
gregation in various video-based applications [28], [29], [30].
Feature fusion for person re-id has also been considered, but in
a multi-query set-up where multiple images of a target from the
same camera are fused using simple pooling operations on feature
representations [4]. Multi-camera fusion has been employed for
object detection [31], tracking [32] and activity classification [33].
To the best of our knowledge, ours is the first work which performs
operator-in-the-loop feature fusion from multiple camera images
for person re-identification.
3 PROPOSED APPROACH
In this section, we lay out details of our method. We begin with
a formal problem statement of our fusion approach (Section 3.1).
Having done so, we identify three key properties that need to be
satisfied during the fusion process (Section 3.2). We subsequently
present the fusion function (Sec. 3.3) and our novel modifications
to the default optimization procedure (Sec. 3.4), all designed to
satisfy the properties mentioned previously.
3.1 Problem Statement
Obtaining discriminative person-specific representations is a key
component of any mordern re-id approach. To obtain such rep-
resentations, we follow the standard convention of fine-tuning
pre-trained Convolutional Neural Networks (CNNs) on person re-
id datasets for classification task. For a given person image, we
use the corresponding final, fully-connected layer’s output of the
fine-tuned CNN as the feature representation and employ x or its
subscripted variants to refer to the same.
Our problem can now be stated as follows: Suppose the
total number of cameras is T . Suppose the human operator has
performed selection of the query target in k 6 T cameras.
Given the sequence of corresponding features {x1, x2, . . . , xk},
the aim is to learn a fusion function F that integrates operator
feedback and produces an optimal fused representation fk, i.e.
fk = F(x1, x2, . . . , xk)1.
3.2 Desired Properties of the Fusion Function
The number of camera FoVs in which a query is visible can
vary from target to target. Therefore, the fusion function F
must be capable of handling a variable number of input feature
1. Please note the distinction between fixed feature representations (x)
obtained from CNN and the ‘learnt’ fused representations (f ) produced by
our fusion function.
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Fig. 2: An illustration of our fusion architecture (Sec. 3). The baseline CNN features (x1, x2, . . .) from camera images are fed to
our fusion function. Purple boxes indicate mean-pooling of corresponding inputs. The fusion network is optimized via a novel loss
formulation Lk to improve the accumulated feature representation (fk). p and nt are the representations for positive and negative
instances. Note that for a given training sequence, the person id (anchor) and positive instance are held constant across the cameras,
while negative instances vary.
representations. In addition, images of the same target in different
camera FoVs often provide complementary visual information.
Hence, a proper fusion of these image features should produce
a more robust and holistic feature representation that leads to a
better re-id accuracy/mAP. To achieve these aims, the proposed
fusion approach must ideally satisfy the following properties:
1) F must be able to process camera (feature) sequences of
variable lengths, i.e. k can vary from target to target.
2) As the number (k) of feature representations being aggre-
gated increases, the fused representation fk should improve,
i.e. enable sustenance or increase in re-id accuracy.
3) F should be invariant to relative ordering in the input feature
sequence, i.e. the order in which cameras are considered
should not matter.
To satisfy these properties, we judiciously design F around
a Gated Recurrent Unit (GRU) [34] - a popular Recurrent
Neural Network architecture (Sec. 3.3). To specifically address
the requirement of improvement in quality of fused representation
(property-2), we formulate a modified loss term, called mono-
tonicity loss (Sec. 3.4). We first describe details of the setup for
the fusion function.
3.3 GRU as Fusion Function
The fusion network consists of a fully connected (FC) layer, a
pooling unit, followed by a GRU (refer to Fig. 2). The FC layer is
important since it allows us to obtain an embedding of pre-defined
dimension regardless of the baseline CNN’s feature dimension.
It also transforms the input features to a space which is easier
for the GRU to optimize over. To increase robustness of the fusion
process, the outputs of FC layers {x˜1, x˜2, . . .} up to and including
current camera index t are mean-pooled (purple boxes in fig 2) and
fed as input to the GRU.
During the training phase, we require GRU to transform the
sequence of image features {x1, x2, . . . , xk} from the k different
cameras to a corresponding sequence of fused representations
{f1, f2, . . . , fk} (Sec. 3.1). This is achieved by the following
set of transformations which are applied at each index t of the
sequence:
rt = σ(Wrxxt +Wrhht−1 + br) (1a)
zt = σ(Wzxxt +Wzhht−1 + bz) (1b)
st = tanh(Whxxt +Whh(ht−1  rt) + bh) (1c)
ht = (1− zt) ht−1 + zt  st (1d)
Here,  represents element-wise multiplication and σ rep-
resents the sigmoid function. ht is formulated to serve as an
effective feature representation for the input feature sequence
{x1, x2, . . . , xt} seen until that point, i.e., ft = ht. The interme-
diate transformations rt, zt, st are formulated such that the GRU
effectively fuses only helpful aspects of the input and ignores the
rest. Our design choice of GRU is significantly motivated by this
property. Note that the subscripted W ’s and b’s are shared across
all the sequence indices and form the trainable parameters of the
GRU.
Suppose we choose an image from a training sequence and
define it as the anchor. We define positive instances as those
training images having the same id as that of the anchor and
negative instances as those images whose id differs from anchor’s
id. Ideally, we require that a positive instance’s feature repre-
sentation be closer to anchor’s representation than the negative’s
representation.
This objective can be achieved via minimization of a hinge-
style triplet loss [35], [36], [37], [38] defined on the anchor,
positive and negative instance representations.
4L(tri) =
∑
{f,p,n}
max(0, ‖f − p‖2 − ‖f − n‖2 +m) (2)
where m is the margin.
In our setting, we set up the triplet loss L(tri)t for each camera
index t wherein the fused representation ft serves as the anchor.
The choice of positive instances is limited, being confined to
same sequence or at the most a handful of other sequences.
If chosen from the target sequence, we omit the corresponding
camera during the fusion process. We also choose to keep the
positive instance fixed for all indices of a given training sequence.
The negative instance for each index is chosen using hard mining
within a given training mini-batch [38]. To enable comparison with
the fused feature, the positive and negative instances are processed
by the GRU for a single time-step to obtain the corresponding
features p and nt. The triplet loss at index t is defined as:
L
(tri)
t =
∑
{ft,p,nt}
max(0, ‖ft − p‖2 − ‖ft − nt‖2 +m) (3)
We use soft-margin formulation as an approximation to the
hinge loss [38] as follows:
L
(tri)
t =
∑
{ft,p,nt}
ln(1 + e‖ft−p‖2−‖ft−nt‖2) (4)
3.4 Monotonic Representation Improvement
As mentioned previously, we desire a progressive improvement in
the quality of the fused representation ft.
To achieve this improvement, we introduce an additional
per-index loss term called monotonicity loss (m-loss). m-loss is
formulated as a sum of zero-margin hinge losses as follows:
L
(mon)
t =
∑
{ft,p,nt}max
(
0, d(ft, p)− d∗p
)
+max
(
0, d∗n − d(ft, nt)
)
(5)
where d(.) is the euclidean distance metric. d∗p and d
∗
n are defined
as follows:
d∗p = min
τ∈{1,2,...,t−1}
d(fτ , p) (6a)
d∗n = max
τ∈{1,2,...,t−1}
d(fτ , nτ ) (6b)
Eq. 5 and eq. 6(a) ensure that the fused representation at step t
is closer to the positive instance than all the fused representations
till index t − 1. Also, the negative instance is chosen using hard-
mining within a mini-batch and d∗n is chosen as the maximum
of distances from the fused representations to the corresponding
negative samples. Therefore eq. 5 and eq. 6(b) enforce ft to be
farther from all negative samples in the mini-batch compared to
any fused representation till step t− 1.
The total loss at each time step t is formulated as a convex
combination of the triplet loss and the monotonicity loss, i.e.
Lt = λL
(tri)
t + λ
R
t L
(mon)
t (7)
While λ is fixed for all indices t, λRt is obtained using
a linear weighting scheme to give more importance to mono-
tonicity loss for longer sequences. For a sequence of length T ,
λRt = t/(
∑T
τ=1 τ). Overall, the proposed loss formulation is
designed to ensure a decoupled optimization of the two desired
properties – low triplet loss when a new feature representation is
aggregated and monotonic improvement in fused feature represen-
tation.
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Fig. 3: Histogram of number of cameras per ID in Market-1501
(left) and DukeMTMC-reID (right). In DukeMTMC-reID, there
are very few samples with query sequence lengths greater than 4.
3.5 Training and Testing
The sequence-loss for GRU is computed as an average across per-
index total loss (eq. 7). During the fusion network training, we
nominally fix an input camera sequence ordering and the inputs to
the GRU are obtained on the basis of this ordering. We emphasize
that the choice of ordering is arbitrary. In fact, we shall show
later on that the camera ordering has negligible effect on re-id
performance (Sec. 4.4). The result also implies that the fusion
function satisfies the third property from the desirable properties
of an ideal fusion function (Sec 3.2).
In the testing phase, query images from multiple cameras are
considered for fusion. We use the hidden state hk of the GRU at
the last camera index (Eq. 1(d)) as the fused feature fk. Since the
ids of images in the gallery set are unknown, it is not possible
to obtain a fused representation for them. To enable comparison
between query and gallery features, we construct a sequence by
repeating the gallery image and use it as the input to the GRU.
Additional details on this procedure are presented in Sec. 4.3.
Other Fusion Functions: As alternatives to GRU, we explore two
other fusion functions. Similar to multi-query setting for person
re-identification [4], we perform max-pooling and mean-pooling
of features to obtain the fused representations. We shall present a
detailed comparative evaluation of the fusion functions in Sec. 4.
4 EXPERIMENTS
4.1 Datasets
Since the focus of the work is on fusion of features from multiple
cameras, we evaluate performance on datasets with a minimum of
three cameras in the network. We report our results on two such
datasets, Market-1501 and DukeMTMC-ReID, which contain 6
and 8 cameras respectively.
Market-1501 [4]: This dataset has 12,936 images from 751 IDs
in the training set and another 750 IDs with 3,368 and 19,732
images in the query and gallery sets respectively. Each ID is
present in a minimum of two and a maximum of six cameras
(see left plot in fig. 3). The gallery set has multiple instances of an
ID from a camera while the query set has only one. All the images
are of dimensions 128× 64.
DukeMTMC-ReID [39]: This dataset is organized similar to
Market-1501. It has 702 IDs each in the train and test sets. There
are 16,522, 2,228 and 17,661 images in train, query and gallery
sets respectively. All the images are obtained using manually
annotated bounding boxes. In the training set, each ID is present
in a minimum of 2 and a maximum of 6 cameras, even though the
network has 8 cameras (fig. 3). The gallery set has 408 distractor
IDs who are present in only one of the cameras.
54.2 Implementation Details
Feature Extraction: For our experiments, we use ResNet-50 [40]
and AlexNet [41] as the base (per camera image) CNN feature
extractor models. Note that this choice is nominal and any off-the-
shelf model can be used as the baseline feature extractor.
For the ResNet-50 baseline, we use the network pre-trained
on ImageNet [42] for fine-tuning on reID datasets. An additional
fully-connected (FC) layer is used at the end of Pool-5 layer
of ResNet-50 to reduce the feature dimension to 512. For the
AlexNet baseline, we remove Local Response Normalization
and employ batch-normalization at every layer before the non-
linearity. As in ResNet-50 set-up, the output embedding dimension
is set to 512. During the baseline network training, dropout
with rate 0.5 is employed for the fully-connected layers. We use
Adam optimizer with an initial learning rate of 0.0001. β1 and
β2 parameters in the optimizer are set to 0.9 and 0.999 in all
experiments. As done in [38], the learning rate is decreased as the
training progresses according to the following schedule:
(t) =

0 if t 6 t0
0 × 0.001
(
t− t0
t1 − t0
)
if t0 6 t 6 t1
(8)
Here, 0, t0 and t1 are set to 0.0001, 15000 and 25000
respectively.
The input dimensions for ResNet-50 and AlexNet are fixed
to 256 × 128 and 227 × 227 respectively and the input images
are accordingly resized. To maintain the aspect ratio of input in
ResNet-50, the pooling layer is modified to enable an input of
dimension 256 × 128. Following [41], we augment our training
set with 5 random crops and their mirrored images. The size of
crop is set to 89% of the original image size.
Fusion Function: The GRU is initialized with random weights
and hidden state length is set to 512 in all our experiments. As
in CNN training, we use the Adam optimizer to perform gradient
descent. Additional details on fusion network training are provided
in the supplementary. For the experiments with monotonicity
loss (Sec. 3.4), the weighting factor λ is calculated using the
scheduling scheme similar to that in Eq. 8 (, 0 replaced with
λ, λ0) with λ0 equal to 0.01.
4.3 Evaluation Protocols
In the protocol generally followed for evaluation in multi-camera
setting [6], single query and single gallery sets are used irrespec-
tive of number of cameras in the network. The images from all the
cameras are binned together in the gallery and for a given query,
predictions from the same camera are treated as inadmissible,
i.e. not considered for evaluation. In our work, we tackle the
novel task of cross-camera fusion which requires at least two
camera inputs. Therefore, existing evaluation procedures cannot
be directly adopted. To demonstrate the efficacy of our method and
to enable comparison with existing works on re-id, we therefore
propose two novel evaluation protocols: Variable Set protocol and
Fixed Set protocol.
4.3.1 Variable Set Protocol (VSP):
This protocol is characteristically similar to that followed in
conventional re-id approaches. Let C be the set of cameras present
in the network. A subset of C is considered as the gallery camera
set {GC}. The complementary set of {GC} is considered to be
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Fig. 4: Rank-1 accuracies for Variable Set Protocol on Market-
1501 dataset with ResNet-50 (left) and AlexNet (right) CNN
baselines. GRU based fusion outperforms mean and max-pooling
based fusion methods. All fusion techniques are significantly
better than the CNN baselines
Architecture
FSP VSP
Proposed Mean-pool Max-pool Proposed Mean-pool Max-pool CNN
ResNet-50 75.87 67.88 64.52 71.82 64.65 61.29 54.31
AlexNet 67.79 67.13 63.65 63.71 63.10 59.44 51.05
TABLE 1: Comparison of averaged mAP on Market-1501 with
unit length galleries
the query camera set {QC}. The query person IDs from {QC} are
selected such that they are present in a minimum of one camera in
{GC}. This procedure is repeated for all possible gallery camera
sets. The total number of such query-gallery combinations is given
byN =
∑n−1
i=1
(n
i
)
= 2n−2 where n is the number of cameras in
the network. Note that the set of query IDs for a given gallery set
varies based on the query camera set. We introduce this protocol to
compare our performance with baseline feature extraction methods
for re-id.
4.3.2 Fixed Set Protocol (FSP):
In this protocol, a Gallery Camera set {GC} is chosen. Similar
to VSP, the query set {QC} comprises of cameras from the
complementary set of {GC}. However, to evaluate the fusion
function performance, we consider all possible subsets of cameras
within a given query set, starting with one camera (no fusion)
and progressively increasing until NQ, the number of cameras
within the query set. The total number of such possible query
camera combinations is N = |P(QC)| − 1 where P(S) and
|S| are the power set and the cardinality of {S} respectively. This
procedure is repeated for all possible gallery camera combinations.
The person IDs for query are selected such that they are present
in all the cameras in both {GC} and {QC}, even when the query
camera combination is a subset of {QC}. Thus, the set of query
IDs is fixed for a given gallery set. This ensures that the number
of query images remains constant for all possible query camera
combinations and hence the metrics for different combinations are
comparable. This, in turn, enables us to effectively analyze the
consequence of addition of cameras for fusion.
In the test phase for both protocols, feature fusion is performed
only for query images. To enable comparison of query and gallery
features during testing, we mimic the multi-camera scenario by
constructing a sequence of repeated gallery image features. Our
decision is motivated by the fact that our fusion function is
optimized for sequences and also by better performance observed
in practice. We empirically set the number of gallery image
repetitions to be same as the query sequence length.
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Fig. 5: Effect of query sequence lengths on accuracy. Averaged
Rank-1 accuracies are shown for fusion with ResNet-50 baseline
on Market-1501 dataset. Feature fusion using GRU performs sig-
nificantly better than other fusion techniques in rank-1 accuracies,
while m-loss helps in maintaining monotonicity with increasing
sequence lengths
Architecture Length-2 Length-3 Length-4 Length-5
ResNet-50 79.37 83.58 84.29 85.01
AlexNet 71.21 76.88 80.14 81.77
TABLE 2: Comparison of averaged FSP rank-1 accuracies of
ResNet-50 and AlexNet based fusion with varying query set
lengths. Averaging is performed over all six unit length gallery
camera sets
4.4 Results
Results with VSP: The results for VSP on Market-1501 are shown
in fig. 4. Since the baseline feature extractor methods take in inputs
from only one camera at a time, we independently query from
each of the cameras in the query set. The scores are computed for
each of these individual queries and their average is considered
for comparison with feature fusion based methods.
For better representation, we average the results based on the
number of cameras present in the query set. From the results
(fig. 4), we observe that our approach (fusion of queries) performs
significantly better than baseline – for ResNet-50, on average, fu-
sion outperforms baseline by 13.5% and mean-pool based fusion
by 3.6% in Rank-1 accuracy. The mAP performances (table 1) are
more noteworthy with 17.5% and 7.2% improvement over base-
line CNN and mean-pool based fusion respectively. In the case of
AlexNet as baseline CNN, mean-pool based fusion performs better
than our approach for sequences of length two. However, as the
number of cameras increase, our approach outperforms all other
approaches. Additionally, the figures show that the improvement
obtained using feature fusion increases as more query cameras are
considered.
Results with FSP: To show the efficacy of fusion, we compare
fusion performance for varying query sequence lengths with fixed
gallery sets. The query sequence length refers to the cardinality of
the query camera combination. Table 2 presents the comparison
of ResNet-50 and AlexNet on Market-1501 dataset using FSP.
The gallery camera set length is fixed to one. Hence, at most
five images can be used for feature fusion. The average rank-1
accuracies over six such galleries is shown in the table. ResNet-
50 based fusion network performs significantly better due to better
baseline features. Hence, in the remaining experiments, we present
results mainly on ResNet-50 architecture. Corresponding results
for AlexNet can be found in the supplementary material. The effect
of number of query images on fusion accuracy can be viewed in
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Fig. 6: Rank-1 accuracy for Fixed Set Protocol on DukeMTMC-
reID dataset with ResNet-50 (left) and AlexNet (right) CNN
baselines
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Fig. 7: Human operator retrieval time (left) and automated retrieval
list length (right) plots on Market-1501 dataset
Fig. 5. The monotonic trend of accuracies with increase in number
of query cameras holds in the case of GRU alone, but is further
enhanced when trained with m-loss, leading to improved accu-
racy at the later time-steps. On an average, our fusion approach
achieves 5.8% improvement in Rank-1 accuracy over mean-
pooling. Table 1 provides a comparison of mAP with ResNet-50
and AlexNet architectures on Market-1501. For ResNet-50, our
fusion approach outperforms mean-pool based fusion in mAP by
8%. The significant improvement in mAP indicates that the fused
representation is able to effectively combine images, leading to
earlier retrievals. The results also crucially highlight the advan-
tage of our GRU-based fusion over simple pooling approaches.
Additional results with different gallery and query camera sets
can be found in the supplementary material.
Fig. 6 presents rank-1 accuracy results on the DukeMTMC-
reID dataset. Due to lack of query sequences with length greater
than four, we consider query sets with a maximum of four
cameras, while gallery size is fixed to two. The results are averaged
over all such possible gallery sets. Our approach consistently
outperforms other fusion techniques with both ResNet-50 and
AlexNet baselines, while increasing the accuracy with fusion.
Advantages of Fusion in Deployed Systems:
To study the performance advantages of employing fusion-
based algorithms in practical surveillance systems, we designed
a prototype GUI system for human-operator-in-the-loop re-id and
conducted a comparative user study to determine the time spent in
retrieval with and without the fusion of queries.
The operator selects the matching image for a query from
the ordered set of retrievals obtained using our approach. The
retrieved image is then fused with the query to obtain subsequent
queries. We plot the time taken for retrieval as a function of
query sequence length. We perform a similar experiment without
fusion and compare the results in fig. 7. We observe that retrieval
times are significantly smaller and decrease with increasing query
sequence length with our fusion-based approach in contrast to the
7Fig. 8: Retrieved samples for two example targets from Market-
1501 dataset. Correct retrievals are indicated with green box. More
correct matches are obtained at a lower rank as additional query
images are combined.
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Fig. 9: Averaged FSP results for different input ordering sequences
during training (left) and testing (right)
conventional approach involving independent querying.
The average rank of first correct retrieval as obtained by
our algorithm is shown in fig. 7. The retrieval index decreases
monotonically with query sequence length, emphasizing the ad-
vantage of proposed approach. A video demonstration of operator
interactions with our GUI-based re-id system can be viewed in
supplementary material.
In fig. 8, we present two sample sequences of queries and
corresponding top-10 retrievals. We observe that as the fusion
function processes more images, the number of correct retrievals
increase. Fusion of images is especially beneficial in challenging
scenarios where multiple likely candidates exist in the gallery with
minute differences between them (fig. 8, right). Note that, while
new correct retrievals are obtained as images get fused, there is
an improvement in the position (rank) of the existing retrievals
too. This indicates that our approach is able to integrate new
information while retaining the relevant aspects of the existing
representation.
Effect of Camera Ordering: As discussed in Sec. 3, we desire
the fusion function to be agnostic to input ordering in both the
training and testing phases. To verify this, we train the fusion
network with multiple sequence orders corresponding to different
camera arrangements. We observe that the average FSP results on
six unit length galleries are similar across training orders (fig 9,
left). Conversely, for a fixed training order, we examined multiple
orderings of gallery cameras during testing.
As can be seen (fig 9,right), the fusion performance is practi-
cally independent of camera ordering in this case as well.
In this paper, we have proposed a novel sequential multi-
camera feature fusion approach for person re-id. Unlike classical
re-id methods, our approach can accommodate operator inputs
in an online fashion, enabling early gains via a monotonic im-
provement in target retrieval accuracy. These capabilities are made
possible by our choice of GRU as a fusion function and our
training strategy involving a custom formulation of the mono-
tonicity loss. We also introduce novel evaluation protocols and
conduct extensive evaluations on Market-1501 and DukeMTMC-
reID datasets. The results indicate that our multi-camera fusion
method significantly outperforms the corresponding baselines as
well as other popular feature fusion schemes. Additionally, our
comparative analysis of operator-in-the-loop performance show-
cases the potential for seamless integration into deployable video-
surveillance systems.
Currently, explicitly omitting features from a camera is not
possible, especially during the testing phase. One possibility
would be to incorporate attention mechanisms [43] in future to
accomplish the same and further improve fusion during both
training and testing phases.
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1SUPPLEMENTARY: Operator-In-The-Loop
Deep Sequential Multi-camera Feature Fusion
for Person Re-identification
F
Architecture
Market-1501 DukeMTMC-reID
Rank-1 mAP Rank-1 mAP
ResNet-50 73.63 48.74 60.86 39.79
AlexNet 67.1 44.34 56.87 34.21
TABLE 1: Classification-based Baseline CNN performance.
1 RESULTS
1.1 Baseline CNN performance
Table 1 shows the rank-1 and mAP metrics for the ResNet-50 and
AlexNet CNN baselines. The results for Market-1501 are better
than those reported in [1], [2]. The performance of ResNet-50
on DukeMTMC-reID is lower compared to that reported in [3],
[4]. However, since the same trained network is fixed as baseline
CNN in the fusion network, the effect of fusion can still be fairly
evaluated.
1.2 FSP Results on AlexNet
FSP results for AlexNet on Market-1501 dataset are shown in
fig. 1. The results are averaged on the six unit length gallery
sets. All the results corresponding to the legend ‘GRU’ are
obtained using the fusion network trained with triplet loss only.
The merits of further incorporating monotonicity loss has been
shown on ResNet-50 based network in fig. 5 of the main paper
(as GRU + m-loss). We observe that all the fusion networks
perform considerably better than the baseline CNN. GRU based
fusion outperforms other approaches in most cases, with improved
performance as sequence length increases.
1.3 FSP Results with Varying Gallery Set Size
In the fixed set protocol, the fusion sequence length and hence,
the number of cameras in query and gallery sets can be varied.
We generally consider unit length gallery sets for Market-1501
and gallery sets with four cameras for DukeMTMC-reID dataset.
Here, we show similar results for gallery set sizes of two and
five respectively for Market-1501 and DukeMTMC-reID (fig. 2
and 3). The results are averaged over all possible query-gallery
combinations. Similar to Sec. 1.2, this fusion net is trained with
triplet loss only.
1.4 Importance of m-loss in Default GRU Optimization
The comparison of fusion with monotonicity loss is presented in
fig. 4 for FSP. With the added m-loss modification, accuracy con-
sistently increases with fusion. While the performance is slightly
inferior for shorter query sequences, m-loss helps in outperform-
ing the naive GRU based model in the case of longer sequences.
Note that for camera-six as gallery (fig 4, bottom-right), while
all the other fusion methods show a dip in performance at query
sequence length five, monotonicity loss results in an improvement
in the accuracy. The results suggest that the additional constraint in
the training enables the GRU to learn a more robust representation.
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Fig. 1: FSP rank-1 accuracies for AlexNet based fusion on Market-1501 dataset
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Fig. 2: Averaged FSP results for ResNet-50 (left) and AlexNet (right) on Market-1501 for gallery sets with two cameras
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Fig. 3: Averaged FSP results for ResNet-50 (left) and AlexNet (right) on DukeMTMC-reID for gallery sets with five cameras
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Fig. 4: Effect of query sequence lengths on accuracy. Averaged Rank-1 accuracies are shown for fusion with ResNet-50 baseline on
Market-1501 dataset. Feature fusion using GRU performs significantly better than other fusion techniques in rank-1 accuracies, while
m-loss helps in maintaining monotonicity with increasing sequence lengths
4Fig. 5: Sample interaction of operator with the prototype user-interface for our fusion based re-id system.
