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1. Resum 
1.1. Català 
Els algorismes de Machine Learning, en especial les xarxes neuronals, han experimentat un 
increment notable en les seves capacitats d’aprenentatge en els últims anys. No obstant això, 
la llegibilitat i la comprensió del seus mètodes de raonament són molt complicades. A més a 
més, acostumen a ser tancats i no permeten la col·laboració d’una persona en la creació dels 
seus models predictius. Per això, fan falta noves eines que permetin una interacció i 
comprensió còmoda entre la màquina i la persona. 
En aquest treball es pretén desenvolupar una eina basada en arbres de decisió que permeti la 
creació dirigida de models predictius, ja que són fàcilment interpretables. Això vol dir que 
l’usuari expert encarregat de crear el model predictiu ha de poder interactuar amb ell i tenir la 
possibilitat de guiar-lo gràcies al seu coneixement expert. Una de les finalitats d’aquesta eina 
serà crear models predictius a partir de dades mèdiques. 
Primerament, es contextualitzarà el problema que es vol solucionar i es marcaran els objectius 
del treball. A continuació, es farà un resum dels conceptes bàsics de Machine Learning que 
s’empraran en aquest projecte i una descripció de l’estat de l’art. Després, es mostrarà com 
s’ha implementat l’eina que es planteja, basant-se en algunes de les idees i tècniques que 
incorporen algorismes com el CART [6] o el C4.5 [7], i, finalment, s’aplicarà a un parell de 
datasets. 
1.2. Castellà 
Los algoritmos de Machine Learning, en especial las redes neuronales, han experimentado un 
incremento notable en sus capacidades de aprendizaje en los últimos años. Sin embargo, la 
legibilidad y la comprensión de sus métodos de razonamiento son muy complicadas. Además, 
suelen ser cerrados y no permiten la colaboración de una persona en la creación de sus 
modelo predictivos. Por ello, hacen falta nuevas herramientas que permitan una interacción y 
comprensión cómoda entre la máquina y la persona. 
En este trabajo se pretende desarrollar una herramienta basada en árboles de decisión que 
permita la creación dirigida de modelos predictivos, ya que son fácilmente interpretables. Esto 
significa que el usuario experto encargado de crear el modelo predictivo debe poder 
interactuar con él y tener la posibilidad de guiarlo gracias a su conocimiento experto. Una de 
las finalidades de esta herramienta será crear modelos predictivos a partir de datos médicos. 
Primeramente, se contextualizará el problema que se quiere solucionar y se marcarán los 
objetivos del trabajo. A continuación, se hará un resumen de los conceptos básicos de 
Machine Learning que se emplearán en este proyecto y una descripción del estado del arte. 
Después, se mostrará cómo se ha implementado la herramienta que se plantea, basándose en 
algunas de las ideas y técnicas que incorporan algoritmos como el CART [6] o el C4.5 [7], y, 
finalmente, se aplicará a un par de datasets. 
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1.3. Anglès 
Machine Learning algorithms, neural networks in particular, have experienced a significant 
increase in their ability to learn. However, the readability and understanding of their methods 
of reasoning are very complicated. Moreover, they are a black box and they don’t allow the 
collaboration of the user in the creation of their predictive model. Therefore, new tools are 
needed to enable a comfortable understanding and interaction between the machine and the 
person. 
This study aims to develop a decision tree based tool, because decision trees are easily 
interpretable, in order to build predictive models interactively. This means that the user must 
be able to interact with it and be able to guide it thanks to his expert knowledge. One of the 
aims of this tool is to create predictive models based on medical data. 
Firstly, the problem to be solved will be contextualized. Next, there will be a summary of the 
Machine Learning basic concepts that will be used in this project and a description of the state 
of the art. Then, it will be explained how this tool has been implemented, based on some of 
the ideas and techniques that algorithms such as CART [6] and C4.5 [7] use, and finally, a 
couple of datasets will be used to show how it performs. 
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2. Introducció 
2.1. Motivació general 
Qualsevol sistema sanitari és un sistema extremadament complex i crític per a l’estat del 
benestar. Proporciona el primer pilar de la famosa fórmula de la felicitat, que és la salut. Tots 
aquests serveis sanitaris tenen un cost molt elevat. Per exemple, la Generalitat de Catalunya, 
en el 2016, ha gastat 8.716 milions d’euros, el 23% del pressupost, en la partida destinada a la 
sanitat, que és la partida amb més pes de tot el pressupost [1]. 
 
Fig. 1  Partides pressupostàries del 2016 de la Generalitat de Catalunya. Font: 
http://aplicacions.economia.gencat.cat/wpres/AppPHP/2016/pdf/DBA_P_CAT.pdf 
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Amb la informatització del sistema sanitari, avui dia és molt fàcil obtenir dades sobre els 
historials clínics dels pacients. No obstant això, la gran quantitat de dades que hi ha per 
pacient i l’elevat nombre de pacients, fa que aquestes dades, moltes vegades, quedin 
enterrades en un datawarehouse. Això es produeix perquè el personal mèdic no disposa de les 
eines informàtiques adequades per tal de processar-les i poder obtenir informació útil. 
Amb les eines informàtiques i estadístiques adequades es podrien exprimir tals dades per 
aprendre més sobre certes malalties i poder millorar el tractament dels pacients. Podria servir 
per comprovar si un nou tipus de tractament o un canvi en el protocol d’atenció produeix 
canvis significatius en el benestar i la cura dels malalts. També es podria crear algorismes 
predictius per tal de diagnosticar i atendre malalties de forma prematura. Tot això, milloraria 
significativament la vida dels pacients i també ajudaria a reduir despeses en aquest sistema 
tant complex. 
2.1.1. Motivació sobre la construcció dirigida de models predictius 
Avui dia, amb els grans avenços que hi ha hagut en el món del Machine Learning, cada cop és 
més popular utilitzar tals eines per construir models predictius a partir d’una gran quantitat de 
dades. El potencial d’aquesta tècnica és extremadament gran, però, moltes vegades, 
professionals que no estan directament relacionats amb la informàtica, veuen aquests models 
com una caixa negra. Aquesta caixa negra conté de forma oculta el raonament que condueix 
als resultats que proporciona i no permet mostrar aquest raonament d’una forma senzilla als 
usuaris. A més a més, durant l’aprenentatge, es basa tan sols en les dades proporcionades, tot 
prescindint del coneixement d’éssers humans experts en la matèria. 
Tot això ens porta a buscar algun tipus d’algorisme de Machine Learning que permeti una bona 
construcció de models predictius, però que ho faci d’una forma dinàmica i interactiva amb un 
expert, per poder incloure també el coneixement d’aquest últim. També es demana que el 
predictor o classificador resultant sigui fàcilment representable perquè un usuari pugui 
entendre el raonament que fa servir la màquina. 
 
Fig. 2  Representació gràfica del concepte de Machine Learning. Font: 
http://www.eoi.es/blogs/redinnovacionEOI/files/2015/09/machine_learning.jpg 
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2.2. Presentació i contextualització del problema concret 
Per tal de presentar el problema d’una forma més directa i senzilla, es mostra un dels 
problemes que es vol solucionar a partir de l’eina predictiva que es desenvolupa en aquest 
treball. 
A l’Hospital de Sant Pau i de la Santa Creu de Barcelona (i a molts altres) es troben que hi ha 
alguns pacients que pateixen reingressos imprevistos relacionats amb insuficiència cardíaca. 
Això vol dir que hi ha pacients que, després d’haver estat ingressats a l’hospital hi tornen de 
forma imprevista en menys de 30 dies. 
D’aquest fenomen se’n poden deduir dos problemes. El primer és una conseqüència directa 
del fet de tenir reingressos i és que el cost per pacient augmenta. El segon és que és probable 
que el tractament que hagi rebut el pacient o l’estil de vida que ha portat al sortir d’un ingrés 
no sigui l’adequat i això propicia que hagi de tornar a ingressar de forma imprevista. A més a 
més, el Departament de Salut de Catalunya (com en molts altres llocs) penalitza fortament una 
taxa de reingressos per sobre la mitjana en les avaluacions dels hospitals, incloses 
penalitzacions en el finançament. Així doncs, també els gestors econòmics de l’hospital 
estarien molt interessats en evitar-ne. 
Els metges de l’hospital fins ara només disposen de la seva experiència (el famós “ull clínic”) 
per detectar els pacients que podrien haver de reingressar. Agrairien alguna eina basada en 
l’evidència per poder saber quins pacients tenen una probabilitat més alta de patir un reingrés 
i, un cop detectats, conèixer les causes que provoquen aquest fet. A més a més, demanen un 
sistema automàtic de raonament que sigui compressible per ells i que permeti incorporar el 
seu coneixement i experiència. 
2.3. Objectius 
L’objectiu d’aquest treball és l’elaboració d’un model predictiu a partir de dades mèdiques,  
basat en arbres de decisió amb coneixement expert que permeti una predicció comprensible 
per a l’usuari. 
Tot i així, l’eina que es desenvoluparà no quedarà restringida únicament en l’àmbit mèdic, sinó 
que es podrà aplicar en qualsevol domini on es necessiti combinar un aprenentatge automàtic 
comprensible per l’usuari amb el seu coneixement expert. 
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3. Abast  
En aquest treball s’inclou el desenvolupament d’un programa per crear models predictius a 
partir de dades mèdiques. Durant la creació d’aquests models es permetrà que l’usuari expert 
introdueixi els seus coneixements i pugui guiar el programa.  
Per la pròpia creació interactiva de l’arbre i la posterior visualització dels resultats, es crearà 
una interfície gràfica que permetrà a l’usuari interactuar amb el programa de forma dinàmica. 
Queda explícitament exclòs de l’abast fer el software per al preposés automàtic de les dades 
(neteja, tractament de dades mancants, transformació de variables, ...) donat que és massa 
difícil d’automatitzar i depèn de cada font de dades . Així doncs, encara caldrà un expert per 
preparar cada font de dades abans de donar-lo al sistema de construcció de models que es 
proposa. 
3.1. Dificultats i obstacles 
Decidir l’algorisme classificador/predictiu 
A l’algorisme classificador se li demana que sigui fàcil d’entendre per un humà, que s’executi 
ràpidament, que els resultats que doni siguin acurats i que pugui generalitzar a nous casos. Fer 
que totes aquestes característiques formin part d’un algorisme no és una tasca fàcil i requereix 
un procés iteratiu més aviat llarg. 
Velocitat d’execució 
En principi, Python, que és el llenguatge que s’utilitzarà per desenvolupar el backend del 
programa, hauria de permetre executar els algorismes prou ràpid per a l’usuari, però podria 
ser que fes falta passar a un llenguatge més ràpid, com C++, si es donés el cas que el programa 
va massa lent. 
Resultats insuficients 
Després de tenir l’algorisme predictiu i una interfície gràfica per executar-lo, pot ser que els 
resultats obtinguts no satisfacin a l’usuari, ja que, a priori, es difícil determinar si un problema 
és predictible o no en base a un conjunt de dades del passat. 
Disseny de la visualització dels resultats 
El processament de dades és una tasca inútil si després no es pot presentar el resultat obtingut 
a la persona que el requereix. Una bona interfície gràfica que mostri els resultats de forma 
completa, fàcil i intuïtiva és essencial en aquest treball. Representa un gran repte, ja que hi ha 
força informació a representar i és fàcil acabar creant una interfície complicada i poc clara. 
3.2. Eines per al desenvolupament 
L’eina de creació d’aquests models es farà amb arbres de decisió, tal com s’enuncia a l’apartat 
2.3. El motiu pel qual s’han escollit els arbres de decisió i no altres algorismes de Machine 
Learning és que els arbres de decisió permeten interpretar fàcilment el “raonament” de 
 
15 Construcció dirigida de models predictius 
l’algorisme, es poden combinar fàcilment amb el coneixement d’experts i funcionen 
raonablement bé amb una gran varietat de datasets.  
Per coherència amb altres desenvolupaments que s’estan fent al grup de recerca del director, 
un requisit donat és fer servir software lliure i usar principalment el llenguatge Python. A més a 
més, Python disposa d’una excel·lent llibreria de Machine Learning anomenada scikit-learn, 
que proporcionarà moltes de les eines que faran falta. 
Per la interfície gràfica s’utilitzarà alguna biblioteca de Python, com per exemple Tkinter, ja que 
s’integra amb molta facilitat amb el backend de l’aplicació, o bé es crearà una interfície web, ja 
que permet utilitzar l’aplicació sense tenir-la instal·lada en l’ordinador de l’usuari. 
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4. Requisits 
4.1. Requisits funcionals 
4.1.1. Escollir criteri per segmentar les dades 
A l’hora d’utilitzar un atribut per segmentar un node, els algorismes automàtics trien l’atribut 
que millor segmenta basant-se en alguns dels criteris que s’anomenaran a l’apartat 5.1.1. El 
que fan els arbres de decisió que permeten incorporar coneixement expert és fer que l’expert 
decideixi quin node segmentar i quin atribut escollir a partir de la llista de suggeriments que li 
fa l’algorisme [9]. 
4.1.2. Deixar d’expandir nodes o reduir-los 
Moltes vegades els algorismes classifiquen excessivament bé els exemples d’entrenament, 
però a l’hora de generalitzar i predir sobre dades desconegudes, els resultats que donen són 
pobres. Això es deu al fet que hi ha nodes segmentats que haurien d’estar units. Per això es 
permet que l’usuari pugui aturar la segmentació de nodes [12] o, fins i tot, tornar-los a unir [9]. 
4.1.3. Visualitzar la distribució de les dades 
Per una bona interpretació de les dades d’un node, cal que l’usuari sigui capaç de visualitzar-
les d’alguna manera que permeti veure la seva distribució. 
4.1.4. Realitzar prediccions de forma massiva 
Un cop entrenat el model, el programa hauria de ser capaç de realitzar prediccions de forma 
massiva en base a nombroses dades. 
4.2. Requisits no funcionals 
4.2.1. Usabilitat 
Es demana que la interfície gràfica sigui fàcil d’utilitzar. En principi, l’utilitzaran experts en 
matèries diferents a la informàtica o estadística. Per això cal que la interfície gràfica, en 
comptes de ser un obstacle, sigui una eina d’ajuda. 
4.2.2. Portabilitat 
Com que no se sap en quin sistema operatiu s’executarà el programa, la portabilitat és un 
element clau. Cal que el programa es pugui executar en qualsevol entorn. 
4.2.3. Velocitat d’execució 
El programa està pensat per executar-se interactivament amb l’usuari. Això vol dir que el 
temps de càlcul hauria de ser el mínim per evitar tenir una latència elevada entre les accions 
que realitza l’usuari i les respostes que dóna el programa.  
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5. Conceptes previs de Machine Learning 
5.1. Els arbres de decisió 
Els arbres de decisió són una de les eines per a crear classificadors i predictors més senzilles 
que existeixen. Consisteixen en un arbre constituït per una sèrie de nodes interns i les fulles. 
En cada node intern hi ha una funció que té com a entrada els atributs d’una certa instància i 
que dóna com a resultat el node fill al qual pertany aquesta instància. Sovint, aquesta funció 
depèn d’un sol atribut. Amb atributs categòrics, el més habitual és que un node que té com a 
entrada d’aquesta funció un cert atribut tingui tants fills com valors diferents pugui prendre tal  
atribut. Per exemple, les dades de la següent taula, que podrien correspondre a les dades d’un 
cert node d’un arbre de decisió: 
Edat Pes (kg) Diagnòstic Ingressos previs 
60 80 Infecció 2 
80 70 Traumatisme 6 
45 50 Infecció 0 
57 65 Insuficiència respiratòria 1 
Taula 1 Exemple dades mèdiques 
 
Es segmentarien de la següent forma, si s’agafa el diagnòstic com a atribut de segmentació: 
Node Edat Pes (kg) Diagnòstic Ingressos previs 
Fill 1 60 80 Infecció 2 
45 50 Infecció 0 
Fill 2 80 70 Traumatisme 6 
Fill 3 57 65 Insuficiència 
respiratòria 
1 
Taula 2 Exemple dades mèdiques segmentades segons el diagnòstic 
 
Amb atributs numèrics es busca un o més cutpoints per segmentar el rang de valors que pot 
prendre un atribut concret i es generen tant fills com segments diferents pot retornar la 
funció. Pel que fa a les fulles, es pot retornar el valor d’una funció amb els atributs d’una 
instància concreta com a entrada o es pot retornar la classe més representativa de les dades 
 
18 Construcció dirigida de models predictius 
que pertanyen a una certa fulla. Normalment el valor que es retorna és la classe a la qual 
l’arbre prediu que pertany una instància i/o la probabilitat que aquesta predicció sigui certa. 
Per entendre-ho millor, a continuació es proposa com a exemple un arbre de decisió que 
prediu si un passatge va sobreviure o no a l’enfonsament del Titànic. Tal com es veu en la Fig. 
3, per un passatger que fos un home de 40 anys, l’arbre consultaria el sexe en el primer node, 
després baixaria al fill esquerra, a continuació consultaria l’edat, baixaria al fill esquerra i 
prediria que el passatger moriria. 
 
 
Fig. 3  Arbre de decisió per predir si una persona sobreviuria o moriria al Titànic. Font: 
https://en.wikipedia.org/wiki/Decision_tree_learning#/media/File:CART_tree_titanic_survivors.png 
 
 
5.1.1. Mesures de la heterogeneïtat de les dades  
Una eina molt important, que és imprescindible en la construcció dels arbres de decisió, és una 
funció que avaluï la bondat d’un atribut a l’hora de segmentar les dades. Això vol dir que ha de 
traduir a un valor numèric el desordre de les dades respecte la classe a la qual pertanyen. Si les 
dades en un node determinat pertanyen totes a una única classe vol dir que no hi ha desordre. 
Per altra banda, si en un node hi ha representades vàries classes, totes elles en una proporció 
similar, el desordre és alt. 
En el següent exemple es pot veure com el node A té no té desordre en les seves dades, 
mentre que el node B sí que en té. 
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Node A  Node B 
900 elements classe 1  300 elements classe 1 
  300 elements classe 2 
  300 elements classe 3 
Taula 3 A l'esquerra, un node amb heterogeneïtat nul·la en les seves dades. A la dreta, un node amb alta 
heterogeneïtat en les seves dades 
A continuació es mostren diverses formes d’avaluar aquest grau de desordre en les dades. 
5.1.1.1. Gini impurity 
Donat un etiquetatge aleatori seguint una distribució ponderada per la quantitat de valors amb 
una determinada etiqueta, es compta la probabilitat que un element donat estigui mal 
etiquetat.  
Elements mal etiquetats:   𝐼𝑔(𝑓) =  ∑ 𝑓𝑖(1 − 𝑓𝑖)
𝐽
𝑖=1  
On 𝑓𝑖  és la probabilitat que un element tingui l’etiqueta ‘i’,  i ‘J’ és la quantitat d’etiquetes 
diferents. 
Cal tenir present que com més proper a 0 sigui el valor del gini impurity, més homogènies són 
les dades. També cal tenir en compte que si hi ha n classes presents, el valor màxim de gini 
impurity és 1-1/n. 
5.1.1.2. Variance reduction 
S’utilitza normalment quan es tracta amb una variable objectiu contínua, ja que altres mètodes 
requeririen una discretització d’aquesta. L’objectiu és reduir la variància dels nodes fills 
respecte el node pare. 
5.1.1.3. Information gain 
Es basa en disminuir l’entropia d’un node segmentant-lo i creant fills a partir d’un atribut 
determinat. El guany d’informació es calcula restant a l’entropia del node pare les entropies 
ponderades dels seus nodes fills. Com més gran és el guany d’informació, vol dir que l’atribut 
escollit per dividir un node classifica millor. 
La fórmula matemàtica per calcular el guany d’informació és: 
𝐼𝐺(𝑇, 𝑎) = 𝐻(𝑇) − 𝐻(𝑇|𝑎) 
On 
𝐻(𝑇) =  ∑ 𝑝𝑖 · log (𝑝𝑖)
𝐽
𝑖=1
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𝐻(𝑇|𝑎) ≡ 𝑠𝑢𝑚𝑎 𝑝𝑜𝑛𝑑𝑒𝑟𝑎𝑑𝑎 𝑑𝑒 𝑙𝑒𝑠 𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑒𝑠 𝑑𝑒𝑙𝑠 𝑓𝑖𝑙𝑙𝑠  
5.1.2. Mesures de performance 
Per saber com de bé classifica un arbre de decisió cal tenir eines per avaluar-lo. L’accuracy, el 
precision i el recall són eines molt emprades en el món del Machine Learning per avaluar un 
classificador. A continuació, es mostra la definició matemàtica de les funcions anteriorment 
esmentades.  
- Accuracy:  
𝑡𝑝+ 𝑡𝑛
𝑡𝑝+ 𝑡𝑛+ 𝑓𝑝+ 𝑓𝑛
 
- Precision: 
𝑡𝑝+ 𝑡𝑛
𝑡𝑝+ 𝑡𝑛+ 𝑓𝑝+ 𝑓𝑛
 
- Recall:  
𝑡𝑝+ 𝑡𝑛
𝑡𝑝+ 𝑡𝑛+ 𝑓𝑝+ 𝑓𝑛
 
 
𝑡𝑝 és el nombre de positius vertaders, 𝑡𝑛 és el nombre de negatius vertaders, 𝑓𝑝 és el nombre 
de positius falsos i  𝑓𝑛  és el nombre de negatius falsos. 
Una altra eina que proporciona molta informació sobre el rendiment d’un classificador és la 
corba ROC. Aquesta és la corba que queda dibuixada en un gràfic amb el percentatge de falsos 
positius en l’eix x i el percentatge de positius vertaders en l’eix y quan es varia el threshold a 
partir del qual es dóna com a vertadera una certa instància. En principi, un classificador 
perfecte tindria una àrea sota la corba de 1 (suposant que els falsos positius i positius 
vertaders es representin en tant per 1). 
 
Fig. 4 Corba ROC. Font: https://www.medcalc.org/manual/_help/images/roc_intro3.png 
5.1.3. El problema de l’overfitting 
De vegades els classificadors, inclòs l’arbre de decisió, prediuen amb molta precisió les dades 
que s’utilitzen per la seva construcció, però tenen uns resultats molt dolents quan se’ls fa 
predir dades que no han vist mai. A aquest problema se l’anomena overfitting. A continuació 
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es mostren algunes de les tècniques que existeixen per tal de detectar i poder evitar aquest 
problema. 
5.1.3.1. Training set i test set  
Consisteix a dividir en dos el dataset original amb el qual es vol construir el model predictiu [3]. 
Normalment s’agafa un 70% de les mostres de forma aleatòria per al training set i el 30% 
restant es deixa per al test set. El training set s’utilitza per entrenar el model predictiu i el test 
set s’utilitza per comprovar l’eficàcia del model amb dades que mai ha vist. D’aquesta manera 
l’usuari es pot assegurar que el seu model generalitza bé. 
Moltes vegades, en comptes de dividir el dataset original en dos, es divideix en tres. Llavors es 
té el training set, per entrenar el model, el validation set, per trobar el valor òptim d’algun dels 
paràmetres del model (un d’aquests paràmetres en els arbres de decisió podria ser la mida 
mínima d’un node per tal d’expandir-lo) i el test set, per validar el model. 
Test set 
Validation 
set 
Training set 
Fig. 5 Representació gràfica de la divisió d'un dataset en training set, validation set i test set 
5.1.3.2. K-fold Cross-validation 
K-fold Cross-validation [4] consisteix a dividir el dataset de forma aleatòria en k subconjunt de 
la mateixa mida. Llavors, per cada subconjunt ki, s’agafa els altres k-1 subconjunts restants i 
s’entrena el model. Amb el subconjunt ki es valida el model. Es pot calcular la mitjana dels k 
resultats obtinguts per tal de tenir un indicador general del model. 
5.2. Algorismes de construcció d’arbres de decisió 
Per a un problema concret en que calgui assignar valors a exemples i es vulgui fer mitjançant 
un arbre de decisió hi ha dues aproximacions: construir l’arbre a mà en base a l’experiència 
d’experts humans o construir un arbre automàticament a partir d’un conjunt d’exemples, 
cadascun etiquetats amb el valor de sortida desitjat. Els algorismes que fan la segona tècnica 
que s’esmenta es diuen “algorismes d’inferència d’arbres de decisió”, i se n’han proposat 
molts. 
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La majoria d’aquests algorismes segueixen un esquema similar. Donat el conjunt de dades, 
trien un atribut que es consideri bo i el posen en un node intern (triant addicionalment punts 
de tall si és numèric). Divideixen el conjunt de dades en tants subconjunts com marquin les 
tries possibles en aquest node. Recursivament, construeixen l’arbre del fill i-èssim aplicant el 
mateix algorisme al subconjunt i-èssim. La recursió s’atura fins que no es troba cap bon 
atribut, o bé fins que ja no té sentit dividir més les dades, perquè són massa poques o perquè 
totes tenen la mateixa etiqueta.  
5.2.1. Problemes dels algorismes automàtics 
Els problemes principals dels algorismes de construcció automàtica d’arbres de decisió és que 
no tenen perquè trobar el millor arbre ni el més interpretable. 
Els algorismes que a la pràctica es poden implementar i executar utilitzen tots una aproximació 
greedy per construir els arbres, ja que d’aquesta manera es poden executar en temps 
polinòmic. El problema de trobar l’arbre òptim no té solució coneguda en temps polinòmic. 
Això fa que les solucions trobades per aquests algorismes siguin només aproximacions i, de 
vegades, poden estar allunyades de l’òptim. 
A més a més, tampoc hi ha cap garantia que l’algorisme trobi l’arbre més interpretable. 
L’usuari pot voler començar distingint dos casos molt clars per a ell o no fer servir una variable 
per a un tipus d’exemple concret o no ramificar gaire més a partir d’un cert punt. Això passa a 
la pràctica i els softwares disponibles són inflexibles, no permeten fer aquests “retocs”. 
5.3. Naive Bayes  
Tot i que tota l’estona s’ha estat parlant només d’arbres de decisió, el Naive Bayes [5] és 
també un algorisme de Machine Learning força senzill que es pot utilitzar sol o combinat amb 
altres classificadors, per exemple, com a predictor a les fulles dels arbres de decisió. 
Un classificador Naive Bayes vol retornar la probabilitat que una instància pertanyi a una classe 
“c” donat el seu vector d’atributs “X”. 
𝑝𝑟(𝐶 = 𝑐 | 𝑥1, … , 𝑥𝑛) 
Per fer-ho, aplica la següent fórmula, anomenada Teorema de Bayes: 
𝑝𝑟(𝐶 = 𝑐 | 𝑥1, … , 𝑥𝑛) =  
𝑝𝑟(𝑥1, … , 𝑥𝑛 | 𝐶 = 𝑐 ) ∗ 𝑝𝑟(𝐶 = 𝑐)
𝑝𝑟(𝑥1, … , 𝑥𝑛)
  
El denominador és la probabilitat de trobar aquest vector de x, és a dir, la probabilitat d’una 
combinació concreta dels valors que poden prendre els diferents atributs. El factor de la dreta 
del numerador és la proporció de dades que pertanyen a la classe c sobre el total de dades. El 
problema rau en calcular el factor de l’esquerra del numerador. 
Com que la fórmula anterior és proporcional a 
𝑝𝑟(𝐶 = 𝑐 | 𝑥1, … , 𝑥𝑛) = 𝑝𝑟(𝑥1, … , 𝑥𝑛 | 𝐶 = 𝑐 ) ∗ 𝑝𝑟(𝐶 = 𝑐) 
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s’utilitza aquesta última fórmula per al classificador, donat que avaluar pr(x) és en general 
complicat. Per calcular el factor de l’esquerra el classificador fa una simplificació “naive” i 
assumeix que les variables x1, x2... són independents entre elles. Per tant: 
𝑝𝑟(𝑥1, … , 𝑥𝑛  | 𝐶 = 𝑐 ) = 𝑝𝑟(𝑥1 | 𝐶 = 𝑐) ∗ 𝑝𝑟(𝑥2 |  𝐶 = 𝑐) ∗ … 
5.3.1. Naive Bayes amb variables numèriques 
Un dels problemes que es plantegen a l’hora d’utilitzar un classificador Naive Bayes és com 
tractar les variables de tipus numèric. Això es soluciona suposant que les variables tenen una 
distribució normal. Llavors s’estima la mitjana i la variància de la distribució. 
Per exemple, si es té un dataset amb dues etiquetes diferents, es calcula la mitjana i la 
variància de cada atribut numèric per a cada classe. Llavors ja es pot calcular directament 
𝑝𝑟(𝑥𝑖  | 𝐶 = 𝑐) 
amb la distribució normal amb mitjana i variància dels exemples on la classe C val c.  
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6. Estat de l’art 
6.1. Algorismes d’inferència d’arbres de decisió 
6.1.1. CART 
L’algorisme CART [6] permet generar tant arbres de classificació com arbres de regressió. Això 
vol dir que tant pot crear arbres per datasets on l’etiqueta de cada instància és un valor 
categòric o una variable contínua. El mètode que utilitza per avaluar la bondat d’un split és el 
Gini Impurity (5.1.1.1). Els atributs de les dades poden ser tant categòrics com numèrics. Atura 
l’expansió d’un node quan aquest té una mida inferior a un cert threshold. Després es poden 
anar podant els nodes fins que l’arbre generalitza correctament. 
6.1.2. C4.5  
L’algorisme C4.5 [7] permet crear arbres de classificació, és a dir, arbres que prediuen la classe 
a la qual pertany una certa instància. Utilitza el guany d’informació (5.1.1.3) com a eina per 
determinar la bondat d’un atribut a l’hora de fer un split. Els atributs de les dades poden ser 
tant categòrics com numèrics. L’algorisme va expandint els nodes recursivament en funció de 
l’atribut que dóna més guany d’informació fins que o bé totes les dades d’un node pertanyen a 
la mateixa classe o bé no hi ha cap atribut que generi un guany d’informació. 
6.2. Tècniques de segmentació en base a atributs numèrics 
6.2.1. Split binari 
Aquesta tècnica busca el punt que minimitza la heterogeneïtat de la classe a la qual pertanyen 
les dades en base a un atribut de tipus numèric. Té el problema que, el fet de dividir 
successivament en 2 parts un conjunt de dades, no garanteix que els conjunts finals conformin 
una segmentació òptima. A més a més, fa més complicat llegir l’arbre de decisió per una 
persona, ja que una mateixa variable apareix en diversos llocs com a criteri per fer un split. El 
seu avantatge principal és que és força ràpid d’executar.  
6.2.2. Multi-splitting eficient 
Elomaa i Rousu [8] proposen un algorisme eficient per buscar multi-splits òptims per a atributs 
numèrics en arbres de decisió. Tal com el split binari, l’objectiu d’aquest algorisme és 
minimitzar la impuritat de les dades. Per tal que l’algorisme pugui ser eficient, utilitzen 
programació dinàmica. 
6.3. Representació gràfica dels arbres de decisió 
Els arbres de decisió es poden representar de moltes maneres diferents. La dificultat en aquest 
cas és trobar una manera que proporcioni informació completa de forma senzilla en cada pas 
de la construcció de l’arbre. 
Es demana poder visualitzar de forma fàcil les expansions dels successius nodes, la pròpia 
topologia que va adquirint l’arbre, les dades que cada node conté, de forma que es pugui 
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determinar visualment el pes que té cadascuna d’elles i la classificació que s’obté en cada 
expansió d’un node. 
La literatura actual conté molts tipus diferents de representacions, però les que s’han trobat 
que compleixen, amb diferència, les característiques anteriorment mencionades són les que 
s’expliquen a continuació. 
6.3.1. BaobabView  
BaobabView [9] és potser l’eina més completa en tots els sentits que existeix avui dia per tal 
de representar arbres de decisió.  
Tal com es veu a la següent figura, la forma general de representar l’arbre és la típica que 
utilitza una caixa per representar un node i arestes que l’uneixen amb els seus fills. L’avantatge 
d’aquesta tècnica és que, gràcies a lleugeres modificacions en la forma típica de representar 
un arbre, s’aconsegueix obtenir informació constantment sobre les dades que hi ha en cada 
node, els seus atributs i el guany en classificació que es produeix en cada expansió d’un node. 
A cada node es representa amb un segment acolorit la proporció de dades que hi ha de cada 
classe. A més a més, també hi figura un histograma de les dades per veure com es desacoblen 
gràcies a l’atribut per segmentar que s’ha seleccionat. 
Les arestes que uneixen els nodes estan pintades de diferents colors i tenen un gruix 
proporcional a la quantitat d’elements que van del node pare als nodes fills.  
 
Fig. 6  Representació gràfic d'un arbre de decisió mitjançant l'eina BaobabView 
 
A part de la representació pròpia de l’arbre, també proporciona una matriu de confusió per 
poder analitzar amb més detall el resultat d’expandir un node triant com a criteri de 
segmentació un atribut determinat. 
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6.3.2. Perception Based Classification 
En el Perception Based Classification [10], la tècnica que s’utilitza es focalitza, sobretot, a 
representar les dades que conté un node. Necessitaria, a més a més, una estructura per 
representar la topologia de l’arbre per complir els requisits que se li demana al sistema de 
representació gràfica. 
En aquest cas es divideix un cercle amb tants radis amb el mateix angle entre ells com atributs 
hi ha. 
 
Fig. 7  Exemple de la tècnica de segments de cercle per representar, en aquest cas, dades 8-dimensionals 
A continuació es representen les dades de cada classe en cada sector del cercle. Les dades 
d’una mateixa classe es pinten amb el mateix color i es situen en una distància radial 
proporcional al valor del seu atribut per a aquell sector del cercle concret. 
 
Fig. 8  Sistema per visualitzar la classificació de dades mitjançant la tècnica de representació de segments de 
cercle 
La gràcia d’aquest sistema és que permet, amb una gran facilitat, determinar a simple vista 
quin és l’atribut que segmenta millor la informació i triar-lo per tal d’expandir l’arbre. 
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7. Planificació 
7.1. Descripció de les tasques 
7.1.1. Preparació i planificació 
Aquesta és la primera tasca, moltes vegades infravalorada. És a partir de la qual es planteja el 
problema i s’estableixen els objectius i les bases per trobar una solució adequada.  
Pel que fa a aquest projecte, aquesta part consta d’una xerrada directa amb els metges, ja que 
es necessita una descripció clara del problema de primera mà, i una posterior descripció 
formal del problema. A més a més, també es planteja la recerca d’informació per conèixer 
l’estat de l’art de les solucions ja existents i s’enumeren les eines que poden fer falta per 
desenvolupar el projecte. 
7.1.2. Desenvolupament del motor de classificació 
En aquesta fase del projecte es desenvoluparà el backend de l’aplicació. Serà l’algorisme que, a 
partir de dades històriques, podrà crear models predictius. Per facilitar el desenvolupament 
d’aquesta part es farà ús de la biblioteca scikit-learn de Python.  
7.1.3. Desenvolupament de la interfície gràfica 
Tal com s’ha dit, la interfície gràfica es desenvoluparà utilitzant alguna biblioteca de Python 
que permet crear GUIs. Tot i que l’autor no hi té experiència i caldrà dedicar un cert temps a 
aprendre’n el funcionament, no es creu que acabi repercutint fortament en el temps total 
dedicat al treball, ja que l’autor té experiència creant altres tipus d’interfícies gràfiques per a 
aplicacions de PC. 
7.1.4. Testing 
Tot i que es preveu que hi hagi un feed-back continu amb els metges durant tot el 
desenvolupament de l’aplicació, es preveu que es faci una presentació final a ells per obtenir la 
seva opinió sobre l’aplicació completa i poder polir els últims detalls. 
7.1.5. Documentació 
Part d’aquesta fase s’anirà fent a mesura que es vagi desenvolupant el codi. Tot i així, al final 
es preveu que es faci una revisió i que es completi tota la documentació referent al codi 
desenvolupat. 
A més a més, també es farà en aquesta última fase del projecte la redacció completa de la 
memòria del treball, amb una anàlisi exhaustiva dels resultats. La guia d’usuari de l’aplicació 
s’inclourà en l’annex de la memòria. Com a última tasca, es preveu la realització de la 
presentació final. 
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7.2. Resum de les tasques 
Fase del projecte Tasca Duració (h) 
Preparació i planificació  45 
 Parlar amb els metges 5 
 Descriure correctament el problema 10 
 Cerca d'informació 20 
 Preparació de les eines necessàries 10 
   
Desenvolupament del classificador  165 
 Estudi de la biblioteca de scikit-learn 10 
 Desenvolupar un primer model predictiu 20 
 Analitzar els resultats 15 
 Iterar els passos anteriors 120 
   
Desenvolupament de la interfície gràfica  150 
 Cerca d’una biblioteca adient 25 
 Creació de la interfície gràfica 125 
   
Testing  25 
 Presentar l'aplicació als metges 5 
 Millorar algunes característiques amb el seu 
feedback 
20 
   
Documentació  75 
 Documentar correctament el codi 10 
 Escriure la memòria completa del projecte 50 
 Preparar presentació 15 
   
Total  460 
Taula 4 Llista de tasques del projecte
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Fig. 9 Diagrama de Gantt 
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7.3. Alternatives i prioritats 
En aquest projecte, tal i com es pot intuir, l’activitat clau és la creació d’un algorisme capaç de 
generar models predictius a partir de dades mèdiques i de coneixement expert. És per això que 
la fase del projecte que té més pes és la segona. 
Com a alternativa a algun contratemps en aquesta fase, es preveu dedicar menys temps a la 
tercera fase (disseny i implementació de la interfície gràfica) sense arribar a comprometre la 
usabilitat i la claredat en la qual es mostren les dades.  
També es preveu cercar eines ja existents per la visualització d’arbres de decisió en cas de no 
tenir prou temps per realitzar aquesta fase. 
 
7.4. Eines utilitzades 
7.4.1. Recursos software 
PyCharm 
Entorn integrat de programació de JetBrains específic per programar en Python. S’utilitzarà per 
desenvolupar tot el backend del projecte, ja que conté eines molt útils com un debugger, 
autocompleta el codi, permet documentar amb facilitat, conté un intèrpret interactiu 
integrat... 
GitHub 
Repositori de codi on es guardarà el projecte. Disminueix dràsticament el risc de perdre el codi 
per accident, permet fer un seguiment de les diferents versions del programa que es van 
generant i pot recuperar-ne una en cas que es vulgui tirar enrere. 
Biblioteca scikit-learn per a Python 
És potser la biblioteca més famosa i utilitzada per realitzar aplicacions de Machine Learning 
amb Python. Proporciona eines per construir, en aquest cas, els arbres de decisió. 
Biblioteca Tkinter de Python 
És la biblioteca que permetrà crear la interfície gràfica de l’aplicació. S’ha escollit un cop s’ha 
analitzat les diverses opcions que existeixen. El criteri principal d’elecció ha estat la velocitat de 
desenvolupament que permet. 
Google Drive 
Núvol que permet guardar de forma segura i accedir-hi des de diferents dispositius qualsevol 
tipus de document. S’utilitzarà com a suport per guardar documents que no siguin 
estrictament codi. 
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Microsoft Word 
Editor de text que s’utilitzarà per tal de redactar la memòria del projecte 
Microsoft PowerPoint 
Programa per crear diapositives que s’utilitzarà per realitzar la presentació del projecte. 
7.4.2. Recursos hardware 
Ordinador portàtil ASUS 
Ordinador amb el qual es desenvoluparà tot el codi i la documentació del projecte. 
Servidor 
El programa, finalment, anirà a un servidor des d’on els metges podran executar-lo. 
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8. Gestió econòmica 
8.1. Pressupost recursos humans 
En el projecte treballarà una sola persona, que és l’autor del mateix, i desenvoluparà diferents 
rols.  
Rol €/h Hores Total (€) 
Cap de projecte [13] 50 95 4.750 
Data analist  40 100 4.000 
Programador [14] 35 185 6.475 
Dissenyador 35 60 2.100 
Tester 20 20 400 
Total  460 17.725 
Taula 5 Cost dels recursos humans 
 
8.2. Pressupost de hardware 
Pel que fa al cost dels productes hardware que s’utilitzaran pel projecte, l’únic rellevant és el 
cost de l’ordinador amb el qual es desenvoluparà el mateix. 
Producte Cost Vida útil Amortització (5 
mesos) 
Ordinador portàtil 550€ 5 anys 45,83€ 
Taula 6 Cost del hardware 
 
8.3. Pressupost de software 
Tots els productes software que s’anomenen a l’apartat 7.4.1 són gratuïts excepte el Microsoft 
Word i el Microsoft PowerPoint, però que ja estan inclosos en la partida de hardware, ja que 
l’ordinador portàtil amb el qual es farà el projecte ja els portava instal·lats. A més a més, la 
versió és indefinida, és a dir, no cal renovar la llicència periòdicament. 
 
8.4. Imprevistos i contingències 
Com a imprevistos principals, només n’hi ha dos: 
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- Avaria de l’ordinador amb el qual es desenvolupa el projecte: 150€ 
- Desviació d’un 10% de les hores de programació: 648€ 
A més a més, si per qualsevol motiu la fase de desenvolupament del model predictiu, que és la 
més crítica, es quedés encallada, es podria passar a fer la fase de disseny de la interfície 
gràfica, ja que, en principi, es preveu que siguin dos fases el més independents possibles, ja 
que els productes que es desenvolupen en llurs fases són modulars i força independents. 
 
8.5. Altres costos 
Es considera que durant pràcticament totes les hores dedicades al desenvolupament del 
projecte s’utilitzarà l’ordinador portàtil, que té un consum elèctric aproximat de 50W. Aquesta 
potència multiplicada pel total d’hores dedicades al projecte dóna com a resultat 50W*460h = 
23KWh. A un preu de 0,13€/KWh, aquesta partida representa un cost de 3€. 
 
8.6. Resum de costos 
Recursos 
humans 
Hardware Software Imprevistos Altres costos  Total 
17.725€ 46€ 0€ 798€ 3€ 18.572€ 
Taula 7 Costos totals del projecte 
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9. Revisió de la planificació i dels costos 
Pel que fa a la planificació, pràcticament totes les tasques s’han ajustat al temps previst. 
L’única tasca que ha quedat pendent és la validació del projecte per part dels metges. 
Pel que fa als costos, la partida més important a revisar és la que està destinada a recursos 
humans 8.1. Com que aquesta partida depèn directament de les hores estimades en la 
planificació i la planificació s’ha complert, no cal modificar-la. És cert que, tal com s’ha dit al 
paràgraf anterior, encara falta fer la validació amb els metges. Tot i que aquesta tasca hagi 
quedat prorrogada, no afecta al cost econòmic del projecte, ja que al final s’acabarà duent a 
terme. 
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10. Sostenibilitat i compromís social 
10.1. Dimensió econòmica 
Pel que fa a la dimensió econòmica, aquest és un projecte amb una clara sostenibilitat 
econòmica. No només es planteja com un treball d’investigació, sinó que s’enfoca l’objectiu 
final d’aquesta investigació a reduir els costs del sistema sanitari, gràcies a uns bons models 
predictius. 
Tal com es mostra a l’inici d’aquesta memòria, el sistema sanitari català representa la partida 
més gran dels pressuposts de la Generalitat de Catalunya. La sostenibilitat d’aquest sistema 
recau en els impostos dels catalans i, sobretot, en un ús racional i ben dirigit d’aquests 
recursos econòmics. Una eina com la que es planteja en aquest projecte, a part de ser viable 
com a projecte en si, també aporta una viabilitat extra al gran projecte que representa tot un 
sistema sanitari d’un país. 
L’únic factor que juga en contra de la sostenibilitat econòmica d’aquest projecte és l’elevat 
nombre d’hores de mà d’obra especialista, necessària per al desenvolupament correcte dels 
models predictius. 
Per tant, la puntuació global d’aquest apartat es situa en el 8,5. 
10.2. Dimensió social 
Deixant de banda la part econòmica del projecte, la dimensió social també és destacable, tot i 
que sigui més difícil de quantificar que l’econòmica.  
Tal com s’explica en els primers apartats, el fet de disposar d’una eina predictiva de cara al 
sistema sanitari acaba beneficiant, en última instància, als pacients, que, al cap i a la fi, són els 
usuaris raó de ser de tot aquest sistema. 
És clar el compromís social d’aquest projecte, ja que pretén ajudar als pacients a millorar la 
seva qualitat de vida gràcies als diagnòstics preventius que es poden extreure de l’eina 
generada en aquest projecte. 
Per tant, la puntuació global d’aquest apartat és de 9,5. 
10.3. Dimensió ambiental 
El cost ambiental per la creació d’aquest projecte és ínfim, comparat amb altres projectes del 
sector de l’enginyeria. El petit impacte ambiental que es genera prové de la producció de 
l’ordinador portàtil amb el qual es realitza i el seu futur desmantellament. També cal tenir en 
compte el consum elèctric calculat a l’apartat 8.5. 
Com a garant del compromís ambiental d’aquest projecte hi ha la gran disminució de l’impacte 
ambiental que suposa poder crear diagnòstics predictius i, així, reduir la despesa en 
tractaments a pacients quan la malaltia està en una fase més severa. 
És per això que la nota d’aquest apartat és d’un 9.  
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11. Disseny i implementació de l’arbre de decisió 
Per implementar l’arbre de decisió s’ha creat una classe Python anomenada DecisionTree. Com 
que es desitjava que l’arbre fos interactiu i poder tenir operacions de modificació manual 
d’alguns nodes, implementacions d’arbres de decisió com la de la biblioteca Scikit-Learn no 
permetien aquesta flexibilitat. A més a més, al tractar-se d’un TFG, també s’ha cregut 
convenient implementar des de zero un arbre de decisió, ja que, d’aquesta manera, 
s’aconsegueix aprofundir més en la matèria. 
11.1. Mètodes de la classe DecisionTree 
A continuació es mostren els mètodes “públics” de la classe DecisionTree que són rellevants 
per a la construcció de l’arbre de decisió i per la posterior predicció de noves instàncies. 
__init__ Constructora de la classe. Inicialitza l’arbre de decisió. 
split Expandeix un node segons l’atribut que se li indica. 
autosplit Expandeix l’arbre recursivament fins que els nodes arriben a una mida 
mínima i/o fins que no s’aconsegueix reduir la impuritat. 
prune Elimina tots els fills d’un node. 
joinNodes Fusiona tots els nodes germans que se li passen per paràmetre. 
bestSplit  Retorna una llista amb la impuritat resultant de fer un eventual split amb 
cadascun dels atributs. 
predict Retorna la probabilitat de pertànyer a cadascuna de les classes per a cada 
instància que se li passa per paràmetre. 
Taula 8 Resum dels mètodes "públics" de la classe DecisionTree 
11.1.1. Constructora 
Com que es pretén que es puguin determinar els diversos paràmetres que governen el 
comportament de l’arbre de decisió, la constructora permet introduir tals paràmetres. Els 
elements imprescindibles són les dades que pertanyen al node que s’està construint, la X i la y. 
A més a més, com a paràmetres opcionals, es pot determinar la funció que s’utilitzarà per 
avaluar la impuresa de l’arbre, la funció que s’utilitzarà per determinar l’optimalitat d’un split 
numèric i un diccionari on s’especifica com s’han de realitzar els splits amb algunes variables 
concretes. 
A continuació es construeix el predictor Naive Bayes, tant el de tipus Gaussià, per a dades 
numèriques, com el de tipus Multinomial, per a dades categòriques. Aquest predictor es farà 
servir si així s’especifica al cridar la funció predict. 
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11.1.2. Modificadors 
Split 
La funció split expandeix un node segmentant les dades a partir d’una variable especificada per 
l’usuari. El següent exemple mostra l’efecte que tindria aplicar la funció split a les dades de la 
taula de l’esquerra amb el color com a criteri per segmentar les dades. 
Node pare  Nodes fills 
Color Pes (kg)  Color Pes (Kg) 
Blau 5  Blau 5 
Groc 9  Blau 7 
Groc 4  Groc 9 
Blau 7  Groc 4 
Taula 9 Exemple de segmentació de dades en base a l'atribut 'color' 
AutoSplit 
A diferència de la funció split, aquesta funció serveix per anar expandint l’arbre de forma 
automàtica i recursiva. El programa prova de fer un split d’un node amb cada una de les 
variables del dataset. Llavors agafa la variable que millor segmenta les dades, basant-se en 
alguna de les mètriques explicades a l’apartat 5.1.1, i crea el split. Finalment, per cada un dels 
nodes fill creats, aplica recursivament la funció autoSplit. 
A la funció també se li pot passar com a paràmetre la mida mínima del dataset i la reducció 
mínima de gini impurity o variance per tal de realitzar el split d’un node. 
Prune 
Moltes vegades, després de fer una expansió automàtica de l’arbre utilitzant, per exemple, un 
mètode com autoSplit, hi ha branques de l’arbre que estan massa expandides i que poden 
ocasionar overfitting. Per tal de podar aquestes branques s’ha implementat el mètode prune, 
que el que fa és eliminar tots els fills d’un node determinat. 
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Fig. 10 Exemple d'aplicar el mètode prune a un node 
JoinNodes 
Altres vegades el que es pretén no és podar tots els fills d’un node, sinó que fusionar alguns 
dels seus fills. Això pot fer falta quan, en un split, hi ha un subconjunt de fills amb pocs 
elements cadascun que podrien donar lloc a overfitting. 
 
Fig. 11 Exemple d'aplicar el mètode join a un parell de nodes 
11.1.3. Consultors 
BestSplit 
En cas de voler fer un split de forma “manual”, es bo que el programa informi a l’usuari quines 
són les variables que millor segmenten les dades, segons el criteri de la màquina. Això és 
justament el que fa la funció bestSplit. Per cada variable del dataset prova de segmentar les 
dades i retorna el valor de la impuritat trobat per a cada segmentació possible. 
Predict 
És la funció que permet realitzar una predicció amb dades a partir del model creat. Permet 
escollir si es vol utilitzar el predictor Naive Bayes o no. En cas que s’utilitzi el predictor Naive 
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Bayes, el valor que es retorna per una dada concreta és aquell que retorna el Naive Bayes 
específic de la fulla a la qual pertany aquesta dada. En cas que no s’utilitzi el predictor Naive 
Bayes, es retorna la classe més abundant en la fulla a la qual pertany la dada. 
11.2. Tractament dels atributs de tipus numèric 
Per segmentar les dades a partir d’un atribut de tipus numèric s’ha volgut experimentar amb 
una tècnica pròpia. Algorismes com el split binari (6.2.1) només permeten dividir les dades en 
2 subconjunts i moltes vegades el que seria òptim és que les dades quedessin dividides en més 
de 2 subconjunts. Aplicar-lo repetidament no garanteix segmentar les dades de forma òptima. 
Generalitzar l’algorisme de split binari a k punts de tall diferents, sense aplicar una tècnica 
astuta (6.2.2), és impracticable, ja que la seva complexitat seria de l’ordre de 𝑛𝑘. El que s’ha 
proposat, doncs, ha estat utilitzar un algorisme de clustering per realitzar tal segmentació. Per 
la seva simplicitat, s’ha triat en aquesta primera prova l’algorisme Kmeans. 
El Kmeans és un algorisme de clustering no supervisat que permet agrupar una sèrie de dades 
en k clústers diferents. És molt útil per agrupar dades segons la seva similitud en un cert 
atribut. En aquest cas s’ha utilitzat per agrupar els valors numèrics de les dades i poder crear 
una segmentació d’aquestes. El problema principal és que l’algorisme necessita que se li passi 
la k, el nombre de clústers, com a paràmetre. La k no és un valor que pugui deduir ell mateix. 
Per això, en l’aplicació del Kmeans com a algorisme de segmentació de dades numèriques, la 
gran dificultat està en trobar una forma automàtica de determinar el nombre òptim de 
clústers. 
Cal remarcar que en l’aplicació del Kmeans només es miren els valor de la variable numèrica de 
les dades amb la qual es vol fer el split. No es té en compte la classe a la qual correspon una 
certa dada. 
L’algorisme de Kmeans es va executant de forma iterativa, augmentant en 1 el nombre de 
clústers a cada iteració, fins que una certa funció d’avaluació deixa d’indicar que la 
segmentació millora. A continuació, s’anomenen les dues tècniques per decidir el nombre 
òptim de clústers que disposa el programa.  
Silhouette score 
És una mesura que indica el rati de cohesió entre elements d’un clúster dividit entre el grau de 
separació entre els diferents clústers. Calcula, per a cada element, 
𝑏 − 𝑎
max (𝑎, 𝑏)
 
on ‘a’ és la distància mitjana entre els components del clúster al qual l’element pertany i ‘b’ és 
la distància entre l’element i el veí més proper que no pertany al mateix clúster. 
Com que el càlcul de la silhouette score té una complexitat quadràtica, quan el nombre 
d’elements és molt elevat, la silhouette score no es calcula amb tots els elements, sinó que 
se’n fa una selecció aleatòria que sigui representativa. 
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Reducció de la variància 
Aquesta és una proposta que fa l’autor per tal de trobar el nombre òptim de clústers. 
La variància és un indicador que mostra com de compacte és un clúster. Com menys variància 
dins d’un clúster, més junts estan els punts d’un mateix clúster i més bona és la segmentació 
de les dades. Bé, en realitat no és ben bé així. 
El problema d’utilitzar només la suma de variàncies de cada clúster com a mesura del bon grau 
de segmentació de les dades és que sempre dóna millor resultat si s’augmenta el nombre de 
clústers, cosa que ens porta a acabar tenint tants clústers com valors diferents tenen les dades 
i ja se sap que aquest no és un bon criteri. Per això cal aportar algun tipus de penalització a 
mesura que es va augmentant el nombre de clústers. Una possible solució és intentar 
minimitzar la següent expressió, 
(𝑣𝑎𝑟 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∗ 𝑎
#𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠  
on 𝑣𝑎𝑟 és la suma de les variàncies de cada clúster, 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙 és la variància total de totes les 
dades, 𝑎 és un paràmetre i #𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 és el nombre de clústers. 
El fet de sumar 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅  a 𝑣𝑎𝑟 serveix per evitar que l’expressió anterior sigui zero quan 
hi ha tants clústers com valors diferents tenen les dades i fa que sigui un valor proporcional a 
la variància de les dades. Un valor fix, en canvi, faria que, en cas que les dades tinguessin poca 
variància, la variable 𝑣𝑎𝑟 fos pràcticament insignificant. El paràmetre 𝑎 és un paràmetre que 
cal determinar el seu valor mitjançant algun tipus d’experiment per tal que la funció tingui un 
mínim allà on el nombre de clústers sigui l’òptim. El fet de posar el nombre de clústers com a 
exponent fa que el nombre de clústers no es dispari. En arbres de decisió, no convé tenir 
massa fills en un node. 
Tenint en compte que, 
(𝑣𝑎𝑟𝑖−1 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∗ 𝑎
𝑖−1  > (𝑣𝑎𝑟𝑖 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∗ 𝑎
𝑖   
i que,  
(𝑣𝑎𝑟𝑖+1 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∗ 𝑎
𝑖+1  > (𝑣𝑎𝑟𝑖 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∗ 𝑎
𝑖   
per tal que aquesta funció tingui un mínim quan i = “nombre òptim de clústers”, hem de 
buscar un valor del paràmetre 𝑎 que faci complir les dues condicions anteriors. 
A partir de la primera desigualtat podem deduir que 
 
(𝑣𝑎𝑟𝑖−1 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
(𝑣𝑎𝑟𝑖 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
>
𝑎𝑖
𝑎𝑖−1
= 𝑎 
I a partir de la segona 
(𝑣𝑎𝑟𝑖 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
(𝑣𝑎𝑟𝑖+1 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
<
𝑎𝑖+1
𝑎𝑖
= 𝑎 
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Per tant 
(𝑣𝑎𝑟𝑖 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
(𝑣𝑎𝑟𝑖+1 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
< 𝑎 <
(𝑣𝑎𝑟𝑖−1 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
(𝑣𝑎𝑟𝑖 + 0.01 ∗ 𝑣𝑎𝑟𝑡𝑜𝑡𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
 
Llavors el que es fa és crear un nombre aleatori “i” de distribucions normals en un rang aleatori 
i amb un nombre de punts per distribució també aleatori. Com que el nombre de clústers 
òptim de tots aquests punts generats artificialment se sap quin és (nombre de distribucions 
normals, “i”), només cal aplicar Kmeans amb “i-1” clústers, “i” clústers i “i+1” clústers. Després 
es calcula la variància per a cada resultat del Kmeans i ja es pot estimar la cota superior i 
inferior del paràmetre 𝑎. Aquest procés es pot repetir diverses vegades per trobar un rang de 
valors de 𝑎 que sigui més estret. 
11.2.1. Complexitat computacional 
Per segmentar les dades en base un atribut numèric utilitzant Kmeans, tal com s’ha vist, s’ha 
de calcular Kmeans k vegades, suposant que k és el nombre òptim de clústers. Cada càlcul de 
Kmeans té una complexitat de O(It * Ki * n), on “It” és el nombre d’iteracions que fa Kmeans 
fins a convergir, “Ki“ és el nombre de clústers per a una execució concreta de Kmeans i “n” és 
el nombre de dades. Llavors, el cost total de k execucions de Kmeans és: 
∑ 𝐼𝑡 ∗ 𝑘𝑖 ∗ 𝑛
𝑖=𝐾+1
𝑖=2
= 𝑂(𝐾2 ∗ 𝑛) 
Cal tenir en compte que, tot i ser lineal en “n” i permetre així calcular splits amb atributs 
numèrics per a valors grans de “n” és més costós que el split binari. 
11.3. Aplicació de Naive Bayes a les fulles 
Per tal d’intentar guanyar precisió en l’arbre de decisió s’ha afegit un classificador Naive Bayes. 
La combinació d’aquests dos algorismes de classificació es fa de la següent forma. 
A cada fulla de l’arbre, amb les dades del training set que li corresponen, s’entrena un Naive 
Bayes. Llavors, a l’hora de predir una nova dada, es recórrer l’arbre de decisió fins a arribar a la 
fulla que li correspon i, allí, en comptes de donar com a resultat la classe a la qual pertany la 
fulla, es dóna com a resultat el valor calculat amb el Naive Bayes corresponent a aquesta fulla. 
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Fig. 12 Arbre de decisió amb un classificador Naive Bayes a cada fulla 
 
11.3.1. Tractament de les dades de tipus categòric 
Dades de tipus categòric, com per exemple, la ciutat on viu una persona, es poden tractar a 
partir de la creació de variables dummy, que no són més que una sèrie de booleans que 
indiquen si la persona X viu a la ciutat Y. D’aquesta manera el següent dataset 
Nom Ciutat 
Joan Barcelona 
Pep Sabadell 
Manel Terrassa 
 
Es converteix en aquest altre dataset 
Nom Barcelona Sabadell Terrassa 
Joan True False False 
Pep False True False 
Manel False False True 
Taula 10 Exemple per mostrar com es transforma una variable categòrica en diverses variables booleanes 
Root 
Node1 
Naive 
Bayes 1 
Naive 
Bayes 2 
Node2 
Naive 
Bayes 3 
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Llavors es pot aplicar el Multinomial Naive Bayes que està implementat a la biblioteca scikit-
learn. 
11.3.2. Tractament de variables de tipus numèric 
Com s’ha vist a l’apartat 5.3.1, l’assumpció de distribució normal per part de les variables 
numèriques és una tècnica que existeix per tractar amb variables numèriques i és la que s’ha 
utilitzat en aquest projecte. S’ha utilitzat el Gaussian Naive Bayes que proporciona la biblioteca 
scikit-learn. 
11.3.3. Combinació dels dos classificadors Naive Bayes 
Com que la llibreria scikit-learn no proporciona un únic classificador Naive Bayes per a 
variables categòriques i numèriques barrejades, s’ha hagut de generar un classificador per les 
variables categòriques i un altre per les numèriques. Un cop calculats els dos classificadors s’ha 
buscat una tècnica que permeti combinar els resultats que donen els dos. Tenint en compte 
que el resultat que busquem és: 
𝑃(𝐶 = 𝑐 | ?̅? = ?̅?) =  
Pr(𝐶 = 𝑐) ∗ ∏ Pr(𝑥𝑖 =  𝑣𝑖 | 𝐶 = 𝑐)
𝑛
𝑖=1
∏ Pr (𝑥𝑖 =  𝑣𝑖)
𝑛
𝑖=1
 
Que és proporcional a: 
𝑃(𝐶 = 𝑐 | ?̅? = ?̅?) =  Pr(𝐶 = 𝑐) ∗ ∏ Pr(𝑥𝑖 =  𝑣𝑖 | 𝐶 = 𝑐)
𝑛
𝑖=1
 
I que el resultat que ens dóna el Gaussian Naive Bayes és el següent, suposant que les 
variables numèriques tenen un índex que varia de 1 fins a k: 
𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑁𝑎𝑖𝑣𝑒 𝐵𝑎𝑦𝑒𝑠 =  𝑃(𝐶 = 𝑐 | ?̅? = ?̅?𝑛𝑢𝑚) =  Pr(𝐶 = 𝑐) ∗ ∏ Pr(𝑥𝑖 =  𝑣𝑖 | 𝐶 = 𝑐)
𝑘
𝑖=1
 
I que el resultat que ens dóna el Multinomial Naive Bayes és el següent, suposant que les 
variables categòriques tenen un índex que varia de k+1 fins a n: 
𝐵𝑒𝑟𝑛𝑜𝑢𝑖𝑙𝑙𝑖 𝑁𝑎𝑖𝑣𝑒 𝐵𝑎𝑦𝑒𝑠 =  𝑃(𝐶 = 𝑐 | ?̅? = ?̅?𝑐𝑎𝑡) =  Pr(𝐶 = 𝑐) ∗ ∏ Pr(𝑥𝑖 =  𝑣𝑖 | 𝐶 = 𝑐)
𝑛
𝑖=𝑘+1
 
La combinació dels dos classificadors Naive Bayes es fa de la següent manera: 
𝑃(𝐶 = 𝑐 | ?̅? = ?̅?) =  
Gaussian Naive Bayes ∗ Bernouilli Naive Bayes
Pr(𝐶 = 𝑐)
 
Com que 
∑ 𝑃(𝐶 = 𝑐𝑖  | ?̅? = ?̅?)
𝑛
𝑖=1
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de la manera que es calcula no té perquè donar 1, llavors el que es fa és normalitzar el 
resultat, és a dir, es divideix la probabilitat de cada classe per la suma de totes les 
probabilitats. 
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12. Implementació de la interfície gràfica 
12.1. Tècnica de visualització de les dades 
Una forma molt senzilla de visualitzar les dades d’un arbre de decisió és creant un histograma 
amb les seves dades. Això consisteix a dibuixar un histograma per cada classe a la qual poden 
pertànyer les dades segons un atribut concret.  
 
Fig. 13 Histograma en base a l'edat del dataset 'Adult' 
L’avantatge de la visualització de les dades mitjançant histogrames és que es pot veure 
fàcilment la distribució que segueixen les dades i permet construir-lo de forma senzilla. 
 
12.2. Diagrama del flux d’execució 
En l’aplicació hi ha dues parts ben diferenciades. La primera és la que serveix per crear nous 
arbres de decisió a partir de dades existents i la segona és la que permet realitzar prediccions a 
partir dels models creats en la primera part. 
12.2.1. Crear arbre 
1. L’usuari selecciona un fitxer csv amb les dades que utilitzarà per crear l’arbre de 
decisió. Cada fila del fitxer csv conté un element. Les columnes de la 1 a la n-1 
contenen les variables que descriuen tal element i la columna n conté l’etiqueta que li 
correspon. 
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Fig. 14 Finestra per obrir un nou fitxer .csv 
  
 
Fig. 15 Exemple fitxer .csv amb dades per a l'arbre de decisió 
  
2. El programa carrega el fitxer i valida el seu format. 
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3. En comptes de carregar un fitxer amb dades per crear un arbre de decisió des de zero 
es pot carregar directament un arbre de decisió ja creat. 
 
4. L’usuari pot configurar diversos paràmetres per a la construcció de l’arbre de decisió.  
 
  
 
 
 
 
 
 
 
 
Quantitat mínima de 
dades en un node per tal 
de fer un split automàtic 
Reducció mínima del 
criteri de segmentació de 
les dades per tal de donar 
com a vàlid un split 
Funció triada com a 
criteri de segmentació 
Funció per avaluar el 
clustering en dades 
numèriques quan s’aplica 
Kmeans 
Utilitzar un predictor 
Naive Bayes en cada 
fulla 
Com segmentar 
algunes variables 
Fig. 16 Paràmetres que es poden configurar de l'arbre de decisió 
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5. A partir d’aquí ja es pot editar lliurement l’arbre de decisió 
 
Fig. 17 Vista general de la finestra d'edició d'un arbre de decisió 
6. Per tal d’informar millor a l’usuari del desenvolupament de l’arbre de decisió, a 
l’esquerra de la pantalla es mostra un esquema de l’arbre. A cada node es pot 
visualitzar el nombre de dades que té, el seu grau d’impuritat, el valor que prediu i la 
variable utilitzada per segmentar les dades en els seus fills. 
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7. Finalment, es pot validar el model. 
 
Fig. 18 Corba ROC de les dades de validació 
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12.2.2. Predir 
Quan ja es disposa d’un o diversos arbres de decisió creats, es poden utilitzar per fer 
prediccions amb dades noves.  
1. Es carrega un fitxer amb format pkl que representi un arbre de decisió creat 
anteriorment. 
 
Fig. 19 Finestra que permet obrir un arbre de decisió existent en format .pkl 
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2. A partir d’aquí es poden introduir dades a mà per fer prediccions individuals 
 
Fig. 20 Vista general de la finestra que permet relitzar prediccions a partir d'una arbre existent 
3. També es poden predir dades des d’un fitxer. 
 
Fig. 21 Finestra que permet obrir un fitxer .csv 
  
 
52 Construcció dirigida de models predictius 
4. El programa processa les dades i escriu en un altre fitxer els resultats 
 
  
 
Fig. 22 A dalt, les dades que s'utilitzen per realitzar una predicció. A baix, les dades amb  la probabilitat de 
pertànyer a una certa classe 
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13. Exemples d’execució 
En aquesta secció s’aplicarà el software desenvolupat a un parell de datasets per comprovar el 
seu funcionament. 
13.1. Sant Pau 
13.1.1. Descripció de les dades 
En aquest dataset es disposa de la informació d’uns 20.000 ingressos hospitalaris a l’Hospital 
de Sant Pau i de la Santa Creu de Barcelona entre els anys 2008 i 2014. Ha estat cedit al grup 
de recerca LARCA dins d’un conveni de col·laboració. Cada entrada representa un ingrés d’un 
pacient a l’hospital. L’objectiu és determinar si després d’un ingrés determinat el pacient 
sofrirà un reingrés urgent. 
13.1.2. Extracció de dades 
Aquest dataset no està preparat per ser utilitzat per entrenar un arbre de decisió directament. 
Hi ha força dades que no serveixen per predir i n’hi ha que cal retocar-les lleugerament perquè 
siguin útils. Per exemple, el CIP, el codi d’identificació dels usuaris del sistema públic de salut 
català, és una dada irrellevant per a l’arbre de decisió. La data d’ingrés i la data de sortida d’un 
pacient tampoc són gaire útils si aquesta informació no es tradueix en forma de dies 
ingressats. La dada més important que s’ha de deduir del dataset és l’etiqueta que correspon a 
cada entrada, és a dir, si després d’un ingrés determinat el pacient sofrirà un reingrés urgent. 
Un ingrés és considerat com a reingrés urgent si es realitza a menys de 30 dies de l’últim ingrés 
del pacient en qüestió i no ha estat programat. 
Per cada entrada del dataset, és a dir, per a cada ingrés registrat, les dades que s’extreuen són: 
 Dies ingressat: nombre de dies que ha estat ingressat el pacient durant aquest ingrés. 
 Nombre d’ingressos anteriors: nombre d’ingressos que ha patit anteriorment el 
pacient. 
 Nombre d’ingressos urgents anteriors: nombre d’ingressos urgents que ha patit 
anteriorment el pacient. 
 Estació de l’any: estació de l’any en què s’ha produït l’ingrés. 
A més a més, en el dataset també es disposa del diagnòstic principal i d’una sèrie de 
diagnòstics secundaris corresponents a l’ingrés. Els diagnòstics s’han agrupat per famílies 
(https://en.wikipedia.org/wiki/List_of_ICD-9_codes), per tal de reduir el nombre possible de 
valors. Per tractar aquestes dades s’han realitzat dues aproximacions. 
En la primera, s’ha agafat el diagnòstic principal i el primer diagnòstic secundari. 
En la segona, per a cada ingrés, s’ha creat tantes columnes com famílies de diagnòstics hi ha i 
s’han marcat a True les columnes que pertanyen a diagnòstics que apareixen a diagnòstic 
principal, diagnòstic secundari 1 o diagnòstic secundari 2. 
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Els altres diagnòstics secundaris (n’hi ha fins a 6) s’han ignorat, ja que, en molts casos, 
apareixen en blanc i s’han considerat poc rellevants. 
També cal esmentar que els primers 250 pacients que apareixen, que són estrangers no 
residents a Espanya, que sovint estan de pas i que probablement si fan un reingrés no tornin al 
mateix hospital, no s’han tingut en compte. 
13.1.3. Resultats 
En aquest dataset és complicat obtenir grans resultats, ja que faria falta més informació per 
poder predir amb més seguretat si un pacient patirà un reingrés. Un dels resultats principals 
que s’obtenen és que l’atribut que millor prediu si un pacient serà reingressat és el nombre 
anterior de reingressos que ha sofert. 
 
Fig. 23 Representació de l'abre que s'està desenvolupant amb el dataset de Sant Pau 
 
Fig. 24 Corba ROC 
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Es pot comprovar també com el nombre d’ingressos que ha tingut anteriorment un pacient 
redueix pràcticament tant la impuritat com el nombre d’ingressos urgents, ja que aquestes 
dues variables estan estretament correlacionades. 
 
Fig. 25 Llista de impuritat a l'hora de fer un split amb cadascun dels atributs 
Tal com es veu en la següent imatge, l’ús de Naive Bayes empitjora l’accuracy, tot i que millora 
l’àrea que queda a sota de la corba ROC. 
 
Fig. 26 Corba ROC utilitzant Naive Bayes a les fulles 
Després de fer el split en base al nombre d’ingressos urgents anteriors, el primer node no 
permet reduir pràcticament gens la impuritat amb cap dels atributs. Pels altres dos nodes 
restants, el diagnòstic principal és la variable que més ajuda a reduir la impuritat. A la següent 
imatge es veu com l’accuracy arriba fins al 65% amb aquests dos nous splits. 
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Fig. 27 Corba ROC amb el màxim accuracy aconseguit 
A partir d’aquí, si s’intenten expandir més els nodes, tant de forma manual com utilitzant 
l’autosplit, no s’aconsegueix millorar l’accuracy. Tan sols es pot millorar lleugerament l’àrea 
sota la corba ROC. 
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Fig. 28 Corba ROC de l'arbre més expandit 
Al final, el que ens diu l’arbre de decisió resultant, és que només es poden predir amb 
seguretat alguns casos molt concrets. Per la gran majoria de casos, la informació que 
proporciona el dataset és insuficient per realitzar una predicció acurada. Aquests resultats 
estan en la línia dels resultats obtinguts pel grup LARCA. 
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13.2. Adult 
Aquest dataset recull una sèrie de dades de persones adultes als EEUU de l’any 1996. 
L’objectiu és determinar si una persona guanya més de 50.000$ anuals o menys. És un dataset 
molt utilitzat per a demostració i avaluació d’algorismes de Machine Learning. Es pot obtenir al 
repositori de U.C. Irvine (https://archive.ics.uci.edu/ml/datasets/adult).  
13.2.1. Extracció de dades 
En aquest cas, no ha calgut fer cap tasca d’extracció de dades, ja que de la manera en que es 
presenten les dades es poden aplicar directament a un arbre de decisió. Les dades que es 
proporcionen són: 
 Age 
 Workclass 
 Fnlwgt 
 Education 
 Education-num 
 Marital-status 
 Occupation 
 Relationship 
 Race 
 Sex 
 Capital-gain 
 Capital-loss 
 Hours-per-week 
 Native-country 
 
13.2.2. Resultats 
En aquest dataset es disposa de nombrosa informació que permet tenir percentatges 
d’accuracy més elevats que en el dataset de Sant Pau. 
Per provar els diferents paràmetres que permet configurar l’arbre de decisió, a continuació es 
mostren els resultats d’aplicar la funció autoSplit amb Gini Impurity / Entropy i amb Silhouette 
/ Variance Reduction. El tamany mínim de node és de 100 elements i la reducció mínima 
d’impuritat és de 0.01. 
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Fig. 29 Corba ROC amb gini i variance reduction com a paràmetres de l'arbre 
 
Fig. 30 Corba ROC amb entropy i variance reduction com a paràmetres de l'arbre 
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Fig. 31 Corba ROC amb gini i silhouette com a paràmetres de l'arbre 
 
Fig. 32 Corba ROC amb entropy i silhouette com a paràmetres de l'arbre 
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Tal com es pot veure totes les combinacions que s’han fet de paràmetres acaben donant uns 
resultats molt similars. El percentatge d’accuracy també està en línia amb altres resultats que 
s’han obtingut . 
 
Fig. 33 Accuracy aconseguida amb diferents algorismes utilitzant el dataset 'adult'. Font: 
https://archive.ics.uci.edu/ml/machine-learning-databases/adult/adult.names 
S’ha de tenir en compte també que en les proves que s’han realitzat en aquest projecte no 
s’han eliminat les entrades que tenien atributs amb valors desconeguts. Segurament, amb 
l’eliminació de tals entrades, encara es milloraria una mica més l’accuracy obtinguda. 
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14. Conclusions 
Tal com es demostra en aquesta memòria, els objectius plantejats a l’inici s’han complert. 
L’eina desenvolupada és capaç de crear arbres de decisió i permet la interacció de l’usuari. Els 
arbres es poden modificar i millorar gràcies al seu coneixement expert. A més a més, no hi ha 
hagut desviacions significatives respecte la planificació inicial. 
En l’apartat 13.1 s’ha vist com aquesta eina es pot aplicar en dades mèdiques, que era també 
un objectiu del treball. Tot i així, els resultats d’aquest apartat no han estat com s’esperaven, 
ja que la capacitat del model predictiu creat estava molt limitada per la poca informació que 
proporciona el dataset. 
En canvi, en l’apartat 13.2 s’ha vist com amb un dataset amb més informació es podia arribar a 
índexs alts d’accuracy. També s’ha pogut comprovar que l’eficàcia de l’aplicació és similar a 
altres algorismes de Machine Learning. 
14.1. Treball futur 
14.1.1. Noves tècniques per segmentar dades a partir d’un atribut numèric 
L’algorisme de segmentació que s’utilitza per a les variables de tipus numèric, que és el 
Kmeans, només té en compte la similitud de les pròpies variables numèriques, sense tenir en 
compte la classe a la qual corresponen les dades. Considerar la classe de les dades a l’hora de 
fer una segmentació amb variables de tipus numèric podria ajudar a buscar una partició que 
ajudés més a reduir la impuresa de les dades i a aconseguir splits on els nodes fills tinguessin 
conjunts de dades més homogenis. Això és justament el que fa l’algorisme descrit a l’apartat 
6.2.2. 
14.1.2. Suportar etiquetes de tipus numèric (arbre de regressió) 
De moment, l’arbre de decisió només és capaç de crear models predictius amb dades que 
tinguin etiquetes de tipus categòric. Una possible ampliació seria poder crear també models 
predictius en què les etiquetes de les dades siguin un valor numèric. És a dir, en comptes de 
decidir si la dada X pertany a la classe y, la predicció consistiria en determinar el valor numèric 
z de la dada X. Per exemple, aquest tipus de model seria adequat per predir el preu d’una casa 
en funció de la zona on està situada, la seva superfície, l’antiguitat... A l’apartat 6.1.1 s’ha 
anomenat el CART, un algorisme de construcció d’arbres de decisió que permet tenir etiquetes 
de tipus numèric, el qual podria servir per inspirar-se en aquesta millora. 
14.1.3. Càlcul automàtic de la mida mínima d’un node 
L’usuari pot decidir quina mida mínima ha de tenir un node per tal d’aplicar-hi un split quan 
aquest es fa de forma automàtica. Tanmateix, no existeix un mecanisme automàtic que 
permeti deduir aquest paràmetre. Això provoca que l’usuari hagi de fer un treball manual i 
tediós. Una possible solució seria busca el mínim de l’accuracy del validation set en funció 
d’aquest paràmetre mitjançant la cerca àurea.  
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Annex 
1. User guide 
This program has two main functionalities: creating a new Decision Tree and making 
predictions using one that is already created. 
1.1. Creating a new Decision Tree 
This is the window we see when we start the program. The first we have to do to create a new 
Decision Tree is going to the File menu and click on the “New Decision Tree” button. 
 
In this dialog, we have to choose the .csv file that will be used to create the Decision Tree. 
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This file must have n columns. The first n-1 columns will have the features of each instance and 
the n th column will have a tag representing its class. Each row represents one instance. 
 
The program selects randomly the 70% of the data in the csv file to create the Decision Tree 
and the other 30% of the data to validate it. Once we have opened the file, this view appears 
in the main window. 
 
We can see we have three main areas. The first is the one that have different buttons. The 
allow us to modify the Decision Tree. The second one is the plot we can see in the right side of 
the window. It shows us how the data of a specific node is distributed according to the 
selected feature. The third one is the Decision Tree. We can see it in the left side of the 
window. 
Let’s see all the potential this program has to create and modify a Decision Tree. 
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As it is said in the previous paragraph, these buttons helps us to modify the Decision Tree. 
- Validate: It uses the test data to validate the model. It plots the ROC curve for each 
label and it shows the area below the ROC curve, the accuracy, the precision and the 
recall 
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- Advanced options: 
 
- Prune: Deletes all the sons of the selected node. 
 
- Join: Joins the selected nodes into a new node. The selected nodes must have the 
same parent. 
 
- Autosplit: Splits automatically and recursively the selected node until we reach the 
minimum size of a node or we can’t reduce the impurity. Warning: this function can 
take a lot of computational time. Try not to use in huge nodes with a low value of “Min 
dataset size” 
 
- Best split: Shows the impurity of an eventual split using each feature. 
Minimum size of a node to 
apply the Autosplit 
function 
Minimum reduction of the 
impurity to accept a split 
in the Autosplit function 
Function used to 
compute the impurity 
Function used to 
evaluate the 
performance of Kmeans 
Activate the NB 
predictor in each leaf 
How to split some 
features 
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- Option Menu: We can select which feature we want to visualize in the plot area. This 
menu also allows to select the feature used to make a manual split. 
 
- Split: Splits manually the selected node using the selected feature in the Option Menu 
  
1.2. Saving and editing a Decision Tree 
Once we have our tree created, we can save it. We have to click on the “Save Decision Tree” 
button in the File menu. We can also modify an existing Decision Tree clicking on the “Edit 
Decision Tree” button in the File menu. 
  
1.3. Making new predictions 
We can make predictions using an existing Decision Tree. We have to click on the “New 
Prediction” button in the File menu and select the desired Decision Tree. 
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In the center of the screen we will see the structure of the Decision Tree. In the right side we 
have the tools that help us to make predictions. 
 
In the first rows we can manually write the features of the instance we want to predict. Then, 
if we click on the “Predict” button the program will show the prediction for the given instance. 
If we want to predict a massive amount of data we can click on the “Predict from file” button. 
It will show a dialog to open a csv file where the data we want to predict is stored. These data 
only have the features for each instance, not the class. Then, the program automatically will 
create a new csv file with the predictions. 
When we do the prediction we can use the Naive Bayes predictor that is trained for each leaf 
on the Decision Tree. 
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2. Estructura de les classes 
2.1. Mòdul decisionTree 
class decisionTree.DecisionTree(X, y, classes, attrNames=[], level=0, 
f=<function gini>, condition=<function alwaysTrue>, 
perfKmeans=<function perfKmeanVar>, staticSplits={}) 
Bases: object 
Parameters: 
o X: Matrix with n rows, each row representing a sample, and m columns, each 
column representing the attributes of the sample 
o y: Vector of n elements, each element i representing the value that 
corresponds to the ith entry in the matrix X 
o classes: A list of the different values y can have 
o level: Depth of the node (the root has level = 0) 
o f: Function used to evaluate the performance of a split 
o condition: The condition must accomplish the data from its parent to belong 
to this node 
o perfKmeans: Function to evaluate the performance of the clustering of a 
numerical attribute using kmeans 
o staticSplits: A dictionary with key -> index of an attribute; value -> how to split 
this attribute. For a numerical attribute the value is a list of numbers indicating 
the center of the clusters and for a categorical value is a list of lists, the second 
list containing the attributes that belong to a cluster 
 
autoSplit(minSetSize=50, giniReduction=0.01) 
Splits recursively the tree 
 
bestSplit() 
Returns: A sorted list in increasing order of the possible splits 
 
static copyVarTree(dcTree) 
Parameters: 
o dcTree – A DecisionTree object 
Returns: A new DecisionTree with the same values as dcTree 
This function is used when a DecisionTree is loaded from a file. The class may have 
been modified since the DecisionTree was stored. This helps to update the methods to 
the old DecisionTree 
 
getAccuracy() 
Returns: The most common class divided by the total number of elements 
 
getAttrSplit() 
Returns: The attribute used to split the data 
 
getImpurity() 
Returns: The impurity of the current node 
 
getNode(ll) 
Parameters: 
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o ll – List of node indexes 
Returns: The node that is at the end of the path described in ll 
 
getNumElems() 
Returns: The number of elements that has the current node 
 
getPrediction() 
Returns: [(score1, class1), (score2, class2)…] sorted by score in decreasing order 
 
getSegmentedData(attrId) 
Parameters: 
o attrId – Index of an attribute 
Returns: The data of the node segmented according to the attribute specified in attrId 
 
getSons() 
Returns: All the sons from the current node 
 
joinNodes(idxSons) 
Parameters: 
o idxSons – List of indexes of the sons that will be joined 
Join into one node the sons specified by idxSons 
 
predict(X, bayes=False) 
Parameters: 
o X – [[attr1, attr2…], [attr1, attr2…]…] 
Returns: y[i] -> [(prob1, class1), (prob2, class2), …] 
 
propagateChanges() 
Propagate some parameters of the current node to all its sons recursively 
 
prune() 
Eliminates all the sons of this node 
 
splitNode(idxAttr) 
Parameters: 
o idxAttr – Index of the attribute used to split the node 
Returns: The list of sons created 
Splits the tree given an attribute 
 
  
decisionTree.alwaysFalse(x) 
Returns: False, always 
 
decisionTree.alwaysTrue(x) 
Returns: True, always 
 
decisionTree.automaticClustering(i, x, perfKmeans) 
Parameters: 
o i – The number of clusters used to split the dataset 
o x – The numerical data that have to be clustered 
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Returns: A kmeans object 
If i <= 1 the function tries to find the best number of clusters based on the function 
self.perfKmeans If i > 1 the function aplies kmeans with n_clusters=min(i, maxClusters) 
 
decisionTree.decideCatAttr(x, atr) 
Returns: True if x and atr have the same value 
 
decisionTree.decideNumAtrr(x, cl0, cl1, cl2) 
Parameters: 
o x – A number 
o cl0 – The center of a cluster 
o cl1 – The center of a cluster 
o cl2 – The center of a cluster 
Returns: True if x is closer to cl1 than cl0 or cl2 
 
decisionTree.delEmptyEntries(d) 
Parameters: 
o d – A dictionary with value -> (list(), …) 
Eliminates the entries that have as value[0] an empty list 
 
decisionTree.entropy(y, classes) 
Parameters: 
o y – A list with the real classes of the data 
o classes – A list containing all the different classes that appear in y 
Returns: The entropy of y 
  
decisionTree.gini(y, classes) 
Parameters:  
o y – A list with the real classes of the data 
o classes – A list containing all the different classes that appear in y 
Returns: The gini impurity of y 
 
decisionTree.joinConditions(x, cond1, cond2) 
Parameters: 
o x – Any value 
o cond1 – A boolean function 
o cond2 – A boolean function 
Returns: A function that returns true if cond1 or cond2 are true for the parameter x 
 
decisionTree.perfKmeanVar(x, predict, kmeans, nClusters) 
Parameters: 
o x – List of numbers 
o predict – A list of the cluster centers assigned to the numbers in x 
o kmeans – A Kmeans object 
o nClusters – Number of clusters 
Returns: An indicator of how well the data is splited based on the variance and the number of 
clusters 
 
decisionTree.perfKmeansSilhouette(x, predict, kmeans=None, i=None) 
Parameters: 
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o x – List of numbers 
o predict – A list of the cluster centers assigned to the numbers in x 
Returns: The silhouette score 
 
2.2. Mòdul GUI_Decicion_Tree 
class GUI_decision_tree.AdvancedOptionsGUI(frameParent, dcTree) 
Bases: object 
 
accept(event) 
Passes the changes to the parent frame and closes the window 
 
cancel(event) 
Closes the window without saving any changes 
  
throwError() 
Show a message box error to the user 
 
 
class GUI_decision_tree.EditTreeGUI(master, dcTree, X_cv, y_cv) 
Bases: object 
 
advancedOptions(event) 
Opens the advanced options window 
 
autoSplit(event) 
Calls the TreeFrame.autoSplit() method 
 
bestSplit(event) 
Calls the TreeFrame.bestSlpit() method and show the information computed 
 
changePlot() 
Change the plot according to the selected node and the selected attribute 
 
joinNodes(event) 
Calls the TreeFrame.joinNodes() method 
 
optionMenuClicked(*args) 
  
predict_cv(event) 
Calculates the accuracy of the DecisionTree using the test data and plots the ROC curve 
 
prune(event) 
Calls the TreeFrame.prune() method 
 
receiveChanges(minSetSize, minImpRed, naiveBayes) 
Updates some parameters and the TreeView when there have been changes in the 
advanced options window 
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saveDcTree(file) 
Parameters: 
o file: File where the DecisionTree will be saved 
Saves the DecisionTree in the specified file 
 
split(event) 
Calls the TreeFrame.split() method 
 
class GUI_decision_tree.InfoBestSplits(listSplits) 
Bases: object 
 
class GUI_decision_tree.Language(language=’english’) 
Bases: object 
catalan = ‘catalan’ 
english = ‘english’ 
spanish = ‘spanish’ 
  
setCatalan() 
Initialize all the string to Catalan 
 
setEnglish() 
Initialize all the string to English 
 
setSpanish() 
Initialize all the string to Spanish 
  
class GUI_decision_tree.MyMenu(master) 
Bases: object 
 
editTree() 
Opens a dialog window to open an existing DesicionTree and continue editing it 
 
newPrediction() 
Shows a dialog window to choose a pkl file (an existing DecisionTree) and creates a 
view to make predictions based on the loaded DecisionTree 
 
newTree() 
Shows a dialog window to choose a csv file and it creates a view for building a decision 
tree from the data of the selected file 
 
resetFrame() 
Destroy the main frame and all the widgets that contains. It is used to before showing 
a different view in the same window 
 
saveTree() 
Opens a dialog window to save the current DecisionTree 
 
class GUI_decision_tree.PredictGUI(master, dcTree) 
Bases: object 
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predict(event) 
Shows the prediction of the element specified in the entries 
 
predictFile(event) 
Shows a dialog to open a csv file and make a prediction. The result will be stored in a 
file called like the original file but with the ‘_prediction.csv’ string appended 
 
class GUI_decision_tree.TreeFrame(master, dcTree, parent, 
packSide=’bottom’) 
keyAttrSplit = ‘attrSplit’ 
keyImpurity = ‘impurity’ 
keyPrediction = ‘prediction’ 
Bases: abc.ABC 
 
addNodes(rootGUI, rootDT) 
Parameters: 
o rootGUI: Identifier of a node in the GUI 
o rootDT: A node of the DecisionTree 
Add recursivelly all the sons that rootDT has to the rootGUI. rootGUI and rootDT must 
represent the same node 
  
nodeClicked(event) 
Function used to catch a left clic event in the GUI Tree 
 
predict_cv(X, naiveBayes) 
Parameters: 
o X: A matrix containing the data that will be predicted 
o naiveBayes: If true, the Naive Bayes predictor will be used 
Returns: Calls the predict function from the DecisionTree and returns its value 
refreshInfoNodes(rootGUI, rootDT) 
Parameters: 
o rootGUI: Identifier of a node in the GUI 
o rootDT: A node of the DecisionTree 
Updates all the information displayed in rootGUI and all its sons recursivelly using the 
data from rootDT. rootGUI and rootDT must represent the same node 
 
class GUI_decision_tree.TreeFrameEdit(master, dcTree, parent, 
packSide=’bottom’) 
Bases: GUI_decision_tree.TreeFrame 
 
autoSplit(minSetSize, giniReduction) 
Splits automatically and recursivelly the selected node 
 
bestSplit() 
Returns: A sorted list in increasing order of the possible splits 
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getSegData(selectedAttr) 
Parameters: 
o selectedAttr – Name of an attribute 
Returns: The data of the selected node segmented using selectedAttr 
 
joinNodes() 
Joins the selected nodes into one 
 
nodeClicked(event) 
Shows the plot corresponding to the selected node 
 
prune() 
Eliminates all the sons of the selected node 
 
split(idxAttr) 
Parameters: 
o idxAttr – Index of the attribute used to split the node 
Splits the selected node according to the attribute specified in idxAttr 
 
class GUI_decision_tree.TreeFramePredict(master, dcTree, parent, 
packSide=’bottom’) 
Bases: GUI_decision_tree.TreeFrame 
  
 
