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( f − (x, y), g − (x, y)), x < 0, and f ± and g ± are smooth functions on R 2 . We will suppose f ± , g ± ∈ C ∞ in this paper. Then the functions define two C ∞ systems beloẇ
(1.3)
We call (1.2) and (1.3) the right subsystem and left subsystem of (1.1) respectively. From [4, 6, 9] we know that the flow of (1.1), denoted by ϕ(t, A), can be defined by using the flows ϕ ± (t, A) of (1.2) and (1.3).
For example, for any point A ∈ R Thus, the flow ϕ(t, A) is defined for every point A ∈ R 2 and t in an open interval containing t = 0.
To obtain orbits of (1.1) by using ϕ(t, A) we need to define a continuation of the flow such that it is defined on a maximal interval of t. We can do this in a natural way by using the flows ϕ ± (t, A).
For instance, suppose A ∈ R First, if A 1 is not a generalized singular point of (1.1), then we have f + (A 1 ) < 0, f − (A 1 ) < 0 by Definition 1.1. In this case we define
See Fig. 1 
Thus, we obtain a continuous flow ϕ of (1.1) satisfying
Remark that the construction of the flow ϕ(t, A) above is the same as in [4, 6] (although our construction here is not given explicitly before) unless the point A is a generalized singular point in the sense of Definition 1.1.
Next, we give a definition of Poincaré return map near a generalized singular point on y-axis. and (ii) of Definition 1.2. We call A 0 a center of (1.1) if P (r) = r for 0 < r − y 0 < ε 0 . We call A 0 a focus of (1.1) if P (r) = r for 0 < r − y 0 < ε 0 . We call A 0 a stable (resp., unstable) focus of (1.1) if P (r) < r (resp., P (r) > r) for 0 < r − y 0 < ε 0 . We call A 0 a center-focus of (1.1) if it is neither a center nor a focus.
From [3] we know that there are four possible types of foci of (1.1), denoted by FF, FP, PF and PP. Here, F stands for the word "focus" and P the word "parabolic". For example, the system
has a stable focus of FP type at the origin. In fact, the right subsysteṁ
has a globally stable focus at the origin, and the left subsystem has a global center at the point (1, 0). 
(iii) A 0 is elementary as a singular point of (1.3), and
By Definition 1.4, the origin is an elementary stable focus of the system (1.4).
In the following we suppose the system (1.1) has a focus A 0 = (0, y 0 ) and the orbits near it are oriented clockwise. Then for 0 < r − y 0 < ε 0 , there exist T 1 (r) ∈ (0, T (r)) and h + (r) < y 0 such that for
If we take r = h + (r) and A = A 1 for 0 < r − y 0 < ε 0 , then by the definition of ϕ, we have
which follows
The following theorem is obvious from [3, 6] . 
(1.5) 
We note that the conditions l − > 0 and a − > 0 are only needed in the case (b) and that the conditions l ± > 0, a + < 0 and a − > 0 are only needed in the case (c).
The formula of V 2 in the case (c) was obtained first in [6] . In fact, the formulas of V 3 and V 4 were given in this case in [6] by using the following result, which will be used in the next section. [6] .) Consider the equation
Theorem 1.3. (See
where G is of class C 4 at the origin satisfying
The Hopf bifurcation of limit cycles of (1.1) under perturbations was studied in [3, 12, 13 ] near a focus. However, a basic assumption made in these papers is that the coordinates of the focus always remain fixed under perturbations, which implies the focus type (that is, FF, FP or PP type) will not change under this kind of perturbations and therefore no limit cycle appears near the focus under perturbations if V 1 = 0 for the unperturbed system. In this paper, we suppose that (1.1) has an elementary focus at the origin and consider a perturbation of the forṁ
In this situation, the position of the focus as well as its type will change under perturbations, and various different cases will happen for the local behavior of (1.8) near the origin. We will show in Theorem 2.3 how many limit cycles arise from an elementary focus of FF, FP and PP types at the origin. More precisely, we prove that one or two limit cycles can be produced from an elementary focus of the least order (order 1 for foci of FF or FP type and order 2 for foci of PP type), different from the case of smooth systems [8, 11] . Then, we further consider the piecewise linear system
(1.9)
We prove that 2 limit cycles can appear near a focus of either FF, FP or PP type (Theorem 3.3).
General system (1.8)
Let us first consider the case of FF type. For simplicity we suppose
have solutions
That is, the right/left subsysteṁ
has a focus at the point
Obviously, the orbit of (2.4) passing through the point A ± (0,ỹ ± ) is tangent to the y-axis at A ± if it is not singular. Let
Hence, by the implicit function theorem there exists a unique function
. In other words, the points A + and A − become one point A if and only if ε
To analyze the phase portraits of (1.8) under the condition ε 6) which imply that the origin is stable as a focus of both systems (1.1) and (1.2). portraits of (1.8) near the origin given by Fig. 2.1 , where a limit cycle exists in the cases of (6) and (8) of the figure.
Obviously, the case (8) occurs as α − > 0 (which implies the focus A − is unstable). For the stability of A in the cases (5) and (6) 
Proof. Under ε
Thus the focus A has the coordinate (0,ỹ). In order to determine the stability of A we apply Theorem 1.2(c) to the right and left subsystems (2.4) of (1.8). Let
Note that
Then by (2.4), (2.1) and (2.7) we have
Therefore, by (1.6) we have
Therefore, noting a + < 0, a − > 0 and α + < 0, by the implicit function theorem there exists a C ∞ functionφ ε + 1 , ε 
such that for |ε ± 1 | + |ε ± 2 | < ε 0 the system (1.8) has two limit cycles near the origin if 0 < ε
(2.8)
Proof. By (2.5), we see that there exist C ∞ functions ϕ 2 ε
and ϕ 3 ε
such that Further, note that ε
Then the segment L s or L u consists of singular points of (1.8). The phase portraits under 0 < |ε (8) and (6) 
Thus under (2.1) and (2.6) together with α − > 0 for fixed |ε 
such that for |ε + 1 | + |ε + 2 | < ε 0 (1.8) has a limit cycle near the origin if 0 < ϕ 1 (ε
Proof. First let us consider the case of FP type with α + < 0. For simplicity, assume the functionsf ± andg ± in (2.4) have the following form near the origiñ 
As before, let =ỹ + −ỹ − . Then there exists a C ∞ function 
Thus, there exists a C ∞ function ϕ 2 (ε
) and x + < 0 so that the system (1.8) has a focus at the point A(0,ỹ). Then we can use formula (1.6) to determine its stability. In fact, let
Then we have a + a − < 0, l + l − > 0, and which ensures the existence of a limit cycle surrounding the segment L u (refer to Fig. 2.3(ii) ). The conclusion (1) follows.
Now suppose that the origin is a focus of PP type with V 2 < 0. In this case we can assume (2.10)
holds and
instead of (2.9). For ε ± 1 small, the equations
Then there is a C ∞ function ϕ 1 (ε
Also, since V 2 < 0 it can be seen that under ε
) the system (1.8) has a stable focus at the point (0,ỹ + =ỹ − ). Then as before, a limit cycle is bifurcated as 0 < ϕ 1 (ε
1. The conclusion (2) follows. This ends the proof. 2
Summarizing Theorems 2.1 and 2.2, we obtain the following main result on general system (1.8). 
Piecewise linear system (1.9)
In this section we concretely discuss piecewise linear system (1.9), showing more detailed differences from smooth systems. Proof. It suffices to prove that if the focus at the origin is of FF (FP, PP, resp.) type then P (r) ≡ r for r > 0 provided
Let us first suppose that the focus is of FF type. In this case, we have
with β + β − > 0. Then by [13] we know that the Poincaré map P (r) is linear in r with
Thus, if V 1 = 0, the origin is an elementary center.
Then we suppose the origin is of FP type having a clockwise orientation. Then a To analyze the property of h − , making a change of variables of the form v = a
Further making a rescaling of variables of the form (t, x) → (
) the above system becomeṡ 
Let us suppose V 1 = V 2 = 0, which imply α + =b 2 = 0. In this case we have h + (r) = −r, and (3.1)
which is invariant under the change (v, t) → (−v, −t). Hence h − (−r) = r. Thus, P (r) = r for r > 0 small, and the origin is a center. Finally suppose that (1.9) has a PP type focus at the origin. Then by the above discussion, without loss of generality, we can assume (1.9) has the form
Applying Theorem 1.3 twice, we can obtain similar to (3.2) (see Fig. 3 .1)
Therefore,
and 
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The above system is invariant under the change (x, t) → (−x, −t), which means that the origin is a center. This completes the proof of Theorem 3.1. 2 Theorem 3.2. For (1.9) we conjecture that it has at most 2 limit cycles.
