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ABSTRACT 
Knowing the user's point of gaze has long held the promise of being a useful methodology 
for human computer interaction. However, a number of barriers have stood in the way of the 
integration of eye tracking into everyday applications, including the intrusiveness, robustness, 
availability, and price of eye-tracking systems. The goal of this thesis is to lower these barriers 
so that eye tracking can be used to enhance current human computer interfaces. 
An eye-tracking system was developed. The system consists of an open-hardware design 
for a digital eye tracker that can be built from low-cost off-the-shelf components, and a set of 
open-source software tools for digital image capture, manipulation, and analysis in eye-tracking 
applications. Both infrared and visible spectrum eye-tracking algorithms were developed and 
used to calculate the user's point of gaze in two types of eye tracking systems, head-mounted 
and remote eye trackers. The accuracy of eye tracking was found to be approximately one 
degree of visual angle. 
It is expected that the availability of this system will facilitate the development of eye-
tracking applications and the eventual integration of eye tracking into the next generation of 
everyday human computer interfaces. 
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CHAPTER 1. OVERVIEW 
Eye tracking measures where a person is looking. Eye tracking can be used as a scientific 
tool and in many applications for Human Computer Interaction (HCI). Analog techniques 
for eye tracking have been available for many years. However, they are a bit uncomfortable 
and unwieldy for the users. Recently, the off-the-shelf video-based eye trackers are available 
because the price of high-quality digital cameras has dropped precipitously and new image 
processing and computer-vision techniques for eye tracking have been developed. This chapter 
also reviews two types of imaging approaches that are used in eye tracking (visible and infrared 
spectrum imaging), remote and head-mounted eye tracking systems, and two kinds of eye 
tracking algorithms (feature-based and model-based approaches). 
1.1 Introduction 
1.1.1 Human eye structure 
A human eye is an organ that senses light . An image of eye anatomy is shown in Fig-
ures 1.1(a) . Several important parts of human eye related to eye tracking are described here. 
The cornea is a transparent coat in front of eyeball. The iris is the muscle that controls the size 
of pupil, which is like the aperture in a camera to let light goes inside. The iris has color and is 
different from person to person, thus can be used in biometrics. The sclera is the tough outer 
surface of the eyeball and appears white in the eye image. The limbus is the boundary between 












Figure 1.1 Human eye. (a) Eye anatomy. (b) Eye image. These image axe 
from the website http://www.wikipedia.org and are permitted 
to copy, distribute and modify under the terms of GNU Free 
Documentation License. 
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1.1.2 Eye tracking as a scientific tool 
Eye tracking has been used for close to a century as a tool for neuroscientific and psy-
chological study (l; 2). Eye movements can be related to cognitive processing with a model 
(3). The behaviors can be analyzed from measuring the user's eye movement while the user is 
viewing web pages (4). Eye tracking can be used to study the recognition process in picture 
viewing (5). Eye trackers can record and monitor the eye movement of drivers to analyze the 
distraction and vigilance while completing several driving tasks (6; 7). 
1.1.3 Eye tracking for HCI 
Only more recently, has the potential integration of eye movements in human computer 
interfaces been seriously investigated (8) . Much research has indicated the potential of eye 
tracking to enhance the quality of everyday human computer interfaces (9; 10) . Two types of 
human computer interfaces utilize eye-movement measures —active and passive interfaces. 
Active interfaces allow users to explicitly control the interface though the use of the eye 
(8) . In one such application, eye typing allows the user to look at keys on a virtual keyboard to 
type instead of manually pressing keys as with a traditional keyboard (11) . Similarly, systems 
have been designed that allow users to control the mouse pointer with their eyes in a way that 
can support, for example, the drawing of pictures (12). These systems usually use the eye 
movements to control the cursor position and use eye blinks to trigger mouse clicks or other 
events (13) . Active interfaces that allow users with movement disabilities to interact with 
computers may also be helpful for healthy users by speeding some tasks such as icon selection 
and windows zooming in graphical user interfaces (14; 15) or object selection in virtual reality 
(16). 
Passive interfaces, on the other hand, monitor the user's eye and use this information to 
adapt some aspect of the display or to react according to the users' behaviors. For example, in 
video-transmission and virtual-reality applications, gaze-contingent variable-resolution display 
techniques present a high level of detail at the point of gaze while sacrificing level of detail in the 
periphery where the absence of detail is not distracting (17; 18) . The driver's visual attention 
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level can be determined by monitoring the eye and the eye lid. In case that the attention level 
is too low, a warning signal can be generated to remind the driver (19). ~rthermore, The size 
of human pupil is significantly related to the emotional stimulation, which provides a cue of 
human emotion (20). 
1.2 Eye tracking techniques 
1.2.1 Analog techniques 
While eye tracking has been deployed in a number of research systems and to some smaller 
degree consumer products, eye tracking has not reached its full potential. Importantly, eye-
tracking technology has been available for many years using a variety of methods (e.g., electro-
oculography, contact-lens based eye-coil systems, Purkirije-reflection based; see (21) fora sur-
vey of classical eye-tracking technology) . For example, electro-oculography method places 
electrodes on the skin near the eyes. The eye movement can be measured because when the 
eye balls move, the electrical changes in activity can be detected (22). Contact-lens based eye 
coil systems places contact lens with affixed mechanical lever or magnetic coil into the eyes. 
And then eye movement can be tracked by tracking these affixed objects (23) . A comparison 
of these eye tracking techniques can be found in (24). 
1.2.2 Video-based eye-tracking methods 
1.2.2.1 Infrared and visible imaging 
Two types of imaging approaches are commonly used in eye tracking, visible and infrared 
spectrum imaging (25) (see Figures 1.2 for the eye images captured with visible and infrared 
spectrum imaging) . 7Che three most relevant features of the eye are the pupil -the aperture 
that lets light into the eye, the iris -the colored muscle group that controls the diameter of 
the pupil, and the sclera, the white protective tissue that covers the remainder of the eye. 
Visible spectrum imaging is a passive approach that captures ambient light reflected from 




Eye images. (a) Eye image captured with visible spectrum 
imaging. (b) Eye image captured with infrared spectrum imag-
ing. 
the iris and the sclera known as the limbus. Visible spectrum eye tracking is complicated by 
the fact that uncontrolled ambient light is used as the source, which can contain multiple 
specular and diffuse components. Infrared imaging eliminates uncontrolled specular reflection 
by actively illuminating the eye with a uniform and controlled infrared light not perceivable by 
the user. A further benefit of infrared imaging is that the pupil, rather than the limbus, is the 
strongest feature contour in the image (see e.g., Figure 2.1(d)). Both the sclera and the iris 
strongly reflect infrared light while only the sclera strongly reflects visible light. Tracking the 
pupil contour is preferable given that the pupil contour is smaller and more sharply defined 
than the limbus. Furthermore, due to its size, the pupil is less likely to be occluded by the 
eye lids. The primary disadvantage of infrared imaging techniques is that they cannot be used 
outdoors during daytime due to the ambient infrared illumination. 
Infrared eye tracking typically utilizes either abright-pupil, dark-pupil technique or both. 
The bright-pupil technique illuminates the eye with a source that is on or very near the axis 
of the camera. The result of such illumination is that the pupil is clearly demarcated as a 
bright region due to the photoreflective nature of the back of the eye. Dark-pupil techniques 
illuminate the eye with an off-axis source such that the pupil is the darkest region in the image. 
while the sclera, iris and eye lids all reflect relatively more illumination. In either method, the 
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first-surface specular reflection of the illumination source off of the cornea (the outer-most 
optical element of the eye) is also visible. The vector between the pupil center and the corneal 
reflection center is typically used as the dependent measure rather than the pupil center alone. 
This is because the vector difference is less sensitive to slippage of the head gear -both the 
camera and the source move simultaneously. The combined use of both bright and dark pupil 
techniques can be seen in (26; 27; 28) . Those imaging systems usually include the LEDs on 
and off the axis of the camera. The interlaced bright-pupil image and dark-pupil image are 
obtained by switching between either LEDs on or off the axis of the camera. The difference 
image obtained by subtracting these images is thresholded, which results in an image of the 
pupil. 
1.2.2.2 Remote and head-mounted systems 
Eye-tracking systems can be divided into remote and head-mounted systems (see Fig-
ures 1.3) . Each type of system has its respective advantages. Both visible-spectrum and 
infrared-spectrum imaging techniques have been applied in the context of remote video-based 
eye tracking. The single most attractive reason for using a remote eye-tracking system is that 
its use can be completely unobtrusive. However, a limitation of a remote system is that it can 
only track eye movements when the user is within a relatively confined area of operation. And 
the accuracy of remote eye-tracking systems usually worse than the head-mounted eye-tracking 
systems. Stereo cameras can be applied to achieve better eye-tracking accuracy (29; 30). The 
design of remote eye-tracking systems must consider the three way trade-off between cost, flex-
ibility and quality. For example, the flexibility to track eye movements over a wide area can 
be improved by using span-tilt camera, but such cameras are quite expensive. Furthermore, 
the quality of eye tracking can be improved by capturing ahigh-resolution image of the eye 
using a zoom camera (31), with the trade-off of a reduced operational area and higher cost. Al-
though, there are a number of promising remote eye tracking approaches (e.g., see (32; 33}), it 
currently appears that ahead-mounted system has a greater potential to achieve a reasonable 
compromise between all of these factors. 
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The innovative work of Jeff Pelz and colleagues (34; 35) at the Rochester Institute of 
Technology (RIT) on the construction of low-cost minimally invasive head-mounted eye trackers 
is particularly noteworthy. In their system, analog cameras are mounted onto safety glasses 
(in a similar configuration as that shown in Figure 2.2 (a)) and video of the user's eye and 
the user's field of view are interleaved in a single interlaced video frame and recorded using a 
mini-DV camcorder stowed in a backpack. Point of gaze computation is then performed off line 
using proprietary hardware and software purchased from a production house. Given our goal 
to integrate eye movement measurements into human computer interfaces, this dependence on 
high-cost proprietary equipment is a serious limitation of their approach. Furthermore, the 
ofd line nature of the system is another limitation as some degree of real-time performance will 
be necessary in many HCI applications. However, their innovation in head-gear design and 
low-cost approach is laudable and we adopt both in our own efforts. 
1.3 Video-based eye tracking algorithms 
1.3.1 Feature-based and model-based approaches 
Eye-tracking algorithms can be classified into two approaches typically: feature-based and 
model-based approaches. Feature-based approaches detect and localize image features related 
to the position of the eye. A commonality among feature-based approaches is that a criteria 
(e.g., a threshold) is needed to decide when a feature is present or absent. The determination 
of an appropriate threshold is typically left as a free parameter that is adjusted by the user. 
The tracked features vary widely across algorithms but most often rely on intensity levels or 
intensity gradients. For example, infrared imagery the dual-threshold technique, an appro-
priately set intensity threshold can be used to extract the region corresponding to the pupil. 
The pupil center can be taken as the geometric center of this identified region. The intensity 
gradient can also be used to detect the pupil contour in infrared spectrum images (36; 37) or 
the limbus in visible spectrum images (38; 39). Least-square fitting (38; 36; 40) or circular 
hough transform (41) can then be used to fit an ellipse or a circle to these feature points. How-




Figure 1.3 Two kinds of eye trackers. (a) Head-mounted eye tracker. (b) 
Remote eye tracker. 
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process is needed to eliminate false feature points (outliers). Pupil feature points are detected 
along radial vectors in (37), but a method of rejecting outlines is not given. Feature points 
are delimited in a quadrilateral formed by the eye corners, the uppermost point of the upper 
eyelid and the lowermost of the lower eyelid (38). A double ellipse fitting approach is used in 
(36). First, roughly detected feature points are used for ellipse fitting. And then feature points 
are detected again using the center of first ellipse as starting point. Finally, an ellipse is fitted 
to the feature points that are close enough to the first ellipse. A curvature function is applied 
to eliminate the artifacts of pupil edge in (40). However, these methods may not be robust 
enough to a relatively large number of outliers and may not be able to remove all the outliers. 
On the other hand, model-based approaches do not explicitly detect features but rather 
find the best fitting model that is consistent with the image. For example, integro-differential 
operators can be used to find the best-fitting circle (42) or ellipse (43) for the limbus and 
pupil contour. This approach requires an iterative search of the model parameter space that 
maximizes the integral of the derivative along the contour of the circle or ellipse. The model-
based approach can provide a more precise estimate of the pupil center than afeature-based 
approach given that a feature criteria is not applied to the image data. However, this approach 
requires searching a complex parameter space that can be fraught with local minima. Thus 
gradient techniques cannot be used without a good initial guess for the model parameters. 
Thus, the gain in accuracy of a model-based approach is obtained at a significant cost in 
terms of computational speed and flexibility. Notably, however, the use of multi-scale image 
processing methods (44) in combination with amodel-based approach hold promise for real-
time performance (25). 
1.4 Reseach approach 
The primary obstacle to integrating eye tracking techniques into human computer interfaces 
is that they have been either too invasive or too expensive for routine use. Some techniques 
require equipment such as special contact lenses, electrodes, chin rests, bite bars or other 
components that must be physically attached to the user. These invasive techniques can 
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quickly become tiresome or uncomfortable for the user. Video-based techniques capture an 
image of the eye from a camera either mounted on head gear worn by the user or mounted 
remotely. The invasiveness of eye tracking has been significantly reduced with advances in 
the miniaturization of head-mounted video-based eye-trackers (34; 35). Furthermore, remotely 
located video-based eye-tracking systems can be completely unobtrusive (e.g., see (45; 32)), 
although at some cost to the robustness and quality of the eye tracking. 
Given these advances, the most significant remaining obstacle is the cost. Currently, a 
number of eye trackers are available on the market and their prices range from approximately 
5,000 to 40,000 US Dollars. Notably, the bulk of this cost is not due to hardware, as the price 
of high-quality digital camera technology has dropped precipitously over the last ten years. 
Rather, the costs are mostly associated with custom software implementation, sometimes in-
tegrated with specialized digital processors, to obtain high-speed performance. 
This analysis clearly indicates that in order to integrate eye tracking into everyday human 
computer interfaces, the development of widely available, reliable and high-speed eye-tracking 
algorithms that run on general computing hardware need to be implemented. Towards this 
goal, we have developed the openEyes system where the hardware constructions plans and the 
software implementations are freely available. The eye-tracking algorithm integrates feature-
based and model-based approaches and we have made its implementation available for distri-
bution in an open-source package. In combination with low-cost head-mounted eye-tracking 
systems (34; 35), there is a significant potential that eye tracking will be widely incorporated 
into the next generation of human computer interfaces. 
This thesis focuses on the software and hardware design of low-cost eye-tracking for human 
computer interaction. Chapter 2 describes the open-hardware design for ahead-mounted 
infrared eye tracker. The parallax error introduced by placing the scene camera and tracked 
eye on different optical paths is discussed in Chapter 2. Chapter 3 introduces the Starburst 
algorithm for infrared eye tracking which combines feature-based and model-based approach. 
Chapter 4 describes the algorithm for visible spectrum eye tracking and its application to two 
visible spectrum eye-tracking systems, ahead-mounted mobile eye tracker and a remote eye 
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tracker. Eye typing, an application using the desktop remote eye tracker for human computer 
interaction, is given in Chapter 5. Chapter 5 also presents some further directions for this 
research. 
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CHAPTER 2. AN OPEN-HARDWARE INFRARED EYE TRACKER 
2.1 The openEyes system 
In spite of the promise of this research, eye-tracking technology is not used in everyday 
computer interfaces. The absence of eye tracking in consumer-grade human computer interfaces 
can be attributed to the significant intrusiveness, lack of robustness, low availability, and high 
price of eye-tracking technology. 
We have developed glow-cost head-mounted eye tracker. This eye tracker consists of two 
consumer-grade CCD cameras that are mounted on a pair of safety glasses (see Figure 2.1). 
One camera captures an image of the eye while the other captures an image of the scene. The 
two cameras are synchronized and operate at 30hz, each capturing 64O x 48O pixels per frame. 
In this paper we focus on developing an eye-tracking algorithm applicable for use with images 
captured from this type of head-mounted system. However, the proposed algorithm could also 
be applied to video captured with a remote system. 
We refer to our eye tracker as the openEyes system because we make freely available both 
the hardware constructions plans and the software that implements the algorithm. The open-
hardware design is available in a detailed step by step tutorial on our website 
(http://hcvl.hci.iastate.edu/openEyes). The software is also freely available in the form of an 
open-source package licensed under the General Public License. We hope that the availability 
of software, ease of construction and open design of the openEyes system will enable inter-
face designers to begin exploring the potential benefits of eye tracking for human computer 
interfaces. Furthermore, the flexibility provided by our open approach should allow system 
designers t0 integrate eye tracking directly into their system or product. We expect that the 
availability of the openEyes system will significantly enhance the potential that eye tracking 
~.3 
will be incorporated into the next generation of human computer interfaces. 
The motivation for this research stems from the recognition in the eye-tracking and human 
computer interaction communities of the need for robust inexpensive methods for eye tracking. 
The openEyes system addresses this need by providing both an open-hardware design and a 
set of open-source software tools to support eye tracking. The open-hardware design details a 
procedure to construct a minimally invasive, digital head-mounted eye tracker from low-cost 
off-the-shelf components capable of an accuracy of approximately one degree of visual angle. 
The open-source software tools provide a ready t0 use implementation Of a robust eye-tracking 
algorithm that we developed. This implementation can be run on general-purpose hardware 
and thus can be widely employed in everyday human computer interfaces. 
2.2 Open-hardware design 
In this section, the design of the openEyes eye-tracking hardware is described in a way 
that shows the evolution of the system to its final form. This approach provides insight into 
principles, decisions, benefits and limitations of the system. The description is limited to 
the most important construction details given that an extensive description of the system 
construction is available on the openEyes website. This description includes a step by step 
tutorial on head-gear construction as well as a detailed parts list accompanied by hyperlinks 
to vendor web sites. 
The first design consideration after having chosen to use ahead-mounted system was the 
configuration of the head gear. The most significant issue was where to mount the cameras. 
Given that until recently cameras were quite large, a number of commercial systems place the 
cameras either above the eyes, on top of the head or above the ears, primarily for ergonomic 
reasons. These configurations necessitate the integration of a mirror or prism in the camera's 
optical path. Instead of taking this approach, we adopt the solution developed at RIT of 
placing the eye camera on a boom arm such that there is a direct line of sight between the 
camera and the eye (see Figure 2.2 (a)) . The primary advantage of this design is that it avoids 





Figure 2.1 Eye tracker and the captured images. (a&b) Head-mounted eye 
tracker (c) Image of a scene obtained by the eye tracker. (d) Im-
age of the user's right eye illuminated with infrared light. Note 
the cleaxly defined dark pupil and the specular reflection of the 
infrared LED. Also note the degree of line noise present in the 
captured images due to the low-cost eye-tracker construction 
based on consumer-grade off-the-shelf parts. 
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can be expensive and glass components can pose significant danger of eye damage in near-eye 
applications. We were unable to locate an inexpensive source of half-silvered infrared-reflecting 
mirrors constructed of plexiglass. Such mirrors are typically used in commercial systems but 
must be purchased in bulk to achieve a reasonable price. The primary disadvantage of a boom 
arm design is that a portion of the visual field is blocked by the camera and the armature. 
Given the small extent and peripheral positioning of the camera/boom, we view this as an 
acceptable compromise. In fact, because these components are attached to the head gear and 
thus static in the user's visual field, they are easily ignored just as the frames of normal eye 
glasses are ignored. 
The second design consideration concerned finding a way to capture and process digital 
images for real-time eye tracking. The RIT system used inexpensive low-resolution CMQS 
cameras to generate analog video output. The cameras that they used are among the smallest 
available on the market and, in general, analog cameras are available in smaller sizes than digital 
cameras. We considered a number of analog image-capture solutions to use in combination 
with analog cameras, but all such solutions were overly expensive (i.e. many hundreds of 
dollars), would require considerable fabrication expertise (e.g., the use of an A/D chip), or 
were not applicable in the mobile context (i.e. required a desktop computer). We therefore 
considered only solutions that utilized digital cameras with a readily available means of capture 
to a standard laptop computer. For example, a number of small inexpensive USB web cameras 
were investigated but the resolution and frame rates were limited by the bandwidth of USB. 
We failed to find any inexpensive USB 2.0 compatible web cameras that utilized the full 
bandwidth of USB 2.0. Ultimately, we settled upon using inexpensive IEEE-1394 web cameras. 
The bandwidth of these cameras (400Mbit/sec) is sufficient to capture video simultaneously 
from two cameras at a resolution of 640x480 pixels with a frame rate of 30hz. Two additional 
benefits of IEEE-1394 cameras include the fact that cameras on the same bus will automatically 
synchronize themselves and that the IEEE-1394 standard is well supported under Linux with 
the 1394-based DC Control Library. 
We examined a number of inexpensive IEEE-1394 cameras available on the market. Ini-
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tially, the Apple I-sight camera was considered because of its unique construction. The optics 
have an auto-focus feature and the CCD is mounted on a flat flex cable approximately one inch 
long that leads to the main processing board. However, after much investigation, we failed to 
find a way to extend this cable in a reasonable way. Any modifications would have required 
extremely difFicult soldering of surface mount connectors. We finally settled on using the com-
parably priced Unibrain Fire-i IEEE-1394 web camera. One advantage of using this camera 
for our application is that more than one camera can be daisy chained together and thus share 
a single power source (see Figure 2.3 (d)) . The disadvantage of this camera is that the CCD 
sensor is soldered directly to processing board and without removal, the entire board would 
be too cumbersome to mount on a head gear. Therefore a technique was developed to detach 
the CCD sensor from the camera board and solder amulti-conductor cable of some length 
between the board and the chip. When done carefully, the sensor remains undamaged and 
the lens and mount can be re-attached so that the camera functions as before. Note, however, 
that a degree of noise is induced in the captured images (see Figures 2.5 (c&d)) . Much of the 
work subsequent to this initial design decision has been to find a way to reduce this noise (see 
below) . 
2.2.1 Generation ~ 
The first generation prototype is shown in Figures 2.2 and, as can be seen, the profile is 
small and unobtrusive. The Sony CCD and lens mount assembly standard with the Fire-i 
camera were extended from the camera processing boards and mounted on a pair of modified 
safety glasses which have had the plastic lenses cut mostly away. Very fine unshielded wire was 
used to extend the CCD and when routed above the ear and back to the processing boards 
mounted on the backpack, its presence was hardly noticeable. Moreover, the lightness of the 
lenses and boom arm did not add to the perceivable weight of the glasses when worn. The 
presence of the eye tracker was not overly disturbing in spite of the fact that the camera 
occluded a portion of the visual field. 






Figure 2.2 Eye tracker: Generation 1. (a&b) CCDs and lens mounts are 
mounted on a to a pair of modified safety glasses. (c) The CCDs 
are separated from the processing board via wires such that the 
processing boards can be located on a back pack. (d) A laptop 
modified to fit within a small backpack. The laptop captures 
and processes video from the cameras. 
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for this system were removed using a soldering iron. Given the small size of the chip and the 
proximity of other components on the board, this was a procedure that we believe damaged the 
chips and/or board. Second, the thin unshielded wire lead to significant noise in the captured 
images when both cameras were operated simultaneously. The amount of noise was amplified 
when the 14 lines for each CCD were run adjacent to each other down to the processing 
boards on the backpack. The degree of noise was unpredictable and tended to change as the 
wearer shifted their head and body. The final limitation of this approach was that we employed 
visible spectrum imaging. Due to the low sensitivity of these consumer-grade cameras, we were 
often unable to image the eye with the user indoors. Furthermore, the presence of specular 
reflections from various ambient light sources made digitally extracting a reliable measure of 
eye movements particularly difficult. 
2.2.2 Generation 2 
In the second generation prototype, we attempted to redress many of the limitations of 
the first generation prototype. Most significantly, we moved to an infrared imaging approach. 
As can be seen in Figures 2.3, we placed an infrared LED on the boom armature ofd axis 
with respect to the eye camera. This configuration produces an illumination that allows the 
discrimination of the pupil from the rest of the eye. The LED was powered from a free 
USB port on the laptop. Unfortunately, this design decision also required a new lens mount 
assembly on the eye camera. The Fire-i cameras come with a small, non-standard mount and 
lens combination which has an infrared cut-filter coated on the sensor side of the lens that 
could not be removed. To solve this problem, we salvaged the somewhat larger lens mount and 
lens from an OrangeMicro i-Bot web camera. The infrared blocking filter was removed from 
this lens and replaced with an 87c Wratten filter to block visible light and allow only infrared 
light to pass. The image captured using infrared illumination can be seen in Figure 2.3 (e) . 
Note that the infrared illumination strongly differentiates the pupil from the iris in the image. 
Also note the presence of a specular reflection of the LED. This is an important benefit as the 








Figure 2.3 Eye tracker: Generation 2 (a&c) Head gear: note the shielded 
cable and use of the CS mount &lens. (b) Laptop computer in 
small backpack (d) closeup of daisy chained camera housings (e) 
IR-illuminated eye image (f) scene image. Note the line noise 
inducing a color shift. 
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The second major modification that we made to the system was to use shielded cables 
between the CCD and the processing boards in order to reduce the noise. While the noise 
was reduced to some degree, its presence was still noticeable and continued to depend on the 
positioning of the cables. Unfortunately, a second type of strong noise appeared in this system 
which was much more problematic although sporadic. For example, when the head gear was 
nudged, touched or the user turned their head abruptly, significant but transient line noise was 
induced. We suspected that the CCD and processing boards were damaged or that the solder 
joints were weak due to the de-soldering and re-soldering. Although we could still maintain 
a relatively ergonomic cable configuration, the cables extending over the ear were much more 
noticeable to the user than in the previous generation. Furthermore, the additional stiffness 
of the cables sometimes induced the head gear to shift when the user turned their head. To 
minimize this slippage of the head gear, we employed the use of an elastic head band specially 
designed for glasses. 
2.2.3 Generation 3 
Having produced a prototype that was capable of infrared eye tracking (albeit with a large 
degree of noise which induced frequent tracking errors), we were encouraged to proceed. Shown 
in Figures 2.4 is the third prototype which utilized the same basic design but with a number 
of important modifications. First, thin double-shielded cables were employed to reduce noise. 
These cables added a significant degree of stiffness and consequentially the only reasonably 
ergonomic configuration of the head gear was for the scene camera to be mounted on the 
left side of the glasses (see Figure 2.4(d)). Second, a Unibrain monochrome Fire-i board-
level camera was used for the eye camera in order to take advantage of its overall greater 
sensitivity to infrared light. Third, we extracted the CCDs from the processing boards using a 
solderless technique to minimize heat damage and developed an interlocking socket assembly 
(see Figure 2.4(c)) on which to mount the CCD sensors to minimize joint stress on the chip. 
Together, these modifications completely eliminated the sensitivity of the camera to spurious 








Figure 2.4 Eye tracker: Generation 3. (a&b) Headgear with extended 
boom arm, new eye camera lens and repositioned scene cam-
era. (c) Exposed view of the eye camera showing the IC socket 
configuration allowing easy exchange of CCD/lens mount and 
the more centrally positioned LED. (d) The housing for both 
camera boards using a single connector leading to the scene 
and eye cameras. Note that the firewire cables that extend to 
the computer are not shown. (e) Eye image. Note the reduced 
depth of field in the eye image due to the zoom lens. (f) Scene 
image. Note the radial distortion attributable to the wide field 
of view lens. 
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amount of overall image noise. 
Because we used the I-bot 4.5 mm lens in the second generation prototype, the portion of 
the image that was occupied by the eye was quite small. Given that the accuracy of eye tracking 
is related to the size of the eye in the image, we employed a 12mm lens in the third generation 
system to obtain a much closer image of the eye. While this is clearly beneficial for achieving 
high-accuracy eye measurements, this design decision carried consequences. First, the depth of 
field in the image is smaller and consequentially more attention is necessary to obtain a correct 
focus. Furthermore, the restricted field of view of the camera requires proper alignment that 
results in a greater sensitivity to head gear slippage. Depending on the particular application, 
the choice of a lens between 4 and 12 mm should be made based on the trade-off between 
accuracy and flexibility. 
A socket assembly was also constructed for the LED and positioned in a more central 
location in order to maximize the ability to detect the corneal reflection when gaze is non-
central. A scene camera with a wider field of view was also used to track a greater range of 
eye movements. Notably however wide field of view lenses introduce radial distortion, which 
if not digitally removed, can lead to reduced eye tracking accuracy (see below}. 
In an attempt to improve the modularity of the system, both image processing boards 
were housed in a single plastic case and separated from the head gear using a single multi-pin 
connector that routed cables from both cameras. Unfortunately, this design decision was a 
serious misstep because we experienced significantly more noise than we had previously. This 
was due entirely to the interference between the cameras given that when only a single camera 
was used, the images were entirely noise free. To eliminate this problem, the image processing 
boards were separated into shielded metal cases and connected using shielded metal connectors. 
2.2.4 Generation 4 
As is shown in the Validation Section (below), the third generation prototype tracked 
eye movements with an accuracy of approximately 1 degree of visual angle. However, we 






Figure 2.5 Eye tracker: Generation 4. (a) The scene and eye camera pro-
cessing boards are now housed in separate, aluminum boxes to 
reduce interference between the cameras. (b&c) Eye and scene 
images with significantly reduced line noise compared to gener-
ation 3. 
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distance that it was calibrated. This is due to that fact that the scene camera is not in the 
same optical path as the tracked eye. Thus, depending on the difference between the calibrated 
distance and the fixated distance, the parallax between the eye and the scene camera introduces 
tracking error. We show that the error is tolerable only over cone-foot discrepancy between the 
calibrated and fixated distances for the third generation prototype. In the fourth generation 
prototype, the scene camera was moved from the left side of the system (6.5 inches from the 
tracked eye) to the right side of the system (1.5 inches from the tracked eye). Consequentially, 
the tolerance to discrepancies was greatly improved. 
2.3 Parallax analysis 
In our open-hardware design, we desired glow-cost approach and thus adopted the the 
head-gear configuration developed at RIT (34; 35}. This approach minimizes the number of 
optical elements required, but places the scene camera and tracked eye on different optical 
paths, and thus introduces parallax error. If this problem is simplified to two dimensions, we 
can visualize it as in Figure 2.6 (a) . For example, if the system is calibrated for a plane at a 
given distance d~ and the user fixates a plane at a further distance d f, the system will not 
be able to compensate and the calibration will introduce a parallax error of distance de. This 
error depends on the difference between the calibrated distance and the fixated distance, as 
well as the distance do between the optical axes of the tracked eye and the scene camera. We 
can solve for the relationship between these variables and the parallax error in degrees of visual 
angle relative to the scene camera (ee). Given the configuration in Figure 2.6(a), where the 
optical axes of the eye and scene camera are parallel, we know: 
_1 de -~' do 8f -}- ee =tan ( ) (2.1) df
where ~f  is the angle of the fixated point relative to the optical axis of the scene camera, which 
is given by 
B tan-1 
d° 
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Figure 2.6 Parallax analysis. (a) 2D parallax diagram (b) Parallax error 
(c&d)Measured (symbols) and predicted (lines) accuracy for (c) 
Generation 3 and (d) Generation 4 prototypes. 
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The parallax error distance de on the fixation plane can be determined via similar triangles: 
de  do
df - d~ - d~ ' 
do
d~ 
The parallax error visual angle (9e) in the scene camera is thus 






The parallax error is plotted in Figure 2.6(b) as a function of the calibration and fixation 
distances for do = 1.5 inches to match the fourth generation prototype. It can be seen that the 
parallax error is zero when the fixated and calibrated distances are equal (on the diagonal) and 
then increases as they diverge. Interestingly, the parallax error rises faster as the calibration 
distance exceeds the fixation distance as compared to visa versa. This indicates that when the 
fixated and calibration distances are expected to diverge in a particular application, that the 
calibration should not be conducted in the middle of the working area as is common procedure, 
but rather it should be closer. If the minimum dmin and maximum dmax working distances are 
known, the optimal calibration distance is then dmin + (dmax - dmin)/3• It is also clear from 
this result that the parallax error is inversely related to the calibration distance. 
We experimentally verified this solution for the third and fourth generation prototypes by 
measuring the visual angle error induced by calibrating at each of three distances (2.5, 4.5 
and 6.5 ft) and testing at the three distances (2.5, 4.5 and 6.5 ft) resulting in nine average 
error measurements. We used the Starburst eye-tracking algorithm to process the video and 
calculate the point of gaze. The algorithm is described in Chapter 3. Each error measure 
averages over the error recorded at nine points on the calibration/test plane. The average 
error for the generation three prototype (do = 6.5 inches) is shown in Figure 2.6(c) and the 
generation four prototype (do = 1.5 inches) is shown in Figure 2.6(d). The lines represent the 
error predicted from the analytic solution. The parallax error is much more significant for the 
generation three prototype, but remains less than 1 degree of visual angle for differences of 
approximately 1 foot between the calibrated and fixated distances. This degree of error may 
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be tolerable for some applications, such as measuring eye movements on a computer screen. 
The parallax error is much reduced for the generation four prototype, remaining less than 
1 degree of visual angle for differences of approximately 2-3 feet between the calibrated and 
fixated distances. This indicates that the generation four configuration is more appropriate for 
applications, such as mobile eye tracking, where a much larger working area is required. The 
analytical solution for parallax error will be useful in guiding the design of head-mounted eye 
trackers in a variety of applications. 
28 
CHAPTER 3. STARBURST ALGORITHM FOR INFRARED EYE 
TRACKING 
3.1 Starburst algorithm 
Presented in this section is a robust eye-tracking algorithm that combines feature-based 
and model-based approaches to achieve a good trade-off between run-time performance and 
accuracy for dark-pupil infrared imagery. The goal of the algorithm is to extract the location 
of the pupil center and the corneal reflection so as to relate the vector difference between these 
measures to coordinates in the scene image. The algorithm begins by locating and removing the 
corneal reflection from the image. Then the pupil edge points are located using an iterative 
feature-based technique. An ellipse is fit to a subset of the detected edge points using the 
Random Sample Consensus (RANSAC) algorithm (46). The best fitting parameters from this 
feature-based approach are then used to initialize a local model-based search for the ellipse 
parameters that maximizes the fit to the image data. The algorithm is shown in Figure 3.1. 
3.1.1 Noise reduction 
Due to the use of a low-cost head-mounted eye tracker described in Chapter 2, we need to 
begin by reducing the noise present in the images. There are two types of noise, shot noise 
and line noise. We reduce the shot noise by applying a 5 x 5 Gaussian filter with a standard 
deviation of 2 pixels. The line noise is spurious and a normalization factor can be applied line 
by line to shift the mean intensity of the line to the running average derived from previous 
frames. This factor C for each line l is 
C(i, l) _ ,13I(i, l) + (1 — ,C3)C(i — 1, l) (3.1) 
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1 Input: Eye image, Scene image 
2 Output: Point of gaze 
3 Procedure: 
4 Noise reduction 
5 Detect the corneal reflection 
6 Localize the corneal reflection 
7 Remove the corneal reflection 
8 Iterative detection of candidate feature points 
9 Apply RANSAC to find feature point consensus set 
10 Determine best-fitting ellipse using consensus set 
11 Model-based optimization of ellipse parameters 
12 Apply calibration to estimate point of gaze 
Figure 3.1 Starburst algorithm 
where I(i, l) is the average line intensity of line l in frame i and ,6 = 0.2. For i = 1, 
C(i, l) = I(i, l). Note that this noise reduction technique is optional when the algorithm is 
used in combination with an eye tracker capable of capturing images with less noise. The effect 
of the noise reduction can be seen in Figure 3.2 (compare a and b). 
3.1.2 Corneal reflection detection, localization and removal 
In infrared spectrum eye tracking using the dark-pupil technique, the corneal reflection 
corresponds to one of the brightest regions in the eye image. Thus the corneal reflection can 
be obtained through thresholding. However, a constant threshold across observers and even 
within observers is not optimal. Therefore we use an adaptive thresholding technique in each 
frame to localize the corneal reflection. Note that because the cornea extends approximately to 
the limbus, we can limit our search for the corneal reflection to a square region Of interest with 
a half-width of h = 150 pixels (see the Parameter Analysis section regarding parameter values) . 
To begin, the maximum threshold is used to produce a binary image in which only values above 





Figure 3.2 (a) The original image. (b) The image with noise reduction. 
(c) The image with the corneal reflection removed after noise 
reduction. 
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region is attributable to the corneal reflection, as any other specular reflections tend to be 
quite small and located off the cornea (e.g., near the corner of the image where the eye lids 
meet). The ratio between the area of the largest candidate region and the average area of 
other regions is calculated as the threshold is lowered. At first, the ratio will increase because 
the corneal reflection will grow in size faster than other areas. Note that the intensity of the 
corneal reflection monotonically decreases towards its edges, explaining this growth. A lower 
threshold will, in general, also induce an increase in false candidates. The ratio will begin 
to drop as the false candidates become more prominent and the size of the corneal reflection 
region becomes large. We take the threshold that generates the highest ratio as optimal. The 
location of the corneal reflection is then given by the geometric center (x~, y~) of the largest 
region in the image using the adaptively determined threshold. 
While the approximate size of the corneal reflection can be derived using the thresholded 
region from the localization step, this region does not typically include the entire profile of the 
corneal reflection. To determine the full extent of the corneal reflection, we assume that the 
intensity profile of the corneal reflection follows a symmetric bivariate Gaussian distribution. 
If we find the radius r where the average decline in intensity is maximal and relate it to the 
radius with maximal decline for a symmetric bivariate Gaussian (i.e. a radius of one standard 
deviation), we can take the full extent of the corneal reflection as 2.5r to capture 98°0 of the 
corneal reflection profile. We find rthrough a Nelder-Mead Simplex search that minimizes 
fI(r+S~~~~y~~e)d6 
(3.2) 
f I(r — S, x~, y~, 8) d8 
where b = 1, and I (r, x, y, B) is the pixel intensity at angle 8 on the contour of a circle 
defined by the parameters r, x and y. The search is initialized with r = area/pi, where area 
is the number of pixels in the thresholded region. The search converges rapidly and on average 
requires only 2.3 percent of the algorithm's runtime. 
Radial interpolation is then used to remove the corneal reflection. First, the central pixel of 
the identified corneal reflection region is set to the average of the intensities along the contour 
of the region. Then for each pixel between the center and the contour, the pixel intensity 
32 
1 Input: Eye image with corneal reflection removed, 
2 Best guess of pupil center 
3 Output: Set of feature points 
4 Procedure: 
5 Iterate 
6 Stage 1: 
7 Follow rays extending from the starting point 
8 Calculate intensity derivative at each point 
9 If derivative > threshold then 
10 Place feature point 
11 Halt march along ray 
12 Stage ~: 
13 For each feature point detected in Stage 1 
14 March along rays returning towards the starting point 
15 Calculate intensity derivative at each point 
16 If derivative > threshold then 
17 Place feature point 
18 Halt march along ray 
19 Starting point =geometric center of feature points 
20 Until starting point converges 
Figure 3.3 Feature-detection algorithm 
is determined via linear interpolation. An example of this process can be seen in Figure 3.2 
(compare b and c). 
3.1.3 Pupil contour detection 
We have developed a novel feature-based method to detect the pupil contour. While other 
feature-based approaches apply edge detection to the entire eye image Or to a region of interest 
around the estimated pupil location, these approaches can be computationally wasteful as the 
pupil contour frequently occupies very little of the image and not all the pupil contour points 





Figure 3.4 Pupil feature detection. (a) Pupil contour edge candidates are 
detected along the length of a series of rays extending from a 
best guess of the pupil center. Pupil contour candidates are 
marked using crosses. Note that two contour candidates are 
incorrect -one ray reaches the border and does not generate a 
candidate. (b) For each pupil contour candidate another set of 
a rays are generated that create a second set of pupil contour 
candidates (c) pupil contour candidates not on the pupil contour 
can lead to additional feature points not on the contour however 







Figure 3.5 Pupil feature detection. (a) The original starting point (yellow 
circle) shoots rays (blue) to generate candidate pupil points 
(green crosses). (b&c) The candidate pupil points shoot rays 
back towards the start point to detect more candidate pupil 
points. (d) All the candidate pupil points are shown. The av-
erage of these locations is shown as a red circle. This location 
seeds the next iteration. (e) The results of the second itera-
tion. (f) The starting locations from all iterations show a rapid 
convergence. 
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along a limited number of rays that extend from a central best guess of the pupil center. These 
rays can be seen in Figure 3.4a. For robustness to inaccuracy of the starting point, edges 
are also detected along a limited number of rays extending from the initial set of detected 
features returning in the direction of the starting point. These returning rays can be seen in 
Figure 3.4b&c. This two-stage detection method takes advantage of the elliptical profile of 
the pupil contour to preferentially detect features on the pupil contour. The feature-detection 
algorithm is shown in Figure 3.3. 
For each frame, a location is chosen that represents the best guess of the pupil center in 
the frame. For the first frame this can be manually determined or taken as the center of the 
image. For subsequent frames, the location of the pupil center from the previous frame is used. 
Next, the derivatives ®along N rays, extending radially away from this starting point, are 
independently evaluated pixel by pixel until a threshold ~ is exceeded. Given that we are using 
the dark-pupil technique, only positive derivatives (increasing intensity as the ray extends) are 
considered. When this threshold is exceeded, a feature point is defined at that location and 
the processing along the ray is halted. If the ray extends to the border of the image, no feature 
point is defined. An example set of candidate feature points is shown in Figure 3.4a. 
For each of the candidate feature points, the above described feature-detection process 
is repeated. However, rays are limited to ~ _ X50 degrees around the ray that originally 
generated the feature point. The motivation for limiting the return rays in this way is that 
if the candidate feature point is indeed on the pupil contour (as shown in Figure 3.4b), the 
returning rays will generate additional feature points on the opposite side of the pupil such that 
they are all consistent with a single ellipse (i.e., the pupil contour). However, if the candidate is 
not on the pupil (e.g., see Figure 3.4c), this process will generate additional candidate feature 
points that are not necessarily consistent with any single given ellipse. Thus, this procedure 
tends to increase ratio of the number of feature points on the pupil contour over the number 
of feature points not on the pupil contour. Given that feature points defined by a large O are 
more likely to be located on the pupil contour (as this is the strongest image contour), the 
number of returning rays is variable and set to 5O/~. Note that the minimum number of rays 
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is 5 because by definition a feature point is determined by O >_ ~. 
The two-stage feature-detection process improves the robustness of the method to poor 
initial guesses for the starting point. This is a problem when an eye movement is made as 
the eye can rapidly change positions from frame to frame. This is especially true for images 
obtained at low frame rates. For example, shown in Figure 3.5a is such a case. While the 
initial set of rays only detects two feature points on the pupil contour, the return rays from 
these two points detect many more points on the contour (see Figure 3.5b) . The combined set 
of feature points is shown in Figure 3.5d and the number of points on the contour well exceed 
those off of the contour. However, the feature points are biased to the side of the pupil contour 
nearest the initialization point. Although another iteration of the ray process would minimize 
this bias, the computational burden grows exponentially with each iteration and thus would 
be an inefficient strategy. 
At this point, an ellipse could be fitted to the candidate points, however, the bias would 
induce a significant error into the fit. To eliminate this bias, the above described two-stage 
feature-detection process is iterated. For each iteration after the first, the average location of 
all the candidate feature points from the last iteration is taken as the next starting location. 
The red circle in Figure 3.5d shows the starting point for the second iteration. The detected 
feature locations for the second iteration are shown in Figure 3.5e. Note the absence of a strong 
bias. Figure 3.5f shows how the central locations rapidly converge to the actual pupil center. 
The iteration is halted when the center of the detected feature points changes less than d = 10 
pixels. When the initial guess is a good estimate of the pupil center, for example during eye 
fixations which occupy the majority of the frames, only one iteration is required. When the 
initial estimate is not good, typically only a few iterations are required for convergence. The 
histogram. of the iteration count is shown in Figure 3.7a for the videos recorded as described in 
Section 3.2. Note that 930 0 of the iteration counts are less than or equal to 5. If convergence 
is not reached within i = 10 iterations, as occurs sometimes during a blink when no pupil is 
visible, the algorithm halts and begins processing the next frame. The tested videos contained 
over 50, 000 frames and only 1.7 percent of the frames are of this kind. On average, the 
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feature-detection process requires 27 percent of the algorithm's runtime. 
3.1.4 Ellipse fitting 
Given a set of candidate feature points, the next step of the algorithm is to find the best 
fitting ellipse. While other algorithms commonly use least-squares fitting of an ellipse to all 
the feature points, gross errors made in the feature-detection stage can strongly influence the 
accuracy of the results. Consider the detected feature points shown in Figure 3.6a and the 
resulting best-fit ellipse using the least-squares techniques shown in Figure 3.6b. Notice that 
a few feature points not on the pupil contour dramatically reduces the quality of the fit to an 
unacceptable level. 
To address this issue, we apply the Random Sample Consensus (RANSAC) paradigm for 
model fitting (46) . To our knowledge, ours is the first application of RANSAC in the context of 
eye tracking, however RANSAC is frequently applied to other computer-vision problems (e.g., 
see (47)) . RANSAC is an effective technique for model fitting in the presence of a large but 
unknown percentage of outliers in a measurement sample. An inlier is a sample in the data 
attributable to the mechanism being modeled whereas an outlier is a sample generated through 
error and is attributable t0 another mechanism not under consideration. In our application, 
inliers are all of those detected feature points that correspond to the pupil contour and outliers 
are feature points that correspond to other contours, such as that between the eye lid and the 
eye. Least-squares methods use all available data to fit a model because it is assumed that all 
of the samples are inliers and that any error is attributable exclusively to measurement error. 
On the other hand, RANSAC admits the possibility of outliers and only uses a subset of the 
data to fit the model. In detail, RANSAC is an iterative procedure that selects many small 
but random subsets of the data, uses each subset to fit a model, and finds the model that has 
the most agreement with the data set as a whole. 
In most cases, our two stage feature-detection process results in very few outliers (e.g., see 
Figure 3.6c) while in other cases, outliers are much more prevalent (e.g., see Figure 3.6d). The 








Figure 3.6 (a) Example set of feature points with only 2 outliers. (b) 
Poorly fit ellipse resulting from least-squares approach. (c) In-
liers (green) and outliers (red) differentiated by RANSAC. (d) 
An example with more outliers. (e) Best-fitting ellipse using 
only inliers. (f) Best-fitting ellipse using model-based optimiza-
tion. 
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17 percent of the feature points are outliers. This relatively high amount of outliers is due to 
the fact that we are using glow-cost eye tracker constructed from off-the-shelf parts, which 
introduces significant image noise into the videos. Given the presence of these outliers, it 
is important that we use the RANSAC paradigm to find the ellipse that best fits the pupil 
contour. 
The following procedure is repeated R times. First, five samples are randomly chosen from 
the detected feature set given that this is the minimum sample size required to determine all 
the parameters of an ellipse. Singular Value Decomposition (SVD} (48) on the conic constraint 
matrix generated with normalized feature-point coordinates (47) is then used to find the pa-
rameters of the ellipse that perfectly fits these five points. The parameters of the ellipse must 
be real, the ellipse center must be inside of the image, and the major axis must be less than 
two times the minor axis. Otherwise, five more points are randomly chosen and an new ellipse 
fit, until these constraints are met. Then, the number of candidate feature points in the data 
set that agree with this model (i.e. the inliers) are counted. This set is called the consensus 
set. After the necessary number of iterations, an ellipse is fit to the largest consensus set (e.g., 
see Figure 3.6e) . 
Inliers are those sample points for which the algebraic distance to the ellipse is less than 
some threshold. This threshold is derived from a probabilistic model of the error expected 
based on the nature of our feature detector. It is assumed that the average error variance of 
our feature detector is approximately one pixel and that this error is distributed as a Gaussian 
with zero mean. Thus to obtain a 95°~o probability that a sample is correctly classified as an 
inlier, the threshold should be derived from a x2 distribution with one degree of freedom (47) . 
This results in a threshold distance of 1.96 pixels. 
Because it is often computationally infeasible to evaluate all possible feature point combi-
nations, the number of random subsets to try must be determined in a way that assures that 
at least one of the randomly selected subsets contains only inliers. This can be guaranteed 
with probability p = 0.99, if 
log (1 — p) 
R log (1 — w5) 
(3.3) 
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where w is the proportion of inliers in the sample. Although w is not known a priori, its lower 
bound is given by the size of the largest consensus set found. Thus R can initially be set 
very large and then set lower based on Equation 3.3 as the iteration proceeds. The number 
of necessary iterations can be further reduced each time that a new largest consensus set is 
detected, by iteratively re-estimating the model using all the members of the consensus set 
until the total number of inliers remains constant. The histogram of RANSAC iterations for 
the tested videos is shown in Figure 3.7c. Note that the median number of iterations is only 
8 and the RANSAC model fitting on average utilizes 5.5 percent of the algorithm's runtime. 
3.1.5 Model-based optimization 
Although the accuracy of the RANSAC fit may be sufficient for many eye tracking appli-
cations, the result of ellipse fitting can be improved through amodel-based optimization that 
does not rely on feature detection. To find the parameters, the major and minor axis a and b, 
the center coordinate (x, ~) and the orientation cx of the best fitting ellipse, we minimize 
f I(a+~,b+~~a~x~~~ 8)de 
f I (a — b, b — b, a, x, y, e)d8 
(3.4) 
using a Nelder-Mead Simplex search where b = 1 and I (a, b, c~, x, y, 8) is the pixel intensity at 
angle 8 on the contour of an ellipse defined by the parameters a,b,x,~ and a. The search is 
initialized with the best-fitting ellipse parameters as determined by I~,ANSAC. An example of 
model-based optimization can be seen in Figure 3.6f. The probability distribution of optimiza-
tion iterations is shown in Figure 3.7d. The mean number of iterations is 74 and, on average, 
model-based optimization requires 17 percent of the algorithm's runtime. 
3.1.6 Calibration 
In order to calculate the point of gaze in the scene image, a mapping must be constructed 
between eye-position coordinates and scene-image coordinates. Either the pupil center or 
the vector difference between the pupil center and the corneal reflection center can be used. 
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Figure 3.7 (a) The histogram of iterations of pupil feature detection. (b) 
The percentage of outliers in processed videos. (c) The his-
togram of RANSAC iterations. (d) The histogram of iterations 




superior performance because it reduces sensitivity to the slippage of the headgear. The map-
ping can be initialized by relating known eye positions to known scene locations. The typical 
procedure in eye-tracking methodology is to measure this relationship through a calibration 
procedure (49) . During calibration, the user is required to look at a 3 x 3 grid of scene points 
for which the positions in the scene image are known. While the user is fixating each scene 
point s2 = (x~i, 2~S2), the eye position ei = (~ei, lei) is measured. 
The particular mapping used by different eye-tracker manufacturers and different research 
group varies widely. Therefore, we examined the optimal mapping for our head-mounted 
system by examining the accuracy of the mappings derived from the first nine-point calibration 
in our validation study (see Algorithm Validation Section) . The first mapping that we examined 
was afirst-order linear mapping. For each correspondence between s2 and ei, two equations 
are generated that constrain the mapping: 
xsi = ax0 + ax 1 lei + a~2 lei (3.5) 
psi = ay0 + ayl~ei ~ ay2~ei (3.6) 
where a~i and ayi are undetermined coefficients of the linear mapping. This linear formulation 
results in six coefficients that need to be determined. Given the nine point correspondences 
from the calibration and the resulting 18 constraint equations, the coefficients can be solved for 
in the least-squares sense using SVD. Nonlinear mappings were also be considered using this 
framework including second-order and third-order polynomial mappings. The second-order 
mapping included all six additional higher order terms. Because a full third-order mapping 
would require 20 parameters and the number of unknowns would exceed the number of con-
straints, cross terms were not considered to allow for a solution. 
Another non-linear method that we considered was to use a homographic mapping. We 
generate the mapping .~, 3 x 3 matrix that has eight degrees of freedom, between the scene 
point s = (xs, ys,1) and the pupil-CR vector e = (xe7 ye,1) . To determine the entries of H, 
a constraint matrix is generated using measured point correspondences. Each correspondence 
generates two constraints and thus four correspondences are sufficient to solve for H up to 














Table 3.1 The accuracy of different calibration methods. 
to provide H. SVD produces the mapping H that minimizes the algebraic error. Once the 
mapping is determined, the user's point of gaze in the scene for any frame can be established 
ass=He. 
The average errors obtained are shown in Table 3.1. All mappings provide reasonable 
accuracy. However, the second-order mapping and homographic mappings result in the best 
performance. The lack of cross-terms hurts the third-order mapping. However, we expect 
that the third-order mapping would result in an accuracy comparable to the second-order 
mapping, if sufficient correspondences were available to include the cross-terms. Overall, we 
conclude that the choice of mapping makes little difference but that anon-linear model should 
be preferred. However, a more comprehensive investigation that examines the ability of these 
mappings to extrapolate outside of the nine-point calibration grid would be valuable. 
3.2 Algorithm validation 
An eye-tracking evaluation was conducted in order to validate the performance of the 
algorithm. Video was recorded by cvHAL from the head-mounted eye tracker described in 
Chapter 2 while three users viewed two movie trailers presented on a laptop computer. 
cvHAL is a Linux-based open-source computer vision software package that we developed 
to provide an automated system for discovery, configuration, networking of video cameras. The 
software allows a developer to focus on computer vision algorithm development by abstracting 
away from hardware-specific camera issues. cvHAL is an always-on daemon that processes re-
quests for video streams from clients on the network. While there exists other similar software, 
cvHAL is targeted at the computer-vision community by implementing advanced functional-
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ity such as multiple-camera synchronization, color-format transformations and the ability to 
provide server-side pre-processing on video streams. A major advantage of cvHAL is that 
with the recent availability of low-cost gigabit networking and high-speed wireless networking, 
consumer-grade ofd the-shelf cameras can be easily turned into "smart cameras" by connect-
ing them to any networked computer. cvHAL provides camera abstraction for the openEyes 
system and can be downloaded from the openEyes website. 
Prior to and after the viewing of each movie trailer, the user placed their head in a chin 
rest and fixated a series of nine calibration marks on a white board positioned approximately 
60 cm away. The evaluation was conducted twice for each user. During the second evaluation, 
the narrow field of field lens (56° Field of View (FOV)) used on the scene camera was replaced 
with a wide field of view lens (111 ° FOV, and significant radial distortion) to evaluate the 
decrease in eye-tracking quality attributable to the non-linear distortion of the lens. The video 
captured during the evaluation, with eye movement predictions, is available for viewing at 
http://hcvl.hci.iastate.edu/openEyes. 
Shown in Table 3.2 are the accuracy estimates derived from the 1st, 2nd and 3rd viewing 
of the calibration grid separately. Accuracy is measured as the distance between the estimated 
point of gaze and the actual location of the calibration marks in the scene image averaged 
over all nine calibration points. Note that the first viewing of the grid is used to generate the 
mapping for all predictions. Five sets of results are shown in Table 3.2, each specifying the 
error in degrees of visual angle for each calibration and both types of lens. The first set of 
result shows the poor accuracy of the dual-threshold algorithm. The dual-threshold algorithm 
takes a low threshold to get the pupil center and a high threshold to get the corneal reflection. 
Most commercial eye trackers use this technique. This poor performance of this algorithm with 
our noisy low-cost hardware originally motivated the development of the Starburst algorithm. 
The second set of results were obtained with the dual-threshold algorithm run on the noise 
reduced images generated by the algorithm in Section 3.1.1. The results are improved but still 
significantly affected by the residual noise. The third set of results were obtained with the 
Starburst algorithm and show an average accuracy of one degree of visual angle, aten-fold 
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improvement in performance compared to the simple dual-threshold algorithm. Notably, the 
error of the wide FOV camera is slightly higher than that of the narrow FOV camera due to 
presence of radial distortion. If additional accuracy is desired when using a wide FOV camera, 
the distortion can be easily be digitally removed once the camera has been calibrated. 
The fourth set of results is generated by the Starburst algorithm without the final model-
based optimization step. Comparing these results to the full algorithm, there is an approx-
imately 3 percent improvement in accuracy attributable to the model-based optimization. 
While the model-based optimization takes approximately 17 percent of the algorithm's total 
runtime, our measures of accuracy only quantify the improvement attributable to the coor-
dinates of the ellipse center. Based on visual inspection, the optimization also improves the 
other parameters of the ellipse, which may be useful in other applications. 
The final set of results show the performance of the Starburst algorithm when only the 
pupil center is used as a measure of eye position. Performance on the initial calibration is 
actually slightly superior than when the vector difference between the corneal reflection center 
and the pupil center is used. This effect can be attributed to the greater variability of the vector 
difference. Notably, however, the accuracy is dramatically reduced for subsequent calibrations. 
The error tends to increase after each calibration and is likely due to slippage of the eye tracker 
on the participant's head. 
3.3 Parameter analysis 
To determine the robustness of the Starburst algorithm, a number of analyses were con-
ducted. In the algorithm, the pupil center of previous frame is used as the best guess for the 
current frame, which can be a poor guess during eye movements. The goal of the first analysis 
was to examine the sensitivity of the algorithm to the quality of the initial best guess of the 
pupil center used to seed the feature-detection process. This analysis included the nine images 
from the first calibration in each of the six videos in which a user is fixating on a calibration 
point. The ground truth ellipse parameters in each eye image were determined by using a start-
ing point set at approximately the center of the pupil as determined by observation. Then, 36 
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Dual-Threshold 1st 2nd 3rd 
Narrow FOV 10.858(11.696) 15.370(14.281) 14.884(11.166) 
Wide FOV 7.907(9.977) 7.901(9.057) 10.384(10.003) 
DT (noise reduced) 1st 2nd 3rd 
Narrow FOV 1.838(1.688) 3.062(3.063) 4.221(4.006) 
Wide FOV 3.272(1.926) 3.083(1.878) 4.039(3.075) 
Starburst 1st 2nd 3rd 
Narrow FOV 0.596(0.288) 1.025(0.563) 1.049(0.459) 
Wide FOV 0.642(0.326) 1.113(0.471) 1.366(0.894) 
RANSAC only 1st 2nd 3rd 
Narrow FOV 0.621(0.342) 0.961(0.472) 1.072(0.466) 
Wide FOV 0.706(0.390) 1.328(1.193) 1.266(0.373) 
Pupil Center only 1st 2nd 3rd 
Narrow FOV 
Wide FOV 
0.349(0.156) 6.520(2.674) 10.264(4.716) 
0.546(0.279) 7.376(3.027) 12.357(5.606) 
Table 3.2 The average error and standard deviation (in parentheses) are 
shown in the table in terms of degree of visual angle. 
starting points equi-distant from the true pupil center were selected in 10 degree angular steps 
and used to initialize the algorithm. Performance at a range of distances was examined and 
is shown in Figure 3.8a. Performance is given as the probability of error, where the result is 
classified as an error if the distance between calculated pupil center and the ground truth was 
greater than 4 pixels, or the major or minor axis radius was different than 4 pixels from the 
ground truth. Even with such stringent criteria, the average error stays under 15 percent for 
starting points misplaced by one-half of the image width. With the 30 hertz frame-rate camera 
that we use, the distance that the eye moves between frames is typically less than 100 pixels 
from the pupil center and thus error rates due to poor starting points should be less than 2 
percent. 
The robustness of our algorithm to its free parameters was also examined. The first free 
parameter examined was the threshold O controlling feature detection. All 6 videos were 
processed with a variety of thresholds. The accuracy of the algorithm in predicting the point 
of gaze in the scene for the first calibration grid was examined and is shown in Figure 3.8b 
separately for each video. With a threshold in the range of 15 to 20, the error is approximately 
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one degree for all videos. The degree to which the algorithm requires tuning of the threshold 
depends on the quality of the recorded video and the degree of image contrast available. Image 
quality will vary with illumination intensity and the reflectance of the user's iris, which can 
vary from individual to individual. This variability can be seen in the different traces in Figure 
3.8b. 
The effect of manipulating the number of rays and the step size (in pixels) along the rays 
used in calculating the derivative was also examined. Figure 3.8c shows the eye tracking error 
as a function of the number of rays used in the first stage of the feature-detection process. It can 
be seen that beyond 8 rays, the benefits in terms of accuracy will be probably be outweighed 
by the additional computational cost. Figure 3.8d shows the eye tracking error as a function 
of the step size along the rays. For either small or large step sizes, performance is poor. For 
very small step sizes, it is difficult to exceed the threshold for feature detection and for large 
step sizes, accuracy in localizing the feature is sacrificed. A intermediate step size of 8 pixels 
results in the best trade-off between speed and accuracy of computation. 
3.4 Discussion 
We developed a hybrid algorithm for eye tracking that combines feature-based and model-
based approaches. Both the corneal reflection and the pupil are located through feature-based 
techniques. Then the RANSAC paradigm is applied to maximize the accuracy of ellipse fitting 
in the presence of gross feature-detection errors. Finally, amodel-based approach is applied 
to further refine the ellipse fit. We conducted a validation study which indicates that the 
algorithm out performs standard algorithms on video obtained from glow-cost head-mounted 
eye tracker. The algorithm is also robust to variation in its parameters, but this robustness is 
directly linked to the quality of the video obtained from the eye tracker. 
A number of improvements could be made to our current implementation. For example, 
instead of removing the corneal reflection from the image, which can be quite time consuming, 
the corneal reflection region could simply be ignored in the other steps of the algorithm. 
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Figure 3.8 The parameters analysis. (a) The probability of error over the 
distance between starting point and true pupil center. (b) The 
visual error when changing the threshold of pupil feature de-
tection. (c) The visual error when changing the step size of 
pupil feature detection. (d) The visual error when changing the 
number of rays to detect features. 
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processes images independently (with the exception that the estimate of the pupil center from 
the previous frame is used as the best guess of the pupil center in the current frame). For 
example, we are exploring the improvement obtainable through prediction of the pupil center 
using a Kalman filter (50). However, the potential benefit of this technique for our hardware 
is difficult to estimate given the low frame rates and the high velocity of eye movements. We 
are also exploring automatic calibration. Currently the calibration requires manual input to 
indicate the location of calibration points in the scene image, which can become tiresome. 
We expect automatic detection of calibration crosses in the scene image will be possible using 
image processing techniques. 
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CHAPTER 4. VISIBLE SPECTRUM EYE TRACKING 
4.1 Motivation 
The research in the previous two chapters utilized an infrared-based eye-tracking technique. 
However, there are some circumstances where infrared-based eye tracking does not work. For 
example, if the user wants to use an infrared-based eye tracker outside, it is very challenging 
for the algorithm to track the eye due to the presence of significant ambient infrared light. 
Thus, we have developed an algorithm for visible spectrum eye tracking, which is presented 
in this chapter. Another reason why we are interested in visible spectrum eye tracking is that 
visible-spectrum imaging is a passive approach and thus a visible spectrum eye tracker can be 
built with less efforts than an infrared eye tracker. 
The eye is more difficult to track in an image captured using visible spectrum imaging 
than infrared spectrum imaging. In the visible spectrum eye image, the eye feature which can 
most easily be tracked is the limbus. The limbus is the boundary between the iris and the 
sclera. Unfortunately, the limbus is not as well defined as the pupil boundary is in infrared 
spectrum imaging. The limbus is also more likely to be occluded by eyelids and eyelashes due 
to its larger size. Finally, uncontrolled specular reflections can be present in visible spectrum 
imagery. 
This chapter presents an algorithm for visible spectrum eye tracking. Section 4.2 describes 
the eye tracking algorithm. Section 4.3 describes two kinds of eye tracking systems to which 
this algorithm is applied, ahead-mounted mobile eye tracker and a desktop remote eye tracker. 
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1 Input: Eye image (Scene image) 
2 Output: Point of gaze 
3 Procedure: 
4 Detect candidate limbus feature points 
5 Use distance filter to remove features too far or too close 
6 Apply RANSAC to find feature point consensus set 
7 Determine best-fitting ellipse using consensus set 
8 Apply calibration to estimate point of gaze 
Figure 4.l Algorithm for processing visible spectrum imagery 
4.2 Algorithm 
The most notable feature in the eye visible spectrum imagery is the limbus. The geometric 
shape of the limbus can be modeled as an ellipse. Thus we adapted the Starburst algorithm in 
the previous chapter to track the limbus instead of the pupil. Because the Starburst algorithm 
has been designed to be robust to noise, it is ideally suited to handle the uncontrolled specular 
reflections from ambient light sources present in visible spectrum imagery. 
4.2.1 Limbus feature detection 
The method of limbus feature detection is similar to that of the first stage of pupil feature 
detection of the Starburst algorithm in the previous chapter (see the algorithm in Figure 3.3). 
First, the algorithm uses the limbus center of previous frame as the starting point (see 
Figure 4.2(a)). The center in the first frame is determined manually or by thesholding the 
image. The limbus feature points are found by computing the derivatives along rays extending 
radially away from a starting point, until a threshold is exceeded. For each ray we detect two 
features before halting. The detected features are shown in Figure 4.2(b). 
Because the limbus is more likely to be occluded by the eyelids and eyelashes, we confine 
the rays to within a certain angle. The range of the angle is auser-dependent parameter based 







Figure 4.2 Algorithm for obtaining limbus. (a) An eye image with the 
starting point shown in yellow circle. (b) Overall detected fea-
tures (green). (c) Remaining features after distance filtering 
(green). (d) Inliers (green) and outliers (red) differentiated by 
RANSAC (e) Best fitting ellipse using only inliers. 
1 Input: Visible spectrum eye image, 
2 Best guess of limbos center 
3 output: Set of feature points 
4 Procedure: 
5 Limbos feature detection: 
6 Follow rays extending from the starting point 
7 Calculate intensity derivative at each point 
8 If derivative > threshold then 
9 Place feature point 
10 If found 2 features 
11 Halt march along ray 
12 Else 
13 Continue to extend the ray to find another feature 
14 Center =Starting point 
15 Distance fclter 
16 For each feature point detected in Stage 1 
17 Calculate the distance di from each feature to the center 
18 Calculate the average distance d standard deviation 5 of d2
19 Filter the feature whose distance d2 > d -}- 1.55 or d2 < d — 1.55 
20 Center =geometric center of features 
21 Iterate the distance filtering once 
Figure 4.3 Limbos feature detection and distance filter 
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the example of Figure 4.2, we restrict the angle range to (-45°, 45°) and (135°, 225°). However, 
if we could calculate the curvature of the eyelid and then the openness of the eye is measured, 
thus the angle range could be determined automatically. Angle range restriction of limbus 
feature detection is one of the differences from pupil feature detection in the previous chapter. 
Another difference is that we do not use the returning rays to detect more features in 
limbus feature detection to limit the false detection of the limbus features due to uncontrolled 
specular reflections inside the limbus. In order to detect more features, we shoot 1 ray per 
degree from the starting point. The number of total rays is depend on the angle range. 
4.2.2 Distance filter 
Because two features are detected along each ray, there are some redundant features. A 
distance filter is applied to remove the features that are too close or too far away. First, the 
average distance d from each feature to the starting point and the standard deviation b are 
calculated. The features whose distance from the starting point are greater than d -I- 1.5~ or 
less than d —1.5~ are removed. The process is iterated one more time by replacing the starting 
point with the geometric center of the features. The remaining features after filtering are 
shown in Figure 4.2 (c) . The pseudo code for limbus feature detection and distance filtering is 
shown in Figure 4.3. 
4.2.3 Ellipse fitting 
An ellipse is fitted to the limbus feature points using the Random Sample Consensus 
(RANSAC) paradigm (46). The candidate limbus feature points may still contain false alarms 
after filtering, which would strongly influence the accuracy of the results if aleast-squares 
fitting approach was used, as discussed in the previous chapter. 
RANSAC is an effective model estimation method in the presence of a large but unknown 
percentage of outliers in a measurement sample. The inliers are the feature points on the edge 
of limbus and are shown in green points in Figure 4.2(d). The outliers are the feature points 
not on the limbus and are shown as red points in Figure 4.2(d). The final ellipse fit is shown 
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in Figure 4.2 (e) . 
In order to improve the robustness of the algorithm, we introduce restriction on the 
RANSAC fitting process. First, the ratio between the minor axis and the major axis is not 
allowed to drop below > 0.75. Second, the area of the ellipse should not be too large or too 
small. To enforce this, we calculate the mean and the standard deviation of the ellipse areas 
during 9-point calibration and we only accept ellipses with areas that are within the range of 
--1.5 and -}--1.5 standard deviations of the mean area. In the process of calculating the number 
of inliers, we use a more restrictive criterion. In the previous chapter, we used 1.96 pixels 
for threshold, which means when the coordinates of a candidate feature is substituted in the 
ellipse equation, if the algebraic error is less than 1.96, the candidate is considered an inlier. 
We use 0.5 pixel for the threshold in limbus ellipse fitting due to the noise. 
4.2.4 Calibration 
To calculate the point of gaze in the scene image, a mapping between the limbus center 
and the point of gaze must be determined. The user is required to look at a 9-point grid, 
for which the scene locations are known. We use the second-order polynomial mapping for 
calibration, because it result in the best performance, as described in the previous chapter. 
After calibration, the user's point of gaze in the scene for any frame can then be established 
using this mapping. 
4.3 Visible spectrum eye tracking systems 
To test the visible spectrum eye tracking algorithm, we used it to track eye movements in 
two dif.~erent systems, ahead-mounted mobile eye tracker and a remote eye tracker. 
4.3.1 Head-mounted mobile eye tracker 
We built ahead-mounted mobile eye tracker using two Deja View Model 100 cameras (350 
US dollars each) . One camera served as the eye camera and the other camera served as the 








Figure 4.4 1WIobile eye tracker. (a-d) A mobile eye tracker built from two 









Figure 4.5 Result images of mobile eye tracking. The eye images are em-
beded in the upper left corner of the scene images. The limbus 
ellipse is marked in green. The points of gaze of the user are 
marked with a green cross. 
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frames per second with an image resolution of 320 x 240. We attached these two cameras on 
a pair of safety glasses. The eye camera points at the user's eye and captures eye images (see 
Figure 4.4(e)). The scene camera is located above the user's eye and captures the scene images 
(see Figure 4.4(f)). The scene camera was positioned to minimize parallax with respect to 
tracked eye. The camera boxes are small (5.5 x 3.75 x 1.1 inches) and can be clamped to user's 
belt. The head-mounted mobile eye tracker is shown in Figure 4.4(a-d). 
The camera captures video, compresses video to in an MPEG video format and then stores 
it on a 512MB Secure Digital (SD) card. Up to 1 hour of video can be recorded. After 
recording eye-tracking videos, the videos can be transferred to PC and analyzed using our 
Matlab software package based on the algorithm above. Because this head-mounted mobile 
eye-tracking system uses visible-spectrum imaging, it can be used outside. 
We used Firewire cameras in the infrared head-mounted eye tracker described in Chapter 2. 
One of the advantages of Firewire cameras is that they automatically synchronize themselves 
when on a camera bus. But Deja View cameras do not provide such synchronization. To 
synchronize the videos, we use a flash of light. At the beginning of the recording videos, we 
trigger a flash that will be visible by both cameras. Before processing videos, we synchronize 
the eye video and scene video by finding the brightened images. During the calibration process, 
the user is required to look at a 3 x 3 grid of scene, for which the locations in the scene image 
are known. Then we can establish the mapping between limbus center and point of gaze in the 
scene images. We smooth the point of gaze over 5 frames to reduce the noise. The calibration 
error after noise reduction in terms of pixels in the scene image is 5.28 pixels. The FOV of the 
scene camera is 60° (from the product manual). Thus the calibration error in terms of visual 
angle is about 0.99°. Several frames of result video with the marked point of gaze axe shown 
in Figure 4.5. 
4.3.2 Remote eye tracker 
The remote eye tracker uses a normal webcam, Unibrain Fire-i camera (about X95 US 






Figure 4.6 Remote eye tracker. (a) A Unibrain Fire-i webcam. (b) A 
Unibrain Fire-i webcam mounted with azoom-in lens (c) The 
chin rest with the camera mounted. (d) A user is using the 
low-cost desktop eye tracker. 
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in order to get the zoom-in eye image, we replace the original lens with a 12mm zoom lens 
(about $70 US dollars, see Figure 4.6(b)) which required the addition of CS lens mount (about 
$10 US dollars). The eye image captured by the camera is shown in Figure 4.2(a). Then the 
camera is mounted on the extended arm of a chin rest (see Figure 4.6(c)). The system requires 
the user to places his/her head in the chin rest to assure proper alignment of the camera (see 
Figure 4.6(d)) and use the remote eye tracker for desktop applications. 
During calibration process, the user is required to look at a 3 x 3 grid of calibration points 
shown on the screen. Then the mapping between limbus center and the point of gaze in the 
screen coordinate is obtained. We have measured the error of the remote eye tracker. The 
distance between the user's eye to the monitor is 26 inches. The width of the screen is about 
15 inches, corresponding to 1280 pixels. So the visual angle of the screen is about 32.2°. The 
average error of eye tracking in terms of pixels of 36.0. Thus the average error in terms of 
visual angle is 0.90°. The point of gaze on the calibration grid is shown in Figure 4.7. 
A limitation of the remote eye tracker is that it requires the user to hold his/her head very 
still. It is a bit tiring for the user to hold the head still while using the application. And head 
movement would introduce the error of estimated gaze on the screen. However, if the user's 
head is tracked, we can use the head position and orientation to compensate the error caused 
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x axis (pixels) 
Figure 4.7 points of gaze with the calibration grid. The points of gaze are 
shown as blue cross, while the 3 x 3 calibration grid is shown 
as red cross. The x axis and y axis correspond to the screen 
coordinate. 
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CHAPTER 5. APPLICATION AND FUTURE DIRECTIONS 
5.1 An eye tracking application -eye typing 
Point of gaze can be used as a natural and intuitive mode of input given that it is easy 
for a user to control their point of gaze (51). Eye typing allows a user to type by looking at 
the keys shown in a virtual or projected keyboard (11). For the people with severe disabilities 
(e.g. quadriplegic), eye typing is needed because the eye is one of the few options remaining 
for communication. 
Eye typing system usually consists of two components, a graphical user interface of a virtual 
keyboard and an eye tracker to measure the point of gaze. First, the user focuses his/her eye 
on a key in the virtual keyboard. Audio or visual feedback can help the user better realize 
whether a key is being focused on. Then the user can select the fixated key by blinking (52). An 
intended blink for selection must be separated from the unconscious blinks. Another selection 
method is to use fixation dwell time. If the user keeps focusing a key long enough (typically 
600 ms to 1 s), then the key is selected. 
The speed of eye typing ranges from several words to 34 words per minute (53; 54). The 
input method and the keyboard layout can effect the speed of eye typing. For example, 
a hierarchical keyboard layout divides keys into several groups. The user can first select the 
group containing the key, and then selects the key inside the group. Regular computer keyboard 
layout or alphabetic keyboard layout are also used in some systems. 
We built a simple eye-typing application. The desktop remote eye tracker, which consists 
of a low-cost webcam and a chin rest, as described in Chapter 4 was used. The user must 
place his/her head on the chin rest to reduce head movement. The user first looks at a 9-point 
calibration grid point by point to calibrate the system to obtain the mapping between limbus 
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Figure 5.1 Eye typing application. 
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center and screen coordinate. We used a QWERTY keyboard layout and the user can select the 
keys by dwelling on the keys about 600-700 ms. The user interface of this simple application 
is shown in Figure 5.1. 
5.2 Future work 
The goal of this research was the development of a low-cost but high-quality eye tracking 
system that is capable of robust real-time measures of the user's point of gaze for application 
to desktop and mobile applications. We expect that given the combination of open-source 
eye-tracking software with low-cost eye-tracking hardware built from off-the-shelf components, 
motivated interface designers will be able to explore the potential of eye movements for im-
proving interface design and that this will lead to an increased role for eye tracking in the next 
generation human computer interfaces. 
A number of improvements could be readily made to improve the current system design 
if cost was less of a concern. First, the entire system could be made more mobile with the 
use of a smaller lighter-weight computer. Computers with sufficient computational power to 
perform eye tracking are already available in form factors that would easily fit in a shirt or 
jacket pocket. These computers typically cost a factor of three more than a similarly powerful 
laptop. Second, high-resolution digital cameras are also readily available in a form factor 
comparable to our solution, but cost a factor of ten more than the ofd the-shelf camera that 
we utilized. Notably, however, the superior resolution in combination with a wide field of 
view lens could simultaneously improve accuracy and flexibility given that there is a trade-off 
between the size of the eye in the image and the quality of eye tracking. Third, a higher 
speed camera could be employed. An issue with all low frame-rate eye-tracking systems is 
that point of gaze estimates during eye movements can be poor. This is due to the motion 
blur induced by the long CCD integration times associated with the low frame rates and low 
sensitivity to infrared light of off-the-shelf cameras. Fortunately, eye movements are very rapid., 
lasting on the order of 10 milliseconds, while fixations are much longer, lasting hundreds of 
milliseconds. Thus only 5-10% of the captured images show the eye in motion and for many 
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of these frames, the motion blur is small enough that an accurate estimate of the point of 
gaze can still be obtained. The use of readily available, yet more expensive, cameras capable 
of flexible integration times, higher sensitivity and higher frame rates would eliminate this 
problem. Fourth, further consideration could also be given to selecting thin and flexible cable, 
devising specialized electronics to remove the noise, or moving to a wireless solution. We expect 
that these considerations would help minimize a degree of head gear slippage and increase the 
overall comfort of wearing the system. Finally, we used 9-point calibration to achieve a good 
tradeoff between the accuracy and the time for the user to calibration the system. If we use 
16-paint calibration, the accuracy may be improve a little bit, but it would take longer to 
calibration the system. At least 4 calibration points are required to calculate the coefficients of 
homographic mapping and at least 6 calibration points are required to calculate the coefficients 
of second order polynomial mapping. 
While we have made significant progress in designing a robust low-cost mobile eye-tracking 
system, there still is much work to do to facilitate the integration of mobile eye tracking 
into applications. We expect that this task will not necessarily be trivial but its difficulty 
will necessarily depend on the particular application. For example, using eye movements to 
monitor the attentiveness of a user through blink rate and scan path analysis would require 
only post processing of the eye movements data provided by our system. However, to control 
a cursor on a computer screen would require additional information. Because the user is free 
to make head movements, the relationship between the scene camera and the computer screen 
must be known. One way is to track the user's head with a magnetic or optical tracker. Such 
a measurement would then allow the eye movements recorded in the coordinate frame of the 
user's head to be transformed to the coordinate frame of the monitor. Amore attractive 
alternative that we are currently exploring is to use image processing techniques to extract 
the location of markers in the scene that have known location and orientation and to infer the 
pose and location of the scene camera. We expect that this approach will become part of the 
openEyes system in the future. 
Our research is aimed at developing reliable eye-tracking algorithms that can run on general-
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purpose hardware and that can be widely employed in everyday human computer interfaces. 
Given that the lack of Freely available eye-tracking software has been one obstacle in achieving 
this goal, we are making the implementation of our algorithm available in an open-source soft-
ware package under the GNU public license (GPL). This software can be downloaded from our 
website at http://hcvl.hci.iastate.edu/openEyes. This implementation is written in Matlab 
and operates at approximately 1.5 frame per second. We have also released a C++ implemen-
tation that runs in real-time needed for human computer interaction applications. Finally we 
have made our Matlab implementation of the visible spectrum algorithm in Matlab available 
for download. We expect that given the combination of open-source eye-tracking software with 
low-cost eye-tracking systems built from off-the-shelf components (35; 34), interface designers 
will be able to explore the potential of eye movements for improving interfaces and that this will 
lead to an increased role for eye tracking in the next generation of human computer interfaces. 
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