Increasingly, software needs to dynamically adapt its behavior at run-time in response to changing conditions in the supporting computing infrastructure and in the surrounding physical environment. This paper introduces an approach for the design of pervasive SPLs that is based on Model Driven Development (MDD) and Variability Modeling principles. Variability models are interpreted at run-time to reconfigure pervasive systems according to fluctuations in the environment. This approach helps to improve Pervasive SPLs to produce software that adapts itself in an autonomic way. We have developed an adaptive pervasive system for smart homes to validate this approach.
Introduction
Increasingly, software needs to dynamically adapt its behavior at run-time in response to changing conditions in the supporting computing infrastructure and in the surrounding physical environment [20] . Adaptability is emerging as a necessary underlying capability, particularly for highly dynamic systems. Pervasive systems are highly dynamic and fault-prone since new kinds of entities (sensors, actuators, external software systems) can enter these systems at any time. Existing entities may fail or leave the system for a variety of reasons: hardware faults, OS errors, software bugs, network faults, etc. The dynamic and fault-prone nature of these systems makes it necessary to design new techniques to ensure their smooth operation.
Pervasive computing is defined as a technology that "weaves itself into the fabric of everyday life until it is indistinguishable from it" [30] . To be successful, the pervasive computing functioning should be transparent to the user. Such transparency is achievable if the software frees users from having to repair and reconfigure the system when faults or changes occur in the environment.
Autonomic systems [13] configure themselves automatically in accordance with high-level policies (selfconfiguration) and can detect, diagnose, and repair localized problems (self-healing). In a car or an air-plane, faults need to be be repaired without shutting down and restarting the entire system. In a smart home, end-users should be able to perform homes upgrades (install new sensors or actuators) without having to reconfigure the software system. To achieve this autonomic goal, a pervasive system needs to "know itself", and its components should also possess a system identity [11] . Pervasive systems need to evolve in an autonomic way even though they are built using a Software Product Line (SPL) approach.
Many research efforts have proposed ways for automating variant construction from component-based models or feature models. Some of these efforts are focussed on providing techniques for reasoning about the best variant selection according to a set of requirements [18, 1] . Other techniques also address the problem of producing and deploying the calculated variant from the SPL [16, 31] .
These techniques do not sufficiently address the following challenges that are related to the construction of pervasive systems: (1) Pervasive systems need to evolve in an autonomic way, therefore they should not be connected to the SPLs to obtain software upgrades; (2) Pervasive systems are prone to errors, therefore they have to know exactly what can be done in the environment and how to perform the user goals; (3) Pervasive systems are very heterogeneous and they do not share the same needs for adaptivity and fault tolerance.
In this paper, we propose an SPL method to develop dynamically-adaptive pervasive systems. This approach allows pervasive systems to use the variability modeling from the SPL design at run-time. The approach makes use of three primary ideas: (i) collective modeling instead of individual modeling; (ii) the application of product-line architectures (PLAs) [3] ; and (iii) the use of coarse grain assets. It extends the production operation of the SPLs in order to augment SPL products with variability models and also some extra assets that enable reconfiguration. It makes use of the variability models and the available resources to find the "best" reconfiguration of the software system to achieve the user goals. These variability models assist the execution strategy to determine the steps that are necessary to reconfigure the software system. Then, the PLA is rapidly retargeted to the desired configuration. The use of variability models at run-time enables the pervasive system to dynamically decide how to achieve the user goals in an efficient manner.
Compared to existing works, this paper makes the following contributions: (1) Our approach incorporates the SPL knowledge to the SPL products. (2) The SPL knowledge is extended with alternative bindings. (3) With this SPL knowledge, the resulting pervasive system can perform dynamic bindings to reconfigure itself without being connected to the SPL. We have successfully applied our approach to adaptative pervasive systems for smart homes, which are based on the scenarios described in [22] .
The remainder of the paper is organized as follows: Section 2 presents an abstraction of scenarios for pervasive systems, identifying adaptability and fault-prone requirements. Section 3 introduces the ideas that this approach is based on and section 4 describes how it produces autonomic pervasive systems. Section 5 discusses related work. Finally, Section 6 presents some conclusions to the paper.
Scenarios
Pervasive systems can be found in numerous and heterogeneous domains such as smart homes, health care, mobile devices, automotive, emergency situations and urban domains. All of these domains are composed of different entities and have different evolutionary needs.
In this section, we propose a pervasive systems categorization from the evolutionary point of view how pervasive systems respond to changes in their environment. The aim of this categorization is to establish a correlation between the knowledge required for system evolution and the knowledge used to design the SPLs.
SPLs for pervasive systems accomplish the construction of software systems by evolving numerous resources: sensors, actuators and services provided by external software systems. These resources are meant to be used by the software system to achieve user goals [14] . The software system must dynamically adapt itself to achieve user goals according to the available pervasive resources without requiring participation from the user.
Since pervasive resources (R) are highly dynamic and user goals (G) can change over time, the following scenarios may arise:
1. A resource becomes unavailable. The software system must achieve the same goals using fewer re- . This scenario can be identified in domains such us automotive, mobile devices or urban domains. An example of this is the Bosch Gasoline System SPL for gasoline engine control units [26] , where the system needs knowledge about how to simulate an unavailable resource by using the available resources (see section 1, Figure 1 ).
2.
A new resource becomes available. The software system can use a new resource to achieve the same user goals, [G, R+1] . This scenario can be identified in domains such us smart homes or mobile devices. An example of this is the SPL for home automation systems [29] , where the system needs knowledge about how to involve the new resource to contribute to achieving the user goal (see section 2, Figure 1 ).
3.
The user pursues a new goal. The software must achieve a new user goal with the same resources, [G+1, R]. This scenario can be identified in domains such us smart homes, health care or emergency situations. The user demands new functionality from the system that was foreseen when designing the SPL but that was not selected when producing the system. For instance, in a smart home when the users are ready to go on holidays, they may want the presence simulation functionality which deters thieves by acting as if there were people at home. (see section 3, Figure 1 ).
4.
The user discards a goal. The software system must achieve fewer goals using the same resources, [G-1, R]. This scenario can be viewed as a particular case of scenario 2 (a new resource becomes available). Discarding a goal does not always imply eliminating its resources. The resources associated to the discarded goal are now available to support other goals (see section 4, Figure 1 ).
Figure 2. SPL following the MDD Approach
These scenarios allow the knowledge needed at run-time to be identified in order to take evolution into account. They also provide guidance to identify the relevant information according to each scenario.
An Approach for Autonomic Reconfiguration
To achieve system reconfiguration, the software needs knowledge about itself and how to deal with the above scenarios. The Scope, Commonality, and Variability analysis (SCV) [4] that was made to design the SPLs can contribute to this dynamical reconfiguration. To reuse this SCV analysis, it is necessary to perform the following steps to transfer the knowledge from the SPL design to the run-time system: 1. Identify Knowledge Reuse. Identify the useful knowledge from the SCV analysis to obtain the dynamic reconfiguration.
2. Extend the SPL. Extend the SPLs for pervasive systems to incorporate the relevant SCV knowledge to the pervasive system.
3.
Introduce the Autonomic Reconfigurator Component. Improve the pervasive system architecture by using the SCV knowledge to obtain the dynamic reconfiguration.
The aim of these steps is to translate the relevant SCV knowledge from the SPL design to the SPL output by introducing an autonomic reconfigurator component.
Identifying Knowledge Reuse
By following an MDD approach, the modeling languages gather the SCV knowledge, and the relevant knowledge for the scenarios (described in section 2) can be obtained by performing model to model (M2M) transformations. Previous works [6, 24, 28] addresses this same issue of applying MDD to SPL development. Our work also uses MDD as a catalyst to transfer the knowledge from the SPL design to the SPL products. Figure 2 illustrates the relationship between these modeling languages and the SPL concepts. The following subsections present these modeling languages and identify the knowledge that can be reused to deal with the above evolution scenarios.
The PervML Model
Pervasive Modeling Language (PevML) [21] is a DSL for describing pervasive systems using high-level abstraction concepts. This language is focussed on specifying heterogeneous services in concrete physical environments such as the services of a smart home. These services can be combined to offer more complex functionality by means of interactions. These services can also start the interaction as a reaction to changes in the environment. The main concepts of PervML are: (1) a Service coordinates the interaction between suppliers to accomplish specific tasks (these suppliers can be hardware o software systems); (2) a Binding provider (BP) is a supplier adapter that embeds the issues of dealing with heterogeneous technologies; (3) an Interaction is a description of a set of ordered invocations between Services; and (4) a Trigger is an ECA rule (Event Condition Action) that describes how a Service reacts to changes in its environment. Figure 3 illustrates the relationships between these concepts. This DSL have been applied to develop solutions in the smart home domain [22] .
The PervML Model provides knowledge that is related to Scenario 2 (a new resource becomes available). The BP concept is the key element for managing new resources. The BP provides a level of indirection between the Services and the Resources. Resource operations interact with the environment (sensors and actuators) and provide functionality from external software systems. Services coordinate these resource operations to offer high-level functionality. If the resource operations do not match the Service expectations, then a BP is used to adapt these operations. Hence, the BPs decouple Services from resource operations. This property is essential for introducing extensibility to new devices and avoids having to modify existing Services to support the operations presented by new devices.
The FAMA Feature Model
Feature models are widely used to describe the set of products in a software product line in terms of features. In these models, features are hierarchically linked in a treelike structure and are optionally connected by cross-tree constraints. There are many proposals about the type of the relationships and the graphical representation of feature models [25] . We have chosen the FAMA Feature Model [1] as the modeling language because it is oriented to feature reasoning and also because it has good tool support.
The FAMA Feature Model allows us to introduce knowledge related to Scenario 3 (the user pursues a new goal). From the point of view of the user, the goals represent his/her intentions [14] . From the point of view of the system, the features represent the functionality to support the user intentions. [32] presents mappings from user goals to feature models. To support a new user goal, the related features must be enabled. This step implies extending the production operation (see Section 3.2) to provide the required assets. The architecture must also be improved (see Section 3.3) to introduce the knowledge from these models in order to dynamically integrate these assets. Thus, the goals are only limited by the available resources.
The Realization Model
The Realization Model is an extension that we have incorporated to Atlas Model Weaving (AMW) [10] to relate the SPL Features with the PervML elements. AMW is a model for establishing relationships between models. Our extension augments the AMW relationship with the default and alternative tags. This augmented relationship is applied between features and PervML elements (BPs and Services). In the context of a BP, the default relationship means that the BP is selected for the initial configuration of the system. The alternative relationship means that the BP is considered as a quiescent element that should be incorporated to the SPL product, but it does not participate in the initial configuration. Quiscent BPs provide an alternative BP to replace the default BP in case of fault. The more quiescent BPs that can be identified, the more flexible the adaptation will be.
The Realization Model provides knowledge related to scenario 1 (a resource becomes unavailable). The level of indirection introduced by the BPs facilitates the use of alternative resources, and the Realization Model determines the applicability of the BPs. Self-healing of the system is performed by applying a quiescent BP to a suitable resource. Quiescent elements and the Realization Model enable the Autonomic Reconfiguator to establish a dynamic binding at run-time.
Extending the SPL
Once the relevant SCV knowledge has been identified, it must be transferred to the SPL product. In this step, the Variability Model for the relevant SCV knowledge is obtained, and the model is prepared to be deployed in the software system platform. Figure 4 shows the extensions 
The Pruning Phase
A fundamental problem in SPL engineering is that a real product line can easily incorporate several thousands of variable features [17] . Incorporating variability models to assist the system evolution impacts the complexity and system performance. The incorporated latency is determined by (a) a model reasoner and (b) the size of the variability model. The efficiency of the model reasoner is out of the scope of this work, and there are other works that address this problem [1] . The size of the model can be optimized by taking care of the specific evolutionary needs of each specific domain, as seen in section 2.
The Pruning phase performs model to model (M2M) transformations to prune the SCV models. For each one of the evolutionary scenarios that is not feasible (or interesting) in the specific domain, the pruning phase applies a set of pruning rules. These rules only prune the model elements that provide information that is related to the undesired scenarios. For example, the following algorithm describes the rules for pruning Scenario 3 (the user pursues a new goal):
1. Delete the relationships (from the Realization Model) that are reachable from an unselected feature (FAMA Feature Model).
2. Delete the model elements (from the PervML Model) These rules have been implemented using the INRIA ATL [9] transformation language and tools. They take the SCV models as input and return a pruned varibility model. We have defined a set of ATL rules for each scenario, which can be applied in chain to prune more than one scenario.
The Wrapping Phase
The Wrapping phase is performed after the Pruning phase and has two steps. In the first step, the FAMA Feature Model, the Realization Model and the PervML Model are joined in a stand-alone XMI file (Variability Model). In the second step, the Variability Model is prepared for the specific software platform. This step depends on the deploying platform. In our case, the specific platform is OSGI [19] and the model has to be wrapped in an OSGI bundle. In summary, we can state that the SCV Models describe a software system and its variants. Then, the pruning phase eliminates the variants related to the unfeasible (or not interesting) evolution scenarios, and the wrapping phase prepares the Variability Model for the deploying platform.
The Code Generation Phase
The Code Generation phase translates the model elements into the implementation code. This is performed by applying a model to text (M2T) transformation to a subset of the PervML Model. This subset is made up of the elements involved in a default relationship with a selected feature. The transformation takes the subset model as input and generates the OSGI bundles with the Java implementation [2] . An OSGI bundle contains all the Java classes related to only one PervML concept (Service bundles, Interaction bundles, Trigger bundles and BP bundles). These bundles make up the initial configuration of the system and are installed and started in the OSGI environment.
The extension to this phase addresses the generation of the quiescent elements. These elements are those PervML elements that after the pruning phase are not related to any selected feature, or are related to an alternative relationship. The generated bundles represent variations to the system they are installed but are not started. These alternative bundles are the building blocks to perform the dynamic reconfiguration. The following section describes how the system is dynamically reconfigured using these bundles and the variability model.
Introducing the Autonomic Reconfigurator Component
The Autonomic Reconfiguration component is responsible for applying the autonomic behavior to the system architecture by performing dynamic bindings, taking the available resources and the Variability Model into account. This component is involved in the steps of resource discovery, model querying and reconfiguration execution. Figure 5 represents these steps graphically.
1. The user invokes a Service of the system to achieve a specific goal.
2. The software system core asks the Autonomic Reconfigurator Component for a dynamic binding of Services and Resources by using BPs.
3. The Autonomic Reconfigurator Layer discovers the available resources by using the discovery capabilities of the PervML framework [21] .
The Variability Model is queried to performing the dynamic binding according to the available resources.
The Autonomic Reconfigurator gets a set of relationships between Services and BPs from the Variability Model. If this set is empty, the reconfiguration procedure is stopped and the user is informed that there are no suitable resources to fulfill the goal.
The Autonomic Reconfigurator Component performs the binding of Services and BPs.
If there is more than one feasible binding, the bindings that involve bundles from the default category are preferred. This step is performed by using the dynamic capabilities of the OSGI framework [15] to install, start, restart and uninstall Services and BPs (wrapped in OSGI bundles) without restarting the entire system.
6. Once all the bindings between Services and BPs are performed, the system is ready to access the available resources.
These steps are performed when the user starts the interaction using a service. However, in pervasive systems, Figure 5 . Reconfiguration Strategy the interaction can also be started by the resources. For instance, when a presence sensor detects a person in its action range, the alarm service is started. To cope with these situations, steps (3) to (5) are performed when there is a change in the availability of any resource.
Case Study: An Autonomic Smart Home
We illustrate the proposed SPL for Autonomic Pervasive Systems by modeling a smart home family: a localized technology-augmented environment where people perform everyday life activities. This section presents the models of the SPL and the output smart home produced by the SPL. Then, we identify a set of adaptation-scenarios to check the adaptation capabilities. Finally, we describe how the smart home reconfigures itself when the adaptation-scenarios are applied.
The Models of the SPL
The SPL developed for this case study addresses automated lighting, presence detection and security functionality for the smart homes. The SPL models describe the collection of all smart homes that can be produced. A smart home is uniquely defined by the selections on the Feature Model. These selected features determine (by means of the Realization Model) which elements of the PervML Model are used for the initial configuration of the smart home.
From an adaptative point of view, the unselected features of the feature model represent variants to the selected smart home. These unselected features determine which elements of the PervML Model are used to dynamically reconfigure the system. All these models are presented as follows:
1. The FAMA Feature Model. This model (see the top of Figure 6 ) determines the initial and the potential features of the smart home. The grey features are the features selected to specify a member of the smart home family. The white features represent potential variants. Initially, the smart home provides automated lighting and a security system. This security system relies on perimeter presence detection (outside the home) and a visual alarm. The system can potentially be upgraded with in-home presence detection and more alarms to enhance home security.
As stated in section 3.1.2, supporting a new user goal is translated into enabling more features. Some features can be enabled by plugging in new physical resources, while other features can be enabled because the restrictions (mandatory, excludes or requires) are resolved. For instance, features (8) and (13) can be enabled if a volumetric detector is plugged in. Then, the requires dependency from (2) to (8) can be resolved.
2. The PervML Model. This model (see the bottom of Figure 6 ) describes the building blocks for the assembly of a pervasive system [21] . The grey blocks implement the functionality of the selected features. The white blocks enable the reconfiguration of the system. The (a) and (e) blocks implement the functionality for the unselected Presence Simulation feature. The (i), (k), (l), (m), and (o) blocks provide adapters for the new resources that can become available, as mentioned in Section 3.1.1. The Autonomic Reconfigurator prioritizes the grey blocks over the white blocks since they are related to the original features of the system, as stated in section 3.3.
3. The Realization Model. This model (see the middle of Figure 6 ) establishes the relationships between the features and the PervML elements. Section 3.1.3 introduced the alternative relationship in order to identify BPs and Services that mitigate system faults. For instance, the visual alarm feature is related to a BP (n) for visual alarms, but, alternatively, it can be replaced with a BP (k) that emulates the visual alarm by using the general lighting.
Adaptation-Scenarios
The adaptation-scenarios are designed to evaluate the adaptation capabilities of the smart home. They describe changes in the physical environment or in the user intentions according to the scenarios described in Section 2. These adaptation-scenarios are performed using our testbed (see Figure 7) , which features a scaled smart home driven by a barebone-gateway, an Ultra Mobile PC (UMPC) for displaying the user interfaces, and several European InstaBus (EIB) devices. This smart home represents the phys- Figure 6 . Models for the SPL ical resources for performing hot plugging tests. The barebone runs the OSGI server where all the Services, BPs, triggers and interactions are deployed, and it also runs the nonphysical resources such as a weather-forecaster or an instant messaging client. Figure 8 shows the EIB devices related to the adaptation-tests.
1.
A new resource becomes available. The security system relies on a presence detection service. This service integrates the functionality of several sensors. Hence, the more coverture the sensors have, the more reliable the service will be. In this adaptation-scenario we improve the coverture by incorporating a new in-home volumetric sensor (see the top of Figure 8 ).
2.
A resource becomes unavailable. In a security system, the alarm is a key element. A fault (or manipulation) of this resource can invalidate the entire security system. The aim of this resource is to alert the neighbors of an unexpected situation in the house. There are several kinds of alarms such as visual, acoustic, or silent alarms. This adaptation-scenario focusses on dynamically replacing a damaged visual alarm with another one that consists of a fast and constant blinking of all the lights in the home (see the middle of Figure  8 ).
3. The user pursues a new goal. The addition of new resources to the system reinforces the support to current goals. It can also potentially enable the system to support new goals. Achieving presence simulation involves automated lighting and an in-home presence sensor (see Figure 6 ). The new plugged in-home sensor enables the system to offer the presence simulation service, which was not previously supported (see the bottom of Figure 8 ).
Smart Home Reconfiguration
The knowledge from the SPL models enables the Autonomic Reconfigurator to establish a dynamic binding between the system components. When the adaptationscenarios are applied, the system reconfigures itself as follows:
1. A new resource becomes available. When a new resource is discovered by the PervML Framework a connection with the related Services must be established. This corresponds to steps 3 to 5 of Section 3.3. First (step 3, Figure 5 ), the PervML Framework identifies the category ID of the new resource for the Autonomic Reconfigurator. To identify the BP that is appropriate for this resource (step 4, Figure 5 ), the Autonomic Reconfigurator queries the PervML Model with the category ID. The Autonomic Reconfigurator must also The Realization Model is queried for the features related to the BP. Then, the Autonomic Reconfigurator navigates from these features to the first parent feature that is related to a Service. The set of parent features indicates the Services that have to be used. Finally, the dynamic binding between the BP and these Services is performed (step 5, Figure 5 ). These bindings are implemented by using the OSGI Wire Class (an OSGI Wire is an implementation of the publishsubscribe pattern oriented to dynamic systems). The BP for the new resource (in a quiescent state) is started and subscribed to the identified Service wires.
This behavior was tested by applying the first adaptation-scenario of section 1 (see the top of Figure 8) . When the Volumetric Detector is plugged, the Presence Detection Service needs to be aware of its notifications. The Volumetric Detector BP is related to feature (13) , and the first parent feature that is related to a Service is the one labeled with a (5). Hence, the Volumetric Detector BP is subscribed to the wire of the Presence Detected Service. The relevant model elements of this example are denoted with the number 1 in Figure 6 .
2.
A resource becomes unavailable. When the PervML framework detects an unavailable resource, a dynamic binding to an alternative BP is requested from the Autonomic Reconfigurator. Steps 2 to 5 of Section 3.3 are applied to perform this binding. First (step 2, Figure  5 ), the active Service asks the Autonomic Reconfigurator for a dynamic binding with the resources. The PervML Framework looks for the available resources (step 3, 5). The autonomic framework queries the models (setp 4, 5) for the feature that represents the active Service of step 2. The BPs that are related to this feature (Realization Model) are evaluated against the available resources. If there is no BP available with the default tag, then the first BP with the alternative tag is selected. The binding is performed by susbscribing the selected BP to the wire of the active Service (step 5, 5 ).
This behavior is tested by applying the second adaptation-scenario of Section 1 (see the middle of Figure 8 ). When the Visual Alarm fails, the Alarm Service needs an alternative supplier. The Automated Lights can be adapted to simulate a visual alarm. The BP (k) is selected to adapt the behavior of the Automated Lights by performing a continuous blinking. The relevant model elements of this example are denoted with the number 2 in Figure 6 .
3. The user pursues a new goal. Plugging in new resources can enable the system to support new user goals. The features that are related to the new resources can resolve the restrictions (mandatory, excludes or requires) of other features. However, reasoning about feature dependencies is not a trivial task. We have implemented a toy reasoner within the Autonomic Reconfigurator using the EMF runtime. This is just a proof of concept, we plan to integrate the FAMA reasoner based on constraint programming. The reasoner determines the new features that can be enabled. Then, the Autonomic Reconfigurator starts the quiescent bundles and performs the suitable subscriptions to the OSGI wires.
This behavior is tested by applying the third adaptation-scenario of Section 1 (see at the bottom of Figure 8 ). The new Volumetric Detector involves features (13) and (8), and feature (8) resolves the require dependency of feature (2) . The relevant model elements of this example are denoted with the number 3 in Figure 6 .
Related Work
The work presented in this paper has been significantly influenced by several related projects on Feature Model Reasoning and Automatic Variant Selection. For example, Mannion [18] presents a method for specifying PLA compositional requirements using first-order logic. The validity of a variant can be checked by determining whether (or not) a PLA satisfies a logical statement. Benavides et al. [1] provide a mapping from feature selection to a Constraint Solver Problem (CSP). They deal with automated reasoning on feature models using CSP. Although both approaches treat automatic manipulation of feature models, they do not use this knowledge to improve SPL product adaptability.
Lemlouma et al. [16] present a framework for adapting and customizing content before delivering it to a mobile device. Their strategy takes into account device preferences and capabilities. The Scatter tool [31] supports efficient online variant selection. This tool captures the requirements of a PLA and the resources of a mobile device and then quickly constructs a custom variant for the device. Although both of these approaches treat content delivery from the SPL to the devices, the SPL products must stay in touch with the SPL to perform the adaptation. Our approach proposes that SPL products perform the adaptation in an autonomic way, without any dependency on the SPL.
The MADAM approach [12] is based on SPL techniques to build Adaptive Systems. This approach builds adaptive systems as component based systems families with the variability modeled explicitly as part of the family architecture. MADAM uses property annotations on components to describe their Quality of Service. For example a Video Streaming component may have properties such as start up time, jitter and frame drop. At run-time, the adaptation is performed using these properties and a utility function for selecting the component that best fits the current context. We promote decoupling system components of reconfiguration information using models at run-time. This strategy enables updating the reconfiguration information by means of model replacements or model updates. Furthermore, since our approach uses feature models, we can benefit from current work on feature model reasoning [1] instead of developing adhoc reasoners.
Trinidad et al [27] present a process to automatically build a component model from a feature model based on the assumption that a feature can be modeled as a component. This process focusses on enabling a dynamic SPL to dynamically changing a product by activating or deactivating its features at run-time. Our approach follows these ideas by introducing the variability models at run-time. To deal with the latency introduced by reasoning on complex models we apply the pruning phase where M2M transformations are applied to prune variability models as stated in Section 3.2.1. Existing works on adaptive systems (e.g., contextaware and self-healing systems) propose the use of behavior models [33] or ontologies [8] to dynamically adapt systems according to the operational context. The drawback of behavior models is that the quality of these models depends on the designer experience or creativity, whereas our approach promotes that adaptability behavior is obtained from SPL design in a systematic way. Compared to ontology-based approaches, feature models are views over ontologies [7] that narrows these ontologies to the scope defined in the SPL. Decreasing the size of the reasoning model helps to reduce the latency introduced to the systems response as stated in Section 3.2.1.
Other works on adaptive systems also propose tech-
Figure 8. Adaptation Tests
niques [23] that address recognition of current situations by analyzing data from software or hardware environments. These techniques are essential to support dynamic product reconfiguration. They provide criteria to perform the system reconfiguration. Our work uses the device notifications of PervML Framework as input to perform the reconfiguration.
Conclusions and Future Work
In this paper, we have proposed a model-driven SPL for developing autonomic pervasive systems. The process focusses on reusing the SCV knowledge from the SPL design to the SPL products. This SCV knowledge enables SPL products to deal with evolution in an autonomic way. We have described suitable scenarios where this knowledge can be applied. We have presented SPL extensions to transfer this knowledge to the SPL products. Finally, we have made an improvement in architecture (Autonomic Reconfigurator) in order to be able to reuse this knowledge.
Several issues require further study. (1) The expressivity of the Realization Model. Since the current work is more focussed on the infrastructure for transferring SCV knowledge than on the knowledge itself, we plan to evaluate the ideas of the Presence Conditions [5] to define more complex mappings. (2) The reasoning capabilities of the Autonomic Reconfigurator. Although we have implemented a toy EMF reasoner to query the variability models as a proof of concept, we plan to integrate the FAMA reasoner in order to improve the model reasoning capabilities at run-time. (3) Validation. We plan to apply he approach on more complex domains.
