Abstract
Introduction
Context-awareness takes an important role in pervasive computing [1] . As several computers are embedded in the user's surrounding, context-awareness is the key to enable computational system operating autonomously and adaptively without much concern from users. Context might be considered as any information which is relevant to the interaction between the user and the application. Time and date, location, temperature, light, noise and activity can be considered as contextual information or context.
Uncertainty is an unavoidable factor in any contextaware application [2] [3] [4] [5] . This is mostly caused by the imperfectness and incompleteness of data. It also caused by the limitation of underlying rule-based reasoning mechanism of current context-aware systems. As a result, the high-level context information deduced from raw sensing data may not be correct. For example, it is difficult to deduce accurately the user's activities if we only have the information about the user's location and his surrounding's lighting. Since a context-aware system relies mainly on sensors to capture the context, it must have the capability of modeling and reasoning about the uncertain context.
Using ontology for modeling the context is currently a de-facto standard [4] [6] [7] . The main motivation is that ontology facilitates the knowledge sharing and reuse between devices and applications. Ontology is defined as "a formal, explicit specification of a shared conceptualization". Given a domain, the ontology specifies entities, relations, functions, axioms and instances. By ontological commitment, devices and services share a common understanding about the domain while communicating with each other. By explicitly ontological definitions, inconsistent knowledge can be detected and resolved and high-level context can be deduced from low-level, raw context. By reusing well-define context ontologies, we can build a large-scale context ontology without starting from the scratch. However, there has not been research on representing uncertainty in ontology to support uncertain reasoning.
In this paper, we propose an integrated context model to deal with uncertainty in context-aware computing environment. Our model is a combination of probabilistic models or Bayesian network and ontology. We associate the context ontology with the domain-specific probabilistic information and conditional probabilistic dependencies. Given such context ontology, particular Bayesian networks are derived for particular application for uncertain reasoning. We believe that such integration will provide more flexibility to the uncertain reasoning in context-aware systems.
The rest of paper is organized as follows. In section 2, we discuss about the related work. Section 3 describes a smart home scenario for illustrating our concepts in this paper. In section 4, we present our context model which is used to model both logical and uncertain knowledge. We will show how to model the context information corresponding to the scenario described in section 3. Section 5 describes a context ontology which is built based on our context model. Section 6 describes briefly our context-aware middleware architecture CAMUS for constructing context-aware applications. Finally, we end the paper with conclusions and directions for further research in section 7.
Related work
There has been research in addressing the issue of uncertainty in pervasive computing environment. First efforts tried to modeling the uncertainty of context information using various terms such as "certainty measure" [8] , "confidence" [9] , "accuracy" [10] , etc. Nevertheless, those approaches lack of expressiveness to capture rich types of context information and they do not support the reasoning mechanism.
Recently, using Bayesian networks to model and reason about the uncertain contexts was received much attention by context-aware research community. Tao Gu et. al. [7] represented a particular Bayesian network in the OWL-based ontology and then translates into a Bayesian network for reasoning. Ranganathan et al. [4] proposes to use Microsoft's Belief Network (MSBN) software to create the Bayesian networks structure. Before it can be used, the Bayesian networks needs to be trained by developers.
These two approaches solved the major problem of dealing with uncertainty by providing the efficient probabilistic reasoning mechanism. However, none of them consider the issue of reusing the uncertain knowledge captured by Bayesian networks even though ontology was used. Apparently, the knowledge captured by a particular Bayesian network is fixed and distinctive for a particular application so that it is unable to share and reuse between applications. Additionally, in similar domain-specific applications, reusing and sharing of Bayesian networks will make the ontology more compact and unique. For example, we can model a general Bayesian network for a general smart-home domain and then reuse that Bayesian network for all real, specific smart-home applications.
A Smart Home Scenario
In this section, we describe a smart automated home that can control the environmental conditions to reduce the energy consumption. The goal is to reduce the resource used by the heating or cooling, the lighting or air rotation inside the house, etc. For instance, on a day when the temperature is shifted from warm to cold, the home might determine that the optimal warming strategy is to open the windows and blinds so that the warm air can come inside while shutting down the heaters. This scenario seems to be very simple but in practice, it is more complicated in the real world situations. There are cases that the automatic system needs to consider in order not to fail in "do the right thing", for example: the outside is so noisy while there are people reading, someone does not want the blinds being opened because he/she is sleeping, the air outside is polluted by dust and smoke and so on. The decision of open the windows and blinds is depended on many factors. Such dependencies are also changed from situation to situation.
In the next section, we will show how to represent this smart-home domain based upon our proposed context model.
The Integrated Context Model
Our context model is influenced by the Probabilistic Relational Model (PRM) developed by Friedman et al. in [11] and the Probabilistic Frame-based systems of Koller et al. in [12] . However, we have made some modifications in comparison with the original model to make it suitable to our requirements.
Our Integrated Context Model consists of two parts:
A relational schema specifies all entities and relationship within a domain. The relational schema represents the structural and relational knowledge of the domain. Probabilistic models annotate the conditional probabilistic dependencies between entities in that domain. The probabilistic models represent the uncertain knowledge of the domain.
The Relational Schema
The basic unit of our context model is a class X. Classes are organized in is-a hierarchy, where one class may be a sub class of another (its super class). A class includes a set of relations R 1 ,…,R n and attributes A 1 ,…,A n . A relation R defines a binary relation between two classes X and Y. Relations are typed. A relation R(X,Y) can be considered as an attribute R of class X whose value is class Y. We can compose a relation-chain T=R 1 ,…,R n from several binary relations separated by period. A relation-chain refers to the last class in the chain. Each relation R i in the chain must be appropriately typed. An attribute of a class may have associated constraints. A standard constraint is value-type which specifies a value restriction on the values of an attribute.
Considering the simple smart home scenario in section 3, Figure 1 
The Probabilistic Model
For representing the uncertain information, we annotate a class with local probabilistic model. This type of class is called p-class. A p-class has a set of attributes, each having its associated constraints. A pclass can also have attributes which do not participate in the probabilistic model. For example, the attribute Person.Name or Person.Type has fixed and independent value and does not include an associated probability model. The constraints of those attributes are simply lists of possible values.
An attribute which participates in the probabilistic model is called a p-attribute. There are two types of pattribute: simple p-attribute and complex p-attribute.
Figure 2: The Probabilistic Model
The simple p-attribute's values are independent from other attributes. It is similar to a root node in Bayesian networks. A normal p-attribute must has two constraints: (1) a Value-Range constraint which specifies a enumerated list of possible values and (2) a Probability-Distribution constraint which specifies the probabilities associated with values specified in the value-range constraint.
A complex p-attribute, besides having two constraints: Value-Range and Probability-Distribution as the simple p-attribute, has an associated probabilistic model. This probabilistic model is specified by two special constraints: (1) a Parents constraint and a CPT constraint. The Parents constraint lists all the p-attributes of classes or its parents on which the value of this p-attribute depends. Each parent is specified by an attribute-chain referring to a simple or complex p-attribute. For example, as in figure 2 , the parents of the p-attribute WindowAgent.OpenBlind are the attribute-chain ofWindow.ofRoom.hasLightStatus and the ofWindow.ofRoom.hasOurDoorPlace.hasLightStatus attribute-chain. The CPT constraint specifies the conditional probability distribution (CPD) over values of the attribute given its parents. The CPT constraint is represented by a conditional probability table (CPT) as in Bayesian networks. For each combination of values of its parents, the CPT provides a probability distribution over values of the property. For simplicity, we assume that the CPTs are represented as fully specified functions of parent values. Figure 2 shows the conditional probabilistic dependencies given the relational schema defined in figure 1. 
The Context Ontology
Based on the integrated context model, we can build context ontology for a specific type of domain. This context ontology not only provides the vocabulary for representing structural and relational knowledge in that domain but also represents the probabilistic knowledge which can be used for probabilistic reasoning.
By using the relational schema, the context ontology defines basic classes and relations representing concepts in a domain. The uncertain context is represented by associating the class's attributes with local probabilistic model. The probabilistic model can be considered as a template of a Bayesian network for a particular type of domain. Given a particular application with particular entities and relations, the probabilistic model is translated into a particular Bayesian network for reasoning. For example, we can define integrated context ontologies that characterize domains like smart-home, smartoffice or smart-hospital. Those context ontologies can be reused for every new application without redefinitions even the probabilistic models.
An obvious benefit of representing probabilistic models into ontology is that ontology allows the knowledge captured by probabilistic models explicitly available. This is completely different to previous approaches [4] , [7] as they define probabilistic models in an instance-based manner. Based on our integrated context model, the system can derive Bayesian networks corresponding to several but similar applications. Each Bayesian network reflects and adapts to the current changes in its application-domain.
Our context ontology is designed into two layers, as in Figure 3 , including:
Generic ontology: specifies all the background knowledge that is valid across several domains. For example, the generic ontology specifies general concepts like Person, Location, Place, Agent … Domain-oriented ontologies: capture the specific knowledge characterized by a particular type of domain. A domain-oriented ontology consists of two parts: (1) relational schema which captures all relations, relation-chains of the domain; and (2) probabilistic models which capture all conditional probabilistic dependencies between properties in that domain.
For a representation language of the context ontology, we adopt using the Web Ontology Language (OWL) [13] . OWL enables the definitions of domain ontologies and sharing vocabularies and models of domain in term of classes, properties and relations. Thus, our probabilistic relational model can be easily represented using OWL. Besides, we can utilize the work of extending OWL classes with probabilistic markups in [14] .
The Context-Aware Middleware
In this section, we present briefly the structure of our Context Aware Middleware for Ubiquitous Services (CAMUS) architecture. CAMUS provides a framework of developing context-aware applications. It consists of the following modules as following: 
Conclusion
This paper describes our approach of representing uncertain context by incorporating probabilistic models into the context ontology. Our study in this paper shows that the proposed context model is feasible and necessary for supporting context modeling and reasoning in pervasive computing. Our work is part of an ongoing Context Aware Middleware for Ubiquitous System (CAMUS), which attempts to provide an easy, reusable infrastructure to develop ubiquitous context-aware applications. We are exploring method to integrate multiple reasoning methods from AI area and their supported representation mechanism into the context reasoning and management layer. 
