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Sparse and spurious:
dictionary learning with noise and outliers
Rémi Gribonval, IEEE Fellow, Rodolphe Jenatton, Francis Bach
Abstract—A popular approach within the signal processing
and machine learning communities consists in modelling signals
as sparse linear combinations of atoms selected from a learned
dictionary. While this paradigm has led to numerous empir-
ical successes in various fields ranging from image to audio
processing, there have only been a few theoretical arguments
supporting these evidences. In particular, sparse coding, or sparse
dictionary learning, relies on a non-convex procedure whose local
minima have not been fully analyzed yet. In this paper, we
consider a probabilistic model of sparse signals, and show that,
with high probability, sparse coding admits a local minimum
around the reference dictionary generating the signals. Our
study takes into account the case of over-complete dictionaries,
noisy signals, and possible outliers, thus extending previous work
limited to noiseless settings and/or under-complete dictionaries.
The analysis we conduct is non-asymptotic and makes it possible
to understand how the key quantities of the problem, such as
the coherence or the level of noise, can scale with respect to the
dimension of the signals, the number of atoms, the sparsity and
the number of observations.
I. INTRODUCTION
Modelling signals as sparse linear combinations of atoms
selected from a dictionary has become a popular paradigm in
many fields, including signal processing, statistics, and ma-
chine learning. This line of research has witnessed the devel-
opment of several well-founded theoretical frameworks (see,
e.g., [44, 45]) and efficient algorithmic tools (see, e.g., [7] and
references therein).
However, the performance of such approaches hinges on
the representation of the signals, which makes the question
of designing “good” dictionaries prominent. A great deal of
effort has been dedicated to come up with efficient predefined
dictionaries, e.g., the various types of wavelets [29]. These
representations have notably contributed to many successful
image processing applications such as compression, denoising
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and deblurring. More recently, the idea of simultaneously
learning the dictionary and the sparse decompositions of the
signals—also known as sparse dictionary learning, or simply,
sparse coding—has emerged as a powerful framework, with
state-of-the-art performance in many tasks, including inpaint-
ing and image classification (see, e.g., [28] and references
therein).
Although sparse dictionary learning can sometimes be for-
mulated as convex [6, 9], non-parametric Bayesian [47] and
submodular [27] problems, the most popular and widely used
definition of sparse coding brings into play a non-convex
optimization problem. Despite its empirical and practical
success, the theoretical analysis of the properties of sparse
dictionary learning is still in its infancy. A recent line of work
[31, 41, 32] establishes generalization bounds which quantify
how much the expected signal-reconstruction error differs from
the empirical one, computed from a random and finite-size
sample of signals. In particular, the bounds obtained by Maurer
and Pontil [31], Vainsencher et al. [41], Gribonval et al. [21]
are non-asymptotic, and uniform with respect to the whole
class of dictionaries considered (e.g., those with normalized
atoms).
a) Dictionary identifiability.: This paper focuses on a
complementary theoretical aspect of dictionary learning: the
characterization of local minima of an optimization problem
associated to sparse coding, in spite of the non-convexity of
its formulation. This problem is closely related to the question
of identifiability, that is, whether it is possible to recover a
reference dictionary that is assumed to generate the observed
signals. Identifying such a dictionary is important when the
interpretation of the learned atoms matters, e.g., in source
localization [12], where the dictionary corresponds to the so-
called mixing matrix indicating directions of arrival, in topic
modelling [24], where the atoms of the dictionary are expected
to carry semantic information, or in neurosciences, where
learned atoms have been related to the properties of the visual
cortex in the pioneering work of Field and Olshausen [14].
In fact, characterizing how accurately one can estimate
a dictionary through a given learning scheme also matters
beyond such obvious scenarii where the dictionary intrinsically
carries information of interest. For example, when learning
a dictionary for coding or denoising, two dictionaries are
considered as perfectly equivalent if they lead to the same
distortion-rate curve, or the same denoising performance. In
such contexts, learning an ideal dictionary through the direct
optimization of the idealized performance measure is likely
to be intractable, and it is routinely replaced by heuristics
involving the minimization of proxy, i.e., a better behaved
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cost function. Characterizing (local) minima of the proxy is
likely to help in providing guarantees that such minima exist
close to those of the idealized performance measure and, more
importantly, that they also achieve near-optimal performance.
b) Contributions and related work.: In contrast to early
identifiability results in this direction by Georgiev et al.
[18], Aharon et al. [4], which focused on deterministic but
combinatorial identifiability conditions with combinatorial al-
gorithms, Gribonval and Schnass [19] pioneered the analysis
of identifiability using a non-convex objective involving an ℓ1
criterion, in the spirit of the cost function initially proposed
by Zibulevsky and Pearlmutter [48] in the context of blind
signal separation. In the case where the reference dictionary
forms a basis, they obtained local identifiability results with
noiseless random k-sparse signals, possibly corrupted by some
“mild” outliers naturally arising with the considered Bernoulli-
Gaussian model. Still in a noiseless setting and without
outliers, with a k-sparse Gaussian signal model, the analysis
was extended by Geng et al. [17] to over-complete dictionaries,
i.e., dictionaries composed of more atoms than the dimension
of the signals. Following these pioneering results, a number
of authors have established theoretical guarantees on sparse
coding that we summarize in Table I. Most of the existing
results do not handle noise, and none handles outliers. In
particular, the structure of the proofs of Gribonval and Schnass
[19], Geng et al. [17], hinges on the absence of noise and
cannot be straightforwardly transposed to take into account
some noise.
In this paper, we analyze the local minima of sparse coding
in the presence of noise and outliers. For that, we consider
sparse coding with a regularized least-square cost function
involving an ℓ1 penalty, under certain incoherence assumptions
on the underlying ground truth dictionary and appropriate sta-
tistical assumptions on the distribution of the training samples.
To the best of our knowledge, this is the first analysis which
relates to the widely used sparse coding objective function
associated to the online learning approach of Mairal et al.
[28]. In contrast, most of the emerging work on dictionary
identifiability considers either an objective function based on
ℓ1 minimization under equality constraints [19, 17], for which
there is no known efficient heuristic implementation, or on an
ℓ0 criterion [35] à la K-SVD [4]. More algorithmic approaches
have also recently emerged [37, 5] demonstrating the existence
of provably good (sometimes randomized) algorithms of poly-
nomial complexity for dictionary learning. Agarwal et al. [2]
combine the best of both worlds by providing a polynomial
complexity algorithm based on a clever randomized clustering
initialization [3, 5] followed by alternate optimization based on
an ℓ1 minimization principle with equality constraints. While
this is a definite theoretical breakthrough, these algorithms are
yet to be tested on practical problems, while on open source
implementation (SPAMS1) of the online learning approach of
Mairal et al. [28] is freely available and has been extensively
exploited on practical datasets over a range of applications.
c) Main contributions.: Our main contributions can be
summarized as follows:
1http://spams-devel.gforge.inria.fr/
1) We consider the recovery of a dictionary with p atoms
D
o ∈ Rm×p using ℓ1-penalized formulations with
penalty factor λ > 0, given a training set of n signals
gathered in a data matrix X ∈ Rm×n. This is detailed in
Section II-A.
2) We assume a general probabilistic model of sparse sig-




o plus additive noise ε. Our model, described in
Section II-C, corresponds to a k-sparse support with loose
decorrelation assumptions on the nonzero coefficients. It
is closely connected to the Γk,C model of Arora et al.
[5, Definition 1.2]. In particular, unlike in independent
component analysis (ICA) and in most related work, no
independence is assumed between nonzero coefficients.
3) We show that under deterministic (cumulative)
coherence-based sparsity assumptions (see Section II-D)
the minimized cost function has a guaranteed local
minimum around the generating dictionary Do with high
probability.
4) We also prove support and coefficient recovery, which is
important for blind source separation.
5) Our work makes it possible to better understand:
a) how small the neighborhood around the reference
dictionary can be, i.e., tending to zero as the noise
variance goes to zero.
b) how many signals n are sufficient to hope for the
existence of such a controlled local minimum, i.e., n =
Ω(mp3). In contrast to several recent results [35, 5, 36]
where the sample complexity depends on the targeted
resolution r such that ‖D̂−Do‖ 6 r, our main sample
complexity estimates are resolution-independent in the
noiseless case. This is similar in nature to the better
sample complexity results n = Ω(p2 log p) obtained
by Agarwal et al. [2] for a polynomial algorithm in
a noiseless context, or n = Ω(p logmp) obtained by
Agarwal et al. [3] for Rademacher coefficients. This is
achieved through a precise sample complexity analysis
using Rademacher averages and Slepian’s lemma. In
the presence of noise, a factor 1/r2 seems unavoidable
[35, 5, 36].
c) what sparsity levels are admissible. Our main result is
based on the cumulative coherence (see Section II-D)
µk(D
o) 6 1/4. It also involves a condition that re-
stricts our analysis to overcomplete dictionaries where
p . m2, where previous works seemingly apply to
very overcomplete settings. Intermediate results only
involve restricted isometry properties. This may allow
for much larger values of the sparsity level k, and more
overcompleteness, but this is left to future work.
d) what level of noise and outliers appear as manageable,
with a precise control of the admissible “energy”
of these outliers. While a first naive analysis would
suggest a tradeoff between the presence of outliers
and the targeted resolution r, we conduct a tailored
analysis that demonstrates the existence of a resolution-
independent threshold on the relative amount of out-
































































































































Georgiev et al. [18] k = m− 1,






o) < 1 Combinatorial
Aharon et al. [4]






o) < 1 Combinatorial
Gribonval and Schnass [19] k
m
< Bernoulli(k/p)
ℓ1 criterion 7 7 7 7 7 X m
2 logm
k
1− ‖D⊤D− I‖2,∞ -Gaussian
Geng et al. [17] k-sparse
ℓ1 criterion X 7 7 7 7 X kp3 O(1/µ1(Do)) -Gaussian
Spielman et al. [37] Bernoulli(k/p)
ℓ0 criterion 7 7 7 X 7 X m logm O(m) -Gaussian or
ER-SpUD (randomized) P (X) X X m2 log2 m O(
√
m) -Rademacher
Schnass [35] ‖D̂−Do‖2,∞ “Symmetric
K-SVD criterion
(unit norm tight frames only)
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ℓ1 optim with AltMinDict &
randomized clustering init.
X 7 7 P (X) X X p2 log p m1/9, p1/8)
)
- i.i.d.
α 6 |αj | 6 M
Schnass [36] ‖D̂−Do‖2,∞ “Symmetric





This contribution ‖D̂−Do‖F k-sparse,
Regularized ℓ1 criterion with
penalty factor λ
X X X 7 7 6 r = O(λ)
Xfor λ → 0
mp3 µk(D
o) 6 1/4 α 6 |αj |,
‖α‖2 6 Mα
TABLE I: Overview of recent results in the field. For each approach, the table indicates (notations in Section II-0a):
1) whether the analysis can handle overcomplete dictionaries / the presence of noise / that of outliers;
2) when an optimization criterion is considered: whether its global minima are characterized (in contrast to characterizing the
presence of a local minimum close to the ground truth dictionary Do); alternatively, whether a (randomized) algorithm with
success guarantees is provided; the notation P (X) indicates success with high probability of a randomized algorithm;
3) whether a (randomized) algorithm with proved polynomial complexity is exhibited;
4) whether the output D̂ of the algorithm (resp. the characterized minimum of the criterion) is (with high probability) exactly
the ground truth dictionary, in the absence of noise and outliers and with finitely many samples. Alternatively the guaranteed
upper bound on the distance between D̂ and Do is provided;
5) the sample complexity n = Ω(·), under the scaling Do2 = O(1), in the absence of noise;
6) the sparsity levels k allowing “exact recovery”;
7) a brief description of the models underlying the corresponding analyses. Most models are determined by: i) how the support is
selected (a k-sparse support, or one selected through a Bernoulli(k/p) distribution, i.e., each entry is nonzero with probability
k/p); and ii) how the nonzero coefficients are drawn: Gaussian, Rademacher (±1 entries with equal probability), i.i.d. with
certain bound and variance constraints. The symmetric and decaying model of Schnass [35, Definitions 2.1,2.2 ] first generates
a coefficient decay profile a ∈ Rp, then the coefficient vector α using a random permutation σ of indices and i.i.d. signs ǫi.
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II. PROBLEM STATEMENT
We introduce in this section the material required to define
our problem and state our results.
a) Notations.: For any integer p, we define the set
J1; pK , {1, . . . , p}. For all vectors v ∈ Rp, we denote
by sign(v) ∈ {−1, 0, 1}p the vector such that its j-th entry
[sign(v)]j is equal to zero if vj = 0, and to one (respectively,
minus one) if vj > 0 (respectively, vj < 0). The notations
A
⊤ and A+ denote the transpose and the Moore-Penrose
pseudo-inverse of a matrix A. We extensively manipulate
matrix norms in the sequel. For any matrix A ∈ Rm×p, we








similarly, we denote the spectral norm of A by A2 ,
max‖x‖261 ‖Ax‖2, we refer to the operator ℓ∞-norm as
A∞ , max‖x‖∞61 ‖Ax‖∞ = maxi∈J1;mK
∑p
j=1 |Aij |,
and we denote ‖A‖1,2 ,
∑
j∈J1;pK ‖aj‖2 with aj the j-th
column of A. In several places we will exploit the fact that
for any matrix A we have
A2 6 ‖A‖F .
For any square matrix B ∈ Rn×n, we denote by diag(B) ∈
R
n the vector formed by extracting the diagonal terms of B,
and conversely, for any b ∈ Rn, we use Diag(b) ∈ Rn×n
to represent the (square) diagonal matrix whose diagonal
elements are built from the vector b. Denote off(A) ,
A−Diag(diag(A)) the off-diagonal part of A, which matches
A except on the diagonal where it is zero. The identity matrix
is denoted I.
For any m×p matrix A and index set J ⊂ J1; pK we denote
by AJ the matrix obtained by concatenating the columns of A
indexed by J. The number of elements or size of J is denoted
|J|, and its complement in J1; pK is denoted Jc. Given a matrix
D ∈ Rm×p and a support set J such that DJ has linearly
independent columns, we define the shorthands
GJ , GJ(D) , D
⊤
J DJ
HJ , HJ(D) , G
−1
J





respectively the Gram matrix of DJ and its inverse, and
the orthogonal projector onto the span of the columns of D
indexed by J.
For any function h(D) we define ∆h(D′;D) , h(D′) −
h(D). Finally, the ball (resp. the sphere) of radius r > 0
centered on D in Rm×p with respect to the Frobenius norm
is denoted B(D; r) (resp. S(D; r)).
The notation a = O(b), or a . b, indicates the existence of
a finite constant C such that a 6 Cb. Vice-versa, a = Ω(b),
or a & b, means b = O(a), and a ≍ b means that a = O(b)
and b = O(a) hold simultaneously.
A. Background material on sparse coding
Let us consider a set of n signals X , [x1, . . . ,xn] ∈
R
m×n each of dimension m, along with a dictionary D ,
[d1, . . . ,dp] ∈ Rm×p formed of p columns called atoms—
also known as dictionary elements. Sparse coding simultane-
ously learns D and a set of n sparse p-dimensional vectors
A , [α1, . . . ,αn] ∈ Rp×n, such that each signal xi can be
well approximated by xi ≈ Dαi for i in J1;nK. By sparse, we
mean that the vector αi has k ≪ p non-zero coefficients, so
that we aim at reconstructing xi from only a few atoms. Before
introducing the sparse coding formulation [33, 48, 28], we
need some definitions. We denote by g : Rp → R+ a penalty
function that will typically promote sparsity.
















Based on problem (2) with the ℓ1 penalty,
g(α) , λ‖α‖1, (4)
refered to as Lasso in statistics [38], and basis pursuit in
signal processing [11], the standard approach to perform sparse




where the regularization parameter λ in (4) controls the
tradeoff between sparsity and approximation quality, while
D ⊆ Rm×p is a compact constraint set; in this paper, D
denotes the set of dictionaries with unit ℓ2-norm atoms, also
called the oblique manifold [1], which is a natural choice in
signal and image processing [28, 19, 34, 39]. Note however
that other choices for the set D may also be relevant depending
on the application at hand (see, e.g., Jenatton et al. [24] where
in the context of topic models, the atoms in D belong to the
unit simplex). The sample complexity of dictionary learning
with general constraint sets is studied by Maurer and Pontil
[31], Gribonval et al. [21] for various families of penalties
g(α).
B. Main objectives
The goal of the paper is to characterize some local minima
of the function FX with the ℓ
1 penalty, under a generative
model for the signals xi. Throughout the paper, the main
model we consider is that of observed signals generated
independently according to a specified probabilistic model.
The signals are typically drawn as xi , Doαi + εi where
D
o is a fixed reference dictionary, αi is a sparse coefficient
vector, and εi is a noise term. The specifics of the underlying
probabilistic model, and its possible contamination with out-
liers are considered in Section II-C. Under this model, we can








We loosely refer to a “neighborhood” since in our regularized
formulation, a local minimum is not necessarily expected to
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appear exactly at Do. The proper meaning of this neighbor-
hood is in the sense of the Frobenius distance ‖D − Do‖F .
Other metrics can be envisioned and are left as future work.
How large n should be for the results to hold is related to the
notion of sample complexity.
a) Intrinsic ambiguities of sparse coding.: Importantly,
we so far referred to Do as the reference dictionary generating
the signals. However, and as already discussed by Gribonval
and Schnass [19], Geng et al. [17] and more generally in the
related literature on blind source separation and independent
component analysis [see, e.g., 12], it is known that the
objective of (5) is invariant by sign flips and permutations
of the atoms. As a result, while solving (5), we cannot
hope to identify the specific Do. We focus instead on the
local identifiability of the whole equivalence class defined
by the transformations described above. From now on, we
simply refer to Do to denote one element of this equivalence
class. Also, since these transformations are discrete, our local
analysis is not affected by invariance issues, as soon as we are
sufficiently close to some representant of Do.
C. The sparse and the spurious
The considered training set is composed of two types of
vectors: the sparse, drawn i.i.d. from a distribution generating
(noisy) signals that are sparse in the dictionary Do; and the
spurious, corresponding to outliers.
1) The sparse: probabilistic model of sparse signals (in-
liers): Given a reference dictionary Do ∈ D, each (inlier)
signal x ∈ Rm is built independently in three steps:
• Support generation: Draw uniformly without replace-
ment k atoms out of the p available in Do. This procedure
thus defines a support J ⊂ J1; pK whose size is |J| = k.
• Coefficient vector: Draw a sparse vector αo ∈ Rp
supported on J (i.e., with αoJc = 0).
• Noise: Eventually generate the signal x = Doαo + ε.
The random vectors αoJ and ε satisfy the following assump-
tions, where we denote so = sign(αo).














































= E{ǫ2} · I (10)
noise whiteness





By Jensen’s inequality, we have κα 6 1, with κα = 1
corresponding to the degenerate situation where αJ almost
surely has all its entries of the same magnitude, i.e., with
the smallest possible dynamic range. Conversely, κα ≪ 1
corresponds to marginal distributions of the coefficients with
a wide dynamic range. In a way, κα measures the typical
“flatness” of α (the larger κα, the flatter the typical α)
A boundedness assumption will complete Assumption A to
handle sparse recovery in our proofs.
Assumption B (Bounded signal model).
P(min
j∈J
|αoj | < α | J) = 0, for some α > 0 (12)
coefficient threshold
P(‖αo‖2 > Mα) = 0, for some Mα (13)
coefficient boundedness
P(‖ε‖2 > Mε) = 0, for some Mε. (14)
noise boundedness
Remark 1. Note that neither Assumption A nor Assumption B
requires that the entries of αo indexed by J be i.i.d. In
fact, the stable and robust identifiability of Do from the
training set X rather stems from geometric properties of
the training set (its concentration close to a union of low-
dimensional subspaces spanned by few columns of Do) than
from traditional independent component analysis (ICA). This
will be illustrated by a specific coefficient model (inspired by
the symmetric decaying coefficient model of Schnass [35]) in
Example 1.
To summarize, the signal model is parameterized by the
sparsity k, the expected coefficient energy E α2, the minimum
coefficient magnitude α, maximum norm Mα, and the flatness
κα. These parameters are interrelated, e.g., α
√
k 6 Mα.
a) Related models: The Bounded model above is related
to the Γk,C model of Arora et al. [5] (which also covers [3, 2]):
in the latter, our assumptions (12)-(13) are replaced by 1 6
|αj | 6 C. Note that the Γk,C model of Arora et al. [5] does
not assume that the support is chosen uniformly at random
(among all k-sparse sets) and some mild dependencies are
allowed. Alternatives to (13) with a control on ‖α‖q for some
0 < q 6 ∞ can easily be dealt with through appropriate
changes in the proofs, but we chose to focus on q = 2 for
the sake of simplicity. Compared to early work in the field
considering a Bernoulli-Gaussian model [19] or a k-sparse
Gaussian model [17], Assumptions A & B are rather generic
and do not assume a specific shape of the distribution P(α).
In particular, the conditional distribution of αJ given J may
depend on J, provided its “marginal moments” E α2 and E |α|
satisfy the expressed assumptions.
2) The spurious: outliers: In addition to a set of nin
inliers drawn i.i.d. as above, the training set may contain nout
outliers, i.e., training vectors that may have completely distinct
properties and may not relate in any manner to the reference
dictionary Do. Since the considered cost function FX(D) is
not altered when we permute the columns of the matrix X
representing the training set, without loss of generality we will
consider that X = [Xin,Xout]. As we will see, controlling
the ratio ‖Xout‖2F /nin of the total energy of outliers to the
number of inliers will be enough to ensure that the local
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minimum of the sparse coding objective function is robust
to outliers. While this control does not require any additional
assumptions, the ratio ‖Xout‖2F /nin directly impacts the error
in estimating the dictionary (i.e., the local minimum in D is
further away from Do). With additional assumptions (namely
that the reference dictionary is complete), we show that if
‖Xout‖1,2/nin is sufficiently small, then our upper bound on
the distance from the local minimum to Do remains valid.
D. The dictionary: cumulative coherence and restricted isom-
etry properties
Part of the technical analysis relies on the notion of sparse
recovery. A standard sufficient support recovery condition is
referred to as the exact recovery condition in signal pro-
cessing [16, 40] or the irrepresentability condition (IC) in
the machine learning and statistics communities [44, 46].
It is a key element to almost surely control the supports
of the solutions of ℓ1-regularized least-squares problems. To
keep our analysis reasonably simple, we will impose the
irrepresentability condition via a condition on the cumulative
coherence of the reference dictionary Do ∈ D, which is a
stronger requirement [43, 15]. This quantity is defined (see,







The term µk(D) gives a measure of the level of correlation
between columns of D. It is for instance equal to zero in
the case of an orthogonal dictionary, and exceeds one if D
contains two colinear columns. For a given dictionary D,
the cumulative coherence of µk(D) increases with k, and
µk(D) 6 kµ1(D) where µ1(D) = maxi6=j |〈di,dj〉| is the
plain coherence of D.
For the theoretical analysis we conduct, we consider a
deterministic assumption based on the cumulative coherence,
slightly weakening the coherence-based assumption consid-
ered for instance in previous work on dictionary learning [19,
17]. Assuming that µk(D
o) < 1/2 where k is the level of
sparsity of the coefficient vectors αi, an important step will be
to show that such an upper bound on µk(D
o) loosely transfers
to µk(D) provided that D is close enough to D
o, leading to
locally stable exact recovery results in the presence of bounded
noise (Proposition 3).
Many elements of our proofs rely on a restricted isometry
property (RIP), which is known to be weaker than the co-
herence assumption [43]. By definition the restricted isometry
constant of order k of a dictionary D, δk(D) is the smallest
number δk such that for any support set J of size |J| = k and
z ∈ Rk,
(1− δk) ‖z‖22 6 ‖DJz‖22 6 (1 + δk) ‖z‖22. (16)
In our context, the best lower bound and best upper bound will
play significantly different roles, so we define them separately
as δk(D) and δk(D), so that δk(D) = max(δk(D), δk(D)).
Both can be estimated by the cumulative coherence as
δk(D) 6 µk−1(D) by Gersgorin’s disc theorem [40]. Possible
extensions of this work that would fully relax the incoherence
assumption and only rely on the RIP are discussed in Sec-
tion V.
III. MAIN RESULTS
Our main results, described below, show that under appro-
priate scalings of the dictionary dimensions m, p, number of
training samples n, and model parameters, the sparse coding
problem (5) admits a local minimum in a neighborhood of
D
o of controlled size, for appropriate choices of the regular-
ization parameter λ. The main building blocks of the results
(Propositions 1-2-3) and the high-level structure of their proofs
are given in Section IV. The most technical lemmata are
postponed to the Appendix.
A. Stable local identifiability
We begin with asymptotic results (n being infinite), in the
absence of outliers.
Theorem 1 (Asymptotic results, bounded model, no outlier).
Consider the following assumptions:
• Coherence and sparsity level: consider Do ∈ D and k
such that
µk(D





• Coefficient distribution: assume the Basic & Bounded
signal model (Assumptions A & B) and
E α2
MαE |α|
> 84 · (Do2 + 1) ·
k




This implies Cmin < Cmax where we define
Cmin , 24κ
2
α · (Do2 + 1) ·
k
p







· (1− 2µk(Do)). (21)






Denoting λ̄ , λ
E |α| , this implies Cmax · λ̄ 6 0.15.






· (Cmax − Cmin) · λ̄. (23)
Then, for any resolution r > 0 such that








Cmax · λ̄− r
)
, (25)
the function D ∈ D 7→ E FX(D) admits a local minimum D̂
such that ‖D̂−Do‖F < r.
7
no noise / no outliers no outliers many small outliers few large outliers
Fig. 1: Noise and outliers: illustration with three atoms in two dimensions (blue crosses: inliers, red circles:outliers).
Remark 2 (Limited over-completeness of Do). It is perhaps
not obvious how strong a requirement is assumption (19). On
the one hand, its left hand side is easily seen to be less than
one (and as seen above can be made arbitarily close to one
with appropriate coefficient distribution). On the other hand
by the Welsh bound ‖[Do]⊤Do−Id‖F ≥
√
p(p−m)/m, the




p/m, and the assumption
µk(D
o) 6 1/4, its right hand side is bounded from below
by Ω(k
√
(p−m)/m2). Hence, a consequence of assump-
tion (19) is that Theorem 1 only applies to dictionaries with
limited over-completeness, with p . m2. This is likely to be an
artifact from the use of coherence in our proof, and a degree
of overcompleteness p = O(m2) covers already interesting
practical settings: for example [28] consider m = (8 × 8)
patches with p = 256 atoms < m2 = 642 = 4096)
Since kp · ‖[Do]⊤Do − I‖F 6 kµ1(Do) and µk(Do) 6
kµ1(D
o), a crude upper bound on the rightmost factor
in (19) is kµ1(D
o)/(1− 2kµ1(Do)), which appears in many
coherence-based sparse-recovery results.
1) Examples: Instantiating Theorem 1 on a few examples
highlights the strength of its main assumptions.
Example 1 (Incoherent pair of orthonormal bases). When Do
is an incoherent dictionary in Rm×p, i.e., a dictionary with
(plain) coherence µ = µ1(D
o) ≪ 1, we have the estimates
[40] µk(D
o) 6 kµ and
‖[Do]⊤Do − I‖F 6
√
p(p− 1)µ2 6 pµ.
Assumption (17) therefore holds as soon as k 6 1/(4µ). In the
case where p = 2m and Do is not only incoherent but also a
union of two orthonormal bases, we further have Do2 =
√
2
hence assumption (18) is fulfilled as soon as k 6 p/100 =
m/50. Moreover, the right hand side in (19) reads
84 · (Do+1) ·
k




1− 2kµ 6 406kµ,
and assumption (19) holds provided that Eα2/(MαE|α|) ex-
ceeds this threshold. We discuss below concrete signal settings
where this condition can be satisfied:
• i.i.d. bounded coefficient model: on the one hand,
consider nonzero coefficients drawn i.i.d. with P(|αj | <
α|j ∈ J) = 0. The almost-sure upper-bound Mα on
‖α‖2 implies the existence of α ≥ α such that P(|αj| >
α|j ∈ J) = 0. As an example, consider coefficients
drawn i.i.d. with P(αj = ±α|j ∈ J) = π ∈ (0, 1)
and P(αj = ±α|j ∈ J) = 1 − π. For large α we









This shows the existence of a coefficient distribution
satisfying (19) as soon as 406kµ < 1/
√
k, that is
to say k < 1/(406µ)2/3. In the maximally incoherent
case, for large p, we have µ = 1/
√
m ≍ p−1/2, and
conditions (17)-(18)-(19) read k = O(p1/3).
• fixed amplitude profile coefficient model: on the other
hand, completely relax the independence assumption
and consider essentially the coefficient model introduced
by Schnass [35] where αj = ǫjaσ(j) with i.i.d. signs
ǫj such that P(ǫj = ±1) = 1/2, a random permutation
σ of the index set J, and a a given vector with entries
aj ≥ α, j ∈ J. This yields
Eα2/(MαE|α|) = 1k‖a‖
2
2/(‖a‖2 · 1k‖a‖1) = ‖a‖2/‖a‖1,
which can be made arbitrarily close to one even with
the constraint aj ≥ α, j ∈ J. This shows the existence
of a coefficient distribution satisfying (19) as soon as
406kµ < 1, a much less restrictive condition leading
to k = O(p1/2). The reader may notice that such
distributions concentrate most of the energy of α on just
a few coordinates, so in a sense such vectors are much
sparser than k-sparse.
Example 2 (Spherical ensemble). Consider Do ∈ Rm×p a
typical draw from the spherical ensemble, that is a dictionary
obtained by normalizing a matrix with standard independent
Gaussian entries. As discussed above, condition (19) imposes
overall dimensionality constraints p . m2. Moreover, using
usual results for such dictionaries [see, e.g., 10], the condition





O(1), i.e., k = O(
√
m/ log p), while the condition in (18) is
satisfied as long as k = O(m) (which is weaker).
2) Noiseless case: exact recovery: In the noiseless case
(Mε = 0), (23) imposes no lower bound on admissible
regularization parameter. Hence, we deduce from Theorem 1
that a local minimum of E FX(·) can be found arbitrarily close
to Do, provided that the regularization parameter λ is small
enough. This shows that the reference dictionary Do itself is in
fact a local minimum of the problem considered by Gribonval











Note that here we consider a different random sparse signal
model, and yet recover the same results together with a new
extension to the noisy case.
3) Stability to noise: In the presence of noise, condi-
tions (22) and (23) respectively impose an upper and a lower
limit on admissible regularization parameters, which are only
compatible for small enough levels of noise
Mε . α(1− 2µk(Do)).
In scenarios where Cmin ≪ Cmax (i.e., when the left hand
side in (19) is large enough compared to its right hand side),
admissible regularization parameters are bounded from below
given (23) as λ̄ & MεMαCmax , therefore limiting the achievable
“resolution” r to







· κα · Do2 ·
k




Hence, with enough training signals and in the absence of
outliers, the main resolution-limiting factors are
• the relative noise level Mε/
√
E α2: the smaller the better;
• the level of typical “flatness” of α as measured by κα:
the peakier (the smaller κα) the better;
• the coherence of the dictionary as measured jointly by
µk(D
o) and kp · ‖[Do]⊤Do − I‖F : the least coherent the
better.
Two other resolution-limiting factors are the finite number
of training samples n and the presence of outliers, which we
now discuss.
B. Robust finite sample results
We now trade off precision for concision and express finite
sample results with two non-explicit constants C0 and C1.
Their explicit expression in terms of the dictionary and signal
model parameters can be tracked back by the interested reader
in the proof of Theorem 2 (Section IV-G), but they are left
aside for the sake of concision.
Theorem 2 (Robust finite sample results, bounded model).
Consider a dictionary Do ∈ D and a sparsity level k satisfying
the assumptions (17)-(18) of Theorem 1, and the Basic &
Bounded signal model (Assumptions A & B) with parame-
ters satisfying the assumption (19). There are two constants
C0, C1 > 0 independent of all considered parameters with the
following property.
Given a reduced regularization parameter λ̄ and a noise
level satisfying assumptions (22) and (23), a radius r satis-
fying (24) and (25), and a confidence level x > 0, when nin
training samples are drawn according to the Basic & Bounded
signal model with





























we have: with probability at least 1− 2e−x, the function D ∈
D 7→ FX(D) admits a local minimum D̂ such that ‖D −
D


















As soon as the dictionary is coherent, we have Cmin 6= 0,
hence the constraint (24) implies that the right hand side
of (29) scales as O(r2) = O(λ2). In the noiseless case,
this imposes a tradeoff between the seeked resolution r, the
tolerable total energy of outliers, and the number of inliers.



























where Ao is the lower frame bound of Do, i.e., such that
Ao‖x‖22 6 ‖(Do)⊤x‖22 for any signal x.
The factor M2α/E ‖α‖22 = “ sup ‖α‖22′′/E ‖α‖22 in the
right hand side of (28) is always greater than 1, but typically
remains bounded (note that if the distribution of α allows
outliers, they could be treated within the outlier model). In
the symmetric decaying model of Schnass [35] where α is
a randomly permuted and signed flipped version of a given
vector, this factor is equal to one.
Even though the robustness to outliers is expressed in (29)
as a control of ‖Xout‖2F /nin, it should really be consid-
ered as a control of an outlier to inlier energy ratio:
‖Xout‖2F /[ninE ‖α‖22], and similarly with a proper adaptation
in (30). One may notice that the robustness to outliers ex-
pressed in Theorem 2 is somehow a “free” side-effect of the
conditions that hold on inliers with high probability, rather than
the result of a specific design of the cost function FX(D).
1) Example: orthonormal dictionary: Consider p = m and
D
o an orthonormal dictionary in Rm×p. Since µk(Do) = 0,
Do2 = 1 and ‖[Do]⊤Do−I‖F = 0, assumption (18) reads2
k 6 p/64, assumptions (17) and (19) impose no constraint,
and Cmin = 0. Moreover, the reader can check that if Mε <
λ 6 α/4, then (22)-(25) hold for 0 < r < 2(λ−Mε)7Mα .
• Low-noise regime: if Mε < α/4 and k 6 p/64, then
choosing Mε < λ 6 α/4 yields:
– by Theorem 1 (the limit of large n), EFX(D) admits
a local minimum exactly at Do;
– by Theorem 2, even though the regularization pa-
rameter cannot be made arbitrarily small, we obtain
that for any confidence level x > 0 and arbitrary
small precision r > 0, FX(D) admits a local
minimum within radius r around Do with probability









2Improved constants in Theorem 1 are achievable when specializing to
orthonormal dictionaries, they are left to the reader.
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While the orthogonality of the dictionary remarkably
allows to achieve an arbitrary precision despite the
presence of noise, we still have to pay a price for
the presence of noise through a resolution-dependent
sample complexity.
• Noiseless regime (Mε = 0): with λ ≍ r, an arbitrary
resolution r is reached with a resolution independent
number of training samples
n = Ω(mp3 + xp2).
This is robust to outliers provided ‖Xout‖1,2/nin does not
exceed a resolution independent threshold.
The case of orthonormal dictionaries is somewhat special in
the sense that orthonormality yields Cmin = 0 and breaks
the forced scaling r ≍ λ̄ otherwise imposed by (24). Below
we discuss in more details the more generic case of non-
orthonormal dictionaries in the noiseless case.
2) Noiseless case: exact recovery and resolution indepen-
dent sample complexity: Consider now the noiseless case
(Mε = 0) without outlier (Xout = 0). In general we have
Cmin > 0 hence the best resolution r > 0 guaranteed by The-
orem 1 in the asymptotic regime is r = rmin , Cmin · λ̄ > 0.
When Cmax > 2Cmin, Theorem 2 establishes that the only
slightly worse resolution r = 2rmin can be achieved with
high probability with a number of training samples n which
is resolution independent. More precisely (28) indicates that
when M2α/E ‖α‖22 ≈ 1, it is sufficient to have a number of
training samples
n = Ω(mp3)
to ensure the existence of a local minimum within a radius r
around the ground truth dictionary Do, where the resolution
r can be made arbitrarily fine by choosing λ small enough.
This recovers the known fact that, with high probability, the
function F 0
X
(D) defined in (26) has a local minimum exactly
at Do, as soon as n = Ω(mp3). Given our boundedness
assumption, the probabilistic decay as e−x is expected and
show that as soon as n ≥ Ω(mp3), the infinite sample result
is reached quickly.
In terms of outliers, both (29) and (30) provide a control
of the admissible “energy” of outliers. Without additional
assumption on Do, the allowed energy of outliers in (29)
has a leading term in r2, i.e., to guarantee a high precision,
we can only tolerate a small amount of outliers as measured
by the ratio ‖Xout‖2F/nin. However, when the dictionary Do
is complete –a rather mild assumption– the alternate ratio
‖Xout‖1,2/nin does not need to scale with the targeted res-
olution r for r = 2Cminλ̄. In the proof, this corresponds to
replacing the control of the minimized objective function by
that of its variations.
The above described resolution-independent results are of
course specific to the noiseless setting. In fact, as described
in Section III-A3, the presence of noise when the dictionary
is not orthonormal imposes an absolute limit to the resolution
r > rmin we can guarantee with the techniques established in
this paper. When there is noise, [5] discuss why it is in fact
impossible to get a sample complexity with better than 1/r2
dependency.
IV. MAIN STEPS OF THE ANALYSIS
For many classical penalty functions g, including the con-
sidered ℓ1 penalty g(α) = λ‖α‖1, the function D 7→ FX(D)
is continuous, and in fact Lipschitz [21] with respect to the
Frobenius metric ρ(D′,D) , ‖D′−D‖F on all Rm×p, hence
in particular on the compact constraint set D ⊂ Rm×p. Given
a dictionary D ∈ D, we have ‖D‖F =
√
p, and for any radius
0 < r 6 2
√
p the sphere
S(r) , S(Do; r) = {D ∈ D : ‖D−Do‖F = r}
is non-empty (for r = 2
√






where we recall that for any function h(D) we define
∆h(D;D′) , h(D)−h(D′). Our proof technique will consist
in choosing the radius r to ensure that ∆FX(r) > 0 (with high
probability on the draw of X): the compactness of the closed
balls
B(r) , B(Do; r) = {D ∈ D : ‖D−Do‖F 6 r} (32)
will then imply the existence of a local minimum D̂ of D 7→
FX(D) such that ‖D̂−Do‖F < r.
A. The need for a precise finite-sample (vs. asymptotic) anal-
ysis
Under common assumptions on the penalty function g
and the distribution of “clean” training vectors x ∼ P, the
empirical cost function FX(D) converges uniformly to its
expectation Ex∼Pfx(D): except with probability at most 2e−x
[31, 41, 21], we have
sup
D∈D
|FX(D) − Ex∼Pfx(D)| 6 ηn. (33)
where ηn depends on the penalty g, the data distribution P, the
set S(r) (via its covering number) and the targeted probability
level 1− 2e−x. Thus, with high probability,






where fP(D) , Ex∼Pfx(D). (35)
As a result, showing that ∆fP(r) > 0 will imply that, with
high probability, the function D 7→ FX(D) admits a local
minimum D̂ such that ‖D̂ − Do‖F < r, provided that the
number of training samples n satisfies ηn < ∆fP(r)/2. For the
ℓ1 penalty g(α) = λ‖α‖1, the generative model considered in
Section II-C1, and the oblique manifold D, a direct application




explicit constant c. The desired result follows when the number
of training samples satisfies
n
logn





This is slightly too weak in our context where the interesting
regime is when ∆fP(r) is non-negative but small. Typically, in
the noiseless regime, we target an arbitrary small radius r > 0
through a penalty factor λ ≍ r and get ∆fP(r) = O(r2).
Since c is a fixed constant, the above direct sample complexity
estimates apparently suggests n/ logn = Ω(mpr−2), a num-
ber of training sample that grow arbitrarily large when the
targeted resolution r is arbitrarily small. Even though this is
the behavior displayed in recent related work [35, 5, 36], this is
not fully satisfactory, and we get more satisfactory resolution
independent sample complexity estimates n = Ω(mp) through
more refined Rademacher averages and Slepian’s lemma in
Section IV-G. Incidentally we also gain a logn factor.
B. Robustness to outliers
Training collections are sometimes contaminated by out-
liers, i.e., training samples somehow irrelevant to the con-
sidered training task in the sense that they do not share
the “dominant” properties of the training set. Considering a
collection X of nin inliers and nout outliers, and Xin (resp.
Xout) the matrix extracted from X by keeping only its columns
associated to inliers (resp. outliers), we have
(nin + nout) ·∆FX(r) ≥ nin ·∆FXin(r) + nout ·∆FXout(r).
As a result, the robustness of the learning process with respect
to the contamination of a “clean” training set Xin with outliers
will follow from two quantitative bounds: a lower bound
∆FXin(r) > 0 for the contribution of inliers, together with
an upper bound on the perturbating effects nout · |∆FXout(r)|
of outliers.
For classical penalty functions g with g(0) = 0, such as
sparsity-inducing norms, one easily checks that for any D we
have 0 6 nout ·FXout(D) 6 12‖Xout‖2F [see, e.g., 21] hence the
upper bound
nout · |∆FXout(r)| 6 12‖Xout‖
2
F . (36)
This implies the robustness to outliers provided that:
‖Xout‖2F < 2nin ·∆FXin(r).
In our context, in the interesting regime we have (with high
probability) ∆FXin(r) = O(r
2) with r arbitrarily small and
λ ≍ r. Hence, the above analysis suggests that ‖Xout‖2F/nin
should scale as O(r2): the more “precision” we require (the
smaller r), the least robust with respect to outliers.
In fact, the considered learning approach is much more
robust to outliers that it would seem at first sight: in
Section IV-G4, we establish an improved bound on nout ·
|∆FXout(r)|: under the assumption that Do is complete (i.e.,
D
o is a frame with lower frame bound Ao), we obtain when
λ ≍ r











i∈out ‖xi‖2. The upper bound on nout ·
|∆FXout(r)| now scales as O(r2) when λ ≍ r, and we have
robustness to outliers provided that














This is now resolution-independent in the regime λ̄ ≍ r.
C. Closed-form expression
As the reader may have guessed, lower-bounding ∆fP(r)
is the key technical objective of this paper. One of the main
difficulties arises from the fact that fx(D) is only implicitly
defined through the minimization of Lx(D,α) with respect to
the coefficients α.
From now on we concentrate on the ℓ1 penalty, g(α) =
λ‖α‖1. We leverage here a key property of the function fx.
Denote by α⋆ = α⋆x(D) ∈ Rp a solution of problem (2),
that is, the minimization defining fx. By the convexity of
the problem, there always exists such a solution such that,
denoting J , {j ∈ J1; pK; α⋆j 6= 0} its support, the dictionary
DJ ∈ Rm×|J| restricted to the atoms indexed by J has
linearly independent columns (hence D⊤J DJ is invertible) [16].
Denoting s⋆ = s⋆x(D) ∈ {−1, 0, 1}p the sign of α⋆ and J its
support, α⋆ has a closed-form expression in terms of DJ, x
and s⋆ [see, e.g., 44, 16]. This property is appealing in that it
makes it possible to obtain a closed-form expression for fx,
provided that we can control the sign pattern of α⋆. In light
of this remark, it is natural to define:
Definition 2. Let s ∈ {−1, 0, 1}p be an arbitrary sign vector





2‖x−Dα‖22 + λs⊤α. (38)
Whenever D⊤J DJ is invertible, the minimum is achieved at





























Lx(D,α) = Lx(D, α̂).
(41)
Hence, with s⋆ the sign of a minimizer α⋆, we have
fx(D) = φx(D|s⋆). While α⋆ is unknown, in light of the
generative model x = Doαo+ε for inliers (see Section II-C1),
a natural guess for s⋆ is so = sign(αo).
D. Closed form expectation and its lower bound
Under decorrelation assumptions, one can compute
∆φP(D;D
o|so) , E ∆φx(D;Do|so). (42)
We use the shorthands GoJ = GJ(D







Proposition 1. Assume that both δk(D
o) < 1 and δk(D) < 1
so that DJ and D
o
J have linearly independent columns for any


















2 · EJTr (H
o
J −HJ) . (43)
The proof is in Appendix B. In light of this result we switch
to the reduced regularization parameter λ̄ , λ
E |α| . Our main
bound leverages Proposition 1 and Lemma 7 (Appendix C).










Under the basic signal model (Assumption A):
• when λ̄ 6 1/4, for any r 6 0.15 we have, uniformly for
all D ∈ S(r;Do):
∆φP(D;D















• if in addition λ̄ < 320Cmin , then rmin(λ̄) < 0.15 and
the lower bound in (46) is non-negative for all r ∈
(rmin(λ̄), 0.15].
The proof is in Appendix C.
E. Exact recovery
The analysis of ∆φP(D;D
o|so) would suffice for our
needs if the sign of the minimizer α̂x(D) was guaranteed
to always match the ground truth sign so. In fact, if the
equality sign(α̂x(D)) = s
o held unconditionally on the radius
r, then the analysis conducted up to Proposition 2 would
show (assuming a large enough number of training samples)
the existence of a local minimum of FX(·) within a ball
B((1+o(1))rmin). Moreover, given the lower bound provided
by Proposition 2, the global minimum of FX(·) restricted over
the ball B((1 + o(1))rmin) would in fact be global over the
potentially much larger ball B(0.15).
However, with the basic signal model (Assumption A), the
equality ∆fx(D;D
o) = ∆φx(D;D
o|so) has no reason to
hold in general. This motivates the introduction of stronger
assumptions involving the cumulative coherence of Do and
the bounded signal model (Assumption B).
Proposition 3 (Exact recovery; bounded model). Let Do be






Consider the bounded signal model (Assumption B), λ̄ 6
α






· (1− 2µok). (48)







Cmax · λ̄− r
)
, (49)
then, for D ∈ D such that ‖D − Do‖F = r, α̂x(D|so) is
almost surely the unique minimizer in Rp of α 7→ 12‖x −
Dα‖22 + λ‖α‖1, and we have
sign(α̂x(D|so)) = so (50)




F. Proof of Theorem 1






. Hence, by (22) we
have









2 · E |α|
)
,
where we use the inequality α 6 E |α|. Assump-
tions (17) and (18) imply (44) and (45), and we have
λ̄ 6 min(14 ,
3
20Cmin
), hence we can leverage Proposition 2.
Similarly, assumption (17) implies (47), and we have λ̄ 6
α
2·E |α| , hence we can also apply Proposition 3. Furthermore,
assumption (19) implies Cmin < Cmax, and we have λ̄ 6 14 ,
hence 23Cmin · λ̄ · (1+ 2λ̄) 6 Cmin · λ̄ < Cmax · λ̄. Finally, the
fact that λ̄ 6 α2·E |α| further implies Cmax · λ̄ 6 0.15. Putting
the pieces together, we have 23Cmin · λ̄ · (1+2λ̄) 6 Cmin · λ̄ <
Cmax · λ̄ 6 0.15, and for any r ∈
(











r − Cmin · λ̄
)
> 0. (53)
as soon as the relative noise level satisfies (49).
G. Proof of Theorem 2
In order to prove Theorem 2, we need to control the
deviation of the average of functions ∆φxi(D;D
o|so) around
its expectation, uniformly in the ball {D, ‖D−Do‖F 6 r}.
1) Review of Rademacher averages.: We first review results
on Rademacher averages. Let F be a set of measurable
functions on a measurable set X , and n i.i.d. random vari-
ables X1, . . . , Xn, in X . We assume that all functions are
bounded by B (i.e., |f(X)| 6 B almost surely). Using usual






















where εi, 1 6 i 6 n are independent Rademacher random
variables, i.e., with values 1 and −1 with equal probability 12 .








is convex. Therefore, if η is an
independent standard normal vector, by Jensen’s inequality,
12














































only changes by at
most 2B/n when changing a single of the n random
variables. Therefore, by Mac Diarmid’s inequality, we obtain


































Note that in the equation above, we may also consider the
absolute value of the deviation by redefining F as F ∪ (−F).
We may now prove two lemmas that will prove useful in
our uniform deviation bound.
Lemma 1 (Concentration of a real-valued function on matrices
D). If h1, . . . , hn are random real-valued i.i.d. functions on
{D, ‖D − Do‖F 6 r}, such that they are almost surely
bounded by B on this set, as well as, R-Lipschitz-continuous
(with respect to the Frobenius norm). Then, with probability





























Proof. Given Eq. (54), we only need to provide an upper-








∣ for η a stan-
dard normal vector. Conditioning on the draw of functions













o)ij , where η and ζ are standard Gaussian vectors. We
have, for all D and D′, E|AD − AD′ |2 6 R
2
n ‖D−D′‖2F =
E|CD − CD′ |2.
Hence, by Slepian’s lemma [30, Sec. 3.3],







. Thus, by applying the above
reasoning to the functions hi and −hi and taking the















Lemma 2 (Concentration of matrix-valued function on ma-
trices D). Consider g1, . . . , gn random i.i.d. functions on
{D, ‖D − Do‖F 6 r}, with values in real symmetric
matrices of size s. Assume that these functions are almost
surely bounded by B (in operator norm) on this set, as well as,
R-Lipschitz-continuous (with respect to the Frobenius norm,
i.e., gi(D)2 6 B and gi(D)−gi(D′)2 6 R‖D−D′‖F ).



































Proof. For any symmetric matrix M, M2 =




























for η a standard normal vector. We thus consider two Gaus-




















i=1 ξizi, where η and ζ are, again, standard



















′‖22 = E|CD,z − CD′,z′ |2.





































2) Decomposition of ∆φx(D;D
o|so).: Our goal is to uni-
formly bound the deviations of D 7→ ∆φx(D;Do|so) from its
expectation on S(Do; r). With the notations of Appendix D,












o) := 12 [α







For the first term, by Lemma 9 in Appendix D, the function
h on B(Do; r) is almost surely L-Lipschitz-continuous with
respect to the Frobenius metric and almost surely bounded by




























We can thus apply Lemma 1, with B = c = Lr and R = L.
Regarding the second term, since (I − PJ)Dαo = (I −
PJ)DJα
o















where A ⊗ B denotes the Kronecker product between two
matrices (see, e.g., [22]). Thus, with g(D) = αo[αo]⊤ ⊗ (I−
PJ) a random matrix-valued function with s = mp, we have
an upper-bound of B′ = M2α (as the eigenvalues of A ⊗ B
are products of eigenvalues of A and eigenvalues of B [22])
and, by Lemma 4 and Lemma 5 in Appendix D, a Lipschitz-
constant R′ = M2α(1− δ)−1/2. We may thus apply Lemma 2
to show that uniformly, the deviation of ∆φα,α(D;D
o) are
bounded by ‖vec(D − Do)‖22 = r2 times the deviations of
g(D) in operator norm.
We thus get, with probability at least 1− 2e−x, deviations







































We notice that R′r = M2αr/
√
1− δ < B′ since r <
√
1− δ,





















Overall, with probability at least 1 − 2e−x, the devi-
ations of D 7→ ∆φx(D;Do|so) from its expectation









3) Sample complexity.: As briefly outlined in Section IV-A,
with nin inliers, the existence of a local minimum of FX(·)
within a radius r around Do is guaranteed with probability at
least 1−2e−x as soon as 2ηnin < ∆fP(r). Combining with the
asymptotic lower bound (53) and the above refined uniform









































By (17) we have max(δk(D
o), δk(D
o)) 6 1/4, hence
2
√
1 + δk(Do) 6
√





1− δk(Do) − r ≥
√
3/4 − 0.15 ≥
√























































yield our main sample complexity result (28).
4) Robustness to outliers.: In the presence of outliers, we
obtain the naive robustness to outliers (29) in Theorem 2
using the reasoning sketched in Section IV-B. with the naive
bound (36). Obtaining the “resolution independent” robustness
result (30) requires refining the estimate of the impact of
outliers on the cost function FX(D) by gaining two factors:
one factor O(r) (thanks to a Lipschitz property), and one factor
O(λ) (thanks to the completeness of the dictionary).
a) Gaining a first factor O(r) using a Lipschitz property.:
The arguments of [21, Lemma 3 and Corollary 2] can be
straightforwardly adapted to show that for any signal x, the
function D 7→ fx(D) is uniformly locally Lipschitz on the
convex ball {D ∈ Rm×p : ‖D−Do‖F 6 r} (not restricted to
normalized dictionaries). Its Lipschitz constant is bounded by
Lx(r) , sup‖D−Do‖F6r Lx(D) with Lx(D) , ‖α‖2 · ‖x−
Dα‖2. where we denote α = αx(D) a coefficient vector








Compared to the naive bound (36), we already gained a first
factor r, provided we uniformly bound the Lipschitz constants
Lx(r).









we first show that ‖α‖2 6 C(D) · ‖x‖2. Indeed, denoting P
the orthonormal projection onto span(D), by definition of α






















Specializing to the minimum ℓ1 norm vector β such that
Dβ = Px yields
‖α‖2 6 ‖α‖1 6 ‖β‖1 6 C(D) · ‖Px‖2 6 C(D) · ‖x‖2.
To complete the control of Lx(D) = ‖α‖2 · ‖x −Dα‖2 we
now bound ‖x−Dα‖2. A first approach that does not require
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any further assumption on D consists in specializing (57) to
β = 0, yielding ‖x−Dα‖2 6 ‖x‖2, Lx(D) 6 C(D) · ‖x‖22,
and finally





However, as the reader may have noticed, this still lacks one
O(r) factor for our needs. This is obtained in the regime
of interest λ ≍ r under the assumption that D is complete










By the well known optimality conditions for the ℓ1 regression
problem, α = α̂x(D) satisfies ‖D⊤(x−Dα)‖∞ = λ, hence
‖x−Dα‖2 6 C′(D) · ‖D⊤(x−Dα)‖∞ 6 C′(D) · λ.




‖xi‖2 · E|α| · C(r) · C′(r) · rλ̄. (58)
To conclude, we now bound C(r) and C′(r). Note that as
soon as Dβ = u, since ‖u‖22 = 〈β,D⊤u〉 6 ‖β‖1‖D⊤u‖∞,
we have C′(D) 6 C(D).
Lemma 3. Assume D ∈ Rm×p is a frame with lower frame
bound A such that A‖x‖22 6 ‖D⊤x‖22 for any signal x. Then
C′(D) 6
√






· 1 + δk(D)√
1− δk(D)
.
Proof. For any x we have ‖D⊤x‖2∞ ≥ ‖D⊤x‖22/p ≥
A‖x‖22/p hence the bound on C′(D). To bound C(D) we
define PT the orthoprojector onto span(DT ) where T ⊂ J1; pK,
r0 = x and for i ≥ 1
Ti = arg max
|T |6k
‖PT ri−1‖2
ri = ri−1 − PTiri−1
αi s.t. PTiri−1 = DTiαi.
We notice that for any r
sup
|T |6k












As a result for any i ≥ 1, ‖ri‖22 = ‖ri−1‖22 − ‖PTiri−1‖22 6






























































We may now provide a control on both C′(r) and C(r).
Corollary 1. Assume Do ∈ Rm×p is a frame with lower
frame bound Ao such that Ao‖x‖22 6 ‖(Do)⊤x‖22 for









2−1 and δ = δ(r) , 1−(
√
1− δk(Do)−










Proof. From the proof of Lemma 4, for any D such that ‖D−
D
o‖F 6 r, we have δk(D) 6 δ. Using a similar reasoning,
we get: δk(D) 6 δ. Moreover, using the triangular inequality,
we have
‖D⊤x‖2 ≥ ‖[Do]⊤x‖2−‖(Do−D)⊤x‖2 ≥
√
Ao‖x‖2−r‖x‖2,
and thus with A = Ao/4 and r 6
√
Ao/2, Do is a frame with
lower frame bound A. We may thus apply the lemma above,
to obtain the desired results.
c) Summary.: With the assumptions of Theorem 2, we















i∈out ‖xi‖2. Assumption (17) implies
δk(D
o) 6 1/4, and the other assumptions of Theorem 2 imply
r < 0.15. It follows that
8
1 + δ√
1− δ 6 8
(
√




With this refined bound, we obtain the “resolution indepen-
dent” robustness result (30) in Theorem 2 using the same
reasoning sketched in Section IV-B with the naive bound (36).
V. CONCLUSION AND DISCUSSION
We conducted an asymptotic as well as precise finite-sample
analysis of the local minima of sparse coding in the presence
of noise, thus extending prior work which focused on noiseless
settings [19, 17]. Given a probabilistic model of sparse signals
that only combines assumptions on certain first and second
order moments, and almost sure boundedness, we have shown
that a local minimum exists with high probability around the
reference dictionary, under cumulative-coherence assumptions
on the ground truth dictionary. We have shown the robustness
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of the approach to the presence of outliers, provided a certain
“outlier to inlier energy ratio” remains small enough. In
contrast to related prior work, the sample complexity estimates
we obtained are independent of the precision of the predicted
recovery. Similarly, the admissible level of outliers under some
additional completeness assumption has been shown to be
harmless to the targeted resolution.
Our study could be further developed in multiple ways.
First, we may target more realistic of widely accepted gen-
erative models for αo such as the spike and slab models
of Ishwaran and Rao [23], or signals with compressible
priors [20]. Second, one may want to deal with other constraint
sets D on the dictionary to deal with related problems such as
structured dictionary learning [21] or blind calibration. This
may yield improved sample complexity estimates where, e.g.,
a factor mp could be replaced with the upper box-counting
dimension of D. Moreover, more refined estimates in the spirit
of [31] could possibly provide sample complexity estimates
that no longer depend on the signal dimension m, or fast
rates ηn = O(1/n), rather than ηn = O(1/
√
n) which would
both translate into better sample complexity estimates (e.g.,
mp2 rather than mp3 with fast rates). Note here that the
lower-bound recently proved by Jung et al. [26] leads to a
sample complexity of at least p2, which still leaves room for
improvement (either for the lower or upper bounds).
Third, the analysis could potentially be extended to other
penalties than ℓ1, e.g., with mixed norms promoting group
sparsity. A related problem is that of considering complex-
valued rather than only real-valued dictionary learning prob-
lems. The recent results of Vaiter et al. [42] establishing the
stable recovery of a generalized notion of “support” through a
generalized irrepresentability condition might be instrumental
with this respect.
a) Beyond exact recovery, and beyond coherence ?:
The spirit of our analysis, as described in Section IV, is
that one can approximate the empirical cost function D 7→
∆FX(D;D
o) by the expectation of the idealized cost function
D 7→ Ex∆φx(D;Do|so) (Proposition 1). A simple restricted
isometry property is enough to show the existence of a local
minimum of the latter which is both close to Do (Proposi-
tion 2) and global on a large ball around Do. However, we use
more heavy artillery to control how closely ∆FX is approxi-
mated by Ex∆φx: a cumulative coherence assumption coupled
with the assumption that nonzero coefficients are bounded
from below. Using exact recovery arguments (Proposition 3),
this implies that in a neighborhood of Do of controlled (but
small) size, we have almost surely equality between φx(D)
and fx(D).
While this route has the merit of a relative simplicity3, it is
also introduces several limitations:
• limited sparsity: the cumulative coherence assumption
restricts much more the admissible sparsity levels than
a simple restricted isometry property assumption.
• local vs global: Proposition 3 controls the quality of the
approximation of E∆FX by Ex∆φx on a neighborhood
whose size r cannot exceed O(λ). In contrast, using
3From a certain point of view . . .
only a RIP assumption, Proposition 2 provides a lower
bound (46) of D 7→ Ex∆φx(D;Do|so) which is valid
on a large neighborhood of Do of radius r = O(1).
Even though dictionaries in Rm×p can be at much higher
mutual Frobenius distances that O(1), one cannot envi-
sion to significantly improve over the radius r = O(1)
for which E∆FX(r) > 0. To see why, consider D
a dictionary of coherence µ1(D), and i, j a pair of
distinct atoms such that |[di]⊤dj | = µ1(D). Consider
D
′ obtained by permuting these two atoms and possibly
flipping the sign of one of them: then FXD
′) = FX(D),
and ‖D′ −D‖2F = 2‖di ± dj‖22 = 2 − 2µ1(D). Hence,
D
′ is within radius r 6
√
2(1− µ1(D)) = O(1) of D
(in the Frobenius distance) but ∆FX(D
′;D) = 0.
Of course, Proposition 3 is sufficient to prove the desired
existence of a local minimum D̂ of D 7→ E∆FX(D)
(Theorem 1). However, controlling the quality of the
approximation of E∆FX by Ex∆φx on a much larger
neighborhood would seem desirable, since it would show
that D̂ is not only a local minimum, but also that it is
global over a ball of large radius r = O(1) around Do.
This has the potential of opening the way to algorithmic
results in terms of the practical optimization of FX(D)
rather than just properties of this cost function, in the
spirit of the recent results [2] etc. establishing the size
of the basin of convergence of an alternate minimization
approach based on exact ℓ1 minimization.
To address the above limitations, one can envision an
analysis that would replace the assumption on µk(D
o) by
an assumption on δk(D
o). This would imply, e.g., to replace
Lemma 11 and Lemma 12 to obtain recovery results with
high probability rather than almost surely, through an explicit
expression of α̂x(D|so)−αo and a control of its ℓ∞ norm with
high probability, in the spirit of Candès and Plan [10]. As a by-
product of such improvements, one can expect to remove the
unnecessarily conservative assumption (12) involving α, but
also replacing α with E |α| in Theorem 1 (assumption (22))
and Theorem 2, as well as replacing Mα and Mε with
expected values rather than worst case quantities. To support
these improvements, a promising approach consists in exploit-
ing convex duality to directly lower bound FX(D)−FX(Do)
without resorting to exact recovery. This also has the po-
tential to yield guarantees where assumption (19) is relaxed,
thus encompassing very overcomplete dictionaries beyond the
p . m2 barrier faced in this paper.
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APPENDIX
A. Expression of ∆φx(D;D
′|so)


























Since x = Doαo + ε = DoJ[α






















=∆φα,α +∆φα,ε +∆φε,ε +∆φs,α +∆φs,ε +∆φs,s














′) , −λs⊤J ([D′J]+ −D+J )Doαo
∆φs,ε(D;D










B. Expectation of ∆φx(D;D
o|so)







∆φs,α , −λs⊤J (I−D+J Do)αo (60)
Moreover, under the basic signal model (Assumption A), by
the decorrelation between α and ε we have
E{∆φα,ε} = E{∆φs,ε} = 0.














εε⊤ · (PoJ −PJ)
)









· Tr (HoJ −HJ) .
Since PJ is an orthoprojector onto a subspace of dimension



























2 · EJ {Tr (H
o
J −HJ)} .
C. Proof of Proposition 2
The lower bound for ∆φP(D;D
o|so) relies on a series of
lemmatas whose proof is postponed to Appendix D.
Lemma 4. Let D ∈ Rm×p be a dictionary such that δk(D) <













Moreover, for any D′ such that ‖D′ − D‖F 6 r <
√
1− δk(D) we have
1− δk(D′) ≥ (
√
1− δk(D)− r)2 , 1− δ (63)
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Lemma 5. For any δ < 1, D,D′ such that
max(δk(D), δk(D
′)) 6 δ, and J of size k, we have
I−D+J D′J2 6 (1− δ)−1/2 ‖D−D′‖F
H
′
J −HJ2 6 2(1− δ)−3/2 ‖D−D′‖F
[D′J]
+ −D+J  6 2(1− δ)−1 ‖D−D′‖F
P
′
J −PJ2 6 2(1− δ)−1/2 ‖D−D′‖F .
Lemma 6. Denote D the oblique manifold. Given any
D1,D2 ∈ D, there exists a matrix W ∈ Rm×p with
diag(D⊤W) = 0 and diag(W⊤W) = I, i.e., W =
[w1, . . . ,wp], wj ⊥ dj1, ‖wj‖2 = 1, j ∈ J1; pK, and a vector
θ , θ(D1,D2) ∈ [0, π]p such that
D2 = D1C(θ) +WS(θ) (64)
C(θ) , Diag(cos θ) (65)
S(θ) , Diag(sinθ) (66)
where cosθ (resp. sinθ) is the vector with entries cosθj (resp.
sinθj). Moreover, we have
2
π





6 θj , ∀j, (67)
2
π
‖θ‖2 6 ‖D2 −D1‖F 6 ‖θ‖2 (68)
Vice-versa, D1 = D2C(θ) +W
′
S(θ) where W′ has its unit
columns orthogonal to those of D2.
The above lemma involves θ(·, ·), with is related to the
geodesic distance ‖θ‖2 on the oblique manifold D [1]. Our
main technical bounds exploit this distance.
Lemma 7. Consider two dictionaries D,Do ∈ Rm×p and
scalars δ, A,B such that
A ≥ max
{
‖D⊤D− I‖F , ‖[Do]⊤Do − I‖F )
}
(69)
B ≥ max {D2, Do2} (70)
δ ≥ max{δk(D), δk(Do)}. (71)



























Equipped with these lemmatas we first establish a lower
bound on ∆φP(D;D
o) for a fixed pair D,Do.
Lemma 8. Consider two dictionaries D,Do ∈ Rm×p and
scalars δ, A,B such that (69)-(70)-(71) hold. Consider the
basic signal model (Assumption A) and assume that the










Then, we have the lower bound
∆φP(D;D
















(1− δ)2 . (77)
Proof. Under the basic signal model, applying Proposition 1
and Lemma 7, yields the bound
∆φP(D;D















By assumption (75) it follows that
∆φP(D;D
o) ≥ E α24 kp‖θ‖2
·
[
‖θ‖2 − (1 + 2λ̄) · λ̄κ2α · kp · 2AB(1−δ)2
]
.
We conclude using the fact that ‖θ‖2 ≥ ‖D−Do‖F .
We now show that the lower bound does not only hold for
a given pair D,Do: given Do, we identify a radius r such
that ∆φP(D;D
o) > 0 for any D ∈ S(r). This establishes
Proposition 2.
Proof of Proposition 2. Define the shorthands
Ao , ‖[Do]⊤Do − I‖F and Bo , Do2. Consider




6 Bo + ‖D−Do‖F = Bo + r 6 Bo + 1
‖D⊤D− I‖F 6 ‖D⊤D−D⊤Do‖F
+‖D⊤ − [Do]⊤‖F · Do2
+‖[Do]⊤Do − I‖F
6 D⊤2 · ‖D−Do‖F
+‖D⊤Do − [Do]⊤Do‖F +Ao
6 Ao + 2Br = Ao + 2(Bo + 1)r
By construction, assumptions (69)-(70) of Lemma 9 therefore
hold with B , Bo+1 and A , Ao+2Br. Denoting δ , 1/2
and δo , δk(D
o) we have δo 6 δ < 1. Since λ̄ 6 1/4 and




























1− δo − r ≥
√
1− δ, that is to say the remaining assump-
tion (71) of Lemma 9 holds with δ, and we can leverage
Lemma 9. This yields
∆φP(D;D
o) ≥ E α24 · kp · ‖D−D
o‖F ·
[
‖D−Do‖F − γ2 AB
]
with
γ , (1 + 2λ̄) · λ̄κ2α · kp 4B
2
(1−δ)2





· λ̄κ2α 6 38
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where we used (45) once more. Since γ 6 3/8 6 1/2 and
‖D−Do‖F = r we have
‖D−Do‖F − γ2 AB = r − γ
(Ao+2Br)





r − γ AoB
)
.







BAo = 23Cmin(1+2λ̄)λ̄ = rmin(λ̄)
we have shown that holds (46) for any r 6 0.15 and D ∈
S(r;Do). Finally, since 1 + 2λ̄ 6 3/2, the assumption that




· λ̄ · 23Cmin <
0.15.
D. Control of h(D)
To obtain finite sample results in Section IV-G, we need to
control h(D) = ∆φx(D;D
o|so)−∆φα,α(D;Do).
Lemma 9. Consider a dictionary Do ∈ Rm×p, k and r > 0
such that r <
√




1− δk(Do)− r > 0.
Under the Bounded signal model (Assumption B), the function
h(D) is almost surely Lipschitz on B(Do; r) with respect to
the Frobenius metric ρ(D′,D) , ‖D′ −D‖F , with Lipschitz




















As a consequence, |h(D)| = |h(D)− h(Do)| is almost surely
bounded on B(Do; r) by c , Lr.
Proof. Denote ρ = ‖D′ − D‖F . Combining Lemma 4 and
Lemma 5 we bound the operator norms of the matrix differ-
ences appearing in the terms ∆φα,ε(D;D
′) to ∆φs,s(D;D′)
in Equation (60):
|∆φα,ε(D;D′)| 6 Mε · P′J −PJ2 ·
√
1 + δk(Do)Mα
6 ρ · 2Mε
√















6 ρ ·M2ε (1− δ)−1/2
|∆φs,ε(D;D′)| 6 λ
√
k · [D′J]+ −D+J 2 ·Mε
6 ρ · 2λ
√





J −HJ2 · k
6 ρ · λ2k · (1− δ)−3/2
Since h(D)− h(D′) = ∆φx(D;D′|so)−∆φα,α(D;D′), we
obtain the desired bound on the Lipschitz constant by summing
the right hand side of the above inequalities. To conclude,
observe that h(Do) = 0.
Lemma 10. Consider D ∈ Rm×p with normalized columns
and J ⊆ J1; pK with |J| 6 k. We have δk(D) 6 µk−1(D)
hence D⊤J DJ − I2 6 µk−1(D), and DJD⊤J 2 =
D⊤J DJ2 6 1 + µk−1(D). Similarly, it holds
D⊤J DJ − I∞ 6 µk−1(D), D⊤J DJ∞ 6
1 + µk−1(D) and D⊤JcDJ∞ 6 µk(D). If we further






















Proof. These properties are already well-known [see, e.g. 40,
16].
Lemma 11. Consider a dictionary D ∈ Rm×p, a support
set J ⊆ J1; pK such that D⊤J DJ is invertible, a sign vector







J x− λ(D⊤J DJ)−1s
)
= s,
‖D⊤Jc(I−PJ)x‖∞ + λD⊤JcDJ(D⊤J DJ)−1∞ < λ,
then α̂x(D|s) is the unique solution of minα∈Rp [ 12‖x −
Dα‖22 + λ‖α‖1] and we have sign(α̂J) = s.
Proof. We first check that α̂ is a solution of the Lasso
program. It is well-known [e.g., see 16, 44] that this statement
is equivalent to the existence of a subgradient z ∈ ∂‖α̂‖1
such that −D⊤(x−Dα̂) + λz = 0, where zj = sign(α̂j) if
α̂j 6= 0, and |zj | 6 1 otherwise. We now build from s such
a subgradient. Given the definition of α̂ and the assumption
made on its sign, we can take zJ , s. It now remains to find
a subgradient on Jc that agrees with the fact that α̂Jc = 0.
More precisely, we define zJc by
λzJc , D
⊤
Jc(x−Dα̂) = D⊤Jc(I−PJ)x+λD⊤JcDJ(D⊤J DJ)−1s.
(79)
Using our assumption, we have ‖zJc‖∞ < 1. We have
therefore proved that α̂ is a solution of the Lasso program.
The uniqueness comes from [44, Lemma 1].
Lemma 12. Consider x = DoJα
o
J+ε for some (D
o,αo, ε) ∈
R
m×p×Rp×Rm, so the sign of αo and J its support. Consider







λ+ ‖D⊤J (x−Dαo) ‖∞
]
.
Proof. The proof consists of simple algebraic manipulations.
We plug the expression of x into that of α̂, then use the
triangle inequality for ‖.‖∞, along with the definition and the
sub-multiplicativity of .∞.
Lemma 13. Assume that µk(D) 6 µk < 1/2. If
min
j∈J
|[αo]j | ≥ 2λ (80)
‖x−Dαo‖2 < λ(1 − 2µk). (81)
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then α̂x(D|so) is the unique solution of minα∈Rp [ 12‖x −
Dα‖22 + λ‖α‖1].
Proof. Since ‖dj‖2 = 1 for all j, we have by assumption (81):
‖D⊤J (x−Dαo)‖∞ 6 ‖x−Dαo‖2 < λ(1− 2µk)(82)
‖D⊤Jc(I−PJ)x‖∞ 6 ‖(I−PJ)x‖2
6 ‖x−Dαo‖2 < λ(1− 2µk)(83)
where we use the fact that by definition of the orthogonal
projector PJ on the span of DJ, the vector PJx is a better
approximation to x than Dαo = DJα
o


















































We conclude that sign(α̂) = sign(αo). There remains to prove
that α̂ is the unique solution of the Lasso program, using









The quantity above is first upper bounded by
‖D⊤Jc(I−PJ)x‖∞ + λµk/(1− µk),
and then, exploiting the bound (83), upper bounded by
λ(1 − 2µk) + λµk/(1− µk) < λ. Putting together the pieces
with sign(α̂) = sign(αo), Lemma 11 leads to the desired
conclusion.
Proof of Proposition 3. First observe that almost surely
‖x−Dαo‖2 = ‖[Do −D]J[αo]J‖2 + ‖ε‖2
6 [D−Do]J2 · ‖[αo]J‖2 +Mε
6 ‖D−Do‖F ·Mα +Mε.
Now, since µk−1(Do) 6 µok 6 1/2, using Lemma 14 below
and the shorthand r = ‖D−Do‖F , we have
λ(1− 2µk(D)) − ‖D−Do‖FMα −Mε
≥ λ(1 − 2µok)−Mαr − 2λ
√
k(2 + 1/2)r −Mε
















k 6 Mα2 . For r < Cmax · λ̄, the
assumption on the noise level implies that ‖D−Do‖FMα +
Mε < λ(1 − 2µk(D)), hence we can apply Lemma 13. We
conclude by observing that the result applies in particular to
D = Do.
Lemma 14. Consider D,Do ∈ Rm×p with normalized




k · r · [2 + µk−1(Do)]. (84)
Proof of Lemma 14. Consider J ⊆ J1; pK with |J| 6 k and
j /∈ J . By the triangle inequality
‖D⊤J dj‖1





















kr [1 + µk−1(D
o) + 1] .
The final section of this appendix gathers technical lemmas
required by the main results of the paper.
E. Proof of Lemma 4





· I  D⊤J DJ. As
a result, D⊤J DJ is invertible so HJ is indeed well defined,
and HJ2 = (D
⊤
J DJ)
−12 6 1/(1 − δk(D)). Moreover
D
+












Consider now D′. By the triangle inequality for any J of
size k and z ∈ RJ we have









where we used the fact that D′J −DJ2 6 ‖D′J −DJ‖F 6
‖D′ −D‖F .
F. Proof of Lemma 5
The assumptions combined with Lemma 4 yield
max(HJ2, H
′





2) 6 (1 − δ)−1/2.
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Moreover, denoting r = ‖D−D′‖F , we have
DJ −D′J2 6 ‖DJ −D′J‖F 6 r. It follows that
I−D+J D′J2 = D+J (DJ −D′J)2 6 D+J 2r
6 r(1 − δ)−1/2
H
′




























































J −PJ2 6 [D′J]+2r + rD+J 2
6 2r(1− δ)−1/2.
G. Proof of Lemma 6
Each column d
j
2 of D2 can be uniquely expressed as
d
j




z = 0. Since




j , for some θj ∈ [0, π] and some unit
vector wj orthogonal to d
j
1 (except for the case θj ∈ {0, π},
the vector wj is unique). The sign indetermination in wj
is handled thanks to the convention sin(θj) ≥ 0. We have
‖θ‖∞ 6 π and
‖dj2 − dj1‖22 = ‖(1− cos(θj))dj − sin(θj)wj‖22
= (1− cos(θj))2 + sin2(θj)
= 2(1− cos(θj)) = 4 sin2(θj/2).
We conclude using the inequalities 2π 6
sinu
u 6 1 for 0 6 u 6
π/2. The result when we interchange D1 and D2 is obvious,
and θ(D1,D2) = θ(D2,D1) since ‖dj1−dj2‖2 = ‖dj2−dj1‖2
for all j.
H. Proof of Lemma 7
The proof of Lemma 7 will exploit the following lemmata.
Lemma 15. Let J ⊂ p be a random support and denote by
δ(i) , 1J(i) the indicator function of J. Assume that for all
i 6= j ∈ J1; pK
E{δ(i)} = k
p
E{δ(i)δ(j)} = k(k − 1)
p(p− 1) .
Then for any integer m and matrices A,B ∈ Rm×p such that





EJ{‖A⊤J BJ‖2F } =
k(k − 1)
p(p− 1) · ‖A
⊤
B‖2F (86)



























Lemma 16. Assume that
δ ≥ max {δk(D), δk(Do)}
A ≥ max
{
‖D⊤D− I‖F , ‖[Do]⊤Do − I‖F )
}















where the expectation is taken over all sup-










(1− δ)2 . (88)
Proof. Since HJGJ = I, using the RIP assumption and
Lemma 4 we obtain




‖off(HJHoJ)‖F 6 ‖HJHoJ − I‖F
= ‖(HJ − I)HoJ + (HoJ − I)‖F
6
1










In the following, KJ denotes either HJ or HJH
o
J, and Wk
either Uk or Vk. For any J, J









J∩J′KJIJ∩J′ , where we recall that IJ∩J′ is the
restriction of the p×p identity matrix I to its columns indexed
by J ∩ J ′. We obtain
‖off(Wk)‖2F




















Using Lemma 15 we obtain
‖off(Wk)‖2F 6 EJ k(k−1)p(p−1) ‖off(KJ)‖
2
F
Specializing to Uk and using again Lemma 15 we obtain






























‖I−D⊤D‖2F + ‖I− [Do]⊤Do‖2F
}




We can now proceed to the proof of Lemma 7.
a) Proof of Equation (72): We write D = DoC(θ) +
WS(θ) using Lemma 6. For simplicity we first assume that
θj 6= π/2, for all j ∈ J1; pK. Hence, the matrix C(θ) is
invertible and Do = DC−1−WT with T = Diag(tan(θj)).








= ‖[WT]J‖2F − ‖PJ[WT]J‖2F .
For the first term, by Lemma 15, we have
EJ ‖[WT]J‖2F = kp‖WT‖
2
F
For the second term, since PJ = DJHJD
⊤
J , using Lemma 4,
we have the bound
‖PJ[WT]J‖2F 6 HJ2‖D⊤J [WT]J‖2F 6 11−δ‖D
⊤
J [WT]J‖2F ,
Now, by Lemma 15,





















To conclude, we observe that since ‖wj‖2 = 1 and tanu ≥ u











Finally, by continuity the obtained bound also holds when
θj = π/2 for some j.
b) Proof of Equation (73): Applying Lemma 6 , we write
D

























The first term is simple to handle since we have, by Lemma 15



















































∣ 6 ‖off(Uk)‖F · ‖D⊤WS‖F
6 ‖off(Uk)‖F ·B · ‖WS‖F .
Since ‖wj‖2 = 1 and sinu 6 u for 0 6 u 6 π/2, we have
‖WS‖F 6 ‖θ‖2, and we conclude the proof using Lemma 16
and the fact that (k − 1)/(p− 1) 6 k/p.




similarly for HoJ we have
H
o
























Since diag(D⊤D− [Do]⊤Do) = 0 we further have
|EJ Tr [HoJ −HJ]| 6 ‖off(V)‖F · ‖D⊤D− [Do]⊤Do‖F .
We conclude using Lemma 16 after noticing that
‖D⊤D− [Do]⊤Do‖F 6 ‖D⊤(D−Do)‖F
+‖(D⊤ − [Do]⊤)Do‖F
6 2B‖D−Do‖F 6 2B‖θ‖2.
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