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ABSTRACT
Bandits with covariates, a.k.a. contextual bandits, address situations where optimal actions (or arms)
at a given time t, depend on a context xt, e.g., a new patient’s medical history, a consumer’s past
purchases. While it is understood that the distribution of contexts might change over time, e.g., due
to seasonalities, or deployment to new environments, the bulk of studies concern the most adversarial
such changes, resulting in regret bounds that are often worst-case in nature.
Covariate-shift on the other hand has been considered in classification as a middle-ground formalism
that can capture mild to relatively severe changes in distributions. We consider nonparametric bandits
under such middle-ground scenarios, and derive new regret bounds that tightly capture a continuum
of changes in context distribution. Furthermore, we show that these rates can be adaptively attained
without knowledge of the time of shift nor the amount of shift.
1 Introduction
Bandits with covariates, or contextual bandits, concern situations where the reward of an action depends on a current
context x, e.g., a patient’s medical record (actions are treatments), or a user’s profile and past history (actions are new
products to propose). The problem is to maximize the total rewards of actions over time as similar contexts appear
and rewards are observed over past actions. We adopt the stochastic setting where covariate and rewards are jointly
distributed over time.
In the nonparametric version, little is assumed about the distribution of rewards over contexts, beyond Lipchitz conditions
that capture the idea that rewards should be somewhat close for nearby contexts. Now suppose contexts are drawn from
a fixed distribution over time; this ensures typicality, i.e., we can expect similar contexts to have appeared previously, so
there is much potential for learning to progress over time. Most recent advances have been made in nonparametric
settings with a fixed distribution, with early consistency results in [YZ+02], minimax rates in [RZ10, PR13], followed
by various refinements on the earlier algorithmic approaches [RMB18, GJ18].
However, it is understood that the distribution of contexts can change over time, e.g., seasonal changes in consumer
purchases, or the extension of clinical trials to new populations. This reality has received little attention so far1 in
the nonparametric literature on the problem, although it has long been recognized in the more established parametric
setting on contextual bandits, under various formalisms of often adversarial nature [HMB15, KA16, LWAL17, LLS18,
WIW18].
As an initial take on a nonparametric setting with changes in distributions, we focus attention to the less adversarial
case of covariate-shift, a formalism often adopted in works on domain adaptation in classification, starting with
[SNK+08, CMRR08, GSH+09, BDU12]. For example, consider a situation where clinical trials are to be extended
to a new population. The distribution on patients’ profiles X would likely shift, however the predictors in X (e.g.,
biometrics, medical history) are naturally chosen to be predictive of treatment outcomes; in other words, the conditional
distribution of rewards given X remains unchanged. Formally, in covariate-shift, QY |X = PY |X but QX 6= PX , where
P and Q denote previous and new joint-distributions on context-reward pairs (X,Y ).
1We actually are not aware of any such work to date for the nonparametric setting.
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We are interested in achievable rewards after the shift P → Q, i.e., over the time period corresponding to the new
distribution QX over contexts. Intuitively, such performance under Q depends on how far the prior distribution PX is
from QX , as typical contexts under QX might not be likely to have been observed under PX . Hence, a first goal is to
understand, whether and how a policy pi started before the shift might adapt to an a priori unknown such discrepancy
between PX and QX . The problem is generally harder than in classification where most established approaches
would compare observed X ∼ QX to prior observations X ∼ PX to evaluate and adjust to the unknown discrepancy.
In particular, we might not know the change time, and therefore cannot readily identify which data is which: for
example, in an ongoing clinical study, or running a recommender system, a change in distributions might occur due to
seasonalities in population makeup, so is likely not known a priori.
Interestingly, we find that it is not necessary to spend resources identifying such unknown change points. Namely, we
show that it possible to automatically adapt to unknown change points, along with unknown discrepancies between
covariate distributions PX , QX , while achieving regrets under QX of near optimal order in terms of these unknown
change parameters. In particular, the achievable regret tightly characterizes the effective amount of past experience
contributed to Q by previous runs on P , in terms of both the length of previous runs and the discrepancy PX → QX .
Further Background. There is by now an expansive literature on parametric2 contextual bandits, ranging from fully
adversarial to stochastic settings (see e.g. [HM07, LZ08, BCB12, AC16, RS16]).
In the stochastic parametric setting, the earlier cited results [HMB15, KA16, LWAL17, LLS18, WIW18] are closest in
spirit to the present work. However, they consider settings of a more adversarial nature, as their aim is to achieve regrets
– over stationary periods of length ∆t – of similar order O(
√
∆t) as would have been achieved without distribution
shifts; in other words, they contend that past experiences could adversarially affect regret over stationary periods, and
the aim is to mitigate such adversity. In contrast, as we will see, past experience is actually useful under covariate-shift
(to a variable extent depending on shift charateristics), as long as the bandits procedure is reasonably conservative in
least-observed regions of context space.
[Sli14] considers nonparametric settings, however, with fixed non-stochastic contexts.
Finally, in the setting of active online regression with multiple domains, [CLMZ20] establishes adaptive regret
guarantees in terms of the domain dimensions and durations.
We start with a formal setup in Section 2, followed by an overview of results in Section 3. Algorithms and proof ideas
are discussed in Section 4.
2 Setup
2.1 Bandits With Covariate-Shift
We consider a finite set of actions (or arms) [K] .= {1, 2 . . . ,K}, and let Y ∈ [0, 1]K denote the rewards of each action
i ∈ [K]. We assume that the covariate X , supported on X .= [0, 1]d, is jointly distributed with Y , and we therefore
assume a random independent sequence3 of covariate-reward pairs {(Xt, Yt)}t∈N, identically distributed over different
and possibly unknown periods of time4.
In particular we assume (in the bulk of the paper) that for some nP ≥ 0, possibly a priori unknown, the sequence
{(Xt, Yt)}t∈[np] is i.i.d. according to a distribution P , while {(Xt, Yt)}t>np is i.i.d. according to a target distribution
Q with different marginals. We will be interested in performance under Q, i.e., after such a shift. We note however that
our analysis readily extends to the case of multiple distribution shifts (before time nP ), as discussed in Appendix D.
Assumption 1 (Covariate shift). While the distribution of covariates Xt might change overtime, the conditional
distribution of Yt | Xt remains fixed (i.e., in our context QX 6= PX , but PY |X = QY |X ). In particular, the aim is to
maximize expected rewards conditioned onXt; this is captured through the fixed regression function f : X → [0, 1]K
as f i(x) .= E (Y i|X = x), i ∈ [K].
2The term characterizes settings displaying O(
√
n) regrets, due to either parametric constraints on rewards or on hindsight
baseline policies.
3The indexing set N denotes the natural numbers excluding 0.
4We use the terms time t or round t interchangeably, the latter in the context of a procedure.
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In the bandits setting, a so-called policy5 (or bandit procedure) chooses actions at each round t, based on observed
covariates (up to round t) and passed rewards, whereby at each round t only the rewards Y it of chosen actions i are
revealed. We say an arm i is pulled if action i is chosen by the policy. We adopt the following formalism.
Definition 1 (Policy). A policy pi .= {pit}t∈N is a random sequence of functions pit : X t × [K]t−1 × [0, 1]t−1 → [K].
In an abuse of notation, in the context of a sequence of observations till round t, we will let pit ∈ [K] also denote the
action chosen at round t. In the case of a randomized policy, i.e., where pit in fact maps to distributions on [K], we will
still let pit ∈ [K] denote the (random) action chosen at round t.
We let Xt
.
= {Xs}s≤t,Yt .= {Ys}s≤t denote the observed covariates and (observed and unobserved) rewards from
rounds 1 to t. The performance of a policy is evaluated through a notion of regret.
Definition 2 (Cumulative regret). Define the regret between rounds nP < n of a policy pi, as
RnP ,n(pi)
.
=
n∑
t=nP+1
max
i∈[K]
(
f i(Xt)− fpit(Xt)
)
.
In our context of a shift to Q, we often will use the short notation RQn (pi) to denote RnP ,n(pi).
The oracle policy pi∗ refers to the strategy that maximizes the expected reward at any round t, and is given by
pi∗t (Xt) ∈ argmaxi∈[K] f i(Xt). The regret of a policy pi is therefore the excess expected reward of pi∗ relative to pi
overXn. We seek a policy pi that minimizes EXn,Yn R
Q
n (pi).
We emphasize that, while we will be interested in regret over particular periods nP + 1 : n (corresponding to a fixed
target Q), it is understood by definition that pi runs starting at t = 1, and RQn (pi)
.
= RnP ,n(pi) therefore depends on prior
decisions up till time nP . Finally, usual bounds for stationary distributions are recovered simply by letting nP = 0.
2.2 Nonparametric Setting
Our main assumptions below are stated under the `∞ norm on [0, 1]d for convenience, as we build our procedures pi
over regular grids of [0, 1]d. It should be clear however that the relevant conditions hold under any norm (e.g., any `p,
p ≥ 1) when they hold under `∞, by the equivalence of Rd norms.
• Standard Assumptions and Conditions.
We assume, as in prior work on nonparametric contextual bandits [RZ10, PR13, Sli14, RMB18, GJ18], that the
regression function is Lipschitz, with some known upper-bound λ on the Lipchitsz constant (often simply assumed to
be 1).
Assumption 2 (Lipschitz f ). There exists λ > 0 such that for all i ∈ [K] and x, x′ ∈ X ,
|f i(x)− f i(x′)| ≤ λ‖x− x′‖∞. (1)
Furthermore, the difficulty of detecting the optimal arm pi∗(x) at any x is parametrized through the following margin
condition of f w.r.t. Q, originally due to [T+04] (for nonparametric classification).
Definition 3 (Margin Condition). Let f (1)(x), f (2)(x) denote the highest and second highest values of f i(x), i ∈ [K],
if they are not all equal; otherwise let f (1)(x) = f (2)(x) be that value.
There exists δ0 > 0, Cα > 0 so that ∀δ ∈ [0, δ0],
QX(0 < |f (1)(X)− f (2)(X)| < δ) ≤ Cαδα. (2)
In particular, the above is always satisfied with at least α = 0. Intuitively, the larger the margin f (1)(x)− f (2)(x) at x,
the easier it is to detect the best arm, in the sense that a rough approximation to f is sufficient. The above condition,
common in prior work on nonparametric bandits, encodes the margin distribution under QX . Interestingly, we need
no assumption on the margin distribution under PX , although our setting assumes that the procedure pi is first ran on
covariates Xt ∼ PX , t ≤ nP ; in fact, we will see that we only need to ensure that pi maintains good choices of arms for
every potential x ∈ X , along with sufficient arm pulls, up till the distribution shifts at round nP + 1.
The next assumption ensures that QX has good coverage of [0, 1]d. It holds for instance if QX has lower-bounded
Lebesgue density on [0, 1]d.
5We remark that the term policy is often used to denote a mapping from state (or covariate) to action; here we simply equate it
with any decision procedure taking action based on current and past observations.
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Figure 1: Some settings with 0 < γ <∞. Left: the density fP ∝ |x|γ goes fast to 0, while fQ is uniform; fQ/fP then diverges
(so density ratios, and f -divergences are ill defined). Right: PX moves mass away from regions of large QX mass, with relative
densities captured by γ and the size of the region (r).
Assumption 3 (Mass under Q). ∃ Cd > 0 s.t., ∀ `∞ balls B ⊂ [0, 1]d of diameter r ∈ (0, 1]:
QX(B) ≥ Cd · rd.
• Quantifying the Shift in P to Q.
Next we aim to quantify how much the earlier covariate distribution PX differs from the shift QX . Intuitively, PX has
information on QX if it yields data useful to QX , in other words, if it has sufficient mass in regions of large QX mass.
The next condition, adapted from recent work [KM18] on classification, parametrizes such intuition.
Definition 4 (Transfer Exponent γ). ∃ Cγ , γ ≥ 0 s.t., ∀ `∞ balls B ⊂ [0, 1]d of diameter r ∈ (0, 1]:
PX(B) ≥ Cγ · rγ ·QX(B).
Note that the above condition always holds with at least γ = ∞. The larger the shift, the larger γ, with γ = 0
capturing the mildest such shifts in covariate distribution. Some examples are given in Figure 1. As we will see, the
transfer exponent γ manages to tightly capture a continuum of easy to hard shifts in covariate distributions as evident in
achievable regret ratesRQn over the shift period.
3 Results Overview
A common algorithmic approach in nonparametric contextual bandits, starting from earlier work [RZ10, PR13], is to
maintain tree-based (regression) estimates fˆt of the expected reward function f , so that at any time t, upon observing
Xt, only those arms i with f i(Xt) close to f (1)(Xt) might be played. This assumes a good estimate of f at any time t,
which in the context of tree-based estimates boils down to choosing an optimal level in the tree – where each level r
corresponds to a piecewise-constant regression estimate fˆt over bins of side-length r in X . In the usual setting with a
stationary distribution Q, a level r = rt might be chosen as O(t−1/(2+d)) yielding optimal regression that would result
in the best provable regret rates.
In our context however, the unknown amount of drift parametrized by γ has to be accounted for in the choice of a
level rt at any time t. Namely, using intuition from classification, it can be shown that an optimal choice, based on
(unavailable) knowledge of γ and the switch time6 nP , is of the form rt(γ, nP )
.
= O(min{n−1/(2+d+γ)P , t−1/(2+d)}).
A main aim is therefore to design a procedure which, without such knowledge, still makes near optimal adaptive choices
of levels at any time t.
Our adaptive strategies, detailed in Section 4, rely directly on the relative proportions of samples observed on a path
from the root of a tree T down to a leaf containing Xt. Roughly, let nr(Xt) denote the covariate count in the bin
containing Xt at level r (by time t). We then choose the smallest level r such that n−1r (Xt) ≤ r2. For intuition, this
choice roughly balances regression variance (controlled by n−1r ) and bias (controlled by r). Such a choice stems from
prior insights on adaptive tree-based regression with fixed data distribution but unknown d (see e.g. [KD12]), which we
show here to yield a regression rate – in terms of unknown γ, np – similar to that of the oracle choice rt(γ, nP ).
However, such an adaptive choice of level at each time t immediately introduces a book-keeping problem in the bandits
setting: the number of observed rewards for a given arm i – which drive the estimates fˆ – might significantly differ
6The switch time might be available in some situations as discussed in the introduction.
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from the number of covariates nr in a bin, as we eliminate suboptimal arms over time. In particular, while an arm i
might still be valid in a bin B at time t, it might have been eliminated in a child bin B′ ⊂ B at a much earlier time, and
therefore would lack enough observations for a confident reward estimate fˆ i at time t (relative to other arms). Further
care is thus required for such book-keeping on observed rewards (or arm pulls).
We will first consider a simplified bandit setting which alleviates book-keeping, namely a multiple-play variant where
multiple arms might be pulled at once for every Xt; here we still have to eliminate suboptimal arms so the above
problem remains, but can be shown to be milder. This will serve as a warmup procedure that helps lay down much of the
key intuition towards adaptation to unknown distribution shift parameters. Much of our analysis overview in the main
text centers on the more intuitive multiple-play setting for brevity. We then show how to extend such a multiple-play
procedure to a single-play variant where only a single arm is pulled in each round. This is done by properly randomizing
arms to be pulled to ensure a fair relative distribution of arm pulls.
Adaptive Single-Play Bandits. Our main theorem considers the canonical single-play variant where the policy pi
pulls one arm (and observes its reward) at every round t. This is given by the randomized procedure of Algorithm 2
from Section 4, which takes in a confidence parameter δ ∈ (0, 1). Just as in previous work for the stationary case, the
margin parameter α needs not be known, while in addition here, we do not need the drift parameters nP , γ either. The
expectation in the statement below is over the entire sequenceXn,Yn ∼ PnP ×Qn−nP , plus the randomness in pi.
Theorem 1. Let pi denote the procedure of Algorithm 2, ran, with parameter δ ∈ (0, 1), up till time n > nP ≥ 0, with
nP possibly unknown. Suppose PX has unknown transfer exponent γ w.r.t. QX , and that the average reward function
f satisfies a margin condition with unknown α under QX . Let nQ
.
= n− nP denote the (possibly unkown) number of
rounds after the drift, i.e., over the phase Xt ∼ QX . We have for some constant C > 0:
E RQn (pi) ≤ CnQ
[
min
((
K log (K/δ)
nP
) α+1
2+d+γ
,
(
K log (K/δ)
nQ
)α+1
2+d
)
+
K log (K/δ)
nQ
+ nδ
]
The following corollary is immediate.
Corollary 1. Under the setup of Theorem 1, letting δ = O(1/n2) yields:
E RQn (pi) ≤ CnQ
[
min
((
K log(Kn)
nP
) α+1
2+d+γ
,
(
K log(Kn)
nQ
)α+1
2+d
)
+
K log(Kn)
nQ
]
.
The above rates interpolate between two terms: one involving nP past observations and the drift parameter γ, the other
involving nQ. This last term matches the minimax regret rate of n
1−α+12+d
Q of [PR13], and is attained by the adaptive pi
when there is no drift, i.e., for nP = 0. For nP > 0, the interpolated rate can be rewritten as nQ ·
(
n
dγ
P + nQ
)−1∧α+12+d
for dγ = (2 + d)/(2 + d + γ); in other words n
dγ
P might be viewed as the effective amount of past experience
contributed despite the drift; this quantity is largest when γ = 0, lowering regret, and vanishes as γ → ∞, i.e.,
with larger discrepancy between PX and QX . Such intuition is confirmed in simulations (Figure 2). As previously
mentioned, the results readily extend to the case of multiple drifts before time nP , with γ above replaced by an average
γ¯ of transfer exponents between past PX ’s and QX (Appendix D).
Finally, we note that the above rates are tight (up to log terms) in the sense that the average regret
(
n
dγ
P + nQ
)−α+12+d
matches minimax lower bounds for classification under covariate-shift of [KM18] (see discussion in Appendix E).
4 Algorithms and Analysis Overview
All algorithms build on a dyadic partitioning tree T defined as follows.
Definition 5 (Partition Tree). LetR .= {2−i : i ∈ N∪ {0}}, and let Tr, r ∈ R denote a regular partition of [0, 1]d into
hypercubes (which we refer to as bins) of side length (a.k.a. bin size) r. We then define the dyadic tree T .= {Tr}r∈R,
i.e., a hierarchy of nested partitions of [0, 1]d. We will refer to the level r of T as the collection of bins in partition Tr.
The parent of a bin B ∈ Tr, r < 1 is the bin B′ ∈ T2r containing B; child, ancestor and descendant relations follow
naturally. The notation Tr(x) will then refer to the bin at level r containing x.
Note that, while in the above definition, T has infinite levels r ∈ R, at any round t in a procedure, we implicitly
only operate on the subset of T containing data. Our procedures, as in prior work on nonparametric bandits, maintain
estimates fˆ of the average reward function f over levels of T .
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Figure 2: Simulation Results. QX ∼ U([0, 1]2), PX has density∝ ‖x‖γ2 ,K = 3 arms, with rewards Y i = f i(X)+N (0, .05), i ∈
[K], where f i(x) ∝∑k ±(1− ‖x− zk‖2/rk)+ for 25 randomly placed bumps with centers zk, radius rk. A profile of f is shown
on the left, with lower gradient colors corresponding to least margins (white meaning no margin). The right plots average 20 runs of
Algorithm 2, and verify the guarantees of Theorem 1, namely that the procedure adapts to unknown shift parameters np and γ. In
particular, the amount of past experience ndγP clearly helps, and how much it helps depends on the level of shift P → Q as captured
by γ.
Algorithm 1 Adaptive-Multiple-Play
1: Requires: upper bound on Lipschitz constant λ, set of arms [K], tree T with levels r ∈ R
2: Input: c1
.
= max(1, λ−2), δ ∈ (0, 1), covariates X1, X2, . . .
3: Initialization: For any bin B at any level in T , set IB ← [K] # Set of candidate arms
4: for t = 1, 2, . . . do
5: If t ≤ dc1 log(K/δ)e, play all arms in [K] # Initial exploration phase
6: Otherwise, for t > dc1 log(K/δ)e:
7: Choose a level rt ∈ R for Xt: rt ← min
{
r ∈ R : λr ≥
√
log(K/δ)
nr(Xt)
}
8: Update candidate arms for the bin B containing Xt at level rt:
9: Set IB ← ⋂B′∈Tr,r≥rt IB′ # Discard arms previously discarded by ancestor bins
10: Compute fˆ i(B) for any i ∈ IB over B # See Definition 6 for estimate fˆ i
11: Refine candidate arms: IB ← IB \ {i : fˆ i(B) < fˆ (1)(B)− 8λrt}.
12: Play all arms in IB .
13: end for
Definition 6 (Regression estimates and arm pull counts). At any round t > dc1 log(K/δ)e, for any bin B at any level
in the tree, we define the following regression estimate for arm i:
fˆ it (B)
.
=
1
mt(B, i)
∑
Xs∈B,s≤t−1,pis=i
Y is ,
where mt(B, i) denotes the number of times arm i was pulled in B before time t. If mt(B, i) = 0, we take fˆ it (B) = 0.
For any B at level r in the tree, fˆ it (B) serves as a regression estimate for any covariate x ∈ B. We often drop B or t in
the above definitions, when understood from context.
Adaptive Multiple-Play Bandits. We now discuss the simplest procedure Algorithm 1, which yields much of the basic
intuition for adapting to unknown shift parameters nP , γ.
Definition 7 (Covariate counts). Let B .= Tr(Xt). We write: nr(Xt)
.
=
∑
s∈[t−1] 1{Xs ∈ B}.
At any time t, upon observing Xt, a level rt is chosen according to the covariate counts nr(Xt) along the path
{Tr(Xt)}r∈R. Roughly, rt is picked as the smallest r ∈ R such that 1/
√
nr(Xt) ≤ r. The level rt, more precisely
the bin B = Trt(Xt) containing Xt at that level, then determines the estimate fˆ(B) to be used at time t.
To understand this choice, recall that a main aim is to quickly identify which arms are suboptimal – and shouldn’t be
pulled for Xt, and we ought to therefore use a good estimate of f(Xt). We will show that rt indeed provides such an
estimate at a near optimal regression rate in terms of unknown nP and γ (see Lemma 2). In particular, the covariate
counts nr(Xt), at any level r, account for covariates from both PX and QX , whenever t > nP . Intuitively, we will
6
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Algorithm 2 Adaptive-Single-Play
1: Requires: upper bound on Lipschitz constant λ, set of arms [K], tree T with levels r ∈ R
2: Input Parameters: c1
.
= max(8, λ−2), δ ∈ (0, 1), covariates X1, X2, . . .
3: Initialization: For any bin B at any level in T , set IB ← [K] # Set of candidate arms in B.
4: for t = 1, 2, . . . do
5: If t ≤ Kdc1 log(K/δ)e, play a random arm i ∈ [K] selected with probability 1/|K|.
6: Otherwise, for t > Kdc1 log(K/δ)e:
7: Choose a level rt ∈ R for Xt: rt ← min
{
r ∈ R : λr ≥
√
K log(K/δ)
nr(Xt)
, and nr(Xt) ≥ 8K log(K/δ)
}
8: Update candidate arms for the bin B containing Xt at level rt:
9: Set IB ← ⋂B′∈Tr,r≥rt IB′ # Discard arms previously discarded by ancestor bins
10: Compute fˆ i(B) for any i ∈ IB over B # See Definition 6 for estimate fˆ i
11: Refine candidate arms: IB ← IB \ {i : fˆ i(B) < fˆ (1)(B)− 16λrt}.
12: Play a random arm i ∈ IB selected with probability 1/|IB |.
13: end for
then expect nr(Xt) ≈ nP · PX(Tr(Xt)) + (t− 1− nP ) ·QX(Tr(Xt)) & nP · rd+γ + (t− 1− nP ) · rd. The choice
of rt can then be shown to properly balance regression variance and bias in terms of unknown nP and γ.
Once this choice is made, only those arms deemed safe are pulled for Xt at time t. These so-called candidate arms are
maintained as IB ⊆ [K] for each bin B over time, and exclude identified suboptimal arms whose average rewards are
clearly below that of the unknown best arm pi∗(x) for any x ∈ B. In particular, suppose at any time t, we can ensure
that |fˆ it (B)− f i(x)| . rt for all remaining arms i over x ∈ B. Then we can safely discard i if fˆ (1)t (B)− fˆ it (B) & rt.
It then makes sense to also discard such an arm in all descendants of B.
Now, adaptation to the unknown margin parameter α comes for free through such decisions over IB . Namely, if the
margin f (1)(x)− f (2)(x) rt for all x ∈ B, then all suboptimal arms are discarded by time t so we suffer no regret
for Xt ∈ B at time t. Otherwise, all arms i left in IB satisfy f (1)(x)− f i(x) . rt, for x ∈ B, i.e., a bound on regret;
on the other hand, the margin distribution ensures that the QX -probability of Xt landing in such a bin with low margins
is at most rαt . All that is left is to ensure that rt is of the right order in terms of t and the unknown nP , γ (as we show is
the case of the adaptive choice of rt discussed above).
Remark 1 (Book-keeping). As discussed earlier, our adaptive choice of level rt brings in additional difficulty in the
book-keeping of arm pulls. In fact the above discussion assumes that covariate counts nr(Xt) (used in choosing rt,
towards adapting to unknown nP , γ) and arm-pull counts mt(B, i) (used in estimating fˆt(B)) are of similar order.
However, because we can have rt > rt−1 as Xt, Xt−1 fall in different regions of space, the following situation can
occur: in a given bin B .= Trt(Xt) chosen at time t, some arms might have been eliminated in a descendant of B at
an earlier time, and therefore not pulled as much as other arms in IB . However, our choices ensure that the total arm
pull count (for any arm in IB) at that earlier time must have been sufficiently large. This is argued in Lemma 1. The
situation is however more severe in the single-play variant described below.
Adaptive Single-Play Bandits. We modify the above multiple-play variant as follows (as detailed in Algorithm 2).
Upon choosing a bin B = Trt(Xt) at level rt for Xt, where we would have pulled all arms in IB , we instead pull a
single candidate arm at random. Lemma 3 then argues, similar to Lemma 1, that in expectation, total arm pull counts
mt(B, i) (for i ∈ IB) remain of sufficiently large order w.r.t. nr(Xt).
4.1 Analysis Outline
Continuing on the discussion of Section 4, first consider the multiple-play setting of Algorithm 1 which yields similar
regret rates as those of Theorem 1 (see Proposition 1 of Appendix B). At any round t & logK with selected bin
B
.
= Trt(Xt), we have by standard arguments (Lemma 2) that, with high probability (over random rewards, conditioned
on all past covariates):
∀x ∈ B, i ∈ IB : |fˆ it (B)− f i(x)| .
√
log(K/δ)
mt(B, i)
+ λrt. (3)
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However, rt is selected based on covariate counts nr(Xt) which might not directly relate to mt(B, i). Fortunately, the
two quantities are equal (for B) till the first time the subtree rooted at B is visited; building on this, one can argue that
mt(B, i) should be sufficiently large at any time B is selected:
Lemma 1. Suppose at round t, we select bin B = Trt(Xt). Then, maxi∈IB
√
log(K/δ)
mt(B,i)
≤ λrt.
Thus, the regression error in (3) is at most 2λrt. Therefore, since we only discard an arm i if fˆ
(1)
t (B)− fˆ it (B) ≥ 8λrt,
it follows that the best arm for any x ∈ B is never removed. In particular this holds up to the unknown shift time
nP + 1. Now, for t > nP the regression error rt can be shown to be of optimal order: it approximately minimizes the
expression,
(nr(Xt))
−1/2
+ r .
(
nP · rd+γ + (t− 1− nP ) · rd
)−1/2
+ r,
i.e., is less than the value r∗ minimizing the r.h.s. (Lemma 2). Now r∗ is of optimal regression order
min
((
log(K/δ)
nP
) 1
2+d+γ
,
(
log(K/δ)
t− nP
) 1
2+d
)
.
As mentioned previously, a non-zero regret can only occur if the margin at Xt is below the regression error 2λrt
(otherwise the best arm is pulled). Since the likelihood of picking such an Xt is O(rαt ) (by Definition 3), and
furthermore, any arm picked can only incur regret 2λrt (by equation (3)), it follows that the expected regret at time t is
bounded by O(r1+αt ), which is of optimal order. Summing over t > nP yields a regret bound of the right order.
For single-play, even at the round s when the subtree rooted at B is first visited, it is possible that ms(B, i) does not
equal its covariate count (for some i ∈ IB). However, by Lemma 3 (the counterpart to Lemma 1 for single-play)
we have that mt(B, i) & nrt(Xt)/K, through concentration arguments on the distribution of arm pulls. The rest of
the proof of Theorem 1 proceeds in the same manner as the multiple-play case described above. Details are given in
Appendix C.
The case of multiple shifts is handled similarly by properly bounding nr(Xt) (see Appendix D).
Broader Impact
Domain adaptation is now understood as an essential step towards the successful deployment of sequential learning
systems across (related) real-world domains, e.g., adapting clinical trials (for experimental treatments) between different
populations, or sharing knowledge between automated driving runs from related urban environments.
In contrast with classification and regression settings where much recent progress has been made, domain adaptation
in sequential learning – ranging from bandits to more challenging reinforcement learning applications – is further
complicated by the strong interdependencies between learning rounds, the hardness of adequate sampling of state
spaces, and the general lack of full information on the potential rewards of actions.
The present work contributes basic insights into this broader research program, with a first focus on the relatively more
amenable setting of bandits with covariates.
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Appendix A Additional Experiments
Figure 3: Simulation results for bumps centers chosen uniformly, and for smaller nQ = 500 rounds.
For our experiments, we fix a covariate space X = [0, 1]2. Our target covariate distribution is QX ∼ U([0, 1]2), the
uniform on [0, 1]2, and our source covariate distribution PX has density ∝ ‖x‖γ2 so that PX , QX satisfy Definition 4
with transfer exponent γ.
The reward function common to both P and Q is constructed as the sum of 25 bump functions, each with a circu-
lar support disjoint from the other bumps. The bump centers {zk}25k=1 are randomly sampled from the Gaussian
N ((0.5, 0.5), 0.5 · Id2) in Figure 2 and from U([0, 1]2) in Figure 3. The radii {rk}25k=1 are then chosen in a random
order to maximize the bump areas. Then, for each of the K = 3 arms, we determined the sign of each of the 25 bumps
randomly and independently.
However, up to this point, all three arms are optimal in the region of the covariate space outside of the bumps since the
reward functions are equal there. So, to introduce additional heterogeneity in the top arm identity, each reward function
f i was further raised or lowered by a randomly selected height in the range [−0.3, 0.3], in the area outside of the bumps.
This determines a top arm (Arm 1 in Figure 2 and Arm 2 in Figure 3) in the region outside of the bumps.
Thus, the reward functions f i can be written as
f i(x) ∝
∑
k
±(1− ‖x− zk‖2/rk)+
Furthermore, Gaussian noise was added to each f i to produce the rewards Y i according to Y i = f i(X) +N (0, 0.05)
for each i ∈ [K]. We generated data using a range of different values for the parameters nQ, nP , γ using the same f i’s
and ran Algorithm 2 on each dataset. The first plot in each of Figure 2 and 3 exhibits the guarantee of increasing past
experience nP improving the regret, for fixed nQ, γ. The second plot in each figure shows the effect of increasing γ
worsening the regret, for fixed nP , nQ, as proclaimed in Theorem 1. Each plot shows the mean and standard deviation
of the regret over nQ rounds across 20 simulations.
Appendix B Upper Bound for Multiple-Play
B.1 Setup and Result
Our first (warmup) result considers a multiple-play variant where the policy pi can pull multiple arms (and observe
their rewards) at every round t. In other words, we then let pit ⊂ [K] denote the subset of arms pulled at time t, and
accordingly consider the following multiple-play regret between time nP < n:
RQn (pi)
.
= RnP ,n(pi)
.
=
n∑
t=nP+1
∑
i∈pit
f (1)(Xt)− f i(Xt).
Our adaptive multiple-play variant is presented in Algorithm 1 of Section 4, which takes in a confidence parameter
δ ∈ (0, 1). We have the following result, where the expectation is over the entire sequenceXn,Yn.
Proposition 1. Let pi denote the procedure of Algorithm 1, ran, with parameter δ ∈ (0, 1), up till time n > nP ≥ 0,
with nP possibly unknown. Suppose PX has unknown transfer exponent γ w.r.t. QX , and that the average reward
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function f satisfies a margin condition with unknown α under QX . Let nQ
.
= n− nP denote the (possibly unknown)
number of rounds after the drift, i.e., over the phase Xt ∼ QX . We have for some constant C > 0:
E RQn (pi) ≤ CKnQ
[
min
((
log(K/δ)
nP
) α+1
2+d+γ
,
(
log(K/δ)
nQ
)α+1
2+d
)
+
log(K/δ)
nQ
+ nδ
]
.
This gives an immediate corollary analogous to Corollary 1.
Corollary 2. Under the conditions of Theorem 1, letting δ = O(1/n2) gives us that
E RQn (pi) ≤ CKnQ
[
min
((
log(Kn)
nP
) α+1
2+d+γ
,
(
log(Kn)
nQ
)α+1
2+d
)
+
log(Kn)
nQ
]
.
B.2 Proof of Proposition 1
Throughout the proof, c1, c2, . . . will denote positive constants not depending on t or nP , nQ. Here, c1
.
= max(1, λ−2)
is taken from Line 2 of Algorithm 1.
First, we justify that the criterion on Line 7 of Algorithm 1 is well defined for rounds t > c1 log(K/δ). We have
c1 ≥ λ−2 implies for all t > c1 log(K/δ)√
log(K/δ)
t
=
√
log(K/δ)
n1(Xt)
≤ λ
Thus, the level r = 1 satisfies the constraint on Line 7 of Algorithm 1.
Bias-Variance Bound and Covariate Count Analysis. This first proposition establishes a standard bias-variance
bound on the error of a regression function estimate |fˆ it (B) − f i(x)| for a bin B, a round t, an arm i ∈ IB , and a
covariate x ∈ B.
Proposition 2. Consider any round t > c1 log(K/δ) with observed covariate Xt, and fix any bin B containing Xt.
Consider the estimate fˆ it (B) as in Definition 6, and let mt(B, i) be defined therein (i.e., the number of times arm i
is pulled in B by time t. We then have at round t, that with probability at least 1− δ with respect to the conditional
distribution Yt−1|Xt:
∀x ∈ B : |fˆ it (B)− f i(x)| ≤ 2
(√
log(K/δ)
mt(B, i)
+ λr
)
.
Proof. Fix bin B and let r ∈ R be its side length. If mt(B, i) = 0, then the desired bound is vacuous. Otherwise,
recall from Definition 6,
fˆ it (B) =
1
mt(B, i)
∑
Xu∈B,u≤t−1,i∈piu
Y iu.
Here, we note the estimate is formed over all rounds when an arm i was played in B, even if other arms were played
during those rounds since we are in the multiple-play setup.
For the sake of showing a bias-variance bound, define
f˜ it (B)
.
= E Yt−1|Xt−1(fˆ
i
t (B)) =
1
mt(B, i)
∑
Xu∈B,u≤t−1,i∈piu
E (Y iu|Xu).
Triangle inequality then yields
|fˆ it (B)− f i(x)| ≤ |fˆ it (B)− f˜ it (B)|+ |f˜ it (B)− f i(x)|.
The second term on the RHS is at most 2λr by the Lipschitz assumption (Assumption 2). Now, fix the values of
{mt(B, i)}i∈[K]. By Hoeffding inequality and union bound, the first term on the RHS above satisfies with probability
at least 1− δ w.r.t. the distribution of Yt−1|Xt, {mt(B, i)}i∈[K],
∀i ∈ [K] : |fˆ it (B)− f˜ it (B)| ≤
√
log(2K/δ)
mt(B, i)
.
In fact, the above holds with probability at least 1− δ w.r.t. the distribution ofYt−1|Xt by the tower property.
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Next, we prove Lemma 1 to show that the regression error bound of Proposition 2 is further bounded by 4λrt.
Proof. (of Lemma 1) First, suppose t is the first round when the subtree rooted at B is visited (by which we mean a bin
in said subtree is chosen). Then, until round t, each candidate arm was played every time a covariate was observed in B.
Thus, mt(B, i) = nrt(Xt) > 0 for all i ∈ IB . This proves the lemma in this case using Proposition 2 since
λrt ≥
√
log(K/δ)
nrt(Xt)
.
For an arbitrary round t, let s be the first round that the subtree rooted at B was visited. Then, for any i ∈ IB ,
mt(B, i) ≥ ms(B, i) = nrt(Xs) so that since rs ≤ rt,√
log(K/δ)
mt(B, i)
≤
√
log(K/δ)
nrt(Xs)
≤ λrs ≤ λrt.
Justifying Arm Eliminations. For each round t > c1 log(K/δ), define the event Gt on which the bound in Proposi-
tion 2 holds or
Gt =
{
∀i ∈ IB , x ∈ B : |fˆ it (B)− f i(x)| ≤ 4λrt, B = Trt(Xt)
}
.
This is the “good” event on which our regression function estimates fˆ it (B) are accurate enough to be able to discern
which arms have low and high rewards. From here on, let B be the selected bin at round t. This first lemma asserts that
an eliminated arm cannot have a better reward than the best candidate arm. To simplify notation, we let ∆t
.
= 4λrt be
the bound mentioned in Gt (so that 2∆t is the confidence used on Line 11 of Algorithm 1 to discard arms).
Proposition 3. Suppose at round t, under event Gt, we select bin B. Then for any two arms i, j ∈ IB and any x ∈ B,
fˆ it (B)− fˆ jt (B) > 2∆t =⇒ f i(x) > f j(x)
Proof. Using the definition of Gt, we have
f i(x)− f j(x) ≥ fˆ it (B)− fˆ jt (B)− 2∆t > 0.
We obtain two corollaries from Proposition 3. The first is that, under event Gt, the best arm at any covariate in a bin B
is always retained in IB . The second is that the regret of playing any candidate arm at any point in B is dominated by
∆t.
Corollary 3. Suppose at round t, under event (∩ts=1Gs), we select bin B. Then IB contains the best arm i∗(x) =
argmaxj∈[K] f
j(x) for all x ∈ B.
Proof. If i∗(x) 6∈ IB , then i∗(x) was eliminated at some round s < t when an ancestor bin B′ ⊃ B was selected.
Thus,
fˆ (1)s (B
′)− fˆ i∗(x)s (B′) > 2∆s.
By Proposition 3, under Gs, this implies f `(x) > f i
∗(x)(x) for some arm ` 6= i∗(x), a contradiction.
Corollary 4. Suppose at round t, under event (∩ts=1Gs), we select bin B. Then, both of the following hold for all
x ∈ B:
1. |f (1)(x)− f j(x)| ≤ 6∆t for all j ∈ IB .
2. Either 0 < |f (1)(x)− f (2)(x)| ≤ 6∆t or f j(x) = f (1)(x) for all j ∈ IB
Proof. Fix x ∈ B, and let iˆ = argmax
j∈IB
fˆ j(B) and i = argmax
j∈[K]
f j(x). Using the definition of Gt and the fact that
i ∈ IB (Corollary 3), we have
f (1)(x)− f iˆ(x) = f i(x)− f iˆ(x) ≤ f i(x)− fˆ iˆt (B) + ∆t ≤ f i(x)− fˆ it (B) + ∆t ≤ 2∆t.
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To show (1), we have for j ∈ IB , using the definition of Gt and the above inequality,
f (1)(x)− f j(x) ≤ f (1)(x)− fˆ jt (B) + ∆t
≤ f (1)(x)− fˆ iˆt (B) + 2∆t + ∆t (because j was not eliminated)
≤ f (1)(x)− f iˆ(x) + ∆t + 2∆t + ∆t
≤ 6∆t.
To show (2), we have if IB contains a sub-optimal arm j ∈ IB at x, then by (1),
|f (1)(x)− f (2)(x)| = f (1)(x)− f (2)(x) ≤ f (1)(x)− f j(x) ≤ 6∆t.
Furthermore, f (1)(x) 6= f (2)(x) if there is a sub-optimal arm at x.
Showing rt is of Optimal Regression Order. We consider the rounds nP + t past the switch time nP and we will
bound the regret accrued under event ∩np+ts=1 Gs by first bounding rnP+t.
Lemma 2. Fix a round nP + t with observed covariate XnP+t. Then, for some c2 > 0, with probability at least 1− δ
w.r.t. the distribution of XnP+t−1|XnP+t, we have
rnP+t ≤ c2 min
((
log(K/δ)
nP
) 1
2+d+γ
,
(
log(K/δ)
t
) 1
2+d
)
.
Proof. It suffices to show
rnP+t ≤ c2

(
log(K/δ)
nP
) 1
2+d+γ
when nP > log(K/δ)(
log(K/δ)
t
) 1
2+d
when t > log(K/δ)
,
since this implies the desired result for any c2 ≥ 1. We first show
rnP+t ≤ c2
(
log(K/δ)
t
) 1
2+d
.
The other inequality will have a similar proof. First, we simplify notation for the sake of this proof. At round nP + t, it
will be understood that the observed covariate is represented by X .= XnP+t. We let n(r)
.
= nr(X) be the covariate
count at the level r.
First, we claim that a level r ∈ R which satisfies n(r) ≥ log(1/δ) also satisfies, with probability at least 1− δ,
n(r) ≥ E (n(r))
8
.
If E(n(r)) < 8 log(1/δ), then this is already true. Otherwise, a Chernoff bound gives:
P
(
n(r) ≤ 1
2
E (n(r))
)
≤ exp
(
−1
8
E (n(r))
)
≤ δ.
Here, we note the probability measure P is w.r.t. {Xi}nPi=1 ∼ PnPX and {Xi}nP+t−1i=nP+1 ∼ Qt−1X .
Next, by Assumptions 3 and 4, we have for some c3 > 0:
E (n(r)) = nPPX(Tr(X)) + (t− 1)QX(Tr(X)) ≥ c3(nP rd+γ + (t− 1)rd). (4)
In fact, without loss of generality, we can assume
c3 ≤ 8
1− 2+dd C
2+d
d
d
λ2
. (5)
Thus, for a given level r satisfying n(r) ≥ log(1/δ), we have with probability at least 1− δ that√
log(K/δ)
n(r)
≤
√
8 log(K/δ)
c3(t− 1)rd . (6)
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Now, let r∗ ∈ R be the smallest level greater than or equal to
λ−
2
2+d (c3/8)
− 12+d
(
log(K/δ)
t− 1
) 1
2+d
.
Then, it suffices to show rnP+t ≤ r∗. For the next part of the proof, we define nQ(r) as the covariate count exclusively
from QX :
nQ(r)
.
=
∑
s∈[t−1]
1{XnP+s ∈ Tr(X)}.
Next, we claim r∗ satisfies nQ(r) ≥ log(1/δ) with probability at least 1−δ, so that (6) holds for r∗. Since t > log(K/δ)
by hypothesis, we have by (5) and Assumption 3 that
E (nQ(r)) ≥ Cd(t− 1)(r∗)d ≥ Cd(t− 1)λ− 2d2+d (c3/8)− d2+d
(
log(K/δ)
t− 1
) d
2+d
≥ 8 log(1/δ).
Thus, by a Chernoff bound, we have
QX(nQ(r
∗) < log(1/δ)) ≤ QX
(
nQ(r
∗) <
1
2
E (nQ(r))
)
≤ exp
(
−1
8
E (nQ(r))
)
≤ δ.
Thus, with probability at least 1− δ, we have nQ(r∗) ≥ log(1/δ). Then, we have that
λr∗ ≥
√
8 log(K/δ)
c3(t− 1)(r∗)d ≥
√
log(K/δ)
n(r∗)
.
This gives us that rnP+t ≤ r∗ by the minimization on Line 7 of Algorithm 1, as desired.
The other inequality
rnP+t ≤ c2
(
log(K/δ)
nP
) 1
2+d+γ
,
can be shown in a similar fashion to the case above with the appropriate modifications. Specifically, t is replaced with
nP , (4) is replaced with the inequality
E (n(r)) ≥ c3nP rd+γ ,
and nQ(r) is replaced with nP (r) which is defined as the bin covariate counts from distribution P :
nP (r)
.
=
∑
s∈[nP ]
1{Xs ∈ Tr(X)}.
Cumulative Regret Bound. Next, we put the previous conclusions together to bound the cumulative regret by
bounding the regret accrued at each round t and then summing over t. For t ≤ nP , define the event Et as the event on
which the bound of Proposition 2 holds or Et = Gt. For rounds t > nP , define the event Et as the event on which the
bounds of Proposition 2 and Lemma 2 hold or:
Et = Gt ∩
{
rt ≤ c2 min
((
log(K/δ)
nP
) 1
2+d+γ
,
(
log(K/δ)
t− nP
) 1
2+d
)}
.
Recall from earlier that ∆t
.
= 4λrt. To sum the regrets across time t, the argument will involve conditioning on the
event Et, on which (1) Algorithm 1 correctly eliminates arms and (2) rt is of the optimal order.
Let t > nP and let Ft
.
= ∩ts=1Es. Also, to simplify notation, let Ut denote
Ut
.
= c2 min
((
log(K/δ)
nP
) 1
2+d+γ
,
(
log(K/δ)
t− nP
) 1
2+d
)
.
If nQ ≤ log(K/δ), we are already done since the regret is then bounded by K log(K/δ), which is the right order.
Assume for the rest of the proof that log(K/δ) < nQ.
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Next, let t0 > nP be the largest positive integer satisfying
6c2
(
log(K/δ)
t0 − nP
) 1
2+d
> δ0,
where δ0 is the parameter appearing in the margin assumption (Assumption 3).
The regret for the first max(t0 − nP , log(K/δ)) rounds among rounds {nP + 1, . . . , n} can be bounded by
O(K log(K/δ)) which is always of the right order. For the rest of the proof, we constrain our attention to the
remaining rounds t where we can now assume t− nP > log(K/δ) and 6Ut ≤ δ0.
Next, let the event At be
At
.
= {|fˆ (1)t (B)− fˆ (2)t (B)| ≤ 2∆t, B = Trt(Xt)}.
Conditioned onXt, At is the event where one arm remains in contention at round t according to Line 11 of Algorithm 1.
For the remainder of the proof, let B be the bin that was selected at round t given an understood value of Xt.
Consider the expected regret of pulling arm j ∈ pit at round t:
EXt,Ytf (1)(Xt)− f j(Xt) = EXt
(
EXt−1,Yt−1|Xt(f
(1)(Xt)− f j(Xt))(1Ft + 1F ct )(1At + 1Act )
)
.
Next, we consider three different cases depending on whether event Ft or F ct holds and whether event At or A
c
t holds:
1) Suppose event Ft∩At holds. Suppose also that there is a suboptimal arm i ∈ IB for which f i(Xt) < f (1)(Xt).
Then, by Corollary 4, we have:
0 < |f (1)(Xt)− f (2)(Xt)| ≤ 6∆t ≤ 6Ut.
Furthermore, for any j ∈ IB :
|f (1)(Xt)− f j(Xt)| ≤ 6∆t ≤ 6Ut.
This last inequality happens with probability at most Cα(6Ut)α, under Xt ∼ QX , by the margin condition
(Definition 3). Thus, we have
EXt EXt−1,Yt−1|Xt (f
(1)(Xt)− f j(Xt))1Ft∩At ≤ Cα6α+1Uα+1t .
2) Next, on Ft ∩Act , the pointwise regret is zero by Corollary 3 since IB must contain the optimal arm at Xt and
no other arms.
3) On F ct , the pointwise regret is bounded above by 1. By Proposition 2 and Lemma 2, this happens with
probability at most
P(F ct ) ≤ P
(∪ts=1Ecs) ≤ t∑
s=1
2δ.
Thus, EXt EXt−1,Yt−1|Xt (f (1)(Xt)− f j(Xt))1F ct ≤ 2tδ.
Next, we put the three cases above together. To further simplify notation, we reparametrize the round variable t and
instead consider rounds nP + t where t ∈ [nQ]. We have that, for some c4 > 0, the cumulative regret over the nQ
rounds is then at most
ERQn (pi) ≤ c4K
log (K/δ) + nQ∑
t=log(K/δ)
min
((
log (K/δ)
nP
) α+1
2+d+γ
,
(
log (K/δ)
t
)α+1
2+d
)
(7)
+(nP + t)δ] . (8)
First,
∑nQ
t=1(nP + t)δ = O(nQnδ). For the remaining sum, it suffices to bound
nQ∑
t=log(K/δ)
(
log(K/δ)
t
)α+1
2+d
.
By an integral approximation, we have
nQ∑
t=log(K/δ)
(
log(K/δ)
t
)α+1
2+d
≤ c5
∫ nQ
log(K/δ)
(
log(K/δ)
z
)α+1
2+d
dz
If α ≤ d+ 1, this integral, for some c6 > 0, is bounded by
c6nQ
(
log(K/δ)
nQ
)α+1
2+d
.
Otherwise, it is bounded by O(log(K/δ)). This concludes the proof.
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Appendix C Proof of Theorem 1
First, it is straightforward to verify that the criterion for choosing rt on Line 8 of Algorithm 2 is well-defined for
t > Kdc1 log(K/δ)e.
Relating Arm-Pull Counts to Covariate Counts. To obtain an analogue of Lemma 1, we first relate the arm pull
counts m(B, i) = mt(B, i) to the covariate counts nr(Xt) at round t. For the following lemma, we drop the subscript
t from mt(B, i) to simplify notation. We also use Zt to denote the randomness of Algorithm 2 at round t in choosing
the particular arm pit to play. Thus, {Zt}t∈N is independent ofXn,Yn.
Lemma 3. Fix a round t > Kdc1 log(K/δ)e with observed covariate Xt and selected bin B. Suppose that t is the first
round that the subtree rooted at B is visited. Then, with probability at least 1− δ with respect to the distribution of
Yt−1, {Zs}s<t|Xt, we have
∀i ∈ IB : m(B, i) ≥ nrt(Xt)
2K
.
Proof. Fix the values ofXt,Yt−1, IB and fix some i ∈ IB . First, recall:
m(B, i) =
∑
Xs∈B,s≤t−1
1{pis = i}.
Next, we recall nrt(Xt) ≥ 8K log(K/δ) by Line 8 of Algorithm 2. Since the subtree rooted at B has not been visited
until round t, every round s < t for which a covariate landed in B, we pulled arm i independently with probability at
least 1/K. Thus, we have
E (m(B, i) | Xt,Yt−1, IB) ≥ nrt(Xt) ·
1
K
≥ 8 log(K/δ).
Then, by a Chernoff bound, we have w.r.t. the distribution of the Zs’s:
P
(
m(B, i) ≤ nrt(Xt)
2K
)
≤ P
(
m(B, i) ≤ E (m(B, i) | Xt,Yt−1, IB)
2
)
≤ δ/K.
By a union bound and the tower property, we have that the event {∀i ∈ IB : m(B, i) ≥ nrt (Xt)2K } holds with probability
at least 1− δ w.r.t. the distribution of Yt−1, {Zs}s<t|Xt.
Now, consider a round t > Kdc1 log(K/δ)e with observed covariate Xt and selected bin B. Suppose s ≤ t is the first
round when the subtree rooted at B is visited. Then, we claim that the candidate arms determined at round s in bin
Trs(Xs) must contain any arm i ∈ IB . If this is not the case for some arm i, then i must have been eliminated in an
ancestor bin of B, which would imply i 6∈ IB .
Furthermore, B ⊇ Trs(Xs) =⇒ mt(B, i) ≥ ms(Trs(Xs), i). Thus, we have that the event{
∀i ∈ IB : ms(B, i) ≥ nrs(Xs)
2K
}
,
holds with probability at least 1 − δ by Lemma 3. In particular, mt(B, i) ≥ ms(B, i) > 0 for all i ∈ IB with
probability at least 1 − δ. Thus, Proposition 2 can be appropriately modified for single-play bandits: we have with
probability at least 1− 2δ w.r.t. the distribution Yt−1, {Zs}s<t|Xt:
∀i ∈ IB , x ∈ B : |fˆ it (B)− f i(x)| ≤ 2
(√
log(K/δ)
mt(B, i)
+ λr
)
.
Next, if t = s, then we further have under this event:
|fˆ it (B)− f i(x)| ≤ 2
(√
log(K/δ)
mt(B, i)
+ λrt
)
≤ 4
(√
K log(K/δ)
nrt(Xt)
+ λrt
)
≤ 8λrt, (9)
where the last inequality uses the definition of rt in Line 8 of Algorithm 2.
If s < t, then since mt(B, i) ≥ ms(B, i) and rt ≥ rs,
|fˆ it (B)− f i(x)| ≤ 2
(√
log(K/δ)
ms(B, i)
+ λrt
)
≤ 4
(√
K log(K/δ)
nrs(Xs)
+ λrt
)
≤ 4(λrs + λrt) ≤ 8λrt.
This shows that the regression error at round t is at most 8λrt.
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Adaptivity of rt in Single-Play. Next, Proposition 3 and Corollaries 3 and 4 still hold in the single-play setting
provided ∆t
.
= 8λrt and the event Gt is now defined as:
Gt =
{
∀i ∈ IB , x ∈ B : |fˆ it (B)− f i(x)| ≤ 8λrt, B = Trt(Xt)
}
.
Thus, it suffices to bound rt for rounds t > nP .
Next, we proceed in a nearly identical manner as Lemma 2, with the only technical difference being that our criterion for
choosing the level rt ∈ R on Line 8 of Algorithm 2 involves the extra constraint nrt(Xt) ≥ 8K log(K/δ) compared
to Line 7 of Algorithm 1. It can be shown using an identical concentration argument as the proof of Lemma 2 that this
constraint is satisfied by the “optimal level”:
r∗ ∝ min
((
K log(K/δ)
nP
) 1
2+d+γ
,
(
K log(K/δ)
t− nP
) 1
2+d
)
.
Thus, following the same arguments as the proof of Lemma 2, we have r∗ & rt.
Then, the remainder of the proof in summing the regret over rounds t > nP proceeds identically as in the multiple-play
case.
Appendix D Multiple Shifts
In this section, we give an extension of Theorem 1 to multiple distribution shifts. Let P .= {Pj}Nj=1 be a sequence of
N source distributions on the covariate-reward pair (X,Y ). Each Pj satisfies covariate shift with respect to the target
distribution Q. We then consider bandits with a sequence of shifts
P1 → P2 → · · · → PN → Q.
In this setup, data from each Pj is observed for nj consecutive rounds. Then, there are nP
.
=
∑N
j=1 nj total
rounds played under distributions from the source class P . We then consider the regret RQn (pi) of a policy pi playing
n = nP + nQ total rounds with the last nQ rounds having data observed from Q.
Theorem 2. Let pi denote the procedure of Algorithm 2, ran, with parameter δ ∈ (0, 1), up till time n > nP ≥ 0, with
nP , N, {nj}Nj=1 all possibly unknown. Suppose the marginal of the covariate X under each Pj has unknown transfer
exponent γj w.r.t. QX , and that the average reward function f satisfies a margin condition with unknown α under QX .
Let nQ
.
= n− nP denote the (possibly unkown) number of rounds after the drift, i.e., over the phase Xt ∼ QX . Let
γ =
∑N
j=1 γj · njnP . We have for some constant C > 0:
E RQn (pi) ≤ CnQ
[
min
((
K log (K/δ)
nP
) α+1
2+d+γ
,
(
K log (K/δ)
nQ
)α+1
2+d
)
+
K log (K/δ)
nQ
+ nδ
]
Proof Outline. Consider a round t > nP and any level r ∈ R such that nr(Xt) > log(1/δ). Similarly to the proof of
Lemma 2, by a Chernoff bound and Assumption 4, we have that the covariate count nr(Xt), with probability at least
1− δ for some c10 > 0 satisfies
nr(Xt) ≥ c10
(t− 1− nP )rd + N∑
j=1
nj · rd+γj
 .
Next, since the function x 7→ rx is convex for any r > 0, by Jensen’s inequality we have
N∑
j=1
nj
nP
· rd+γj ≥ rd+ 1nP
∑N
j=1 njγj .
Thus, nr(Xt) ≥ c10nP rd+γ . Using this bound, we can extend Lemma 2 to the case of single-play bandits in the same
manner as the proof of Theorem 1 (see Appendix C), except γ is replaced now by γ. In particular, for a fixed round
nP + t with observed covariate XnP+t, for some c2 > 0, with probability at least 1− δ, we have:
rnP+t ≤ c2 min
((
log(K/δ)
nP
) 1
2+d+γ
,
(
log(K/δ)
t
) 1
2+d
)
.
All other parts of the proof of Theorem 1 remain the same.
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Appendix E Lower Bound
Here, we establish that the bound of Theorem 1 is minimax optimal, up to log terms in the case where K = 2, over a
continuum of regimes of choices of nP , nQ, γ, α.
Our strategy is to use online-to-batch conversion to convert an online algorithm with regret RnP ,n during the last
nQ rounds to a classifier with excess risk of order RnP ,n/nQ. This then implies a conversion from classification
lower-bounds to bandits lower-bounds.
We note that online-to-batch conversion results – which we call as a black-box – are usually given for i.i.d. sequences
of covariate-reward pairs, while we instead consider a setting with a shift in distribution P → Q. Therefore, in much of
what follows, we treat the first phase {(Xt, Yt)}nPt=1 ∼ PnP as a separate input randomness Z, and apply conversion
arguments to the second phase {(Xt, Yt)}nt=nP+1 ∼ QnQ .
First, we claim a bandit policy pi can be converted to an online classification algorithm where pit ∈ [K] indicates the
predicted label for covariate Xt. This requires defining a reward Y i for each label i ∈ [K], which is done in Definition 8
below. To simplify notation, we will denote the set of K = 2 arms as {0, 1}.
Definition 8 (Conversion from Labels to Rewards). In the case of binary classification with covariate X ∈ X and
label Y˜ ∈ {0, 1}, we define the reward of arm i ∈ {0, 1} as Y i .= 1{Y˜ = i}. We use T to denote a class of tuples
(P,Q) of distributions on the covariate-label pair (X, Y˜ ). Each distribution on (X, Y˜ ) then induces a distribution on
the covariate-reward pair (X,Y ). Let T ′ be the class of tuples of distributions on (X,Y ), induced by T .
To simplify notation, in what follows, tuples (P,Q) will refer to either tuples in T or their one-to-one mapping to tuples
in T ′, which will be clear from context.
We will also let {(Xt, Y˜t)}mt=1 be a sequence of covariate-label pairs and let {(Xt, Yt)}mt=1 be the sequence of
corresponding covariate-reward pairs.
In this constructed bandits problem, the regression function of arm i is f i(x) = P(Y˜ = i|X = x). Next, let
h∗(x) .= 1{f1(x) ≥ 1/2} = pi∗(x) be the Bayes classifier; the excess risk of a classifier h w.r.t. distribution Q is then
given as:
EQ(h) .= EQ
(
1{h(X) 6= Y˜ } − 1{h∗(X) 6= Y˜ }
)
.
Consider an arbitrary online learner Λ = Λ(Z), based on additional randomness Z independent of the training data.
We let Λ1,Λ2, . . . denote the sequentially generated classifiers of Λ. We also define the regretRm(Λ) over m rounds
of Λ is then defined as:
Rm(Λ) .=
m∑
t=1
1(Λt(Xt) 6= Y˜t)− 1(h∗(Xt) 6= Y˜t).
The next few definitions and results will be stated in terms of an arbitrary online learner Λ and, in Corollary 6, we will
specialize Λ to the online learner induced by policy pi.
First, we formalize the types of black-box guarantees on online-to-batch conversion our arguments will rely on. In what
follows, let Xm
.
= {Xt}mt=1 and Ym .= {Yt}mt=1.
Definition 9. In what follows, let a .= {am}, b .= {bm} denote bounded sequences in [0, 1], indexed over m ∈ N. An
online to batch conversion rate is a mapping F from sequences a 7→ b such that the following holds:
If there exists an online learner Λ = Λ(Z), for additional randomness Z, which achieves expected regret
EZ,Xm,Ym (Rm(Λ)) ≤ m · am for some sequence a, then there exists a classifier hˆ = hˆ(Λ) with excess risk
EZ,Xm,Ym (EQ(hˆ)) ≤ (F (a))m.
Now, for any b = {bm}, define the pseudo-inverse F †(b) .= inf{a .= {am} : (F (a))m > bm}, where the inf over a
set of sequences is defined pointwise over m ∈ N (that is, (F †(b))m = inf{am : (F (a))m > bm} for m ∈ N).
Next, we formally define the notion of a minimax lower bound for offline and online classification problems in terms of
a rate {am}.
Definition 10. Fix nP ∈ N. We say that the class T (of distribution pairs (P,Q)) has a classification minimax lower
bound of b = {bm} if the following holds:
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For any m ∈ N and any classifier hˆ learned on data {(Xt, Y˜t)}mt=1 ∼ Qm, and additional randomness Z =
{(X ′t, Y˜ ′t )}nPt=1 ∼ PnP ,
sup
(P,Q)∈T
EZ,Xm,Ym(EQ(hˆ)) > bm.
Similarly, a class T has an online minimax lower bound of a = {am} if the following holds:
For any m ∈ N and any online learner Λ = Λ(Z) trained on data {(Xt, Y˜t)}mt=1 ∼ Qm, and additional randomness
Z = {(X ′t, Y˜ ′t )}nPt=1 ∼ PnP , we have:
sup
(P,Q)∈T
EZ,Xm,Ym (Rm(Λ)) > m · am.
Given an online to batch conversion rate, the next lemma allows us to deduce an online minimax lower bound from a
classification minimax lower bound.
Lemma 4 (Minimax Lower Bound Conversion). Suppose b .= {bm} denotes a classification minimax lower bound for
the class T . Then, if there exists an online to batch conversion rate F with (F †(b))m > 0 for all m ∈ N, we have that
1
2 · F †(b) is an online minimax lower bound for the class T .
Proof. Consider an online learner Λ = Λ(Z), with additional randomness Z = {(X ′t, Y˜ ′t )}nPt=1, with regret rate
a = {am}. For contradiction, suppose there exists m ∈ N such that:
sup
(P,Q)∈T
EZ,Xm,Ym (Rm(Λ)) ≤ m · am ≤ m ·
1
2
· (F †(b))m < m · (F †(b))m.
Then, by the definition of F and the pseudo-inverse F †, there exists a classifier hˆ = hˆ(Λ) such that:
sup
(P,Q)∈T
EZ,Xm,Ym (EQ(hˆ)) ≤ (F (a))m ≤ bm.
This is a contradiction on b being a classification minimax lower bound for the class T .
We next specify the online to batch conversion rate F that we will use with Lemma 4.
Theorem 3 (Theorem 4 of [CBCG04], paraphrased). Let Λ = Λ(Z) be an arbitrary online learner, trained on
{(Xt, Y˜t)}mt=1, with additional randomness Z. Then, for any δ ∈ (0, 1], there exists a classifier hˆ = hˆ(Λ), trained on
{(Xt, Y˜t)}mt=1, such that:
P
(
P(X,Y˜ )∼Q(hˆ(X) 6= Y˜ ) ≥
1
m
m∑
t=1
1(Λt(Xt) 6= Y˜t) + 6
√
log (2(m+ 1)/δ)
m
∣∣∣∣∣ Z
)
≤ δ.
Corollary 5. Let Λ = Λ(Z) be an online learner trained on data {(Xt, Y˜t)}mi=1 with additional input Z. Then, there
exists a classifier hˆ = hˆ(Λ) such that for any distribution on Xm,Ym, Z:
EZ,Xm,Ym (EQ(hˆ)) ≤
EZ,Xm,Ym (Rm(Λ))
m
+ 6
√
2 log(m
√
3)
m
+
1
m
.
Proof. Fix a value of Z and let the event A be as in Theorem 3:
A =
{
P(X,Y˜ )∼Q(hˆ(X) 6= Y˜ ) ≥
1
m
m∑
t=1
1(Λt(Xt) 6= Y˜t) + 6
√
log (2(m+ 1)/δ)
m
∣∣∣∣∣ Z
}
.
Then, letting δ = 1/m and conditioning on the event A, we have:
EXm,Ym (EQ(hˆ) | Z) ≤ EXm,Ym
(
1
m
m∑
t=1
1(Λt(Xt) 6= Y˜t)− 1(h∗(Xt) 6= Y˜t)
∣∣∣∣∣ Z
)
+ 6
√
2 log
(
m
√
3
)
m
+
1
m
=
EXm,Ym (Rm(Λ) | Z)
m
+ 6
√
2 log
(
m
√
3
)
m
+
1
m
.
Taking a further expectation on both sides of the inequality gives the desired result.
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Theorem 1 of [KM18] provides us the classification minimax lower-bound, which we restate it here.
Theorem 4 (Theorem 1 of [KM18]). Let T ′ be the class of all tuples (P,Q) of distributions satisfying Assumptions 2
and 3, and Definitions 3 and 4, with some fixed parameters (λ,Cd, d, Cα, α, δ0, Cγ , γ). In what follows, let T be the
one-to-one mapping of T ′ to tuples of distributions on covariate-label pairs as in Definition 8. Suppose also that α ≤ d.
Then, there exists a constant c > 0 such that for any nP , nQ ∈ N and classifier hˆ learned on {(Xt, Y˜t)}nPt=1 ∼ PnP
and {(Xt, Y˜t)}nP+nQt=nP+1 ∼ QnQ , we have:
sup
(P,Q)∈T
E
(
EQ(hˆ)
)
> c
(
n
2+d
2+d+γ
P + nQ
)−α+12+d
.
Next, we will take bm
.
= c
(
n
2+d
2+d+γ
P +m
)−α+12+d
as our classification minimax lower-bound where m here stands for
nQ. Combining Lemma 4, Corollary 5, and Theorem 4, we obtain the following minimax lower bound for bandits:
Corollary 6 (Matching Lower Bounds over Given Regimes). Let the class T ′ and the constant c > 0 be as in Theorem 4.
Suppose that nP , nQ satisfy:
6
√
2 log(nQ
√
3)
nQ
+
1
nQ
<
c
2
(
n
2+d
2+d+γ
P + nQ
)−α+12+d
. (10)
Then, for any fixed such nP , nQ and any contextual bandits policy pi, we have:
sup
(P,Q)∈T ′
EXn,Yn (RnP ,n(pi)) ≥
c
4
nQ
(
n
2+d
2+d+γ
P + nQ
)−α+12+d
.
Proof. Fix nP , nQ satisfying the inequality in (10) and let n = nP + nQ. Let pˆi = {pit}t>nP be the online learner in-
duced by the policy pi restricted to the second phase {(Xt, Yt)}nt=nP+1 with additional randomness Z = {(Xt, Yt)}nPt=1.
Then, by Corollary 5, we have there exists a classifier hˆ such that:
EXn,Yn (EQ(hˆ)) ≤
EXn,Yn (RnQ(pˆi))
nQ
+ 6
√
2 log(nQ
√
3)
nQ
+
1
nQ
.
We then have that the map F , defined below on a sequence a = {am}, is an online to batch conversion rate:
(F (a))m
.
= am + 6
√
2 log(m
√
3)
m
+
1
m
,
Let bm
.
= c
(
n
2+d
2+d+γ
P +m
)−α+12+d
be as in Theorem 4. Then, by Theorem 4 and Lemma 4, we have:
sup
(P,Q)∈T ′
EXn,Yn (RnQ(pˆi)) ≥
nQ · (F †(b))nQ
2
.
Next, we observe:
EXn,Yn (RnQ(pˆi)) = EXn,Yn
(
nQ∑
t=1
1(pˆit(Xt) 6= Y˜t)− 1(h∗(Xt) 6= Y˜t)
)
= EXn,Yn
(
nQ∑
t=1
Y
pi∗t (Xt)
t − Y pit(Xt)t
)
= EXn,Yn (RnP ,n(pi))
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Thus:
sup
(P,Q)∈T ′
EXn,Yn (RnP ,n(pi)) ≥
nQ · (F †(b))nQ
2
≥ nQ
2
·
bnQ − 6
√
2 log(nQ
√
3)
nQ
− 1
nQ

≥ nQ
2
· c
2
(
n
2+d
2+d+γ
P + nQ
)−α+12+d
.
Remark 2. The inequality in (10) corresponds to the regime nP = O˜
(
n
2+d+γ
2+2α
Q
)
with α < d/2. In particular this
includes the following subregimes.
• Performance on Q depends mostly on covariates Xt ∼ QX , t > nP . This is the subregime where
nP . n
2+d+γ
2+d
Q , roughly, that is when (in the upper-bound of Theorem 1) min(n
− α+12+d+γ
P , n
−α+12+d
Q ) = n
−α+12+d
Q ,
i.e., past experience under P is too short to significantly influence regret under Q. The lower-bound of
Corollary 6 then is of the form
sup
(P,Q)∈T ′
E (RnP ,n(pi)) ≥ nQ · n
−α+12+d
Q ,
which confirms that the threshold nP = O˜
(
n
2+d+γ
2+d
Q
)
(on when past experience is too short) is indeed tight.
• Performance on Q depends mostly on covariates Xt ∼ PX , t ≤ nP . This is the subregime where
n
2+d+γ
2+d
Q . nP . n
2+d+γ
2+2α
Q .
In other words min(n
− α+12+d+γ
P , n
−α+12+d
Q ) = n
− α+12+d+γ
P , i.e., past experience under P significantly influences
regret under Q. The lower-bound of Corollary 6 then is of the form
sup
(P,Q)∈T ′
E (RnP ,n(pi)) ≥ nQ · n
− α+12+d+γ
P ,
that is, the upper-bounds of Theorem 1 are again tight up to log factors.
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