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In this paper, a new filled function which has better properties is proposed for identifying
a global minimum point for a general class of nonlinear programming problems within a
closed bounded domain. An algorithm for unconstrained global optimization is developed
from the new filled function. Theoretical and numerical properties of the proposed filled
function are investigated. The implementation of the algorithm on seven test problems is
reported with satisfactory numerical results.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Optimization, as a powerful solution approach, finds wide applications in almost all fields of engineering, finance,
management as well as social science. Many recent advances in the above fields rely on the globally optimal solutions of the
following unconstrained minimization problem:
min f (x) : x ∈ Rn, (1.1)
where f : Rn → R.
Therefore, a study of global optimization problems has become a highly concerned topic. However, the existence of
multiple local minima of a general nonconvex objective function makes global optimization a great challenge. Hence we
must face two difficulties: The first is how to leave from a local minimizer to another better one. The second is how to judge
that the current minimizer is a global one.
During the past four decades, some new theoretical, algorithmic and computational contributions have been developed
for the global optimization problems see [1–9]. Among these determinate algorithms, the filled function algorithm is
considered as an effective and practical method.
The concept of the filled function was introduced in [1]. A function P(x, x∗1) is said to be a filled function of f (x) at the
local minimizer x∗1 if it satisfies the following properties:
(1) x∗1 is a maximizer of P(x, x
∗
1) and the whole basin B
∗
1 of f (x) at x
∗
1 becomes a part of a hill of P(x, x
∗
1);
(2) P(x, x∗1) has no minimizers or saddle points in any basin of f (x) higher than B
∗
1;
(3) if f (x) has a lower basin than B∗1 , then there is a point x′ in such a basin that minimizes P(x, x
∗
1) on the line through x and
x∗1 .
For the definitions of basin and hill, refer to Ge (1990) in paper [1].
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The two-parameter filled function given at x∗1 in the paper [1] has the following form:
P(x, x∗1, r, ρ) =
1
r + f (x) exp
(
−‖x− x
∗
1‖2
ρ2
)
(1.2)
where the parameters r and ρ need to be chosen appropriately.
Adopting the concept of the filled functions, a global optimization problem can be solved via a two-phase cycle:
In Phase 1, we start from a given point and use any local minimization method to find a local minimizer x∗1 of f (x).
In Phase 2, we construct a filled function (1.2) at x∗1 and minimize the filled function in order to identify a point x′ with
f (x′) < f (x∗1).
If such a point x′ is found, x′ is certainly in a lower basin than B∗1 . Then we can use x′ as the initial point in Phase 1 again,
and hencewe can find a betterminimizer x∗2 of f (x)with f (x
∗
2) < f (x
∗
1). This process repeats until the timewhenminimizing
a filled function does not yield a better solution. The current local minimum will be taken as a global minimizer of f (x).
However, the filled function algorithm described in the paper [1] still has some unexpected features:
1. The efficiency of the filled function algorithm strongly depends on two parameters r and ρ as well as Ns and the radio
ρ2/[r + F(x∗1)]. They are not easy to be adjusted to make them satisfy the needed conditions.
2. When the feasible domain is large or ρ is small enough, the factor exp(−‖x− x∗1‖2/ρ2)will be approximately zero. This
smoothing increases with this factor, and the filled function (1.2) will become very flat. This causes the computation to
continue until the time limit is exceeded, and this makes the efficiency of the filled function algorithm decrease.
3. The termination criteria is not good because it requires a large amount of computation before a global minimizer has
been found.
Although some other filled functions see [4,5,7–9] were proposed later, all of them are still not satisfactory for global
optimization due to the above features.
In this paper, a new definition of the filled function and a filled function satisfying the new definition are given. An
algorithm is developed from the new filled function. The new filled function algorithm overcomes the disadvantages
mentioned above in a certain extent. Numerical results indicate the efficiency and reliability of the proposed filled function
method.
The paper is organized as follows: Following this introduction, a new filled functionwhich has two adjustable parameters
is proposed and its properties are investigated in Section 2. In Section 3, we give a new filled function algorithm. Application
of the new filled function algorithm to 7 test problems is reported in Section 4 with satisfactory numerical results. Finally,
we give some concluding remarks in Section 5.
2. A new filled function and its properties
Consider the following unconstrained programming problem:
min f (x) (2.1)
s.t. x ∈ Rn.
Throughout this paper we make the following assumptions:
Assumption 2.1. f (x) is Lipschitz continuous on Rn, i.e., there exists a constant L > 0 such that |f (x) − f (y)| ≤ L‖x − y‖
holds for all x, y ∈ Rn.
Assumption 2.2. f (x) is coercive, i.e., f (x)→+∞ as ‖x‖ → +∞.
Notice that Assumption 2.2 implies the existence of a robust compact setΩ ⊂ Rn whose interior contains all minimizers
of f (x). We assume that the value of f (x) for x on the boundary ofΩ is greater than the value of f (x) for any x in the interior
ofΩ . Then the original problem (1.2) is equivalent to the following problem:
(P) min f (x) (2.2)
s.t. x ∈ Ω.
Assumption 2.3. f (x) has only a finite number of minimums inΩ .
For the definition of the filled function refers to paper [5].
Definition 2.1. P(x, x∗1) is called a filled function of f (x) at a local minimizer x
∗
1 if P(x, x
∗
1) has the following properties:
1. x∗1 is a local minimizer of P(x, x
∗
1);
2. P(x, x∗1) has no stationary point in the region
S1 = {x|f (x) ≥ f (x∗1), x ∈ Ω \ {x∗1}};
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3. If x∗1 is not a global minimizer of f (x), then P(x, x
∗
1) does have a minimizer in the region
S2 = {x|f (x) < f (x∗1), x ∈ Ω}.
These properties of the new filled function ensure that when a descent method, for example, a steepest descent method,
is employed to minimize the constructed filled function, the sequence of iteration point will not terminate at any point at
which the objective function value is larger than f (x∗1); if x
∗
1 is not a global minimizer, then there must be a minimizer of the
filled function at which the objective function value is less than f (x∗1), that is, any local minimizer of P(x, x
∗
1)must belong to
the set S2 = {x|f (x) < f (x∗1), x ∈ Ω}. So that the present local minimizer of the objective function is escaped and a better
minimizer can be found by a local search algorithm starting from the minimizer of the filled function.
First, let L(P) stands for the set of local minimizers of f (x). In this paper we propose a new two-parameter filled function
for problem (P) at the local minimizer x∗1 as follows,
F(x, x∗1, r, q) = [f (x)− f (x∗1)+ r] exp
(
q
‖x− x∗1‖ + r
)
(2.3)
where q > 0, and r satisfies
0 < r < max
x∗,x∗1∈L(P)
f (x∗)≤f (x∗1)
(f (x∗1)− f (x∗)).
Next we will show that the function F(x, x∗1, r, q) is a filled function satisfying Definition 2.1.
Theorem 2.1. Suppose that f (x) holds Assumption 2.1. Further suppose that x∗1 is a local minimizer of f (x). For any r > 0, when
q > 0 is satisfactorily large, then x∗1 is a local maximizer of F(x, x
∗
1, r, q).
Proof. Since x∗1 is a local minimizer of f (x), there exists a neighborhood O(x
∗
1, δ) of x
∗
1 with δ > 0, such that f (x) ≥ f (x∗1) for
all x ∈ O(x∗1, δ) and x 6= x∗1 . When f (x) = f (x∗1),
F(x, x∗1, r, q) = [f (x)− f (x∗1)+ r] exp
(
q
‖x− x∗1‖ + r
)
= r exp
(
q
‖x− x∗1‖ + r
)
< r exp
(q
r
)
= F(x∗1, x∗1, r, q).
Hence, x∗1 is a local maximizer of F(x, x
∗
1, r, q).
Next, we consider the case of f (x) > f (x∗1),
F(x, x∗1, r, q) = [f (x)− f (x∗1)+ r] exp
(
q
‖x− x∗1‖ + r
)
≤ [L‖x− x∗1‖ + r] exp
(
q
‖x− x∗1‖ + r
)
where L is Lipschitz constant.
Let K = max{‖x1 − x2‖ : x1, x2 ∈ Ω}, and f (t) = (Lt + r) exp( qt+r ), (t ≥ 0). Hence,
f ′(t) =
[
(Lt + r) exp
(
q
t + r
)]′
= L exp
(
q
t + r
)
− (Lt + r) exp
(
q
t + r
)
q
(t + r)2
= exp
(
q
t + r
)[
L− (Lt + r) q
(t + r)2
]
< exp
(
q
t + r
)[
L− r q
(t + r)2
]
< exp
(
q
t + r
)[
L− r q
(K + r)2
]
.
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Therefore, when q is sufficiently large, we have L − r q
(K+r)2 < 0, further more, we have f
′(t) < 0, that means f (t) is a
monotone decrease function. Thus,
F(x, x∗1, r, q) = f (t) ≤ f (0) = r exp
(q
r
)
= F(x∗1, x∗1, r, q).
Hence, x∗1 is a local maximizer of F(x, x
∗
1, r, q). 
Theorem 2.2. Suppose that f (x) is continuously differentiable. If x∗1 is a local minimizer of f (x), then the function F(x, x
∗
1, r, q)
has no stationary point in the region S1 = {x|f (x) ≥ f (x∗1), x ∈ Ω/{x∗1}}, when r > 0, and q > 0 is satisfactorily large.
Proof. Let x ∈ S1, i.e., f (x) ≥ f (x∗1) and x 6= x∗1 , we have
∇F(x, x∗1, r, q) = ∇f (x) exp
(
q
‖x− x∗1‖ + r
)
− f (x)− f (x
∗
1)+ r
‖x− x∗1‖
exp
(
q
‖x− x∗1‖ + r
)
q(x− x∗1)
(‖x− x∗1‖ + r)2
.
∇F(x, x∗1, r, q)t
x− x∗1
‖x− x∗1‖
= ∇f (x)t exp
(
q
‖x− x∗1‖ + r
)
x− x∗1
‖x− x∗1‖
− f (x)− f (x
∗
1)+ r
‖x− x∗1‖2
exp
(
q
‖x− x∗1‖ + r
)
q(x− x∗1)t(x− x∗1)
(‖x− x∗1‖ + r)2
= ∇f (x)t exp
(
q
‖x− x∗1‖ + r
)
x− x∗1
‖x− x∗1‖
− q f (x)− f (x
∗
1)+ r
(‖x− x∗1‖ + r)2
exp
(
q
‖x− x∗1‖ + r
)
= exp
(
q
‖x− x∗1‖ + r
)[
∇f (x)t x− x
∗
1
‖x− x∗1‖
− q f (x)− f (x
∗
1)+ r
(‖x− x∗1‖ + r)2
]
for ∀x ∈ Ω , we have ‖∇f (x)‖ ≤ ∇f , K = max{‖x1 − x2‖ : x1, x2 ∈ Ω}.We can get
∇F(x, x∗1, r, q)t
x− x∗1
‖x− x∗1‖
< exp
(
q
‖x− x∗1‖ + r
)[
∇f − q r
(K + r)2
]
.
Therefore, when q > 0 is satisfactorily large, we can make ∇f − q r
(K+r)2 < 0, further more, when q > 0 is satisfactorily
large, we have ∇F(x, x∗1, r, q)t x−x
∗
1
‖x−x∗1‖ < 0.
It implies that the function F(x, x∗1, r, q) has no stationary point in the region S1 = {x|f (x) ≥ f (x∗1), x ∈ Ω/{x∗1}}, when
r > 0, and q > 0 is satisfactorily large. 
Theorem 2.3. If x∗1 is a local minimizer of f (x), and it is not a global minimizer of f (x) inΩ , then there must be a minimizer x
∗
1
in the region S2 = {x|f (x) < f (x∗1), x ∈ Ω}.
Proof. Obviously, we know that S2 is nonempty, then there must be a point x satisfying f (x) < f (x∗1) and r > 0, such that
f (x) < f (x∗) − r . Hence, we have F(x, x∗1, r, q) < 0. Let ∂Ω stands for the bound of Ω , since f (x) is coercive, the value of
f (x) for x on the boundary ofΩ is larger than the value of f (x) for any x in the interior ofΩ . Therefore, for each x ∈ ∂Ω , we
have F(x, x∗1, r, q) > 0. Thus, we have
min
x∈Ω F(x, x
∗
1, r, q) = minx∈Ω\∂Ω F(x, x
∗
1, r, q) = F(x∗1, x∗1, r, q) ≤ F(x, x∗1, r, q) < 0.
ForΩ \ ∂Ω is an open set, and F(x∗1, x∗1, r, q) < 0, therefore, x∗1 ∈ S2 is a local minimizer of F(x, x∗1, r, q). 
Theorems 2.1–2.3 show that under some assumptions the function F(x, x∗1, r, q) at point x
∗
1 is a filled function satisfying
Definition 2.1. The following theorems further show that the proposed filled function has some properties which classical
functions have.
Theorem 2.4. If x1, x2 ∈ Ω and satisfy the following conditions:
1. f (x1) ≥ f (x∗1) and f (x2) ≥ f (x∗1),
2. ‖x2 − x∗1‖ ≥ ‖x1 − x∗1‖ + ε, where ε > 0.
Then, when r > 0 and q > 0 is satisfactorily large,
F(x1, x∗1, r, q) > F(x2, x
∗
1, r, q).
Proof. Consider the following two cases:
Case 1: If f (x∗1) ≤ f (x2) ≤ f (x1), then it is obvious that the result follows.
Case 2: If f (x∗1) ≤ f (x1) ≤ f (x2), we will show F(x1, x∗1, r, q) > F(x2, x∗1, r, q) also holds.
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First, when f (x1) = f (x2),
F(x1, x∗1, r, q) = [f (x1)− f (x∗1)+ r] exp
(
q
‖x1 − x∗1‖ + r
)
,
F(x2, x∗1, r, q) = [f (x2)− f (x∗1)+ r] exp
(
q
‖x2 − x∗1‖ + r
)
.
Since ‖x2 − x∗1‖ > ‖x1 − x∗1‖, we have
[f (x1)− f (x∗1)+ r] exp
(
q
‖x1 − x∗1‖ + r
)
> [f (x2)− f (x∗1)+ r] exp
(
q
‖x2 − x∗1‖ + r
)
namely,
F(x1, x∗1, r, q) > F(x2, x
∗
1, r, q).
Next, when f (x∗1) ≤ f (x1) < f (x2), letM = max{‖x− x∗1‖, x ∈ Ω}, we have
F(x1, x∗1, r, q)
F(x2, x∗1, r, q)
= f (x1)− f (x
∗
1)+ r
f (x2)− f (x∗1)+ r
exp
(
q
‖x1 − x∗1‖ + r
− q‖x2 − x∗1‖ + r
)
= f (x1)− f (x
∗
1)+ r
f (x2)− f (x∗1)+ r
exp
[
q(‖x2 − x∗1‖ − ‖x1 − x∗1‖)
(‖x1 − x∗1‖ + r)(‖x2 − x∗1‖ + r)
]
≥ r
L‖x2 − x∗1‖ + r
exp
[
q(‖x2 − x∗1‖ − ‖x1 − x∗1‖)
(M + r)2
]
≥ r
LM + r exp
[
qε
(M + r)2
]
.
When r > 0, and q > 0 is satisfactorily large, we can get
F(x1, x∗1, r, q)
F(x2, x∗1, r, q)
> 1
namely, F(x1, x∗1, r, q) > F(x2, x
∗
1, r, q). 
Theorem 2.5. If x1, x2 ∈ Ω and satisfy the following conditions:
1. ‖x1 − x∗1‖ ≥ ‖x2 − x∗1‖ + ε, where ε > 0.
2. f (x2) ≥ f (x∗1) > f (x1) and f (x1)− f (x∗1)+ r > 0.
Then, we have F(x1, x∗1, r, q) < F(x2, x
∗
1, r, q).
Proof. By the condition 1, we have
exp
(
q
‖x2 − x∗1‖ + r
)
> exp
(
q
‖x1 − x∗1‖ + r
)
> 0.
By the condition 2, we have
f (x2)− f (x∗1)+ r > f (x1)− f (x∗1)+ r > 0.
Hence, we have
[f (x1)− f (x∗1)+ r] exp
(
q
‖x1 − x∗1‖ + r
)
< [f (x2)− f (x∗1)+ r] exp
(
q
‖x2 − x∗1‖ + r
)
namely, F(x1, x∗1, r, q) < F(x2, x
∗
1, r, q). 
Now we make some remarks. First, in the phase of minimizing the new filled function, Theorems 2.4 and 2.5 guarantee
that the present local minimizer x∗1 of the objective function is escaped and the minimum of the new filled function will
be always achieved at a point where the objective function value is not higher than the current minimum of the objective
function. Second, the parameters r and q are easier to be appropriately chosen than those of the original filled function (1.2).
When the parameter q is large enough, the factor exp( q‖x−x∗1‖+r )will be approximately one, therefore, the new filled function
does not become flat. In the next section, a new filled function algorithm is given, and it has a simple termination criteria.
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Table 1
General computational results
No. n k0 Iter Time r q r0 q0
1 2 4 4 52.634 f (x
∗
1)
3 1.0× 10−4 1.0× 10−3 1.0× 104
2 2 4 5 327.351 1.0× 10−2 1.0× 10−3 1.0× 10−3 1.0× 103
4 3 754.989 f (x
∗
1)
10 1.0× 10−4 1.0× 10−2 1.0× 104
4 4 182.347 f (x
∗
1)
6.2 1.0× 10−3 1.0× 10−3 1.0× 103
3 2 4 3 162.721 f (x
∗
1)
2 1.0× 10−4 1.0× 10−3 1.0× 104
4 3 49.172 f (x
∗
1)
2 1.0× 10−4 1.0× 10−2 1.0× 104
4 2 4 3 38.833 f (x
∗
1)
4 1.0× 10−4 1.0× 10−3 1.0× 104
4 3 70.258 f (x
∗
1)
4 1.0× 10−4 1.0× 10−3 1.0× 104
5 2 4 2 70.276 f (x
∗
1)
3 1.0× 10−3 1.0× 10−4 1.0× 104
6 2 4 3 281.522 1.0 1.0× 10−4 1.0× 10−3 1.0× 104
7 2 4 6 1218.065 f (x
∗
1)
2 1.0× 10−4 1.0× 10−3 1.0× 104
3 6 10 2402.194 f (x
∗
1)
2 1.0× 10−4 1.0× 10−3 1.0× 104
5 10 3 9079.710 f (x
∗
1)
2 1.0× 10−4 1.0× 10−3 1.0× 104
7 14 19 8858.477 f (x
∗
1)
2 1.0× 10−4 1.0× 10−3 1.0× 104
10 20 35 17449.033 f (x
∗
1)
2 1.0× 10−4 1.0× 10−3 1.0× 104
Table 2
Comparison of the results
No. n Ge’ filled function New filled function
Iter Time Fl Fg Iter Time Fl Fg
1 2 4 226.654 21276 460 4 52.634 11097 338
2 2 15 381.279 27500 942 5 327.351 903 366
34 800.438 54505 2500 3 754.989 47204 8948
35 550.766 38424 1940 4 182.347 11476 1051
3 2 32 533.780 92498 2203 3 162.721 11002 3267
31 197.858 24159 1065 3 49.172 6564 2729
4 2 44 160.737 35171 2319 3 38.833 6295 655
6 40.116 5703 237 3 70.258 2931 641
5 2 14 52.670 15759 671 2 70.276 2544 569
6 2 20 3024.499 103988 1861 3 281.522 8061 438
7 2 22 1467.238 107899 2445 6 1218.065 83516 3599
3 6 5216.364 248407 3976 10 2402.194 127695 8331
5 16 46585.236 1229860 13644 3 9079.710 329956 17228
7 21 61166.065 1443686 16661 19 8858.477 222630 24343
10 16 103095.644 1829898 23955 35 17449.033 276386 32993
3. The filled function and algorithm
In the above section, we have already discussed some properties of the filled function. Now, we present an algorithm as
follows:
Algorithm
1. Initial Step
(a) Let k = 1, stands for the number of iteration.
(b) Choose 0 < r0 < 1 as the tolerance parameter for terminating the minimization process of problem (P), e.g., set
r0 = 10−4.
(c) Choose 0 < q < 1, e.g., q = 10−4.
(d) Choose q0 sufficiently large, e.g., q0 = 104.
(e) Choose direction ei, i = 1, . . . , k0, with integer k0 ≥ 2n, where n is the number of variables.
(f) Choose an initial point x01 ∈ Ω .
2. Main Step
10 Obtain a local minimizer of the prime problem (P) by implementing a local downhill search procedure starting from
the x0k . Let x
∗
k be the local minimizer obtained. Let i = 1, r = f (x∗k)/2.0, q = 10−4.
20 (a) If i ≤ k0, then go to 50.
(b) Otherwise, go to 30.
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30 (a) If r ≤ r0, then terminate the iteration, the x∗k is taken as the global minimizer of problem (P).
(b) Otherwise, go to 40.
40 (a) If q ≥ q0, then r = r/2.0, q = 2.0× 10−4, i = 1, go to 50.
(b) Otherwise, let q = q× 10, i = 1, go to 50.
50 x∗k = x∗k + δei (where δ is a small positive number, e.g., δ = 0.1)
(a) If f (x∗k) < f (x
∗
k), then let k = k+ 1, x0k = x∗k , and go to 10.
(b) Otherwise, go to 60.
60 Let
F(x, x∗k , r, q) = [f (x)− f (x∗k)+ r] exp
(
q
‖x− x∗k‖ + r
)
,
and y0 = x∗k . Turn to the inner loop.
3. Inner Loop
10 Letm = 0.
20 ym+1 = Φ(ym), whereΦ is an iteration function. It denotes a local downhill searchmethod for the following problem:
min F(x, x∗k , r, q)
s.t. x ∈ Ω.
Such as steepest descent method, BFGS method, etc.
30 (a) If ym attains the boundary ofΩ during the minimization, then let i = i+ 1, go to main step 20.
(b) Otherwise, go to 50.
40 (a) If the gradient of the filled function at ym is sufficiently small, such as less than 10−4, or f (ym) > f (x∗k), go to main
step 20.
(b) Otherwise, go to 50.
50 (a) If f (ym+1) < f (x∗k), then let k = k+ 1, x0k = ym+1, and go to the main step 10.
(b) Otherwise, letm = m+ 1 and go to 20.
The idea and mechanism of algorithm are explained as follows:
There are two phases in the algorithm. One is that of minimizing the original function f (x) in the main step, the other
is that of minimizing the new filled function F(x, x∗1, r, q) in the inner loop. We let r = f (x∗1)/2.0 and q = 10−4 in the
initialization, afterwards, they are gradually changed via the two-phase cycle until r is less than sufficiently small positive
scale r0, and q is larger than sufficiently large number q0. If r is sufficiently small and q is sufficiently large, we can not find
the point x with f (x) < f (x∗) yet, then we believe that there must not be a better local minimizer of f (x). The algorithm is
terminated.
4. Numerical experiment
In this section, we apply the filled algorithm to seven test examples. The proposed algorithm is programmed in Fortran
95 for working on the windows XP system with Intel Core Duo 1.6G CPU and 1G RAM. Numerical results prove that the
method is efficient.
Problem 1 (Rastrigin).
min f (x) = x21 + x22 − cos(18x1)− cos(18x2), s.t. − 1 ≤ x1, x2 ≤ 1.
The global minimum solution: x∗ = (0.0000, 0.0000), and f (x∗) = −2.0000. The computational results are summarized
in Table 3.
Problem 2 (Two-dimensional Function).
min f (x) = [1− 2x2 + c sin(4pix2)− x1]2 + [x2 − 0.5 sin(2pix1)]2 ,
s.t. 0 ≤ x1 ≤ 10,−10 ≤ x2 ≤ 0,where c = 0.2, 0.5, 0.05.
The proposed filled function approach succeeds in identifying the global minimum solutions: f (x∗) = 0 for all c. The
computational results are summarized in Tables 4–6, for c = 0.2, 0.5, 0.05, respectively.
Problem 3 (Three-hump Back Camel Function).
min f (x) = 2x21 − 1.05x41 +
1
6
x61 − x1x2 + x22,
s.t. − 3 ≤ x1 ≤ 3,−3 ≤ x2 ≤ 3.
Two initial points x = (−2,−1) and (2, 1) are used. The proposed filled function approach succeeds in identifying the global
minimum solution: x∗ = (0, 0) and f (x∗) = 0. The computational results are summarized in Tables 7 and 8, respectively.
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Table 3
Computational results for Problem 1
k x0k x
∗
k f (x
∗
k )
1 (1.00000000,1.00000000) (1.04075873,1.04075873) 0.179774966368965
2 (−0.74734604,−0.74734604) (−0.69384447,−0.69384447) −1.03120742499014
3 (0.02861899,−0.69384861) (−0.00000002,−0.69384446) −1.51560371249504
4 (−0.00001144, 0.01072480) (−0.00000002,−0.00000002) −1.99999999999988
Table 4
Computational results for Problem 2 with c = 0.2
k x0k x
∗
k f (x
∗
k )
1 (3.00000000, 3.00000000) (3.05248091, 2.53003005) 55.1533819951288
2 (3.95024227, 2.13755331) (1.42954466, 0.06809849) 0.193340824134789
3 (1.16951037, 0.05127357) (0.98254782,−0.05470348) 2.76236839× 10−9
4 (1.87843496,−0.34583400) (1.87843029,−0.34585393) 1.53865213× 10−10
5 (1.87843059,−0.34585244) (1.87843059,−0.34585244) 5.92968849× 10−11
Table 5
Computational results for Problem 2 with c = 0.5
k x0k x
∗
k f (x
∗
k )
1 (0.00000000, 0.00000000) (0.04202398,−0.09477184) 0.517453552568914
2 (0.56038082, 0.04334196) (0.55244406,−0.10367647) 3.32208178× 10−2
3 (1.01969056,−0.02626132) (0.99999999, 0.00000017) 5.90784904× 10−13
Table 6
Computational results for Problem 2 with c = 0.05
k x0k x
∗
k f (x
∗
k )
1 (10.00000000,−10.00000000) (9.73067562,−3.74753580) 12.1009565686627
2 (8.86577268,−2.68089612) (8.71388558,−2.97031847) 9.24608869790145
3 (1.51702207,−1.50861455) (1.59745489,−0.28740067) 2.88869020× 10−10
4 (1.59746836,−0.28740681) (1.59746237,−0.28741130) 1.30930880× 10−10
Table 7
Computational results for Problem 3 with initial point (−2,−1)
k x0k x
∗
k f (x
∗
k )
1 (−2.00000000,−1.00000000) (−1.74754432,−0.87375337) 0.298638442965509
2 (0.06795278,−0.44971714) (0.00000944, 0.00003957) 1.37021300× 10−9
3 (−0.00002261, 0.00000772) (−0.00001356, 0.00000492) 4.58551865× 10−10
Table 8
Computational results for Problem 3 with initial point (2, 1)
k x0k x
∗
k f (x
∗
k )
1 (2.00000000, 1.00000000) (1.74754432, 0.87375337) 0.298638442965509
2 (−0.06795278, 0.44971714) (−0.00000944,−0.00003957) 1.37021300× 10−9
3 (−0.00002147, 0.00001076) (−0.00001316, 0.00000618) 4.65774952× 10−10
Problem 4 (Six-hump Back Camel Function).
min f (x) = 4x21 − 2.1x41 +
1
3
x61 − x1x2 − 4x22 + 4x42,
s.t. − 3 ≤ x1 ≤ 3,−3 ≤ x2 ≤ 3.
Two initial points x = (−2, 1), (−2,−1) are used. The proposed filled function approach succeeds in identifying the global
minimum solutions:
x∗ = (0.08983714, 0.71269875) or (−0.08983722,−0.71269468)
where f (x∗) = −1.03162844. The computational results are summarized in Tables 9 and 10.
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Table 9
Computational results for Problem 4 with initial point (−2, 1)
k x0k x
∗
k f (x
∗
k )
1 (−2.00000000, 1.00000000) (−1.70357585,−0.79610795) −0.21546381
2 (−0.32591490, 0.73296797) (0.08983714, 0.71269875) −1.03162844
3 (−0.08983722,−0.71269468) (−0.08983722,−0.71269468) −1.03162844
Table 10
Computational results for Problem 4 with initial point (−2,−1)
k x0k x
∗
k f (x
∗
k )
1 (−2.00000000,−1.00000000) (−1.70362608,−0.79605321) −0.21546381
2 (−0.32510700, 0.73280852) (0.08983231, 0.71270968) −1.03162843
3 (−0.08983561,−0.71270869) (−0.08983561,−0.71270869) −1.03162843
Table 11
Computational results for Problem 5 with initial point (−1,−2)
k x0k x
∗
k f (x
∗
k )
1 (−1.00000000,−2.00000000) (−0.00000384,−0.00004291) 1.90007442× 10−9
2 (0.00001466, 0.00000000) (0.00000466, 0.00000000) 8.67710185× 10−11
Table 12
Computational results for Problem 6 with initial point (1, 1)
k x0k x
∗
k f (x
∗
k )
1 (1.00000000, 1.00000000) (1.08651993, 1.08651993) 1.10712963× 10−9
2 (4.24977910, 1.57438983) (4.85805688, 1.32000483) −37.6811202641744
3 (4.85805630, 5.39201711) (4.85805687, 5.48286436) −186.730908830971
Table 13
Computational results for Problem 7 with n = 2
k x0k x
∗
k f (x
∗
k )
1 (−4.00000000,−4.00000000) (−3.94896547,−3.99793236) 78.1263548998239
2 (−4.28807649, 3.06330513) (−3.94898395, 2.99917298) 45.1532727307108
3 (4.30563713, 4.02582242) (3.96969240, 3.99655701) 28.1158846972929
4 (2.10349725, 0.99227099) (1.98996315, 0.99999998) 1.55503530376559
5 (1.02496626, 1.91867115) (0.99999986, 1.00000545) 4.97810596× 10−11
6 (0.99999944, 0.99999993) (0.99999977, 0.99999993) 8.64898974× 10−12
Table 14
Computational results for Problem 7 with n = 3
k x0k x
∗
k f (x
∗
k )
1
−3.00000000−3.00000000
−3.00000000
 −2.95941553−2.99741464
−2.99746521
 50.0750821389394
2
1.313925826.74707593
3.02275719
 0.999996821.00000697
1.00029665
 9.32612419× 10−8
3
1.000001791.00000000
1.00000000
 1.000001791.00000000
1.00000000
 3.34688240× 10−10
4
1.000000531.00000000
1.00000000
 1.000000531.00000000
1.00000000
 2.89425488× 10−11
Problem 5 (Treccani Function).
min f (x) = x41 + 4x31 + 4x21 + x22, s.t. − 3 ≤ x1 ≤ 3,−3 ≤ x2 ≤ 3.
The proposed filled function approach succeeds in identifying a global minimum solution: x = (0, 0)where f (x∗) = 0. The
computational results are summarized in Table 11.
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Table 15
Computational results for Problem 7 with n = 5
k x0k x
∗
k f (x
∗
k )
1

2.00000000
3.00000000
2.00000000
1.00000000
−2.00000000


1.98954978
2.97944933
1.99741971
1.00000000
0.99945864
 3.73622254252538
2

0.95709396
0.87846027
0.99993389
1.00018765
0.99994606


0.99999382
0.99968895
0.99995038
0.99992542
0.99995556
 6.94687302× 10−8
3

1.00000076
1.00002854
1.00000000
1.00000000
1.00000000


1.00000076
1.00002854
1.00000000
1.00000000
1.00000000
 5.47918625× 10−10
Table 16
Computational results for Problem 7 with n = 7
k x0k x
∗
k f (x
∗
k )
1

1.00000000
−2.00000000
2.00000000
3.00000000
−3.00000000
4.00000000
−4.00000000


0.99941173
1.00177953
0.97637832
1.00229097
1.00681946
1.01824933
0.92395678
 3.11983029× 10
−3
2

0.99962872
1.00531001
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000


0.99962872
1.00531001
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
 1.88225067× 10
−5
3

1.00005730
0.99999823
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000


1.00005730
0.99999823
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
 1.46912904× 10
−7
4

1.00000376
1.00003193
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000


1.00000376
1.00003193
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
 1.09120741× 10
−9
5

0.99999876
1.00001157
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000


0.99999876
1.00001157
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
 1.29002568× 10
−10
Problem 6 (Two-dimensional Shubert Function).
min f (x) =
{
5∑
i=1
i cos[(i+ 1)x1 + i]
}{
5∑
i=1
i cos[(i+ 1)x2 + i]
}
,
s.t. 0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 10.
Theproposed filled function approach succeeds in identifying the globalminimumsolutions: x = (4.85805687, 5.48286436)
or (5.48286436, 4.85805687), where f (x∗) = −186.730908830971. The computational results are summarized in Table 12.
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Table 17
Computational results for Problem 7 with n = 10
k x0k x
∗
k f (x
∗
k )
1

1.00000000
2.00000000
0.00000000
−2.00000000
3.00000000
−3.00000000
4.00000000
−4.00000000
5.00000000
−5.00000000


0.99999523
1.00014580
0.99988777
0.99962022
1.00022337
0.99947862
1.00042719
0.99938211
1.00062646
0.99917871

6.70228340× 10−7
2

1.00000514
1.00017785
1.00000039
1.00000712
0.99999754
0.99999859
1.00000085
0.99999805
0.99999477
0.99999444


1.00000514
1.00017785
1.00000039
1.00000712
0.99999754
0.99999859
1.00000085
0.99999805
0.99999477
0.99999444

1.08019538× 10−8
3

1.00000428
1.00015835
1.00000022
1.00000398
0.99999863
0.99999921
1.00000048
0.99999891
0.99999708
0.99999689


1.00000428
1.00015835
1.00000022
1.00000398
0.99999863
0.99999921
1.00000048
0.99999891
0.99999708
0.99999689

8.46280610× 10−9
4

0.99999819
1.00005397
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000


0.99999819
1.00005397
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000
1.00000000

1.01777897× 10−9
Problem 7 (n-dimensional Function).
min f (x) = pi
n
[
10 sin2(pix1)+ g(x)+ (xn − 1)2
]
,
s.t. − 10 ≤ xi ≤ 10, i = 1, 2, . . . , n
where
g(x) =
n−1∑
i=1
[
(xi − 1)2(1+ 10 sin2(pixi+1))
]
.
Five sizes of the problem are considered in the test, n = 2, 3, 5, 7, 10. The proposed filled function approach succeeds
in identifying the global minimum solutions: x∗ = (1, 1, . . . , 1) and f (x∗) = 0 for all n. The computational results are
summarized in Tables 13–17, respectively.
Table 1 gives computational result of every test problem and initial values of some parameters (r , q, r0, q0). Themeanings
of the symbols used in Table 1 are as follows:
No.: The order of the problems;
n: The number of variables;
iter: The total number of iterations;
time: The total running time (millisecond).
Table 2 gives a comparison of the results respectively obtained by the new filled function algorithm and the Ge’s filled
function algorithm. The symbol Fl expresses the total number of function evaluations of f (x) and F(x, x∗1, r, q), and the symbol
Fg expresses the total number of gradient evaluations of ∇f (x) and ∇F(x, x∗1, r, q).
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Both of the algorithm, we use the same local algorithm. In the local minimization of the function f (x) and filled function
F(x, x∗1, r, q), we use the BFGS method and the steepest descent method, respectively. We use the Armijo condition to
determine the step length.
In the Ge’s filled function algorithm process of debugging, we find that the function value at local minimum point is not
strictly reduced, that means the function value will rebound, it wastes a lot of time and computation. And we also find that
the process frequently stuck at a stationary point or a local minimizer, so it may not find the global minimum point.
Some typical examples with 2 to 10 variables are tested and Table 2 shows that in most cases the new filled function
algorithm works better than Ge’s filled function algorithm.
5. Conclusions
The computational results show the correctness of the theoretical analysis in Section 2. The filled function algorithm
succeeds in finding a global minimizer. A new version of the filled functions is given in this paper with much improved
performance in finding a global minimum solution. It is different from the classical definition of the filled functions. Based
on the new definition and a function satisfying the definition, an algorithm for unconstrained global optimization has been
developed. The computational results show that this algorithm is quite efficient and reliable. So it may become a new and
practical filled function algorithm for unconstrained global optimization.
The symbols used in Tables 3–17 are shown as follows:
x0k: The kth initial point;
k: The iteration number in finding the kth local minimizer;
x∗k : The kth local minimizer;
f (x∗k): The function value of the kth local minimizer.
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