Predicting the class membership of a set of patterns represented by points in a multi-dimensional space critically depends on their specific distribution. To improve the classification performance, pattern vectors may be transformed. There is a range of linear methods for feature construction, but these are often limited in their performance. Nonlinear methods are a more recent development in this field, but these pose difficult optimization problems. Evolutionary approaches have been used to optimize both linear and nonlinear functions for feature construction. For nonlinear feature construction, a particular problem is how to encode the function in order to limit the huge search space while preserving enough flexibility to evolve effective solutions. In this paper, we present a new method for generating a nonlinear function for feature construction using multi-layer perceptrons whose weights are shaped by evolution. By pre-defining the architecture of the neural network we can directly influence the computational capacity of the function and the number of features to be constructed. We evaluate the suggested neural feature construction on four commonly used data sets and report an improvement in classification accuracy ranging from 4 to 13 percentage points over the performance on the original pattern set.
Introduction
Finding representative features of entities to describe them with a pattern vector is an important step in any modern classification system. Part of this task is the extraction and selection of useful measures from the objects to be classified. A potential next step is feature construction, where the initial measures are arithmetically combined to form artificial features, which are more suitable for classification than the original, domain-specific patterns.
Historically, feature construction is a modern extension of traditional statistical techniques such as multidimensional scaling, principal component analysis, or factor analysis. Nowadays, these are referred to, and used predominantly as, dimensionality reduction techniques. Linear methods such as the singular value decomposition (SVD) have been studied in great detail, and today there is a sound theoretical underpinning of optimal linear methods and detailed algorithmic knowledge of their implementation. The use of the SVD in data mining and machine learning is so frequent that even a superficial survey is beyond any research paper. But as with all linear techniques, there are limits to their expressiveness that surface quickly in a variety of applications. Consequently, it is an obvious step to turn to nonlinear methods, although this must also be understood as a departure from the guaranteed optimality enjoyed using linear techniques. One of the most popular means to introduce nonlinearity is the kernel trick [2] , where a nonlinear function is applied to the original pattern vectors. It is used to make a transition into a kernel space, in the hope that the problem is more easily solved in the transformed domain. But there is of course a catch: the choice of this kernel function.
There are two main research directions in response to this problem. The first approach is to choose a default kernel function out of a limited set, such as polynomials or radial basis functions. Every new component in a vector in the kernel space is the result of applying the kernel function to a pair of components of the original vector. Unfortunately, an exhaustive construction of new features involves all pairs of components in the source vectors. The result is a quadratic increase in dimensionality. For low-dimensional problems, which suffer from poor separation of data points, this can actually be an advantage, and support vector machines explicitly exploit that fact [19] . The dimensionality problem can be mitigated to some extent by using feature selection, where relevant features are identified from the initially computed range of candidate features. In any case the increase in dimensionality is the exact opposite of the desirable dimensionality reduction.
The second approach is to attempt to construct a kernel function specifically for the task at hand. In order to obtain a nonlinear function that leads to a reduction in dimensionality, we decided to follow this direction in our work. We are using an evolutionary algorithm (EA) [3] to construct nonlinear kernel functions implemented by a multi-layer perceptron (MLP) [4] . Neural networks generated by EAs have been studied extensively for the construction of classifiers, e.g., [20, 6, 14] .
Our key contribution is the following: we are not evolving a neural classifier, but a multi-layer perceptron that maps the original input patterns to a transformed space of reduced dimensionality. This gives us additional flexibility in the choice of the classification system, which operates on the optimized transformed space. In addition, we can also use the neural transformation function for other applications, such as similarity-based search and retrieval.
Formally, we have a set
We construct a transformation function f T :
The function f T is implemented by an MLP with d input neurons and d output neurons. The weights of the connections and biases of the individual neurons are encoded in a bit genome. Starting with a randomly initialized population of MLPs we compute a fitness score based on the performance of the constructed features, select the fitter individuals, and apply standard operators for mutation and crossover during reproduction. This process is repeated until a sufficiently good solution has been found.
We have conducted an experimental evaluation on four data sets. Using jackknifing with a K-nearestneighbor (K-NN) classifier, we have compared the classification accuracy of the best solution against the performance of the same classifier on the raw (untransformed) data set. The best solution is the fittest MLP obtained in 50 independent runs over 2,000 generations with 50 individuals each. In our experiments, we outperformed the base classification accuracy by 4, 5, 12, and 13 percentage points on the data sets used for comparison. We also give a comparison with related work, however, the literature on related approaches does not give all the details on performance assessment. Therefore, all of these comparisons must be taken with a grain of salt. Nonetheless, the results indicate the potential of evolutionary neural feature construction.
We describe our approach in detail in Section 2, and discuss the related work in Section 3. Our empirical evaluation is described in Section 4. Lastly, we summarize our findings in Section 5.
Our Approach
For the purpose of generating a nonlinear transformation function we evolve the weights of fully connected feed-forward networks with a single hidden layer. Figure 1 . This topology has been determined experimentally and performed well for all of our benchmark experiments. We thus recommend it as a starting point for other data sets as well.
The choice of a suitable d is not easy. For our evaluation, we have chosen d according to experiments reported in related literature. In general, we recommend using an SVD to compute the singular values of the data matrix and plotting them on a logarithmic scale to reveal potential cut-off thresholds for a rank reduction. This threshold should also serve as a reasonable value for d .
In our work, we are not using any learning algorithms, such as error back-propagation or Hebbian learning, to adapt the weights of the neural networks. Instead, the optimization of the weights is the sole responsibility of the EA. This evolution of weights can be viewed as evolutionary training of a network. Conventionally,
The structure of the network constructing five features out of eleven for the wine data set (see Table 1 ). this strategy is used in scenarios where training patterns are not or hardly available, such as the evolution of robotic neurocontrollers [21] . However, own work also showed that evolutionary training may even outperform conventional training algorithms in problems with given input/output patterns [13] .
The activation function of all hidden neurons is the standard sigmoid function, which is responsible for the nonlinear mapping implemented by the neural network. The input and output neurons have linear activation functions (i.e., the identity function), which is very common for input neurons. We based our choice for the output neuron's activation function on the fact that certain classes of patterns may already be arranged in distinct clusters of a certain distance, which might be reduced because the sigmoid function restricts output values to the unit interval.
The genotype of the network simply consists of all the network's weights and biases encoded in a bit string. We restrict each weight to the interval [−10, +10] using eight bits to encode a single weight or bias. All neurons except the input neurons have a bias value. For a network with 90 weights and 10 biases, the length of the chromosome is 800 bits.
The two genetic operators comply with the usual choices without any specific adaptations. The standard bit-flip mutation is applied with a mutation rate of 1 l , where l is the chromosome length. This means that only a single bit-flip operation is statistically expected in every generation for a single individual. The crossover rate -the probability with which parents exchange genetic information during reproduction -was chosen to be p c = 0.6.
As a selection mechanism, we used binary tournament selection. It operates by randomly choosing two individuals, comparing their fitness score and discarding the individual with the lower score. It thus implements the survival of the fittest. The constant population size is 50, and the number of generations is set to 2,000 for all experiments. Overall, these settings constitute a basic evolutionary algorithm without problem-specific algorithmic adjustments.
The evaluation of the fitness of the individual neural networks adheres to a technique commonly used in determining the quality of a feature subset. For the latter there are two basic approaches, namely, the filter and the wrapper approach [11] . With the filter approach a statistical measure is used to assess the quality of a feature subset, while the wrapper approach employs the accuracy of a classifier. As usual, both approaches have their advantages and drawbacks.
Essentially, the filter approach would allow fast computation of the fitness, however, there is no general guideline, which measures should be used to achieve good classification performance for a specific classifier. In preliminary experiments, we used the standard Fisher criterion (also used in [9] ) in a filter approach resulting in improvements in classification performance after neural feature construction. The wrapper approach uses the direct information on a classifier's accuracy, hence the performance is optimized, however at the price of computational cost and classifier specificity. Using a K-NN classifier, the wrapper method produced better results with acceptable computational cost. These are the results we present in this paper.
A problem with our approach stems from the fact that the number of connections increases with the Table 1 : Overview of the data sets used for evaluation. As indicated in Section 2, the presented approach may not be amenable to data sets with a large number of features, hence the data sets have been chosen accordingly.
square of the number of neurons. We are using a neural network topology with one hidden layer and allow connections only between neurons in adjacent layers. For i input neurons, h hidden neurons and o output neurons, we have a total connection count C of C = ih + ho. In our experiments, the number of hidden neurons was equal to the number of hidden neurons, meaning that C = i 2 + io. Assuming that we always perform a dimensionality reduction, we have o < i, and therefore
Since we have to encode a weight for every connection, the length of the bit string may exceed feasible values as the number of connections increases. This poses a problem, as the number of input neurons is dictated by the number of features in a given data set. Consequently, we believe that the specific approach presented here is currently only applicable to data sets with a moderate number of features. However, it should be noted that the best results in this paper have been achieved with the largest network encoded with a hefty 11,752 bits (c.f. the ionosphere results in Table 3 ).
Related Work
Spectral, singular value or eigenvalue techniques are perhaps the most common family of methods for feature space transformations. These are the classic foundation of linear projection methods for dimensionality reduction by projection onto the principal axes. Related to the evolutionary aspects of our approach, [1] introduces an evolutionary technique to construct a linear dimensionality reduction of the feature vector. In short, the evolution generates a low-dimensional hyperplane, on which the original data are projected. These projected points are then presented to a classifier for computing the fitness and evaluating the overall quality. The dimensionality of the reduced space can be adjusted by the user, but the algorithm may occasionally go lower than that.
In digital image processing, the principal component analysis (PCA) traditionally used for dimensionality reduction has been combined with the kernel trick to form the nonlinear component analysis [15] , which corresponds to solving an eigenvalue problem in the kernel space. It can be used to construct nonlinear features for feature extraction [5] or various image enhancement tasks [12] .
More closely related to our approach, [9] introduce the use of genetic programming for nonlinear feature construction. Here, features are constructed by evolved programs using a pre-defined set of arithmetic operators and the raw features as program input. An even earlier attempt to nonlinear feature construction is based on the construction of nonlinear decision trees [10] using polynomial functions to restrict the search space.
Empirical Evaluation
Our choice of data sets is based on related work so as to compare the performance of different approaches. The four data sets have been obtained from the UCI Machine Learning Repository [8] whose kind support we wish to acknowledge. Table 1 describes the data sets used in the following experiments.
To compare the performance of our approach with the feature construction by genetic programming detailed in [9] , we are using the Breast Cancer Wisconsin (Diagnostic) data set [18] , which contains image features extracted from fine needle aspirates of breast mass for the discrimination of benign and malignant tissue. It contains 569 patterns with 32 features, which are uniquely labeled to belong to one of 2 classes. Table 2 : Template neural networks used for evolutionary feature construction. A neural network topology x − y − z refers to a neural network with x input neurons, a single hidden layer with y hidden neurons, and z output neurons. The number of dimensions in the reduced space is based on the related literature.
We have selected two data sets for comparison with the evolution of representative patterns for linear dimensionality reduction [1] . The Ionosphere data set [17] contains radar return signals. Here, we are instructed to discriminate between "good" and "bad" radar return signals. Good return signals may be used to reveal some structures in the ionosphere, whereas bad signals merely pass through it. This data set contains 251 instances with 34 features. In addition, we are also using the Image Segmentation data set [16] , which consists of 2,310 patterns with 19 features. It is based on an image processing task and contains instances of 7 real-world image region categories for machine vision (brickface, cement, foliage, grass, path, sky and window).
A data set that traditionally requires some pre-processing contains chemical data of wine samples [7] , which are categorized into six quality classes, because the individual features come from disparate scales of measurement. We have selected this data set because we can demonstrate the computational ability of our approach on the raw, unprocessed data. The red wine sub-collection, with 1599 patterns and 11 features, completes the data sets used in the experiments.
For all of these data sets we consulted the related work to determine a suitable reduced dimension of the transformed space. The reduced dimensionalities and the neural network topology used in our experimental evaluations are given in Table 2 .
We experimentally determined some evolution parameters by conducting trial runs on the data sets, and consistently used the following setting:
1. We found a population size of 50 individuals to be sufficient for all four data sets. Attempts to increase the population size did not lead to any improvements, whereas lowering it decreased the performance of the optimization.
2. In these experiments the best solution was typically found after approximately 1,500 generations. To be safe we set the number of generations to 2,000.
3. We execute all experiments in 50 independent runs. The optimal result reported is always the single best solution found for a given data set in all of these runs.
The complete Java software implementing the evolution of neural networks and the K-NN classifier has been developed at our institution, and is mainly based on the JEvolution package, written by one of the authors, and the neural network package Boone 1 . A single run as specified above required approximately 30 minutes on a CPU of the Intel Nehalem architecture family.
To visualize the evolutionary success Figure 2 depicts the development of the fitness scores over the number of generations. These plots contain three measures to convey a more detailed picture of the development of the populations across all runs. The mean average fitness is the average of the fitness score over all runs and individuals within the same generation. The mean best fitness is the average of the highest fitness score achieved in each run in each generation. The best fitness score is the highest fitness score found for any individual in all runs per generation.
Above measurements reveal that most of the evolutionary progress is achieved within the first 200 generations. Apparently, the problem of constructing a suitable transformation function has sufficiently many sound solutions, so that the genetic algorithm can make immediate and substantial improvements. The rather sharp transition to a small rate of progress is typical for artificial evolution, but improvements may be found along the entire interval of measurement. Figure 2 : Illustration of the fitness scores of 50 independent experimental runs with 50 individuals over 2,000 generations using the breast cancer data set (top left), the segmentation data set (top right), the ionosphere data set (bottom left) and the red wine data set (bottom right). The network topologies are those given in Table 2 . The fitness function is the classification accuracy of a K-nearest-neighbor classifier with K = 1. The mean average fitness is the mean of the average fitness per generation of all runs. The mean best fitness is the mean fitness over all runs of the best individual in a specific generation. The best fitness is the fitness score of the single best individual from all runs per generation. Another effect that is well visible in these diagrams is the rather large discrepancy between the averaged fitness scores and the fitness of the best solution. Preliminary investigations indicate that the initial average fitness of a population determines the maximum fitness which can be found throughout the entire evolution. This suggest that it may be advisable to perform an initial step of high-throughput screening. In this approach, we initially construct a randomly generated population that is one or two orders of magnitude larger than the population size of the evolutionary algorithm.
In any case, the ultimate measure of success is the classification accuracy in the transformed space compared to that on the original data, and in relation to the performance reported in related work. It should be noted that comparisons to related work are more of a qualitative manner, as not all necessary details are given, e.g., in [1] random subsets of the original data sets are used for evolution of the linear hyperplanes.
In order to provide a solid baseline for the performance of neural feature construction we have used the following setup:
1. The results of jackknife (or leave-one-out) evaluation using a K nearest-neighbor classifier with K = 1, ..., 30 on the original data set act as a performance baseline.
2. During evolution jackknifing evaluation is performed on the transformed feature vectors of the full data set to determine the fitness of the individual MLPs. For fitness evaluation we chose K = 1, as this setting produced the highest classification accuracy in all four data sets.
3. We used the best individual across all runs as transformation function and re-evaluated the jackknifing K-NN classifier performance of the full, transformed data set in the range of K = 1, ..., 30.
The jackknifing (or leave-one-out) classification accuracy performance evaluation on the raw data and the transformed data generated by the best MLP are plotted in Figure 3 . For comparability with related approaches, we have taken the following performance figures from the related work: • Cancer: 99% in [9] ,
• Wine: 62% in [7] with T = 0.5.
Since our fitness evaluation employed a K-NN classifier with K = 1, it is not surprising that the best results are obtained with this setting. For increasing values of K we see a drop in classification accuracy on the transformed data. This may indicate that the evolved neural transformation manages to improve the local neighborhood of individual points, but does not succeed in creating clusters of data points for specific categories. However, we notice a clear improvement of the classification accuracy over the baseline for low values of K. In this range the best performance of the K-NN classifier on three out of four of the original, unprocessed data sets (except the cancer data set) can be found.
We conducted several experiments using larger values of K in the fitness function. The evolution succeeded in optimizing these populations, but the solutions produced with K = 1 performed best.
A summary of the best results obtained in all experimental runs, the performance baseline on the raw data set and a comparison with the values reported in the related literature is given in Table 3 .
What stands out in this performance comparison is the fact that our approach provides only limited gains on data sets that are either "easy" such as the cancer data set, or sets that are "hard" such as the wine data set. The highest improvements were achieved on data sets, which have a baseline classification accuracy between these two, namely, the segmentation and ionosphere data sets. This may be based on the following reasons:
• With "easy" data sets it is difficult to achieve improvements, because only few patterns are misclassified anyway. Consequently, it is difficult to modify a neural network to improve on these few patterns, while at the same time preserving correct classification of all others.
• With "hard" data sets our approach is being hampered by the continuous nature of the neural networks. If there is a high degree of confusion in the local neighborhood of a pattern, containing a mix of patterns from other categories, it is difficult for a neural network to improve separation, as the standard activation function we used in this work is continuous and monotonous. Consequently, adjacent patterns in the original input space will not be far apart in the evolved transformed space.
• Data sets with an intermediate level of difficulty provide plenty of room for improvement. Consequently, decent improvement within the available headroom is possible.
In order to provide further insights into the effect of neural feature transformation, a graphical representation of the patterns in the original and transformed feature space is given. Since the data are of high dimensionality, we employed principal component analysis for a two-dimensional projection of patterns, which can conveniently be plotted in a diagram. Here, we can see all patterns projected onto the plane defined by the two orthogonal directions with maximal variance in the data set. These directions are not necessarily the best directions in terms of separation of the categories, but are based on the variance within the entire Figure 4: All data points in the cancer (top), segmentation (middle high), ionosphere (middle low) and wine wine data set (bottom) projected onto the first two principal axes of the original data (left) and the transformed data generated by the best MLP (right). Some outliers have been omitted for clarity.
set of patterns. We show the two-dimensional principal component plots of the original and mapped points in Figure 4 . These plots can give us a fairly good understanding of the classification accuracy with varying K as depicted in Figure 3 . Despite the fact that they are only two-dimensional and there are one or more dimensions missing, they do illustrate the ability of the evolved neural transformation functions to break up linear dependencies within the first two principal axes. We can clearly see the ability to optimize the local neighborhood of most data points in terms of class membership. But we can also see their inability to create distinct clusters for specific categories.
Summary and Conclusion
In this paper we have introduced the use of multi-layer perceptrons as nonlinear functions for feature construction in classification tasks. Our key contribution is that we evolve a transformation function instead of a classifier. An evolutionary algorithm is used to evolve weights and biases of the neural networks directly encoded in a bit string. The classification accuracy of a K-nearest-neighbor classifier with K = 1 has been used to determine the fitness of the neural networks transforming the original feature vectors to a lower dimension. Plots of the development of the fitness values over time indicate that this approach is able to find excellent solutions, and that a stable optimization does take place. We evaluated this approach on four commonly used data sets using jackknifing (leave-one-out) for evaluating the classification accuracy. To the extent possible we compared the performance of our approach with related work. In addition we measured a performance baseline on the raw (untransformed) data. The neural feature construction presented in this paper delivers performance improvements of 4, 5, 12, and 13 percentage points over these baseline figures, outperforming the related work in three out of four cases. We believe that we have thus delivered a proof of concept for evolutionary neural transformation functions on actual data.
