Abstract-The smartphone is a typical cyberphysical system (CPS). It must be low energy consuming and highly reliable to deal with the simple but frequent interactions with the cloud, which constitutes the cloud-integrated CPS. Dynamic voltage scaling (DVS) has emerged as a critical technique to leverage power management by lowering the supply voltage and frequency of processors. In this paper, based on the DVS technique, we propose a novel Energy-aware Dynamic Task Scheduling (EDTS) algorithm to minimize the total energy consumption for smartphones, while satisfying stringent time constraints and the probability constraint for applications. Experimental results indicate that the EDTS algorithm can significantly reduce energy consumption for CPS, as compared to the critical path scheduling method and the parallelism-based scheduling algorithm.
I. INTRODUCTION
T HE smartphone, as a typical cyberphysical system (CPS), gains increasing attention nowadays. With the popularity of embedded systems and the unprecedented development of high integrated chips, increasing functions are moving onto smartphones. Meanwhile, smartphones, as the most widely used mobile devices, are facing more severe challenges than others. The ever-increasing demands in rich interactive apps and service, such as location-based service, social networking service, mobile cloud service, and mobile information service, have severely aggravated the energy consumption problem for smartphones. Furthermore, to cater to public taste, manufacturers produce smartphones with increasing large-screen displays. That also increases the burden of batteries.
Meanwhile, with the development of cloud computing, mobile cloud computing (MCC), which is a typical cloudintegrated CPS, becomes a new trend, which is using rich cloud resources to make up the limitations of smartphones. Many researches focus on how to achieve the seamless connection between mobile and cloud [1] , but they ignore an important aspect, which is smartphones have limited power not only the computational resource.
To support the connection between mobile and cloud, lowpower microprocessors are required to process these simple but frequent tasks in smartphones [2] - [6] . To enhance energy efficiency and process various tasks with different performance requirements, high-end mobile devices are designed as heterogeneous embedded systems, which integrate multiple processors with distinct processing power, such as PowerVR Series7XT GPU family from Imagination. Multiprocessors can offer greater computation per unit of power, leading to longer battery life [7] , but it is still critical to investigate tighter energy budget strategies to guarantee functionalities of mobile devices.
Miniature is another vital feature of current CPS, particularly smartphones. Therefore, there is an inherent conflict between the miniaturization and multifunction of these devices and the sustainable usage of their batteries. Most apps on smartphones are not delay tolerant, and their acceleration is often at higher expenses of energy consumption. In order to balance performance and power consumption for these apps, smartphones are usually designed with dynamic voltage scaling (DVS) by integrating static CMOS logic into microprocessors [8] , [9] . DVS is a powerful technique to reduce energy consumption and is widely employed in various embedded systems [10] , [11] . With the aid of this technology, different performance levels for apps can be achieved by adjusting the operating frequency of processors [12] , [13] .
Currently, the architecture of most mobile devices can be abstracted into three layers, as shown in Fig. 1 . The bottom layer is the hardware, which is also known as the physical system. Then, the second layer is the mobile operating system, which has two main functions. The first one is supporting the hardware below, and the second one is providing interface to the upper layer, which is the apps and services layer. The apps and services layer directly offers apps and services to users.
In MCC, as a cloud-integrated CPS, the mobile must have lots of frequent interactions to the cloud, such as requesting resources, sending computational request, and receiving results. These tasks are simple but really power consuming under wireless environment, because they are too frequent. To achieve the perfect performance, we need to solve two problems. The first one is making the energy cost as low as possible, while still maintaining the performance. The second one is making it highly reliable, which represents that the task must be successfully completed at a high probability. As a result, we use a time constraint and a probability constraint to analyze these problems.
We devise an algorithm that utilizes the results from a static scheduling algorithm and attempts to aggressively reduce energy consumption, while satisfying the time and probability constraints. Then, we simulate an Android environment to evaluate our algorithm. The experimental results show that compared to the critical path scheduling method and the parallelism-based scheduling approach, our online scheduling mechanism can reduce total energy consumption by 23.1% and 34.2% on average, respectively, while meeting the given timing constraints.
The major contributions of this paper are threefold as follows:
1) We propose a dynamic scheduling algorithm for dealing with the runtime variations. 2) We use a critical-path-based static scheduling algorithm Data Flow Graph Critical Path (DFGCP) to obtain the near-optimal solution, which meets the time and probability constraints. 3) We propose an optimal algorithm Critical Path Assignment (CPA) for the critical path with a dynamic programming approach.
II. RELATED WORK
In the past few years, numerous methodologies for lowpower CPS design have been proposed at operating system level and architecture level. A scheduler was proposed in [7] to monitor workloads for systems and adaptively schedule realtime tasks, while considering the worst case CPU demands. Through modification of the real-time scheduler and task management services in operating systems, this scheduler can boost system performance and save power consumption for heavy workloads and critical tasks. Targeting multimedia applications, the authors in [14] proposed a soft real-time CPU scheduler for mobile devices to reduce energy consumption. While these studies focus on independent tasks, we consider dependencies and real-time constraints between tasks.
DVS techniques can be used for tackling runtime variation, while considering task dependencies. For example, Gruian [15] applied a stochastic DVS technique on hard real-time systems by taking into account task dependencies. Depending on the probability distribution of the execution conditions for tasks, Lorch and Smith [16] proposed an approach to modify scaling algorithms, while maintaining their performance. However, these methods assume task priorities and estimate CPU requirements offline, which are not suitable for practical study. Consequently, we propose a two-phase scheduling algorithm, i.e., Energy-aware Dynamic Task Scheduling (EDTS), which schedules tasks online based on the static scheduling results of an initial scheduling.
The energy consumption is the most important constraint when scheduling dependent tasks. Energy-aware static scheduling is usually based on the information of the average case or worst case task execution estimation [17] . At runtime, the real execution time and energy consumption may exhibit high variations [12] , due to process variability, physical faults, and voltage/frequency changes. In our model, we expect that each core in the same processor can adjust its voltage and frequency independently.
There are some other researches related on energy-aware scheduling algorithms. For example, Xu et al. [18] proposed a job power-aware scheduling mechanism to reduce HPC's electricity bill without degrading the system utilization. However, our research is focused on energy-aware scheduling algorithms on mobile devices. Santinelli et al. [19] explored how to efficiently reduce the power consumption of real-time applications with constrained resource. Mei and Li proposed a new algorithm called Energy-Aware Scheduling by Minimizing Duplication [20] , which considers the energy consumption and the makespan of applications. In our research, we consider the time constraint and the performance as well, in addition to the energy constraint.
Wang et al. [21] presented an approach for variable partitioning and instruction scheduling to maximally exploit the benefits. Their approach was built on a graph model, which strives to capture both performance and power demands. Nevertheless, this approach was based on multiple memory architecture, while current mobile devices are single memory. Some other researchers used genetic algorithm to achieve the optimization of memory [22] , [23] .
In [24] , the authors jointly presented a host of runtime and compilation techniques to conceal the heterogeneity of smartphones from developers. By investigating various features of HTC and Apple, Li et al. [25] pointed out that the most significant challenge of reuse in smartphones is the design of software to accommodate heterogeneity of these devices. However, our work focuses on using a dynamic programming task scheduling technique to reduce energy consumption for smartphones with DVS enabled.
There are some other researches related to MCC and cloudbased CPS [26] , [27] . Fahim et al. [28] analyzed an environment in which computational offloading is adopted among mobile devices. Yang et al. propose a framework to provide runtime support for the dynamic computation partitioning and execution of the application. This framework not only allows single-user partitioning but also supports sharing computation instances among multiple users [29] . The main aim of these researches is to build an environment to allow smartphones easily being connected to the cloud. However, they do not consider the process inside smartphones and ignore the importance of the efficiency of smartphones themselves.
In our previous research [30] - [32] , we proposed a highly efficient algorithm, which utilizes the results from a static scheduling algorithm and aggressively reduces energy consumption.
In this paper, we improve our algorithm by considering the probability constraint.
III. BASIC MODELS AND ALGORITHMS

A. DFG
In general, the tasks in smartphone applications are not standalone. A certain number of tasks will have precedence relationships due to the different functionality of each task and communications between them. We use a directed acyclic graph (DAG) to model the precedence constraints of smartphone applications.
A data flow graph (DFG) G = U, ED, T, E, W is a nodeweighted DAG, where U = u 1 , . . . , u i , . . . , u N is a set of task nodes; ED ⊆ U × U is an edge set that defines the precedence relations among nodes in U . For example, an edge e(u → v) in the graph indicates that task v cannot be executed until task u completes. T and E are sets of execution time and energy consumption for all nodes in U , respectively. W is a set of communication cost between tasks.
The execution time T of a task can be profiled by average case execution time (ACET) or worst case execution time (WCET) when the task is executed on a processor core. We assume that the WCET and ACET of a task are always measured at the highest voltage level (i.e., with fastest speed). Our approach uses ACET for the static scheduling. An edge e ∈ ED is associated with a weight w that represents the worst case communication cost between two dependent tasks, when they are scheduled on two different processors. Generally, the communication cost between two tasks is negligible, when they are executed on the same processor. There is a timing constraint T C for the whole task graph, which defines the time bound to finish executing the entire task graph.
B. Energy Model
The dynamic power consumption (P AC ) of CMOS circuits integrated in smartphones is calculated by
where V dd is the supply voltage, f is the operating frequency, and C eff is the effective switching capacitance. DVS reduces dynamic power consumption according to quadratic dependence on voltage. The frequency f is represented as
where V th represents the threshold voltage, and k is a devicedependent constant. α is a technology-dependent constant, which varies between 1 and 2.
C. Algorithms
Here, we devise an algorithm (EDTS) to minimize the total energy consumption, while satisfying the time and probability constraint.
For real-time applications in CPS, we use the following major steps to implement the energy-aware scheduling.
1) First, we partition and map the tasks in a DAG G onto the microprocessors of a CPS platform. Then, an initial schedule of DAG G with the task execution order and communication links is obtained. 2) Second, we identify the critical path (CP) by finding the path with the longest execution time. If there are more than one longest path in the graph, we select the one with the largest energy consumption in the DAG G. 3) Third, based on the ACETs for all tasks in the graph,
we can obtain a static schedule by our static scheduling algorithm. 4) Finally, within each scanning period, the whole task graph is dynamically scheduled, and the execution order of each task is determined by our dynamic scheduling algorithm.
We consider related architectural constraints, heterogeneity, and resource capacities of CPS platforms; during partitioning and mapping the tasks in a DAG, the available energy of each processor may vary over time for different applications. If the resource availability varies too much, the DAG needs to be repartitioned and remapped onto processors to maintain energy efficiency. We adopt the partitioning scheme, i.e., Voltage Presence Indicator System (VPIS), proposed in [21] to schedule tasks onto microprocessors, with the consideration of various constraints and conditions. Our objective is to balance the load and minimize the total system energy consumption.
1) CPA Optimal Algorithm:
We use a dynamic programming method to solve the energy-aware scheduling problem for CPS. Given the timing constraint T C, probability constraint P C, a DAG G, and an assignment A, we give several definitions as follows:
Definition 3.1-Assignment A: An allocation scheme assigns a specific voltage mode to each task in a DAG; Definition 3.2-G i : A subgraph i, which starts from the root of the task graph until the node v i ;
The total energy consumption, the total execution time, and the total probability of G i under the assignment A. In our algorithm, each step achieves a currently minimum total energy consumption of G i , while satisfying various timing constraints and probability constraints.
A table D i,j (i represents a node number, and j represents time) will be built, where each entry of this table stores the smallest energy E that has been obtained.
In every step of our algorithm, we will consider at least one task. When two tasks are added together, the total energy consumption is the sum of their energy consumption, i.e.,
Meanwhile, the total probability is the average probability of these tasks,
For each entry, we only keep the smallest total energy consumption with reasonable probability and the corresponding voltage level assignment. When there is more than one solution with the same energy consumption, we keep the one with the highest probability. If the probabilities are also the same, all solutions will be kept. When a CP is found, we will use the optimal algorithm, i.e., CPA, to get the optimal solution for the energy-aware scheduling problem. The algorithm is shown in Algorithm 1.
Algorithm 1
The CPA Algorithm for Critical Path.
Input: M different voltage levels, a critical path, a timing constraint T C, and a probability constraint P C. Output: An optimal assignment for the critical path. Build a local table B i,j for each node on the critical path;
if P i,j < P C then 8: return; 9: else 10: In the CPA algorithm, we first build a local table B i,j for each node. The table B i,j stores the energy consumption of a node under different voltage levels. In the next step of the algorithm, when i = 1, there is only one node. We set the initial value, and let D 1,j = B 1,j (line 1). Then, we build the table D i,j (lines 3-10), by using the dynamic programming method. For each node u i for each j, we vary time k (1 ≤ k ≤ j) in table B i,j (line 4). We add energy consumption together in the two tables B i,k and D i−1,j−k (line 6). Then, we will check whether the probability meets the requirement P C. If no, we keep the CPA method until some scheme meets the requirement P . If yes, we keep the results with the minimum energy cost. Meanwhile, we keep the results with the maximum probability as well. We also consider the communication cost w i , when tasks i and i + 1 are scheduled on different microprocessors. If the two tasks are implemented on the same core, α is 0; otherwise, α is 1. Finally, we keep the smallest total energy and the corresponding voltage selection. The energy in D i,j is the minimum total energy with reasonable probability for graph G i under the timing constraint j and the probability constraint P C.
For example, for the DFG shown in Fig. 2(b) , the initial parameters are shown in Fig. 2(a) . We compute the corresponding B table of node u 1 and u 2 as follows:
1) From node u 1 , we can get the (T (time): E (energy): P (probability)) pairs, as follows: (1: 20: 0.98), (2: 20: 0.98), (3: 10: 0.94), and (4: 10: 0.94). 2) We sort them by the time constraint from small to big, as shown in Fig. 2(c) . 3) We use the same way to calculate node u 2 and get the (T (time): E (energy): P (probability)) pairs, as follows: In the DFGCP algorithm, we first get a CP of the DFG G. To meet the timing constraint and the probability constraint, we need to judge whether this CP meets these requirements. If the total execution time of the CP is larger than the timing constraint T C or the probability of the CP is less than the probability constraint P C, we will use the CPA algorithm to find the optimal assignment for a new CP with the minimal total energy consumption, the maximum probability, and the corresponding voltage selections. In each step, we will consider the voltage level transfer overheads when using DVS. For each node, if it is not on the same processor with its parent nodes, the communication cost with its parent nodes w i will be considered. Finally, if we find a solution for CP within T C, the algorithm continues using CPA to find the optimal solution for non-CP paths. At this time, we fix the assignments of the overlapping nodes of CP and non-CP paths.
Time Complexity: DFGCP is a polynomial-time algorithm. The complexity of the CPA algorithm is O(|N | * T C * M ), where |N | is the number of nodes and T C is the given timing constraint. M is the maximum number of voltage levels. We use CPA to compute every path once. The total number of paths is bounded by O(|N | 2 ). Hence, CPA is a polynomial-time algorithm. For a sparse graph, the number of paths is very small, assuming a constant c; then, the complexity is approximately linear, and the amount of computation time is very small.
3) EDTS Dynamic Scheduling Algorithm:
The static scheduling algorithm DFGCP gives a solution by assuming all tasks run at ACETs. However, in real-life scenarios, we do not know in advance the actual execution time of a task for CPS applications. The information of these tasks will change greatly in runtime; thus, even an optimal static schedule can become invalid in the dynamic case. Here, we present an aggressive dynamic programming based on a scheduling algorithm called EDTS, as shown in Algorithm 3. The EDTS algorithm uses the results from the DFGCP static scheduling algorithm, which obtains a near-optimal schedule based on the knowledge of ACET of each task.
Algorithm 3 The EDTS Algorithm
Input:M different voltage levels, a DFG G = U, ED, T, E, W , and a timing constraint T C. Output: A dynamic scheduling for the DFG.
1: Get the initial scheduling by DFGCP algorithm; 2: Topologically sort the nodes, getting node sequence u i ∈ U ; 3: for each node u i , 1 ≤ i ≤ |U |, not visited, get the one with the earliest start time do 4: if required execution time is substantially different from ACET then 5:
Mark it as visited; 6:
Run DFGCP algorithm for the remaining nodes and find the new static schedule with minimal energy consumption while satisfying the new timing con-
T k is the time used); 7: else 8:
Continue; 9: end if 10: Finish node u i , and update system energy overhead and the information (such as the starting time) of nodes that are dependent on u i ; 11: if current static schedule is not followed then 12:
Run DFGCP algorithm for the remaining nodes and find the new static schedule with minimal energy consumption while satisfying the new timing constraint
T k is the time used); 13: else 14:
Continue to the next node; 15: end if
16: end for
The actual execution time of a task may be greater or less than its ACET; we first obtain a static schedule with DFGCP by assuming every task takes its ACET. However, if every task aggressively runs at this statically computed average case speed during runtime, some of them may miss their deadlines. Our EDTS algorithm uses the path information to track any changes of tasks in CPS applications. When a task node is finished, EDTS checks whether the schedule is followed. If not, then the remaining task graph will be recomputed with the DFGCP static scheduling algorithm. In addition, in the course of the implementation of each node, whenever the variation of execution time exceeds the prespecified threshold value, DFGCP will be used to recompute. For example, we set difference ratios to be ±5% between the real execution time and its ACET used previously in DFGCP. The new computation will only implement the remaining subgraph with the updated ACET values. Fig. 3(a) shows a simple application on a CPS with two different voltage levels, namely, V 1 and V 2 . This application includes four tasks, and the execution time and energy consumption of each voltage mode are shown in Fig. 3(b) . Our objective is to schedule all tasks in the graph with the minimum energy consumption, while satisfying a given time constraint.
IV. WORKING EXAMPLE
Based on Fig. 3(a) , the CP of the task graph is u 1 → u 2 → u 3 → u 4 . Assuming that the timing constraint (T C) of the CPS application is 12 time units, Fig. 4 illustrates the procedure to achieve the minimal energy consumption by our proposed static scheduling algorithm. The voltage level assignment for each task is recorded in a 2-D matrix E i [j] k (i represents a task, j represents a time period, and k represents the voltage mode assignment to task i).
In Fig. 4 , it is shown that the minimum energy consumption, i.e., 61, is achieved, assigning the voltage mode V 1 → u 1 , V 2 → u 2 , V 2 → u 3 , and V 2 → u 4 , respectively. First, we calculate E 4 [8] , because it is impossible to finish the task u 4 within seven time units.
Then, we can obtain the assignment as follows:
1) Starting from the minimum energy consumption at E 4 [12] , we know V 2 is assigned to u 4 and its execution time t 4 (2) is 4 (for t i (k), i represents node number, and k represents a voltage level), as shown in Fig. 3(b) . 2) Calculating the suboptimal combination of task modes before adding task u 4 , we can get the index for E 3 [j] by subtracting t 4 (2) from T C: T C − t 4 (2) = 12 − 4 = 8. 3) Then, we arrive at the location E 3 [8] , which means that the optimal energy consumption to execute all the tasks from the root to u 3 is 50. By checking the mode assignment, we can see that V 2 is allocated to u 3 . Therefore, the execution time of task u 3 is t 3 (2) = 4. 4) In a similar way, we can determine that V 2 is assigned to u 2 and its execution time is t 2 (2) = 3. Furthermore, V 1 is assigned to u 1 , and its execution time is t 1 (1) = 1. Thus, the total execution time from u 2 to u 4 is 1 + 3 + 4 + 4 = 12 (which is not greater than 12), and the total energy consumed is 20 + 22 + 8 + 11 = 61.
Then, we add the probability of whether some node can complete the task in time. We use p i to represent the probability of node i, if it can complete the task within the stipulated time. p i is not a constant, and it may change greatly with different nodes.
We change the motivational example, as shown in Table I , as follows: 1) u 1 has 98% probability of completing its task in T 1 (1) using energy E 1 under V 1 voltage. u 2 has 94% probability of completing its task in T 2 (1) using energy E 2 under V 2 voltage. 2) u 2 has 96% probability of completing its task in T 1 (2) using energy E 1 under V 1 voltage. u 2 has 94% probability of completing its task in T 2 (2) using energy E 2 under V 2 voltage. 3) u 3 has 96% probability of completing its task in T 1 (3) using energy E 1 under V 1 voltage. u 3 has 92% probability of completing its task in T 2 (3) using energy E 2 under V 2 voltage. 4) u 4 has 94% probability of completing its task in T 1 (4) using energy E 1 under V 1 voltage. u 4 has 92% probability of completing its task in T 2 (4) using energy E 2 under V 2 voltage.
In this situation, when calculating the energy cost of every path, we take the probability into consideration. When choosing which path is the optimal among some optional choices, we not only compare their energy cost but also compare their probability.
For example, we set the time constraint to 10. We calculate every path from node 1 to node 4 under different voltages, and the result is shown in Fig. 5 .
, if the time constraint is under 3, there is only one path, which is V 1 , and the energy cost of using is 20, while the probability is 98%. If the time constraint is or higher than 3, there are two candidate paths. Using V 2 , the energy cost is 10, while the probability is 94%. 2) For E 2 [j] and P 2 [j], if the time constraint is under 3, there are no solutions. If the time constraint is 3, there is only one solution, whose path is "u 1 using V 1 → u 2 using V 1 ." The energy cost is (20 + 28) = 48, while the probability is 98% + 96% − 100% = 94%. If the time constraint is more than 6, the solution with lowest energy is "u 1 using V 2 → u 2 using V 2 ." The energy cost is (10 + 22) = 32, while the probability is 94%. 3) For E 3 [j] and P 3 [j] , if the constraint is 7, there are two solutions with different energy costs and probabilities. The first path is "u 1 using V 1 → u 2 using V 1 → u 3 using V 2 ." The second path is "u 1 using V 2 → u 2 using V 1 → u 3 using V 1 ." The energy cost and the probability of the first path are (20 + 28 + 8) = 56 and 98% + 96% + 92% − 200% = 86%, respectively. The energy cost and the probability of the second path are (10 + 28 + 30) = 58 and 94% + 96% + 96% − 200% = 86%, respectively. The first solution has lower energy but lower probability. To meet any kinds of requirements, we keep these two solutions both in the candidate solutions. 4) For E 4 [j] and P 4 [j], if the time constraint is 10, there are three kinds of path. The first path is "u 1 using V 1 → u 2 using V 2 → u 3 using V 1 → u 4 using V 2 ." The second path is "u 1 using V 2 → u 2 using V 1 → u 3 using V 1 → u 4 using V 1 ." The third path is "u 1 using V 1 → u 2 using V 1 → u 3 using V 2 → u 4 using V 1 ." The probability of the first path is the same as that of the third path, which is 98% + 96% + 92% + 94% − 300% = 78%. Because the energy cost of the first path is lower than that of the third one, we only put the first and the second path into the candidate solutions.
If we set the probability as more than 80% probability of successfully completing the task, we can obtain the assignment, as shown in Fig. 5 , from u 4 to u 1 , under the time constraint, which is 10, and the probability constraint, which is 82%, and the energy cost is 88.
V. EXPERIMENTS
Here, we use an Android emulator to simulate an Android system, and conduct experiments with the EDTS algorithm on a set of benchmarks, including wave digital filter (WDF), infinite impulse filter, 2-D filter (2D), Floyd-Steinberg algorithm (Floyd), and all-pole filter. The number of tasks for these benchmarks has been augmented with the unfolding technique (unfolding rate is 5). 
A. Setup
The proposed runtime system has been implemented, and a simulation framework to evaluate its effectiveness has been built, as shown in Fig. 6 . We use the Android Software Development Kit (SDK) to create a mobile device emulator, and simulate an Android Nexus 7 with 1.7-GHz CPU, 2-GB RAM memory, and 7.0-in screen. We set the Android emulator as follows: the SDK is Android 4.0 with application programming interface (API) level 14, the memory size is 2 GB, the virtual machine heap is 64, and the internal storage is 64 GB. Then, we use a PC with i7-4810MQ 2.80-GHz CPU and 16-GB memory as a cloud.
We modify the Android mobile operating system (OS) by adding an interface module to deal with the interactions with the cloud. Then, the interface module send requests to the scheduling module, in which we implement our EDTS algorithm. The EDTS algorithm schedules all the tasks to the hardware in an Android device and sends back the results to the interface module. In the interface module, we use Android Secure Socket Layer protocol and the Handler to implement a messaging application programming interface (MAPI), which simulates the interaction of clouds and mobile devices.
The execution time (ACET and WCET) and energy consumption are based on the profiling. The execution time of each node follows a Gaussian distribution. We conducted experiments using three different methods: Method 1 uses a greedy technique to further reclaim the slack generated during runtime. Initially, all tasks are assigned with a statically computed processing speed. All the available slacks from a task due to its earlier completion are given to the next expected task running on the same processor. The speed for the next expected task will be adjusted based on its ready time.
The experiments are conducted based on the power model of 70-nm processor [35] . Then, energy consumption per cycle can be calculated by using [35, eq. (9) ]. The power is derived from the formula E cyc = P/f . In experiments, we use M different voltage types with a descending processing speed in V 1 , V 2 , . . . , V M . The time and energy overheads during a voltage transition among the aforementioned voltage levels are calculated based on [36, eqs. (15) and (20)]. We compare our results with those from Methods 1 and 2. 
B. Results
The experimental results are shown in Fig. 7(a)-(h) . The value of "TC" is 2000, 3000, 4000, and 2000, while the amount of voltages is 3, 4, 5, and 5, respectively. In these figures, M1, M2, and EDTS represent the Method 1, Method 2, and our proposed dynamic scheduling algorithm. Fig. 7(a)-(d) shows experiments without probability constraints. In Fig. 7(a) , when the time constraint is 2000 ns and the amount of candidate voltage is 3, our algorithm can save average 30.1% energy cost than Method 1. Meanwhile, the energy cost of our algorithm is 20.2% less than the Method 2.
Then, we set the time constraint as 3000 ns, and the amount of candidate voltage as 4. As shown in Fig. 7(b) , our algorithm saves over 32.67% energy cost than Method 1 and 21.53% than the Method 2. In Fig. 7(c) , when the time constraint is 4000 ns and the amount of candidate voltage is 5, our algorithm can save average 33.06% energy cost than Method 1. Meanwhile, the energy cost of our algorithm is 20.67% less than the Method 2. Then, we set the time constraint as 2000 ns and the amount of candidate voltage as 5. As shown in Fig. 7(d With the increase of time constraint and amount of voltages, our approach can save more energy cost. More amount of voltages indicates that there are more candidate strategies with different complete time, probability, and energy cost; thus, our approach can offer more time-probability-energy pairs to meet various kinds of requirements, and select the lowest energy consuming strategy via the optimal algorithm CPA. However, comparing the results in Fig. 7(a) and (c), we can find that, under the same time constraint, the reduction in energy consumption is less prominent than increasing time constraint. Fig. 7 (e)-(h) shows the experimental results with considering the probability constraint. We set the probability constraint "PC" as 80%. From these results, we can see that the solutions with considering the probability constraint spend more energy than the ones without considering the probability constraint. However, if we add the consideration of the probability to Methods 1 and 2, our approach still shows 33.8% and 27.4% reduction in energy consumption, respectively. Hence, our EDTS algorithm can significantly improve the performance of CPS.
VI. CONCLUSION
To meet the energy cost and reliability constraints of cloudbased CPS, we have studied how to minimize the total energy consumption on smartphones. We have presented the EDTS algorithm, which utilizes the results from a static scheduling algorithm and aggressively reduces energy consumption. Experimental results across a suite of benchmarks on Android system have shown that our algorithm can achieve significantly higher energy efficiency for CPS. In the future, we will test our approach on more kinds of mobile devices, in addition to Android devices. Our additional research will focus on combining more MCC techniques with other algorithms to improve our algorithm. 
