An explicit form is given for the maximum likelihood estimator of a shift parameter m of a shifted Wiener sheet W (s, t) + mg(s, t), (s, t) ∈ R 2 + , based on observations {W (s, t) + mg(s, t) : (s, t) ∈ G}, where g : R 2 + → R is a known constraint function and G has a special shape.
Introduction
The Wiener sheet is one of the most important examples of Gaussian random fields. It has various applications in statistical modelling. Wiener sheet appears as limiting process of some random fields defined on the interface of the Ising model [1] , it is used to model random polymers [2] , to describe the dynamics of Heath-Jarrow-Morton type forward interest rate models [3] or to model random mortality surfaces [4] . Further, Carter [5] considers the problem of estimation of the mean in a nonparametric regression on a two-dimensional regular grid of design points and constructs a Wiener sheet process on the unit square with a drift that is almost the mean function in the nonparametric regression.
In the present paper we consider a shifted Wiener sheet of the form W (s, t) + mg(s, t), where g is a known function, observed on a domain G of special shape, and we determine the maximum likelihood estimator (MLE) of the unknown parameter m. In principle, the Radon-Nikodym derivative of Gaussian measures might be derived from the general Feldman-Hajek theorem (see, e.g. [6] ), but in most of the cases explicit calculations can not be carried out. Further, as
is a two dimensional Gaussian white noise, the problem can also be considered as a parameter estimation in a classical Gaussian signal in white noise model (for the results in one dimension see e.g. [7] ). For some special domains G (e.g. G is a rectangle with edges parallel to the coordinate lines, [8] ) this approach directly yields the estimator, but it can not be applied for more complicated domains.
For our particular case of a shifted Wiener sheet the MLE of m is given e.g. in [9] . However, the MLE is expressed as a function of a usually unknown random variable satisfying some characterizing equation. In several cases the exact form of this random variable can be derived by a method proposed by Rozanov [10] based on linear stochastic partial differential equations. Arató [11] used Rozanov's method to find the MLE of the shift parameter of a shifted Wiener sheet observed on a special domain. In [12] the authors considered the model of Arató [11] , and applying an essentially simpler direct discrete approach they found the MLE of the shift parameter under much weaker conditions. In the present paper the discrete approach is applied for a more general model and more complicated domain of observations. We note that the results derived in Section 3 for discrete samples and the L 2 -integration theory given in Section 4 might be of independent interest.
The model and the estimator
Let {W (s, t) : (s, t) ∈ R + } be a standard Wiener sheet. Consider the process Z(s, t) := W (s, t) + mg(s, t), (s, t) ∈ R + , with some known function g : Figure 1 . A example of a set of observations G.
and for a given ε > 0 let Γ ε 1,2 , Γ ε 1 , Γ ε 2 and Γ ε 0 denote the inner ε-strip of Γ 1,2 , Γ 1 , Γ 2 and Γ 0 , respectively, that is e.g.
Suppose that there exists an ε > 0 such that
and consider the set G := G 1 ∪ G 2 ∪ G 3 , where
An example of such a set of observations can be seen of Figure 2 .
Theorem 2.1 If g is twice continuously differentiable inside G and the partial derivatives ∂ 1 g, ∂ 2 g and ∂ 1 ∂ 2 g can be continuously extended to G then the probability measures P Z and P W , generated on C(G) by the sheets Z and W , respectively, are equivalent and the Radon-Nikodym derivative of P Z with respect to P W equals
The maximum likelihood estimator of the shift parameter m based on the observations {Z(s, t) : (s, t) ∈ G} has the form m = ζ/A and has a normal distribution with mean m and variance 1/A.
The integrals in the expression for ζ above are meant as L 2 -integrals and will be discussed in Section 4.
Remark 1
The form of A and ζ in Theorem 2.1 is very similar to the form of the corresponding quantities in [13, Theorem 4] , where
This particular result can also be derived from the results of [8] . Moreover, if g ≡ 1 one can show that A and ζ gives back the corresponding quantities of [11, Theorem 2] and [12, Theorem 1.1].
3 Radon-Nikodym derivatives of finite samples Let 0 < s 1 < s 2 < · · · < s L and 0 < t 1 < t 2 < · · · < t M be real numbers and
. (See Figure 2 for an example.)
where c is a norming constant,
where
which is, in fact, a special case of the statement for n = m = n ′ = m ′ = 1,
From this we calculate the joint density of {W (s i , t j ) : (i, j) ∈ H} by integrating with respect to the variables {x i,j : (i, j) ∈ R 1,2 ∪ R 1 ∪ R 2 ∪ R 0 } such that in each step we obtain a set which can be represented in the same form as H. Hence, it is sufficient to show that by integrating formula (3.1) for H with respect to a variable x i,j with
we obtain formula (3.1) for H \ {(i, j)}.
Let us start from the south-west corner, and consider a variable x i,j with (i, j) ∈ H + , (i + 1, j) ∈ H and (i, j + 1) ∈ H. We have only four terms in the exponent of formula (3.1) containing x i,j , namely
After forming a full square in the variable x i,j and integrating with respect to x i,j , S 1 can be replaced by (see [12] )
i,j+1
This means that formula (3.1) is valid for H \ {(i, j)}.
After integrating with respect to {x i,j : (i, j) ∈ R 1,2 }, one can continue with the south-east corner. Consider a variable
The part of the exponent of (3.1) containing x i,j is
After integrating with respect to x i,j , one can replace S 2 by
The north-west corner can be handled in a similar way. Consider a variable
After integrating with respect to x i,j , one can replace S 3 by
Finally, let us deal with the north-east corner and consider a variable
It is easy to see, that x i,j is contained only in one term of (3.1), namely in
which disappears after integration with respect to x i,j . Hence, we obtain formula (3.1) for H \ {(i, j)}, completing the induction step.
Lemma 3.2 The probability measures P H Z and P H W , generated by the random variables {Z(s i , t j ) : (i, j) ∈ H} and {W (s i , t j ) : (i, j) ∈ H}, respectively, are equivalent and
The MLE of m based on {Z(s i , t j ) : (i, j) ∈ H} has the form m H = ζ H /A H where
and m H has a normal distribution with mean m and variance 1/A H .
Proof Lemma 3.1 implies that the joint density of {Z(
which implies the given form of the MLE of m. Obviously, E m H = m.
Finally, using the independence of the increments in the terms of ζ H one can easily show that
We define L 2 -Riemann integrals of a product of a function and a 'partial derivative' of an L 2 -process along a curve Γ = (s, γ(s)
if the right hand sides exist.
This definition is compatible with the notion of a weighted L 2 -Riemann integral of the normal derivative of an L 2 -process along a curve, see, for instance [12] . A weighted L 2 -Riemann integral of the normal derivative along a curve can be expressed by the help of weighted L 2 -Riemann integrals of the partial derivatives, namely
However, we have to use weighted L 2 -Riemann integrals of the partial derivatives, since the random variable ζ in Theorem 2.1 cannot be expressed only by the help of weighted L 2 -Riemann integrals of the Wiener sheet and of its normal derivative. Note that by Lemma 3.5 of [12] ,
would also be justified. Next we give sufficient conditions for the existence of the integrals b a y(s) W (ds, γ(s)) and
where 
Again by Lemma 4.3 of [12] ,
which completes the proof of the first statement. Next suppose that function γ is strictly increasing. Let t N = 1, 2, . . . , is a sequence of partitions such that | P N | → 0 as N → ∞ by the continuity of γ. Moreover, 
If z and ∂ 1 z are continuous then
If z and ∂ 2 z are continuous then
Proof Consider the decomposition S N = S
(1)
N , where
By Proposition 4.2 we have S
as N → ∞. Further, by the mean value theorem we have z(s
By Proposition 4.2 we have T 
as N → ∞. In a similar way one can prove In order to determine Radon-Nikodym derivatives we have developed the following general method based on the results of [14, Section 2.3.2] (see e.g. [12, 13] ). Let X be a separable metric space. For a random field {ξ x : x ∈ X} with continuous trajectories on a probability space (Ω, A, P), the induced mapping ξ : Ω → C(X) is measurable. Let P ξ denote the probability measure generated by the process ξ on C(X), B(C(X)) . For a finite set X ′ = {x 1 , . . . , x k } ⊂ X, we denote by P X ′ ξ the probability measure generated by the random variable ξ(X ′ ) := (ξ x1 , . . . , ξ xk ) on R k , B(R k ) .
Proposition 5.1 Let {ξ x : x ∈ X} and { ξ x : x ∈ X} be random fields with continuous trajectories. Suppose that there exists a measurable function f : C(X) → R such that Ef (ξ) = 1 and that for any finite set X 0 ⊂ X, there exists a sequence of finite subsets X n , n = 1, 2, . . . with X 0 ⊂ X n ⊂ X, n = 1, 2, . . . , and with
as n → ∞.
Then P e ξ is absolutely continuous with respect to P ξ and dP e ξ dP ξ = f .
(The proof can be found in [13] .)
We will apply Proposition 5.1 for X = G and for the random fields ξ = W and ξ = Z. Observe, that ζ can also be expressed in integrals with respect to the Wiener sheet {W (s, t) : s, t ≥ 0}, namely ζ = η + mA, where
Let us consider a finite subset G 0 ⊂ G. Condition (2. 1,2 (s)), (s, γ 1 (s)) and (s, γ 2 (s) ), respectively. More precisely, there exist k, m ∈ N, ℓ ∈ N ∪ {0} and real numbers
such that the grid (s i , t j ), i = 1, . . . , k + ℓ + m, j = 1, . . . , 2k + ℓ with
where Figure 3 shows an example of an appropriate grid for G 0 containing a single point g 0 ∈ G. Now, using the notations of Section 3 let
From the special form of the grid follows that
Using Lemma 3.2 we conclude, that
and
Hence, by Proposition 5.1, it is sufficient to prove that for any sequence of partitions
. . , defined as in (5.1), and for
we have A HN → A and η HN L2 −→ η, where
, and η (1)
.
It is easy to see that
N + A 
