Abstract. An expansion of a definably complete field either defines a discrete subring, or the image of a definable discrete set under a definable map is nowhere dense. As an application we show a definable version of Lebesgue's differentiation theorem.
Introduction
Let K be an expansion of an ordered field K, <, +, · . We say K is definably complete if every bounded subset of K definable in K has a supremum in K. Such structures were first studied by Miller in [10] . The following dichotomy is the main result of the paper.
Theorem A. Let K be definably complete. Then either (I) f (D) is nowhere dense for every definable discrete set D ⊆ K and every definable function f : K → K, or (II) K defines a discrete subring.
This result is a generalization of [5, Theorem 1.1] from expansions of the real field to arbitrary definably complete expansions of ordered fields. Because of definable completeness, the positive elements of a definable discrete subring of K form a model of first-order Peano arithmetic. Moreover, by coding subsets of the subring as an element of K in the same way as real numbers code sets of natural numbers, it can be seen that this model is even a model of second-order Peano arithmetic (see §5.4). Hence Theorem A separates the class of definably complete expansions of ordered fields into two very distinct categories.
The significance of Theorem A comes from its use as a tool to prove statements about arbitrary definably complete expansions of ordered fields. In order to show that a statement holds for all such structures, it is now enough to consider structures having either property (I) or (II) from Theorem A. In the case when a discrete subring is definable, proofs from second order arithmetic often transfer easily to these structures (see [17] ). On the other hand, proving the statement for a structure satisfying property (I) is normally easier given that it has to be true in the much more complicated structures satisfying (II). As an application of this new proof strategy we present the following definable analogue of Lebesgue's differentiation theorem, answering a question of Miller from [10] . Theorem B. Let f : K → K be definable and monotone. Then f is differentiable on a dense subset of K.
Notation. For the rest of the paper, let K denote a definable complete expansion of an ordered field K, <, +, · . We say a set is definable if it is definable in K with parameters.
Facts about definable complete fields
In this section we recall several facts about definably complete expansions of ordered fields. For more details and background, see [10] . The following fact is immediate from definable completeness. Note that the minimum in the previous definition exists by Fact 1.
Fact 3. Let D ⊆ K be definable, closed and discrete. Then every definable subset of D is closed and discrete. In particular, if D has a minimum (a maximum), so has every definable subset of D.
Fact 4 ([2, Main Theorem])
. Let D ⊆ K be definable, closed and discrete and let f : K → K be a definable function. Then f (D) does not have interior.
n is called pseudo-finite if is it is definable, closed, bounded and discrete.
The notion of a pseudo-finite set was introduced in [3] . 
Natural fragments and asymptotic extraction
In this section we generalize the idea of asymptotic extraction, first introduced by Miller in [11, p. 1484] , to definably complete fields. Since the original approach is not strong enough to yield the desired results, we adjust the method developed in [6, Lemma 1] to extract larger and larger fragments of the natural numbers.
Definition 7. Let D be a definable, closed and discrete subset of K. We say that D has step 1 if, for every
We say that D is a natural fragment if it is either empty, or if D has step 1 and 0 ∈ D.
Lemma 8. Let D and E be natural fragments. Then either
Corollary 9. Let (X t : t ∈ I) be a definable family such that X t is a natural fragment for each t ∈ I. Then t∈I X t is a natural fragment.
It is worth noting that by Lemma 8 the union of all natural fragments, although not necessarily definable, is closed, discrete, contains 0 and has step 1.
Definition 10. Let D be a pseudo-finite subset of K, a ∈ K, and ε ∈ K >0 . We say that D is an ε-natural fragment up to a if
The next Lemma shows that the property of being an ε-natural fragment for some ε is preserved under small changes.
Lemma 11. Let ε ∈ K >0 with ε < 1 4 , let D be a ε-natural fragment up to a and let f : D → (−ε, ε) be a definable function. Then
is a 3ε-natural fragment up to a.
It is immediate that (2) holds for E and 3ε, since it holds for D and ε. Since (1) holds for D and ε and ε < 1/4,
Hence (1) holds for E and 3ε. Hence E is a 3ε-natural fragment.
Definition 12. Let (Y t : t ∈ I) be a definable family of closed and discrete subsets of K. The natural fragment extracted from (Y t : t ∈ I) is the set of d ∈ K such that for every ε ∈ K >0 there exists t ∈ I such that Y t is an ε-natural fragment up to d.
It is not obvious that the object defined in the previous definition is a natural fragment in sense defined before. The following Lemma establishes that this is indeed the case.
Lemma 13. Let (Y t : t ∈ I) be a definable family. Then the natural fragment extracted from (Y t : t ∈ I) is a natural fragment.
Proof. Let D be the natural fragment extracted from (Y t : t ∈ I). Since the empty set is a natural fragment, we reduce to the case that D is non-empty.
For d ∈ D consider the definable set E d consisting of all e ∈ K with e ≤ d such that for every ε ∈ K >0 there exists t ∈ I such that Y t is an ε-natural fragment up to d and dist(Y t , e) < ε.
Thus by Corollary 9 it is enough to show that each E d is a natural fragment.
Let d ∈ D. We first show that e + 1 ∈ E d for every e ∈ E d with e ≤ d − 1. Let ε > 0. Take t ∈ I such that Y t is a Hence dist(Y t , e + 1) < ε. Thus e + 1 ∈ E d . Similarly, we can show that e − 1 ∈ E d for every e ∈ E d with e ≥ 1.
Consider
B := { e ∈ E d : [e, e + 1) ∩ E d = {e} }. Note that B is closed and discrete and d ∈ B. We will now show that B is a natural fragment. It is easy to see that 0 ∈ B. Let e ∈ B and suppose e ≤ d − 1. Then e + 1 ∈ E d . Towards a contradiction assume e + 1 / ∈ B. Then there is l ∈ E d such that e + 1 < l < e + 2. Since E d is closed under −1, there is e < l − 1 < e + 1. Hence e / ∈ B, a contradiction.
It is left to show that E d = B. Towards a contradiction suppose there is e ∈ E d \ B. By Fact 3 there is a maximal l ∈ B smaller than e. Since l < d, l + 1 ∈ B. Since l ∈ B and e / ∈ B, l + 1 < e. A contradiction against the maximality of e. Hence 
Best approximations and the proof of Theorem A
Let K be a definably complete expansion of an ordered field that defines a closed and discrete set D ⊆ K ≥0 and a function f : D → K with f (D) dense in K. In order to establish Theorem A, it is enough by Proposition 14 to define an unbounded natural fragment. First several definitions related to this function f will be introduced. These notations were first used for expansions of R by Hieronymi and Tychonievich in [8] .
We write L c for the set of best approximations of c from the left. Similarly, we say d ∈ D is a best approximation of c from the right if f (d) > c and
and write R c for the set of best approximations of c from the right.
and if L c,d and R c,d are non-empty,
Since D is closed and discrete, both L c and R c are closed and discrete by Fact 3. Since D ≤d is pseudo-finite, so is f (D ≤d ) by Fact 6. Hence both L c and R c are nonempty. It is easy to check that by density of f (D) both L c and R c are unbounded
and R c,d are pseudo-finite and the maximum used in the above definition actually exists. It also worth pointing out that this implies l c,d < c < r c,d .
Proof. By definition of l a,d and r a,d ,
otherwise. We will now define a family of definable sets from which we extract an unbounded natural fragment. Let (a, This choice is possible, since g is continuous in the second coordinate and l c,e = l b,e and r c,e = r b,e for every c ∈ I 0 . Note that the maps e ∈ L a,d → sup I e and e ∈ L a,d → inf I e are definable. Hence by Fact 6 both functions have a maximum and a minimum on L a,d . Hence there is e 1 , e 2 ∈ L a,d such that
I e = inf I e1 , sup I e2 .
Let I be this open interval. Since b ∈ I, I is non-empty. Since ε < This function is well-defined, since (a,
By definability of k, (4.1) and Lemma 11, this set is a 3ε-natural fragment.
. By definition, 0 ∈ F . We first show that 1 ∈ F . Pick ε ∈ K with 0 < ε < 1/4. Let ℓ, r ∈ D be such that ℓ, r are the two smallest elements of D and f (ℓ) < f (r). Let d := max(ℓ, r) be the second element of D. Set
is an ε-natural fragment up to 1.
Now towards a contradiction suppose that F is bounded. Let n be the maximum of F . We will establish a contradiction against the maximality of n. For this, it is enough to construct for every ε ∈ K >0 a triple (a, b, d) ∈ J such that Y a,b,d is an ε-natural fragment up to n + 1.
, there is (u, v, e) ∈ J such that Y u,v,e is an ε 6 -natural fragment up to n. Let I be the interval around v given by Lemma 17(ii) such that for every w ∈ I \ f (D), Y u,w,e is an ε 2 -natural fragment up to n and (u, w, e) ∈ J.
Let d 0 be an element of D ≥e such that there are e 1 , e 2 ∈ D with e 1 , e 2 ≤ d 0 and
such an element exists because of the density of
we can find such an element because f (D ≤d0 ) is pseudo-finite and f (D) does not have interior by Fact 4. Now let d ∈ D be the smallest element in D ≥d0 with
It is left pick to b. First take e 1 , e 2 ∈ D ≤d such that
By our choice of b, f (e 1 ) = l b,d and f (e 2 ) = r b,d . Since b ∈ I, Y u,b,e is a ε 2 -natural fragment up to n and (u, b, e) ∈ J. Since L u,e = L a,e by choice of a, we have that (a, b, e) ∈ J and Y u,b,e = Y a,b,e by Lemma 17(i). Hence Y a,b,e is a ε 2 -natural fragment up to n.
is an ε-natural fragment up to n + 1.
The proof of the above theorem can be easily adapted to show that, for every pseudo-finite set F ⊆ K ≥1 , {0} ∪ F can be approximated arbitrarily close by some
Applications of Theorem A
We give now an application of Theorem A, by proving the following analogue of Lebesgue's theorem.
Theorem 19. Let f : K → K be a definable monotone function. Then, f ′ (x) exists and is finite on a dense subset of K.
The reasons we chose this example are that it is interesting in its own right (it was conjectured in [10] ), and it gives a good illustration of how Theorem A can be used to transfer various classical results from R to K. Theorem A allows us two reduce the proof of the above Theorem to structures satisfying either condition (I) or (II) of Theorem A. For ease of notation, we say that K is restrained, if K does not define a discrete subring, and unrestrained otherwise. 5.1. Definably meager. In order to shows how to use Theorem A, and because we will use it in the proof of Theorem 19 itself, we give a quick new proof of a conjecture by Fornasiero and Servi [4] . It was first proved by different methods in [7] .
Definition 20. Let A ⊆ K n be a definable set.
• A is at most pseudo-enumerable (see [2, §1] ) if there exists a definable closed discrete set D ⊂ K and a definable function f :
for some definable increasing family (A t : t ∈ K) of nowhere dense subsets of K n .
By [2] every definable discrete subset of K n is at most pseudo-enumerable, and that every at most pseudo-enumerable subset of K n has empty interior.
Theorem 21 ([7]
). K is not definably meager in itself.
Proof. If K is restrained, the conclusion follows from Theorem A and [2, Proposition 6.4]. If not, then the conclusion follows from [2, Lemma 6.2].
5.2. Definable functions and continuity. We will spend the rest of this section proving Theorem 19. In this subsection, we will establish results on definable functions without use of Theorem A. Afterwards, we will use these results to prove Theorem 19 in the case when K is either restrained or unrestrained.
Without loss of generality, we can assume that f is weakly increasing. First, we show that f is continuous outside a "small" set.
Lemma 22. Let f : K → K be a definable monotonic function. Then, the set Df of discontinuity points of f is at most pseudo-enumerable.
Proof. For every ε > 0 let
It is easy to see that Df (ε) is discrete for every ε > 0. Thus, by [2] , since Df = ε>0 Df (ε), Df is at most pseudo-enumerable.
Definition 23. Let f : K → K be a definable function. The four Dini derivatives of f are:
Lemma 24. Let f : K → K be definable and continuous. If, for every x ∈ K, Λ r f (x) ∈ K and Λ r f is continuous, then f is C 1 (and f ′ = Λ r f ).
Proof. As in [1, Theorem 1.3].
Definition 25. Let X be a definable set, f : X → K be a definable function, and n ∈ N. We say that f is of definable Baire class n if:
(1) either n = 0 and f is continuous; (2) or n > 0 and there exists a definable family of functions (f t : X → K) t∈K such that each f t is of class (n − 1) and (a) either, for every x ∈ X, f (x) = lim t→+∞ f t (x); (b) or, for every x ∈ X, f (x) = sup t f t (x); (c) or, for every x ∈ X, f (x) = inf t f t (x).
The interest for us of the above definition stems from the following fact.
Lemma 26. Let f : K → K be definable and continuous. Then, Λ r f is of definable Baire class 2.
Proof. For every t = 0 let g t (x) :=
Definition 27. Let f : X → K be a definable function. We say that f is almost continuous if the set of its discontinuity points Df is nowhere dense.
Lemma 28. Let (f t : K n → [0, 1]) t∈K be a definable family of almost continuous functions. Let f : K n → [0, 1] be either of the following functions:
] is a function of definable Baire class 1, then Dg is definably meager, and therefore, by Theorem 21, g is continuous on a dense set of points.
Proof. Minor variation of [13, Thm. 7.3] . Let
It suffices to show that, for every ε > 0, the set F ε := {x ∈ K n : ω(x) ≥ 5ε} is nowhere dense. Fix an open nonempty definable subset V ⊆ K n and ε > 0. We prove first Case (2). For every i ∈ K, let
Notice that (E i : i ∈ K) is an increasing definable family of subsets of V , and i E i = V . Hence, by Theorem 21, there exists i 0 ∈ K such that the closure of E i0 has nonempty interior. Let D be the closure of Df i0 : by assumption, D is nowhere dense, and therefore there exists a nonempty definable open set
Since f i0 is continuous on U , after shrinking it we can also assume that, for every
Thus, every nonempty open definable set V contains a nonempty open set U disjoint from F ε , and therefore F ε is nowhere dense.
The proof of Case (1) is similar, using instead
5.3. The restrained case. We will now give a proof of Theorem B in the case when K is restrained.
Lemma 29. Let X ⊆ K be definable and nowhere dense. Then, there exists a set Y ⊂ K discrete, definable, and such that cl(X) = cl(Y ). Moreover, the choice of Y can be made in a uniform way: that is, if Z ⊂ K n+1 is definable, and for every t ∈ K n , Z t is nowhere dense, then there exists W ⊂ K n+1 definable, such that, for every t ∈ K n , W t is discrete, and Z t ⊆ cl(W t ).
Proof. W.l.o.g., we can assume that X is closed. Take Y to be the set of endpoints of K \ X (see [2, §2] ).
Definition 30. Let X ⊆ K n be a definable set. We say that X is a D Σ set if it is the union of a definable increasing family, indexed by K, of closed subsets of K n , Lemma 31. K is restrained iff, for every m ∈ N, every definably meager subset of K m is nowhere dense.
Proof. For the "if" direction, let X ⊂ K be at most pseudo-enumerable. Then, X is definably meager; thus, by assumption, X is nowhere dense, proving that K is restrained.
For the "only if" direction, first we assume m = 1. If K has locally o-minimal open core, then the conclusion holds (see [3, Theorem 3.3] ). Otherwise, there exists an unbounded definable closed discrete set D ⊂ K ≥0 . Let X ⊆ i∈D Y i , with (Y i : i ∈ D) definable family of nowhere dense sets. By Lemma 29, there exists a definable family of discrete sets (Z i : i ∈ D), such that, for every i ∈ D, Y i ⊆ cl(Z i ). Let W := i∈D Z i . By [2, §4] , W is at most pseudo-enumerable. Since X ⊆ cl(W ), we have that X is nowhere dense.
Assume now that m ≥ 1 (and K is restrained). By induction on n, we show the following:
(1) n Every D Σ subset of K n has interior or is nowhere dense; (2) n For every p ∈ N and A D Σ subset of K n+p , the set {x ∈ K n : cl(A x ) = cl(A) x } is definably meager in K n .
Assertion (1) 1 is the Case m = 1. The proofs of (2) 1 and the inductive step are as in [12, 1.6] .
Corollary 32. Let K be restrained, n, m ∈ N, and f : K m → K be of definable Baire class n. Then, f is almost continuous.
Proof. By induction on n, Lemma 28, and Lemma 31.
The theorem in the restrained case follows immediately from the following two results.
Lemma 33. Let K be restrained; let f : K → K be a definable monotonic function. Then, there exists a definable closed nowhere dense set C such that f is continuous outside C.
Proof. Let D be the set of discontinuity points of f , and C be its closure. By Lemma 22, D is pseudo-enumerable; by Theorem A, C is nowhere dense.
Lemma 34. Let K be restrained and f : K n → K be a definable continuous function, and p ∈ N. Then, f is C p on a dense open set.
Proof. By induction, it suffices to treat the case p = 1. First, we do the case n = 1. By Lemma 26, Λ r f is of definably Baire class 2. By Corollary 32, Λ r f : ∈ (a, b) that is a minimum for f in (a, b) , contradicting Case (2). Finally, by Lemma 24, f is C 1 on V . Assume now that n > 1. We will prove that, outside some nowhere dense set, each partial derivative of f exists and is continuous; it suffices to show that ∂f /∂x n exists and is continuous on a dense open set. Letē n := 0, . . . , 0, 1 ∈ K n . Define the Dini derivatives of f in the directionē n as Λ r f := lim sup t→0 + f (x+tēn)−f (x) t , and similarly for the other three Dini derivatives. Reasoning as in the case n = 1, we see that Λ r f is finite and continuous on a dense open set U , and similarly for the other three Dini derivatives. It then suffices to show that, after maybe shrinking U to a smaller dense open definable set, the four Dini derivatives coincide; by symmetry, it suffices to prove that λ ℓ f = Λ r f on a dense open set. Assume not: then, by continuity, there would exists an open set V such that λ ℓ f (x) = Λ r f (x) for every x ∈ V ; but this contradicts the case n = 1.
The following corollary concludes the proof of Theorem B in the case when K is restrained.
Corollary 35. Let K be restrained; let f : K → K be a definable monotonic function. Then, f is C 1 outside a nowhere dense set.
Proof. By Lemmas 33 and 34.
5.4.
Recursion and measure theory in the unrestrained case. Let us examine now the case when K defines a discrete subring Z. By induction, it is easy to see that Z is unique (i.e., that if Z ′ is another discrete definable subring of K, then Z = Z ′ : if not, one considers the minimum positive element of Z∆Z ′ and reaches a contradiction). In that case, we will denote by N := {x ∈ Z : z ≥ 0}.
We start by transfering some of the coding techniques, in particular recursion, to our setting. As most of the proofs are direct transfers of the classical proof, we leave most of the details to the reader. Since Z is a model of Peano arithmetic, Gödel's β function is definable and satisfies the following Lemma.
Lemma 36. Let K be unrestrained. There is a definable map β : N × N → N such that for each l ∈ N and each definable map f :
Lemma 37. Let K be unrestrained and let c : K n → N and g : K n × N → N be definable. Then there is a unique definable function f : , f (a, i) ).
Proof. As in the real case, given a ∈ K n and j, l ∈ N , we define f (a, j) = l if there exists k ∈ N such that β(k, 0) = a;
Corollary 38. Let K be unrestrained. There is a definable map γ : K × N → N such that, for every definable map f : N → K, there is a unique a ∈ K such that, for every i ∈ N , f (i) = γ(a, i).
Proof. As in the case of R, we can define the continued fraction expansion of element a ∈ K (with respect to N ) and let γ(a, i) be the i-th element of the continued fraction expansion of a. Since the continued fraction expansion is defined recursively, γ is definable by Lemma 37.
Lemma 39. Let K be unrestrained. There is a definable map δ :
Proof. Fix a definable bijection θ : N × N → N . Given a ∈ K and i ∈ N , define δ(a, i) to be the b ∈ K such that, for every j ∈ N ,
Now, given a definable map f : N → K, pick the unique a ∈ K, such that, for
Corollary 40. Let K be unrestrained. Let c :
The above results show that K is a model of second-order Peano arithmetic. Using recursion, we can transfer the tools of measure theory. We will sketch the relevant ideas in the following. Let A ⊆ K be a definable set. We denote by µ(A) the infimum of M (U), as U varies among all the definable coverings of A by open intervals, indexed by some definable discrete subset of K ≥0 , such that M (U) exists. Notice that µ(A) may not lie in K (since it is the infimum of a set that may not be definable). Notice also that 0 ≤ µ((0, 1)) ≤ 1.
Notice that when K expands R, +, ·, N , then µ(X) is the outer Lebesgue measure of X. However, things are much simpler if K unrestrained. In that case, M (U) always exists, and we can always assume that the index set of U is either N or an initial segment of N (more precisely, for every definable closed discrete subset D ⊂ K ≥0 there is a unique definable increasing bijection between a unique initial segment of N and D).
Moreover, the family of definable covers of a given definable set A by open intervals indexed by N is itself definable (by Lemma 39), and therefore µ(A) ∈ K ≥0 ∪ {+∞}. Moreover, again by using Lemma 39, if (A i : i ∈ I) is a definable family, then f : i → µ(A i ) is a definable function.
Proposition 44. Let K be unrestrained. Then, µ((0, 1)) = 1.
The proof of the above proposition is a minor modification the classical one that (0, 1) has Lebesgue measure 1, and is left to the reader; he can base it on the following result, whose proof is also left to the reader.
Lemma 45 (Commutativity of addition). Let K be unrestrained. Let h : N → K ≥0 be a definable function, and σ : N → N be a definable bijection. Then,
Notice that we are not able to prove the above lemma without the assumption that K defines a discrete subring. Lemma 47 (Sigma-additivity of measure). Let K be unrestrained. Let A i : i ∈ N be a definable family of subsets of K. Then,
In particular, if µ(A i ) = 0 for every i ∈ N , then µ( i A i ) = 0.
Proof. Left to the reader.
Corollary 48. Let K be unrestrained. Let X ⊆ K be a definable set, and 0 ≤ δ < 1 ∈ K. Assume that for every interval I we have µ(X ∩ I) ≤ δ |I|. Then, µ(X) = 0.
Proof. Assume not: let µ(X) = c > 0. Fix 0 < ε ∈ K small enough (how small will be clear later). Let U := (I d : d ∈ N ) be a definable family of intervals, such that M (U) < (1 + ε)c and X ⊆ d I d . Thus, by our assumption on X,
If we take ε small enough, we have δ(1 + ε) < 1, absurd. 5.5. The unrestrained case. With those tools at our disposal, we can now mimic some of the proofs of Lebesgue's theorem: we will follow the trace of [15] for the case when f is continuous, and of [16] for the general cases.
First, a technical lemma, which is easy to prove for every K, without using Theorem A: the proof is left to the reader (cf. [15] for the details). .
Then, E is an open definable subset of (a, b). Moreover, let (a
Lemma 50. Let K be unrestrained. Let a < b ∈ K, and f : (a, b) → K be a definable increasing function. Define
Proof. The same as in [15, Assertion 1] . More in details, given c ∈ K, define
Notice that c A c = A ∞ and µ(Df ) = 0 (because Df is at most pseudo-enumerable), and therefore it suffices to show that µ(A c \ Df ) is arbitrarily small for c large enough. Moreover, A c \ Df ⊆ E c ; therefore, it suffices to show that µ(E c ) is small. Let G be as in Lemma 49; notice that G(x) = g(x + ), unless x = b, when G(b) = g(b). Thus, by Lemma 49, E c is an open subset of (a, b), and it is the disjoint union of a definable family of open intervals
Lemma 51. Let K be unrestrained. Let f : K → K be a definable monotone continuous function.
(
The set of points x ∈ (a, b) such that f ′ (x) does not exist or is infinite has measure 0.
Proof. We proceed as in [15, Assertion 2] . (2) follows easily from (1), thus we only need to prove (1) .
It suffices to show that, for every 0 < c < C ∈ K, the set . Thus,
Let us treat now the case when f is not continuous: we will follow the ideas in [16] . Proof. Define F (y) := sup {t : f (t) ≤ y}.
Lemma 53. Let K be unrestrained and a < b ∈ K. Let f : [a, b] → K be a nondecreasing definable function. E be the set of x ∈ [a, b] such that either f ′ does not exists or it is infinite. Then, µ(E) = 0.
Proof. By replacing f (x) with f (x) + x, w.l.o.g. we can assume that f is strictly increasing. Thus, we can apply Lemma 52: let F be defined there. By lemmas 51 and 50, F ′ exists and is finite outside a definable set of measure 0. Given x = y ∈ [a, b], we write
Thus, if f is continuous at x and F ′ (x) exists, we have that f ′ (x) = 1/F (f ′ (x)) ∈ K ∪ {+∞}. However, by Lemma 22, the set of discontinuity points of f is pseudoenumerable, and a fortiori of measure 0, and by Lemma 50, f ′ (x) < +∞ outside a set of measure 0.
Corollary 54. Let K be unrestrained. Let f : K → K be a definable monotone function. Let E be the set of x ∈ K such that f ′ (x) does not exists or is infinite. Then, µ(E) = 0, and therefore E has empty interior. 5.6. Other problems. Lest somebody thinks the transfer from the real case to the definably complete one is always automatic, we will conclude with an open problem and recall some counterexamples. For every 0 < ε ∈ R there is no C 1 function f : [0, ε) → R satisfying Equation (5.1).
Another counterexample to some kind of "transfer principle" for restrained (indeed, locally o-minimal) structures can be found in work by Rennet in [14] .
For unrestrained structures, let R be an expansion of R, +, ·, <, N , L be its language, T 0 be the L-theory whose models are definably complete structures with a discrete subring, and T be any recursive set of sentences true in R and extending T 0 . By Gödel incompleteness theorem, there is a model of T which is not elementarily equivalent to R.
