Permutation cascades with normalized cells  by Delsarte, Philippe & Quisquater, Jean-Jacques
INFORMATION AND CONTROL 23, 344-356 (1973) 
Permutation Cascades with Normalized Ceils 
PHILIPPE DELSARTE AND JEAN-JACQUES QUISQUATER 
MBLE Research Laboratory, Brussels, Belgium 
Th is  paper derives new synthesis methods for arbitrary N-va lued functions 
of n M-va lued variables as permutat ion cascades with normal ized cells. 
A first method,  which is valid whenever N ~ 2(rood 4), leads to canonical 
cascades of length 2M ~-1 -- 1. Us ing this result, one presents a second method, 
valid for any N, giving cascades which are twice as long. 
1. INTRODUCTION 
The synthesis of discrete filnctions by permutation cascades has been 
studied in the last years by several authors, such as Elspas and Stone (1967), 
Shinahr and Yoeli (1969), Yoeli (1970), Harao et al. (1970), and Kolp (1972). 
Most of the papers on the subject use as a mathematical tool the decom- 
position theory of group functions first introduced by Yoeli and Turner 
(1967). Davio and Quisquater (1972) pointed out that the hypotheses of 
the decomposition theory are too strong for the problem of cascade synthesis; 
they presented a canonical synthesis procedure using fewer cells and fewer 
types of cells than requested by the decomposition theory in the following 
particular case: Control variables were two-valued, while the number of 
rail states was a power of a prime. 
The present paper generalizes the latter results to arbitrarily valued 
control variables and to any number N of rail states uch that N ~ 2 (rood 4). 
Moreover, for a given N, it describes a whole class of canonical synthesis 
methods. For some values of N (in particular, for prime powers) the class 
is rather large; this could be interesting in view of optimization. 
The matter is organized as follows. The basic concepts are introduced 
in Section 2--that of cascade of standardized cells and that of perfectly regular 
set of permutations. 
In Section 3 we derive constructively the synthesis of a canonical cascade 
of standardized cells whose nonidentical permutations are all constrained 
to belong to a given perfectly regular set. The realization of an N-valued 
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function of n M-valued variables by such a cascade requires M ~ - -  1 cells 
and N types of cells. The method also leads to a cascade of 2M ~-I - -  1 
normalized cells and this provides a new upper bound on the minimal 
length of cascades, provided there exists a perfectly regular set of order N, 
i.e., whenever N :~ 2 (mod 4). 
Section 4 shows the equivalence between the concepts of perfectly regular 
sets of permutations acting on N points and that of a group of order N 
having a fixed-point-free automorphism. So these groups, which are known 
to exist iff N ~ 2 (mod 4), are in fact the basic tool for the synthesis methods 
of this paper like for those derived by Elspas and Stone (1967) and Kolp 
(1972). However, they are used in a very different way. 
Finally, Section 5 contains a synthesis method which uses twice as many 
cells as the one of Section 3, and which is valid for any N =/= 2. 
2. THE SYNTHESIS SCHEME 
2.1. General Definitions 
An N-valued function f of n M-valued variables x i (i = 0, 1,..., n - -  1) is 
a mapping 
f:  X ~ --~ Z: x ~ xf, (1) 
where X and Z are two finite sets the cardinalities of which are M and N, 
respectively, and where X I~) stands for the Cartesian product of n copies 
of X. The set of these mappings will be denoted by Fn in this paper. For 
sake of convenience, we take X = {0, 1 .... , M- -  1}. On the other hand, 
to any point e = (e~_l .... , e 1 , e0) of X (~, we associate the integer 
n-1 
e = ~ e~ML 
s=O 
A function f~F~ is then completely defined by the vector of order M n 
whose components are the values e f  of f enumerated by increasing order 
of the integer e. This vector is usually called the truth vector off .  
The basic problem in this paper is to study some sets of operators used 
to synthesize a cascade having (1) as input-output behavior. Accordingly, 
we start by giving some definitions about cascades. 
The operators or cells to be used have one N-valued input (the rail input), 
one N-valued output (the rail output) and one Jl/-valued input (the control 
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input) to which is applied some control variable xi .  The input-output 
behavior of such a cell is specified by M mappings, 
q~J) :Z-+Z,  j=0 ,1  .... ,M- -  1; (2) 
these are numbered in such a way that the output value of the cell is zq(~) 
when the rail input and the control input are z ~ Z and j ~ X, respectively. 
A cell is normalized if q~0) is the identity mapping on Z. 
A cascade of length m is a one-dimensional interconnection of m operators 
of the above type. These operators will be numbered from 1 to m; the rail 
output of the ith cell is connected to the rail input of the (i + 1)th cell 
(i = 1, 2,..., m -- l) and the rail input of the first cell is a constant z* ~Z 
called limit condition. The M mappings (2) defining the ith cell will be 
denoted by q~). 
To a cascade we associate the control mapping ~, 
~: B = {1,  2 , . . . ,  m} ~ (0 ,  1 .... , n - -  1}: i ~ i~,  
defined in such a way that xi~ is the control variable of the ith cell. Then 
the output value of a cascade of length m having z* as limit condition is 
given by 
[I q?< (3) 
i~B 
In the sequel, a control mapping ~ will sometimes be represented by the 
chain A -- xa~x2~ "" x~ of the successive control variables. 
It is important to remember that the composition of mappings is an 
associative but noncommutative operation. Hence, special attention should 
be given to the order of factors in products like (3); this order will always 
follow the increasing order of the index set. A cascade realizes a given 
function f if one has 
z* 11 q~: ~= xf, (4) 
B 
i.e., if x f  is its output value. 
If all functions f ~ F~ admit a realization as a cascade with the same control 
mapping e, then this e will be said to be canonical. Several canonical mappings 
have been studied in the literature. We mention the one, el(n, M), introduced 
by Yoeli (1970); it can be defined recursively as follows: 
~.a(1, M)  ---- Xo 
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and 
~(n + 1, M) = [~(n, M):%y~, 
where the exponent M means the concatenation of M copies of the chain 
inside the brackets. As shown by Yoeli (1970) and Kolp (1972), a 1 is canonical 
whenever N ~ 2 (rood 4). 
2.2. Cascades of Standardized Cells 
A normalized cell will be called standardized if one at most of the mappings 
qlJ) differs from the identity I. The control level of a nontrivial standardized 
cell is the value j e X such that qlJ) ~ I. Such a cell is, thus, described 
by a single mapping q and by its control evel j ,  with q = q~S). So, to complete 
the description of a cascade of standardized cells, we introduce the standard- 
ization mapping r, 
r: B --* X:  i ~-+ it, 
defined in such a way that ir is the control level of the ith cell. Accordingly, 
if qi denotes the mapping describing the ith cell, (3) specializes in 
z* ]~[ q~, with K(x)  = (i ~ B T xi~ = it}, (5) 
K(x) 
for a cascade all of whose cells are standardized. 
For given g and z, we now examine the realization of functions f~F ,  
as cascades of this type, when the qi's are restricted to belong to a well 
defined set P of cardinality N. Clearly, the number of such distinct cascades 
of length m is equal to N ~+1 (according to the N possible choices for z* ~ Z 
and for each qi ~ P). Let us assume m ~ M ~ --  1. Then, since the cardinality 
of F,,~ is precisely N ~÷i, in order to show that each fEF~ admits a realization 
it is sufficient o verify that distinct cascades correspond to distinct functions; 
this will also imply the uniqueness of the realization of each f, for fixed 
c¢, r, and P. 
We shall now introduce a control mapping ~, a standardization mapping 
r and sets P of permutations which will lead to such a "canonical synthesis" 
of length m = M ~ - -  1. 
First, let i = i o + i iM  + ... + i,~_~M ~-~ (0 <~ i~ <~ M- -  1) be the 
M-ary expansion of an integer i, 0 ~< i ~< M ~ --  1. Then, with m = M ~ --  1, 
we define the control mapping c~ = %(n, M)  as follows: 
ia = min{s i i~ ~ 0}. (6) 
643/23/4-4 
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It can also be defined recursively by a2(1 , M) = [Xo] v-1 and 
a~(n + l, M) = [a~(n, M)x.]~-~ ~(n, m). 
For binary control variables (M ~ 2), this is exactly the mapping used by 
Davio and Quisquater (1972), who showed that it is canonical whenever N 
is of the form N = pk 4= 2, p a prime. 
Next, we introduce the standardization mapping ~-: 
iv = is,  for i~ - -  s. (7) 
Hence, according to (6), the control level of the ith cell is the nonzero is 
of smallest index s. 
For the set P we shall give an axiomatic definition for which we need 
some concepts and notations. A subset P of S z, the symmetric group of 
permutations on Z, is called regular if, for each ordered pair (zi, zj) of 
elements of Z, there exists a unique permutation p in P such that zj = zip. 
Clearly, a regular set of permutations contains exactly N elements. For 
a subset P of S z and for any positive integer t, we define P~ to be the subset 
of S z formed by all products of t elements of P. On the other hand, let 
P and Q be two subsets of S z. Then, for a given permutation ~r in S z, we 
define a binary relation R~(P, Q) between P and Q as follows: for p ~ P, 
qeQ,  
(p, q) e R~(P, Q) iff p = q-*~rq. (8) 
We are now able to introduce a concept that plays a central role in this 
paper. A subset P of S z is called a perfectly regular set of permutations if 
it satisfies the following two axioms: 
A 1 The sets P* are regular for each t >~ 1. 
A2 The relation R~(P, pt) is a bijection for each element ~r in P and 
for each t />  1. 
As will be seen in Section 3, these axioms are "natural" requirements 
for a canonical synthesis based on the above ~ and ~-. We postpone a detailed 
study of perfectly regular sets to Section 4. The next theorem contains 
the main result of this paper; the proof will be given in Section 3. 
TH~ORI~M 1. Let ~ and .r be the control mapping and the standardization 
mapping iven by (6) and (7), respectively, and let P be a perfectly regular 
set. Then every function f c F~ has a unique realization by a cascade of stan- 
dardized cells whose nonidentical mappings belong to P. 
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It  is shown in Section 4 that perfectly regular sets exist if and only if 
N is noncongruent to 2 mod 4. Consequently, Theorem 1 implies that 
er = a2(n, M)  is canonical for any n, M whenever N ~ 2 (mod 4). The 
question remains open whether this o is canonical for orders N ~ 2 (mod 4). 
Remark. In A2(n , M)  the control variable x o always appears in strings 
[x0] M-1. Grouping together the cells of each of these strings, we obtain a 
cascade whose control mapping era(n, M) can be defined reeursively as 
follows: 
and 
aa(1, M)  --  Xo 
ka(n + 1, M) = [Aa(n , M)xu] u-1 ka(n, M). 
The length of the cascade is clearly m = 2M ~-1 --  1. By Theorem 1, 
era(n, M) is canonical for any N ~ 2 (mod 4); hence, 2M ~-1 --  1 is an upper 
bound for the minimal length required for the cascade synthesis of functions 
f ~F~,  whenever N ~ 2 (mod 4). 
3. THE ~TV~AIN SYNTHESIS ALGORITHM 
Let e be a point of X {n). Then, for the mappings er and r given by (6) 
and (7), respectively, the set K(e) defined in (5) can be written as 
K(e) = U (i{io =/1  --  - -  i,_1 = 0, i, = e~ v/: 0). (9) 
s=O 
By definition, a cascade of the type described in Theorem 1 is specified 
by an (m -}- 1)-tuple (z*, q, ,..., qm) with m : Jl~I ~ --  1, z* ~ Z, qi ~ P and 
this cascade is a realization of f~F~ iff one has 
 *Flq,=ef (e=0,1  ..... (10) 
K(e) 
For a given f, we shall consider (10) as a system of equations in the unknowns 
z* ~ Z, qi ~ P. In the rest of this section, we present a proof of Theorem 1 
by giving an algorithm for the solution of that system, i.e., a synthesis 
algorithm. 
Proof of Theorem 1. Let f be any function in F~.  We first consider 
the equation (10) with e = O; since K(O) is the empty set, this is simply 
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z* = Of. Next, we assume e >/ 1. Owing to the regularity of all sets Pl, 
the ordered pair (z*, el) determines a unique permutation r(e) in pIK(~)l 
such that z*r(e) ---- el. Hence, the system (10) in the qi's is equivalent o 
the following one: 
[ I  qi = r(e) (e -- 1, 2,..., M ~ -- 1). ( l l )  
K(e) 
The algorithm to be described is an order-lowering algorithm which, 
for n /> l, replaces the system (11) in M ~ -- 1 unknowns by M independent 
systems of the same type, each in M ~-1 -- 1 unknowns, and gives a value 
to the 3/ I - -  ! remaining qi's. Hence, after n steps, a value will have been 
attached to each qi • The important point is to make sure that, at each step, 
the new systems admit at least the solutions of the initial system. Indeed, 
by the elementary counting argument of Section 2.2, this will imply that, 
for each f~Fn ,  the system (10) admits exactly one solution (z*, ql ,..., q~), 
which is precisely the result given by the algorithm (with z* = Of). 
We only describe the first step. Let us write e = e~_lM~-~-+ - 8, with 
0 ~< ~ ~ M ~-z - -  1. The M- -  1 equations ( l l )  with ~ = 0 are qe = r(e), 
since K(e) is then equal to {e}. This determines the q~'s in P for e = kM ~-1, 
1 ~ k ~< M- -  1. Next, for ~ @ 0, we consider the following partition 
of K(~): 
M--1 
K($) = U K(j,  ~), 
i=O 
where K(j,  ~) is the subset of all elements i in K(~) with i~_1 = j. Clearly-, 
K(0, 8) has the same definition (9) as K(e), with n replaced by n --  1, and 
K(j ,  ~) is obtained by adding the constant j3 I  ~-1 to all integers of K(O, ~). 
Let us write 
1-[ qi = s(j, 8). (12) 
K(i,d) 
For e = kM~- l -k  ~, the set K(e) is equal to K(~) or to K(~)kJ {kM n-l} 
according to whether k is zero or not. Hence, Eq. (11) can be written in 
terms of the auxiliary unknowns (12) in one of the following forms: 
M--1 
[ I  s(j, ~) = r(e), (13) 
J=0 
[~ M--1 
(14) 
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for 1 ~< k ~ M -- 1, 1 ~< ~ ~< M ~-a -- 1. Substituting in (14) the expression 
of s(0, 8) s(k --  1,2) derived from (13) we obtain 
s(j, 2) r (kM ~-~) s(j, ~) = [r(~)]-~ r (kM "-~ + ~). (15) 
j~k  j=~ 
It is easily seen that the right member of (15) belongs to P. Moreover, 
according to (12), the product inside the brackets in the left member of 
(15) must belong to ptIM-7~), with t = I K(O, 2)1, and Axiom A2 guarantees 
that Eq. (15) determines uniquely that product. 
Consequently, for each nonzero 2, we can write down equations of the 
form 
M--1 
1~ s(j, e) = r(k, e), k = 0, 1,..., M -- 1, (16) 
j=k 
where the right member is a well defined element in prImly) with, in par- 
ticular, r(0, E) = r(@ Then, using A1, it is easy to show that the triangular 
system (16) determines uniquely the elements (j, ~), for j  = 0, 1 .... , M -- 1, 
in the set P*. 
Finally, for fixed j, 0 ~ j ~ M -- 1, and for ~ running through all nonzero 
values, we consider (12) as a system in the M ~-~ -- 1 unknowns q~ having a 
fixed i.~_ 1 = j. The reader will easily check that this system is similar to 
the initial one (1 I), with n replaced by n --  1. This completes the description 
of the algorithm which, as we have seen, provides a proof of Theorem 1. 
4. PERFECTLY REGULAR SETS OF PERMUTATIONS 
Let P be a regular subset of S z, with [Z I  = N >/2. By definition, 
P contains N distinct elements, and, for a given point z o of Z, arbitrarily 
chosen, it is possible to number the permutations p~ of P and the points 
zl of Z so as to have 
zi = Zopi, i = 0, 1,..., N --  1. (17) 
We shall keep the numbering (17) throughout this section. 
For a regular subset P of S z, let us now introduce a binary operation 
z - z' on Z by defining 
zi " z~ ~- z3polp~, (18) 
for i , j  = 0, 1,..., N - -1 .  We readily show that this "product" satisfies 
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z o • z~ ~ zj • z o ~ z~, for any z~ in Z, and that, in the equation zi . z~ --  zk ,  
any two elements among z i ,  z~, z~ determine uniquely the third as an 
element of Z. Accordingly, the algebraic system 
H~ = (Z,.,  ~o) 
is a loop having z o as a unit (cf. Hall (1964), p. 7). In the rest of this section, 
we shall exhibit the properties of Ho resulting from Axioms A1 and A2 
of a perfectly regular set P (cf. Section 2.2). In fact, the following two 
theorems how the equivalence between perfectly regular sets of permutations 
on N points and groups of order N having an automorphism which fixes 
only the identity. Groups with this property are sometimes called FPF-groups 
in the literature; for the state of affairs about them, we refer to Gross (1968). 
THEOREM 2. Let P be a perfectly regular set of permutations on Z. Then, 
for any element zo in Z, the system H~ ~ (Z, ., Zo) is a group. Moreover, the 
permutation Po is an automorphism of He that fixes only the unit z o . 
Pro@ (i) Let us first show that H e is a group (with z 0 as the unit). 
We assume that the elements Pi of P and zi of Z are numbered as in (17). 
For any ( i , j ,  k) we calculate, using (18), 
zi " (z~ " zk) ~- Zkpolp~po~Pi (19) 
and 
(z i " z~) " z k -=- Zkpolpr , (20) 
with z~ ~ z~ • zj .  According to this definition of z r , we can also write, 
by (17) and (18), 
Zop r = zop~polpi.  (21) 
On the other hand, it follows from the axioms that p71poPi belongs to P. 
Hence, (21) becomes 
ZoP~Ps=-ZoPjPi ,  
with Ps = P[lPoPi,  for some Ps in P. Since p2 is assumed to be regular, 
this implies PrP8 = PJPi and, therefore, prpi lpo = p j .  Hence, comparing 
the right members of (19) and (20), we have z i • (zj • zk) = (z i - zj) • zk, 
so that H e is an associative loop, or, equivalently, Hp is a group. 
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(ii) Next, we show that P0 is an automorphism of H e . Using (17) and 
08)  again we can write 
and 
(z~ " zs)po -= Zjpolpipo (22) 
(Zipo) " (ZjPo) = z jpe ,  (23) 
with zj~ = z ip  o . From this definition of k we deduce ZoPolpipo = zop ~ . 
Since polpipo belongs to P and since P is regular, this implies polp~po ~- p~.  
Hence, the right members of (22) and (23) are equal to each other, from 
which it follows that Po acts on Z as an automorphism of the group H e . 
(iii) It relnains to be shown that P0 fixes only the unit z o of Hp.  To 
that end, we observe that zi is a fixed point of Po (i.e., satisfies z ip  o ~- zi) 
if and only if the following equation holds: 
Zop~po = ZoPoPk, 
with p~ ~- polp~po. According to the regularity of p2, this implies PkPo 
PoP~, that is, 
Po ~ P71PoPi • (24) 
Since R%(P,  P )  is bijecfive the only solution of (24) is Pi -~ Po; hence, 
zi ~ z 0 , which concludes the proof. 
Remark. Only a part of A1 and A2 is really needed for the proof of 
Theorem 2, namely the following properties: 
A ' l  The sets P and P~ are regular. 
d '2  The relation R~o(P , P) is a bijection of P onto itself. 
In fact, A' l  implies that H,  is a group of which P0 is an automorphism and 
A'2 means that Po fixes only the unit of that group. 
The next theorem is the converse of Theorem 2. Therefore, it shows 
that Axioms (A1, A2) and (A'I ,  A'2) are equivalent to each other. Moreover, 
it yields a canonical construction for perfectly regular sets by means of 
FPF-groups. 
TH~OREIV~ 3. Let H = (Z, ", %) be a group on a set Z of cardinality 
N >/2  and let o~ be an automorphism of H fixing only the unit z o in Z. Then 
the subset {Po = c~, Pl ," - ,  PN-1} of S z defined by 
zp ,  = z~ . (z~),  ~ ~ z ,  (25) 
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for  i = 0, 1,..., N --  1, is a perfectly regular set of permutations on Z.  Moreover, 
the group H e is H itself (when z o is chosen as the unit). 
Proof. For an integer t ) 1, we first observe that pt  is the subset 
{P0,t .... , Pn- l , t} of S z defined by 
zp~.t = z j  • (z~) ,  z ~ Z.  (26) 
Then, since H is a group, it is easily seen that P~ is regular, for any t, so 
that condition A1 is satisfied. 
Next, from (8), (25), and (26) we deduce, by elementary calculation, 
that the pair (Pi,  Pj.,) belongs to R9,~(P, pt)  if and only if the following 
equation holds in H: 
z i  = z~ " ( z~)  " ( z j~)  -1. (27) 
Consequently, in order to show that P is perfectly regular (cf. A2), it is 
sufficient to check that the correspondence zj ~-~ zi defined by (27) is a 
bijection of Z onto itself for any given (k, t), i.e., that the mapping q.~ of Z 
into itself defined by 
zq~ = z"  z~"  (z~) -1, z e Z,  
is bijective for any z~ in Z. 
Let us assume q, is not a bijection. As it is readily verified, this means 
that there exists an element z :/= z 0 in Z satisfying 
z~ = z71 "z "z~. (28) 
On the other hand, since a fixes only z 0 in H, it is well known that, for a 
given z~, there is a unique point z~ in Z with Zs = z~ 1 " (z~.~). Substituting 
this in (28) we obtain 
(~-  z-~7~)~ = z~ "~" ~2 
by straightforward calculation. Since ~ fixes only the unit, this implies 
z~ - z - z; -I = zo ; hence, z ~ z 0 . From this contradiction we conclude that 
q~ is bijective and that P is perfectly regular. 
Finally, from the definitions (18) and (25) it immediately follows that 
the products in the groups H and Hp,  denoted by a dot in both cases, are 
in fact identical. This completes the proof. 
Tile question in which we are now interested is the existence of a perfectly 
regular set of a given cardinality. It is answered as follows. 
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THEOREM 4. There exists a perfectly regular set of permutations on N 
points if and only if N -- 2 is not divisible by four. 
Proof. This is a direct consequence of Theorems 2 and 3, by a well 
known result in group theory: "there exists an FPF-group of order N if 
and only if N - -  2 is not divisible by four" (cf. for instance Kolp (1972)). 
Remarh. It is easy to show that any Abelian group of odd order is an 
FPF-group and that any Abelian group of order N ~ 0 (mod 4) is an 
FPF-group if its 2-Sylow subgroup is elementary. This provides a large 
class of perfectly regular sets. The ones implicitly used by Davio and 
Quisquater (1972) are of this type; the group H = lip is chosen to be the 
additive group of the Galois field GF(N), with N = pX', p a prime, and 
the automorphism c~ is defined by the multiplicative action of an element 
a J= 0, 1 in the field. 
Although all these examples are Abelian groups, it must be noticed that 
there do also exist non-Abelian FPF-groups. 
5. A SYNTHESIS FOR ARBITRARY N 
In this section we shall briefly describe a synthesis method which is 
valid for any value of N ~ 2, while the method of Section 3 can only be 
used for N =~ 2 (mod 4). 
For a given f~F~,  let Z 0 be a subset of Z, containing z* = Of, and 
let Z 1 be (ZIZo) u {z*}. Then we define X 0 as the set of all points x in X ~ 
with x f~ Z0, and the complementary set X1 = XIn)\Xo. Next, fo r j  = 0, 1, 
we consider auxiliary functions f /X  (~) --~ Z~, defined by 
~xf. for x~Xj~ 
xfy -= iz%" ' otherwise. 
On the other hand, if q is a mapping of a subset Y of Z into itself, we define 
its natural extension q' to Z as follows: zq' = zq for z c Y and zq' = z 
otherwise. 
Let us now assume that f j  has a realization by a cascade Cj of length m s , 
fo r j  = 0, 1. To Cj we associate the cascade Cj' obtained when the mappings 
Z 3- --~ Z~ of all cells of C 3 are replaced by their natural extensions to Z. 
Then it is easily verified that the cascade of length m 0 q- m 1 , obtained by 
connecting the output of C o' to the input of Us', is a realization of f .  
By the results of Section 3, the control mapping %(n, M)  is canonical 
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for I Z{ =~ 2 (rood 4); so it can be used to synthesize arbitrary functions 
f0 and f l ,  provided one has taken I Zj I ~ 2 (mod 4) for j ~ 0, 1 or, equiva- 
lently, I Z0[ ~ 2, N - -  1 (mod 4). The length of the cascades realizing 
f~F ,  is then equal to 2(2M " - I -  1). 
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