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Resumen
En ésta tesis se presenta un estudio exhaustivo del Modelo de Dos Fluidos con asistencia
de la Teoría Cinética-Friccional para flujos granulares implementado en el marco del
Método de Volúmenes Finitos. En particular, se hace énfasis en el acoplamiento de las
variables por medio de las fuerzas interfaciales, la restricción de incompresibilidad, la
conservación de masa de cada fase y las teorías de cierre reológicas para la fase granular.
Asimismo, se realiza un estudio comparativo de formulaciones con distintos grados de
conservatividad de los términos de advección en ambas ecuaciones de balance de momento
lineal, donde se busca determinar cuáles resultan más adecuadas para cada condición de
flujo. Por otra parte, se propone una metodología para determinar rangos de estabilidad
numérica de los algoritmos segregados, con la finalidad de extenderla al estudio de
acoplamiento entre fases. Los resultados de este análisis son de gran valor para determinar
los parámetros que rigen las tasas de convergencia de los modelos multifásicos, en pos
de minimizar los elevados costos computacionales normalmente involucrados. Finalmente,
con la implementación optimizada sobre la estructura general de la suite OpenFOAM®, se
evalúa el desempeño de los modelos físicos de mayor influencia en la hidrodinámica de
los lechos fluidizados en distintas condiciones de fluidización. En particular, se estudia una
gran variedad de modelos para los coeficientes de arrastre (drag), parámetros reológicos de
Teoría Cinética y Friccional, y condiciones de borde mixtas para la fase particulada sobre las
paredes del lecho. Teniendo en cuenta todos estos aspectos, la presente tesis busca sentar
bases sólidas para el estudio de problemas multifásicos con presencia de una fase granular
por métodos Eulerianos y así, formar criterios en términos de estabilidad, conservatividad y
convergencia del modelo ante distintas condiciones físicas y numéricas del problema.
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Capítulo 1
Introducción
1.1. Motivación y antecedentes
La resolución de problemas físicos reales comúnmente involucra, en primera instancia,
una modelización matemática de dicho problema. De esta forma, podemos definir un
modelo matemático como una representación simplificada del problema físico real. En
general, los modelos buscan suprimir los efectos que tienen baja influencia sobre las
variables de interés con el afán de mantener la mayor simplicidad posible pero preservando
la naturaleza real del problema.
En el caso de problemas de fluidos a una fase, las ecuaciones de balance de masa y
momento lineal, junto con la adopción de adecuadas leyes constitutivas, proveen un modelo
matemático que busca representar la dinámica del medio fluido. Estas ecuaciones han sido
desarrolladas hace más de un siglo, sin embargo, con excepción de algunos casos sencillos,
no se han descubierto aún soluciones analíticas directas (ni su existencia) para condiciones
generales [4, 97, 49]. Este tipo de dificultades se ve enfatizada en problemas multifásicos,
donde las fases involucradas pueden intercambiar masa, cantidad de movimiento y energía.
Existen en la actualidad una gran cantidad de problemas ingenieriles con presencia
de flujos multifásicos. En particular, los flujos con presencia de partículas en altas
concentraciones constituyen una aplicación de especial interés para el sector industrial.
Entre dichas aplicaciones se destacan el manejo de granos en la agroindustria (transporte,
separación, limpieza y mezclado), reactores basados en lechos fluidizados granulares
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en la industria petroquímica y farmacéutica, manipulación de residuos y biodigestores,
entre otros. Para abordar el estudio de estos sistemas se puede recurrir a métodos
analíticos y correlaciones provenientes del análisis experimental. Estas metodologías,
ampliamente usadas en el siglo pasado, suelen dar nociones macroscópicas generales
del comportamiento termo-fluidodinámico del sistema pero no proveen el detalle de los
fenómenos más particulares y localizados, como pueden ser la formación de burbujas o
aglomeraciones de partículas, fenómenos turbulentos y reacciones químicas.
A partir de la segunda mitad del siglo XX, el desarrollo de las computadoras digitales
ha crecido exponencialmente y su uso por parte de la comunidad científica para realizar
grandes cantidades de operaciones algebraicas de manera rápida, ha acompañado este
crecimiento. En este contexto, la Fluidodinámica Computacional (CFD) surge como un
campo de la ciencia que busca resolver de manera aproximada las ecuaciones que
rigen la dinámica de los fluidos haciendo uso de dichos recursos computacionales [116,
27]. Sin embargo, la modelización de flujos multifásicos continúa siendo un desafío
para la comunidad científica dada la compleja interacción entre las fases y el carácter
intrínsecamente caótico del flujo. Esta interacción debe ser adecuadamente representada
por el modelo matemático para su posterior resolución. En esta línea, existe una serie de
alternativas (ver Fig. (1.1)), entre las cuales se destacan en la actualidad:
Simulación Numérica Directa
Métodos Euler-Lagrange
Métodos Euler-Euler
La Simulación Numérica Directa del Modelo de Elementos Discretos (DNS-DEM) tiene
como propósito la representación más fundamental de la estructura multifásica. Esta está
constituida por un conjunto de regiones monofásicas delimitadas por interfases a través
de la cual las fases intercambian masa, cantidad de movimiento y energía. Las ecuaciones
son resueltas para cada fase y la evolución espacial de las interfases forman parte de la
solución del problema. El elevado nivel de detalle que puede obtenerse para la resolución de
flujos multifásicos hacen de DNS-DEM una técnica de gran interés en áreas específicas de la
fluidodinámica, como son los fenómenos de inyección, cambios de fase y desprendimiento
3Micro (Partícula)
 
Fase fluida
 
Fase granular
 
Meso (Celda)
 
DNS-DEM Euler-Lagrange Euler-Euler
Fase granular
Fase fluida
Flujo alrededor 
de cada partícula
 
Trayectoria
de cada partícula
 
Modelo continuo
Modelo continuo
 
Figura 1.1: Técnicas de modelización para flujos granulares
de gotas en jets líquidos. Sin embargo, las escalas de resolución de estas técnicas son
normalmente pequeñas y se encuentran relacionadas con la compleja topología de las
interfases y las escalas más pequeñas de la turbulencia allí encontradas [12, 107, 84, 83].
Esto se traduce en elevados costos computacionales y de almacenamiento en memoria. Es
por ello que estas técnicas están restringidas a problemas de bajos números de Reynolds.
La gran mayoría de los problemas de carácter ingenieril involucra flujos turbulentos, lo
cual limita el uso masivo de técnicas DNS para su resolución. Sumado a esto, las técnicas
DNS proveen un nivel de detalle no siempre requerido. Para el diseño de dispositivos y
procesos que involucran flujos multifásicos, normalmente basta con tener información de
datos macroscópicos del flujo (e.g. caudales, velocidades medias, proporciones medias de
cada fase, caídas de presión, flujos térmicos, entre otros). Esto ha motivado el desarrollo
de diversas técnicas de modelado basadas en balances de propiedades medias. Estas
provienen de aplicar técnicas de promediados sobre las ecuaciones de balance en la escala
microscópica [34, 21, 23].
Un primer acercamiento hacia métodos menos costosos consiste en estudiar el
movimiento de cada partícula de forma aislada, donde la dinámica de cada una es regida
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por su propia ecuación de movimiento. A diferencia de los métodos DNS, la fase fluida es
tratada como un continuo y la presencia de las partículas no influye en la geometría del
dominio de dicha fase. En su lugar, la presencia de las partículas y su interacción con la fase
continua es modelada. Estas técnicas son comúnmente conocidas como Euler-Lagrange,
y en ellas se pierde cierto nivel de detalle respecto al flujo cerca de las partículas. Si bien
estas resultan más propicias para flujos de interés industrial, en la actualidad sigue siendo
un desafío poder aplicarlas exitosamente a problemas que involucran alta cantidad de
partículas sólidas. En estos casos, la necesidad de resolver una ecuación diferencial por
cada partícula, vuelve el problema computacionalmente costoso. Sumado a esto, existen
colisiones entre las partículas sólidas que afectan sus trayectorias y cuyas ecuaciones de
balance de momento lineal para el par deben resolverse. Este efecto también aumenta el
costo computacional, dado que el propio modelo requiere de un paso de tiempo propio para
la resolución correcta de la colisión entre pares de partículas [108, 109, 14].
Con el afán de poder resolver flujos a dos fases con una fase de partículas para todo
tipo de flujos de carácter ingenieril, se han desarrollados métodos que sacrifican aún más
el detalle de la dinámica de las partículas en pos de disminuir los tiempos de resolución.
Estos métodos consisten en realizar promediados sobre ambas fases y así obtener un sistema
constituido por medios continuos interpenetrantes. Estos son conocidos como métodos
Euler-Euler, o simplemente Métodos Eulerianos.
El método de modelado Euler-Euler para dos fases (también llamado Modelo de Dos
Fluidos) considera que dichas fases coexisten en una determinada proporción en un
mismo punto del espacio. De esta forma, ambas son tratadas como medios continuos
que responden a sus respectivas ecuaciones de balance de masa, momento y energía.
Esta característica trae aparejada la necesidad de una modelización de la interface
presente en la realidad. Es decir, mientras que en un modelo microscópico las fases se
encuentran claramente delimitadas, en el método macroscópico Euler-Euler, los fenómenos
interfaciales son tenidos en cuenta por medio de términos de intercambio entre fases. En
general, en problemas de gas y partículas, las únicas fuerzas interfaciales consideradas
son las fuerzas de arrastre (drag), para las cuales se han desarrollado diversa cantidad de
modelos a lo largo de los años [1, 29, 98, 121, 28, 19]. Estos métodos cuentan además con
la complejidad de tener que definir parámetros reológicos para una fase particulada que se
5representa como una fase fluida. De aquí surge la necesidad de plantear leyes constitutivas. A
diferencia de la modelización de gases y líquidos, al aplicar el modelo Euler-Euler sobre una
fase fluida y otra constituida por sólidos (fase granular), los modelos reológicos involucrados
deben poder representar adecuadamente la compleja fenomenología de la dinámica de
partículas. Para ello, se presentan fundamentalmente dos teorías: La Teoría Cinética de
Flujo Granular (KTGF) [56, 42, 29], para medianas y bajas concentraciones de partículas,
la cual está basada en la teoría cinética de gases, y la Teoría Friccional [41, 43, 86], para altas
concentraciones de partículas, basada en teorías de plasticidad y de suelos.
El abordaje de métodos Eulerianos por vías computacionales para flujos granulares
cuenta con un elevado grado de complejidad dado por la gran cantidad de ecuaciones
acopladas e incógnitas a resolver. En la actualidad, existen aspectos numéricos que
requieren especial atención para garantizar precisión y estabilidad de la solución. Entre
ellos se destacan la conservatividad en el planteo de las ecuaciones para la resolución en
problemas con elevados gradientes de los campos incógnita [65, 66, 68, 51], la estabilidad
de procesos iterativos para el acoplamiento de presión y velocidades de cada fase [36, 37,
60, 93, 64] y la selección de adecuados modelos reológicos y de transferencia para distintas
condiciones y regímenes de transporte [55, 69, 73, 74, 25].
1.2. Objetivos
En esta tesis, se propone el desarrollo e implementación de un modelo computacional
eficiente para la resolución de flujos a dos fases de gas y partículas en problemas de
fluidización. Para lograr esto, se propone un estudio exhaustivo del impacto de diversas
formulaciones de las ecuaciones, actualmente implementadas en códigos computacionales
de uso por la comunidad, sobre los campos solución. Además, se propone definir estrategias
para el estudio de la estabilidad y la tasa de convergencia de los métodos de acoplamiento
segregados. De esta manera, se buscará determinar cuales son los parámetros físicos y
numéricos de mayor influencia sobre dichos aspectos. Una vez optimizado el modelo
computacional, se utilizará la herramienta para la resolución de problemas de fluidización
burbujeante, permitiendo explorar los distintos modelos físicos y así determinar cuales
resultan óptimos para determinadas condiciones experimentales.
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1.3. Estructura de la tesis
La presente tesis se desarrolla siguiendo los diversos aspectos del modelado numérico
del Método de Dos Fluidos aplicado a flujos granulares.
En el Capítulo 2, se presenta la teoría del desarrollo del Método de Dos Fluidos Euleriano
a partir de las ecuaciones de balance microscópicas en el continuo y las correspondientes
teorías de cierre matemático dadas por el modelado de los términos de drag y de los
parámetros reológicos de la fase granular.
El Capítulo 3 presenta el Método de Volúmenes Finitos aplicado al modelo matemático
desarrollado en el Capítulo 2 y la forma general del algoritmo de resolución por métodos
segregados de acoplamiento.
El Capítulo 4 se centra en el estudio de los distintos grados de conservatividad con que
pueden presentarse las ecuaciones de momento de cada fase en el continuo. A partir de la
discretización de las mismas, se plantea analíticamente como impactan en las soluciones
finales de los problemas y se cuantifican las diferencias obtenidas con cada método.
En el Capítulo 5 se realiza un estudio exhaustivo de los métodos de acoplamiento y su
impacto en la estabilidad del algoritmo general para flujos a una fase. Se comparan los
métodos PISO y SIMPLE a una fase y se determinan los parámetros que rigen la convergencia
de los métodos teniendo en cuenta además distintas orientaciones y relaciones de aspecto
de la malla.
El Capítulo 6 extiende estos conceptos para problemas a dos fases con el fin de
determinar los parámetros físicos y numéricos que afectan la estabilidad y convergencia de
los distintos métodos de acoplamiento entre fases. En particular, se estudia como se vinculan
la presión y las velocidades de ambas fases por medio del término de drag y la restricción de
incompresibilidad.
En el Capítulo 7, se tienen en cuenta todos los conceptos desarrollados y las conclusiones
alcanzadas con el fin de evaluar la eficiencia del modelo computacional para la resolución
de problemas reales. Asimismo, se estudia el desempeño de los diversos modelos físicos
disponibles en la literatura para formar así un criterio general para el estudio de problemas
de fluidización por vías computacionales.
Finalmente, en el Capítulo 8 se presentan las principales conclusiones de esta tesis.
71.4. Aportes científicos
En el marco de la presente tesis, se realizaron los siguientes aportes originales al estudio
de métodos numéricos aplicados a flujos multifásicos granulares:
Desarrollo e implementación de un modelo computacional robusto para la simulación
de flujos a dos fases gas-partículas basado en el método PIMPLE y haciendo uso de
la Teoría Cinética-Friccional de Flujos Granulares (KTGF-TF) (Capítulo 3), donde se
destacan:
• Distintos tratamientos de acople entre fases por medio del término de drag.
• Formulación conservativa y fase-intensiva sobre las ecuaciones de momento
para abordar problemas con ondas de choque.
• Tratamiento especial de las ecuaciones de momento ante la desaparición de una
fase.
• Método de estabilización numérica para la ecuación de energía granular.
Estudio y cuantificación de errores de discretización para formulaciones conservativas
y no-conservativas de las ecuaciones de momento en problemas con solución
analítica o experimental (Capítulo 4).
Desarrollo e implementación de una técnica general de análisis de estabilidad para
métodos segregados de acople presión-velocidad tipo PISO, basada en el método de
descomposición de Fourier (Capítulo 5).
Extensión del método de Fourier para el análisis de estabilidad en problemas de flujos
a dos fases acopladas por drag y la restricción de incompresibilidad (Capítulo 6).
Implementación de distintos modelos físicos para coeficientes de drag, viscosidad de
sólidos, presión de sólidos y condiciones de pared, y comparación exhaustiva de los
resultados en regímenes de fluidización frente a resultados experimentales (Capítulo
7).
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Capítulo 2
Modelo Euler-Euler para flujos granulares
Las teorías para fluidos monofásicos derivadas de la Mecánica del Continuo son
desarrolladas a partir de balances integrales de masa, momento y energía. Si las variables
son diferenciables en un volumen de control dado y existe la transformación Jacobiana
entre coordenadas materiales y espaciales, puede obtenerse un sistema de ecuaciones en
derivadas parciales que representan balances en escala local haciendo uso del teorema de
transporte de Reynolds (o la regla de integración de Leibniz).
El desarrollo de un modelo análogo para el caso de dos o más fases involucra una serie
de dificultades tanto matemáticas como físicas. Desde el punto de vista matemático, un flujo
multifásico puede ser considerado como un conjunto de regiones monofásicas con bordes o
interfases móviles. En este sentido, los balances locales pueden ser aplicados directamente
sobre cada una de estas regiones, pero no pueden aplicarse de forma directa sobre todo
el conjunto sin violar las condiciones de continuidad. Desde el punto de vista físico, el
problema radica en modelar apropiadamente los fenómenos de interacción interfacial.
En este sentido, se debe tener en cuenta que para altas concentraciones de partículas, la
dinámica del flujo dependerá fuertemente de la interacción entre las partículas y de estas
con el medio fluido. Debido a esto, para lograr derivar un modelo multifásico, es necesario
tener una descripción local del flujo y, a partir de esto, obtener propiedades macroscópicas
por medio de adecuadas técnicas de promediado.
En este capítulo, se desarrolla un modelo Euleriano extendiendo el Modelo de Dos
Fluidos (TFM) para sistemas de gas y partículas. Para ello, se plantean distintas alternativas
de modelaje de las fuerzas de arrastre (drag) y se desarrollan la Teoría Cinética de Flujo
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Granular (KTGF) y la Teoría Friccional (FT) para el modelado de los parámetros reológicos de
la fase granular. De esta forma, finalmente se obtiene un sistema de ecuaciones del continuo
matemáticamente cerrado para su posterior resolución por métodos numéricos.
2.1. El Modelo de Dos Fluidos (TFM)
El Modelo de Dos Fluidos (TFM) tradicional consiste en un planteo de un balance
integral de masa, momento y energía en un dado volumen de control que contiene a ambas
fases. Dicho balance debe cumplirse en cualquier punto del espacio y en cualquier instante
de tiempo, es por ello que también puede expresarse como un balance local para cada fase
y una condición de salto en la interfase (Fig. 2.1). Para arribar a la forma final del modelo, las
ecuaciones en escala local deben ser adecuadamente promediadas. Este promediado puede
realizarse de diversas formas: en el espacio, en el tiempo o como ensamble (promediado en
eventos), como se verá más adelante.
fase 1
fase 2
V1
V2
A1
A2
Af
n
2(x,t)
1(x,t)
Figura 2.1: Volumen de control con 2 fases y una interfaz móvil
2.1.1. Ecuaciones de balance en escala local
Los siguientes desarrollos están basados en los trabajos de Ishii [34], Drew [21], Enwald
et al. [23], Delhaye [17], Bouré et al. [7], Zanotti [125] y Corzo [13].
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Dado el volumen de control de la Fig. 2.1, un balance general de una propiedad intensiva
ψ sobre la porción de continuo de la fase i puede expresarse como:
d
d t
∫
Vi (t )
ρiψi dV +
∫
Ai (t )+A f (t )
ρiψi (ui ·n)d A =
∫
Ai (t )+A f (t )
−Ji ·nd A+
∫
Vi (t )
ρiΦi dV (2.1)
donde i es el indice que representa la fase en cuestión (que puede tomar el valor 1 o 2), Vi
es el volumen de dicha fase, Ai es el área de la frontera exterior de la fase, A f es el área de la
interfase,ψ es la variable transportada, u es la velocidad de transporte, n es el vector unitario
normal a la superficie A, J es el flujo molecular yΦ es una fuente o sumidero.
Sumando las ecuaciones de balance para ambas fases y agrupando los términos de flujos
a través de la interfase f , se obtiene:
2∑
i=1
d
d t
∫
Vi (t )
ρiψi dV +
2∑
i=1
∫
Ai (t )
ρiψi (ui ·n)d A =−
2∑
i=1
∫
Ai (t )
Ji ·nd A+
2∑
i=1
∫
Vi (t )
ρiΦi dV +
∫
A f (t )
φ f d A
(2.2)
donde φ f condensa todos los integrandos sobre A f de la Ec. (2.1) y representa todos los
intercambios dados a través de la interfase.
Para continuar con el desarrollo, se presentan algunas identidades de utilidad:
Regla de integración de Leibniz:
d
d t
∫
Vi (t )
f dV =
∫
Vi (t )
∂ f
∂t
dV +
∫
Ai (t )+A f (t )
f v f ·nd A (2.3)
Teorema de Gauss: ∫
Vi (t )
∇·FdV =
∫
Ai (t )
F·nd A (2.4)
Asumiendo que la superficie de borde exterior del volumen de control no se desplaza
(v f |Ai (t ) = 0), en la Ec. (2.3) solo persiste la integral sobre A f . Entonces, aplicando las Ecs.
(2.3) y (2.4) sobre los términos de la Ec. (2.2) y reagrupando, se obtiene:
2∑
i=1
∫
Vi (t )
[
∂
∂t
(ρiψi )+∇· (ρiψi ui )+∇·Ji −ρiΦi
]
dV −
∫
A f
{
2∑
i=1
[ρiψi (ui −v f )·n+Ji ·n]+φ f
}
d A = 0
(2.5)
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Además, definiendo la transferencia de masa por unidad de superficie de interfase m˙i f
como:
m˙i f = ρi (ui −v f )·n (2.6)
Teniendo en cuenta que la Ec. (2.5) debe cumplirse para cualquier volumen Vi (t ) e
interfase A f (t ) arbitraria, los integrandos deben ser idénticamente nulos. Esto permite
arribar a:
∂
∂t
(ρiψi )+∇· (ρiψi ui )+∇·Ji −ρiΦi = 0 (2.7)
2∑
i=1
m˙iψi +Ji ·n=−φ f (2.8)
La Ec. (2.7) representa el balance local de una propiedad genéricaψi , mientras que la Ec.
(2.8) representa la condición de salto local en la interfase.
En los casos particulares de conservación de masa y momento lineal, las ecuaciones
resultan:
Conservación de masa
m|Vi (t ) =
∫
Vi (t )
ρiψi dV =⇒ ψi = 1
Ji = 0
Φi = 0
φ f = 0

∂
∂t
(ρi )+∇· (ρi ui )= 0
2∑
i=1
m˙i = 0
(2.9)
Conservación de momento lineal
p|Vi (t ) =
∫
Vi (t )
ρi ui dV =⇒ ψi =ui
Ji =−Ti
Φi = bi
φ f = 0

∂
∂t
(ρi ui )+∇· (ρi ui ui )−∇·Ti −ρi bi = 0
2∑
i=1
m˙i ui −Ti ·n= 0
(2.10)
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En este planteo, se asume que no hay tensión superficial entre las fases, de aquí que
φ f = 0. De forma análoga, se pueden plantear balances de energía, entropía y momento
angular sobre el sistema de dos fases.
2.1.2. Técnicas de promediado
Como es sabido, la resolución de la dinámica de fluidos a una fase cuenta con un
gran número de complejidades. Todas ellas persisten en el estudio de flujos multifásicos.
Sin embargo, existen algunas características inherentes a ellos que dificultan aún más su
abordaje. Entre ellas, se destacan:
Existencia de múltiples interfases móviles y deformables cuyo movimiento es, en
principio, desconocido.
Existencia de fluctuaciones de las variables debido a turbulencia y a movimientos de
la interfase.
Discontinuidad de las propiedades en la interfase.
Todas estas dificultades se encuentran presentes en la mayoría de las aplicaciones
ingenieriles de flujos a dos fases. Sin embargo, solo en algunos casos aislados se necesita del
nivel de detalle dado por la escala microscópica. En la mayoría de los casos prácticos, solo
los aspectos macroscópicos del flujo resultan relevantes. Este argumento respalda el uso de
técnicas de promediado para la obtención de valores medios filtrando las componentes de
alta frecuencia de los campos de interés. Debe tenerse en cuenta, sin embargo, que aquellas
fluctuaciones que tengan influencia sobre las propiedades macroscópicas deben ser tenidas
en cuenta para el modelado de las leyes de cierre, como se verá mas adelante.
A continuación, se hará mención de algunas de las técnicas de promediado más
utilizadas en la literatura para arribar al Modelo de Dos Fluidos (TFM).
Promediado volumétrico: Estas técnicas han sido extensamente aplicadas para el
desarrollo del TFM a lo largo de los años [129, 77, 63, 7, 122]. Dicho promedio se define
como:
ψ
V = 1
V
∫
V
ψ(x, t0,µ0)dV (2.11)
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Aquí, x es el vector posición, t es la variable temporal y µ es el variable número de evento.
Para este caso, Whitaker [122] propone condiciones de la escala en la que puede aplicarse
este tipo de promediado:
Lm << L << LM (2.12)
donde Lm es la dimensión característica de la escala de las fases, L es la dimensión
característica para el promediado y LM es la dimensión característica del sistema físico.
Promediado temporal: Este tipo de técnicas es comúnmente aplicada en el modelado de
flujos a una fase turbulentos y puede ser utilizada para el desarrollo de un modelo de flujo a
dos fases. Diversos autores han contribuido al desarrollo del TFM basado en estas técnicas
[106, 105, 115, 34, 35, 16]. Se define el promediado temporal de una variable como:
ψ
T = 1
∆T
t+∆T∫
t
ψ(x0, t ,µ0)d t (2.13)
Delhaye y Achard [16] indican que la escala de promediado temporal debe satisfacer:
Tm << T << TM (2.14)
donde Tm es la escala de tiempo característica de las fluctuaciones turbulentas, T es la escala
de tiempo característica para el promediado y TM es la escala de tiempo característica de las
fluctuaciones medias del flujo.
Promediado en ensamble: Esta técnica ha sido también aplicada para el desarrollo de TFM
por diversos autores [3, 126, 22, 46]. Este tipo de promediado se define como:
ψ
E = 1
N
N∑
n=1
ψ(x0, t0, ,µn) (2.15)
Los promediados volumétricos y temporales pueden resultar equivalentes al
promediado en ensamble. Esto constituye la hipótesis de ergodicidad, la cual indica
que si el flujo es estacionario y homogéneo, los promediados volumétricos, temporales y en
ensamble son equivalente. Si bien este método de promediado requiere de una cantidad de
eventos para alcanzar un valor uniforme en x0 y t0, no tiene restricciones sobre las escalas
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máximas y mínimas espaciales y temporales. Por esta razón, el mismo será adoptado para
los desarrollos subsiguientes. Por simplicidad de notación, el operador de promediado se
denotará como (...).
2.1.3. Función indicadora de fase e identidades entre promedios
Antes de aplicar el método de promediado sobre las ecuaciones de balance, se definirá la
función indicadora de fase Xi (x, t ,µ) como:
Xi (x, t ,µ)=

1 si (x, t ,µ) ∈ i
0 en caso contrario
De esta manera, se define a la fracción αi como el promedio de ocurrencia de la fase i . Esta
variable es comúnmente llamada fracción de volumen (debido a que su primer definición se
realizó en base a métodos de promediados volumétricos). La misma resulta entonces:
αi = Xi (2.16)
Puede notarse que, para flujos a dos fases (fase 1 y fase 2), se verifica:
2∑
i=1
αi = 1 (2.17)
Por otro lado, se deberán tener en cuenta las siguientes indentidades. Dadas dos
funciones generales p y q , teniendo en cuenta que la operación de promediado en ensamble
y derivación respecto a x y t son intercambiables y siendo C un escalar constante, se tiene
que:
p+q = p+q (2.18)
p q = p q (2.19)
p q ′ = 0 (2.20)
C =C (2.21)
∂p
∂t
= ∂(p)
∂t
(2.22)
∇·p =∇·p (2.23)
∇p =∇ p (2.24)
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siendo q ′ = q −q .
Utilizando estas propiedades, se puede arribar a:
∂
∂t
(Xi fi )= ∂Xi fi
∂t
= ∂Xi
∂t
fi + ∂ fi
∂t
Xi = ∂Xi
∂t
fi + ∂ fi
∂t
Xi (2.25)
∇· (Xi fi )=∇· (Xi fi )= Xi∇· ( fi )+ fi ·∇(Xi )= Xi∇· ( fi )+ fi ·∇(Xi ) (2.26)
∇(Xi fi )=∇(Xi fi )= Xi∇( fi )+ fi∇(Xi )= Xi∇( fi )+ fi∇(Xi ) (2.27)
Mediante la utilización de funciones de prueba y el teorema del transporte de Reynolds,
Drew y Passman [21] han demostrado el siguiente balance:
∂Xi
∂t
+v f ·∇Xi = 0 (2.28)
Esta ecuación es conocida como la Ecuación Topológica.
2.1.4. Ecuaciones de balance promediadas
En base a las identidades previamente presentadas, se propone arribar a las ecuaciones
del Modelo de Dos Fluidos a partir de las ecuaciones en escala local. Para ello, como primer
paso se multiplica a la Ec. (2.7) por la función indicadora y se promedia término a término
la ecuación. De esta forma se obtiene:
Xi
∂
∂t
(ρiψi )+Xi∇· (ρiψi ui )+Xi∇·Ji −XiρiΦi = 0 (2.29)
Aplicando la Ec. (2.25) sobre el primer término de la Ec. (2.29):
Xi
∂
∂t
(ρiψi )= ∂
∂t
(Xiρiψi )−
(
∂Xi
∂t
ρiψi
)
(2.30)
Aplicando la Ec. (2.26) sobre el segundo y tercer término de la Ec. (2.29):
Xi∇· (ρiψi ui )=∇· (Xiρiψi ui )− (∇Xi )· (ρiψi ui ) (2.31)
Xi∇·Ji =∇· (XiJi )− (∇Xi )·Ji (2.32)
Entonces, aplicando las Ecs. (2.30), (2.31) y (2.32) sobre la Ec. (2.29) y reordenando los
términos se obtiene:
∂
∂t
(Xiρiψi )+∇· (Xiρiψi ui )+∇· (XiJi )−XiρiΦi =
(
∂Xi
∂t
ρiψi
)
+ (∇Xi )· (ρiψi ui )+ (∇Xi )·Ji
(2.33)
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Sobre los términos del lado derecho de la igualdad se puede operar sumando y restando
un término proporcional a (v f ·∇Xi ) y conmutar sobre los productos internos de modo de
obtener: (
∂Xi
∂t
ρiψi
)
+ (∇Xi )· (ρiψi ui )+ (∇Xi )·Ji =[
ρiψi
(
∂Xi
∂t
+v f ·∇Xi
)]
−ρiψi (v f ·∇Xi )+ρiψi (ui ·∇Xi )+ (∇Xi )·Ji
(2.34)
El primer término del lado derecho de la Ec. (2.34) es proporcional al lado izquierdo de
la ecuación topológica (Ec. (2.28)), por lo tanto resulta nulo. Por otro lado, el resto de los
términos del lado derecho pueden agruparse haciendo uso de la definición dada por la Ec.
(2.6) para finalmente obtener la siguiente ecuación de balance:
∂
∂t
(Xiρiψi )+∇· (Xiρiψi ui )+∇· (XiJi )−XiρiΦi = (m˙i f ψi +Ji ·n)
∂Xi
∂n
(2.35)
Promediado sobre el balance de masa
Para el balance de masa, la Ec. (2.35) se reduce a:
∂
∂t
(Xiρi )+∇· (Xiρi ui )= m˙i f
∂Xi
∂n
(2.36)
En los casos de no tener transferencia de masa a través de la interfase (m˙i f = 0), la Ec.
(2.39) resulta:
∂
∂t
(X1ρ1)+∇· (X1ρ1u1)= 0 (2.37)
∂
∂t
(X2ρ2)+∇· (X2ρ2u2)= 0 (2.38)
Promediado sobre el balance de momento lineal
El balance de momento lineal promediado se obtiene a partir de la Ec. (2.35) sin
considerar transferencia de masa a través de la interfase y con la fuerza de gravedad como
unica fuerza de cuerpo actuante (bi = g). De esta forma, la ecuación resulta:
∂
∂t
(Xiρi ui )+∇· (Xiρi ui ui )−∇· (XiTi )−Xiρi g=−Ti ·∇Xi (2.39)
La condición de salto para el momento lineal resulta de aplicar el mismo procedimiento
de promediado sobre la segunda ecuación del sistema (2.10):
2∑
i=1
(Ti ·∇Xi )= 0 (2.40)
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Ahora bien, definiendo la transferencia de momento interfacial Mi f = −(Ti ·∇Xi ) , las
Ecs. (2.39) y (2.40) resultan:
∂
∂t
(X1ρ1u1)+∇· (X1ρ1u1u1)−∇· (X1T1)−X1ρ1g=M1 f (2.41)
∂
∂t
(X2ρ2u2)+∇· (X2ρ2u2u2)−∇· (X2T2)−X2ρ2g=M2 f (2.42)
M1 f =−M2 f (2.43)
El set de ecuaciones obtenido (Ecs. (2.37), (2.38), (2.41), (2.42) y (2.43)) posee la dificultad
de no poder ser resuelto directamente para sus valores promedio. Esto se debe a que las
variables dependientes se encuentran multiplicadas entre sí y luego promediadas, en lugar
de como producto de sus promedios. Para obtener una formulacion abordable, se recurre a
la descomposicion de Reynolds de cada uno de los términos y a las definiciones de promedios
ponderados.
2.1.5. Descomposición de Reynolds y formulación de Dos Fluidos
La descomposición de Reynolds de una variable genérica se define como:
φ=φξ+φ′ (2.44)
donde el operador (· )ξ es un promedio ponderado que se define como:
φ
ξ = ξφ
ξ
(2.45)
siendo ξ el factor de ponderación. En el caso de utilizar la función indicadora de fase como
factor de ponderación (ξ= Xi ), se tiene:
φ
Xi = Xiφ
αi
(2.46)
De esta forma, se pueden obtener las siguientes expresiones:
ρi
Xi = Xiρi
αi
=⇒ Xiρi =αiρi Xi (2.47)
ui
(Xiρi ) = Xiρi ui
Xiρi
= Xiρi ui
αiρ
Xi
i
=⇒ Xiρi ui =αiρXii ui (Xiρi ) (2.48)
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Ti
Xi = XiTi
αi
=⇒ XiTi =αiTi Xi (2.49)
gXiρi = Xiρi g
Xiρi
= Xiρi g
αiρ
Xi
i
=⇒ Xiρi g=αiρXii gXiρi (2.50)
Por otro lado, el termino no-lineal de la ecuación de momento puede reescribirse
teniendo en cuenta la descomposición de Reynolds de manera que:
Xiρi ui ui = Xiρi (ui (Xiρi )+u′i )(ui (Xiρi )+u′i )
= Xiρi ui (Xiρi )ui (Xiρi )+Xiρi ui (Xiρi )u′i +Xiρi u′i ui (Xiρi )+Xiρi u′i u′i
(2.51)
Recordando las propiedades (2.19) y (2.20) y definiendo:
TRei =−
Xiρi u′i u
′
i
αi
(2.52)
se obtiene:
Xiρi ui ui =αiρi Xi ui (Xiρi )ui (Xiρi )−αiTRei (2.53)
Considerando la hipótesis de densidad homogénea de cada una de las fases (ρi
ξ = ρi =⇒
ui
(Xiρi ) ≡ui Xi ), se obtiene el siguiente sistema de ecuaciones:
α1+α2 = 1 (2.54)
∂
∂t
(α1ρ1)+∇·
(
α1ρ1u
X1
1
)
= 0 (2.55)
∂
∂t
(α2ρ2)+∇·
(
α2ρ2u
X1
2
)
= 0 (2.56)
∂
∂t
(
α1ρ1u
X1
1
)
+∇·
(
α1ρ1u1
X1 u1
X1
)
=∇·
[
α1
(
T
X1
1 +TRe1
)]
+α1ρ1g+M1 f (2.57)
∂
∂t
(
α2ρ2u
X2
2
)
+∇·
(
α2ρ2u2
X2 u2
X2
)
=∇·
[
α2
(
T
X2
2 +TRe2
)]
+α2ρ2g+M2 f (2.58)
M1 f =−M2 f (2.59)
Teniendo en cuenta las aplicaciones de este modelo a problemas de gas y partículas, se
utilizarán una serie de hipótesis y simplificaciones, con el fin de reducir la complejidad del
sistema de ecuaciones:
22 2. Modelo Euler-Euler para flujos granulares
Densidad constante para ambas fases (ρi = cte).
Se asume régimen laminar de modo que el tensor de tensiones de Reynolds se puede
asumir despreciable (TRei =O).
Se omitirá la notación de promediado (queda implícito que las nuevas variables del
problema son variables promedio).
Finalmente se arriba a:
α1+α2 = 1 (2.60)
∂α1
∂t
+∇· (α1u1)= 0 (2.61)
∂α2
∂t
+∇· (α2u2)= 0 (2.62)
∂
∂t
(α1u1)+∇· (α1u1u1)=∇·
(
α1
ρ1
T1
)
+α1g+
M1 f
ρ1
(2.63)
∂
∂t
(α2u2)+∇· (α2u2u2)=∇·
(
α2
ρ2
T2
)
+α2g+
M2 f
ρ2
(2.64)
M1 f =−M2 f (2.65)
Para la resolución de este modelo, se debe contar con igual cantidad de ecuaciones
que de incógnitas. De esta necesidad, surgen las leyes de cierre. Estas leyes pueden ser de
3 tipos: leyes constitutivas, leyes de transferencia y leyes topológicas [23, 7]. En particular,
las leyes constitutivas relacionan las propiedades físicas por medio de axiomas y datos
experimentales, mientras que las leyes de transferencia son ecuaciones empíricas que
describen la interacción en la interfase. Las leyes topológicas relacionan las variables de flujo
por medio de su distribución espacial.
Dado el gran número de leyes de cierre utilizadas en TFM, solo las leyes asociadas a
flujos de gas y partículas serán foco de esta tesis. En las siguientes secciones se modelarán
los tensores de tensiones de cada fase (Ti ) a través de leyes constitutivas provenientes
de la Teoría Cinética de Flujo Granular (KTGF) y la Teoría Friccional (FT), mientras que
los términos de transferencia interfacial de momento (Mi f ) serán modelados por leyes
de transferencia basadas exclusivamente en fuerzas de drag, las cuales comúnmente
predominan por sobre el resto de las fuerzas interfaciales.
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2.2. Leyes de transferencia: Fuerza de drag
Usualmente, en los modelos de flujos granulares a dos fases, el intercambio de momento
lineal entre fases se dá exclusivamente por fuerzas de drag. Otras fuerzas, como son las
fuerzas de lift o masa virtual se consideran despreciables. En este contexto, dicha fuerza
es comúnmente modelada como:
Mi f =Ki j (u j −ui ) (2.66)
donde Ki j es el coeficiente de drag.
Muchas correlaciones para dicho coeficiente han sido desarrolladas a lo largo de los años.
Una de las primeras técnicas aplicadas es la utilización de la ecuación de Ergun [24] para
predecir la caída de presión en un lecho fijo de partículas. Sin embargo, para condiciones de
fluidización, esta simple fórmula no resulta aplicable. Los primeros intentos para establecer
una ley general de drag para condiciones más diluidas fueron realizados por Richardson y
Zaki [81]. Ellos investigaron la sedimentación de partículas esféricas en una suspensión de
líquidos y sólidos para obtener una expresión para la velocidad relativa entre las fases como
función de la fracción de vacío. Los resultados de estos experimentos han sido ampliamente
utilizados para desarrollar correlaciones para el coeficiente de drag.
El modelo de Wen-Yu: El modelo de Wen-Yu [121] hace uso de los resultados de Richardson
y Zaki y extiende este concepto de una partícula individual a un sistema de partículas. Esta
correlación se basa en la hipótesis de que el flujo está dominado por fuerzas viscosas. El
coeficiente de drag resulta:
Ksg = 0,75
Cdαsρg |ug −us |
dp
α−2,65g (2.67)
Cd =

24
Rep
(1+0,15Re0,687p ) Rep < 1000
0,44 Rep ≥ 1000
(2.68)
Rep =
ρg dp |ug −us |
µg
(2.69)
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El modelo de Syamlal-O’Brien: En el mismo sentido, Syamlal y O’Brien [98] propusieron
extender el modelo de una partícula individual, pero introduciendo una correlación para
la velocidad relativa como función del número de Reynolds de las partículas y la fracción
de volumen siguiendo los resultados de Richardson y Zaki. Este modelo considera que el
número de Arquimedes (que relaciona las fuerzas gravitacionales y viscosas) es el mismo
para una partícula que para un sistema de partículas. El coeficiente de drag se computa en
este caso como:
Ksg = 0,75
Ceαsαgρg |ug −us |
dp v2r s
(2.70)
siendo:
vr s = 0,5
[
A−0,06Rep +
√
(0,06Rep )2+0,12Rep (2B − A)+ A2
]
(2.71)
Ce =
0,63+
4,8√
Rep
vr s
 , A =α4,14g ,B =

C2α
1,28
g ,αg ≤ 0,85
α
C1
g ,αg > 0,85
(2.72)
donde C1 y C2 son usualmente fijados en los valores 2,65 y 0,8 respectivamente, aunque
los mismos pueden estar sujetos a ajustes de acuerdo a las condiciones de fluidización del
problema [98].
El modelo de Gidaspow: Por otro lado, Gidaspow [29] propuso una técnica de
conmutación para αg = 0,8 entre los modelos de Wen-Yu para regímenes diluidos y la
correlación de Ergun para condiciones de empaquetamiento, contemplando así los varios
estados posibles de concentración de partículas . La función obtenida para el coeficiente
tiene la desventaja de ser discontinua en el punto de conmutación:
Ksg =

150
µgα
2
s
d 2pα
2
g
+1,75 ρgαs
dpαg
|ug −us | αs > 0,2
0,75
Cdαsρg |ug −us |
dp
α−2,65g αs ≤ 0,2
(2.73)
El modelo de Gibilaro: El modelo de Gibilaro [28] es otro ejemplo de una ley de drag
diseñada para extender la aplicación de una correlación de lechos fijos (i.e. la ecuación de
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Ergun). De hecho, esta expresión puede ser vista como una versión modificada del modelo
de Ergun con un factor de fricción distinto dependiente del número de Reynolds de las
partículas y ajustado para verificar los datos experimentales:
Ksg =
[
17,3
Rep
+0,336
]
αsρg |ug −us |
dp
α−1,8g (2.74)
Rep =
αgρg dp |ug −us |
2µg
(2.75)
El modelo de Arastoopour: Más adelante, Arastoopouret al. [2] hicieron modificaciones en
la expresión de Gibilaro en cómo es afectada la fuerza de drag por la fracción de vacío:
Ksg =
[
17,3
Rep
+0,336
]
αsρg |ug −us |
dp
α−2,8g (2.76)
El modelo de Di Felice: Di Felice [19] siguió con la estructura general del modelo de
Wen-Yu modificando la expresión para considerar los regímenes intermedios de flujos. Para
ello, introdujo una función de ajuste para los resultados experimentales, resultando en un
coeficiente de drag de la forma:
Ksg = 0,75
Ceαsρg |ug −us |
dp
α
−χ
g (2.77)
χ= P −Q exp
[
−(1,5− log (Rep ))2
2
]
(2.78)
donde P y Q son usualmente fijados en los valores 3,7 y 0,65 respectivamente.
Los modelos mencionados son algunos de los modelos más frecuentemente utilizados
en la literatura para condiciones de fluidización. La Fig. 2.2 muestra el coeficiente de
drag como una función de la concentración de partículas, manteniendo el resto de los
parámetros fijos. Esto provee una cierta estimación sobre el comportamiento relativo
de los distintos modelos de drag para condiciones típicas de fluidización burbujeante.
La mayoría de ellos predicen resultados similares, sin embargo puede observarse que el
modelo de Syamlal-O’Brien predice valores de drag mayores mientras que el modelo de
Arastoopour predice los valores de drag más bajos para concentraciones bajas a intermedias
de partículas.
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Figura 2.2: Coeficiente de drag para distintos modelos en condiciones típicas de fluidización
2.3. Leyes constitutivas: El tensor de tensiones
El modelado de los tensores de tensiones para un medio fluido en flujos a dos fases
no presenta mayores complejidades que para flujos a una fase. En el caso de sistemas
sólido-gas, la fase gaseosa es usualmente considerada un fluido Newtoniano, cuyo tensor
de tensiones generalizado resulta:
Tg =−pI+τg (2.79)
donde:
τg = 2µg
{
1
2
[∇ug + (∇ug )T ]− 1
3
(∇·ug )I
}
+λg (∇·ug )I (2.80)
Sin embargo, para la fase de partículas, el análisis no resulta trivial. Ya se ha mencionado
que, en el marco del Modelo de Dos Fluidos (TFM), está fase también es tratada como un
medio continuo fluido. Siguiendo los criterios del modelo planteado por Ishii [34], la presión
de la fase continua forma parte del tensor de tensiones generalizado de la fase granular.
Al momento de estudiar la fase granular, resulta lógico pensar que cualquier modelo
matemático que busque representar la reología deberá tener en cuenta la concentración
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de partículas en cada instante y posición en el espacio. De este razonamiento, surge
la necesidad de diferenciar posibles regímenes de concentraciones. Específicamente, se
pueden diferenciar los siguientes estados:
En baja concentración, donde las mismas se trasladan dando lugar a una disipación
de tipo cinética (régimen cinético).
En mediana concentración, además de la traslación previamente mencionada, se da
lugar a posibles colisiones y una forma diferenciable de disipación llamada colisional
(régimen colisional).
En alta concentración, las partículas se mantienen en contacto dando lugar a
rozamientos entre ellas. A este tipo de disipación se la conoce como friccional (régimen
friccional).
Regimen 
Cinético
Regimen 
Cinético-Colisional
Regimen 
Friccional
Figura 2.3: Esquema de los distintos tipos de regímenes granulares
Es esperable que la transferencia de masa, momento y energía sea diferente de acuerdo al
régimen de concentración, dado que los mecanismos de disipación son claramente distintos
(Fig. 2.3). De esta forma, el tensor de tensiones de la fase sólida puede ser expresado como:
Ts =Tks +Tcs +T fs (2.81)
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donde el supra-índice k representa el régimen cinético, c representa el régimen colisional y
f representa el régimen friccional.
Los primeros dos términos del lado derecho de la Ec. (2.81) pueden agruparse como
TK TGFs = Tks + Tcs dado que ambos serán modelados basados en una misma teoría
(KTGF) y diferenciados de T fs . La contribución T
K TGF
s está relacionada con el movimiento
aleatorio y colisiones instantáneas entre las partículas y su modelado estará basado en
técnicas de promediado aplicadas a la ecuación de transporte de Boltzmann. Por otro
lado, en condiciones de mayor contacto, con fricción y deslizamiento entre partículas, la
contribución dominante sobre el tensor de tensiones es T fs , el cual se modela de acuerdo a
leyes basadas en teorías de suelos y teorías de plasticidad.
En particular, se asume que:
Ts =TK TGFs +T fs =−
(
p+ ps
αs
)
I+τs (2.82)
donde:
ps = pK TGFs +p fs
τs = 2(µK TGFs +µ fs )
{
1
2
[∇us + (∇us)T ]− 1
3
(∇·us)I
}
+ (λK TGFs +λ fs )(∇·us)I
(2.83)
En el desarrollo de la siguiente sección, el lector podrá notar la analogía entre las
ecuaciones de balance del Modelo de Dos Fluidos obtenidas por promediados partiendo
de las ecuaciones de hidrodinámica para cada fase (como se desarrollo en las secciones
anteriores) y la obtención de ecuaciones de balance a partir de integrar la Ecuación de
Boltzmann para un sistema de partículas (como se realiza a continuación).
En esencia, ambas estrategias permiten arribar al modelo final. Sin embargo, mientras
el método basado en TFM resulta más directo para la obtención de las ecuaciones en su
forma final, el método basado en la Teoría Cinética de gases provee fundamentos para la
caracterización y modelado de la dinámica de las partículas.
En la presente tesis, se desarrollan las ecuaciones por la estrategia de TFM y se utiliza la
KTGF y FT para complementar teoría caracterizando los parámetros reológicos del modelo.
Una consecuencia del desarrollo de KTGF, es la obtención de ecuaciones de balance de masa,
momento y energía para la fase particulada, de las cuales solo el balance de energía es tenido
en cuenta a los fines de introducir los distintos modelos reológicos.
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2.4. Teoría Cinética de Flujo Granular (KTGF)
En el desarrollo subsiguiente de la Teoría Cinética-Colisional, se arribarán a las
ecuaciones de balance de masa, momento y energía para un ensamble de partículas a partir
de la Ecuación de Boltzmann. Esta estrategia hace uso de técnicas de promediado, al igual
que los métodos presentados anteriormente, pero lo realiza introduciendo una función de
distribución de velocidades f . De esta manera, incorporando el efecto de las colisiones entre
partículas, se puede arribar a una ecuación de balance de energía, llamada energía granular,
análoga a la energía interna termodinámica para gases, que permitirá modelar la reología de
la fase granular.
La Teoría Cinética de Flujo Granular (KTGF), desarrollada fundamentalmente por
Jenkins y Savage [42] y Lun et al. [56], es análoga a la Teoría Cinética de gases densos de
Chapman y Cowling [8]. La idea central de esta teoría es que los granos están en continuo
movimiento caótico dentro de un medio fluido. Este movimiento caótico puede darse en
bajas concentraciones, debido a la fricción entre el gas y las partículas, turbulencia en el
gas, variaciones de presión en el fluido, y en altas concentraciones, debido a colisiones entre
partículas. En analogía a la teoría de gases, se puede definir una temperatura granular θ y
una energía granular Eθ, como función de las fluctuaciones de la velocidad de las partículas:
θ = 1
3
C·C (2.84)
Eθ =
1
2
m C·C= 3
2
m θ (2.85)
donde Eθ es la energía granular debido al movimiento granular aleatorio y C es la fluctuación
de la velocidad de las partículas (velocidad particular). Al igual que para los gases, se
asume que las particulas oscilan alrededor de un valor medio de una forma fuertemente
caótica e isotrópica. De esta forma, la distribución de velocidades siguen una distribución
normal alrededor de su media. El principio general de disipación de energía granular puede
verse en la Fig. 2.4. Luego, la naturaleza inelástica de las colisiones entre partículas disipan
la energía fluctuante en entalpía. Es por ello que Eθ representa un estado transitorio de
energía en el proceso de disipación de materiales granulares fluidizados. Vale destacar que la
temperatura granular no es una medida de la magnitud de las colisiones sino de la velocidad
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del movimiento aleatorio de las partículas. Es por ello que la energía granular se vuelve nula
solo en el caso de que el sistema granular se encuentre en muy altas concentraciones, donde
las partículas no tienen posibilidad de oscilar. En tales concentraciones elevadas (αs > 0,5),
la temperatura granular disminuye y se necesita de otro tipo de teoría para representar los
mecanismos de disipación involucrados (i.e. Teoría Friccional).
Energía Mecánica
Energía Térmica
Energía Granular
Temperatura Termodinámica T
Temperatura Granular θ
Producción de 
temperatura granular 
por disipación viscosa
Disipación de 
temperatura granular 
(colisiones 
inelásticas, drag)
+Φs
-γs
Figura 2.4: Modos de disipación de energía en presencia de un medio granular
2.4.1. Distribución de partículas y la Ecuación de Boltzmann
Se comienza considerando un ensamble de partículas idénticas sin vibración ni
rotaciones internas. La distribución de velocidades de partículas puede ser definida como
función de la posición r de cada partícula, la velocidad instantánea c de cada partícula y el
tiempo t :
f = f (r,c, t ) (2.86)
Esta definición tiene un carácter probabilístico asociado. A los fines de contabilizar la
cantidad de partículas situadas en un volumen delimitado por el rango [r, r+dr] que tienen
velocidades en el rango [c, c+ dc] en un instante de tiempo t , la cantidad probable de
partículas es f dcdr y la densidad de cantidad de partículas, en un punto r en un dado
instante de tiempo t , resulta:
n(r, t )=
∫ ∞
−∞
f (r,c, t )dc (2.87)
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Por otro lado, la densidad de materia de un conjunto de partículas en la posición r al
tiempo t es:
ρ˜(r, t )=αsρs(r, t )=mn(r, t ) (2.88)
siendo m la masa individual de cada partícula.
Ahora bien, suponiendo que cada partícula se encuentra sometida a la acción de una
fuerza externa que produce en ella una aceleración a, la velocidad, siempre que no colisione
con otra partícula, será c+ ad t y su posición cambiará de r a r+ cd t en el intervalo de
tiempo [t , t +d t ]. En el caso que ocurran colisiones entre partículas, el balance de número
de partículas resulta:[
f (c+a d t ,r+c d t , t +d t )− f (c,r, t )] dc dr= (∂ f
∂t
)
col l
dc dr d t (2.89)
donde
(
∂ f
∂t
)
col l
representa la tasa de cambio de f por efectos colisionales. Entonces,
dividiendo por dc dr d t e imponiendo d t → 0:
D f
Dt
= ∂ f
∂t
+c· ∂ f
∂r
+a· ∂ f
∂c
=
(
∂ f
∂t
)
col l
(2.90)
La Ec. (2.90) es conocida como la Ecuación de Boltzmann.
2.4.2. La Ecuación de Enskog
Para obtener un set de ecuaciones de conservación para masa, momento y energía de
un sistema compuesto por partículas, se comenzará integrando la ecuación de Boltzmann
incorporando una cantidad genérica φ:∫ ∞
−∞
D f
Dt
φdc= nC(φ) (2.91)
Aquí, el lado derecho de la ecuación tiene en cuenta el efecto de las colisiones
instantáneas y binarias y resulta de integrar el término
(
∂ f
∂t
)
col l
.
Además, se define como valor medio de la distribución de una propiedad genérica φ
como:
<φ> (r, t )= 1
n(r, t )
∫ ∞
−∞
f (c,r, t )φdc (2.92)
Esto permite definir la velocidad macroscópica del medio u˜s en la posición r al tiempo t
como:
u˜s(r, t )= 1
n(r, t )
∫ ∞
−∞
f (c,r, t )cdc=< c> (2.93)
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Luego, en el desarrollo de cada término del lado izquierdo de la Ec. (2.91), se pueden
plantear las siguientes equivalencias:∫ ∞
−∞
∂ f
∂t
φdc= ∂
∂t
∫ ∞
−∞
f φdc−
∫ ∞
−∞
f
∂φ
∂t
dc= ∂
∂t
(n <φ>)−n < ∂φ
∂t
> (2.94)
Aquí se ha intercambiado el orden de diferenciación respecto a t y de integración
sobre c dado que los límites de integración son independientes de t . Teniendo en cuenta
consideraciones similares se puede arribar a:∫ ∞
−∞
c· ∂ f
∂r
φdc= ∂
∂r
·
∫ ∞
−∞
c f φdc−
∫ ∞
−∞
c f · ∂φ
∂r
dc= ∂
∂r
· (n < cφ>)−n < c· ∂φ
∂r
> (2.95)
Aquí se ha tenido en cuenta que para las variables independientes r y c se cumple
∂ci
∂ri
siendo i el índice de componente.∫ ∞
−∞
a· ∂ f
∂c
φdc=
∫ ∞
−∞
∂
∂c
· (a f φ)dc−
∫ ∞
−∞
a f · ∂φ
∂c
dc=
[
a f φ
]ci=∞
ci=−∞
−n < a· ∂φ
∂c
> (2.96)
Teniendo en cuenta que la aceleración a está dada por fuerzas externas impuestas,
resulta independiente de c. Además, f → 0 cuando |ci | →∞, entonces
[
a f φ
]ci=∞
ci=−∞
→ 0. De
esta forma, se obtiene: ∫ ∞
−∞
a· ∂ f
∂c
φdc=−a·n < ∂φ
∂c
> (2.97)
Haciendo uso de las Ecs. (2.94), (2.95) y (2.97), se arriba a la forma final de balance para
una cantidad genérica φ:
∂
∂t
(n <φ>)+ ∂
∂r
· (n < cφ>)−n
(
< ∂φ
∂t
>+< c· ∂φ
∂r
>+a·< ∂φ
∂c
>
)
= nC(φ) (2.98)
Esta ecuación es conocida como la Ecuación de Transporte de Enskog.
El modelado de los efectos colisionales sobre las ecuaciones de balance se basan
mayormente en los trabajos desarrollados por Jenkins y Savage [42] y por Lun et al. [56].
En ellos, el término nC es expresado como:
nC=− ∂
∂r
·Pc +N c (2.99)
donde Pc es una contribución de tipo flujo y N c es una contribución de tipo fuente, ambos
dados por efectos colisionales. De esta forma, la Ecuación de Transporte de Enskog (Ec.
(2.98)) puede escribirse como:
∂
∂t
(n <φ>)+ ∂
∂r
·(n < cφ>+Pc)−n [< ∂φ
∂t
>+< c· ∂φ
∂r
>+a·< ∂φ
∂c
>
]
=N c (2.100)
A continuación, se utilizará esta forma de la ecuación de balance para obtener balances
de masa, momento y energía en régimenes cinético-colisionales.
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Conservación de masa (φ=m):
Para este caso, dado que la masa de cada partícula no depende del t , de r, ni de c, y que la
misma no se ve alterada por las colisiones, la Ec. (2.100) se reduce a:
∂
∂t
(nm)+ ∂
∂r
· (nm < c>)= 0 (2.101)
Recordando las Ecs. (2.88) y (2.93), se obtiene:
∂(αsρs)
∂t
+ ∂
∂r
· (αsρsu˜s)= 0 (2.102)
Conservación de momento lineal (φ=mc):
Para este caso, dado que mc no depende de t ni de r, los dos primeros términos dentro de
los corchetes de la Ec. (2.100) resultan nulos. Por otro lado, el tercer término dentro de los
corchetes resulta:
−na·< ∂(mc)
∂c
>=−nma·< ∂c
∂c
>=−nma (2.103)
El primer y segundo término de la Ec. (2.100), con Pc ≡Tcs , resultan:
∂
∂t
(n <mc>)+ ∂
∂r
·(n < cφ>+Tcs )= ∂∂t (nm < c>)+ ∂∂r ·(nm < cc>+Tcs ) (2.104)
Aquí se retoma el concepto de velocidad particular C. La misma se define como:
C= c− u˜s (2.105)
Es decir, representa una velocidad relativa de las partículas con respecto a una referencia
móvil que se mueve con la velocidad macroscópica del medio u˜s .
Reemplazando c en el primer y segundo término del lado derecho de la Ec. (2.104), se
obtiene:
∂
∂t
(n <mc>)+ ∂
∂r
·(nm < c c>+Tcs )= ∂∂t (nmu˜s)+ ∂∂r ·(nmu˜su˜s +nm <C C>+Tcs ) (2.106)
Aquí se ha tenido en cuenta que < u˜s >= u˜s y que < C>=< c>−u˜s = u˜s − u˜s = 0. Luego,
se define a la contribución cinética al tensor de tensiones como:
Tks = ρ˜ <CC> (2.107)
De esta forma, recordando la Ec. (2.88) y teniendo en cuenta que el momento lineal se
conserva durante las colisiones entre partículas (i.e. N c = 0), la conservación de momento
lineal se reduce a:
∂
∂t
(αsρsu˜s)+ ∂
∂r
· (αsρsu˜su˜s)=− ∂
∂r
· (Tks +Tcs )+αsρsa (2.108)
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Conservación de energía (φ= 1
2
mc·c):
El primer término de la Ec. (2.100) para la energía se puede expresar como:
∂
∂t
(
n < 1
2
mc·c>
)
= ∂
∂t
(
1
2
nm < c·c>
)
= ∂
∂t
[
1
2
nm (<C·C>+u˜s · u˜s)
]
= ∂
∂t
[
αsρs
(
3
2
θ+ 1
2
u˜s · u˜s
)]
(2.109)
donde se ha hecho uso de la definición de temperatura granular dada por la Ec. (2.84) y
considerando que los producto punto entre < C > y u˜s promediados resultan nulos dados
que <C>= 0.
Por otro lado, parte del segundo término de la Ec. (2.100) puede desarrollarse como:
n < c1
2
mc·c>= 1
2
nm < cc·c>
= 1
2
nm < (C+ u˜s)(C+ u˜s)· (C+ u˜s)>
= 1
2
nm[<CC·C>+< (2u˜s ·C)C>+<Cu˜s · u˜s >
+< u˜sC·C>+< (2u˜s ·C)u˜s >+< u˜su˜s · u˜s >]
(2.110)
Aquí, el tercer y quinto término dentro de los corchetes resultan nulos dado que u˜s
pueden salir del operador de promediación y, nuevamente, surge <C>= 0. Entonces:
1
2
nm[<CC·C>+< (2u˜s ·C)C>+< u˜sC·C>+< u˜su˜s · u˜s >]
=1
2
nm <CC·C>+nmu˜s <CC>+1
2
nmu˜s <C·C>+1
2
nmu˜su˜s · u˜s
=qks + u˜s ·Tks +
3
2
αsρsu˜sθ+ 1
2
αsρsu˜su˜s · u˜s
(2.111)
Por otro lado, el tercer término de la Ec. (2.100) se simplifica teniendo en cuenta
nuevamente que c es independiente de t y de r:
n
[
< ∂
∂t
(
1
2
mc·c
)
>+< c· ∂
∂r
(
1
2
mc·c
)
>+a·< ∂
∂c
(
1
2
mc·c
)
>
]
= 1
2
nma·< ∂
∂c
(c·c)>
=αsρsa· u˜s
(2.112)
Los efectos colisionales en la ecuación de energía se modelan como:
Pc = qc + u˜s ·Tcs (2.113)
N c = γs + Jsg (2.114)
siendo qc el flujo de calor por efectos colisionales, γs la disipación debida a colisiones
inelásticas y Jsg la tasa de transferencia de energía fluctuante entre el medio y las partículas.
35
Finalmente, la ecuación de balance de energía resulta:
∂
∂t
[
αsρs
(
3
2
θ+ 1
2
u˜s · u˜s
)]
+ ∂
∂r
·
[
αsρsu˜s
(
3
2
θ+ 1
2
u˜s · u˜s
)
+ (qks +qcs )+ u˜s · (Tks +Tcs )
]
−αsρsa· u˜s
= γs + Jsg
(2.115)
Para obtener la ecuación de balance para la energía térmica granular, se debe sustraer
de esta ecuación la ecuación de balance de energía cinética. Esta última puede obtenerse
multiplicando escalarmente a la Ec. (2.108) por u˜s , obteniendo así:
1
2
∂
∂t
(
αsρsu˜s · u˜s
)+ 1
2
∂
∂r
·(αsρsu˜su˜s · u˜s)=− ∂
∂r
· (Tks +Tcs )· u˜s +αsρsa· u˜s (2.116)
Entonces, realizando la sustracción de la Ec. (2.116) en la Ec. (2.115) y reordenando, se
obtiene:
∂
∂t
(
3
2
αsρsθ
)
+ ∂
∂r
·
(
3
2
αsρsu˜sθ
)
= (Tks +Tcs ) :
∂
∂r
u˜s − ∂
∂r
· (qks +qcs )+γs + Jsg (2.117)
Esta ecuación es conocida como la ecuación de conservación de energía térmica
granular, o simplemente Ecuación de Energía Granular.
2.4.3. La Ecuación de Energía Granular
Recuperando la forma tensorial de los operadores en las Ecs. (2.102), (2.108) y (2.117),
estas resultan:
∂(αsρs)
∂t
+∇· (αsρsu˜s)= 0 (2.118)
∂
∂t
(αsρsu˜s)+∇· (αsρsu˜su˜s)=−∇· (Tks +Tcs )+αsρsa (2.119)
∂
∂t
(
3
2
αsρsθ
)
+∇·
(
3
2
αsρsu˜sθ
)
= (Tks +Tcs ) :∇u˜s −∇· (qks +qcs )+γs + Jsg (2.120)
Aquí puede notarse una clara similitud con las ecuaciones de conservación de masa y
momento lineal de la fase sólida obtenidas para el Modelo de Dos Fluidos. En efecto, la
velocidad macroscópica del medio granular u˜s equivale a la velocidad de sólidos proveniente
de técnicas de promediado us . Sin embargo, a diferencia de las ecuaciones obtenidas para
dos fases en la sección anterior, aquí la presión de la fase continua no forma parte del
modelado de los tensores de tensiones, siendo:
Tks +Tcs =−psI+τs =−psI+λs(∇·us)I+µs[∇us + (∇us)T ]−
2
3
µs(∇·us)I (2.121)
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En este contexto, la compatibilidad entre ambas estrategias se obtiene por medio de la
definición de la aceleración a provocada por la acción de fuerzas externas. En este sentido,
Gidaspow [29] considera que la misma puede expresarse como:
αsρsa=αsρsg+Ksg (ug −us)−αs∇p (2.122)
Respecto a los términos del lado derecho de la ecuación de conservación de energía
granular (Ec. (2.120)):
1. (Tks + Tcs ) : ∇u˜s : Representa la producción de energía granular por disipación
viscosa. En particular, Gidaspow [29] y Lun et al. [56] han propuesto las siguientes
modelizaciones para los parámetros reológicos basada en análisis de los efectos
cinéticos-colisionales binarios entre partículas.
ps = ρsαsθ[1+2(1+e)g0αs]
µs = 4
5
α2sρsdp g0(1+e)
√
θ
pi
+ 10ρsdp
p
piθ
96(1+e)αs g0
[
1+ 4
5
g0αs(1+e)
]2
λs = 4
3
α2sρsdp g0(1+e)
√
θ
pi
(2.123)
siendo e el coeficiente de restitución entre partículas, g0 el coeficiente de distribución
radial y dp el diámetro de las partículas. Estas modelizaciones consideran que las
partículas son idénticas y colisionan entre sí de forma binaria e instantánea, no dando
lugar a contactos permanentes y los consecuentes efectos friccionales.
2. ∇· (qks + qcs ): Representa la disipación de energía granular dada por flujos térmicos
granulares de carácter cinético y colisional. El mismo flujo de energía granular qs
puede modelarse con una ley similar a la Ley de Fourier de forma que: (qks + qcs ) =
−κs∇θ, donde κs es la conductividad granular.
3. γs : Representa la pérdida de energía granular debido a las colisiones inelásticas, por
lo cual γs es siempre positivo. Este término transforma la energía granular en energía
térmica y a mayor concentración de partículas, mayor es γs . En particular, los granos
de menor tamaño tienden a producir mayores pérdidas, es por ello que este término
resulta crucial en el balance de energía granular, dado que a menor pérdida se tiene
mayor temperatura granular produciendo así una menor viscosidad granular.
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4. Jsg : Representa la tasa de transferencia de energía fluctuante entre la fase continua y
las partículas. El mismo contempla la ganancia de energía granular debido a energía
turbulenta de la fase continua y las pérdidas de energía fluctuante granular debido a
fricciones entre ambas fases.
La distintas modelizaciones de los parámetros aquí presentados se detallan en el
Apéndice A.
La forma final de la ecuación de energía granular resulta:
3
2
[
∂
∂t
(ρsαsθ)+∇· (ρsαsusθ)
]
= (−psI+τs) :∇us −∇· (κs∇θ)+γs + Jsg (2.124)
La incorporación de esta ecuación al Modelo de Dos Fluidos (dado por las Ecs. (2.60)
a (2.65)) resulta en un sistema de ecuaciones matemáticamente cerrado para un régimen
de partículas en baja concentración, donde los parámetros reológicos se pueden definir en
función de la temperatura granular.
2.5. Teoría Friccional (FT)
Cuando la fase de partículas se encuentra en elevadas concentraciones, las partículas se
mantienen en permanente contacto deslizando, rozando y rotando una sobre la otra. En
estas condiciones, el modelo cinético-colisional basado en las ecuaciones de Boltzmann
y Enskog, bajo la hipótesis de que las colisiones son binarias e instantáneas, deja de ser
aplicable. Esto induce la necesidad de desarrollar un modelo para el tensor de tensiones
basada en las leyes mecánicas de fricción. Para lograr esto, se aplicarán conceptos de
la teoría de plasticidad y teorías de estado crítico. En principio, la ley de fluencia de
Mohr-Coulomb/von Mises puede ser usada en el marco de la teoría de plasticidad, sin
embargo, como se verá más adelante, esta ley solo describe el comienzo de la fluencia y
resulta inadecuada para describir la deformación de materiales granulares.
Los principales aportes al desarrollo de esta teoría han sido realizados por Jenkins et al.
[40], Johnson y Jackson [43], Schaeffer [86], Tardos [104], Sinclair y Jackson [91]. Muchos de
estos conceptos han sido formalizados en la tesis doctoral de Dartevelle [15]
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2.5.1. El tensor de tensiones para régimen friccional
Recordando la Ec. (2.83), la contribución friccional al tensor de tensiones puede
expresarse como:
T
f
s = p fs I+2µ fs
{
1
2
[∇us + (∇us)T ]+ 1
3
(∇·us)I
}
−λ fs (∇·us)I (2.125)
De esta expresión resulta evidente la necesidad de dar una definición para µ fs , p
f
s y λ
f
s .
Se comienza definiendo un tensor de tensiones genérico en un sistema coordenado
Cartesiano 3D como:
T=

Txx Tx y Txz
Ty x Ty y Ty z
Tzx Tz y Tzz

Donde las componentes Txx , Ty y y Tzz son las componentes normales de tensión y
el resto son componentes de corte. Además, dado que el tensor de tensiones debe ser
simétrico, se verifica que Ti j = T j i ,∀i 6= j .
El tensor generalizado se puede descomponer en dos contribuciones:
T= T˙+ Tˆ (2.126)
donde T˙= 1
3
tr(T)I es el tensor esférico y Tˆ es el tensor deviatórico.
Utilizando estas definiciones sobre el tensor de tensiones friccional, se puede expresar:
T˙
f
s = p fs I−λ fs (∇·us)I
Tˆ
f
s = 2µ fs Dˆ fs = 2µ fs
(
Dˆ f − 1
3
ID I
) (2.127)
donde Dˆ fs es la parte deviatórica del tensor tasa de deformación D
f
s , que se define como
D
f
s =
1
2
[∇us + (∇us)T ] y ID es el primer invariante del tensor tasa de deformación definido
como ID = (∇·us).
Como se verá más adelante, la viscosidad friccional tiene una fuerte dependencia
con el gradiente de velocidades, lo cual implica que la reología del material granular es
no-Newtoniana.
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2.5.2. Condición de fluencia de von Mises aplicada a materiales
granulares
A continuación se describen algunos estados de solicitaciones particulares para
introducir la ley de Mohr-Coulomb aplicado a un material granular. Para ello, se comienza
analizando un estado de carga bidimensional como se muestra en la Fig. 2.5. Aquí, ψ el
ángulo entre los ejes del marco de referencia coordenado X y el eje principal de deformación
n1. Se puede escribir:
T=

Txx 0 Txz
0 Ty y =σ2 0
Tzx 0 Tzz

además, la tensión normal promedio y a la tensión de corte se define como:
σ= σ1+σ3
2
τ= σ1−σ3
2
(2.128)
Tzz
Tzx
Txx
Txz
Z
n1
X
n3
ψ
Figura 2.5: Cubo elemental sometido a un estado de tensiones bidimensional
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Haciendo uso de estas expresiones, las componentes del tensor de tensiones resultan:
Txx =σ+τ cos(2ψ)
Tzz =σ−τ cos(2ψ)
Ty y =σ2
Txz = Tzx = τ sen(2ψ)
(2.129)
Z
n1
X
n3
ψ
χ
Sn
Nn
Figura 2.6: Cubo elemental sometido a tensiones y planos principales
Entonces, sobre un dado plano se tienen las siguientes tensiones principales (Fig. 2.6):
N =σ+τ cos[2(χ−ψ)]
S = τ sen[2(χ−ψ)]
(2.130)
Este par de ecuaciones describe un círculo centrado en el punto (σ,0) y de radio
τ. Introduciendo los parámetros k = N τ
σ
sen(φ) y φ = 2(χ−ψ), las Ecs. (2.130) pueden
reescribirse en:
S = k+N tan(φ) (2.131)
En el contexto de un material granular, el parámetro k puede asimilarse como una
propiedad material que describe el estado de cohesión de las partículas, mientras que el
ángulo de fricción interna φ representa el ángulo de reposo de una pila de partículas sólidas
(Fig. 2.7).
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ϕ
Figura 2.7: Ángulo de reposo o fricción interna
Este ángulo de reposo es pequeño cuando las partículas son esféricas, grandes y suaves,
mientras que es grande cuando las partículas son rugosas y finas. Comúnmente varía entre
15° y 45° y, para un dado tipo de partícula, se asume aproximadamente constante. Además,
la mayor parte de los materiales granulares no tienen cohesión, por tanto k = 0.
S
N
(Ny,Sy)
P
 
(N,S)
(σ1-σ3) 
2 
sen (2β) 
+ (σ1-σ3) 
2 
(σ1-σ3) 
2 
cos (2β) 
(σ1   σ3) 
2 
σ3 σ1
2β 
ϕ
 ϕ
Figura 2.8: Circulo de Mohr-Coulomb en el plano S-N
La ley de Mohr-Coulomb, expresada a través de la Ec. (2.131), es una ley que relaciona
linealmente los esfuerzos tangenciales (S) y normales (N ). Esta linea representa la condición
de fluencia. Por debajo de esta linea, el material responderá como un sólido rígido y no
sufrirá deformaciones. Si la tensión de corte es incrementada para de una dada tensión
normal constante de modo de estar sobre la línea de fluencia, entonces se da comienzo
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a la deformación plástica. Cuando se alcanza el estado antes mencionado, las partículas
comienzan a deslizar una sobre otra. Para la generalidad de los casos mencionados, se tiene:
S−N tan(φ)≤ 0 (2.132)
Estos estados pueden entenderse mediante el círculo de Mohr en la Fig. 2.8. En base a
relaciones trigonométricas, la Ec. (2.132) puede expresarse como:
τ−σ sen(φ)≤ 0 (2.133)
Esta es otra forma de expresar la condición de fluencia de Mohr-Coulomb. El
deslizamiento entre partículas va a ocurrir si y solo si se verifica la igualdad en la Eq. (2.133).
Es decir, si se cumple:
σ1
σ3
= 1+ senφ
1− senφ (2.134)
Esta condición puede representarse gráficamente en base a las tensiones σ1 y σ3, como
se muestra en la Fig. 2.9.
σ1 = σ3
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1-sen(ϕ)
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Figura 2.9: Dominio de deformación elástica en 2D
Hasta el momento se ha asumido que la condición de solicitación es tal que Ty y = σ2,
es decir, que la condición de fluencia resulta independiente de lo que ocurra en el plano
perpendicular a la solicitación. Esto puede no ser válido para ciertos materiales granulares,
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es por ello que se plantearán alternativas para la condición de fluencia contemplando los
efectos en las tres direcciones Cartesianas.
Entonces, se puede redefinir el tensor de tensiones normal promedio σ y el tensor de
tensiones tangenciales como:
σ= σ1+σ2+σ3
3
τ=
√
(σ1−σ2)2+ (σ2−σ3)2+ (σ3−σ1)2
3
(2.135)
En analogía con la ley de Mohr-Coulomb, el límite de fluencia para condiciones
generalizadas puede expresarse como:
τ=
√
2
3
σ sen(φ) (2.136)
Esta condición de fluencia es conocida como el Criterio de von Mises y su representación
gráfica puede apreciarse en la Fig. 2.10.
σ1 = σ2 = σ3
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Figura 2.10: Dominio de deformación elástica en 3D
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2.5.3. Teoría de Plasticidad aplicada a materiales granulares
Se ha planteado la condición de fluencia de von Mises en el contexto de materiales
granulares, pero no se ha considerado la dinámica de las partículas en estas condiciones.
La teoría de plasticidad permite determinar el campo de velocidades de la fase granular
vinculando las tensiones y las deformaciones. Para lograr esto, se introducen los siguientes
conceptos: Función de fluencia (Y ), función de potencial plástico (G) y la Regla de Flujo.
Recordando las Ecs. (2.135) y (2.136), podemos expresar la función de fluencia como:
Y = I2D −σ2 [sen(φ)]2 (2.137)
donde I2D es el segundo invariante del deviatórico del tensor de tensiones Ts y se define
como I2D = (σ1−σ2)
2+ (σ2−σ3)2+ (σ3−σ1)2
6
.
Por otro lado, la función potencial plástico G puede definirse a partir del tensor de
deformaciones Ds siendo:
Ds,i j = q ∂G
∂Ts,i j
(2.138)
donde q es un escalar positivo que depende de las condiciones del flujo. La Ec. (2.138) puede
expresarse por medio de los ejes principales como:
Ds,i = q ∂G
∂σi
(2.139)
La Regla de Flujo [86] relaciona la función potencial plástico con la función de fluencia
de modo que G = Y . Entonces:
Ds,i = q ∂Y
∂σi
(2.140)
Luego, aplicando la Ec. (2.137) sobre esta expresión, resulta:
Ds,i = q
{
(σi −σ)− 2
3
σ [sen(φ)]2
}
(2.141)
Esta ecuación puede expresarse en forma tensorial como:
D= q Tˆ− 2
3
q σ [sen(φ)]2 I (2.142)
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Finalmente, haciendo uso de la modelización propuesta por la Ec. (2.127) sobre la Ec.
(2.142), se arriba a la expresión:
∇·us = 2 q σ [sen(φ)]2 (2.143)
En la Ec. (2.143) se observa que, ante un estado de tensiones, el material granular se
expande sin límites, lo cual es físicamente incorrecto. La inconsistencia radica en el uso de
una ley de tipo von Mises para caracterizar el estado de tensiones. Esto plantea la necesidad
de desarrollo de modelos alternativos aplicables a flujos granulares, dando lugar a la teoría
de estado crítico.
2.5.4. Teoría de Estado Crítico
La teoría de estado crítico surge del estudio de mecánica de suelos y busca representar
adecuadamente la relación entre las tensiones normales y tangenciales para materiales
constituidos por partículas sólidas [88].
Se comienza considerando un experimento idealizado (ver Fig. 2.11) donde dos planos,
uno móvil y otro fijo, se encuentran separados por una capa de material granular. El plano
superior se mueve de modo de generar una tensión de corte S y una deformaciónγde la capa
granular. El material tiene una densidad de partículas constante (ρ0) y una tensión normal
constante N . Además, se asume que todo el material se deforma plásticamente, es decir, no
vuelve a su estado inicial una vez que se deja de aplicar la carga.
N
S
Superficie fija
Superficie móvil
ρ0
Figura 2.11: Experimento de deformación de material granular por cizallamiento
Se pueden encontrar dos tipos de comportamientos de acuerdo a la carga normal y a la
densidad de granos: dilatación y consolidación.
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La dilatación se presenta cuando la densidad es alta y la carga normal es baja. En
estas condiciones, para lograr una deformación del material granular, hay que alcanzar
un estado de tensiones crítico Sc , luego del cual, se obtiene una deformación permanente
disminuyendo asintóticamente el esfuerzo de corte hasta alcanzar un valor constante S ı´nf
como se puede apreciar en la Fig. 2.12. Normalmente la deformación del material se da
en una capa muy fina y las capas cercanas a ambas paredes se mantienen en movimiento
junto con la pared superior o en reposo junto a la pared inferior (Fig. 2.12). Si se grafican
los esfuerzos tangenciales en función de los esfuerzos normales necesarios para alcanzar la
condición de dilatación, para cada valor de densidad se tendrá una curva como la que se
muestra en la Fig. 2.12. A esta curva se la conoce como curva de falla.
γ
S
S
N
Zona de 
dilatación 
 
Sc
Sf
 ρ0,c
ρ0,b
ρ0,a
ρ0,c>ρ0,b ρ0,a>
Figura 2.12: Diagrama de tensiones para distintas densidades de partículas en dilatación y
su curva de falla.
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Por otro lado, la consolidación se presenta cuando la densidad es baja y la carga normal
es alta. En estas condiciones, las deformaciones del material comienzan cuando se alcanza
un valor de tensiones de corte crítico Sc , por encima del cual, dicha tensión debe aumentar
para mantener el crecimiento constante de la tasa de deformación hasta alcanzar un valor
límite constante S f (ver Fig. 2.13). Aquí, la zona de deformación del material abarca todo el
espesor de la capa granular. La relación entre tensiones de corte y normales hasta alcanzar
la condición de consolidación puede apreciarse en la Fig. 2.13 para distintos valores de
densidades.
γ
S
S
N
Zona de 
consolidación 
 
Sc
Sf
 ρ0,c
ρ0,b
ρ0,a
ρ0,c>ρ0,b ρ0,a>
Figura 2.13: Diagrama de tensiones para distintas densidades de partículas en consolidación
y su curva de falla
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Para una dada densidad, pueden obtenerse estados de dilatación y consolidación. Estos
comportamientos pueden apreciarse en la Fig. 2.14. Allí se define el Estado Crítico como los
puntos para cada densidad donde
∂τ
∂<σ> = 0.
τ
<σ>
Dilatación
Consolidación
Estado
crítico: δ<σ>
δτ
Figura 2.14: Diagrama de tensiones y estado crítico
Si se considera un estado de concentración ρ0 y una tensión normal por encima del
valor de tensiones normales del estado crítico, partiendo de un estado inicial X , como se
aprecia en la Fig. 2.15, no existirán deformaciones hasta no alcanzar una tensión de corte
correspondiente al punto Y de la gráfica. A partir de allí, el comportamiento de deformación
será del tipo consolidación, donde para mantener la tasa de deformación deberá aumentarse
la tensión de corte y, consecuentemente, manteniendo la tensión normal constante, crecerá
la densidad comprimiendo y reforzando el material granular hasta alcanzar el punto Z
donde se alcanza el estado crítico.
τ
<σ>
Camino Q-R-S: Dilatación
Camino X-Y-Z: Consolidación
X
Y
Z
Q
S
R ρc
ρ0,bρa
ρc>ρ0,b ρa>
Figura 2.15: Diagrama de falla para distintas densidades en el plano τ-<σ>
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Análogamente se puede analizar el estado de deformación gráficamente en un diagrama
σ1−σ3 como puede apreciarse en la Fig. 2.16
Por otro lado, si se parte del punto Q, en donde la tensión normal (que se mantendrá
constante en el experimento) es menor de la tensión normal crítica para ese ρ0, el material
no se deformará hasta alcanzar el valor de tensiones de corte correspondiente al punto R.
Allí, el estado de deformaciones es del tipo dilatación y el material fluirá plásticamente hasta
alcanzar el estado crítico para esa dada tensión normal en el punto S.
σ1
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ρc>ρ0,b ρa>
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Figura 2.16: Diagrama de falla para distintas densidades en el plano σ1-σ3
2.5.5. Leyes constitutivas para estados friccionales
Aquí se puede apreciar que los comportamientos reales de los materiales granulares
vistos en la sección anterior son claramente distintos a lo descripto por la función de
fluencia de von Mises. Nuevamente vale mencionar que se busca relacionar el tensor tasa
de deformación con el tensor de tensiones en condiciones de fluencia. Para ello, se dispone
de la Regla de Flujo y una expresión para la tasa de deformación en función del campo
de velocidades. Resta definir una función de fluencia que describa de forma adecuada el
comportamiento experimental del material granular presentado en la sección anterior.
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Pitman et al. [76] han propuesto la siguiente función para describir dicho
comportamiento:
Y = I2D + [sen(φ)]2
[(
σ−p fs
)2− (p fs )2] (2.144)
Para este caso, la función potencial plástico Ec. (2.140) para la función de fluencia
propuesta Ec. (2.144) resulta:
Di = q
{
(σi −σ)− 2
3
(σ−p fs )[sen(φ)]2
}
(2.145)
Considerando nuevamente la modelización del tensor de tensiones friccional dada por
la Ec. (2.127), se tiene:
∇·us = 2 q (σ−p fs )[sen(φ)]2 (2.146)
A diferencia de la expresión dada por la Ec. (2.143), la divergencia del campo us no será
necesariamente positiva. Esta tomará valores positivos o negativos de acuerdo al signo de
(σ−p fs ), alcanzando el estado crítico cuando σ= p fs .
De este análisis, en analogía con lo desarrollado para la teoría de plasticidad de von
Mises, resulta que:
q =
√
4 I2D sen(φ)2+ (∇·us)2
2 p fs sen(φ)2
(2.147)
De esta forma, se puede expresar las viscosidades µ fs y λ
f
s como:
λ
f
s =
p fs√
4 I2D sen(φ)2+ (∇·u2)
(2.148)
µ
f
s =
p fs sen(φ)
2√
4 I2D sen(φ)2+ (∇·u)2
(2.149)
Como puede observarse, mediante el uso de esta función para la viscosidad, el tensor de
tensiones friccional resulta independiente de la tasa de deformación.
Schaeffer [86] ha argumentado que si las condiciones son de altas concentraciones de
partículas, la función de fluencia de von Mises resulta muy próxima al comportamiento real.
En estas condiciones, esta función resulta aceptable y la viscosidad puede expresarse como:
µ
f
s =
p fs sen(φ)p
I2D
(2.150)
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Esta es la forma más simplificada de definir adecuadamente la viscosidad friccional de la
fase sólida. Otros autores han continuado los desarrollos a partir de la forma más general
dada por la Ec. (2.149) [5, 96, 104]. En cualquier caso, se debe proponer una definición
para la presión sólida friccional, la cual en general resulta dependiente de la concentración
de partículas. A continuación se presentan algunas de las alternativas más utilizadas en la
literatura para la modelización del par µ fs -p
f
s .
Modelo I: Johnson y Jackson [43] propusieron un modelo para los esfuerzos normales por
efectos friccionales dado por:
p fs = F r
(αs −αs,min)η
(αs,max−αs)P
(2.151)
donde F r = 0,05, η= 2 y P = 5. Además, αs,min es la fracción de volumen mínima para la que
comienzan a ocurrir efectos friccionales.
Este modelo además considera que los efectos colisionales y friccionales son aditivos:
ps = pK TGFs +p fs
µs =µK TGFs +µ fs
(2.152)
donde la viscosidad friccional se define sencillamente como:
µ
f
s = 0,5 p fs sen(φ) (2.153)
Esta modelización es primitiva y no contempla los efectos del segundo invariante del
tensor deviatórico I2D .
Modelo II: Syamlal et al. [100] propusieron un modelo que aisla la contribución de los
efectos friccionales y cinético-colisionales para el tensor de tensiones sólido:
(ps ,µs)=

(pK TGFs ,µ
K TGF
s ), siαs <αs,min
(p fs ,µ
f
s ), siαs ≥αs,min
(2.154)
donde la modelización de µ fs está dada por la Ec. (2.150). Para este modelo, Syamlalet al.
asume una función para la presión de sólido que permita un dado nivel de compresibilidad.
La misma está dada por:
p fs = 1025(αs −αs,min)10 (2.155)
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Modelo III: Este modelo hace uso del método aditivo para definir los parámetros
reológicos, utilizando la presión de sólidos del Modelo I y una viscosidad siguiendo el
modelo de Schaeffer dado por la Ec. (2.150).
Modelo IV: Este modelo sigue el trabajo de Srivastava y Sundaresan [96], el cual es similar
al Modelo III pero variando la definición de la viscosidad de sólido friccional. En este
caso, la tasa de deformación se ve modificada siguiendo el trabajo de Savage [85], quien
observó que la tensión de corte en ensambles de granos se ve disminuida por la presencia
de fluctuaciones asociadas a la formación de capas de corte incluso en condiciones de flujo
cuasi-estáticas. Para contemplar este efecto, se agrega un término extra al modelo propuesto
por Schaeffer de modo que:
µ
f
s = 0,5 p fs
(
I2D+ θ
d 2p
)−1/2
sen(φ) (2.156)
2.6. Formulación cerrada para sistemas de gas y partículas
La forma final del Modelo de Dos Fluidos para un sistema de gas y partículas, haciendo
uso de todos los desarrollos del capítulo resulta:
αs +αg = 1 (2.157)
∂αs
∂t
+∇·αsus = 0 (2.158)
∂αg
∂t
+∇·αg ug = 0 (2.159)
∂
∂t
(αsus)+∇· (αsusus)=−αs
ρs
∇p− 1
ρs
∇ps +∇·αsτs +αsg+
Ksg
ρs
(ug −us) (2.160)
∂
∂t
(αg ug )+∇· (αg ug ug )=−
αg
ρg
∇p+∇·αgτg +αg g+
Ksg
ρg
(us −ug ) (2.161)
3
2
∂
∂t
(ρsαsθ)+ 3
2
∇· (ρsαsusθ)= (−psI+τs) :∇us −∇· (κs∇θ)+γs + Jsg (2.162)
donde:
ps = pK TGFs +p fs (2.163)
τs = 2(µK TGFs +µ fs )
{
1
2
[∇us + (∇us)T ]− 1
3
(∇·us)I
}
+λK TGFs (∇·us)I (2.164)
τg = 2µg
{
1
2
[∇ug + (∇ug )T ]− 1
3
(∇·ug )I
}
(2.165)
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y, además, los parámetros reológicos de la teoría cinético-colisional (µK TGFs , p
K TGF
s , λ
K TGF
s ,
κs , γs , Jsg ), de la teoría friccional (µ
f
s , p
f
s ) y coeficientes de drag (Ksg ) son definidos en
función de las variables primarias del problema (αs , αg , us , ug , p y θ) de acuerdo a los
modelos presentados a lo largo de este capítulo.
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Capítulo 3
El Método de Volúmenes Finitos para
flujos de gas y partículas
El Método de Volúmenes Finitos (FVM) es un método numérico que, al igual que el
Método de Diferencias Finitas (FDM) o el Método de Elementos Finitos (FEM), permite
llevar un sistema de ecuaciones en derivadas parciales (que comúnmente describen un
determinado fenómeno de transporte sobre un medio continuo) a un sistema de ecuaciones
algebraicas de forma aproximada, cuya resolución es abordable por vías computacionales. El
orígen de este método se encuentra fuertemente vinculado al tipo de aplicaciones que busca
abordar: la resolución de fenómenos de transporte en fluidos. El Método de Volúmenes
Finitos hace énfasis en cantidades integradas en volúmenes y flujos a través de caras con una
clara analogía física de tanques (celdas) y caños comunicantes (caras). El método data de
finales de 1960 con los avances realizados en simultáneo por el grupo liderado por Spalding
en el Imperial Collegue of London (IC) [94, 93, 72], el grupo liderado por Harlow en Los
Alamos National Laboratory (LANL) [31] y los métodos de proyección propuestos por Chorin
[10, 11]. La teoría de FVM ha sido formalizada más recientemente en los trabajos de Ferziger
[27], Versteeg [116], Hirsch [32], Leveque [51] y en la tesis doctoral de Jasak [38] y Márquez
Damian [57].
Este capítulo busca sentar bases sólidas del Método de Volúmenes Finitos aplicado al
modelo de gas y partículas, haciendo énfasis en los métodos de acoplamiento entre la
presión y las velocidades de cada fase, y su implementación computacional.
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3.1. Discretización por el Método de Volúmenes Finitos
El Método de Volúmenes Finitos (FVM) consiste en realizar balances de propiedades
en un determinado volumen de control. De forma general, podemos expresar el balance
integral de una cantidad genérica (ρψ) en un volumenΩ de la siguiente forma:
∫
Ω
∂
∂t
(ρψ)dΩ+
∫
Γ
ρψu ·dΓ=+
∫
Ω
SΩdΩ+
∫
Γ
SΓ ·dΓ (3.1)
donde Γ es la frontera del dominio Ω, dΓ es el vector diferencial normal a la frontera y SΩ
y SΓ son las fuentes de volumen y de superficie de la cantidad (ρψ) (cuyo orden tensorial
no se especifica para mantener la generalidad del análisis). En la Ec. (3.1) se plantea que la
variación temporal de la cantidad dentro del dominio Ω es igual a la suma de las ganancias
o pérdidas de esta cantidad dentro del dominio debido a su transporte por convección y a
su creación o destrucción por las fuentes de volumen y superficie.
(x,t)
S
 
(x,t)
S
  (x,t)
xP
xK1
xK3
xK2
(xP)
Vi
(a) (b)
(c)
Figura 3.1: Esquema 2D de discretización: (a) Volumen de control continuo, (b)
Discretización del dominio en celdas, (c) Celda aislada donde se realiza un balance integral
discreto.
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Mediante el FVM, el dominio Ω se discretiza en un conjunto de celdas Vi sin
solapamientos y ocupando aproximadamente la totalidad del dominio original Ω, como se
aprecia en la Fig. 3.1. En el caso de utilizar celdas poliédricas, el balance de la propiedad
genérica (ρψ) de la Ec. (3.1) se reduce a:∫
Vi
∂
∂t
(ρψ)dV +
∫
∂Vi
ρψu ·dS =
∫
Vi
SVi dV +
∫
∂Vi
S∂Vi ·dS ,∀Vi ∈Ω (3.2)
donde dS es el vector diferencial normal a la frontera de cada celda Vi .
Dado que las celdas son poliédricas, la superficie exterior puede subdividirse en cada
una de sus caras Ki y así el balance sobre la celda resulta:∫
Vi
∂
∂t
(ρψ)dV + ∑
Ki∈∂Vi
∫
Ki
ρψu ·dS =
∫
Vi
SVi dV +
∑
Ki∈∂Vi
∫
Ki
SKi ·dS ,∀Vi ∈Ω (3.3)
Por cada una de las celdas, se debe verificar la Ec. (3.3).
En el Método de Volúmenes Finitos colocados en centro de celdas [38], todas las
incógnitas se localizan en el centroide o baricentro geométrico xP de la celda P . Este verifica:
∫
Vi
(x −xP )dV = 0 (3.4)
Ahora bien, para lograr resolver el balance de forma computacional, debemos llevar al
conjunto de ecuaciones de balance dados por la Ec. (3.3) a un sistema lineal de la forma:
Aψ= b =⇒ ∑
j
ai jψ j = bi (3.5)
donde ai j son los coeficientes que afectan a cada valor de celda ψ j en el balance de la celda
Vi ,ψ j es el valorψ en la celda j y bi son los elementos del vector de términos independientes
provenientes de la discretización. El sistema de ecuaciones definido en la Ec. (3.5) es un
sistema lineal de n ecuaciones con n incógnitas. En este sentido, el balance de la cantidad
ψ sobre el volumen de control delimitado por la celda Vi relaciona solamente los valores
discretizados de ψ pertenecientes a la celda Vi y a sus celdas vecinas. Las celdas vecinas a
Vi son aquellas que comparten una o más caras. A estas celdas también se las denomina
comúnmente como primeros vecinos. En consecuencia el balance discreto sobre cada una
de las celdas Vi puede expresarse como
ai iψi +
∑
m
ai mψm = bi ,∀Vi ∈Ω, (3.6)
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donde el subíndice m identifica las celdas vecinas a Vi .
La metodología general para arribar al sistema de ecuaciones algebraico dado por la Ec.
(3.6) involucra la resolución de forma discreta la integral de volumen de la cantidadψ dentro
de una celda dada. Para ello, el FVM propone una discretización de segundo orden en el
espacio que resulta de truncar la serie de Taylor para el centro de celda Vi en el término
lineal. De forma general, se pueden expresar las integrales sobre el volumen de una celda
como: ∫
Vi
φ(x)dV ≈
∫
Vi
[
φ(xP )+ (∆x)T ·∇φ
]
dV
=φ(xP )
∫
Vi
dV +
[∫
Vi
(x −xP )T dV
]
·∇φ
=φ(xP )Vi
(3.7)
Análogamente, las integrales de superficie sobre las caras resultan:∫
Ki
ξ(x) · dS≈ ξ(xKi )SKi (3.8)
donde φ es un campo escalar genérico y ξ es un campo vectorial genérico. La extensión
de estas aproximaciones para cada término de balance de masa y momento lineal (con
los correspondientes operadores de derivación espacial y temporal) por medio del FVM
en mallas colocadas, se describe extensamente en las tesis doctorales de H. Jasak [38] y S.
Marquez Damian [57].
3.2. Métodos segregados de acoplamiento presión-velocidad
Hasta el momento, se ha considerado las generalidades del Método de Volúmenes Finitos
aplicados a una ecuación de balance genérica. Ahora, se especializará el estudio a las
ecuaciones de Navier-Stokes para flujos incompresibles. Debido a la elevada complejidad
del Modelo de Dos Fluidos para gas y partículas, se comenzará estudiando las ecuaciones de
flujo a una fase, enfatizando en un aspecto presente además en flujos a dos o más fases: el
acople entre los campos de presión y velocidad.
Las ecuaciones de Navier-Stokes para flujos Newtonianos incompresibles a una fase
pueden expresarse como:
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∇·u= 0 (3.9)
∂u
∂t
+∇·uu=− 1
ρ
∇p+ν∇2u+g (3.10)
Aquí pueden notarse algunas características que deben tenerse en cuenta para su
posterior resolución por métodos numéricos:
Pueden identificarse 2 campos incógnita: la presión p y la velocidad u
La ecuación de conservación de masa (Ec. (3.9)) es una ecuación escalar donde solo se
encuentra presente el campo vectorial de velocidades
La ecuación de conservación de momento lineal (Ec. (3.10)) es una ecuación vectorial
que tiene ambos campos incógnita
Al observar las Ecs. (3.9) y (3.10), se podría asumir que la forma natural de resolución
es calcular la velocidad a partir de la ecuación vectorial de momento. Sin embargo, esto no
puede ser extendido para la variable escalar, es decir, la presión no puede ser directamente
calculada a partir de la ecuación de conservación de masa, dado que esta variable no está
presente en la ecuación. Esto lleva a buscar otras estrategias de resolución.
Como se ha visto en forma genérica, el sistema de ecuaciones del continuo (Ecs. (3.9)
y (3.10)) se puede llevar a un sistema de ecuaciones algebraicas por medio de un método
numérico, como el FVM, y obtener así un sistema de n ecuaciones de masa y n ecuaciones
de momento para los n campos de presión y velocidad, siendo n el número de celdas del
dominio. Este sistema puede expresarse en forma matricial (por bloques) como:AF G
D 0
u
p
=
fb
0
 (3.11)
donde la primer fila de la matriz de 2×2 bloques se corresponde con las ecuaciones discretas
de momento lineal, mientras que la segunda fila se corresponde con la ecuación de balance
de masa. Aquí, AF representa una matriz de n×n coeficientes que multiplican al campo de
velocidades correspondiente a la discretización por FVM y G y D representan las matrices de
coeficientes de la discretización de los operadores gradiente y divergencia respectivamente.
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Además, fb es un vector de términos independientes y la matriz por bloques del lado
izquierdo de la igualdad tiene un bloque de ceros.
Operando sobre el sistema matricial anterior, se puede obtener un sistema de ecuaciones
algebraicas para los campos de presión dado por:
DA−1F Gp=DA−1F fb (3.12)
La resolución de este sistema puede ser muy costosa dado que la inversa de la matriz
AF es probablemente una matriz llena y el triple producto matricial también lo será [39].
Para resolver este problema, una alternativa es descomponer la matriz AF en una matriz
de coeficientes diagonal AP y una matriz no-diagonal H (AF = AP +H). Esto da lugar a la
formulación de los métodos de acoplamiento segregados. En ellos, en lugar de resolver para
todas las variables de forma simultanea, se resuelve una ecuación a la vez de forma iterativa
hasta lograr disminuir los residuos de las ecuaciones de balance discretas por debajo de una
tolerancia dada. De esta forma, el sistema de ecuaciones dado por la expresión (3.11) puede
reescribirse como: AP G
D 0
u
p
=
fb −Hu0
0
 (3.13)
donde u0 es un campo de velocidades conocido proveniente de un estado iterativo previo.
De forma análoga, se puede obtener un sistema de ecuaciones para los campos de
presión dados por:
DA−1P Gp=DA−1P (fb −Hu0) (3.14)
Esta forma resulta abordable dado que AP es una matriz diagonal fácilmente invertible y el
triple producto resulta en una matriz rala.
La formulación matricial propuesta, puede reescribirse en forma de stencils
considerando una adecuada discretización de cada uno de los términos de las Ecs.
(3.9) y (3.10) mediante FVM. Tal como se presenta en la Ec. (3.6), la ecuación de momento
puede escribirse por celda como:
auP uP +
∑
N B
auN B uN B = fuP −∇ˆpP (3.15)
Aquí se utiliza una notación mixta o semidiscreta, donde el operador ∇ˆ representa un
operador discreto. Además, auP y a
u
N B son los coeficientes discretos diagonales y fuera de
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la diagonal respectivamente. fuP representa el vector de términos independientes discreto
y uP y uN B son los vectores de incógnitas de velocidad de la celda actual y las vecinas
respectivamente.
Del termino del lado derecho de la ecuación puede extraerse la contribución dada por el
gradiente de presión y dividir el coeficiente auP de todos los términos de modo de obtener:
uP +Ha(u)=BuP −
1
auP
∇ˆpP (3.16)
donde BuP = fuP /auP y Ha(u)=
∑
N B a
u
N B uN B
auP
.
Luego, planteando el operador divergencia discreto sobre esta ecuación, teniendo en
cuenta que por conservación de masa ∇ˆ·uP = 0, se obtiene:
∇ˆ·
[
1
auP
(∇ˆp)P
]
= ∇ˆ· [−Ha(u)+BvP ] (3.17)
De esta forma, se obtienen 2 sistemas matriciales (dados por las Ecs. (3.15) y (3.17)). Existen
múltiples algoritmos para resolver el acoplamiento entre presión y velocidad haciendo
uso de estas ecuaciones. A continuación se presentan algoritmos de la familia SIMPLE
desarrollado por Patankar y Spalding [72] y el algoritmo PISO desarrollado por Issa [36]
para problemas transitorios, y así, arribar finalmente al algoritmo combinado PIMPLE que
es utilizado en el acoplamiento de las distintas variables del modelo para flujos de gas y
partículas propuesto.
3.2.1. Algoritmo SIMPLE y derivados
El algoritmo SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) y sus
derivados (SIMPLE-C, SIMPLE-R, SIMPLE-X, MSIMPLE-R, CLEAR, entre otros) [72, 71, 110,
103, 102, 78, 9] son posiblemente la familia de algoritmos segregados de mayor uso en la
actualidad en códigos de CFD [70, 62, 27, 116, 120, 30]. Asimismo, a lo largo de los años
han surgido nuevas variantes para mejorar las tasas de convergencia del método SIMPLE
estándar. En particular, todos estos métodos han sido concebidos para la resolución de flujos
estacionarios y luego han sido extendidos a problemas transitorios mediante el uso de una
secuencia de iteraciones por paso de tiempo. Es por ello que, en general, en estos métodos
se parte de una ecuación de momento del continuo (como la Ec. (3.10)) sin el término de
evolución temporal.
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Siguiendo la generalidad de la secuencia presentada en la sección anterior, el algoritmo
SIMPLE estandar se compone de las siguientes etapas:
1. Iniciar el proceso iterativo tomando los campos de la iteración anterior como
condiciones iniciales p0, u0 y los parámetros físicos, geométricos y condiciones de
borde del problema en cuestión.
2. Discretizar y resolver la ecuación de momento con valores constantes del campo de
presiones para una primer predicción del campo de velocidades u∗ mediante la Ec.
(3.15):
auP u
∗
P +
∑
N B
auN B u
∗
N B = fuP −∇ˆp0P (3.18)
3. Calcular el operador Ha a partir del nuevo campo de velocidades u∗:
Ha =
−∑N B auN B u∗N B + fuP
auP
(3.19)
4. Calcular la presión a partir de la Ec. (3.17):
∇ˆ·
[
1
auP
(∇ˆp∗∗P )
]
= ∇ˆ· [Ha(u∗)] (3.20)
5. Corregir las velocidades en centro de celda mediante:
u∗∗P =Ha(u∗)−
∇ˆp∗∗P
auP
(3.21)
6. Se vuelve al paso 2 con u∗∗ y p∗∗ como valores iniciales, recalculando los coeficientes
de las matrices en base a estos nuevos campos, y se itera hasta obtener una
determinada tolerancia de residuos prescripta.
Dada la explicitud con que se resuelve cada etapa (utilizando valores de las variables
de iteraciones previas), el algoritmo SIMPLE en la forma que fue presentado puede entrar
en zonas de inestabilidad numérica. Esto significa que la convergencia del método puede
no estar garantizada para ciertas condiciones del problema. Una práctica muy común para
favorecer los rangos de estabilidad del método es el uso de factores de sobre-relajación. Estos
coeficientes varían entre 0 y 1 y regulan el grado de evolución durante el cómputo de una
determinada variable en una dada etapa del método [38, 62].
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3.2.2. Algoritmo PISO
El algoritmo PISO (Pressure Implicit with Splitting of Operators) fue originalmente
concebido para la resolución de flujos en estado transitorio [36, 37] y su característica
principal frente al método SIMPLE es la de reforzar el acoplamiento de la presión y la
velocidad mediante múltiples iteraciones para el cálculo de la presión y la corrección
de la velocidad. A esta etapa se la conoce como paso corrector. Este procedimiento
recursivo permite prescindir del uso de factores de sobre-relajación, dado que los rangos
de estabilidad resultan naturalmente incrementados.
La secuencia del algoritmo PISO se puede resumir de la siguiente forma:
1. Iniciar el proceso iterativo tomando los campos de la iteración anterior como
condiciones iniciales p0, u0 y los parámetros físicos, geométricos y condiciones de
borde del problema en cuestión.
2. Discretizar y resolver la ecuación de momento con valores constantes del campo de
presiones para una primer predicción del campo de velocidades u∗ mediante la Ec.
(3.15):
(buP +auP )u∗P +
∑
N B
auN B u
∗
N B = fuP +buP u0P −∇ˆp0P (3.22)
siendo buP el coeficiente dado por la discretización del término temporal
3. Comienza el bucle del paso corrector:
3.1. Calcular el operador Ha a partir del nuevo campo de velocidades u∗:
Ha =
−∑N B auN B u∗N B + fuP +buP u0P
(auP +buP )
(3.23)
3.2. Calcular la presión a partir de la Ec. (3.17):
∇ˆ·
[
1
(auP +buP )
(∇ˆp∗∗P )
]
= ∇ˆ· [Ha(u∗)] (3.24)
3.3. Corregir las velocidades en centro de celda mediante:
u∗∗P =Ha(u∗)−
∇ˆp∗∗P
(auP +buP )
(3.25)
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3.4. Se vuelve al paso 3.1 con u∗∗ y p∗∗ como valores iniciales y se itera hasta obtener
una determinada tolerancia de residuos prescripta.
Como puede notarse, no se han definido los coeficientes auP y a
u
N B . Estos dependen
exclusivamente de la discretización de los términos de derivación espacial adoptada.
En el Apéndice B, se utiliza la formulación por bloques matriciales del sistema
discretizado para describir una corrección para mitigar errores de altas frecuencias debidas
al desacople de los campos de presión y velocidad [79].
3.2.3. Métodos combinados: El algoritmo PIMPLE
Existen métodos combinados que hacen uso de las virtudes de distintos métodos de
acoplamiento. En particular, el método PISO-SIMPLE, también conocido como PIMPLE
[120, 68], hace uso de una versión transitoria del algoritmo SIMPLE dado por iteraciones
sucesivas por cada paso temporal partiendo de la etapa predictora de momento (paso
2 del algoritmo SIMPLE) y haciendo uso de factores de relajación. Esto permite reducir
las instabilidades producto de la linealización del término advectivo (∇·uu). Asimismo,
el método PIMPLE hace uso de iteraciones internas del paso corrector (resolución de la
ecuación de presión y corrección de velocidad, paso 3 del algoritmo PISO) para favorecer la
estabilidad del acople presión-velocidad. De esta forma, por medio de iteraciones externas
(como en SIMPLE), este método permite utilizar pasos de tiempo mayores que para el
método PISO.
3.3. Resolución del Modelo gas-partículas mediante FVM
Como ya se ha descripto, TFM aplicado a gas y partículas cuenta con varios campos
incógnita. En el marco de una resolución por métodos de acoplamiento segregados, esto
se traduce en una necesidad de un alto grado de acoplamiento entre las variables para
garantizar estabilidad de la resolución. Las ecuaciones de balance del modelo continuo en
su forma diferencial, tal como fueron presentadas en el Capítulo 2 (Ecs. (2.157) a (2.162)),
son reformuladas de modo de obtener:
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αs +αg = 1 (3.26)
∇· (αsus +αg ug )= 0 (3.27)
∂αs
∂t
+∇·αsus = 0 (3.28)
∂
∂t
(αsus)+∇· (αsusus)=−αs
ρs
∇p− 1
ρs
∇ps +∇·αsτs +αsg+
Ksg
ρs
(ug −us) (3.29)
∂
∂t
(αg ug )+∇· (αg ug ug )=−
αg
ρg
∇p+∇·αgτg +αg g+
Ksg
ρg
(us −ug ) (3.30)
3
2
∂
∂t
(ρsαsθ)+ 3
2
∇· (ρsαsusθ)= (−psI+τs) :∇us −∇· (κs∇θ)+γs + Jsg (3.31)
Aquí, la ecuación de continuidad de la fase gaseosa (Ec. (2.158)) es reemplazada por una
ecuación de conservación de masa total, obtenida a partir de la suma de las Ecs. (2.158) y
(2.159) y haciendo uso de la Ec. (2.157). De esta forma, la fracción αg es calculada una vez
obtenidaαs a partir de la Ec. (3.28). El modelo computacional que se describe a continuación
hace uso del método de acoplamiento PIMPLE y la discretización se hace mediante el
Método de Volúmenes Finitos (FVM).
A continuación se analizarán las discretizaciones de cada una de las ecuaciones del
modelo y la metodología de acoplamiento entre las mismas. Por simplicidad de notación, se
omitirán los subíndices P para referenciar a los valores centrados en celda, entendiéndose
que cada formulación semi-discreta es una forma compacta de escribir un stencil de balance
local sobre las celdas del dominio discreto para la celda P .
3.3.1. Ecuaciones de momento de cada fase
Las Ecs. (3.29) y (3.30) pueden escribirse en notación semi-discreta tal como ha sido
expresado para flujos a una fase y como es presentado por Passalacqua et al. [68]:
Asus =Hs − αs
ρs
∇ˆp− 1
ρs
∇ˆps +αsg+
Ksg
ρs
(ug −us) (3.32)
Ag ug =Hg −
αg
ρg
∇ˆp+αg g+
Ksg
ρg
(us −ug ) (3.33)
donde Ai son los coeficientes diagonales provenientes de la matriz de discretización de
los término temporales, advectivos y difusivos, y Hi son los operadores que contienen
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los coeficientes fuera de la diagonal de la misma matriz de discretización. Además, por
cuestiones de simplicidad de notación, para los desarrollos subsiguientes, los operadores
involucrados también están referenciados a valores centrados en celda (en xP ).
Se definen los flujos en cara como:
ϕi =ui , f ·S (3.34)
donde i es el índice de fase, el subíndice f indica que es un valor interpolado en la cara y S
representa el vector normal a dicha cara.
Además, cada flujo de fase puede expresarse como suma de varias contribuciones:
ϕi =ϕSi +ϕCi +ϕPi +ϕPPi +ϕGi (3.35)
donde el supraíndice S representa la contribución al flujo de la velocidad de la propia fase, C
representa la contribución de la fase complementaria, P representa la contribución al flujo
dada por la presión, PP representa la contribución dada por la presión de partículas y G
representa la contribución dada por la gravedad.
Hay muchas formas de vincular las ecuaciones de momento de cada fase (Ecs. (3.32) y
(3.33)) a través de la fuerza de drag [64]. A continuación se presentarán dos de los métodos
más usados para acople por drag siguiendo la nomenclatura de Karema et al. [44]: el Método
Parcialmente Implícito (PIM) y el Algoritmo de Eliminación Parcial (PEA).
El PIM trata implícitamente a la velocidad de la fase i sobre el término de drag de la
ecuación de momento para la fase i . Esto implica que las velocidades centradas en celda,
haciendo uso de las Ecs. (3.32) y (3.33), se pueden calcular como:
us,PIM = ζs
(
Hs +
Ksg
ρs
ug − αs
ρs
∇ˆp− 1
ρs
∇ˆps +αsg
)
(3.36)
ug ,PIM = ζg
(
Hg +
Ksg
ρg
us −
αg
ρg
∇ˆp+αg g
)
(3.37)
donde
ζi = 1
Ai +
Ksg
ρi
(3.38)
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Aquí, el gradiente de la presión de sólido puede expresarse como:
∇ˆps =
(
∂ps
∂αs
)
∇ˆαs (3.39)
donde la dependencia de ps con θ es usualmente desestimada para la derivación de la Ec.
(3.39) [68].
De acuerdo con las Ecs. (3.34), (3.35), (3.36) y (3.37), el flujo total de cada fase puede
calcularse en base a las siguientes contribuciones:
ϕSs,PIM = ζs, f Hs, f ·S (3.40) ϕSg ,PIM = ζg , f Hg , f ·S (3.41)
ϕCs,PIM = ζs, f
(
Ksg
ρs
)
f
ϕ0g (3.42) ϕ
C
g ,PIM = ζg , f
(
Ksg
ρg
)
f
ϕ0s (3.43)
ϕPs,PIM =−ζs, f
(
αs
ρs
)
f
∇ˆp·S (3.44) ϕPg ,PIM =−ζg , f
(
αg
ρg
)
f
∇ˆp·S (3.45)
ϕPPs,PIM =−ζs, f
(
1
ρs
∂ps
∂αs
)
f
∇ˆαs ·S (3.46) ϕPPg ,PIM = 0 (3.47)
ϕGs,PIM = ζs, f αs, f g·S (3.48) ϕGg ,PIM = ζg , f αg , f g·S (3.49)
donde el supraíndice 0 indica valores almacenados de iteraciones previas.
La expresión final para los flujos de cada fase es obtenida al incluir cada contribución a
la Ec. (3.35). Este método de acoplamiento se encuentra implementado en la distribución
oficial de OpenFOAM®[120].
Por otro lado, el PEA, originalmente propuesto por Spalding [93], incorpora la velocidad
obtenida en Ec. (3.36) en la Ec. (3.33) y la Ec. (3.37) en la Ec. (3.32). Esto lleva a otra expresión
para las velocidades centradas en celda dadas por:
us,PEA = ξs
{
Hs +
Ksgζg
ρs
Hg −
[
αs
ρs
+ Ksgαgζg
ρgρs
]
∇ˆp− 1
ρs
∇ˆps +
[
αs +
Ksgαgζg
ρs
]
g
}
(3.50)
ug ,PEA = ξg
{
Hg +
Ksgζs
ρg
Hs −
[
αg
ρg
+ Ksgαsζs
ρsρg
]
∇ˆp− Ksgζs
ρsρg
∇ˆps +
[
αg +
Ksgαsζs
ρg
]
g
}
(3.51)
donde:
ξi = 1
Ai +
Ksg
ρi
−
K 2sgζ j
ρiρ j
(3.52)
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y j representa la fase complementaria a la fase i .
Para este método, las contribuciones al flujo son:
ϕSs,PEA = ξs, f Hs, f ·S (3.53) ϕSg ,PEA = ξg , f Hg , f ·S (3.54)
ϕCs,PEA = ξs, f
(
Ksgλg
ρs
Hg
)
f
·S (3.55) ϕCg ,PEA = ξg , f
(
Ksgλs
ρg
Hs
)
f
·S (3.56)
ϕPs,PEA =−ξs, f
(
αs
ρs
+ Ksgαgλg
ρgρs
)
f
∇ˆp·S (3.57) ϕPg ,PEA =−ξg , f
(
αg
ρg
+ Ksgαsλs
ρsρg
)
f
∇ˆp·S (3.58)
ϕPPs,PEA =−ξs, f
(
1
ρs
∂ps
∂αs
)
f
∇ˆαs ·S (3.59) ϕPPg ,PEA =−ξg , f
(
Ksgλs
ρsρg
∂ps
∂αg
)
f
∇ˆαg ·S (3.60)
ϕGs,PEA = ξs, f
(
αs +
Ksgαgλg
ρs
)
f
g·S (3.61) ϕGg ,PEA = ξg , f
(
αg +
Ksgαsλs
ρg
)
f
g·S (3.62)
La derivación completa de estas expresiones está detallada en el trabajo de Passalacqua
et al. [68]. Tiene la ventaja de lograr un desacoplamiento de cada velocidad de fase de
su fase complementaria, lo que resulta en un método con un mayor grado de implicitud
favoreciendo así la convergencia de momento para problemas dominados por drag [64].
Muchos autores han adoptado este método [68, 100, 54] y su estabilidad y convergencia ha
sido estudiada en la literatura [61, 44].
En el Capítulo 6 se explorarán los rangos de estabilidad de cada uno de los métodos
de acoplamiento por drag mediante técnicas de descomposición de Fourier con el fin
de determinar los parámetros físicos y numéricos que pueden afectar sensiblemente sus
cualidades de convergencia.
3.3.2. Ecuaciones de continuidad de cada fase
La conservación total de flujo debe verificarse localmente por cada paso de tiempo (Ec.
(3.27)). Es por ello que resulta innecesario resolver ambas ecuaciones de continuidad de
cada fase. En su lugar, la ecuación de continuidad de la fase dispersa es resuelta y la fracción
de volumen de la fase restante es calculada mediante la Ec. (3.26). Entonces, la ecuación de
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continuidad para la fase sólida puede ser escrita en forma semi-discreta como:
∂αs
∂t
+∑
f
αs, f ϕs = 0 (3.63)
donde el flujo dado por la fase sólida puede ser expresada en términos del flujo global de
fase ϕ y el flujo relativo ϕr,s como:
ϕs =ϕ+αg , f ϕr,s (3.64)
y:
ϕr,s =ϕs −ϕg (3.65)
ϕ=αs, f ϕs +αg , f ϕg (3.66)
Haciendo uso de las Ecs. (3.35), (3.66) y (3.65), los flujos globales y relativos resultan:
ϕ=αs, f ϕˇs +αs, f ϕPPs +αg , f ϕˇg +αg , f ϕPPg (3.67)
ϕr,s = ϕˇs +ϕPPs − ϕˇg −ϕPPg (3.68)
donde:
ϕˇi =ϕSi +ϕCi +ϕPi +ϕGi (3.69)
Entonces, usando las Ecs. (3.67) y (3.68), el flujo para la fase sólida resulta:
ϕs = ϕˇ+αg , f ϕˇr,s +ϕPPs (3.70)
donde:
ϕˇ=αs, f ϕˇs +αg , f ϕˇg (3.71)
ϕˇr,s = ϕˇs − ϕˇg (3.72)
Finalmente, la Ec. (3.70) puede incluirse en la Ec. (3.63) dando lugar a la siguiente forma
semi-discreta en la ecuación de la fase continua:
∂αs
∂t
+∑
f
αs, f ϕˇ+
∑
f
αs, f αg , f ϕˇr,s −
∑
f
DPPi ∇ˆαs ·S= 0 (3.73)
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donde:
DPPi ,PIM =−ζs, f
(
1
ρs
∂ps
∂αs
)
f
(3.74)
DPPi ,PEA =−ξs, f
(
1
ρs
∂ps
∂αs
)
f
(3.75)
Aquí, el cuarto término de la Ec. (3.73) puede interpretarse como una difusión de la fracción
de partículas con una difusividad dependiente de la presión de sólidos. Para mantener la
fracción de cada fase entre cero y uno, se utiliza una técnica de división del operador donde
los primeros tres términos son resueltos como una ecuación de transporte puro y el efecto
de la presión de partículas es agregado implícitamente. Este procedimiento está basado en
el trabajo de Weller [120] y Passalacqua et al. [68].
La solución de los términos de transporte se basan en el integrador MULES [18, 57], el
cual es un esquema basado en corrección del flujo [124] y garantiza que la solución va a
estar acotada entre valores extremos determinados. Si los mismos se eligen para que αs se
mantenga en [0,1], el empaquetamiento máximo debe ser impuesto por los modelos físicos.
Pero, si los extremos son seleccionados para ser [0,αs,max], entonces el integrador MULES va
a acotar los valores acorde al empaquetamiento máximo.
El límite máximo para αs impuesto por MULES es un tema que está sujeto a discusión.
Si el límite máximo es elegido como αs,max, la condición será satisfecha rigurosamente y
mucho se ganará desde el punto de vista de la estabilidad del método de resolución. Sin
embargo, el efecto físico del modelo cinético-friccional sobre el límite de empaquetamiento
va a superponerse con los límites impuestos numéricamente. Para este desarrollo, se han
impuesto estrictamente los límites para αs en [0,1] con MULES y dejando el máximo
empaquetamiento a ser determinado por los modelos cinético-friccionales.
3.3.3. Ecuación de energía granular
El cierre matemático del sistema a gas y partículas depende de la definición de µs
y ps . Estos parámetros están basados en los modelos cinético-colisionales y friccionales.
La contribución cinético-colisional está relacionada al campo de energía granular, la cual
responde a un balance dado por la Ec. (3.31). Esta ecuación puede ser reescrita en forma
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semi-discreta como:
A(θ)=B(θ) (3.76)
A(θ)= 3
2
∂
∂t
(
ρsαsθ
)+ 3
2
∇ˆ·(ρsαsusθ) (3.77)
B(θ)= ∇ˆ· (κs∇ˆθ)+ [(−p˜sI : ∇ˆus)+ γ˜s]θ+ (τs : ∇ˆus)+ Jsg (3.78)
donde φ˜=
φ
θ
siendo φ un parámetro genérico.
Debe notarse que el primer término del lado derecho de la Ec. (3.31) es dividido para
el tratamiento numérico. Esto genera un término de disipación de energía granular debido
al tensor de corte que es tratado explícitamente (penúltimo término en la Ec. (3.78)), y un
término de disipación de energía granular debido a esfuerzos normales, el cual es tratado
implícitamente como un término reactivo (primer término dentro de los corchetes en la Ec.
(3.78)). Además de esto, los otros términos disipativos γs y Jsg son también tratados como
términos reactivos para la implementación numérica.
En muchas aplicaciones, la disipación debida a las colisiones inelásticas γs tiende a
dominar el fenómeno de disipación-producción cerca del límite de empaquetamiento.
Debido a su signo negativo, γ˜s tiene un efecto estabilizador sobre la solución numérica,
siendo:
γ˜s = 3(e2−1)α2sρs g0
[
4
dp
(
θ0
pi
)2
−∇ˆ·us
]
(3.79)
De la Ec. (3.79), resulta claro que debe realizarse un tratamiento especial cuando el
coeficiente de restitución e → 1, dado que γ˜s → 0 generando una dominancia no-diagonal
en la matriz discreta. Para evitar esto, se opta por fijar un coeficiente de restitución (emax) por
encima del cual pueden aparecer inestabilidades numéricas. Si el coeficiente de restitución
real del problema es menor a este valor máximo, el procedimiento de solución es directo.
Por otro lado, si el coeficiente de restitución está por encima del valor máximo, entonces el
término difusivo se agrega implícitamente y se sustrae explícitamente. El coeficiente resulta:
γ˜ms = 3(e2max−1)α2sρs g0
[
4
dp
(
θ0
pi
)2
−∇ˆ·us
]
(3.80)
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Entonces, la ecuación de energía granular resulta:
A(θ)=B(θ)+ γ˜ms (θ0−θ) (3.81)
La dificultad numérica de tener pequeños valores de γ˜s son evitadas agregando un
término extra de difusividad sin generar perturbaciones sobre el cálculo de θ.
3.3.4. Ecuación de presión discreta
La ecuación de presión es derivada de la condición de incompresibilidad sobre la
ecuación de conservación de masa total, la cual es reescrita en forma discreta como:
∑
f
ϕ=∑
f
(
αs, f ϕs +αg , f ϕg
)= 0 (3.82)
Reemplazando ϕs y ϕg por sus contribuciones, dadas por las Ecs. (3.40) a (3.49) (o Ecs.
(3.53) a (3.62) para PEA) y teniendo en cuenta que las Ecs. (3.44) y (3.45) (o Ecs. (3.57) y (3.58))
tienen un término que involucra a ∇ˆp, la ecuación de presión puede expresarse como:
∑
f
[
DP(∇ˆp·S)]=∑
f
(
αs, f ϕˆs +αg , f ϕˆg
)
(3.83)
donde:
DPPIM =−
[
αs, f ζs, f
(
αs
ρs
)
f
+αg , f ζg , f
(
αg
ρg
)
f
]
(3.84)
DPPEA =−
[
αs, f ξs, f
(
αs
ρs
+ Ksgαgζg
ρgρs
)
f
+αg , f ξg , f
(
αg
ρg
+ Ksgαsζs
ρsρg
)
f
]
(3.85)
y:
ϕˆi =ϕSi +ϕCi +ϕPPi +ϕGi (3.86)
Una vez resuelta la ecuación de presión, cada flujo de fase es corregido de acuerdo con:
ϕi ,PIM = ϕˆi ,PIM−αi , f ζi , f
(
αi
ρi
)
f
∇ˆp·S (3.87)
o:
ϕi ,PEA = ϕˆi ,PEA−αi , f ξi , f
(
αi
ρi
+ Ksgα jζ j
ρiρ j
)
f
∇ˆp·S (3.88)
Para asegurar la consistencia en la corrección de los campos de velocidad centrados en
celda, Passalacqua et al. [68] destacaron la necesidad de reconstruir los flujos de cada fase
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haciendo uso de coeficientes centrados en celda. La operación de reconstrucción es análoga
a la operación de interpolación para el cálculo de los flujos en caras. Cuando esta última lleva
valores de celdas vecinas a la cara compartida entre ellas, la reconstrucción lleva valores de
caras a centro de celdas. Existen diversas maneras de realizar esta operación [118, 119, 75, 90]
y en este trabajo se sigue la metodología aplicada en OpenFOAM®basada en el trabajo de
Weller et al. [118].
Para PIM, la velocidad centrada en celda corregida resulta:
ui ,PIM =u0i ,PIM+ζiR
[
ϕi − ϕˆi
ζi , f
]
(3.89)
donde R[...] es el operador de reconstrucción de campos centrados en cara a campos
centrados en celda.
El procedimiento para PEA no es tan directo dado que ambos coeficientes ξi y ζi deben
usarse en su forma centrada en celda para la corrección de velocidades. Esto lleva a la
siguiente expresión:
us,PEA =u0s,PEA+
ξs
{
R
[
αs, f g·S−
(
αs
ρs
)
f
∇ˆp·S
]
−R
[(
1
ρs
∂ps
∂αs
)
f
∇ˆαs ·S
]
+ Ksgζg
ρs
R
[
αg , f g·S−
(
αg
ρg
)
f
∇ˆp·S
]}
(3.90)
ug ,PEA =u0g ,PEA+
ξg
{
R
[
αg , f g·S−
(
αg
ρg
)
f
∇ˆp·S
]
− Ksgζs
ρs
R
[(
1
ρg
∂ps
∂αg
)
f
∇ˆαg ·S
]
+ Ksgζs
ρg
R
[
αs, f g·S−
(
αs
ρs
)
f
∇ˆp·S
]}
(3.91)
Por otra parte, el algoritmo hace uso de una etapa predictora de momento, donde se
busca resolver de forma preliminar (previo al paso corrector y la ecuación de presión) un
campo de velocidades para cada fase. Esto se realiza con el fin de acelerar la convergencia
del método partiendo de campos aproximados de velocidad más cercanos al buscado luego
del proceso iterativo. En este contexto, el predictor de momento puede expresarse como:
A∗s us =H∗s +R
[
αs, f g·S−
(
αs
ρs
)
f
∇ˆp0·S−
(
1
ρs
∂ps
∂αs
)
f
∇ˆαs ·S
]
(3.92)
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A∗g ug =H∗g +R
[
αg , f g·S−
(
αg
ρg
)
f
∇ˆp0·S
]
(3.93)
donde:
A∗i = Ai +
Ksg
ρi
(3.94)
H∗i =Hi +
Ksg
ρi
u j (3.95)
El lector puede notar que la etapa predictora preserva la misma forma en ambos métodos
de acoplamiento considerados, pero, para PEA, la parte implicita del término de drag debe
ser incluida luego del cálculo de los coeficientes ξi y ζi .
3.3.5. Algoritmo de resolución del modelo completo
Como ya se ha mencionado, el algoritmo PIMPLE es una combinación de SIMPLE y
PISO, lo que permite el acople entre fases y, mediante el uso de factores de sobre-relajación,
reforzar la convergencia del proceso iterativo. La secuencia consiste de los siguientes pasos:
1. Leer los parámetros físicos y numéricos, condiciones de borde y valores de campos
almacenados de iteraciones pasadas.
2. Comenzar el bucle PIMPLE e iterar hasta obtener un determinado nivel de
convergencia.
2.1. Comenzar el bucle de la ecuación de continuidad para la fase sólida hasta obtener
convergencia.
2.1.1. Resolver la ecuación de continuidad de la fase sólida (Ec. (3.73)) usando el
integrador MULES sin la contribución de la presión de sólido al flujo.
2.1.2. Incluir la contribución de la presión de sólido de forma implícita en αs .
2.1.3. Relajar la ecuación de continuidad y resolver para αs , luego calcular αg =
1−αs .
2.2. Calcular Ksg de acuerdo al modelo de drag seleccionado.
2.3. Calcular los coeficientes de la ecuación de energía granular.
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2.4. Relajar y resolver la ecuación de energía granular (Ec. (3.81)).
2.5. Calcular µs y ps de acuerdo al modelo cinético-friccional elegido.
2.6. Ensamblar las matrices de momento de cada fase, agragar los términos explicitos
y resolver el sistema lineal de momento para los predictores de velocidad de fase
(Ecs. (3.92) y (3.93)).
2.7. Comenzar el bucle corrector e iterar hasta obtener convergencia.
2.7.1. Interpolar los coeficientes de la matriz de momento y las fracciones α a las
caras.
2.7.2. Construir el lado derecho de la ecuación de presión y los coeficientes de
difusión, ensamblar y resolver la ecuación de presión (Ec. (3.83)).
2.7.3. Agregar la contribución de presión y corregir los flujos de cada fase (Ec. (3.87)
y (3.88)).
2.7.4. Relajar el campo de presiones.
2.7.5. Reconstruir las velocidades centradas en celda (Ecs. (3.89), (3.90) y (3.91)).
3. Reiniciar la secuencia para el siguiente paso de tiempo.
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Capítulo 4
Conservatividad de las formulaciones del
modelo gas-particulas
En el proceso de resolución de las ecuaciones del modelo de gas y partículas, se
pueden presentar casos particulares que pueden comprometer la estabilidad del método.
Un ejemplo de ello se presenta cuando la fase sólida alcanza fracciones muy bajas (i.e.
αs → 0). En estos casos, la ecuación de momento tiende a una ecuación singular, lo cual
se traduce en soluciones numéricas altamente oscilatorias para el campo de velocidades.
Este comportamiento puede ser tratado de varias maneras. Oliveira et al. [65] proponen
reformular las ecuaciones de momento a una forma no-conservativa, también conocida
como forma fase-intensiva [120, 68]. Sin embargo, las formas no-conservativas pueden
llevar a predicciones inexactas del campo de velocidades cuando hay presencia de ondas
de choque [51, 66].
Como se ha visto, FVM deriva de la forma integral de las ecuaciones de conservación.
Es por esto que, en vistas de obtener una solución débil del problema discreto, el uso
de un método conservativo provee cierto grado de consistencia desde el punto de vista
matemático. El teorema de Lax prueba que, si la aproximación hecha por un método
conservativo converge hacia una función dada a medida que la malla es refinada, entonces
esta función es una solución débil del problema [51]. De hecho, en problemas que
involucran ondas de choque, el uso de métodos conservativos basados en la forma integral
de las leyes de conservación resultan esenciales para predecir correctamente las velocidades
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de las ondas de choque.
En este capítulo, se estudiará el impacto de utilizar distintas formulaciones de la
ecuación de momento, haciendo especial énfasis en el término advectivo, sobre las
soluciones de problemas con presencia de discontinuidades tipo ondas de choque. Las tres
formulaciones a analizar son utilizadas en gran cantidad de códigos computacionales en la
actualidad. 1
4.1. Conservatividad para la ecuación de Bürgers
Aunque no debieran aparecer problemas en el cálculo de funciones suaves, las formas
no-conservativas fallan en converger hacia soluciones débiles cuando se transportan
funciones discontinuas. Para ilustrar este comportamiento, se propone analizar el
transporte unidimensional de una función escalón usando la ecuación de Bürgers:
ut + 1
2
(u2)x = 0 (4.1)
cuya forma discreta resulta:
un+1k = unk −
∆t
∆x
[
1
2
(unk )
2− 1
2
(unk−1)
2
]
(4.2)
Esta ecuación en forma no-conservativa es:
ut +u ux = 0 (4.3)
cuya forma discreta resulta:
un+1k = unk −
∆t
∆x
unk
(
unk −unk−1
)
(4.4)
Puede apreciarse que la forma conservativa predice una velocidad del frente de onda en
mayor concordancia con la solución analítica respecto a la forma no-conservativa. Para un
solo paso de tiempo, la diferencia puede ser cuantificada por:
dI =
(
un+1k
)
C −
(
un+1k
)
NC =
1
2
∆x∆t
(unk −unk−1
∆x
)2
= 1
2
∆x∆t (ux)
2 (4.5)
1Los principales resultados de este capítulo han sido publicados en el trabajo de Venier C.M., Marquez
Damian S. y Nigro N.M. Numerical Aspects of Eulerian gas-particle. Computers and Fluids vol. 133 p. 151-169.
2016. [113]
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donde el subíndice k es el índice de celda, n es el índice de paso de tiempo, el subíndice C
corresponde a la forma conservativa y NC a la forma no-conservativa. Además, el subíndice
x representa la derivada discreta espacial.
Aquí se ha utilizado esquemas Upwind y forward-Euler para la discretización espacial y
temporal respectivamente. Resulta claro que las diferencias en la predicción de la velocidad
se vuelven pequeñas para funciones suaves de la solución. Además, dI ≥ 0, lo que indica que
la formulación no-conservativa siempre da una predicción de la velocidad menor a aquella
obtenida con la forma conservativa.
4.2. Formulación de las ecuaciones de momento
4.2.1. Formulación conservativa
El problema anterior permite pone de manifiesto la importancia de utilizar un método
conservativo para resolver problemas en presencia de ondas de choque. Sin embargo,
cuando se extienden estos conceptos a las ecuaciones de momento del modelo multifásico
Euleriano, existen algunas variantes que deben tenerse en cuenta. La forma conservativa
bajo este modelo puede expresarse como:
∂
∂t
(αi ui )+∇· (αi ui ui )=Ri (4.6)
donde Ri representa todos los términos restantes de la ecuación de cantidad de movimiento.
Este término no juega un rol importante en el presente estudio.
Una práctica común para una posterior implementación computacional es la de restar
de cada ecuación de momento, la correspondiente ecuación de continuidad de cada fase.
Esto se realiza para evitar errores en la solución debida a desbalances de masa [82, 66].
Entonces, la Ec. (4.6) resulta:
∂
∂t
(αi ui )+∇· (αi ui ui )−ui ∂αi
∂t
−ui∇· (αi ui )=Ri (4.7)
La Ec. (4.7) será referenciada como la forma conservativa en los desarrollos subsiguientes.
El segundo y cuarto término es aproximado utilizando FVM de la siguiente manera:∫
V
∇· (αi ui ui )dV −
∫
V
ui∇· (αi ui )dV ≈
∑
f
(αi ui ) f ϕi −ui
∑
f
αi , f ϕi (4.8)
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el cual puede expresarse en forma semi-discreta como:
∂
∂t
(αi ui )−ui ∂αi
∂t
+∑
f
(αi ui ) f ϕi −ui
∑
f
αi , f ϕi =Ri (4.9)
Aquí ui y αi han sido usadas indistintamente para representar las variables en su
forma continua y en su forma discreta centrada en celda. Esta formulación es actualmente
adoptada en muchos códigos computacionales conocidos en la comunidad [30, 120, 100].
En lenguaje de OpenFOAM®, esta formulación se escribe como:
fvVectorMatrix UEqn
(
fvm::ddt(alpha , U)
- fvc::Sp(fvc::ddt(alpha), U)
+ fvc::div(alphaf*phi , U)
- fvc::Sp(fvc::div(alphaf*phi), U)
- fvc::Sp(Rc)
);
Aquí ddt es el operador derivada temporal, Sp es usado para referirse a los términos fuente
reactivos y div es el operador divergencia. El término Rcusualmente representa los términos
difusivos, reactivos y fuente en la ecuación de momento, pero aquí es expresado de forma
condensada en un solo término para favorecer la claridad. Los términos advectivos son
discretizados de forma explicita (a través del operador fvc) para simplificar el análisis
posterior. Además:
surfaceScalarField alpha1f = fvc:: interpolate(alpha1);
surfaceScalarField phi = linearInterpolate(U) & mesh.Sf();
donde el operador interpolate interpola a las caras los valores centrados en celda de
acuerdo al esquema seleccionado. Además, el flujo phi es una interpolación lineal de los
valores de las velocidades en centro de celda.
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4.2.2. Formulación no-conservativa
Por otro lado, la formulación no-conservativa puede obtenerse operando sobre el
segundo y cuarto término de la Ec. (4.7), de modo de arribar a la siguiente forma:
∂
∂t
(αi ui )+αi ui ·∇ui −ui ∂αi
∂t
=Ri (4.10)
La Ec. (4.10) será referenciada como la forma no-conservativa. Esta forma puede
considerarse en algún aspecto como no natural en el marco de métodos numéricos basados
en la forma integral de las ecuaciones de balance. Esto se debe a que en ellos el teorema
de Gauss no simplifica las derivadas espaciales, siendo de esta manera poco utilizada en los
modelos computacionales, con algunas pocas excepciones [95]. La forma semi-discreta de
la Ec. (4.10) es obtenida al considerar:∫
V
αi ui ·∇ui dV ≈αi ui ·
∑
f
Sui , f (4.11)
y así arribar a:
∂
∂t
(αi ui )−ui ∂αi
∂t
+αi ui ·
∑
f
Sui , f =Ri (4.12)
Lo cual puede expresarse en código de OpenFOAM®como:
fvVectorMatrix UEqn
(
fvm::ddt(alpha , U)
- fvc::Sp(fvc::ddt(alpha), U)
+ ((alpha*U) & fvc::grad(U))
- fvc::Sp(Rc)
);
4.2.3. Formulación fase-intensiva
Park [66] ha mostrado las diferencias de utilizar ambas formulaciones (Ecs. (4.9)
y (4.12)) en algunos casos particulares, enfatizando en la importancia de utilizar una
formulación tan conservativa como sea posible para poder predecir de forma correcta
el campo de velocidades. Este análisis es retomado aquí con la incorporación de una
forma no-conservativa más comúnmente adoptada en códigos computacionales: la forma
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fase-intensiva [65, 120]. Esta formulación puede obtenerse reescribiendo el producto escalar
del segundo término de la Ec. (4.10):
∂
∂t
(αi ui )+αi∇· (ui ui )−αi ui (∇·ui )−ui ∂αi
∂t
=Ri (4.13)
La versión semi-discreta de esta formulación es obtenida reescribiendo el segundo y
tercer término de la Ec. (4.13) como:∫
V
αi∇· (ui ui )dV −
∫
V
αi ui (∇·ui )dV ≈αi
∑
f
ui , f ϕi −αi ui
∑
f
ϕi (4.14)
y finalmente
∂
∂t
(αi ui )−ui ∂αi
∂t
+αi
∑
f
ui , f ϕi −αi ui
∑
f
ϕi =Ri (4.15)
que puede ser escrito en código de OpenFOAM®como:
fvVectorMatrix UEqn
(
fvm::ddt(alpha , U)
- fvc::Sp(fvc::ddt(alpha), U)
+ alpha*fvc::div(phi , U)
- (alpha*U)*fvc::div(phi)
- fvc::Sp(Rc)
);
4.2.4. Cuantificación de las diferencias
El análisis hecho para la ecuación de Bürgers puede extenderse a TFM en problemas
unidimensionales como se verá a continuación. Una manera completamente discreta de la
forma conservativa puede obtenerse utilizando un esquema Upwind para la interpolación
en caras y forward-Euler para las derivadas temporales. De esta forma, la Ec. (4.9) resulta:
V
∆t
αnk (u
n+1
k −unk )−
V
∆t
unk (α
n
k −αn−1k )+ (αnun)k+ 12ϕ
n
k+ 12
+ (αnun)k− 12ϕ
n
k− 12
−unkαnk+ 12ϕ
n
k+ 12
−unkαnk− 12ϕ
n
k− 12
=Rnk V
(4.16)
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donde el índice en forma de fracción representa las interpolaciones en caras de los valores
centrados en celda. Entonces:
αnk (u
n+1
k −unk )
(
V
∆t
)
−unk (αnk −αn−1k )
(
V
∆t
)
+αnk unk
(unk+1+unk
2
)(
V
∆x
)
+αnk−1unk−1
(unk +unk−1
2
)(
V
∆x
)
−αnk unk
(unk+1+unk
2
)(
V
∆x
)
−αnk−1unk
(unk +unk−1
2
)(
V
∆x
)
=Rnk V
(4.17)
Esto lleva a una expresión para el siguiente paso de tiempo de la forma:
(
un+1k
)
C = unk
(
2− α
n−1
k
αnk
)
+ ∆t
∆x
1
αnk
Rnk −
∆t
∆x
αnk−1
2αnk
[(
unk
)2− (unk−1)2] (4.18)
El mismo procedimiento puede realizarse para las formulaciones no-conservativas,
obteniendo así:
(
un+1k
)
NC = unk
(
2− α
n−1
k
αnk
)
+ ∆t
∆x
1
αnk
Rnk −
∆t
∆x
unk
(
unk −unk−1
)
(4.19)
(
un+1k
)
PI = unk
(
2− α
n−1
k
αnk
)
+ ∆t
∆x
1
αnk
Rnk −
∆t
∆x
1
2
[(
unk
)2− (unk−1)2] (4.20)
donde el subíndice C corresponde a la forma conservativa, el subíndice NC corresponde a la
forma no-conservativa y el subíndice PI corresponde a la forma fase-intensiva. El índice de
fase ha sido omitido para matener la simplicidad del análisis. El lector puede notar que las
Ecs. (4.18), (4.19) y (4.20) son iguales con excepción del último término. De esta forma, las
diferencias entre estas expresiones estarán dadas por estos términos.
4.3. Tratamiento ante la desaparición de una fase
El límite cuando αs tiende a cero es un detalle que está fuertemente relacionado al
tratamiento de la ecuación de momento dado que, en estas condiciones, las ecuaciones
en su forma conservativa se vuelven singulares. Esto se traduce en un impedimento para
la convergencia del método iterativo.
Este problema puede evitarse especificando que la velocidad de la fase dispersa sea
igual a la de la fase continua en aquellas celdas del dominio discreto en donde la fracción
αs adquiere valores debajo de un cierto valor crítico. Una forma natural de lograr esto es
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preservar la fuerza de drag como único término remanente no-nulo cuandoαs → 0. En estas
condiciones, la ecuación de momento para dicha fase resulta:
Ksg
ρs
(ug −us)= 0 (4.21)
Si Ksg 6= 0, entonces us = ug , lo cual puede ser garantizado (por ejemplo utilizando el
modelo de Wen-Yu) mediante:
Ksg = 0,75
Cdαs,lowα
−1,65
g ρg
dp
max(|ug−us|,Ur,low) (4.22)
donde αs,low y Ur,low son algunos valores mínimos para evitar expresiones singulares. Este
método está actualmente implementado en OpenFOAM®[120]. Sin embargo, a pesar de que
este método puede ser considerado físicamente adecuado (la velocidad de la fase dispersa
tiende a la de la fase continua a medida que la fracción de fase dispersa se acerca a cero),
presenta desventajas. Por ejemplo, en un problema de lechos fluidizados, las partículas en
muy bajas concentraciones adquieren la velocidad del gas y terminan saliendo del dominio
generando una pérdida de masa sólida.
Otra alternativa para evitar una ecuación de momento singular sin los problemas
mencionados, es calcular us a partir de un balance entre las fuerzas de drag, flotación y
esfuerzos normales. Esto lleva a una ecuación de momento que puede ser escrita como:
0=−αs,low
ρs
∇p− 1
ρs
∇ps(αs,low)+αs,lowg+
Ksg (αs,low)
ρs
(ug −us) (4.23)
La forma fase-intensiva, en este sentido, tiene relativamente algunas ventajas siguiendo
el procedimiento de Oliveira et al. [65]. Aquí, los primeros dos términos de las Ecs. (4.9),
(4.12) y (4.15) pueden ser reescritos como:
∂
∂t
(αi ui )−ui ∂αi
∂t
=αi ∂ui
∂t
(4.24)
Esto permite dividir cada uno de los términos de la Ec. (4.10) por αs de modo de aislar
la singularidad solo al tensor de tensiones sólido que resulta proporcional a ∇αs/αs y puede
limitarse mediante manipulación numérica.
Aquí, para mantener las mismas condiciones y poder realizar comparaciones entre las
distintas formas de tratamiento del término advectivo en el modelo continuo, se adopta un
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criterio único. Este consiste en ajustar la velocidad de sólido a cero cuando la fracción αs
adquiere valores por debajo de un valor crítico mínimo. Sumado a esto, dado que diferentes
formulaciones del término transitorio también pueden contribuir a las diferencias entre
las predicciones numéricas, estos términos serán formulados tal como son presentados en
la Ec. (4.24). Esto se realiza para mantener el foco del análisis entre las distintas posibles
formulaciones del término advectivo.
4.4. Validación en casos prácticos
4.4.1. Problema de Dam Break para ecuaciones de Shallow Water
Para ilustrar la precisión relativa de los 3 métodos mencionados, se considerará un
problema unidimensional de Dam Break. Aquí se utilizarán las ecuaciones de Shallow Water
para predecir el campo de velocidades u y α, siendo este último el nivel de líquido (este
cumple un rol similar al de la fracción de fase en TFM).
∂α
∂t
+ ∂
∂x
(αu)= 0 (4.25)
∂
∂t
(αu)+ ∂
∂x
(αu2)+ ∂
∂x
(
1
2
gα2
)
= 0 (4.26)
con las siguientes condiciones iniciales:
u = 0, x ∈ (−5;5)
α=

3, x ∈ (−5;0)
1, x ∈ [0;5)
(4.27)
Este modelo es mucho más simple que el modelo tridimensional de dos fases, sin
embargo, permite obtener una solución analítica para comparar con las predicciones
numéricas. Esto puede realizarse mediante un análisis de autovalores, lo cual lleva a una
expresión para la velocidad del frente de onda dada por s = u+ gα [51]. Esta solución, para
un dado instante de tiempo y para las distintas formulaciones del término advectivo, puede
apreciarse en la Fig. 4.1. Aquí, una onda de rarefacción viaja hacia la izquierda mientras una
onda de choque viaja hacia la derecha. Puede apreciarse que para variaciones suaves del
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campo transportado (por ejemplo en la onda de rarefacción), no se aprecian diferencias
entre las distintas formulaciones. Sin embargo, en la zona de la onda de choque, la forma
conservativa predice resultados más precisos.
−4 −2 0 2 4
x [m]
0
0.2
0.4
0.6
0.8
1
u 
[m
/s
]
analytical solution
conservative form
nonconservative form
phase-intensive form
Solución analítica
F rma conservativa
F rma no-conser ativa
Forma fase-i tensiva
−4 −2 0 2 4
x [m]
Figura 4.1: Nivel de líquido y velocidad en t = 2 s para las diferentes formulaciones
Las diferencias entre las soluciones de las distintas formulaciones consideradas, pueden
ser cuantificadas para un dado paso de tiempo mediante la sustracción de la Ec. (4.18), Ec.
(4.19) y Ec. (4.20) unas con otras:
dC−PI = 1
2
∆x∆t
(
1
αnk
)[(
unk
)2− (unk−1)2
∆x
](
αnk −αnk−1
∆x
)
= 1
2
∆x∆t
(
1
α
)
αx (u
2)x (4.28)
dPI−NC = 1
2
∆x∆t
(unk −unk−1
∆x
)2
= 1
2
∆x∆t (ux)
2 (4.29)
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dC−NC = dC−PI +dPI−NC = 1
2
∆x∆t
[(
1
α
)
αx (u
2)x + (ux)2
]
(4.30)
Aquí pueden realizarse varias observaciones de estas expresiones. En todos los casos,
estas diferencias se incrementan cuando hay presencia de discontinuidades en los campos
u y α. El lector puede notar que la Ec. (4.29) es igual a la Ec. (4.5). Esto es esperable
dado que los términos advectivos para TFM y la ecuación de Bürgers son iguales,
excepto por la presencia de αi . Sin embargo, como resulta claro de la Ec. (4.29), este
campo no tiene un impacto sobre las diferencias entre las predicciones de velocidad de
la forma fase-intensiva y la forma no-conservativa. Además, esta expresión es siempre
positiva cuando el campo de velocidades varía, lo que implica que, para un problema
unidimensional, la forma fase-intensiva siempre predice una velocidad del frente de onda
mayor a la de la forma no-conservativa. El análisis de las Ecs. (4.28) y (4.30), sin embargo,
no es directo. Las diferencias entre las formulaciones no-conservativas con respecto a la
formulación conservativa tienen impacto sobre las variaciones del campoα. Es por esto que
estas expresiones toman valores tanto positivos como negativos dependiendo del signo de
los saltos relativos de los campos u y α.
La forma fase-intensiva ha sido muy adoptada en códigos multifásicos dada su robustez
para tratar problemas con desaparición de fases, pero poco se ha discutido en la literatura
acerca de su precisión respecto al uso de formulaciones conservativas. Park et al. [66] ha
analizado las diferencias entre la forma conservativa y la forma no-conservativa mediante
su aplicación en ejemplos prácticos. Sin embargo, como se muestra en la Ec. (4.29), las
diferencias entre la forma fase-intensiva y la forma no-conservativa pueden también ser
muy significativas. De hecho, dependiendo del caso estudiado, la forma fase-intensiva puede
predecir resultados más cercanos a la forma conservativa que los propios de la forma
no-conservativa (como se expuso en el ejemplo anterior). En general:
si αx(u
2)x ≥ 0 =⇒ |dC−NC | ≥ |dC−PI | (4.31)
lo que significa que, con respecto a la forma conservativa de la solución de velocidad,
la forma fase-intensiva dará un resultado más preciso que la forma no-conservativa. Sin
embargo, esto no está garantizado cuando α y u2 tienen variaciones opuestas. En estas
condiciones, pequeños valores de αx con respecto a ux pueden favorecer la precisión de
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la forma fase-intensiva dado que:
l´ım
αx→0
|dC−PI | = 0 (4.32)
y:
l´ım
αx→0
|dC−NC | = |dPI−NC | (4.33)
La diferencia entre las predicciones de velocidad de cada formulación ha sido establecida
y cuantificada para una dada discretización en un problema unidimensional. Los siguientes
casos permitirán ilustrar como surgen estas diferencias en problemas bidimensionales,
donde las ondas de choque son transportadas en múltiples direcciones. Las mismas
conclusiones pueden ser extendidas a estos problemas al considerar que el sistema discreto
puede expresarse como:
A
u
v
n+1 =B{C ,NC ,PI }
u
v
n +
ru
rv
 (4.34)
donde A y B son matrices de discretización, u y v son los vectores velocidad que contienen
los valores en celdas de las componentes horizontales y verticales respectivamente y
ru y rv contienen los términos fuente de cada componente. Siguiendo las mismas
discretizaciones explicitas en tiempo como en el caso unidimensional, son esperables
diferentes predicciones de velocidad debido a la matriz de coeficientes B, que resulta de
los distintos procedimientos de discretización dado por las Ecs. (4.9), (4.12) y (4.15).
A diferencia del caso unidimensional de Dam Break, en los siguientes ejemplos no se
dispone de una solución analítica. No obstante, aún existen características de la solución
que pueden ser tenidas en cuenta para determinar los niveles relativos de precisión de cada
formulación (i.e. análisis de convergencia en malla, datos experimentales, etc.).
4.4.2. Problema de inestabilidad de Rayleigh-Taylor
El problema de instabilidad de Rayleigh-Taylor será analizado y resuelto por medio del
TFM. El problema consiste en dos fases que se encuentran inicialmente segregadas en un
recinto vertical. La fase más densa se encuentra en fase pura en la región superior del
dominio como se puede apreciar en la Fig. 4.2. Una pequeña perturbación inicial en la
interfase (descripta por la Ec. (4.35)) se verá amplificada debido al efecto de la gravedad
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y a la diferencia de densidades de ambas fases. Los parámetros físicos del problema son
ρs = 10,0 kg/m3, ρg = 1,0 kg/m3, νs = νg = 0,01 m2/s y el dominio es un contenedor
rectangular de 1m × 5m. Las dos fases son modeladas como fluidos, es decir, no se utilizan
los modelos reológicos de cierre basados en KTGF-FT.
δ0 =−0,001
[
cos
(
2pix
L
−pi
)
+1
]
+4,5 (4.35)
Para este problema, se consideran los siguientes refinamientos de malla: 32× 160 (4x),
64×320 (2x), 128×640 (1x), 256×1280 (1/2x) y 512×2560 (1/4x).
El crecimiento inicial de la amplitud de la interfase [89] estará dado por:
δ= δ0 cosh(γt ) (4.36)
donde γ=√A gλ, A = ρs −ρg
ρs +ρg
es el número de Atwood y λ número de onda.
Durante la etapa de evolución lineal, se obtiene un buen nivel de concordancia entre la
simulación y las predicciones teóricas para una malla de 1x (Fig. 4.3).
t = 0s t = 0.25s t = 0.5s t = 0.75s t = 1s t = 1.25s t = 1.5s t = 1.75s t = 2s
Figura 4.2: Evolución de la interfase en el problema de Rayleigh-Taylor
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Figura 4.3: Crecimiento de la amplitud de la interfase simulada respecto a la predicción lineal
La comparación entre la formulación conservativa y no-conservativa se realiza
utilizando interpolaciones con esquemas tipo Upwind y un tratamiento explicito de los
término advectivos. La solución tiende a diferir en las etapas más avanzadas, donde no
se dispone de solución teórica. Sin embargo, la precisión de cada formulación puede ser
estudiada mediante un análisis de convergencia en malla. La Fig. 4.4 muestra la forma de la
interfase para diferentes refinamientos de malla en t = 1,5 s.
forma conservativa
forma no-conservativa
forma fase-intensiva
2x 1x 1/2x 1/4x
5
4.5
4
3.5
3
Figura 4.4: Lineas de contorno (αg = 0,5) para diferentes refinamientos de malla y
formulaciones en t = 1,5 s
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Al analizar la Fig. 4.5, resulta claro que todas las formulaciones tienden a la misma
solución mientras la malla es refinada, pero la forma conservativa siempre predice
crecimientos más veloces de la interfase y tiene mayor concordancia con la solución
convergida en malla. Además, la forma conservativa predice, para una malla gruesa de 1x,
una amplitud similar a las predicciones de las formulaciones no-conservativas con la malla
más fina (1/4x). Es por ello que la adopción de una forma conservativa puede ser utilizada
para minimizar costos computacionales cuando el interés radica en predecir el avance de la
interfase.
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Figura 4.5: Amplitud de la interfase para diferentes formulaciones y refinamiento de malla
4.4.3. Crecimiento de una burbuja en un lecho fluidizado de partículas
A continuación se analizará un problema de crecimiento de una burbuja de aire en un
lecho fluidizado de partículas. Este problema es bidimensional y consiste en la inyección
de aire por la parte inferior de un contenedor que esta parcialmente lleno con partículas en
estado de mínima fluidización (Fig. 4.6). Los parámetros geométricos y físicos están basados
en el experimento de Kuipers et al. [48] y se encuentran detallados en la Tabla 4.1.
Patil et al. [73] han puesto en evidencia la necesidad de tener en cuenta efectos
friccionales como contribución al tensor de tensiones sólido para predecir correctamente
la forma de la burbuja y la expansión del lecho. Sumado a esto, Passalacqua et al. [69]
han mostrado que los modelos tradicionalmente utilizados de efectos friccionales fallan al
momento de predecir correctamente el diámetro de burbuja. En su trabajo, muestran como
92 4. Conservatividad de las formulaciones
esto puede remediarse haciendo uso de un modelo modificado de Srivastava-Sunderasan
(con αs,min = 0,63 y αs,max = 0,65).
Respecto al caso anteriormente visto, este problema introduce la complejidad de la
interacción de partículas al análisis de conservatividad. La evolución del crecimiento de la
burbuja hasta su desprendimiento de la boca de entrada puede apreciarse en la Fig. 4.7.
H
hb
W
g
UJET
UMIN
Figura 4.6: Esquema del problema de crecimiento de burbuja en lecho fluidizado
t = 0s t = 0.25s t = 0.1s t = 0.15s t = 0.2s t = 0.25s
Figura 4.7: Evolución transitoria del crecimiento de una burbuja en un lecho fluidizado
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Parámetro Valor
Densidad del gas 1,2 kg/m3
Viscosidad del gas 1,84×10−5 Pa s
Densidad de sólidos 2660 kg/m3
Diámetro de partículas 500×10−6 m
Coeficiente de restitución 0,95
Ancho (W) 0,57 m
Alto (H) 1,0 m
Altura inicial del lecho (hb) 0,5 m
Espesor del inyector del jet (wJET) 0,015 m
Malla 152×200 cells
Paso de tiempo 1,0×10−4 s
Modelo de drag Gidaspow
Modelo de viscosidad friccional Srivastava and Sunderasan
Límite de empaquetamiento 0,65
Fracción mínima de efectos friccionales 0,63
Velocidad de entrada del jet (UJET) 10,0 m/s
Velocidad de fluidización (UMIN) 0,25 m/s
Fracción inicial del lecho 0,598
Tabla 4.1: Modelos y parámetros involucrados
La Fig. 4.8 muestra las diferencias entre formulaciones en términos de forma de la
burbuja y tiempo de desprendimiento. Puede apreciarse que la forma fase-intensiva predice
una burbuja más estirada y puntiaguda, mientras que la forma no-conservativa predice una
burbuja más redondeada. La forma conservativa predice una forma intermedia respecto a
estas últimas. Además, distintos refinamientos de malla han sido propuestos y, basándose
en la Tabla 4.2, puede apreciarse que la forma conservativa predice el menor tiempo de
desprendimiento y la mayor concordancia con los resultados experimentales de la literatura
[48].
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forma conservativa
forma no-conservativa
forma fase-intensiva
1
0.8
0.6
0.4
0.2
0
0 0.7
(a) (b) (c)
Figura 4.8: Forma de la burbuja en t= 0,22 s para (a) la forma conservativa, (b) la forma
no-conservativa y (c) la forma fase-intensiva
Experimento 0,170 s
Refinamiento de malla C NC PI
1/2x (304×400 celdas) 0,176 s − 0,201 s
1x (152×200 celdas) 0,182 s 0,182 s 0,205 s
2x (76×100 celdas) 0,180 s 0,196 s 0,194 s
4x (38×50 celdas) 0,182 s 0,200 s 0,198 s
Tabla 4.2: Tiempo de desprendimiento para distintas mallas y distintas formulaciones
4.4.4. Lecho de partículas uniformemente fluidizado
En el siguiente problema, se estudiará el efecto de las distintas formulaciones en un lecho
de partículas uniformemente fluidizado en régimen burbujeante (Fig. 4.9). Aquí se ha dejado
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de lado la forma no-conservativa ya que ha mostrado resultados altamente imprecisos en los
problemas anteriormente vistos. Aquí se estudiarán los resultados para la forma conservativa
y la forma fase-intensiva con los parámetros descriptos en la Tabla 4.3.
Parámetro Valor
Densidad de gas 1,4 kg/m3
Viscosidad de gas 1,8×10−5 Pa s
Densidad de sólidos 2500 kg/m3
Diámetro de partículas 350 µm
Coeficiente de restitución entre partículas 0.8
Ancho (W) 0,138 m
Alto (H) 1 m
Altura del lecho inicial (hb) 0,2 m
Malla 14×100 cells
Paso de tiempo 1,0×10−4 s
Tiempo de simulación físico 30 s
Discretización temporal 2do orden implícito
Interpolación de divergencia Diferencias centradas
Modelo de drag Gidaspow
Condición de borde para la velocidad Johnson-Jackson (ver Apéndice D)
Condición de borde para la energía granular Johnson-Jackson (ver Apéndice D)
Velocidad de gas de entrada (UIN) 0,54 m/s
Presión exterior 0 Pa
Fracción de sólido inicial 0,58
Tabla 4.3: Parámetros generales para el problema de lecho fluidizado
Las Figs. 4.10, 4.11 y 4.12 muestran distribuciones de partículas y velocidades verticales
de partículas promediadas en el tiempo. Pueden apreciarse ligeras diferencias en la
concentración de partículas en la región superior del lecho. Sin embargo, las diferencias son
mínimas en la zona media y la expansión del lecho se encuentran en concordancia en ambas
formulaciones.
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H
hb
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g
UIN
Figura 4.9: Esquema de lecho fluidizado burbujeante
0 0,069 0,138
x [m]
0,2
0,3
0,4
0,5
0,6
0,7
F
ra
cc
ió
n
 s
ó
li
d
a 
p
ro
m
ed
ia
d
a 
en
 e
l 
ti
em
p
o
forma conservativa
forma fase-intensiva
Figura 4.10: Fracción α media en y= 0,16 m para diferentes formulaciones
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A diferencia de los casos vistos hasta aquí, en este problema, la formación de burbujas,
crecimiento y coalescencia inducen ondas de choque en mútliples direcciones. Debido a
esto, la práctica de promediado temporal tiende a mitigar las diferencias substanciales entre
las predicciones de las diferentes formulaciones de los términos advectivos.
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                      Fracción sólida promediada en el tiempo
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Figura 4.11: Velocidad vertical de partículas media en y= 0,16 m
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Figura 4.12: Fracción α media sobre el eje vertical para diferentes formulaciones
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4.5. Análisis de los resultados
El estudio de las distintas formulaciones del término advectivo de las ecuaciones de
momento ha puesto de manifiesto varios aspectos a tener en cuenta.
En el análisis unidimensional de problemas con soluciones analíticas, se han
cuantificado las diferencias para los distintos esquemas de discretización. Aquí se ha
observado que la forma fase-intensiva siempre predice una mayor velocidad del frente
de onda de choque respecto a la forma no-conservativa y su diferencia con la predicción
de la forma conservativa depende de las variaciones relativas de α y u. También se ha
discutido acerca de las condiciones en las que se minimizan estas diferencias. Luego, este
análisis ha sido extendido a problemas bidimensionales. En particular, en el problema de
inestabilidad de Rayleigh-Taylor, se ha visto que la adopción de una forma conservativa
resulta en un ahorro de los costos computacionales al permitir el uso de mallas gruesas
con resultados de la misma precisión que con formulaciones no-conservativas en mallas
significativamente más finas. Luego, en el problema de crecimiento de una burbuja en
un lecho fluidizado, se ha visto que todas las formulaciones predicen formas de burbuja
distintas, siendo la formulación conservativa la de mayor similitud respecto a los resultados
experimentales en términos de tiempos de desprendimiento. Finalmente, en un problema
de un lecho uniformemente fluidizado de partículas, se ha visto que el uso de formulaciones
conservativas y no-conservativas dejan de tener relevancia sobre los resultados de variables
promediadas en el tiempo, lo que es una práctica usual en este tipo de problemas. De estos
análisis resulta:
El uso de una forma conservativa resulta esencial para problemas transitorios con
presencia de discontinuidades tipo ondas de choque (los cuales pueden encontrarse
en múltiples problemas multifásicos en la realidad). La implementación de esta
formulación debe hacerse conforme a un apropiado tratamiento de las ecuaciones
ante las condiciones de desaparición de fase.
El uso de una forma no-conservativa no es recomendada dado que no predice
correctamente el campo de velocidades en gran parte de las aplicaciones en problemas
multifásicos.
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El uso de la forma fase-intensiva predice campos de velocidades de baja precisión
para problemas que evolucionan en el tiempo y en presencia de discontinuidades tipo
ondas de choque. Sin embargo, para el análisis de distribuciones promediadas en el
tiempo, tiene un desempeño aceptable comparado con la formulación conservativa.
Además, los problemas relacionados con la desaparición de fases pueden ser
manipulados fácilmente mediante el uso de esta formulación.
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Capítulo 5
Estabilidad de algoritmos segregados a
una fase
El modelo computacional de gas y partículas propuesto es resuelto por métodos
segregados para el acople entre presión y las velocidades de cada fase. Los métodos
segregados se basan en tratar parte de las ecuaciones a resolver de forma explícita, lo
que puede generar problemas de estabilidad y convergencia del método iterativo. Para
determinar bajo que condiciones se puede ver comprometida la estabilidad del modelo,
se propone comenzar el estudio de problemas a una fase por medio de técnicas de
descomposición de Fourier. En el siguiente capítulo, se extenderá la técnica propuesta a
problemas más complejos con acoplamientos entre fases.
A continuación, se presenta el método de descomposición de Fourier (o von Neumann)
[32] aplicado a varias variables, para luego determinar rangos de estabilidad en problemas
unidimensionales. Posteriormente, se comparan los costos del método PISO en relación a
otros métodos de la familia SIMPLE para niveles de amplificación dados y se extiende el
análisis a problemas bidimensionales. Esto sienta las bases para determinar criterios de
estabilidad para distintos métodos de acoplamiento segregados con distintos niveles de
implicitud 1. El uso de esta técnica para el análisis de problemas con más de un campo
incógnita está inspirado en el trabajo de Miller [60] para métodos segregados estacionarios.
1Los principales resultados de este capítulo han sido publicados en el trabajo de Venier C.M., Pairetti C.I.,
Marquez Damian S. y Nigro N.M. On the stability analysis of the PISO algorithm. Computers and Fluids vol. 147
p. 25-40. 2017. [114]
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5.1. Análisis de estabilidad por el método de Fourier
Para analizar la estabilidad de los métodos de acoplamiento presión-velocidad
segregados (e.g. SIMPLE y PISO), se parte del siguiente sistema correspondiente a la
discretización de la ecuación de momento del continuo (Ec. (3.10)) en un dominio de FVM
bidimensional en una malla uniforme y estructurada como se muestra en la Fig. 5.1.
Figura 5.1: Molécula de celdas para una discretizacion uniforme 2D por FVM
(bP +aP )u∗P +
∑
N B
aN B u
∗
N B = bP u0P −VP (∇ˆx p)P (5.1)
(bP +aP )v∗P +
∑
N B
aN B v
∗
N B = bP v0P −VP (∇ˆy p)P (5.2)
Aquí puede notarse una clara similitud con la Ec. (3.22), con la diferencia de que en este
caso no se consideran términos fuentes y la ecuación de momento se expresa mediante 2
ecuaciones escalares, una por cada componente de la velocidad u: u y v . Se debe recordar
que el coeficiente bP = VP
∆t
correspondiente a la discretización del término temporal y los
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coeficientes aP y aN B correspondientes a la discretización de los términos advectivos y
difusivos. En particular, los subíndices en letras minúsculas se refieren a valores en caras,
mientras que los subíndices con mayúsculas se refieren a valores en centros de celdas. Por
otro lado, ∇ˆx y ∇ˆy son los operadores gradiente discretos en cada dirección Cartesiana.
Por simplicidad del análisis, se considera un esquema temporal tipo backward Euler y
un esquema Upwind para los términos de advección y así garantizar un comportamiento
estable de la solución del sistema lineal de cada ecuación.
Basado en la discretización propuesta, la etapa predictora de momento puede expresarse
como:
(bP +aP )u∗P +aW u∗W +aE u∗E +aSu∗S +aN u∗N = bP u0P −
Sx
2
(p0E −p0W ) (5.3)
(bP +aP )v∗P +aW v∗W +aE v∗E +aS v∗S +aN v∗N = bP v0P −
Sy
2
(p0N −p0S) (5.4)
p∗P = p0P (5.5)
El paso siguiente, común a los métodos segregados presentados, es la etapa correctora,
compuesta por el ensamble y resolución de la ecuación de presión (Ecs. (3.20) y (3.24)) y
la corrección explicita de la velocidad (Ecs. (3.21) y (3.25)). Para ello, cabe recordar que la
conservación de la masa indica:
∇·u= 0 =⇒ ∑
nb
u∗∗nb ·Snb = 0 (5.6)
donde la divergencia se computa como la suma de flujos sobre las caras nb. Entonces, las
correcciones de velocidad pueden expresarse como:
u∗∗P =−
1
(bP +aP )
(aW u
∗
W +aE u∗E +aSu∗S +aN u∗N )+
bP
(bP +aP )
u0P −
VP
(bP +aP )
(∇ˆx p∗∗)P (5.7)
v∗∗P =−
1
(bP +aP )
(auW v
∗
W +aE v∗E +aS v∗S +aN v∗N )+
bP
(bP +aP )
v0P −
VP
(bP +aP )
(∇ˆy p∗∗)P (5.8)
El lector puede notar que, para satisfacer exactamente la ecuación de momento discreta,
u∗∗ y v∗∗ deberían ser empleados para los campos de velocidad en celdas vecinas. Este
tratamiento es propio de los métodos segregados. En particular, el método SIMPLE busca
mitigar este desfasaje mediante el uso de factores de sobre-relajación, mientras que el
método PISO busca minimizarlas mediante el uso de múltiples pasos correctores [62].
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Las Ecs. (5.7) y (5.8) pueden incorporarse en la Ec. (5.6) y obtener así una expresión para
la ecuación de presión dada por:
∑
nb
[
VP
(bP +aP )
∇ˆp∗∗
]
nb
·Snb =
∑
nb
[
H˜P (u
∗
N B ,u
0
P )
]
nb ·Snb (5.9)
o bien:
VP
(bP +aP )
[(∇ˆp∗∗)e ·Se + (∇ˆp∗∗)w ·Sw + (∇ˆp∗∗)n ·Sn + (∇ˆp∗∗)s ·Ss]=[
H˜P (u
∗
N B ,u
0
P )
]
e ·Se +
[
H˜P (u
∗
N B ,u
0
P )
]
w ·Sw +
[
H˜P (u
∗
N B ,u
0
P )
]
n ·Sn +
[
H˜P (u
∗
N B ,u
0
P )
]
s ·Ss
(5.10)
donde:
H˜P (u
∗
N B ,u
0
P )=−
∑
N B
auN B
(bP +aP )
u∗N B +
bP
(bP +aP )
u0P (5.11)
Además, si se considera una malla uniforme y con flujos constantes, los coeficientes
resultan:
aP = (aP )E = (aP )W = (aP )N = (aP )S
aN B = (aN B )E = (aN B )W = (aN B )N = (aN B )S
(5.12)
Entonces, incluyendo la Ec. (5.11) en (5.10) y usando valores centrados en cara para el
cálculo del gradiente de presión, se puede obtener la siguiente expresión:
(Sx)
2(p∗∗E −2p∗∗P +p∗∗W )+ (Sy )2(p∗∗N −2p∗∗P +p∗∗S )=
Sx
2
[
(aE −aW )u∗P −aE u∗EE +aW u∗W W −aN u∗E N −aSu∗SE +aN u∗NW +aSu∗W S +bP (u0E −u0W )
]
Sy
2
[
(aN −aS)v∗P −aN v∗N N +aS v∗SS −aE v∗E N +aE v∗SE −aW v∗NW +aW v∗W S +bP (v0N − v0S)
]
(5.13)
La resolución de la Ec. (5.13) no presenta problemas de inestabilidades tipo
“checkerboard” debido a la forma de calcular el gradiente de presión de forma compacta.
Esto está relacionado a la corrección de Rhie-Chow [79]. Un análisis más detallados se
describe en el Apéndice B.
Una vez obtenida la presión, se corrigen explícitamente las componentes de la velocidad
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haciendo uso de las Ecs. (5.7) y (5.8):
u∗∗P =−
1
(bP +aP )
(aW u
∗
W +aE u∗E +aSu∗S +aN u∗N )+
bP
(bP +aP )
u0P −
Sx
2(bP +aP )
(p∗∗E −p∗∗W )
(5.14)
v∗∗P =−
1
(bP +aP )
(aW v
∗
W +aE v∗E +aS v∗S +aN v∗N )+
bP
(bP +aP )
v0P −
Sy
2(bP +aP )
(p∗∗N −p∗∗S )
(5.15)
El análisis de estabilidad de Fourier (también conocido como estabilidad de von
Neumann) aplicado a métodos segregados busca determinar la amplificación del error entre
iteraciones mediante una comparación de los coeficientes de la descomposición de Fourier
de cada campo incógnita. En forma vectorial, se puede expresar:

εu
εv
εp

k
=

u
v
p

n+1
−

u
v
p

k
=
pi∑
θ=−pi

αu
αv
αp

k
exp
[
i
(
θx
x
∆x
+θy y
∆y
)]
(5.16)
donde ε son los errores de los campos variable,α son denominados coeficientes de Fourier, k
es el indice de iteración y n indica el paso de tiempo actual, siendo n+1 la solución exacta del
sistema algebraico. La frecuencia de la descomposición da un conjunto de valores discretos
de θ, con θ j = pi
N j
y siendo N j el numero de celdas en la dirección j . Para poder realizar
la descomposición descripta, se debe contar con condiciones de borde cíclicas de todos los
campos incógnita. Esta es una de las hipótesis del método, que difícilmente pueda cumplirse
en problemas prácticos.
El factor de amplificación se define con la relación β(θx ,θy )=
αk+1(θx ,θy )
αk (θx ,θy )
y la condición
max
[
β(θx,θy)
] ≤ 1 debe satisfacerse para todas las frecuencias para garantizar estabilidad
del esquema numérico. Esta es la condición de von Neumann [32] para problemas con
múltiples variables.
Siguiendo las Ecs. (5.1), (5.2), (5.10), (5.14) y (5.15), correspondientes al paso predictor
de momento y el paso corrector, y teniendo en cuenta que todas estas ecuaciones deben
verificarse para un+1, vn+1 y pn+1, se puede arribar a un conjunto de ecuaciones para los
errores ε para cada paso del método segregado. En particular, para el predictor de momento
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se tiene:
(bP +aP )(εu)∗P +aW (εu)∗W +aE (εu)∗E +aS(εu)∗S +aN (εu)∗N = bP (εu)0P −
Sx
2
[
(εp )
0
E − (εp )0W
]
(5.17)
(bP +aP )(εv )∗P +aW (εv )∗W +aE (εv )∗E +aS(εv )∗S +aN (εv )∗N = bP (εv )0P −
Sy
2
[
(εp )
0
N − (εp )0S
]
(5.18)
mientras que la ecuación de presión para el error es:
(Sx)
2 [(εp )∗∗E −2(εp )∗∗P + (εp )∗∗W ]+ (Sy )2 [(εp )∗∗N −2(εp )∗∗P + (εp )∗∗S ]=
Sx
2
[
(aE −aW )(εu)∗P −aE (εu)∗EE +aW (εu)∗W W −aN (εu)∗E N −aS(εu)∗SE +aN (εu)∗NW +aS(εu)∗W S
]
+ Sy
2
[
(aN −aS)(εv )∗P −aN (εv )∗N N +aS(εv )∗SS −aE (εv )∗E N +aE (εv )∗SE −aW (εv )∗NW +aW (εv )∗W S
]
+ Sx
2
bP [(εu)
0
E − (εu)0W ]+
Sy
2
bP [(εv )
0
N − (εv )0S]
(5.19)
y la corrección explícita de la velocidad resulta:
(εu)
∗∗
P =−
1
(bP +aP )
(aW (εu)
∗
W +aE (εu)∗E +aS(εu)∗S +aN (εu)∗N )
+ bP
(bP +aP )
(εu)
0
P −
Sx
2(bP +aP )
[
(εp )
∗∗
E − (εp )∗∗W
] (5.20)
(εv )
∗∗
P =−
1
(bP +aP )
(aW (εv )
∗
W +aE (εv )∗E +aS(εv )∗S +aN (εv )∗N )
+ bP
(bP +aP )
(εv )
0
P −
Sy
2(bP +aP )
[
(εp )
∗∗
N − (εp )∗∗S
] (5.21)
Ahora bien, reemplazando los campos error por medio de la Ec. (5.16) para un dado
grupo de frecuencias (θx ,θy ), las Ecs. (5.17) y (5.18) resultan:
α∗u =
(
P−1u bP
)
α0u +
[−P−1u i Sx sen(θx)] α0p (5.22)
α∗v =
(
P−1u bP
)
α0v +
[−P−1u i Sy sen(θy )] α0p (5.23)
siendo:
Pu = (aP+bP )+P ′u , P ′u = aE exp(iθx)+aW exp(−iθx)+aN exp(iθy )+aS exp(−iθy ), (5.24)
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En el paso predictor, la presión no sufre modificaciones. Es por esto que, para cada
frecuencia, los coeficientes de Fourier no se ven alterados:
α∗p =α0p (5.25)
Aplicando la misma metodología para la ecuación de presión, los coeficientes de Fourier
son obtenidos aplicando la Ec. (5.16) en la Ec. (5.19), obteniendo así:
α∗∗p =[−P−1P P ′u Sx i sen(θx)]α∗u + [−P−1P P ′u Sy i sen(θy )]α∗v
+ [P−1P bP Sx i sen(θx)]α0u + [P−1P bP Sy i sen(θy )]α0v
(5.26)
donde:
PP = 2(Sx)2[cos(θx)−1]+2(Sy )2[cos(θy )−1] (5.27)
Finalmente, los coeficientes de Fourier de la corrección explicita de la velocidad se
obtienen de forma similar de las Ecs. (5.20) y (5.21):
α∗∗u =
[
− P
′
u
(bP +aP )
]
α∗u +
[
bP
(bP +aP )
]
α0u +
[
− Sx i
(bP +aP )
sen(θx)
]
α∗∗p (5.28)
α∗∗v =
[
− P
′
u
(bP +aP )
]
α∗v +
[
bP
(bP +aP )
]
α0v +
[
− Sy i
(bP +aP )
sen(θy )
]
α∗∗p (5.29)
Estas expresiones pueden reescribirse independientes de α∗∗p aplicando la Ec. (5.26)
sobre las Ecs. (5.28) y (5.29) para obtener:
α∗∗u =
{
− P
′
u
(bP +aP )
[
1+ (Sx)2 P−1P sen(θx)2
]}
α∗u
+
{
− P
′
u
(bP +aP )
[Sx Sy P
−1
P sen(θx) sen(θy )]
}
α∗v
+
{
bP
(bP +aP )
[
1+ (Sx)2 P−1P sen(θx)2
]}
α0u
+
{
bP
(bP +aP )
[Sx Sy P
−1
P sen(θx) sen(θy )]
}
α0v
(5.30)
α∗∗v =
{
− P
′
u
(bP +aP )
[
1+ (Sy )2 P−1P sen(θy )2
]}
α∗v
+
{
− P
′
u
(bP +aP )
[Sy Sx P
−1
P sen(θy ) sen(θx)]
}
α∗u
+
{
bP
(bP +aP )
[
1+ (Sy )2 P−1P sen(θy )2
]}
α0v
+
{
bP
(bP +aP )
[Sy Sx P
−1
P sen(θy ) sen(θx)]
}
α0u
(5.31)
108 5. Estabilidad de algoritmos segregados a una fase
Basandose en las relaciones entre coeficientes de Fourier, se puede obtener la forma
matricial de la secuencia de amplificación. La amplificación para el paso predictor de
momento puede expresarse como: 
αu
αv
αp

∗
=A1

αu
αv
αp

0
(5.32)
y para el paso corrector como:
αu
αv
αp

∗∗
=A2

αu
αv
αp

∗
+A3

αu
αv
αp

0
(5.33)
donde:
A1 =

a1 0 c1
0 e1 f1
0 0 1
 A2 =

a2 b2 0
d2 e2 0
g2 h2 0
 A3 =

a3 b3 0
d3 e3 0
g3 h3 0
 (5.34)
y los coeficientes de las matrices se definen de acuerdo a las Ecs. (5.22), (5.23), (5.25), (5.26),
(5.30) y (5.31) como:
a1 = e1 = bP
Pu
c1 =−i Sx sen(θx)
Pu
f1 =−i
Sy sen(θy )
Pu
a2 =−
P ′u
(bP +aP )
[
1+ (Sx)
2 sen2(θx)
PP
]
b2 = d2 =−
P ′u Sx Sy sen(θx) sen(θy )
PP (bP +aP )
e2 =−
P ′u
(bP +aP )
[
1+ (Sy )
2 sen2(θy )
PP
]
g2 =−i
P ′u Sx sen(θx)
PP
h2 =−i
P ′u Sy sen(θy )
PP
a3 =−bP
P ′u
a2
b3 = d3 =−bP
P ′u
b2
e3 =−bP
P ′u
e2
g3 =−bP
P ′u
g2
h3 =−bP
P ′u
h2
(5.35)
109
donde las matrices son:
A1 =

bP
Pu
0 −i Sx sen(θx)
Pu
0
bP
Pu
−i Sy sen(θy )
Pu
0 0 1

(5.36)
A2 =

−P
′
u
[
1+ (Sx)2 sen2(θx) P−1P
]
(bP +aP )
−P
′
u Sx Sy sen(θx) sen(θy )
PP (bP +aP )
0
−P
′
u Sx Sy sen(θx) sen(θy )
PP (bP +aP )
−P
′
u
[
1+ (Sy )2 sen2(θy ) P−1P
]
(bP +aP )
0
−i P
′
u Sx sen(θx)
PP
−i P
′
u Sy sen(θy )
PP
0

(5.37)
A3 =−bP
P ′u
A2 (5.38)
Finalmente, la matriz de amplificación para cada paso puede ser escrita en función de las
expresiones previamente presentadas. Para el algoritmo PISO, la matriz luego de nP pasos
correctores puede ser computada por la siguiente regla:

αu
αv
αp

(nP+1)∗
=A

αu
αv
αp

0
A(θx ,θy )=
[
(A2)
nP A1− bP
P ′u
nP∑
mP=1
(A2)
mP
]
(5.39)
y el factor de amplificacion esta dado por:
β(θx ,θy )=maxi {|λi (θx ,θy )|} (5.40)
donde λi (θx ,θy ) son los autovalores de la matriz A(θx ,θy ).
Resulta importante notar que los errores de alta frecuencia estan usualmente asociados
a los llamados modos “checkerboard” (tablero de ajedrez). Por otro lado, los errores de baja
frecuencia pueden considerarse como una medida de la precisión media de la solución
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[32, 117]. De cualquier modo, para asegurar la convergencia del método, la condición de
estabilidad debe verificarse en todo el rango de frecuencias:
max
[
β(θx,θy)
]≤ 1, ∀(θx,θy) (5.41)
Puede destacarse que, si se cumple con tal condición, menores valores de amplificación
β implican una mayor disminución de los errores por paso iterativo, mejorando así la tasa
de convergencia del método.
5.2. Estabilidad del esquema PISO en 1D
A continuación, se analizará un caso de flujo unidimensional para determinar la
influencia del número de Courant, del número de Reynolds de malla y de la cantidad de
correcciones PISO sobre las propiedades de estabilidad y convergencia del algoritmo. Esto
provee las bases sobre las que se estudiarán problemas bidimensionales.
Siguiendo los desarrollos planteados para obtener las amplificaciones de los errores
para problemas bidimensionales, se obtienen las siguientes matrices de amplificación para
problemas unidimensionales:
A1 =
a1 b1
0 1
 A2 =
a2 0
c2 0
 A3 =−bP
P ′u
A2 (5.42)
a1 = bP
Pu
b1 =−i Sx sen(θx)
Pu
a2 =−
P ′u
[
1+ Sx P−1P sen2(θx)
]
(bP +aP )
c2 =−
P ′u i sen(θx)
PP
(5.43)
donde:
P ′u = aE exp(i θ)+aW exp(−i θ) Pu = P ′u +aP PP = 2Sx [cos(θ)−1] (5.44)
El problema de Navier-Stokes discreto puede ser completamente caracterizado por el
numero de Courant Co = u ∆t
∆x
y el numero de Reynolds de malla Re = u∆x
ν
. Sin embargo,
debido a la naturaleza iterativa de los métodos segregados, existe al menos un parámetro
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extra que debe considerarse para considerar el nivel de acoplamiento entre ecuaciones
de conservación de masa y momento. En el caso del algoritmo PISO, este parámetro es el
número de correcciones PISO, nP .
El siguiente estudio tiene en cuenta el efecto aislado de cada parámetro sobre
la estabilidad de una iteración temporal. Al final de esta sección, se presentará una
comparación con algoritmos de la familia SIMPLE basada en estimaciones de los costos
computacionales involucrados y el amortiguamiento de los errores de cada método.
5.2.1. Influencia del número de correctores PISO
El factor de amplificación para Re = 1 y Co = 1 para distintos valores de nP se puede
apreciar en la Fig. 5.2. Puede observarse que es necesario más de un paso corrector para
asegurar la estabilidad del algoritmo. Esto está en concordancia con lo enunciado por
Issa [36], que al menos 2 correctores PISO son necesarios para producir un campo de
presiones libre de errores de conservación de masa. Además, puede observarse que más de 2
correcciones no producen una mejora significativa sobre el amortiguamiento de los errores.
Figura 5.2: Factor de amplificación para Co = 1, Re = 1 y diferentes valores de nP
Respecto a la precisión, Issa asegura que cada corrección reduce los errores temporales
de cada campo y que no hay una ganancia significativa de emplear mas de 2 correcciones
PISO, dado que estas son suficientes para igualar el orden de error de la discretización
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temporal de la ecuación de momento. De la misma forma, este análisis muestra que
el autovalor afectado por los pasos correctores pierde dominancia luego de dos pasos
correctores. Sin embargo, estas conclusiones son solo válidas en estas condiciones y no
deben ser extendidades directamente a casos mas complejos. Mas adelante, se realizara el
mismo análisis para casos mas generales en números de Reynolds de malla bajos y altos y en
casos bidimensionales con diferentes refinamientos en cada dirección.
5.2.2. Influencia del número de Courant
La resolución iterativa de las ecuaciones de Navier-Stokes involucra al menos dos
tipos de acoplamientos: el acoplamiento dado por el termino inercial no-lineal donde
debe acoplarse el campo de velocidades con sí mismo, y el acoplamiento entre el campo
de presión y velocidad. El primero puede ser atendido por medio de una linealización
del término inercial seguido de iteraciones externas, y el segundo es resuelto mediante
iteraciones internas, también llamadas correctores PISO. Para minimizar los errores de
linealización del término advectivo (cuyo análisis escapa al presente estudio), deben
considerarse valores pequeños a moderados del numero de Courant. Para rangos que
excedan estos límites, un estudio de los factores de amplificación ha sido desarrollado por
Merkle et al. [59], donde se muestra que el comportamiento de estabilidad del método PISO
no se ve afectado.
Figura 5.3: Factor de amplificación para Re = 1, nP = 2 y diferentes números de Courant
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La amplificación para distintos valores del número de Courant se muestra en la Fig.
5.3. Para cada caso, el número de Reynolds de malla se mantiene constante en Re = 1
y se adoptan 2 correcciones PISO. Puede observarse que, para un solo paso de tiempo,
los números de Courant mayores presentan los factores de amplificación mas bajos. Esto
no implica necesariamente una mayor eficiencia, dado que bajos valores del número de
Courant requeriría mayores pasos de tiempo (nT ) para el mismo tiempo de simulación total.
También puede notarse que los errores de altas frecuencias se ven afectados por el
número de Courant (ver Fig. 5.3) pero no así por el numero de correcciones PISO (ver
Fig. 5.2). Esto sugiere que este factor de amplificación no depende del paso corrector. De
hecho, reemplazando θ = pi en las matrices de amplificación (Ecs. (5.42), (5.43) y (5.44)), la
amplificación total resulta:
A=

P (nP ) 0
0 0
 (5.45)
donde P (nP ) es el único elemento no-nulo en θ =pi:
P (nP )=
(
a
np
2 a1−
bP
aP
np∑
mp=1
a
mp
2
)
(5.46)
Siguiendo el método inductivo, puede probarse que P (nP )= a1. Primero, usando las Ecs.
(5.43) y (5.44), puede observarse que:
P (1)= a2
(
a1− bP
aP
)
= a1 (5.47)
también
P (k+1)=
(
ak+12 a1−
bP
aP
k+1∑
mp=1
a
mp
2
)
= a2
ak2 a1−
bP
aP
k∑
mp=1
a
mp
2︸ ︷︷ ︸
=P (k)
−bP
aP
= a2
[
P (k)− bP
aP
] (5.48)
donde se verifica, siguiendo la Ec. (5.47) y la hipótesis que P (k)= a1, que P (k+1)= a1.
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Entonces, para cualquier número de pasos correctores, el factor de amplificación para
θ = pi es a1. Esto también implica que solo el predictor de momento afecta al error de
amplificación a altas frecuencias. De hecho, al usar Upwind y diferencias centradas como
esquemas de discretización para el término advectivo y difusivo respectivamente, el factor
de amplificación resulta:
β(θ =pi)= a1 = 1
1+2 Co
(
1+ 2
Re
)
(5.49)
donde queda claro que la amplifiación aumenta mientras el número de Courant
decrece. Esta expresión es equivalente a la obtenida para un problema estandar de
convección-difusión, como es esperado de la ecuación de conservación de momento. Para
bajas frecuencias, este comportamiento es mas complejo y el autovalor dominante está
formado por contribuciones tanto de velocidad como de presion.
5.2.3. Influencia del número de Reynolds de malla
A continuación, se analiza el factor de amplificación para diferentes números de
Reynolds de malla para un problema con Co = 1 y para nP = 2 y nP = 3. En la Fig. 5.4 puede
observarse que para nP = 2 y Re << 1, los factores de amplificación más grandes son aquellos
asociados a los errores de frecuencias bajas, mientras que para Re >> 1, dominan los errores
de altas frecuencias.
Figura 5.4: Factor de amplificación para diferentes valores de Reynolds de malla para nP = 2
(izquierda) y nP = 3 (derecha)
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En problemas con bajo número de Reynolds de malla, las fuerzas inerciales son
significativamente menores que las fuerzas viscosas. En estos casos, los campos solución de
presión y velocidad se encuentran fuertemente vinculados a la interacción entre las fuerzas
de presión y los efectos viscosos. Este vínculo puede reforzarse aumentando el número de
pasos correctores. Esto indica que, para ciertas condiciones (i.e. bajos números de Reynolds
de malla), más de 2 pasos correctores pueden ser necesarios para favorecer la amortiguación
de los errores.
Por otro lado, los flujos con altos números de Reynolds de malla son mayormente
dominados por los efectos inerciales. De esta forma, el acoplamiento presión-velocidad,
como mecanismo de mitigación de los errores, tiene una influencia limitada. Para estas
condiciones, el factor de amplificación resultante es determinado por la metodología
de acoplamiento y resolución del término advectivo, el cual permanece inalterado ante
múltiples pasos correctores.
5.2.4. Estabilidad en un problema estacionario
El algoritmo SIMPLE desarrollado por Patankar y Spalding [72] y sus numerosos
derivados [71, 110, 103, 102, 9] son comúnmente utilizados para la resolución de problemas
estacionarios. En contraste, el algoritmo PISO [36] fue concebido como un método para
acoplamiento en problemas transitorios. Una de sus ventajas es que permite resolver
este tipo de problemas con costos computacionales significativamente menores que las
versiones transitorias de SIMPLE [37]. El siguiente estudio busca comparar la eficiencia del
método PISO con métodos de la familia SIMPLE, para alcanzar una solución estacionaria. El
objetivo es establecer las condiciones en las cuales un método puede resultar mas apropiado
que otro basado en un análisis de amplificación del error. Para lograr esto, se utilizará la
relación entre paso de tiempo y factor de sobre-relajación deducida por Issa et al. [37]. Aquí,
ω es el factor de sobre-relajación para el paso predictor de momento. De esta forma, se puede
expresar un número de Courant análogo para el método SIMPLE:
bP = aP 1−ω
ω
=⇒ Co =
 12
Re
+1
( ω1−ω
)
(5.50)
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donde ha sido adoptado un esquema tipo Upwind para los términos advectivos y diferencias
centradas para los términos difusivos, estableciendo una relación entre los coeficientes aP y
Re. Reemplazando el número de Courant en la definición dada por la Ec. (5.49), el factor de
amplificación para altas frecuencias por el métodos de la familia SIMPLE puede expresarse
como:
β(θ =pi)= 1
1+2
( ω
1−ω
) (5.51)
lo cual es solo válido si no se aplica sobre-relajación al campo de presiones.
La Fig. 5.5 muestra, para Co = 1 y Re = 1, una comparación entre la amplificación del
método PISO (con 1 y 2 pasos correctores), y dos métodos de la familia SIMPLE: SIMPLEC
y SIMPLER (siguiendo el trabajo de Liu et al. [54] con ω definido en función del Co y Re de
acuerdo a la Ec. (5.50)). En general, el método PISO con 2 correcciones presenta las menores
amplificaciones, seguido por el SIMPLER de un desempeño similar y SIMPLEC que presenta
mayores factores de amplificación para cada frecuencia.
Figura 5.5: Factores de amplificación para PISO, SIMPLER y SIMPLEC
Vale mencionar que los errores en estados transitorios y estacionarios no son
equivalentes. Es por ello que, para realizar una comparación adecuada, se debe al menos
considerar una estimación de los costos computacionales involucrados. Para hacer esto,
debe tenerse en cuenta que el costo total de simulación dependerá del costo de cada
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iteración y el numero de iteraciones necesarias para alcanzar un determinado nivel de error.
Por ejemplo, la evolución del error para un algoritmo de la familia SIMPLE no depende
del estado transitorio. Es por ello que el error luego de nT iteraciones es:
εS,nT =βnTS ε0 (5.52)
mientras que para el algoritmo PISO, el error en un paso de tiempo estará dado por:
εP,1 =βP (u1−u0) (5.53)
donde uk indica la solución exacta en tk = k ∆t . Luego, en 2 pasos de tiempo, el error resulta:
εP,2 =βP (u2− uˆ1) (5.54)
donde uˆk es la solucion numerica en el tiempo tk , siendo uˆk = uk −εk . Entonces:
εP,2 =βP (u2− uˆ1)=βP (u2−u1+ε1)=βP (u2−u1)+β2P (u1−u0) (5.55)
En general:
εP,nT =βnTP (u1−u0)+βnT−1P (u2−u1)+ ...+βP (unT −unT−1) (5.56)
Aquí, nT es usado indistintamente para representar el numero de iteraciones (para SIMPLE)
y el número de pasos de tiempo (para PISO). De este análisis puede observarse que el costo
de una simulación con PISO dependerá de la evolución física desde la condición inicial hasta
la solución final.
La Fig. 5.6 ilustra dos problemas físicos distintos: uno donde el estado transitorio es
rápido (linea azul de trazo y punto) y uno donde el estado transitorio es lento (linea
roja de trazo). La velocidad de la evolución del sistema hacia su estado estacionario
puede ser cuantificada de forma relativa a la cantidad de pasos necesarias para alcanzarla:
ntr ans = Ttr ans/∆t . Por ejemplo, para el estado transitorio rápido, el flujo alcanza un estado
estacionario en un solo paso temporal. Para este caso el lado derecho de la Ec. (5.56) se
reduce solo a su primer término y el número de iteraciones PISO, requeridas para alcanzar
una precisión determinada, puede ser computada de forma similar a SIMPLER con la Ec.
(5.52).
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n
T
εP,1
εS,1
εP,1
Figura 5.6: Convergencia de los algoritmos PISO y SIMPLE para solución del estado
estacionario.
Una estimación del número de iteraciones necesarias para cada algoritmo puede
realizarse considerando como tolerancia εnT = 10−3 y un factor de amplificación de 0,3 y
0,15 para SIMPLER y PISO respectivamente (de acuerdo a los valores observados en la Fig.
5.5). El número de iteraciones requerida por cada algoritmo es dada por:
nPI SO = log(εn/ε0)
log(βPI SO)
≈ 4 nSI MPLER = log(εn/ε0)
log(βSI MPLER )
≈ 6 (5.57)
Esto indica que, si la evolución transitoria ocurre en un solo paso temporal, SIMPLER
va a necesitar de 1,5 veces la cantidad de iteraciones requeridas por PISO. Esto sugiere que,
cuando ntr ans es lo suficientemente pequeño, el algoritmo PISO puede ser una alternativa
adecuada para obtener soluciones estacionarias en comparación con algoritmos de la
familia SIMPLE.
Aquí han sido consideradas una serie de hipótesis para simplificar el análisis. Primero,
el factor de amplificación por iteración ha sido considerado constante durante toda la
simulación. Por otra parte, se supone que la magnitud del error se ve reducida en cada
iteración con el mayor factor de amplificación posible dado por la Fig. 5.5. Ademas, se
considera que el costo de resolver una iteración con SIMPLER y un paso de tiempo con PISO
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(con nP = 2) son similares, dado que el numero de condición de la matriz (lo cual es una
medida del costo computacional para resolver un sistema lineal [27]) de un problema de
Poisson (ecuación de presión) es varios ordenes de magnitud mayor que el correspondiente
a la matriz de momento.
5.3. Estabilidad del esquema PISO en 2D
Para estos problemas, la interacción entre variables se vuelve mas compleja dada la
presencia de una componente extra de velocidad a ser acoplada con el campo de presiones.
Mediante la introducción de parámetros adicionales (la relación de velocidades y relación
de aspecto), se puede estudiar la influencia de la dirección del flujo respecto a la malla así
como también el refinamiento relativo direccional sobre la estabilidad general del método.
En esta sección, se extenderá el análisis realizado en problemas unidimensionales a
casos bidimensionales. En primer lugar, se estudiara un problema con un flujo orientado
a 45 grados con respecto a una malla uniforme bidimensional. Luego, se exploraran dos
situaciones particulares: variaciones de orientación de la malla respecto a la dirección del
flujo (cuatificada a traves de la relación de velocidades VR) y el refinamiento direccional
relativo (cuantificado a través de la relación de aspecto AR).
5.3.1. Flujo diagonal en malla uniforme
El factor de amplificación (dado por la Ec. (5.40)) es calculado para un problema con
u = v . A diferencia del caso unidimensional, aqui se obtienen 3 autovalores de la matriz de
amplificación A. La Fig. 5.7 muestra el factor de amplificación para un problema estándar
con Re = 1, Co = 1 y nP = 2.
Puede observarse que, para altas frecuencias, el factor de amplificación es
significativamente menor a 1, lo que coincide con el comportamiento observado para
un problema unidimensional. Sin embargo, cuando ambas frecuencias tienden a cero, el
factor de amplificación crece suavemente hasta 1. Este comportamiento es inherente a
problemas bidimensionales. Para poder entenderlo, se comenzará considerando el factor
de amplificación para θy = 0.
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Figura 5.7: Factor de amplificación para un problema bidimensional para Re = 1, Co = 1 y
nP = 2
En este límite, la matriz de amplificación toma la forma:
A=

(a22a1+a2a3+a3) 0 (a22c1)
0 (e22e1+e2e3+e3) 0
(g2a2a1+ g2a3+ g3) 0 (g2a2c1)
 (5.58)
donde uno de los autovalores esta dado por:
λ1 = |e22e1+e2e3+e3| (5.59)
y los otros 2 pueden ser obtenidos de la matriz reducida A∗:
A∗ =
 (a22a1+a2a3+a3) (a22c1)
(g2a2a1+ g2a3+ g3) (g2a2c1)
 (5.60)
Esta matriz es igual a la matriz de amplificación general del caso unidimensional y, por
ende, sus autovalores serán iguales.
Para las condiciones actuales (Re = 1, Co = 1 y nP = 2, en θy = 0):
λ1 >λ2,3, ∀θx (5.61)
Dos condiciones extremas pueden encontrarse al modificar el número de Reynolds de
malla como fue presentado en la Fig. 5.8. Para números de Reynolds de malla altos, la Ec.
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(5.61) es verificada y los autovalores de A∗ son completamente superados por λ1. Por otro
lado, para bajos números de Reynolds de malla, los autovalores dominantes son λ2,3 para
todo el rango de frecuencias.
x
)
x
Figura 5.8: Factor de amplificación para números de Reynolds de malla altos y bajos: Re =
10−3 (izquierda) y Re = 103 (derecha)
Este comportamiento diferenciado de la amplificación del error que se da a bajas
frecuencias (como puede observare en la Fig. 5.7) está relacionado a la necesidad de acoplar
dos componentes de velocidades con el campo de presiones. Para casos unidimensionales,
la presión y el campo de velocidades están vinculados en cada etapa del algoritmo PISO
(predictor de momento y paso corrector). En contraste, para casos bidimensionales, el
predictor de momento y la corrección explicita de velocidad del paso corrector vinculan
a cada componente de velocidad con la presión pero no entre ellas. El único mecanismo
del que dispone el algoritmo para acoplar las componentes de velocidad unas con otras
es a través de la ecuación de presión. Esto significa que si, por alguna razón, una
componente de velocidad se desacopla del campo de presiones, entonces también se
desacoplará de la componente restante. Estos casos extremos son ilustrados para θx = 0
or θy = 0. De la forma de la matriz dada por la Ec. (5.58) se observa que ε∗∗v no se
ve influenciada por ε0u y ε
0
p y solo depende de ε
0
v . Este comportamiento representa un
desacople completo de esta componente en esas frecuencias particulares. Es por esto que,
se espera que el error asociado con dicha componente no pueda ser amortiguado al reforzar
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el acoplamiento presión-velocidad por medio de aumentar el numero de iteraciones PISO.
Un comportamiento análogo ocurre para u si uno focaliza el análisis en θx = 0. Aunque el
análisis para frecuencias no-nulas no es tan directo, puede observarse que para frecuencias
bajas en una dada dirección, se presentan mayores niveles de desacoplamiento para dicha
componente de velocidad.
El lector puede notar que, aparte de estas características, el comportamiento general de
la amplificación del error bajo distintas condiciones mantienen las mismas propiedades que
para problemas unidimensionales. Incluso, aunque el amortiguamiento general del error
puede verse afectado, la condición de estabilidad aún se verifica para nP ≥ 2. Para ilustrar
este hecho, la Fig. 5.9 muestra el comportamiento del factor de amplificación para tres
números diferentes de Co y para bajos a altos números de Reynolds de malla Re. Como
ha sido probado para casos unidimensionales, la estabilidad en problemas con Re >> 1
esta dada por altas frecuencias que pueden verse reducidas modificando el Co. Por otro
lado, bajos valores de Reynolds de malla tienen asociado errores de bajas frecuencias y la
estabilidad del algoritmo no mejora al cambiar el paso de tiempo.
La Fig. 5.10 muestra que, para mayores números de correcciones PISO con Re << 1, el
factor de amplificación a bajas frecuencias se ve significativamente reducido. Por otra parte,
los autovalores dominantes para problemas de altos números de Reynolds de malla no se
ven afectados al incrementar el numero de correcciones PISO.
Finalmente, PISO y SIMPLE son comparados en la Fig. 5.11 para Re = 1 y nP = 2. Aquí se
utilizan diferentes números de Courant para PISO, mientras que para SIMPLE, se ajusta ωp
para asegurar estabilidad. Ademas, el factor de sobre-relajaciónω para SIMPLE se selecciona
acorde a la Ec. (5.50) para cada situaci ón.
5.3.2. Influencia de la orientación de la malla
En los casos bidimensionales presentados anteriormente, se han adoptado mallas
con refinamiento uniforme en cada dirección (con ∆x = ∆y) y con un flujo orientado
diagonalmente respecto a la malla (u = v). Ahora el análisis sera generalizado tomando en
cuenta la orientación de malla y su efecto sobre la amplifiación del error del algoritmo. Para
ello, se consideraran dos casos extremos: uno donde la malla se encuentra diagonal al flujo
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(caso estudiado previamente) y otro donde la malla se encuentra alineada al flujo (ver Fig.
5.12). Para ambos casos, se considera una malla de refinamiento uniforme (∆x =∆y).
Figura 5.9: Factor de amplificación para nP = 2: (a) Re = 10−3 y Co = 0,1, (b) Re = 103 y
Co = 0,1, (c) Re = 10−3 y Co = 0,5, (d) Re = 103 y Co = 0,5, (e) Re = 10−3 y Co = 1 y (f) Re = 103
y Co = 1
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Figura 5.10: Factor de amplificación para Co = 0,5: (a) Re = 10−3 y nP = 2, (b) Re = 103 y
nP = 2, (c) Re = 10−3 y nP = 3, (d) Re = 103 y nP = 3, (e) Re = 10−3 y nP = 4 y (f) Re = 103 y
nP = 4
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Figura 5.11: Factor de amplificación para Re = 1, nP = 2 y: (a) PISO with Co = 0,5, (b) SIMPLE
with ω = 0,33, (c) PISO with Co = 1, (d) SIMPLE with ω = 0,75, (e) PISO with Co = 2 y (f)
SIMPLE with ω= 0,86
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Figura 5.12: Diferentes orientaciones de malla con respecto al flujo: Un flujo diagonal a la
malla (linea de trazo) y un flujo alineado con la malla (linea continua).
En problemas unidimensionales, la solución numérica esta completamente definida por
el numero de Courant, el numero de Reynolds de malla y el numero de correcciones PISO.
Pero, para problemas bidimensionales, estos parámetros pueden no ser suficientes. Por
ejemplo, para tener en cuenta el efecto de tener diferentes componentes de velocidad en
cada dirección Cartesiana, se introduce la relación de velocidades (VR):
VR= v
u
(5.62)
Coy = v ∆t
∆y
= v
u︸︷︷︸
=VR
u
∆t
∆x︸ ︷︷ ︸
=Cox
∆x
∆y︸︷︷︸
=1
=VR Cox (5.63)
Rey = v∆y
ν
= v
u︸︷︷︸
=VR
u
∆x
ν︸ ︷︷ ︸
=Rex
∆y
∆x︸︷︷︸
=1
=VR Rex (5.64)
Vale la pena mencionar que, para el presente estudio, el sistema de referencia Cartesiano
siempre se considera alineado con la malla (como se muestra en la Fig. 5.12).
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El efecto de la orientación de malla (con respecto al flujo) sobre el factor de amplificación
se explora considerando que Cox = 0,5 y nP = 2. En las secciones previas, se ha observado
un comportamiento estable para VR= 1. La Fig. 5.13 muestra el factor de amplificación para
diferentes números de Reynolds de malla y para una malla en posición diagonal (VR = 1) y
completamente alineada (VR = 0) al flujo. Puede observarse que el factor de amplificación
para bajos números de Reynolds de malla no es afectado por la orientación de malla.
Para altos números de Reynolds de malla, aunque la estabilidad no está comprometida, se
observa que para VR = 0, no hay variaciones con respecto a θy (ver Fig. 5.13 (d)). Esto es
esperado dado que v = 0 y los efectos viscosos son pequeños. Dicho esto, no se observan
diferencias significantes en términos de la estabilidad general del algoritmo para ambas
orientaciones de malla.
Figura 5.13: Factor de amplificación para Cox = 0,5 y nP = 2 con a) Rex = 10−3 y VR = 1, b)
Rex = 10−3 y VR = 0, c) Rex = 103 y VR = 1 y d) Rex = 103 y VR = 0
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5.3.3. Influencia de la relación de aspecto de la malla
El otro aspecto a ser considerado es el efecto de tener una malla con distintos
refinamientos en cada dirección Cartesiana (ver Fig. 5.14). Esto es tenido en cuenta al
introducir el coeficiente relación de aspecto (AR):
AR= ∆y
∆x
(5.65)
Coy = v ∆t
∆y
= v
u︸︷︷︸
=VR
u
∆t
∆x︸ ︷︷ ︸
=Cox
∆x
∆y︸︷︷︸
=1/AR
= VR
AR
Cox
(5.66)
Rey = v∆y
ν
= v
u︸︷︷︸
=VR
u
∆x
ν︸ ︷︷ ︸
=Rex
∆y
∆x︸︷︷︸
=AR
=VR AR Rex (5.67)
El comportamiento de estabilidad del algoritmo será explorado considerando dos
situaciones: una donde ∆x > ∆y (AR< 1) y otro donde ∆y > ∆x (AR> 1). Por simplicidad,
se considerara un flujo alineado con la malla (VR= 0).
Figura 5.14: Diferentes relaciones de aspecto de malla: Una malla con refinamiento uniforme
en cada dirección (linea de trazo) y una malla con diferente refinamiento en cada dirección
(linea continua).
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La Fig. 5.15 muestra que el factor de amplificación para Cox = 0,5, nP = 2, para altos y
bajos números de Reynolds de malla y para AR = 0,1 y AR = 10. Se observa que, cuando
el flujo es dominado por efectos inerciales (Fig. 5.15 (c) y (d)), no hay una influencia
significativa de la dirección de refinamiento sobre el factor de amplificación. Por otro lado,
cuando el flujo es dominado por efectos viscosos (Fig. 5.15 (a) y (b)), la estabilidad puede
verse comprometida. Esto se observa para bajas frecuencias en la dirección de mayor
refinamiento.
Figura 5.15: Factor de amplificación para Cox = 0,5 y nP = 2 con a) Rex = 10−3 y AR= 0,1, b)
Rex = 10−3 y AR= 10, c) Rex = 103 y AR= 0,1, y d) Rex = 103 y AR= 10
Como es esperado del análisis previo, la estabilidad de flujos dominados por efectos
viscosos puede ser mejorada incrementando el acople presión-velocidad a través de mas
correctores (ver Fig. 5.16).
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Figura 5.16: Factor de amplificación para Cox = 0,5, Rex = 10−3 y AR= 0,2 con nP = 2
(izquierda) y nP = 6 (derecha)
Basado en los problemas de estabilidad detectados para refinamientos relativos a bajos
números de Reynolds de malla, se estudiara detalladamente diferentes valores de AR (desde
valores de malla uniforme con AR = 1 a mallas de alto nivel de estiramiento con AR = 0,01).
La Fig. 5.17 muestra el factor de amplificación para θy = 0 y valores moderados de Reynolds
de malla en la dirección x (Rex = 1). Puede observarse que una variación pequeña en
AR, incluso para valores moderados de Rex , pueden producir soluciones inestables. Sin
embargo, un incremento en el numero de correctores PISO puede expandir el límite de
estabilidad.
Figura 5.17: Amplification factors for Rex = 1, θy = 0 and for different values of AR and θx
with nP = 2 (left) and nP = 10 (right)
La Fig. 5.18 muestra que el factor de amplificación para algunas frecuencias particulares
(θx = pi
2
y θy = 0) como función de AR y del numero de Reynolds de malla para una creciente
cantidad de correctores PISO. Esto pone en evidencia el hecho que las inestabilidades
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debidas a valores de AR alejados de 1, están relacionadas a bajos valores de Rex .
Figura 5.18: Factores de amplificación para θx =pi/2, θy = 0 y para: (a) nP = 2, (b) nP = 10, (c)
nP = 20 y (d) nP = 30
Estos resultados indican que, para mallas con una relación de aspecto alta y flujos
dominados por efectos viscosos, el algoritmo puede entregar soluciones inestables. Un
mecanismo para remediar este problema es incrementar el numero de correctores PISO en
concordancia con la variación de AR.
En el Apéndice C, se realiza un estudio comparativo de estabilidad con condiciones de
borde tipo pared para un Flujo Couette. Si bien, este tipo de problemas no cumplen con
las hipótesis del método (i.e. condiciones de borde periódicas), el objetivo de este análisis
es justamente determinar la influencia de las condiciones de pared a la predicción de
factores de amplificación del error en un problema de fluidos estándar, comparando con
los resultados propios predichos mediante la descomposición de Fourier.
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5.4. Análisis de los resultados
Se ha desarrollado una secuencia de amplificación del error para el algoritmo PISO por
medio de técnicas de descomposición de Fourier. Luego de una detallada descripción de
la metodología, se han estudiado diferentes condiciones numéricas para poder determinar
cuales son los parámetros que pueden comprometer la estabilidad del algoritmo. En este
sentido, se encontró que:
Para altos números de Reynolds de malla, el algoritmo PISO no tiene mecanismo
para amortiguar los errores de altas frecuencias, dado que estos están mayormente
relacionados a los efectos inerciales del termino convectivo. Estos errores solo pueden
mitigarse modificando el numero de Courant.
Para bajos números de Reynolds de malla, los mayores factores de amplificación se
dan a bajas frecuencias. Estos errores pueden disminuirse por medio del aumento de
correctores PISO para reforzar el acoplamiento presión-velocidad
Por medio de una estimación de los costos computacionales de PISO y SIMPLER
basada en factores de amplificación de Fourier, se detecto que, cuando el estado
transitorio del problema esta contenido en tan solo unos pocos pasos de tiempo,
el algoritmo PISO puede competir contra otros algoritmos de la familia SIMPLE,
originalmente concebidos para obtener soluciones estacionarias.
Aún cuando la estabilidad no depende del alineamiento entre la malla y el flujo, valores
altos (o bajos) de la relación de aspecto de la malla puede inducir comportamientos
inestables. Esto se observa principalmente en flujos dominados por efectos viscosos,
donde un aumento en los correctores PISO resulta ser un método efectivo para
disminuir tales inestabilidades.
Capítulo 6
Estabilidad de algoritmos segregados a dos
fases
La eficiencia de las técnicas de acoplamiento por drag presentadas en el Capítulo 3,
han sido estudiadas mediante abordajes prácticos en la literatura [64, 61, 44]. En particular,
Oliveira et al. [64] ha mostrado que para un problema de fluidización unidimensional de
aire y agua, los residuos de la ecuación de momento con ambas técnicas de acoplamiento
requieren el mismo número de iteraciones para converger a una tolerancia prescripta
para condiciones de bajo acoplamiento entre fases (i.e. bajo coeficiente de drag). Sin
embargo, para altos coeficientes de drag, el método PIM no logra convergencia para
una dada tolerancia de residuos máximos. Karema et al. [44] han extendido este análisis
a problemas de fluidización bidimensionales y proponen una estimación de la escala
de tiempo característica de acoplamiento interfacial, por debajo de la cual los métodos
de acoplamiento responden de forma similar. Ambos estudios han sido realizados bajo
condiciones particulares de flujo, sacrificando la generalidad del análisis. En contraste,
Miller et al. [61] han propuesto un estudio basado en técnicas de descomposición de Fourier,
en el cual los resultados pueden expresarse en función de los parámetros físicos y numéricos
para condiciones generales de flujo a dos fases. En particular, ellos han estudiado las tasas
de convergencia del método IPSA [93], el cual resulta análogo al método SIMPLE para
varias fases. Sin embargo, en la actualidad, muchos de los códigos computacionales para
la resolución de flujos a dos fases hacen uso de varios pasos correctores para asegurar
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una apropiada resolución de la conservación de la masa por cada iteración externa (e.g.
OpenFOAM®). Esta es la esencia de los métodos PISO y PIMPLE. Este último es el algoritmo
adoptado en el presente trabajo y la estabilidad del mismo será motivo de estudio de este
capítulo.
En el Capítulo 5, se ha realizado un estudio extenso de la estabilidad del método
PISO para el acoplamiento presión-velocidad a una fase ante diversas condiciones físicas
y numéricas, sentando las bases del análisis mediante el método de Fourier. En el
presente capítulo, se propone extender la metodología general de análisis de estabilidad
por descomposición de Fourier a problemas unidimensionales a dos fases con el fin de
comparar los factores de amplificación de los métodos acoplamiento por drag en el marco
del algoritmo PIMPLE. En este contexto, se buscará determinar los parámetros físicos y
numéricos que influyen en los rangos de estabilidad de los métodos de acoplamiento entre
la presión y las velocidades de cada fase.
6.1. Motivación del problema
El problema de fluidización de la Sección 4.4.4 ha sido simulado con los métodos de
acoplamiento PIM y PEA presentados en el Capítulo 3.
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Figura 6.1: Tasa de convergencia del campo de velocidades de la fase gas para los métodos
PIM y PEA y dP = 350µm
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Para este problema, se ha considerado un valor de 10−8 como criterio de tolerancia para
los residuos de la ecuación de momento para la fase de gas. Este valor es alcanzado en 20
iteraciones externas y su medición se realizó a 0,01s del comienzo de la fluidización. La
evolución de los residuos se detallan en la Fig. 6.1, donde se puede observar que ambos
métodos se comportan de manera similar.
En el caso en que se adopten partículas de menor tamaño, aun en el rango de las
aplicaciones prácticas, el grado de acoplamiento entre fases se puede ver afectado. Esto se
debe a que se ve modificado el coeficiente de drag Ksg . Karema et al. [44] han propuesto
una medida del acoplamiento entre fases por medio de una escala de tiempo característica
de las interacciones interfaciales. Por ejemplo, para el problema en cuestión, donde se ha
adoptado el modelo de drag de Gidaspow, el tiempo característico (tsc ) se calcula como:
tsc =
[
150
µg
αm f ρsd 2p
+1,75 ρg um f
ρsdpαm f
]−1
(6.1)
el cual permite calcular un coeficiente adimensional de drag dado por:
C d =
ρsum f
tsc g (ρs −ρg )
(6.2)
siendo αm f y um f la fracción de sólido y velocidad de gas en condiciones de mínima
fluidización.
Para las condiciones del problema, estos valores resultan en:
tsc = 0,041s, C d = 1,66 (6.3)
Aquí, el paso de tiempo utilizado para la simulación es menor al tiempo característico y
el coeficiente de drag C d se encuentra por debajo de los valores para los cuales Oliveira et
al. [64] predicen un decrecimiento de la convergencia del método PIM. En el caso de utilizar
partículas de menor tamaño, la fuerza de drag toma valores más altos y la convergencia del
PIM comienza a verse comprometida, como puede apreciarse en las Figs. 6.2 y 6.3.
Para estas condiciones, el tiempo característico y el coeficiente de drag resultan:
dp = 35µm→ tsc = 4,4×10−4s, C d = 154,48 (6.4)
dp = 3,5µm→ tsc = 4,4×10−6s, C d = 15333,5 (6.5)
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Figura 6.2: Tasa de convergencia del campo de velocidades de la fase gas para los métodos
PIM y PEA y dP = 35µm
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Figura 6.3: Tasa de convergencia del campo de velocidades de la fase gas para los métodos
PIM y PEA y dP = 3,5µm
La primer alternativa corresponde a partículas del tipo Geldart A (dp = 35µm y ρs = 2500
kg/m3), para las cuales el tiempo característico es apenas mayor al paso de tiempo adoptado
en la simulación, pero el coeficiente de drag supera el valor límite de 10 [64], lo que explica
los problemas de convergencia de la velocidad mediante PIM. Este comportamiento se
ve enfatizado con el uso de polvos extremadamente finos (dp = 3,5µm), donde ambos
parámetros (tsc y C d ) superan los límites teóricos. En estas condiciones, el método PEA
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requiere más de 50 iteraciones externas para converger a precisión de máquina, mientras
que PIM no converge a la tolerancia prescripta. Para lograr convergencia con estos tamaños
de partículas, el uso de PIM requeriría el uso de pasos de tiempos sensiblemente menores.
Esto representa un problema importante dado que, al utilizar mallas con cantidad de celdas
del orden de ∼103-104, el problema tiene una muy baja escalabilidad para el cómputo en
paralelo. En este contexto, una reducción del paso de tiempo puede ser inviable.
En base a estas problemáticas, en este capítulo se propone estudiar los comportamientos
de estabilidad y convergencia valiéndose de las herramientas provistas por el método de
descomposición de Fourier vistos en el capítulo anterior.
6.2. Métodos de acoplamiento de velocidad entre fases por
drag
Para el análisis de un problema a dos fases, se comenzará estudiando un modelo
unidimensional simplificado en donde se pueda visualizar fácilmente los distintos grados
de implicitud de las metodologías de acople entre fases por drag comúnmente adoptadas en
la literatura. Se propone el siguiente modelo unidimensional discreto:
a1,P u1,P +
∑
N B
a1,N B u1,N B =K1(u2,P −u1,P ) (6.6)
a2,P u2,P +
∑
N B
a2,N B u2,N B =K2(u1,P −u2,P ) (6.7)
donde los subíndices 1 y 2 indican la fase en cuestión y Ki es el coeficiente de drag. A los
fines del presente análisis, los coeficientes ai y Ki se mantienen constante en cada iteración.
Estas ecuaciones de transporte se encuentran vinculadas a través del termino de drag.
A diferencia del Modelo de Dos Fluidos, aquí, en principio, no se considerara el efecto de la
presión ni de términos fuente y la fracciónαi se considera inmersa en los coeficientes ai , los
cuales se mantienen constantes.
Existen varias alternativas para arribar a una solución de este problema. Por un
lado se pueden calcular los campos solución u1 y u2 de las Ecs. (6.6) y (6.7) de forma
simultánea sin ningún proceso iterativo y, por ende, sin ningún grado de explicitud. Este
tipo de metodologías cuentan con una elevada precisión pero su resolución puede resultar
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excesivamente costosa en tiempos de cómputo. Otras alternativas consisten en plantear
métodos segregados y resolver los sistemas matriciales de forma iterativa. Entre ellos, se
estudiarán los siguientes:
1. Tratamiento Totalmente Explicito (FET)
a1,P u
∗∗
1,P +
∑
N B
a1,N B u
∗
1,N B =K1(u∗2,P −u∗1,P ) (6.8)
a2,P u
∗∗
2,P +
∑
N B
a2,N B u
∗
2,N B =K2(u∗1,P −u∗2,P ) (6.9)
2. Método Parcialmente Implícito (PIM)
a1,P u
∗∗
1,P +
∑
N B
a1,N B u
∗
1,N B =K1(u∗2,P −u∗∗1,P ) (6.10)
a2,P u
∗∗
2,P +
∑
N B
a2,N B u
∗
2,N B =K2(u∗1,P −u∗∗2,P ) (6.11)
3. Algoritmo de Eliminación Parcial (PEA)
a1,P u
∗∗
1,P +
∑
N B
a1,N B u
∗
1,N B =K1(u∗∗2,P −u∗∗1,P ) (6.12)
a2,P u
∗∗
2,P +
∑
N B
a2,N B u
∗
2,N B =K2(u∗∗1,P −u∗∗2,P ) (6.13)
Un método totalmente implícito involucra resolver un sistema para los campos finales
u∗∗1 y u
∗∗
2 en cada uno de los términos de las Ecs. (6.6) y (6.7). Las Ecs. (6.8) y (6.9) pueden
verse como la forma de resolución con mayor grado de explicitud de las presentadas. Por
otro lado, utilizar velocidades de la fase i de forma implícita en el termino de drag de la
ecuación de momento de la fase i , como se realiza en la Ecs. (6.10) y (6.11), es conocido
como Método Parcialmente Implícito (PIM). Pocos años después del desarrollo del método
SIMPLE para flujos a una fase de Patankar y Spalding [72], Spalding [93] propuso un método
de acoplamiento con elevado grado de implicitud (y consecuente de mayor estabilidad)
para su utilización en un método segregado análogo al SIMPLE: IPSA-PEA. En el marco del
modelo simplificado propuesto, el Algoritmo de Eliminación Parcial (PEA) puede expresarse
tal como se plantea en las Ecs. (6.12) y (6.13). Este método ha sido aplicado y estudiado por
diversos autores a lo largo de los años [64, 44, 61, 113].
La analogía con las expresiones obtenidas en el Capítulo 3 para el modelo de gas y
partículas puede verse más claramente desarrollando, en primer lugar para PIM, las Ecs.
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(6.10) y (6.11) de manera que:
(a1,P +K1)u∗∗1,P =−
∑
N B
a1,N B u
∗
1,N B +K1u∗2,P (6.14)
(a2,P +K2)u∗∗2,P =−
∑
N B
a2,N B u
∗
2,N B +K2u∗1,P (6.15)
donde:
u∗∗1,P =
1
(a1,P +K1)
(
−∑
N B
a1,N B u
∗
1,N B +K1u∗2,P
)
(6.16)
u∗∗2,P =
1
(a2,P +K2)
(
−∑
N B
a2,N B u
∗
2,N B +K2u∗1,P
)
(6.17)
A pesar de las diferencias entre el modelo gas y partículas completo y el presente modelo
simplificado (i.e. presencia de términos de presión y términos fuente), puede notarse la
similitud entre las Ecs. (6.16) y (6.17) con las Ecs. (3.36), (3.37) y (3.38).
Por otra parte, para PEA, se puede operar sobre las Ecs. (6.12) y (6.13), de modo de
obtener:
(a1,P +K1)u∗∗1,P =−
∑
N B
a1,N B u
∗
1,N B +K1u∗∗2,P (6.18)
(a2,P +K2)u∗∗2,P =−
∑
N B
a2,N B u
∗
2,N B +K2u∗∗1,P (6.19)
donde:
u∗∗1,P =
1
(a1,P +K1)
(
−∑
N B
a1,N B u
∗
1,N B +K1u∗∗2,P
)
(6.20)
u∗∗2,P =
1
(a2,P +K2)
(
−∑
N B
a2,N B u
∗
2,N B +K2u∗∗1,P
)
(6.21)
Luego, incluyendo la Ec. (6.21) en la Ec. (6.18) y la Ec. (6.20) en la Ec. (6.19) se obtiene:
u∗∗1,P =
1[
a1,P +K1− K1K2
(a2,P +K2)
] (−∑
N B
a1,N B u
∗
1,N B −
K1
(a2,P +K2)
∑
N B
a2,N B u
∗
2,N B
)
(6.22)
u∗∗2,P =
1[
a2,P +K2− K2K1
(a1,P +K1)
] (−∑
N B
a2,N B u
∗
2,N B −
K2
(a1,P +K1)
∑
N B
a1,N B u
∗
1,N B
)
(6.23)
Al igual que para PIM, aquí puede notarse una clara analogía de las Ecs. (6.22) y (6.23)
con las Ecs. (3.50), (3.51) y (3.52).
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Este desarrollo muestra que las formas extensas dadas por las Ecs. (6.22) y (6.23), como
son comúnmente presentadas en la literatura [68, 44, 61], parten de las expresiones dadas
por las Ecs. (6.12) y (6.13), dejando en evidencia el mayor grado de implicitud del método
respecto a PIM.
En todos los métodos propuestos, puede notarse la separación de términos diagonales
y no-diagonales del lado izquierdo de las ecuaciones propio de los métodos segregados de
acople presión-velocidad. De hecho, esta forma de presentar las ecuaciones no es arbitraria.
Esta forma se condice con la formulación de las ecuaciones de momento previo al ensamble
de la ecuación de presión de los métodos segregados de la familia SIMPLE y PISO.
El modelo discreto descripto por las Ecs. (6.6) y (6.7) puede expresarse en forma matricial
como:
(A1+H1)u1 =K1u2−K1u1
(A2+H2)u2 =K2u1−K2u2
(6.24)
donde Ai , Hi y Ki son bloques de matrices y ui son los campos velocidad del sistema discreto.
En esta notacion, se puede expresar un metodo totalmente implicito como:
AT u
∗∗ =
A1+H1+K1 −K1
−K2 A2+H2+K2
u∗∗1
u∗∗2
=
0
0
 (6.25)
Ahora bien, los métodos segregados de la familia SIMPLE y PISO consisten en plantear el
operador H basado en valores de u almacenados previamente al momento de ensamblar la
ecuación de presión. Así, el sistema resulta:A1+K1 −K1
−K2 A2+K2
u∗∗1
u∗∗2
=
−H1 0
0 −H2
u∗1
u∗2
 (6.26)
donde, para un problema unidimensional, se tiene:
Ai =

ai ,11 0 0 ... 0
0 ai ,22 0 ... ...
0 0 ai ,33 ... ...
... ... ... ... ...
0 ... ... ... ai ,N N

; Hi =

0 ai ,12 0 ... 0
ai ,21 0 ai ,23 ... ...
0 ai ,32 0 ai ,34... ...
... ... ... ... ...
0 ... ... ai ,N N−1 0

; Ki =Ki I
(6.27)
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Siguiendo esta notación, se puede reescribir los distintos métodos de acoplamiento
presentados, teniendo en cuenta que todos ellos cuentan con un grado de explicitud. Esto
implica que siempre existirá una matriz AE 6= 0, tal que el sistema en cuestión pueda
expresarse como:
AI u
∗∗+AE u∗ = 0 =⇒ u∗∗ = (AI )−1(−AE )u∗ (6.28)
Entonces, las matrices AI y AE para cada método resultan:
AF ETI =
A1 0
0 A2
 AF ETE =
H1+K1 −K1
−K2 H2+K2
 (6.29)
API MI =
A1+K1 0
0 A2+K2
 API ME =
 H1 −K1
−K2 H2
 (6.30)
APE AI =
A1+K1 −K1
−K2 A2+K2
 APE AE =
H1 0
0 H2
 (6.31)
Como puede apreciarse en las matrices dadas por las expresiones (6.29), (6.30) y (6.31),
el bloque Ai siempre forma parte de AI (es decir, es tratado de forma implícita), mientras
que el bloque Hi siempre forma parte de AE (es decir, es tratado de forma explícita). Esto
está relacionado al método segregado de acoplamiento presión-velocidad el cual, en este
sentido, no se ve modificado por el método de acoplamiento entre fases. Esto constituye
un impedimento natural a la estabilidad, dado que de esta manera la convergencia en la
resolución del sistema completo p-u1-u2 estará limitada por la propia tasa de convergencia
del método de acoplamiento presión-velocidad.
Al analizar la Ec. (6.28) se puede apreciar que el método tendrá mayor estabilidad en la
medida en que se pueda distribuir mayor cantidad de contribuciones de A en AI . En este
sentido, es esperable que PEA tenga el mejor comportamiento en términos de estabilidad y
tasa de convergencia. A continuación, se buscará corroborar este comportamiento haciendo
uso del método de descomposición de Fourier.
Aplicando el método de Fourier sobre las Ecs. (6.8) a (6.13), se pueden plantear los
coeficientes de amplificación de las matrices respectivas, de forma análoga al método para
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una fase:
γu,1
γu,2
∗∗ =A
γu,1
γu,2
∗ (6.32)
β(θ)=maxi {|λi (θ)|} (6.33)
siendo γu,i los coeficientes de Fourier y λi los autovalores de la matriz A.
β
π
π π
Figura 6.4: Factor de amplificación para métodos de acople por drag a dos fases en el modelo
simplificado: (a) FET, (b) PIM y (c) PEA
En la Fig. 6.4 se presentan los factores de amplificacion β para distintas frecuencias y
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distintos valores del coeficiente de drag K (cuyo valor adoptado es común para ambas fases).
En la gráfica se ven los resultados para cada método de acoplamiento y para Co = 1 y Re = 1.
Aquí puede apreciarse que el factor de amplificación para el método FET tiene amplios
rangos de inestabilidad (β≥ 1) para valores de drag por encima de 10. Esto vuelve al método
muy poco recomendable para la resolución de flujos a dos fases. Por otro lado, el método PIM
es estables para todos los rangos de frecuencias con valores de amplificación que alcanzan la
unidad para valores de drag elevados. En contraste, los factores de amplificación del método
PEA resultan totalmente independientes del coeficiente de drag.
A continuación, el estudio sera extendido por el método de descomposición de Fourier
al acople entre la presión y las velocidades de cada fase solo para los métodos PIMPLE-PIM
y PIMPLE-PEA.
6.3. Estabilidad del método PIMPLE
Ya se ha analizado la estabilidad de los métodos de acoplamiento a una fase p −u y se
han estudiado formas de acoplamiento por drag a dos fases entre los campos u1−u2 sobre
un modelo simplificado. En esta sección, se analizara el acoplamiento de los tres campos
(p − u1 − u2) por el método PIMPLE para el acoplamiento con la presión y los métodos
PIM y PEA para el acoplamiento entre fases. Los mismos son denominados PIMPLE-PIM
o PIMPLE-PEA respectivamente.
Se estudiará el siguiente sistema unidimensional simplificado:
∂
∂x
[αu1+ (1−α)u2]= 0 (6.34)
∂
∂t
(αu1)+ ∂
∂x
(αu1u1)=− α
ρ1
∂p
∂x
+ ∂
∂x
(
αν1
∂u1
∂x
)
+K1(u2−u1) (6.35)
∂
∂t
[(1−α)u2]+ ∂
∂x
[(1−α)u2u2]=− (1−α)
ρ2
∂p
∂x
+ ∂
∂x
[
(1−α)ν2∂u2
∂x
]
+K2(u1−u2) (6.36)
Este sistema de ecuaciones puede asimilarse como una parte del modelo completo de
gas y partículas descripto en el Capítulo 3, en donde se omite los efectos reológicos de la fase
granular y la fracción α es considerada constante.
Al utilizar un valor de α constante, se está analizando el proceso de amplificación de los
errores por cada iteración externa una vez resuelta la ecuación de continuidad de la fase
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sólida. Esto equivale a analizar la estabilidad del proceso dado por los pasos 2.2 a 2.7.5
del algoritmo descripto en la Sección 3.3.5. En la práctica se ha observado que en estas
etapas se concentra el mayor consumo de tiempo computacional por iteración para una
dada tolerancia de residuos de la ecuación de momento.
Para la resolución mediante el método de Fourier, se propone un modelo simplificado del
coeficiente de drag dada por K1 =K2 =C f α(1−α) [64]. Así, pueden obtenerse los siguientes
stencils discretos para el sistema propuesto:
αe u
∗∗
1,e + (1−αe )u∗∗2,e −αw u∗∗1,2+ (1−αw )u∗∗2,w = 0 (6.37)
a1,P u
∗
1,P +a1,E u∗1,E +a1,W u∗1,W = bp u01,P + (1−α)C f u02,P −
S
2ρ1
(p0E −p0W ) (6.38)
a2,P u
∗
2,P +a2,E u∗2,E +a2,W u∗2,W = bp u02,P +αC f u01,P −
S
2ρ2
(p0E −p0W ) (6.39)
donde a1,P = bp +a1,P +C f (1−α) y a2,P = bp +a2,P +C f α
Las Ecs. (6.38) y (6.39) son los predictores de momento de cada fase. Mediante
descomposición de Fourier, los coeficientes de Fourier para el predictor de momento
resultan:
γ∗u,1 =
(
bP
P1
)
γ0u,1+
[
(1−α)C f
P1
]
γ0u,2+
[
− i S
P1ρ1
sen(θ)
]
γ0p (6.40)
γ∗u,2 =
(
bP
P2
)
γ0u,2+
(
αC f
P2
)
γ0u,1+
[
− i S
P2ρ2
sen(θ)
]
γ0p (6.41)
Esta etapa es común a cualquiera de los métodos de acoplamientos entre fase. La
diferencia se encuentra al momento de plantear campos de velocidades que verifiquen la
conservación de la masa (Ec. (6.37)) a partir de las respectivas ecuaciones de momento. Una
forma general de plantear esto en forma de stencils es:
a1,P u
∗∗
1,P +a1,E u∗1,E +a1,W u∗1,W = bp u01,P + (1−α)C f um2,P −
1
ρ1
(∇ˆp∗∗)p (6.42)
a2,P u
∗∗
2,P +a2,E u∗2,E +a2,W u∗2,W = bp u02,P +αC f um1,P −
1
ρ2
(∇ˆp∗∗)P (6.43)
Mediante esta nomenclatura, los métodos de acoplamiento se pueden distinguir por el
grado de implicitud con que es tratado el término de drag: PIM (m ≡∗) y PEA (m ≡∗∗).
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6.3.1. Método de Fourier para el Método Implicito por Fase (PIM)
Para PIM, se plantea una velocidad que buscará verificar la conservación de masa
haciendo uso de las Ecs. (6.42) y (6.43) con m ≡∗. Para este caso, la corrección de velocidades
resulta:
u∗∗1,P =−
a1,E
a1,P
u∗1,E −
a1,W
a1,P
u∗1,W +
bp
a1,P
u01,P +
(1−α)C f
a1,P
u∗2,P −
1
ρ1a1,P
(∇ˆp∗∗)P (6.44)
u∗∗2,P =−
a2,E
a2,P
u∗2,E −
a2,W
a2,P
u∗2,W +
bp
a2,P
u02,P +
αC f
a2,P
u∗1,P −
1
ρ2a2,P
(∇ˆp∗∗)P (6.45)
De estos stencils, se puede plantear la ecuación de presión haciendo uso de la Ec. (6.37)
como:
DPI Mp (p
∗∗
E −2p∗∗P +p∗∗W )=−
α
2a1,P S
[a1,E u
∗
1,EE − (a1,E −a1,W )u∗1,P −a1,W u∗1,W W ]
− (1−α)
2a2,P S
[a2,E u
∗
2,EE − (a2,E −a2,W )u∗2,P −a2,W u∗2,W W ]
+ αbP
2a1,P S
(u01,E −u01,W )+
(1−α)bP
2a2,P S
(u02,E −u02,W )
+ α(1−α)C f
2a2,P S
(u∗1,E −u∗1,W )+
α(1−α)C f
2a1,P S
(u∗2,E −u∗2,W )
(6.46)
siendo DPI Mp =
[
α
ρ1a1,P
+ (1−α)
ρ2a2,P
]
Mediante la descomposición de Fourier, se puede obtener los siguientes coeficientes
para la etapa correctora:
γ∗∗p =
{
−
(
αi sen(θ)
SDPI Mp Pp
)[
P ′1
a1,P
− (1−α)C f
a2,P
]}
γ∗u,1
+
{
−
(
(1−α)i sen(θ)
SDPI Mp Pp
)[
P ′2
a2,P
− (αC f
a1,P
]}
γ∗u,2
+
(
αbp i sen(θ)
a1,P SDPI Mp Pp
)
γ0u,1
+
(
(1−α)bp i sen(θ)
a2,P SDPI Mp Pp
)
γ0u,2
(6.47)
Mientras que las velocidades del paso corrector resultan:
γ∗∗u,1 =−
P ′1
a1,P
γ∗u,1+
(1−α)C f
a1,P
γ∗u,2+
bp
a1,P
γ0u,1−
i Ssen(θ)
ρ1a1,P
γ∗∗p (6.48)
γ∗∗u,2 =−
P ′2
a2,P
γ∗u,2+
αC f
a2,P
γ∗u,1+
bp
a2,P
γ0u,2−
i Ssen(θ)
ρ2a2,P
γ∗∗p (6.49)
donde P ′i = Pi −ai ,P
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6.3.2. Método de Fourier para el Algoritmo de Eliminación Parcial (PEA)
Para PEA, se plantea una velocidad que verifique la conservación de masa haciendo uso
de las Ecs. (6.42) y (6.43) con m ≡∗∗. Para este caso, la corrección de velocidades resulta:
u∗∗1,P =−
a1,E
a1,P
u∗1,E −
a1,W
a1,P
u∗1,W +
bp
a1,P
u01,P +
(1−α)C f
a1,P
u∗∗2,P −
1
ρ1a1,P
(∇ˆp∗∗)p (6.50)
u∗∗2,P =−
a2,E
a2,P
u∗2,E −
a2,W
a2,P
u∗2,W +
bp
a2,P
u02,P +
αC f
a2,P
u∗∗1,P −
1
ρ2a2,P
(∇ˆp∗∗)p (6.51)
Este método consta de un paso extra para aislar las velocidades del paso corrector que
consiste en realizar una sustitución de los valores u∗∗i ,P de una fase en la ecuación de la fase
complementaria. De esta forma, resulta:
u∗∗1,P =−
a1,E
a1,P
u∗1,E −
a1,W
a1,P
u∗1,W +
bp
a1,P
u01,P
− (1−α)C f
a1,P
a2,E
a2,P
u∗2,E −
(1−α)C f
a1,P
a2,W
a2,P
u∗2,W +
bp
a2,P
u02,P
−
[
(1−α)C f
ρ2a1,P a2,P
+ 1
ρ1a1,P
]
(∇ˆp∗∗)p
(6.52)
u∗∗2,P =−
a2,E
a2,P
u∗2,E −
a2,W
a2,P
u∗2,W +
bp
a2,P
u02,P
− αC f
a2,P
a1,E
a1,P
u∗1,E −
αC f
a2,P
a1,W
a1,P
u∗1,W +
bp
a1,P
u01,P
−
[
αC f
ρ1a2,P a1,P
+ 1
ρ2a2,P
]
(∇ˆp∗∗)p
(6.53)
De estos stencils, se puede plantear la ecuación de presión haciendo uso de la Ec. (6.37)
y asi obtener:
DPE Ap (p
∗∗
E −2p∗∗P +p∗∗W )=
α
2S
[
1
a1,P
+ (1−α)C f
a1,P a2,P
]
[−a1,E u∗1,EE + (a1,E −a1,W )u∗1,P +a1,W u∗1,W W +bp (u01,E −u01,W )]
+ (1−α)
2S
[
1
a2,P
+ αC f
a2,P a1,P
]
[−a2,E u∗2,EE + (a2,E −a2,W )u∗2,P +a2,W u∗2,W W +bp (u02,E −u02,W )]
(6.54)
siendo DPE Ap =
[
α
ρ1a1,P
+ (1−α)
ρ2a2,P
]
147
Mediante la descomposición de Fourier, se puede obtener los siguientes coeficientes
para la etapa correctora:
γ∗∗p =
{
−
(
αi P ′1sen(θ)
SDPE Ap Pp
)[
1
a1,P
− (1−α)C f
a1,P a2,P
]}
γ∗u,1
+
{
−
(
(1−α)i P ′2sen(θ)
SDPE Ap Pp
)[
1
a2,P
− (αC f
a2,P a1,P
]}
γ∗u,2
+
{(
αbp i sen(θ)
SDPE Ap Pp
)[
1
a1,P
− (1−α)C f
a1,P a2,P
]}
γ0u,1
+
{(
(1−α)bp i sen(θ)
SDPE Ap Pp
)[
1
a2,P
− αC f
a2,P a1,P
]}
γ0u,2
(6.55)
Mientras que las velocidades del paso corrector resultan:
γ∗∗u,1 =−
P ′1
a1,P
γ∗u,1−
(1−α)C f
a1,P
P ′2
a2,P
γ∗u,2+
bp
a1,P
γ0u,1+
αbpC f
a1,P a2,P
γ0u,2
−
[
(1−α)C f
ρ2a1,P a2,P
+ 1
ρ1a1,P
]
[i Ssen(θ)]γ∗∗p (6.56)
(6.57)
γ∗∗u,2 =−
P ′2
a2,P
γ∗u,2−
αC f
a2,P
P ′2
a1,P
γ∗u,1+
bp
a2,P
γ0u,2+
αbpC f
a2,P a1,P
γ0u,1
−
[
αC f
ρ1a2,P a1,P
+ 1
ρ2a2,P
]
[i Ssen(θ)]γ∗∗p (6.58)
La metodología para determinar la matriz final de amplificación es similar a la
desarrollada para problemas a una fase. En este caso, se cumple que la amplificación de
las variables involucradas para el método PIMPLE resultan:

γu,1
γu,2
γp

(nP+1)∗
=A

γu,1
γu,2
γp

0
(6.59)
donde nP son el número de iteraciones del paso corrector y A es calculada con la misma
secuencia que en el método PISO.
De igual manera, se pueden obtener los factores de amplificación para la matriz de
amplificación correspondiente al método IPSA [93]. Este método resulta análogo al método
SIMPLE en el sentido de que utiliza factores de sobre-relajación en lugar de iteraciones del
paso corrector.
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En la Fig. 6.5 se pueden apreciar los factores de amplificación para una relación
de densidades ρ1/ρ2 = 1000 (lo cual podría corresponder a una fase gas y otra fase
líquida o sólida) y un valor de C f = 1000. Aquí, el método IPSA-PIM, con factores de
sobre-relajacion de ω = 0,7 y ωp = 0,3, presenta factores de amplificación altos en todo el
rango de frecuencias, mientras que el método PIMPLE-PEA presenta los menores factores
de amplificación de los métodos estudiados.
Por otro lado, en la Fig. 6.6, se presentan resultados para fracciones de la fase densa
altas. Este podría ser el caso de condiciones cercanas al empaquetamiento en flujos de
gas y partículas. Aquí nuevamente, los mejores resultados se presentan para el método
PIMPLE-PEA, mientras que IPSA-PIM presenta factores de amplificación altos en todos los
rangos de frecuencias.
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Figura 6.5: Amplificación para acople p−u1−u2 por los métodos IPSA (conω= 0,7 yωp = 0,3)
y PIMPLE (nP = 2) para el acople con la presión y PIM y PEA para el acople con por drag entre
velocidades: α= 0,1, C f = 1000, ρ1/ρ2 = 1000
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Figura 6.6: Amplificación para acople p−u1−u2 por los métodos IPSA (conω= 0,7 yωp = 0,3)
y PIMPLE (nP = 2) para el acople con la presión y PIM y PEA para el acople con por drag entre
velocidades: α= 0,5, C f = 1000, ρ1/ρ2 = 1000
Figura 6.7: Amplificación para acople p−u1−u2 por el método PIMPLE-PIM con diferentes
coeficientes de drag C f : α= 0,1, ρ1/ρ2 = 1000
Las Figs. 6.7 y 6.8 presentan los factores de amplificación para distintas frecuencias y
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coeficientes de drag C f por el método PIMPLE-PIM y PIMPLE-PEA respectivamente. Aquí
puede apreciarse que la estabilidad del método PIMPLE-PIM esta fuertemente relacionada
al valor del coeficiente de drag, obteniendo valores de β por encima de 1 para algunas
frecuencias y para valores elevados de drag. Por otro lado, el método PIMPLE-PEA, los
factores de amplificación alcanzan, por encima de determinados valores de drag, un valor
constante que ya no se ve afectado por el aumento de dicho coeficiente.
Figura 6.8: Amplificación para acople p−u1−u2 por el método PIMPLE-PEA con diferentes
coeficientes de drag C f : α= 0,1, ρ1/ρ2 = 1000
6.4. Análisis de los resultados
El análisis de estabilidad por el método de Fourier aplicado a dos fases permite concluir
que:
El método de acoplamiento PEA para un problema de acoplamiento entre dos
ecuaciones de momento exclusivamente por drag, resulta independiente del
coeficiente de drag. Para una sola iteración, este presenta los valores de amplificación
más bajos para frecuencias intermedias, mientras que los otros métodos carecen de
convergencia (β= 1) para valores de drag altos en todo el rango de frecuencias.
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Cuando el problema incluye acoplamientos por drag y por presión, el métodos
PIMPLE con dos pasos correctores resulta ampliamente superior al métodos IPSA con
factores de sobre-relajación ω = 0,7 y ωp = 0,3, tanto en concentraciones altas como
bajas de la fase densa.
En todos los casos estudiados, la mejor alternativa es el uso en conjunto de los métodos
PIMPLE-PEA para el acoplamiento p-u1-u2. Las diferencias con las otras técnicas se
ven acentuadas para valores de coeficiente de drag elevados lo cual se condice con lo
observado en la literatura y en la práctica.
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Capítulo 7
Aplicaciones del modelo computacional
Los materiales granulares tienen diversas aplicaciones industriales, muchas de las
cuales requieren de regímenes agitados para favorecer el contacto entre las fases y así
incrementar la transferencia de masa y energía entre las mismas. Los sistemas de lechos
fluidizados tienen estas características. En general, los lechos fluidizados consisten de un
gran contenedor en el cual las partículas son fluidizadas mediante el ingreso de un flujo de
gas a gran velocidad por la zona inferior. Entre las principales aplicaciones de los sistemas
de lechos fluidizados se destacan los procesos de crackeo catalítico, secado de granos,
polimerización de etanol, gasificación de carbón y biomasa, entre otros. Dado el amplio
uso de estos sistemas a nivel industrial, un correcto entendimiento del comportamiento
hidrodinámico de los mismos resulta crucial para lograr un diseño adecuado.
Los sistemas de lechos fluidizados pueden diferenciarse por los distintos regímenes de
fluidización alcanzables. Estos están fundamentalmente regidos por la velocidad de ingreso
del gas, por el tamaño de las partículas, por el material sólido y por las dimensiones del
contenedor (Fig. 7.1). En lo que respecta al material particulado, los mismos pueden ser
catalogados de acuerdo a los tamaños de partículas y a su densidad relativa al medio fluido.
Este tipo de clasificación se conoce como clasificación de Geldart y se puede apreciar
gráficamente en la Fig. 7.2.
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Figura 7.1: Regímenes de fluidización en lechos fluidizados
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Figura 7.2: Mapa de clasificación Geldart
A nivel experimental, comúnmente se utilizan configuraciones de lechos pseudo-2D
para favorecer la observación directa de los fenómenos de generación de burbujas y la
dinámica de las partículas. Estas configuraciones son similares a los lechos tradicionales
pero con un contenedor prismático de pequeño espesor con una pared frontal comúnmente
de acrílico para permitir la visualización de los patrones de flujo granular. En este tipo de
155
aplicaciones, las técnicas de Fluidodinámica Computacional (CFD) han probado ser una
alternativa económica para la predicción de los perfiles de velocidad y concentraciones de
partículas [20, 123, 101, 58, 67, 117].
Con el propósito de explorar el desempeño de los modelos físicos comúnmente
utilizados en la literatura para los coeficientes de drag, condiciones de pared y
parámetros reológicos de la fase granular, en este capítulo se propone utilizar el modelo
computacional desarrollado para estudiar sistemas de lecho fluidizados pseudo-2D en
régimenes burbujeantes, contrastando los resultados de la simulación contra los propios
experimentales de la literatura. Para ello, se comenzará analizando un problema de
sedimentación unidimensional sencillo para verificar el desempeño de la herramienta y
luego se estudiarán dos casos de fluidización aplicados: el crecimiento de una burbuja de
aire en un lecho de partículas y una fluidización uniforme en régimen burbujeante.1
7.1. Sedimentación de partículas unidimensional
Este problema consiste en un tubo vertical con una concentración inicial de partículas
uniforme, las cuales, por efecto de la gravedad, comienzan a sedimentar sobre el fondo del
tubo (Fig. 7.3). El mismo tiene un altura de 0,3 m con una concentración de sólidos inicial
de 0,3. La densidad del gas es de 1,2 kg/m3 con una viscosidad dinámica de 1,8× 10−5 Pa
s, mientras que la fase sólida está constituida por partículas de 0,4 mm de diámetro, una
densidad de 2000 kg/m3 y un coeficiente de restitución de 0,6. Se utiliza el modelo de drag
de Gidaspow y se resuelve el balance de energía granular junto al Modelo II para los efectos
friccionales a altas concentraciones de partículas.
El dominio es discretizado utilizando 30 celdas uniformes a lo largo del tubo y un
paso de tiempo de 1× 10−4 s. Para el avance temporal se utiliza un esquema de segundo
orden, mientras que para la interpolación espacial a caras se utiliza un esquema Upwind
de segundo orden. El criterio de convergencia adoptado es que los residuos de momento
y continuidad se reduzcan por debajo de 1×10−4 y 1×10−7 respectivamente. Esto se logra
1Los principales resultados de este capítulo han sido publicados en el trabajo de Venier C.M., Marquez
Damian S. y Nigro N.M. Assessment of gas-particle flow models for pseudo-2D fluidized bed applications.
Chemical Engineering Communications. En prensa [112]
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con 20 iteraciones externas y 3 pasos correctores del algoritmo PIMPLE. Para este caso, no se
detectan tasas de convergencia claramente distintas entre ambos métodos de acoplamiento
(PIM y PEA) y se adopta la forma conservativa de las ecuaciones de momento debido a las
ondas de choque que surgen durante la evolución transitoria.
g
vg
vs
(a) (b) (c)
Figura 7.3: (a) Mezcla uniforme de gas y partículas, (b) Estado transitorio de sedimentación
con una zona de gas puro en la parte superior y una zona de sólidos empaquetados en la
zona inferior, (c) Estado final de sedimentación con ambas fases completamente segregadas.
En la Fig. 7.4 se presentan los resultados para tres etapas de la sedimentación, comparado
los mismos contra los propios de la simulación realizada por Passalacqua et al. [68]. Aquí se
aprecia un alto nivel de concordancia y una segregación completa de las fases en t = 0,25 s.
La distribución de partículas en el estado sedimentado está relacionado con los modelos
friccionales adoptados. En este caso, se ha utilizado el Modelo II (Ecs. (2.155) y (2.150))
con αs,min = 0,61. Esto produce una distribución de partículas prácticamente constante
en la zona inferior del tubo. En cambio, si se utilizara el Modelo I con αs,min = 0,5, la
distribución de sólidos hubiera tenido una variación suave en la zona inferior del tubo. Este
comportamiento puede ser predicho considerando un balance de fuerzas aproximado en el
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estado sedimentado dado por:
∂(p fs )
∂y
= ∂(p
f
s )
∂αs
∂αs
∂y
' ρsαs g (7.1)
Aquí se han despreciado las fuerzas dadas por la contribución cinético-colisional de
presión de sólido y la presión del fluido.
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Figura 7.4: Distribución de sólidos a lo largo del tubo para (a) t = 0,1 s, (b) t = 0,15 s y (c)
t = 0,3 s,
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Los resultados de resolver esta expresión en comparación con los resultados de la
simulación se presentan en la Fig. 7.5.
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Figura 7.5: Predicción numérica y analítica de los perfiles de fracción de volumen mediante
el uso de distintos modelos friccionales.
7.2. Crecimiento de una burbuja en un lecho de partículas
Este problema está basado en el experimento realizado por Kuipers et al. [48]. El mismo
está esquematizado en la Fig. 7.6 y la Fig. 7.7 muestra una secuencia de simulación del
crecimiento de una burbuja. Los modelos y parámetros numéricos se presentan en la Tabla
7.1. Aquí se busca explorar como afectan los modelos KTGF-FT que rigen los parámetros
reológicos de la fase granular sobre la forma de la burbuja y el tiempo de desprendimiento
del jet inferior.
En particular, el coeficiente de drag es calculado mediante el modelo de Gidaspow. Para
verificar que el uso de este modelo resulta adecuado, una práctica usual consiste en estimar
la velocidad mínima de fluidización a partir de un balance aproximado de fuerzas para las
condiciones del problema, dado por:
(ρs −ρg )αm fs αm fg g =Ksg um f (7.2)
donde el supraíndice m f indica el valor inicial del campo previo a la fluidización.
Entonces, reemplazando la Ec. (2.73) en la Ec. (7.2), se obtiene una velocidad mínima
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de fluidización de um f ≈ 0,22m/s, la cual es un 12% mayor que la velocidad reportada
experimentalmente por Kuipers et al. (um fexp ≈ 0,25m/s). Estas diferencias son consideradas
aceptables para los propósitos del presente análisis.
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Figura 7.6: Esquema de crecimiento de una burbuja en un lecho fluidizado
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0.6
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α
Figura 7.7: Secuencia de crecimiento de la burbuja
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Descripción Valor
Densidad del gas 1,225 kg/m3
Viscosidad del gas 2,192×10−5 Pa s
Densidad de sólidos 2660 kg/m3
Diámetro de partículas 500 µm
Coeficiente de restitución 0,95
Ancho total (W ) 0,57 m
Altura total (H) 1 m
Nivel inicial del lecho (hb) 0,5 m
Ancho de entrada del jet (wJET) 0,015 m
Fracción de sólidos inicial 0,598
Paso de tiempo 1,0×10−5 s
Discretización temporal 2do orden
Esquema de interpolación del término convectivo Diferencias centradas
Número de pasos correctores 5
Número de iteraciones externas 10
Modelo de drag Gidaspow
Velocidad de fluidización (UIN) 0,25 m/s
Velocidad de entrada del jet (UJET) 10 m/s
Presión a la salida 0 Pa
Tabla 7.1: Parámetros numéricos correspondientes al experimento de Kuipers et al.
La Fig. 7.8 muestra una comparación entre los resultados experimentales y de simulación
computacional en términos de lineas de contorno de las fracciones de volumen solidas
promediadas en el tiempo luego de 40 segundo de tiempo físico. Hay una clara similitud
en la distribución de partículas con leves diferencias cerca de la pared. En este aspecto,
el desempeño del modelo computacional se considera satisfactorio para predecir la
distribución media de partículas.
A continuación se presenta un análisis de convergencia en malla para determinar el
tamaño de malla óptimo que minimize los costos de simulación. Las Figs. 7.9 y 7.10
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muestran el crecimiento de una burbuja en dos estados de tiempo distintos y mallas con
los siguientes refinamientos: 224×400 celdas (1x), 112×200 celdas (2x), 56×100 celdas (4x)
y 28× 50 celdas (8x). Aquí puede notarse que, para los distintos refinamientos de malla,
la forma de la burbuja se conserva. Sin embargo, la interfase para las mallas 4x y 8x son
altamente difusivas. Por otro lado, la malla 1x produce una interfase más detallada que la
malla 2x, pero los tiempos de simulación se incrementan significativamente. Es por esto que,
para los análisis subsiguientes, se adoptará la malla 2x, la cual provee un buen balance entre
precisión y costos computacionales.
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Figura 7.8: Lineas de contorno de fracción de volumen promedio: Resultados experimentales
de Kuipers et al. [48] (izquierda) y resultados de la simulación (derecha)
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Figura 7.9: Crecimiento de una burbuja para diferentes tamaños de malla en t= 0,1s. (a) 8x,
(b) 4x, (c) 2x, (d) 1x y (e) líneas de contorno para αs = 0,2
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Figura 7.10: Crecimiento de una burbuja para diferentes tamaños de malla en t= 0,2s. (a) 8x,
(b) 4x, (c) 2x, (d) 1x y (e) líneas de contorno para αs = 0,2
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7.2.1. Modelos Cinético-Colisionales (KTGF)
Las Figs. 7.11 muestran los resultados para distintos modelos de viscosidades µK TGFs
y conductividades granulares κs (sin utilizar modelos friccionales) que se detallan en el
Apéndice A: El modelo de Syamlal, el modelo de Gidaspow y el modelo de Hrenya-Sinclair.
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Figura 7.11: Tiempo de desprendimiento de una burbuja para diferentes modelos KTGF
Modelo de (a) Syamlal, (b) Gidaspow y (c) Hrenya-Sinclair
Los resultados muestran que la forma de la burbuja no es sensible al modelo KTGF
adoptado. Esto es esperable dado que la forma está determinada por las tensiones de la
fase granular alrededor de la burbuja y esta se encuentra en concentraciones cercanas al
empaquetamiento, para las cuales predominan los efectos friccionales. Esto está de acuerdo
con las observaciones de Patil et al. [73] y Passalacqua y Marmo [69], quienes indican que
la compactación alrededor de la burbuja no es regida por la interacción entre partículas por
efectos colisionales.
7.2.2. Modelos Friccionales (FT)
La Fig. 7.12 muestra una comparación cualitativa entre los 4 modelos friccionales
presentados junto a fotografias experimentales en distintos estadíos de tiempo. Resulta claro
que los Modelos I y II fallan en predecir la forma correcta de la burbuja, dando una burbuja
mas estirada respecto al experimento. Los Modelos III y IV preservan la forma redonda
de la burbuja pero el Modelo III tiene un mayor tiempo de desprendimiento del fondo
en comparación al experimento (ver Tabla 7.2). Este mismo patrón es observado para el
Modelo IV pero con mayor semejanza en términos de tiempo de desprendimiento y forma
de burbuja.
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Figura 7.12: Crecimiento de una burbuja en diferentes instantes y bajo diferentes modelos
friccionales: (a) Modelo I, (b) Modelo II, (c) Modelo III and (d) Modelo IV
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Experimento Modelo I Modelo II Modelo III Modelo IV
0.170 s 0.180 s 0.233 s 0.235 s 0.179 s
Tabla 7.2: Tiempo de desprendimiento de una burbuja para diferentes modelos friccionales
7.3. Lecho de partículas uniformemente fluidizado
Este problema está basado en el experimento de Laverman et al. [50] y se esquematiza
en la Fig. 7.13.
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Figura 7.13: Esquema de lecho fluidizado burbujeante
Los parámetros de modelización y numéricos se presentan en la Tabla 7.3. La Fig. 7.14
muestra una secuencia de simulación comenzando de un estado de reposo usando el
modelo de Syamlal-O’Brien para la fuerza de drag y el modelo de Syamlal para la viscosidad
y conductividad granular. Para los efectos friccionales se utiliza el Modelo IV, el cual ha
predicho los resultados más precisos para el crecimiento de una burbuja aislada.
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Descripcion Valor
Densidad del gas 1,2 kg/m3
Viscosidad del gas 2,2×10−5 Pa s
Densidad del sólido 2500 kg/m3
Diámetro de partículas 500 µm
Coeficiente de restitución 0,95
Ancho (W ) 0,3 m
Alto (H) 0,7 m
Altura del lecho inicial (hb) 0,3 m
Empaquetamiento inicial 0,6
Paso de tiempo 1,0×10−4 s
Tiempo de discretización 2do orden implícito
Esquema de términos convectivos Diferencias centradas
Número de iteraciones PISO 5
Número de iteraciones externas 10
Modelo KTGF Syamlal
Modelo friccional Modelo IV
Velocidad de entrada (UIN) 2,5 U f
Velocidad mínima de fluidización (U f ) 0,18 m/s
Presión exterior 0 Pa
Tabla 7.3: Parámetros numéricos correspondientes al experimento de Laverman et al.
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Figura 7.14: Secuencia de fluidización
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La Fig. 7.15 muestra los resultados de un estudio de convergencia en malla para la
fracción de sólidos promedio y velocidad vertical a 0,3m desde la base. Del perfil de
fracción de sólido resulta claro que la malla de 8x no puede capturar correctamente el
comportamiento cercano a la pared. Por otro lado las mallas 1x y 2x predicen resultados
similares y por ende se opta por la malla mas gruesa (2x).
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Figura 7.15: Velocidad de sólidos vertical promedio para diferentes refinamientos de malla
en 0,3m desde la base
La Fig. 7.16 muestra dos comportamientos claramente distintos de la fase particulada
luego de utilizar condiciones de deslizamiento y no-deslizamiento. La condición de
deslizamiento produce dos vórtices estirados verticalmente que rotan en sentidos opuestos
y abarcan toda la altura del lecho, con altas velocidades en la zona central. Por otro lado,
la condición de no-deslizamiento predice dos vórtices en la zona superior y dos vórtices en
la zona inferior de baja velocidad. A diferencia del caso de condiciones de deslizamiento,
en el caso con no-deslizamiento se observa cierto grado de similitud con lo observado
experimentalmente por Laverman et al..
La Fig. 7.17 muestra los efectos de considerar distintos coeficientes de especularidad
mediante la aplicación de la condición de borde de Johnson-Jackson (ver Apéndice D),
donde resulta claro que aplicar condiciones de deslizamiento o bajos coeficientes de
especularidad produce resultados imprecisos en términos de velocidad media de sólidos.
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Figura 7.16: Vectores velocidad de sólidos promedio en el tiempo
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Figura 7.17: Perfil de velocidad de sólidos promedio para diferentes condiciones de pared en
(a) 0,1m y (b) 0,3m desde la base
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7.3.1. Modelos de drag
En primer lugar, se realiza una estimación de la velocidad mínima de fluidización para
cada uno de los modelos presentados en la Sección 2.2 siguiendo el balance dado por la
Ec. (7.2). Los resultados se presentan en la Tabla 7.4, donde resulta claro que el modelo
de Syamlal-O’Brien sobre-predice ampliamente la um f . Esto inhabilita su uso para estudios
más detallados sin, al menos, realizar un ajuste de los parámetros del modelo [99, 128, 25].
Lo mismo debe decirse del modelo de Gibilaro, el cual discrepa de um f experimental con
un error de ∼ 25%. El resto de los modelos propuestos concuerdan con los resultados
experimentales de forma aceptable (con ligeras discrepancias en el modelo de Di Felice,
el cual será ajustado al igual que el modelo de Syamlal-O’Brien). El ajuste del modelo de
Syamlal-O’Brien se realiza por medio de una modificación de los coeficientes de modo que
C1 = 11,183 y C2 = 0,2. Por otro lado, el modelo de Di Felice ajustado resulta en P = 4 and
Q = 0,582.
Experimento (um f [m/s]) Gidaspow Gibilaro Syamlal-O’Brien Arastoopour Di Felice
0,18 0,1902 0,2411 0,6850 0,1901 0,2137
Tabla 7.4: Predicciones de velocidad mínima de fluidización
La Fig. 7.18 muestra perfiles de velocidad de sólidos promedio y fracciones de volumen
en 0,3m y 0,1m de la base. La Fig. 7.19 muestra perfiles verticales de fracción sólida y presión
para los distintos modelos de drag estudiados. Los resultados para el perfil a 0,1m de la
base indica que algunos de los modelos tienden a sobre-estimar las velocidades máximas
de sólidos (i.e. los modelos de Gidaspow y Arastoopour), mientras otros, como el modelo de
Di Felice, predice correctamente los resultados experimentales. Esto se ve enfatizado a 0,3m
de la base donde el modelo de Di Felice (con y sin ajuste de parámetros) presenta la mayor
concordancia con los resultados experimentales.
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Figura 7.18: Velocidad vertical de sólidos promedio (a) y fracción de sólidos (b) en 0,3m y
velocidad vertical de sólidos promedio (c) y fracción de sólidos (d) en 0,1m para distintos
modelos de drag.
Estas diferencias también se presentan en la predicción de la expansión del lecho, donde
el modelo de Syamlal-O’Brien produce la mayor expansión del lecho. Estos resultados se
condicen con los observados por Esmaili et al. [25] y Vejahati et al. [111], quienes muestran
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que el modelo de Di Felice produce los resultados más precisos en términos de expansión
del lecho, mientras que Syamlal-O’Brien sobre-predice los resultados experimentales. En
sus trabajos, muestran que estas diferencias se incrementan a medida que se incrementa
la velocidad del gas. Esto puede observarse en la Fig. 7.20 donde se muestran los
perfiles de velocidad de sólidos para diferentes velocidades de entrada de gas. Aquí es
observa nuevamente que el modelo de Di Felice predice los resultados más cercanos a
los experimentales. Sin embargo, para velocidades cercanas a las de mínima fluidización,
ninguno de los modelos predice correctamente el perfil de velocidades sólido.
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Figura 7.19: Perfiles verticales de fracción sólida (a) y presión (b) promedio para distintos
modelos de drag.
7.3.2. Condiciones de pared para la fase sólida
La correcta selección de las condiciones de borde sobre la pared para la velocidad de la
fase sólida en lechos fluidizados continua siendo, al dia de hoy, un tema de discusión por la
comunidad científica [6, 52, 87, 26].
172 7. Aplicaciones del modelo computacional
(a) (b)
(c) (d)
(e) (f)
0.3
-0.2
0.0
0.0 0.3
Ancho del lecho [m]
V
e
lo
c
id
a
d
 d
e
 v
e
rt
ic
a
l 
d
e
 s
ó
li
d
o
s 
[m
/s
] 
0.5
-0.5
0.0
0.0 0.3
Ancho del lecho [m]
V
e
lo
c
id
a
d
 d
e
 v
e
rt
ic
a
l 
d
e
 s
ó
li
d
o
s 
[m
/s
] 
0.3
-0.3
0.0
0.0 0.3
Ancho del lecho [m]
V
e
lo
c
id
a
d
 d
e
 v
e
rt
ic
a
l 
d
e
 s
ó
li
d
o
s 
[m
/s
] 
0.5
-0.3
0.0
0.0 0.3
Ancho del lecho [m]
V
e
lo
c
id
a
d
 d
e
 v
e
rt
ic
a
l 
d
e
 s
ó
li
d
o
s 
[m
/s
] 
0.5
-0.5
0.0
0.0 0.3
Ancho del lecho [m]
V
e
lo
c
id
a
d
 d
e
 v
e
rt
ic
a
l 
d
e
 s
ó
li
d
o
s 
[m
/s
] 
1.0
-0.75
0.0
0.0 0.3
Ancho del lecho [m]
V
e
lo
c
id
a
d
 d
e
 v
e
rt
ic
a
l 
d
e
 s
ó
li
d
o
s 
[m
/s
] 
Laverman et al. (experimento)
Modelo de Di Felice
Modelo de Syamlal-O'Brien ajustado
Modelo de Di Felice ajustado
Figura 7.20: Velocidad vertical de sólidos promedio para: (a) UI N = 1,5 U f en 0,1m, (b)
UI N = 1,5 U f en 0,3m, (c) UI N = 2,5 U f en 0,1m, (d) UI N = 2,5 U f en 0,3m, (e) UI N = 3,5
U f en 0,1m, (f) UI N = 3,5 U f en 0,3m
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Como fue mostrado previamente, la condición de pared de no-deslizamiento y las
condiciones de Johnson-Jackson para coeficientes de especularidad altos predicen el
comportamiento hidrodinámico del lecho con una aceptable precisión. En particular, las
condiciones de Johsnon-Jackson introducen el concepto de coeficiente de especularidad
que da una medida de la fricción propia de las paredes del lecho. Como se muestra
en la literatura [6, 53], el comportamiento hidrodinámico es altamente sensible a este
parámetro. Desafortunadamente, este parámetro depende del problema en cuestión y,
para su determinación, hay que valerse de estimaciones o experimentos preliminares.
Varios autores han propuesto métodos alternativos para modelar dicho parámetro [41, 52,
87]. A continuación se evalúan los resultados para dos de estos modelos: el modelo de
Li-Benyahia y el modelo de Schneiderbauer (ver Apéndice D) y los resultados se comparan
con los propios para condiciones de no-deslizamiento. La Fig. 7.21 muestra estos resultados
en términos de la velocidad vertical de sólidos promedio. Los mismos sugieren que el
modelo de Li-Benyahia resulta adecuado para estimar correctamente el coeficiente de
especularidad, donde los perfiles concuerdan con los de la condición de no-deslizamiento.
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Figura 7.21: Velocidad vertical de sólidos promedio para diferentes condiciones de pared en
(a)0,1m y (b) 0,3m desde la base con el modelo de drag de Di Felice ajustado
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7.4. Análisis de los resultados
La exploración de los distintos modelos físicos para la simulación de flujos granulares ha
mostrado que:
Para condiciones cercanas al empaquetamiento, como las que se presentan en el
problema de crecimiento de una burbuja en las zonas de fase mayormente granular
cercanas a la interfase, se ha visto que la adopción de distintos modelos KTGF para
la modelización de los parámetros reológicos no tienen una influencia clara sobre la
forma de la burbuja.
Por el contrario, la forma de la burbuja y el tiempo de desprendimiento del jet tienen
una marcada sensibilidad a los modelos friccionales adoptados. Esto es esperable
dado que gran parte del fenómeno ocurre en zonas de altas concentraciones de
partículas o con ausencia de partículas (interior de la burbuja). En este sentido, el
Modelo IV presenta los mejores resultados en contraste con los datos experimentales.
En cuanto a la elección del modelo de drag, se ha determinado que, para
las condiciones de fluidización estudiadas, el modelo de Di Felice (con o sin
ajuste de parámetros) predice los resultados de mayor concordancia con las
observaciones experimentales. En este sentido, algunos modelos (en este caso, el
modelo de Syamlal-O’Brien) no logran predecir correctamente la velocidad mínima de
fluidización, lo que lo invalida para ser adoptado en el presente estudio sin un ajuste
de parámetros preliminar.
Los resultados macroscópicos (perfiles promediados en el tiempo) para lechos
uniformemente fluidizados muestran que la adopción de condiciones de borde
cercanas a no-deslizamiento son las más adecuadas para representar el fenómeno. En
este sentido, se recomienda el uso de modelos contemplativos que no dependan de
experimentos adicionales para determinar sus parámetros, como puede ser el modelo
de Li-Benyahia.
Para todos los casos estudiados, el modelo computacional de gas y partículas ha tenido
un buen desempeño, resultando en una herramienta robusta y eficiente para el estudio
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de problemas de lechos fluidizados. En este sentido, los comportamientos relativos de
los distintos modelos físicos involucrados han podido ser contrastados contra resultados
computacionales y experimentales de la literatura. Esto ha permitido delinear conclusiones
que ayuden a formar criterios generales para la selección de los mismos en aplicaciones de
escala industrial.
176 7. Aplicaciones del modelo computacional
Capítulo 8
Conclusiones
En esta tesis se ha presentado el Modelo de Dos Fluidos (TFM) aplicado a flujos
granulares haciendo uso de la Teoría Cinética de Flujo Granular (KTGF) y la Teoría Friccional
(FT) para la modelización de su reología. Esta metodología ha sido aplicada en el marco del
Método de Volúmenes Finitos (FVM) y de distintos algoritmos de acoplamiento entre fases,
sobre la estructura general de la plataforma de código abierto OpenFOAM®. La herramienta
computacional se ha desarrollado atendiendo criterios de estabilidad y conservatividad, así
como también, garantizando la mayor eficiencia en el uso de recursos computacionales.
Por medio de esta, se han podido explorar distintos aspectos del modelado, dejando un
detallado análisis teórico del modelo computacional aplicado a flujos granulares en régimen
diluido y en fase densa.
En partícular, se han estudiado tres de las formulaciones para el término advectivo
de las ecuaciones de momento de cada fase mas comúnmente empleadas en los códigos
computacionales. Mediante este análisis, se ha puesto de manifiesto que el uso de una
formulación conservativa resulta esencial para problemas transitorios con presencia de
discontinuidades tipo ondas de choque (los cuales pueden encontrarse en múltiples
problemas multifásicos en la realidad). La implementación de esta formulación debe
hacerse conforme a un apropiado tratamiento de las ecuaciones ante las condiciones de
desaparición de alguna de las fases. Por otro lado, si bien las formulaciones no-conservativas
no pueden predecir correctamente las velocidades ante ondas de choque, la forma llamada
fase-intensiva permite un manejo natural de las condiciones de desaparición de fase.
Por otra parte, motivado por la elevada cantidad de iteraciones necesarias para lograr
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convergencia en el acoplamiento de las distintas variables involucradas, se ha propuesto
un estudio exhaustivo de la estabilidad de métodos segregados a una y dos fases. Para
ello, se ha realizado un análisis basado en el método de descomposición de Fourier.
Este desarrollo representa la formalización del análisis de estabilidad del método PISO, el
cual había sido presentado solo conceptualmente por el autor del método y en trabajos
posteriores en la materia. Mediante este método, se ha podido detectar que el algorítmo
PISO no tiene mecanismos para atenuar errores relacionados a altos números de Reynolds
de malla, mientras que para valores bajos, aumentando el acoplamiento presión-velocidad
mediante el aumento de iteraciones PISO, se reducen sensiblemente los errores de cada
variable. Asimismo, se ha detectado que, en problemas dominados por efectos viscosos,
altas relaciones de aspecto de la malla pueden afectar sensiblemente la estabilidad del
algoritmo, lo cual puede mitigarse aumentando nuevamente las iteraciones PISO. Para el
caso de tener más de una fase, se ha podido cuantificar el efecto positivo de aumentar la
implicitud del acoplamiento por drag. En efecto, el Algoritmo de Eliminación Parcial (PEA)
resulta óptimo frente a otras metodologías para amortiguar los errores sin afectar los costos
computacionales involucrados. En cualquier caso, las conclusiones desarrolladas mediante
el análisis de Fourier han podido ser constatadas en problemas prácticos, lo cual vuelve
al método una herramienta de extrema utilidad para predecir la estabilidad de esquemas
segregados ante distintas condiciones de flujo.
Finalmente, el modelo computacional desarrollado para flujos de gas y partículas ha
sido puesto a prueba en problemas de fluidización burbujeante. Además, se ha estudiado
el desempeño de los distintos modelos físicos de conocida sensibilidad sobre los patrones
fluidodinámicos de dichos problemas. En estos aspectos, se ha detectado que, a diferencia
de los distintos modelos de KTGF, los modelos de FT para la viscosidad tienen un
impacto directo sobre la formación de burbujas de gas en los lechos fluidizados. Sumado
a esto, se ha detectado que las condiciones de borde de no-deslizamiento para la fase
de partículas resultan más apropiadas que condiciones cercanas a deslizamiento para
múltiples regimenes de fluidización. En todos los casos prácticos estudiados, la herramienta
computacional ha tenido un desempeño satisfactorio en términos de estabilidad y precisión
de la solución.
Respecto a los objetivos planteados, se ha logrado sentar bases fundamentales para
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el análisis de flujos granulares por vías computacionales, se ha provisto de metodologías
para el estudio de estabilidad de los algorítmos involucrados, se han puesto en evidencia
formulaciones óptimas para la simulación ante distintas condiciones de flujo y se ha provisto
de criterios para la selección de diversos parámetros reológicos y de transferencia. Teniendo
todo esto en cuenta, se espera que el lector pueda abordar problemas de flujos granulares
haciendo uso de las herramientas y criterios numéricos desarrollados.
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Apéndice A: Modelos de la Teoría Cinética
de Flujo Granular
Parámetro Modelo
Presión de sólido Syamlal pK TGFs = 2ρsα2s g0(1−ep )θ
Lun pK TGFs = ρsαsθs +2ρsα2s g0(1−ep )θ
Disipación granular Gidaspow γs = 3ρsα2s g0(1−e2p )θ
 4
dp
√
θ
pi
−∇·us

Viscosidad KTGF Gidaspow µK TGFs =
10ρsdp
p
θpi
96g0(1+ep )
[
1+ 4
5
(1−ep )αs g0
]2
Syamlal µK TGFs =
αsρsdp
p
θpi
6(3−ep )
[
1+ 2
5
(1−ep )(3ep −1)αs g0
]
Hrenya-Sinclair µK TGFs =
αsρsdp
p
θpi
6(3−ep )
[
1+ (3ep −1)
2l
+
2
5
(1−ep )(3ep −1)αs g0+ 5
4
1
(1−ep )αs g0l
]
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Parámetro Modelo
Conductividad granular Gidaspow κs = ρsdp
p
θ
[2α2s g0(1+ep )p
pi
+
9
16
p
piα2s g0(1+ep )+
15
16
p
piαs+
25
p
pig0
64(1+ep )
]
Syamlal κs = ρsdp
p
θ
[2α2s g0(1+ep )p
pi
+
9
2
p
piα2s g0(1+ep )(2ep −1)
49−33ep
+
15
2
p
piαs
49−33ep
]
Hrenya-Sinclair κs = ρsdp
p
θ
[2α2s g0(1+ep )p
pi
+
9
2
p
piα2s g0(1+ep )(2ep −1)
49−33ep
+
15
p
piαs(0,5e2p +0,25ep −0,75+ l )
(49−33ep )l
+
25
4
p
pi
(49−33ep )(1+ep )l g0
]
Distribución radial Sinclair-Jackson g0 = 1
1−
( αs
αs,max
)1/3
Gidaspow g0 = 0,6
1−
( αs
αs,max
)1/3
Lun-Savage g0 =
(
1− αs
αs,max
)−2,5αs,max
Carnahan-Starling g0 = 1
1−αs
+ 3αs
2(1−αs)2
+ α
2
s
2(1−αs)3
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Parámetro Modelo
Producción de energía granular Gidaspow-Koch Jsg =
dpρs
4
p
piθ
(
18µg
d 2pρs
)2
|us −ug |2−3Ksgθ
por intercambio entre fases
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Apéndice B: Inestabilidades tipo
“checkerboard” y la correccion de
Rhie-Chow
La forma más intuitiva de resolver la ecuación de presión (Ec. (3.17)) puede llevar a
la aparición de inestabilidades de altas frecuencias, conocidas como inestabilidades tipo
“checkerboard” [80, 127]. Para poder entender el fenómeno e introducir métodos para
corregirlos, se presentan paralelamente la formulación en variables absolutas (p, p∗, p∗∗,
...) y en correcciones (p′, p′′, ...). Esta última es la forma usual de expresar los algoritmos
segregados para poder visualizar explícitamente los términos correctores. Por cuestiones de
simplicidad, los desarrollos subsiguientes son para un problema de FVM unidimensional,
donde el campo de velocidades es simplemente un escalar. Sin embargo, las conclusiones
pueden ser extendidas a dos y tres dimensiones.
La técnica que se describe a continuación para mitigar las oscilaciones de altas
frecuencias de presiones es conocida como corrección de Rhie-Chow [80].
La ecuación de presión en métodos segregados surge de plantear:
∇·u= 0→∑
nb
u∗∗nb ·Snb = 0 (1.1)
Recordando la formulación matricial utilizada en el Capítulo 3, las ecuaciones de
conservación de masa y momento lineal en forma discreta pueden escribirse como:
D u= 0 (1.2)
(AP +B+H) un+1 =−GB p+B un (1.3)
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Aquí, AP y H son las matrices de coeficientes diagonales y no-diagonales
respectivamente, correspondientes a la la discretización de los términos convectivos
y difusivos : AP = diag{AF } y H = AF − diag{AF }, donde AF es la matriz completa de
coeficientes. Por otro lado, B es la matriz de coeficientes correspondiente al término
transitorio, asumiendo una discretización de primer orden, y D y G son las matrices
de coeficientes correspondientes a los operadores discretos de divergencia y gradiente
respectivamente. Puede notarse que la matriz D opera sobre valores centrados en celda. De
hecho, la matriz D puede ser descompuesta en 2 operaciones: una interpolación a las caras
y una posterior suma por celda de estos valores interpolados:
u f = I f u (1.4)
∑
nb
unb ·Snb →D f u f =D f I f u=D u (1.5)
donde el subíndice f indica valores interpolados a las caras, I f es la matriz de interpolación
a las caras y D f es la matriz suma que además contiene los valores de áreas de caras.
En la etapa de predictora de momento, la predicción de velocidad u∗ es obtenida al
considerar valores almacenados del campo de presiones:
(AP +B+H) u∗ =−GB p0+B u0 (1.6)
p∗ = p0 (1.7)
La ecuación de presión resulta del método de separación del sistema lineal de la Ec. (1.6):
(AP +B) u∗∗ =−H u∗−GC p∗∗+B u0 (1.8)
Entonces:
u∗∗ =−(AP +B)−1 H u∗− (AP +B)−1 GC p∗∗+ (AP +B)−1 B u0 (1.9)
Para obtener un campo de presiones tal que se verifique la condición de divergencia nula,
la Ec. (1.2) se aplica sobre la Ec. (1.9):
D u∗∗ =−D (AP +B)−1 H u∗−D (AP +B)−1 GC p∗∗+D (AP +B)−1 B u0 = 0 (1.10)
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Finalmente, la ecuación de la presión es obtenida al redistribuir términos de la Ec. (1.10):
D (AP +B)−1 GC p∗∗ =−D (AP +B)−1 H u∗+D (AP +B)−1 B u0 (1.11)
Luego de computar el campo de presión, la velocidad es actualizada por medio de la Ec.
(1.9) que, junto con la Ec. (1.11), forma el primer paso corrector.
El lector puede notar que la matriz gradiente GB cambió a GC para derivar la ecuación de
presión (como fue introducida en la Ec. (1.8)). A diferencia de GB que usa valores en centro de
celda de celdas vecinas para el cálculo del gradiente, GC utiliza valores centrados en caras.
Esta es la esencia del método de corrección para evitar las inestabilidades “checkerboard”
que están relacionadas con un desacoplamiento espacial entre los campos de presión y
velocidad [62, 27].
Usualmente, la corrección de Rhie-Chow es presentada a partir de formulaciones
en correcciones. Sin embargo, muchos códigos computacionales utilizan formulaciones
absolutas y la aparición explícita de dicha corrección resulta encubierta. Este Apéndice tiene
el propósito de denotar dicha corrección para formulaciones absolutas y su equivalencia con
la formulación tradicional de la corrección de Rhie-Chow.
La ecuación de presión basada en correcciones de presión puede derivarse de la Ec. (1.11)
agregando y sustrayendo un término relacionado con un gradiente centrado en celda de p0,
de modo que:
D (AP +B)−1 GC p∗∗ =−D (AP +B)−1 H u∗+D (AP +B)−1 GB p0
+D (AP +B)−1 B u0−D (AP +B)−1 GB p0
(1.12)
Ahora, reemplazando p0 por p∗ (siendo que son equivalentes) en el segundo término del
lado derecho y reemplazando el tercer y cuarto término por medio de la Ec. (1.6):
D (AP +B)−1 GC p∗∗ =−D (AP +B)−1 H u∗
+D (AP +B)−1 (AP +B+H) u∗+D (AP +B)−1 GB p∗
(1.13)
Esta expresión puede ser simplificada como:
D (AP +B)−1 GC p∗∗ =D u∗+D (AP +B)−1 GB p∗ (1.14)
La ecuación de presión para la corrección de presión puede ser obtenida al sustraer un
término relacionado con un gradiente centrado en caras de p∗ en ambos lados de la Ec.
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(1.14):
D (AP +B)−1 GC p∗∗−D (AP +B)−1 GC p∗ =
D u∗+D (AP +B)−1 GB p∗−D (AP +B)−1 GC p∗
(1.15)
Finalmente, esta expresión puede llevarse a:
D (AP +B)−1 GC p′ =D u∗+D (AP +B)−1 (GB −GC ) p∗ =
D f [I f u
∗− I f (AP +B)−1 (GC −GB ) p∗︸ ︷︷ ︸
corrección de Rhie-Chow
]
(1.16)
El lector puede notar la similitud del último término de la Ec. (1.16) con la forma
semi-discreta de la corrección de Rhie-Chow usualmente presente en la literatura [27, 45]:
u∗nb =uMPnb −
(
1
bP +aP
)
nb
[(∇ˆp)Cnb − (∇ˆp)Bnb] (1.17)
donde resulta claro la necesidad de corregir el campo de velocidades provenientes del paso
predictor de momento para computar la corrección de presión en la ecuación de presión.
Si esta corrección no se considera, las formulaciones de los algoritmos de acoplamiento
segregados presión-velocidad pueden presentar errores de altas frecuencias.
En este proceso se ha puesto en evidencia que la corrección de Rhie-Chow equivale a
manipular la forma de calcular los gradientes de presión en la formulación absoluta.
Apéndice C: Amplificación del error en un
problema con condiciones de borde
Basado en el análisis teórico preliminar, se propone estudiar un ejemplo practico para
verificar los resultados obtenidos mediante el análisis de Fourier. Aquí se plantea un flujo
uniforme dado por u0 = 0,25 m/s y v0 = 0 m/s en un dominio cuadrado de lado L = 0,1 m.
Todos los casos son resueltos para Re = 10−3 and Co = 0,5.
U U
Δx
Δy
Figura 2.1: Esquema de flujo Couette
Se proponen dos tipos de problema. El primero consiste en un dominio con condiciones
de borde cíclicas en todas las paredes, respetando así las hipótesis del análisis de Fourier.
El segundo toma en consideración los efectos de tener condiciones no-cíclicas en al menos
2 de los 4 bordes obteniendo así un flujo de Couette estándar. Esto se realiza imponiendo
una velocidad nula en el borde inferior y una velocidad constante en el borde superior
U = (0,5,0) m/s (ver Fig. 2.1). En el primer caso se espera verificar los resultados del análisis
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de Fourier, mientras que el segundo busca tener una noción de que tanto se alejan los
resultados teóricos respecto a un problema mas cercano a la realidad como lo es un flujo
Couette.
Caso θx θy AR nP β (teórico)
1 pi/4 pi/4 1 2 < 1
2 pi/2 pi/2 5 2 < 1
3 pi/2 0 5 2 > 1
4 pi/2 0 5 10 < 1
Tabla 2.1: Casos a analizar
Para cada caso considerado, la presión media es nula en el dominio con una perturbación
inicial dada por una función armónica bidimensional. El objetivo es determinar la evolución
de esta perturbación sobre una iteración PISO a través de diferentes condiciones como se
describe en la Tabla 2.1.
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Figura 2.2: Amplificación de errores de presión en casos con condiciones de borde cíclicas
(izquierda) y condiciones de borde de pared (derecha) para el Caso 1, antes (línea de trazo)
y después (línea continua) de una iteración
La Fig. 2.2 muestra el campo de presiones sobre una linea central horizontal para el Caso
1, donde la relación entre amplitudes del error antes y después de una iteración se utiliza
como medida de la amplificación del error. Para un problema con AR = 1, el algoritmo PISO
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amortigua el pulso de presión con un factor de amplificación considerablemente similar al
obtenido en el cuadro izquierdo de la Fig. 2.2 (β∼ 0,25). Este comportamiento se mantiene
similar para condiciones de borde no-cíclicas (flujo Couette), con un pequeño desfasaje
respecto al valor medio.
Ahora, se analizarán problemas que transiten entre estados estables e inestables
basándose en los resultados del análisis de Fourier. Esto se logra mediante un refinamiento
de malla en la dirección y de modo que AR = 5. Para θx = pi2 , dos frecuencias y
(correspondientes al Caso 2 y Caso 3) son consideradas: θy = pi2 (estable) y θy = 0 (inestable).
Las Figs. 2.3 y 2.4 muestran los resultados para estos casos, con una clara amplificación de la
perturbación para el Caso 3. El comportamiento del problema con condiciones no-cíclicas
mantiene el mismo comportamiento que el caso con condiciones cíclicas en todos sus
bordes (nuevamente con un ligero desfasaje del valor medio como en el Caso 1).
Finalmente, un mayor numero de correcciones PISO se aplican sobre el Caso 3 con el
propósito de re-estabilizar la perturbación (basado en los resultados del análisis de Fourier).
Para estas frecuencias (ver Fig. 2.5) , el algoritmo se estabiliza con 6 pasos correctores para el
caso con condiciones cíclicas y no-cíclicas.
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Figura 2.3: Amplificación de errores de presión en casos con condiciones de borde cíclicas
(izquierda) y condiciones de borde de pared (derecha) para el Caso 2, antes (línea de trazo)
y después (línea continua) de una iteración
192
0 0.2 0.4 0.6 0.8 1
-3
-2
-1
0
1
2
3
x/L
p
Ini.
Fin.
0 0.2 0.4 0.6 0.8 1
-3
-2
-1
0
1
2
3
x/L
p
Ini.
Fin.
Figura 2.4: Amplificación de errores de presión en casos con condiciones de borde cíclicas
(izquierda) y condiciones de borde de pared (derecha) para el Caso 3, antes (línea de trazo)
y después (línea continua) de una iteración
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Figura 2.5: Amplificación de errores de presión en casos con condiciones de borde cíclicas
(izquierda) y condiciones de borde de pared (derecha) para el Caso 4, antes (línea de trazo)
y después (línea continua) de una iteración
Resulta importante remarcar que esto no garantiza la estabilidad en casos generales,
donde el error puede estar compuesto de múltiples frecuencias. Sin embargo, los factores
de amplificación obtenidos mediante la descomposición de Fourier permiten detectar las
frecuencias más problemáticas y definir criterios generales para mitigar inestabilidades (e.g.
aumentar el numero de correctores PISO) de acuerdo a los requerimientos del problema.
Además, vale la pena mencionar que las condiciones de pared no han aumentado o
disminuido los rangos de estabilidad para el caso estudiado.
Apéndice D: Condiciones de pared para la
fase granular en lechos fluidizados
En la simulación de lechos fluidizados mediante técnicas Eulerianas, la elección de
condiciones de borde adecuadas para la velocidad de la fase granular en contacto con la
pared es un tema de discusión por la comunidad [33, 43, 40, 6, 47, 87, 92, 26]. Dado que la
naturaleza de la fase granular, que en el presente modelo se trata como un medio continuo,
es realmente un conjunto de partículas discretas, es esperable que la rugosidad de la pared
afecte la cantidad de deslizamiento que dicha fase experimenta en contacto con la pared.
A diferencia de una fase fluida, donde las condiciones de no-deslizamiento se asumen
naturalmente, la condición de borde para la fase granular puede ser más compleja. Una
de las técnicas más utilizadas es la de considerar condiciones de borde tipo mixtas para
la velocidad de sólidos y para la temperatura granular, siguiendo el trabajo de Johnson y
Jackson [43]:
∂us,w
∂x
= pi
6
αs,w
αs,max
ϕρs g0
√
3θw
µs
us,w (3.18)
∂θw
∂x
=−pi
6
αs,w
αs,max
ϕ
ρ2s
κs
g0
√
3θw
µs
|us,w |2+ pi
4
αs,w
αs,max
(1−e2w )
ρs
κs
g0
√
3θ3w (3.19)
donde ϕ es el coeficiente de especularidad y ew es el coeficiente de restitución entre
la pared y las partículas. El coeficiente de especularidad puede tomar valores entre 0,
correspondiendo a paredes suaves y total deslizamiento, y 1, correspondiente a paredes
rugosas. En la práctica, este parámetro no es medible y se lo especifica por medio de técnicas
de ajuste de datos experimentales. En este contexto, Li y Benyahia [52] propusieron una
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expresión para el coeficiente de especularidad como función de otros parámetros medibles
(coeficiente friccional, velocidad de deslizamiento y coeficiente de restitución de pared),
generalizando así la aplicación del modelo de condiciones de borde a diversas condiciones
de flujo. De esta forma, la condición de pared de Li-Benyahia hace uso de las Ecs. (3.18) y
(3.19), con un coeficiente de especularidad definido como:
ϕ=
(
1− dp
4|us,w |
∂|us,w |
∂x
)
ϕ′ (3.20)
donde:
ϕ′ =

−7
p
6pi(ϕ′0)
2
8k
, if r ≤ 4k
7
p
6piϕ′0
2
7
k
r
p
6pi
, en caso contrario
(3.21)
ϕ′0 =−0,0012596+0,1064551k−0,04281476k2+0,0097594k3
−0,0012508258k4+0,0000836983k5−0,00000226955k6
(3.22)
r = |us,w |p
3θ
, k = 7
2
µ(1+ew ) (3.23)
Aquí µ es el coeficiente friccional entre las partículas y la pared.
Un abordaje alternativo es presentado por Schneiderbauer et al. [87], que combina
condiciones de deslizamiento y no-deslizamiento sobre las paredes y así derivar las
siguientes condiciones de pared:
∂us,w
∂x
=N µ erf
(√
3
2
r
µ0
)
(3.24)
∂θw
∂x
=N
p
3θ
[√
2
pi
µ2
µ20
(1+ew −µ0)exp(−3r
2
2µ20
)r 2
+ µp
6piµ20
(7µ(1+ew )−4µ0(1+µ)−3µµ20(1+ew ))exp(−
3r 2
2µ20
)
+ 1p
6pi
(2(ew −1)+3µ2(1+e2))
] (3.25)
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donde:
N =
√
pi
24
ρsαs g0(1+ew )θ
αs,max
(3.26)
µ0 = 7
2
(1+ew )
(1+β0)
µ (3.27)
siendo β0 el coeficiente de restitución tangencial con la pared.
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