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Re´sume´ – Cet article pre´sente une me´thode de re´gression pour les signaux non uniforme´ment e´chantillonne´s. Notre me´thode
propose une approche de type apprentissage supervise´, qui combine une approximation L2 par noyaux d’ondelettes et une
re´gularisation L1 multi-e´chelles. L’utilisation de l’algorithme Least Angle Regression pour la re´solution du proble`me permet
d’introduire de nouvelles manie`res de re´gler le compromis biais-variance.
Abstract – This paper addresses the problem of regression in the case of non-uniform sampled signals. Our method is based
on supervised learning theory, we propose to use L2 estimation with wavelet kernel combined with L1 multiscale regularization.
The use of Least Angle Regression as solver enable us to propose new solutions to set the regularization parameter.
1 Introduction
Le proble`me de l’approximation de signaux a` partir de
donne´es non uniforme´ment e´chantillonne´es apparaˆıt dans
plusieurs contextes tels que les syste`mes pre´sentant une
fre´quence d’e´chantillonnage fluctuante voire ale´atoire ou
la reconstruction de signaux qui comportent des donne´es
manquantes. En traitement d’image, il est e´galement fre´-
quent d’avoir a` reconstruire des images dont les e´chan-
tillons ne sont pas uniforme´ment distribue´s i.e donne´es
ge´ophysiques, tomographie, etc . . .
Dans cette e´tude, nous proposons une me´thode d’ap-
proximation de signaux bruite´s en se plac¸ant dans le con-
texte des espaces de Hilbert a` noyaux reproduisants et
en utilisant comme a priori sur la re´gularite´ du signal la
parcimonie de l’estimateur. Ici, les espaces d’approxima-
tion conside´re´s sont des sous-espaces de L2(R) ge´ne´re´s par
un ensemble fini d’ondelettes. Les approches base´es sur
le Matching Pursuit [Mal97] me`nent a` des re´sultats sous-
optimaux, tandis que le Basis Pursuit [CDS98] fait appel a`
des me´thodes backward tre`s couˆteuses en temps de calcul.
Le wavelet shrinkage [DJ94] e´tait initialement limite´ aux
signaux uniforme´ment e´chantillonne´s. L’extension aux si-
gnaux quelconques ne´cessite en re´alite´ de re´-e´chantillonner
les signaux [KS00]. Les me´thodes existantes utilisant les
noyaux d’ondelettes [AAP04] combine une re´solution de
type EM (couˆteuse) avec l’utilisation de plusieurs para-
me`tres de re´gularisation. Notre but est double : d’une part,
nous souhaitons diminuer la complexite´ temporelle de la
re´solution de ce proble`me, d’autre part nous proposons
des solutions pour re´gler automatiquement les parame`tres
de la me´thode d’approximation.
Nous avons utilise´ la formulation du LASSO (Least Ab-
solute Shrinkage and Selection Operator) [Tib96], base´e
sur une re´gularisation L1, et l’algorithme du LARS (Step-
wise Least Angle Regression) [EHJT04] pour la re´solution.
La re´gularisation L1 est un gage de parcimonie tandis
que le calcul du chemin complet de re´gularisation, via le
LARS, permet de de´finir de nouveaux crite`res pour trou-
ver le compromis biais-variance optimal. Cette de´marche
permet d’ame´liorer les performances et le temps de calcul
pour le LASSO tout en proposant des crite`res auto adap-
tatifs pour le re´glage du compromis biais-variance, afin de
rendre la me´thode comple`tement non parame´trique.
2 Me´thode
Nous nous plac¸ons dans le contexte d’une estimation
de la fonction de re´gression classique i.e, nous avons un
ensemble de donne´es {xi, yi}i=1...n avec : yi = f(xi)+bi ou`
les bi sont des variables ale´atoire et xi ∈ R. Notre objectif
est d’obtenir une estimation de f a` partir des e´chantillons
bruite´s yi. Les xi ne sont pas e´quidistants. Nous cherchons
la fonction f de l’espace des hypothe`ses H qui minimise
le risque empirique re´gularise´ :
Rreg[f ] =
1
n
n∑
i=1
(yi − f(xi))
2 + λΩ(f) (1)
ou` Ω(f) mesure la re´gularite´ de la solution et ou` λ est
le compromis biais-variance. L’approximation re´gularise´e
d’une fonction non uniforme´ment e´chantillonne´e rentre dans
le cadre du the´ore`me du repre´sentant de Kimerdolf et
Wahba [KW71] et la forme de la solution est donc :
f(x) =
n∑
i=1
βiK(xi, x) (2)
ou` K est le noyau reproduisant de l’espace de Hilbert H
et ou` les βi sont les coefficients de re´gression.
L’utilisation de noyaux d’ondelettes pour la re´gression,
combine´e a` une re´gularisation Ω(f) a de´ja` fait l’objet
d’e´tudes [AAP04, RC05]. La me´thode pre´sente´e dans cet
article apporte plus de rapidite´, ainsi que la possibilite´ de
re´gler automatiquement tous les parame`tres.
2.1 Noyaux d’ondelettes
L’application du the´ore`me du repre´sentant suppose que
H soit un espace de Hilbert a` noyaux reproduisants. Les
conditions suffisantes d’auto-reproduction [RC05] sont don-
ne´es ci-dessous :
– Tout ensemble fini {ψn}i=1...n de vecteurs d’un espace
de Hilbert H est une structure oblique (ou frame) du
sous-espace qu’elle ge´ne`re.
– si par ailleurs, l’ensemble des ψn est borne´ et de norme
finie dans H alors, l’espace engendre´ est a` noyau re-
produisant.
Dans ce cas, le noyau de cette espace s’e´crit :
k(x, y) =
n∑
i=1
ψ¯i(x)ψi(y)
ou` ψ¯ est la frame duale de ψ. Ainsi, on peut en conclure
qu’une famille finie (orthogonale ou non) d’ondelettes ge´-
ne`re un espace a` noyau reproduisant. Cette espace peut
donc eˆtre utilise´ dans le cadre du the´ore`me de Kimerdolf-
Wahba pour re´soudre un proble`me d’approximation.
Si l’espace d’hypothe`ses H est de´crit par un ensemble
d’ondelettes orthogonales ψ, alors cet espace se de´compose
en N sous espaces : H = H1 ⊕ . . .⊕HN ou` chaque espace
de Hilbert a` noyau reproduisant Hi est l’espace engendre´
par une famille d’ondelettes de meˆme e´chelle i.
Estimer la fonction sur H ne´cessite l’utilisation des noy-
aux des Hi, pour mode´liser chacune des e´chelles. En re-
prenant la non line´arisation de Vincent et Bengio [VB02],
nous conside´rons chaque Ki(x, .) comme une source d’in-
formation. Nous construisons donc un noyaumulti-e´chelles
comme la concate´nation de diffe´rents noyaux e´le´mentaires :
K =
[
K1 . . .Ki . . .KN
]
. Chaque source d’information
Ki(xj , ·) est caracte´rise´e par un point xj (re´fe´rence tem-
porelle) et un facteur d’e´chelle i. La fonction de re´gression
s’e´crit alors :
f(x) =
N∑
i=1
n∑
j=1
βijKi(xj , x) (3)
2.2 Re´gularisation multi-e´chelles et LARS
La re´gularisation est souvent associe´e a` la parcimonie
de la solution. La meilleure manie`re de l’ame´liorer est de
minimiser ||β||ℓ0 , c’est a` dire de prendre Ω(f) = ||β||ℓ0 .
Cependant, ce proble`me est NP-difficile et deux solutions
classiques consistent a` utiliser soit la norme ℓ1 [Tib96],
soit la norme ℓ2 en approximant parcimonieusement la
solution [VB02].
Grandvalet a montre´ que l’Adaptive Ridge Regression
(ARR, Ω(f) =
∑
ij λiβ
2
ij) est e´quivalente au LASSO
(Ω(f) =
∑
ij |βij |) [Gra98]. Dans le cas pre´sent, l’ARR
utilise une re´gularisation multi-e´chelles, λi e´tant fixe´ pour
chaque Ki. La formulation du LASSO permet donc d’ob-
tenir simplement une re´gularisation multi-e´chelles en s’af-
franchissant d’un grand nombre d’hyper-parame`tres.
La plupart des proble`mes d’apprentissage sont re´gulari-
se´s en ℓ2 et il existe beaucoup d’outils pour les traiter.
A l’inverse, la formulation ℓ1 demandait jusqu’a` main-
tenant des re´solutions couˆteuses, base´es sur la program-
mation line´aire [CDS98] ou sur des versions ame´liore´es
de EM [Gra98]. L’algorithme Stepwise Least Angle Re-
gression (LARS) [EHJT04] offre de nouvelles perspectives
pour ce genre de proble`me. La rapidite´ du LARS vient de
la combinaison entre parcimonie et me´thode pas a` pas, en
partant d’un ensemble vide. Les premie`res ite´rations sont
peu couˆteuses du fait de la petite taille de l’ensemble ac-
tif des sources d’information. Le couˆt augmente au fil des
ite´rations, mais la re´gularisation ℓ1, gage de parcimonie,
limite le nombre d’ite´rations ne´cessaires. A l’inverse, les
me´thodes backward [Gra98, CDS98] ne´cessitent la re´solu-
tion d’un syste`me line´aire de grande dimension pour re´-
duire les coefficients inutiles a` ze´ro. E´tant donne´ qu’un seul
point est ajoute´ (ou retire´) de l’ensemble actif a` chaque
ite´ration, il est possible de mettre a` jour la matrice inver-
se´e au lieu de la recalculer entie`rement a` la manie`re de la
formulation simple-SVM [LCV+04].
Finalement, le proble`me du LARS s’e´crit :
min
β
n∑
i=1
‖yi −
N∑
j=1
n∑
k=1
βjkKj(xk, xi)‖
2
∑
j,k
|βjk| ≤ t
(4)
Cette formulation est e´quivalente a` (1) avec Ω(f) = ||β||ℓ1 .
2.3 Modification du LARS
Afin d’ame´liorer la parcimonie et les re´sultats en clas-
sification de la me´thode, nous avons introduit une modi-
fication dans l’algorithme du LARS. Lors de la dernie`re
ite´ration de la me´thode, le pas est calcule´ suivant la me´-
thode des moindres carre´s classiques. Cela revient en re´a-
lite´ a` utiliser le LARS comme une me´thode de se´le´ction de
sources d’information puis a` faire une projection sur cette
famille de fonctions.
2.4 Compromis biais-variance
Le compromis biais-variance permet de stopper la phase
d’apprentissage avant d’inte´grer tous les β dans la construc-
tion de la solution. L’inte´reˆt est double : d’une part, il
s’agit d’e´viter les phe´nome`nes de sur-apprentissage qui
surviennent lorsque la solution est trop complexe, d’autre
part, cela nous permet de re´duire le temps de calcul ne´-
cessaire pour obtenir la solution optimale. Le re´glage du
parame`tre de compromis t (4) constitue donc un enjeu
essentiel.
Pour faire face a` ce proble`me nous utilisons une pro-
prie´te´ du LARS : le calcul le chemin complet de re´gula-
risation. Chacune des ite´rations du LARS aboutit a` une
solution optimale au sens d’un parame`tre t fixe´. Il est donc
possible de re´gler le compromis biais-variance dynamique-
ment [BTJ04].
Le crite`re le plus classique pour re´gulariser le LARS
consiste a` fixer une borne sur la somme des |βi|. Cepen-
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Fig. 1 – Signaux a` estimer et donne´es d’apprentissage bruite´es.
dant, ce crite`re est particulie`rement abstrait et difficile a`
re´gler.
2.4.1 Autres de´finitions de seuil
Nous proposons d’utiliser d’autres de´finitions de seuil
pour stopper la phase d’apprentissage :
- le ν-LARS, ou` ν est un seuil sur le pourcentage
de points pouvant eˆtre se´lectionne´s comme supports
(βi 6= 0) de la solution,
- le crite`re de Ljung [Lju87], ou` un seuil est fixe´ sur
l’auto-correlation du re´sidu qui mesure sa ressem-
blance a` un bruit blanc.
2.4.2 Crite`res auto-adaptatifs
L’ide´e est d’ajouter des sources d’information pie´ge´es,
que nous ne souhaitons pas utiliser pour construire la solu-
tion. Lorsque ces sources sont se´lectionne´es par le LARS,
nous arreˆtons la proce´dure d’apprentissage. Nous propo-
sons deux heuristiques pour construire ces sources pie`ges :
- LARS-RV. Nous introduisons des vecteurs de va-
riables ale´atoires gaussiennes parmi les sources d’in-
formations, a` la manie`re de [BBE+03]. Lorsque ces
sources seront se´lectionne´es, cela signifie qu’elles sont
plus corre´le´es au re´sidu que n’importe quelle autre
source d’information. Le re´sidu peut alors eˆtre assi-
mile´ a` du bruit et l’apprentissage stoppe´.
- LARS-HF. Nous utilisons alors les e´chelles hautes
fre´quences comme des e´chelles pie`ges. En effet, dans
le noyau correspondant aux hautes fre´quences (HF),
les points d’apprentissage n’ont d’influence que dans
une tre`s petite sphe`re, c’est a` dire essentiellement sur
eux meˆmes. La se´lection d’une source d’information
HF peut donc eˆtre interpre´te´e comme un de´but de
sur-apprentissage.
Cette dernie`re famille de solution est particulie`rement in-
te´ressante puisqu’elle permet d’avoir un algorithme com-
ple`tement non-parame´trique.
3 Re´sultats
Nous avons compare´ le LARS, avec plusieurs crite`res
d’arreˆt, par rapport aux ǫ-SVM et au back-fitting [HT86]
pour construire une estimation des signaux artificiels pre´-
sente´s figure 1. il s’agit de signaux classiques, utilise´s par
Donoho et Johnstone [DJ94]. L’e´chantillonnage est ale´a-
toire sur l’intervalle [0, 1] et les donne´es sont bruite´es.
Nous avons utilise´ un signal de 400 points pour l’appren-
tissage et une base de test (non bruite´e) de 1000 points.
Le crite`re d’e´valuation est l’erreur moyenne au sens des
moindres carre´s. Les bornes du LARS (
∑
i |βi|, ν) sont op-
timise´es par validation croise´e. Les parame`tres des SVM (
ǫ, C et le choix du noyau) sont optimise´s par triple valida-
tion croise´e sur l’ensemble d’apprentissage, chaque e´chelle
est donc traite´e se´pare´ment. L’algorithme du back-fitting
ne´cessite le re´glage d’autant de parame`tres qu’il y a de
noyaux. Ici encore, nous avons utilise´ la validation croise´e
pour estimer les compromis optimaux. Nous avons utilise´
10 e´chelles d’ondelettes de type Symmlet, correspondant
aux parame`tres de dilatation des ondelettes de 0 a` 9.
Les re´sultats sont pre´sente´s dans le tableau 1.
Les me´thodes LARS, base´es sur les noyaux d’ondelettes
multire´solution donnent les meilleurs re´sultats sur les bases
de donne´es faisant intervenir un aspect multire´solution
(cos(exp(ωt)),Doppler,...) , mais aussi sur des bases plus
classique (Ramp, Bumps...). A l’inverse, les SVM se mon-
trent tre`s efficaces sur les bases de donne´es re´gulie`res (Hea-
vySine). L’ǫ-tube autour de la solution est bien adapte´ a`
ce genre de proble`mes. La parcimonie de la solution est
syste´matiquement a` l’avantage du LARS, du fait de la
re´gularisation ℓ1. Les re´sultats des me´thodes LARS-RV
et LARS-HF sont tre`s inte´ressants : ils sont proches des
meilleurs re´sultats dans la plupart des cas, sans faire in-
tervenir de parame`tres.
4 Conclusions
Les re´sultats obtenus sont tre`s encourageants : ils mon-
trent la performance de la me´thode pour diffe´rents types
de signaux artificiels, tout en ame´liorant la rapidite´ de
traitement et en diminuant le nombre de parame`tres ne´-
cessaires par rapport aux SVM. L’e´cart de performance
est plus important sur les proble`mes ne´cessitant une ap-
proche multire´solution.
Il reste ne´anmoins a` valider cette me´thode sur des cas
re´els. Une autre perspective de ce travail concerne l’opti-
misation de la forme de l’ondelette me`re utilise´e. Enfin,
notons que l’estimation des signaux par cette me´thode
peut servir de description pour les proble`mes de classi-
fication de signaux. Contrairement a` [DJ94] ou [KS00], la
description ainsi obtenue est covariante en translation.
Algorithme Back-fitting ǫ-SVM LARS-
P
i
|βi| ν-LARS LARS-RV LARS-HF
Blocks
0.024± 0.0041
4000
0
0.026 ± 0.0045
107.7
0
0.021± 0.0033
50.3
17
0.020± 0.0034
54
21
0.023± 0.0039
60.8
5
0.022± 0.0036
49.2
8
Doppler
0.019± 0.0041
4000
0
0.025 ± 0.0056
110.7
0
0.014± 0.0042
44.1
11
0.013± 0.0037
42
24
0.014± 0.0045
47.1
9
0.013± 0.0038
42.5
21
Ramp
0.012± 0.0036
4000
0
0.014 ± 0.0037
57.6
2
0.008± 0.0035
19.2
19
0.008± 0.0035
17
20
0.009± 0.0037
21.4
13
0.010± 0.0035
15.8
8
HeavySine
0.0033 ± 0.0008
4000
0
0.0028± 0.0005
29
28
0.0034 ± 0.0008
17.4
0
0.0033 ± 0.0008
18
2
0.0033 ± 0.0007
19.6
0
0.0034 ± 0.0008
20.7
2
cos(exp(ωt))
0.025± 0.0064
4000
0
0.029 ± 0.0056
111.1
0
0.020± 0.0047
42.3
24
0.020± 0.0048
42
19
0.021± 0.0049
48.7
16
0.020± 0.0047
43.4
20
Riemann
0.019± 0.0016
4000
5
0.018± 0.0017
57.9
15
0.019± 0.0020
51.4
7
0.019± 0.0019
50
8
0.019± 0.0019
52.1
6
0.019± 0.0019
57.5
6
Bumps
0.024± 0.0071
4000
0
0.025 ± 0.0073
52.7
0
0.020± 0.0050
42.2
23
0.020± 0.0052
46
19
0.020± 0.0052
45.3
19
0.020± 0.0051
41.7
18
Piece-Polynomial
0.018± 0.0050
4000
0
0.019 ± 0.0051
68.8
0
0.015± 0.0049
53.1
18
0.015± 0.0053
52
16
0.015± 0.0052
55.4
14
0.015± 0.0053
59.1
15
Tab. 1 – Tableau de re´sultats. Moyenne et e´cart-type de l’erreur au sens des moindres carre´s sur 30 ite´rations. Moyenne
des vecteurs supports ne´cessaires pour construire la solution. Nombre de meilleures performances sur les 30 ite´rations
(le total de´passe parfois 30, plusieurs solutions LARS e´tant identiques).
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