The paper deals with Bayesian state estimation of nonlinear stochastic dynamic systems. The focus is aimed at the stochastic integration filter, which is based on a stochastic integration rule. It is shown that the covariance matrix of the integration error calculated as a byproduct of the rule can be used as a measure of nonlinearity. The measure informs the user about validity of the assumptions of Gaussianity, which is adopted by the stochastic integration filter. It is also demonstrated how to use this information for a prediction of the number of remaining iterations of the rule. The paper also focuses on utilization of the integration error covariance matrix for improving estimates of the mean square error of the estimates, which is produced by the filter.
INTRODUCTION
Nonlinear state estimation of discrete-time stochastic dynamic systems is an important field of study, which has undergone a rapid development in the last two decades. The importance of this field stems from its crucial role in many areas such as signal processing, target tracking, satellite navigation, fault detection, and adaptive and optimal control problems. It is an essential part of any decision-making process.
The system state completely characterizes the system at a given time and usually is not directly measurable. The system behavior is described by a stochastic dynamic discrete-time model consisting of a stochastic difference equation characterizing dynamics of the state and by a stochastic algebraic equation representing a relation between the state and the measurement. The solution to the state estimation problem usually follows the Bayesian approach or the optimization approach.
The Bayesian approach is built up on the Bayesian recursive relations (BRRs) (Sorenson, 1974) , which provide the state estimate in the form of a conditional probability density function (PDF) of the state conditioned by the measurement. However, the exact solution to the BRRs can be found only for a few special cases, such as a linear system with Gaussian disturbances. For a nonlinear or non-Gaussian system the conditional PDF has a complex shape and the solution usually cannot be found in a closed form. Hence, some approximations must be employed.
A group of approximate methods providing approximate conditional PDF capturing the complexity of the conditional PDF with a great fidelity are called global methods. They are represented namely by the Gaussian sum method (Ristic et al., 2004) , the pointmass method (Kramer and Sorenson, 1988) , and the particle filter (Doucet et al., 2001) . The practical use of the global methods is limited especially due to their extensive computational complexity.
Another group of methods is formed by assuming Gaussian approximation of the conditional PDF provided by the BRRs. Such methods are denoted as Gaussian filters (GFs) (Ito and Xiong, 2000) or local Bayesian methods (Arasaratnam and Haykin, 2009 ). The GFs are represented namely by the quadrature Kalman filter (Arasaratnam et al., 2007) , the cubature Kalman filter (Arasaratnam and Haykin, 2009) , and the stochastic integration filter (SIF) (Duník et al., 2013b) , which utilizes the iterative stochastic integration rule (SIR) (Genz and Monahan, 1998) .
Contrary to the Bayesian approach, the optimization approach assumes minimization of a certain design criterion, usually the mean square error (MSE), leading to filters such as the extended Kalman filter, the divided difference filter (Nørgaard et al., 2000) , or the unscented Kalman filter (Julier and Uhlmann, 2004) . The optimization is usually feasible by enforcing a linear structure of the filter.
Even though optimization methods and local Bayesian methods were derived by different approaches, finally they provide formally same solution to the state estimation problem, which is computationally reasonable and therefore often used in practice.
The GFs perform well only for mildly nonlinear functions, for which the Gaussianity assumption is approximately valid. For strong nonlinearities the assumption is only a rough approximation. During the last decade several methods quantifying nonlinearity or non-Gaussianity, which have been applied in monitoring the GF assumption validity, have appeared (Mallick, 2004) , (Li, 2012) and (Duník et al., 2013a) . Such methods are usually based on evaluating effects of nonlinearities in neighborhoods of conditional means or testing unimodal or non-heavytailed properties of the conditioned PDFs.
The goal of the paper is to show that the SIF based on SIRs possesses nonlinearity measuring capabilities itself. The information can be used to give the user an idea how strong nonlinear behavior the system exhibits or how much the Gaussian assumption is violated and how much the estimates should be trusted. Further, it will be shown that the information can be utilized to predict computational requirements of the SIRs employed by the filter to achieve a desired accuracy. And above all, the information will be used to make the estimate of the MSE provided by the SIF more precise.
The rest of the paper is organized as follows: Section 2 is devoted to a brief introduction to the nonlinear state estimation, its solution by the GFs, and measures of nonlinearity and non-Gaussianity. The SIR is briefly presented in Section 3. Section 4 presents the revealed capability of the SIF to measure nonlinearity and its application. Next, in Section 5 the utilization of this information to provide an improved estimate of the MSE is outlined and the paper is concluded by Section 6.
STATE ESTIMATION AND GAUSSIAN FILTERS
The aim of this section is to formulate the nonlinear state estimation problem, to present its general solution by means of the BRR, to describe the GFs, and to present two measures of nonlinearity and nonGaussianity proposed in literature.
Formulation of the Nonlinear State Estimation Problem
Let a discrete-time nonlinear stochastic system be considered in the following state-space form
where the vectors x k ∈ R n x , and z k ∈ R n z represent the state of the system, and the measurement at time instant k, respectively, f k : R n x → R n x and h k : R n x → R n z are known vector functions, and w k ∈ R n x , v k ∈ R n z are mutually independent state and measurement white noises. The PDFs of the noises are Gaussian with zero means and known covariance ma-
respectively, where 0 a×b denotes an a × b matrix of zeros. The PDF of the initial state is Gaussian and known as well, i.e., p(x 0 ) = N {x 0 ;x 0 , P 0 }. The initial state is independent of the noises.
State estimation aims at searching the state x k based on measurements up to the time instant , which will be denoted as
Due to the stochastic nature of the system, the state estimate is described by the conditional PDF p(x k |z ). In this paper, the filtering (k = ) and the one-step prediction (k = + 1) problems will be considered only.
To find the filtering estimate p(x k |z k ) the Bayesian approach is used, and the following BRRs provide the solution (Sorenson, 1974) :
where the one-step prediction PDF is
and
An analytical solution to (3) and (4) is an intricate functional-domain problem. It can be analytically computed for a few cases only. Such a case is given by linear functions and Gaussian PDFs in the system equations (1) and (2). So, for a nonlinear or a non-Gaussian system, approximate solutions are mostly necessary.
Gaussian Filters
The GFs suppose that the joint prediction PDF p(z k , x k |z k−1 ) is at each time instant Gaussian (Arasaratnam and Haykin, 2009) 
Then the filtering PDF p(x k |z k ) and the one-step predictive PDF p(x k |z k−1 ) are also Gaussian
The GFs compute the first two moments of (6) and (7), i.e., the conditional meansx k|k = E[x k |z k ] and
. The GF algorithm can be written in the following form:
Algorithm 1: Gaussian Filter.
Step 1: (initialization) Set the time instant k = 0 and define a priori initial condition by its first two moments
Step 2: (filtering, measurement update) The filtering meanx k|k and CM P xx k|k are computed by the means of
where
is the filter gain and the measurement predictionz k|k−1 is given byz
The predictive CMs P xz k|k−1 and P zz k|k−1 are computed as
Step 3: (prediction, time update) The predictive mean x k+1|k and CM P xx k+1|k are given bȳ
Let k = k + 1. The algorithm then continues by
Step 2.
The particular GFs vary in the way they compute the integrals determining the predictive characteristics of the measurement (13-15) and the predictive characteristics of the state (16, 17) . Mostly, the integrals cannot be calculated analytically. For example, the integrals can be approximated by the SIR, which leads to the SIF.
Measures of Nonlinearity and
Non-Gaussianity
The GFs are designed under the Gaussianity assumption (5), which will become invalid due to the nonlinearities present in the system. This may consequently severely degrade the performance of the filter, disrupt its accuracy or credibility. Hence, it is convenient to monitor working conditions of the filter, which affect validity of the assumption. For this purpose the measures of nonlinearity (MoNL) or nonGaussianity (MoNG) render an applicable tool. The MoNL and MoNG may be used for sequential monitoring of the GF assumption and an impact of approximations along a trajectory of the GF. Two examples of MoNL, which will be later used for a comparison, are described below. The described MoNL evaluate the nonlinearity of a function y = g(x), where x is a random variable with a meanx and a CM P xx defining a region, where the nonlinearity will be analyzed. The MoNL can be used in the filtering or the predictive step of the GF (Algorithm 1). In the filtering step the function g(x) is equal to is h k (x k ), i.e., g(x) = h k (x k ), and in the predictive step
Differential Geometry Measure based MoNL
The MoNL based on a differential geometry measure (DGM) was originally proposed in (Bates and Watts, 1988) for the nonlinear parameter estimation and later it was extended for the nonlinear state estimation (Mallick, 2004) . The MoNL directly assesses the curvature 2 of the nonlinear function at a given point. The state-independent version of the measure is defined as
is a set of q user-defined points somehow respecting the probabilistic description of x ,Ġ = ∂g(x) ∂x | x=x is the Jacobian of g(x), and
∂x∂x | x=x is the Hessian of g(x). Therefore, the measure assesses the contribution of the Taylor series expansion (TSE) second order term 3 relative to the TSE first order term which defines the tangential (linear) approximation of the function. The measure (18) can be evaluated at multiple points X i and, its maximum can be selected for assessing nonlinearity of g(x), i.e.,
Least-Squares based MoNL
In (Duník et al., 2013a ) the weighted least-squares (WLS) based MoNL was proposed assessing the WLS residue, i.e., the difference between the nonlinear function and its linear (least-squares) approximation defined by parameters
is a set of userdefined points, and W is a diagonal weighting matrix respecting placement of the points X i . Then, the MoNL is given by
The points
are suitably selected (userdefined) weighted points to represent the probabilistic description of x. The largest element can be selected for assessing of nonlinearity g(x).
STOCHASTIC INTEGRATION FILTER
The SIF (Duník et al., 2013b) utilizes the SIR (Genz and Monahan, 1998) for calculating the integrals arising in the GF algorithm (13)-(17). The main advantage of the SIR is that it provides faster rate of convergence than the simple Monte Carlo (MC) integration rule (Genz and Monahan, 1998) . The SIF takes this advantage from the SIR and guarantees asymptotically exact or in some cases (linear or polynomial functions f k and h k , depending on the SIR degree) exact calculation of the integrals. The integrals are calculated utilizing approximate description of a random variable representing a state estimate by a set of points and the corresponding weights.
The SIF is given by the algorithm of the GF (Algorithm 1), where the integrals (13)-(17) are approximately computed using SIR. Algorithm 2 illustrates the degree-3 SIR for computing an approximate value of the integral
for a given function y = γ(x), γ : R n x → R n γ , a mean valuex and a covariance matrix P xx of x.
Algorithm 2: Degree-3 Stochastic Integration Rule.
Step 1: Select a maximum number of iterations N max or an error tolerance ε.
Step 2: Set the current iteration number N = 0, initial value of the integralÎ 0 (γ) = 0 n γ ×1 , initial square error of the integral V 0 = 0 n γ ×n γ , and set ζ 0 =x.
Step 3:
Generate a uniformly random orthogonal matrix Q N of dimension n x × n x and generate a random number ρ N from the Chi distribution with (n x + 2) degrees of freedom, i.e., ρ N ∼ Chi(n x + 2). c) Compute a set of points {ζ i } 2n x i=0 and appropriate weights {ω i } 2n x i=0 according to
where i = 1, 2, . . . , n x , e i is the i-th column of the n x × n x identity matrix, and S xx is a decomposition of matrix P xx so that
Compute the following relations for the approximation of the integral value at current iteration SR
(spherical-radial degree-3 SIR), the updated integral valueÎ N (γ), and the corresponding mean square error estimate V N , i.e.,
Step 4: Once the stopping conditions are fulfilled, the approximate value of the integral I(γ) isÎ N (γ).
Note that the maximum in the stopping condition max V N < ε 2 denotes the maximum over all elements of V N and that the points ζ i and weights ω i are specified to satisfy
The SIF of higher and lower degrees can be found in (Genz and Monahan, 1998) . Algorithm 2 is used for approximative calculations of (13)-(17) using the SIR, i.e., it produces estimates ofz k|k−1 , P zz k|k−1 , P xz k|k−1 ,x k|k−1 and P xx k|k−1 . The SIR estimates will be further denoted as the original quantity with an extra hat over them, i.e., for examplê z k|k−1 is an estimate ofz k|k−1 produced by the SIR of arbitrary degree and stopping condition. Analogously,P xz k|k−1 is an estimate of P xz k|k−1 . The differences between the SIR estimates and original quantities will be denoted as the quantity with tilde, i.e., z k|k−1 =z k|k−1 −ẑ k|k−1 or analogouslyP xz k|k−1 = P xz k|k−1 −P xz k|k−1 . In the following sections an arbitrary degree SIR with an arbitrary stopping condition is assumed. For this reason, the notation SR(Q N , ρ N ) will be used without the superscript indicating the rule degree.
MEASURING NONLINEARITY BY SIR
This section will analyze the byproduct of the SIR calculation -the square error V N of the integral approximate valueÎ N (γ), which has been overlooked in SIF design so far. First, certain aspects of Algorithm 2 will be clarified.
Square Error of Integral Value
The GFs require computation of the integral values in the form of (22). The SIR of arbitrary degree (for example Algorithm 2 for degree-3) approximates this integral by a sample mean of spherical-radial ruleŝ
which are given as a sum of n p weighted semi-random points 4
where the notation ζ i (Q j , ρ j ) was used to explicitly denote dependence of ζ i on Q j and ρ j . The randomization is handled using i) the random orthogonal matrix Q j , which governs rotation in the state space, ii) the scaling parameters, i.e., ρ j ∼ Chi(n x + 2) for the degree-3 rule, which govern spread of the points ζ i .
The SIR also computes an estimate V N of the MSE of the integral value approximationÎ N (γ). The error of I N (γ) denoted asĨ N (γ) = I N −Î N has zero mean and its MSE is
Its estimate by the SIR is
wherev ar(SR(Q, ρ)) is calculated as the sample variance of SR(Q, ρ) as
The notation (α)(·) T stands for (α)(α) T . Theorem. For a linear function γ(x) = Γ · x, where Γ ∈ R n γ ×n x , arbitrary mean valuex, a CM P xx and ∀N > 1, it holds that var(SR(Q, ρ)) = 0.
Proof. For arbitrary rotation matrix Q j and scaling parameter ρ j , the arbitrary degree spherical-radial SIR is
where the relation (30) was used. As SR(Q j , ρ j ) given by (37) does not depend on Q j and ρ j for a linear function γ, it holds that var(SR(Q, ρ)) = 0.
4 Number of points is governed by the degree of the SIR. For example, n p = 2n x + 1 for the degree-3 rule. As a consequence of (35) the SIR algorithm provides a quantity for an estimation of the variance of calculated SRs
Relation of Square Error of Estimated Integral with MoNL
The variance of the calculated SRs, var(SR(Q, ρ)) approximately given by N · V N , can be viewed as a measure of nonlinearity, because it is zero for a linear function and there is a reason to believe that for a growing strength of nonlinearity of γ, the variance grows as well. The quantity N · V N will be denoted as MoNL SIR . An illustration follows to support this belief.
To facilitate analyzing of behavior of MoNL SIR for different nonlinearities, the following approach will be adopted: Instead of changing the function γ for a fixedx and P xx , the nonlinear function γ will be fixed and the variance P xx will change. The variance P xx governs the region over which the nonlinearity is analyzed and hence for growing P xx , i.e., enlarging the region, the nonlinearity should become stronger.
The following static example has been chosen: Assume the function of interest y = γ(x) = x 2 , the random variable x is given by mean valuex = 0.1 and variance P xx ∈ (0, 2). The SIR was used to calculate MoNL SIR with the parameter N max = 100. The MoNL DGM and MoNL WLS used the same ζ-points to calculate the value of the measure. In case of the MoNL WLS , the weighting matrix was chosen as the eye matrix. The Figure 1 depicts the results of the experiment. All three measures inform the user of rising influence of nonlinearity for growing variance P xx .
Prediction of Number of Iterations in SIR
In some cases, the user may specify the stopping condition in Algorithm 2 by the error tolerance ε only, i.e., without specification of the maximum number of iterations N max . Throughout the iterations, it is possible to predict the number of steps required to achieve all elements of V N to be lower than ε 2 . The procedure is as follows: At each iteration N the variance var(SR(Q, ρ)) can be estimated by N · V N . Consider N TOT being a number of iterations such that after N TOT steps the variance V N TOT ofÎ N TOT error will be approximately (39) and the maximum element ofV N TOT will be smaller than ε 2 , i.e., max(V N TOT ) < ε 2 . Hence
Thus the total number of steps can be estimated by
where · is the ceil function rounding to the nearest larger integer. The total number of steps N TOT gives the user the information about how long it will take to obtain the integral valueÎ N with the desired accuracy ε.
MSE ESTIMATED BY SIF
In this section the SIF will be analyzed in the terms of the MSE and based on the findings from the previous section and calculation of the MSE estimate will be proposed.
Theoretical values of MSE
The GFs compute the CM P xx k|k , which can be seen as an estimate of the MSE, i.e.,
Now, the true MSE will be calculated and compared with the CMP xx k|k calculated by the SIF.
For convenience, consider the estimatex k|k (10) as an affine function of z k , i.e.,
Note that for clarity purposes the subscript k|k −1 will be omitted for the predictive moments.
Substituting (43) into (42) yields
After applying the expectation operator the MSE is
where the estimator-related expressions were labeled as A,B,C , and D. In the following paragraphs these expressions will be analyzed separately by substituting (44) and (45) into the terms:
Hence, (47) can be rewritten as
which can be understood as the sum of the SIF estimateP xx k|k of P xx k|k and a sum of numerical integration caused error terms 2E, F , G and H (denoted as the MSE err k|k ), which provides the error in approximation of the MSE. By using the estimate V N of the integral mean squared error related to calculation ofẑ,P xz , andP zz , which will be denoted as Vˆ¯z N , VP xz N and VP zz N , respectively, the terms E, F , G and H of MSE err k|k can be estimated as:
The term E can be calculated during computation of V P xz N using (36) as
where the SR approximate P xz at i-th iteration.
The term F depends on the true CM P xz . Thus the expectation of F w.r.t. the Q and ρ used forP xz computation is zero, i.e.,
The term G can be approximated after applying the expectation operator due to mutual independence ofP xz ,P zz andz. Then, E[zz T ] is the variance of z, which can be approximated by Vˆ¯z N , i.e.,
The term H cannot be replaced by its estimate aŝ P zz andP zz are clearly dependent. Here, the approach replacingP zz by its interval estimate will be adopted. AsP zz has multivariate Gaussian distribution with zero mean and matrix of variances given by VP zz N ,P zz in H can be replaced by a matrix where its each element is a 3-σ interval estimate of the corresponding element ofP zz . This matrix of 3-σ interval estimates will be denoted as P zz . Then the term H can be approximated as
Hence, the true MSE can be estimated by a 3-σ interval estimate taking into account all errors of numerical integration being neglected so far. This interval is given by substituting estimates (53) -(56) into (52), i.e.,
The relation (57) represents the improved estimate of the MSE provided by the SIF. This improvement is facilitated by the SIR, which in addition to the approximate integration also calculates the MSE of the calculation error V N . This quantity is not provided by any other GF.
Example
In the following example MSE err k|k from the previous section is illustrated. Again the same static scalar example as in Section 4.2 has been chosen, i.e.,
where v 0 ∼ N (0, R) is the measurement noise with zero mean Gaussian distribution and its variance is R = 10 −4 , the random variable x 0 is Gaussian with x 0 ∼ N (x 0 ; 0.1, P 0 ), where P 0 had been tested for values 0.1, 0.2, . . . , 0.9. The test scenario was performed in the scope of N MC = 10 6 independent Monte Carlo simulations of state x 0 estimation. The filtering estimatex 0|0 and most importantly the filtering CM P xx 0|0 were obtained using the SIF with parameters N max = 100 and ε = 10 −4 . The relatively high simulation count secured high precision computation of the true MSE value denoted as
where superscript i denotes i-th Monte Carlo simulation, x i 0 is the true state at the i-th simulation andx i
0|0
is its filtering estimate. The MSE true was compared to the MSE estimate (57) calculated by the SIF. The results are depicted in Figure 2 , where histograms of low (blue) and high (red) limits of the 3-σ intervals are plotted. The true values of the MSE are depicted as dashed vertical lines. The results confirm for several values of P 0 , that the SIF is capable to provide quality interval estimate of the MSE. The SIF is thus very versatile estimator capable of high quality self-assessment
CONCLUSIONS
The paper dealt with the Bayesian state estimation of nonlinear stochastic dynamic systems and specifically with the stochastic integration filter, which is based on a stochastic integration rule. Within the iterative algorithm of the SIF an instrument for measuring the nonlinearity was discovered. The instrument uses a quantity, which is a byproduct of the SIR, which has been used in the stopping condition so far. Such information provides an information of how much the nonlinearity in the system violates the Gaussian assumption of the SIF. The paper also provided a relation that can be used to predict the number of SIR iterations required to achieve the accuracy requested by the user.
Further, in the paper a method to calculate improved estimates of the MSE was developed. It was shown that the MSE contains additional terms besides the conditional variance matrix provided by the standard GFs. By utilizing the SIR byproducts the additional terms can be estimated by interval estimate. By including the additional term estimates the SIF is able to provide more accurate information about its state estimates. Both the new nonlinearity measure and the improved MSE were illustrated using simple numerical examples.
The interesting part of the discoveries made in this paper is that it opens wide area for a future work. The SIF can be further improved in terms of saving computational demands, when the measurement function is almost linear, or when the function is strongly nonlinear an execution of the algorithm can be paused and for example Gaussian sum approach can be adopted to improve estimate quality.
