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Abstract
In this manuscript using the asymptotic method of multiscale non-
linear theory we construct a nonlinear theory of the appearance of
large-scale structures in the stratified conductive medium with the
presence of small-scale oscillations of the velocity field and magnetic
fields. These small-scale stationary oscillations are maintained by
small external sources at low Reynolds numbers. We obtain a nonlin-
ear system of equations describing the evolution of large-scale struc-
tures of the velocity field and magnetic fields. The linear stage of
evolution leads to the known instability. In this article we consider
the stationary large-scale structures of a magnetic field arising at sta-
bilization of linear instability.
1 Introduction
It is known, that the term dynamo originated in theory of the generation of
large-scale magnetic fields in magnetic hydrodynamics, mainly in its applica-
tions to astrophysics and geophysics. The main mechanism of the generation
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of large-scale magnetic fields (i.e., the dynamo mechanism) is a violation of
the parity of fluid velocity field. In particular, a violation of parity leads to
a non-zero velocity field helicity α =< ~V rot~V > (α-effect). Here is pseudo
scalar . More generally, the violation of parity gives AKA effect (anisotropic
kinetic effect). In turn, these effects generate large-scale magnetic field in-
stability and generate large-scale vortex instability of fluid. In recent years,
this effect got the name of vortex dynamo. Currently the theory of magnetic
dynamo is well developed in the kinematic formulation, when we assume
that the velocity field is given. This theory is presented in numerous articles
and books (e.g. [1], [2], [3], [4], [5], [6]). The theory of the vortex dynamo
is younger, but it is also the subject of many papers (e.g. [7]-[10]). The
main application of the vortex dynamo theory is the generation of localized
vortex structures in the atmosphere, for example, such as tropical cyclones
[8], [10]. Actually the large-scale vortex structures can be generated by the
same dynamo mechanism in the conductive fluid, like the magnetic field. The
question then, is how these vortex structures coexist with the magnetic struc-
tures and what is the nonlinear dynamics of magnetic and vortex structures.
These issues are the subject of this article.
In this paper, we consider that a small-scale external force with a nonzero
helicity operates in the conductive fluid, which engenders the helical velocity
field fluctuations, i.e. models helical turbulence. Note that we understand
under the large scale structure the structures which the characteristic scale is
much larger than the scale of external force or of turbulence which generates
them. As a mathematical technique which allows to study the nonlinear
dynamo we use the method of multiscale developments proposed in [11]. In
this method, the asymptotic development is carried out according to the small
Reynolds number R≪ 1. This makes possible to obtain the closed equations
for large-scale fields and study the linear and nonlinear instabilities. As a
result, we observe a large number of different nonlinear vortices and magnetic
structures: nonlinear waves, solitons, kinks and chaotic structures.
Strictly speaking, this theory is applicable at small Reynolds numbers, i.e.
for motion of conducting fluid with a sufficiently high viscosity, for example
a liquid core of the Earth. Actually in astrophysics, the Reynolds number is
usually large and the motion of conducting fluid is turbulent. If we use the
turbulent viscosity to estimate the Reynolds number, the effective Reynolds
number can be reduced to a value of the order of unity. It enables to use the
theory presented in this article for qualitative estimations. Some examples
of such assessments to the photosphere of the Sun will be given further.
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The paper is organized as follows. In Sec.2 are set out the basic equations
and the formulation of the problem. In Sec.3 are derived the basic equations
of the nonlinear dynamo. In Sec.4 is described the large-scale linear insta-
bility. In Sec.5 are described the stationary nonlinear magnetic structures.
In the appendices are described various technical issues, such as multi-scale
asymptotic developments and the closure of the Reynolds stresses.
2 Basic equations and formulation of the
problem
Let us consider equations of motion of the incompressible electroconducting
medium with a constant temperature gradient in Boussinesq approximation
[12]:
∂~V
∂t
+
(
~V∇
)
~V = −∇P
ρ00
+ ν∆~V +
1
4πρ00
[
rot ~B × ~B
]
+ gβT~e+ ~F0, (1)
∂T
∂t
+
(
~V∇
)
T = χ∆T − VzA, (2)
where ~e = (0, 0, 1) is the unit vector in the direction of the axis z, β is
the thermal development coefficient, A = dT00
dz
is the constant temperature
gradient, A = const, A > 0. To the equations (1)-(2) should be added the
equations for magnetic induction ~B and solenoidality conditions for fields ~V
and ~B:
∂ ~B
∂t
= rot
[
~V × ~B
]
+ νm∆ ~B (3)
div ~B = 0, div~V = 0 (4)
Here, νm =
c2
4piσ
is the the coefficient of magnetic viscosity, σ is the electrical
conductivity of the medium. The system of equations (1)-(4) describes the
evolution of disturbances on the background of the equilibrium state defined
by the equilibrium condition:
∇P00 = ρ00gβT00 (5)
ρ00 = const is the density of medium, χ is the thermal conductivity of the
medium. We chose these unusual designations for an equilibrium state to
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avoid further any confusion with asymptotic development. Equation (1)
contains the external force ~F0 which has the following property:
~F0 = f0 ~F0
(
x
λ0
;
t
t0
)
, div ~F0 = 0, ~F0 · rot ~F0 6= 0 (6)
where λ0 - the characteristic scale, t0 - the characteristic time, f0 - the char-
acteristic amplitude of the force. The main role of this force is to create the
helical velocity field ~v0 with a low Reynolds number R =
v0t0
λ0
≪ 1 in the
medium of small-scale fluctuations. In other words, to maintain the small-
scale helical turbulence. It is easy to notice that the characteristic velocity
v0, generated by an external force, has the same characteristic scales:
v0 = v0
(
x
λ0
,
t
t0
)
(7)
Now we write the system of equations (1)-(4) in dimensionless variables:
~x→ ~x
λ0
, t→ t
t0
, ~v0 → ~v0
v0
, ~F0 →
~F0
f0
, P → P
ρ00P0
, (8)
~B →
~B
B0
, t0 =
λ20
ν
, P0 =
v0ν
λ20
, T → T
λ0A
In these variables, equations (1)-(4) take the form:
∂~V
∂t
+R
(
~V∇
)
~V = −∇P +∆~V + R˜aT~e+ Q˜R
[
rot ~B × ~B
]
+ ~F0 (9)
∂T
∂t
− Pr−1∆T = −R
(
~V∇
)
T − Vz (10)
∂ ~B
∂t
− Pm−1∆ ~B = Rrot
[
~V × ~B
]
(11)
where R˜a = Ra
Pr
, Ra =
gβAλ4
0
νχ
is the Rayleigh number on the scale of λ0;
Pr = ν
χ
is the Prandtl number; Q˜ = Q
Pm
, Q =
σB2
0
λ2
0
c2ρ00ν
is the Chandrasekhar
number of scale λ0; Pm =
ν
νm
is the magnetic Prandtl number; B0 - the
characteristic small-scale magnetic field, which we consider as initial small
magnetic field [3] ). Let us consider as the small parameter of the asymptotic
development the Reynolds number R of the small-scale turbulence. Smallness
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of the remaining parameters is not supposed and the parameters of Ra and
Q, do not influence the scheme of asymptotic development.
We turn now to the next formulation of the problem. Let the external
force F0 be helical, small-scale and high-frequency. This force engenders
the small-scale fluctuations of velocity and temperature compared to the
equilibrium state. Small-scale fluctuations of a magnetic field are generated
by non turbulent mechanisms, for example, by means of thermo-effects [13],
[6], plasma instabilities [14], [15], etc. When averaging the rapidly oscillating
small-scale fluctuations give zero. However, due to the nonlinear interaction
between them, there may be terms which do not vanish in the averaging.
These terms are called secular, and they are condition of solvability of multi-
scale asymptotic developpement. So the main problem is to find and study
the solvability equations, i.e., the equations for large-scale perturbations.
3 Equations of non-linear dynamo in ”quasi
two-dimensional” model
Let us consider in more detail the application of the method of multi-scale
asymptotic development to the problem of nonlinear evolution of the large-
scale vortex and magnetic perturbations in the convective and electrically
conductive medium. In order to construct the multi-scale asymptotic devel-
opments we will use the methods of [16], [17]. Let us denote the small-scale
variables x0 = (~x0, t0), and the large-scale X = ( ~X, T ). The derivative of
∂
∂xi
0
is denoted by ∂i, and the derivative
∂
∂t0
as ∂t. Further, the large-scale spatial
and temporal derivatives will be denoted as:
∂
∂Xi
≡ ∇i,
∂
∂T
≡ ∂T .
In accordance with the method of multiple scales represent the spatial and
temporal derivatives in equations (9)-(11) in the form of derivatives of the
small-scale and large-scale variables:
∂
∂xi
→ ∂i +R2∇i (12)
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∂∂t
→ ∂t +R4∂T (13)
Now the perturbed fields ~V , T , ~B and P we develop into series over the small
parameter R and we obtain:
~V (~x, t) =
1
R
W−1 (X) + ~v0 (x0) +R~v1 +R
2~v2 +R
3~v3 + · · ·
T (~x, t) =
1
R
T−1 (X) + T0 (x0) +RT1 +R
2T2 +R
3T3 + · · ·
~B (~x, t) =
1
R
~B−1 (X) + ~B0 (x0) +R~B1 +R
2 ~B2 +R
3 ~B3 + · · ·
P (~x, t) =
1
R3
P−3+
1
R2
P−2+
1
R
P−1+P0+R(P1+P 1 (X))+R
2P2+R
3P3+ · · ·
(14)
Here the contribution of P1 depends on small-scale variables and P 1 (X)
only on large scale. Substituting (12)-(14) in the system of equations (9)-
(11) and putting together terms of the same order for the R including R3,
we obtain a system of equations of multi-scale asymptotic developments.
The main problem is to isolate from these equations the secular conditions
which determine the dynamics of disturbances on a large scale. The algebraic
structure of the asymptotic development of the equations (9)-(11) in different
orders of R is given in Appendix I. It is also shown that the main secular
equation, i.e. equation for large-scale fields is obtained in the order R3:
∂TWi −∆Wi +∇k(vk0vi0) = −∇iP + Q˜
(
∇k
(
Bi0B
k
0
)
− ∇i
2
(
Bk0
)2)
(15)
∂THi − Pm−1∆Hi = ∇j
(
vi0B
j
0
)
−∇j
(
vj0B
i
0
)
(16)
∂TΘ− Pr−1∆Θ +∇k
(
vk0T0
)
= 0 (17)
Secular equations, derived in Appendix I are added to the Equations (15)-
(17):
∇k (WkWi) = −∇iP−1 + Q˜(∇kHi −∇iHk)Hk
∇k (WkΘ) = 0
Wj∇jHi = Hj∇jWi
∇iWi = 0, ∇iHi = 0, Wz = 0
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Thus, to obtain equations (15)-(16), which describes the evolution of large-
scale fields ~W and ~H it is necessary to reach the third order of perturbation
theory. This is a quite typical phenomenon when applying the method of
multiscale developments. Equations (15)-(16) become closed after calculation
of the correlation functions of Reynolds stress:
vk0v
i
0 = v
k
01(v
i
01)
∗
+ (vk01)
∗
vi01 + v
k
03(v
i
03)
∗
+ (vk03)
∗
v03
i
= T ki(1) + T
ki
(2),
Maxwell stresses:
Bi0B
k
0 = B
i
01(B
k
01)
∗
+ (Bi01)
∗
Bk01 +B
i
03(B
k
03)
∗
+ (Bi03)
∗
Bk03 = S
ik
(1) + S
ik
(2),
and correlators entering in the definition of turbulent e.m.f En = εnijvi0Bj0
(see for example [3]):
vi0B
j
0 = v
i
01(B
j
01)
∗
+ (vi01)
∗
Bj01 + v
i
03(B
j
03)
∗
+ (vi03)
∗
Bj03 = G
ij
(1) +G
ij
(2).
Complex conjugate values here and later will be designated by an asterisk.
The ”quasi two-dimensional” approach is often used in many astrophysi-
cal and geophysical problems to describe the dynamics of large-scale vortex
and magnetic fields [18], [16], [17], [6]. In the frame of this approximation,
we assume that the large-scale derivative over Z is much more than others
derivatives, i.e.,
∂
∂Z
≫ ∂
∂X
,
∂
∂Y
,
and the geometry of the large-scale fields is as follows:
~W = (W1 (Z) , W2 (Z) , 0) , ~H = (H1 (Z) , H2 (Z) , 0) (18)
This geometry corresponds to the large-scale field (Beltrami field): ~W ×
rot ~W = 0 and ~H × rot ~H = 0. Finally, taking into account the geometry of
the problem (18), the equation for large-scale disturbances take the form:
∂TW1 −∇2ZW1 +∇Z
(
vz0v
x
0
)
= Q˜∇Z(Bz0Bx0 ) (19)
∂TW2 −∇2ZW2 +∇Z
(
vz0v
y
0
)
= Q˜∇Z(Bz0By0) (20)
∂TH1 − Pm−1∇2ZH1 = ∇Z
(
vx0B
z
0
)−∇Z(vz0Bx0 ) (21)
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∂TH2 − Pm−1∆H2 = ∇Z
(
vy0B
z
0
)
−∇Z(vz0Bx0 ) (22)
∂TΘ− Pr−1∇2ZΘ+∇Z
(
vz0T0
)
= 0 (23)
R˜aΘez = ∇ZP−3, ∇Z ≡ ∂
∂Z
(24)
For equations (19)-(22) in closed form, we use solutions of equations for
small-scale fields in zero order of R, obtained in Appendix II. Further it is
necessary to calculate the correlators included in the system of equations
(19) - (22). The technical aspect of this issue is described in detail in Annex
III. in Appendix III. As a result of these the calculations of components T 31(2),
T 32(1), S
31
(2), S
32
(1), δG(2) = G
13
(2) − G31(2), δG(1) = G23(1) − G32(1), we get a closed
equation for large scale velocity fields (W1,W2) and magnetic field (H1, H2)
in the following form:
∂TW1 −∇2ZW1 −∇Z
[
α(2) · (1−W2)
(
1− H
2
2PmQ(
1 + Pm2(1−W2)2
))] = 0
(25)
∂TW2 −∇2ZW2 +∇Z
[
α(1) · (1−W1)
(
1− H
2
1PmQ(
1 + Pm2(1−W1)2
))] = 0
(26)
∂TH1 − Pm−1∇2ZH1 −∇Z
(
α
(2)
H ·H2
)
= 0 (27)
∂TH2 − Pm−1∇2ZH2 +∇Z
(
α
(1)
H ·H1
)
= 0 (28)
Equations (25)-(28) describe the nonlinear dynamics of the large-scale fields
in electroconductive medium with temperature inhomogeneity. Connection
between the components of a large-scale vortex and magnetic field is carried
out by means of the coefficients of the nonlinear hydrodynamic (HD) α(1),
α(2) and magnetohydrodynamic (MHD) α
(1)
H , α
(2)
H α-effect. Moreover, the
coefficients of nonlinear HD and MHD α-effect are functions of large-scale
velocity fields ~W and the magnetic field ~H:
α(1) =
R˜a(1 + Pm2W˜ 21 )
[(
1 + Pr)(1 + Pm2W˜ 21
)
+QH21 (Pr − Pm)
]
2
[
(1− PmW˜ 21 +QH21 )
2
+ W˜ 21 (1 + Pm)
2
] ×
×
[((
1− PmW˜ 21 +QH21
)2
+ W˜ 21 (1 + Pm)
2
)(
1 + Pr2W˜ 21
)
+
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+2Ra
((
1− PrW˜ 21
)(
1 + Pm2W˜ 21
)
+QH21
(
1 + PmW˜ 21
))
+
+Ra2(1 + Pm2W˜ 21 )
]
−1
, (29)
α(2) =
R˜a(1 + Pm2W˜ 22 )
[(
1 + Pr )(1 + Pm2W˜ 22
)
+QH22 (Pr − Pm)
]
2
[
(1− PmW˜ 22 +QH22 )
2
+ W˜ 22 (1 + Pm)
2
] ×
×
[((
1− PmW˜ 22 +QH22
)2
+ W˜ 22 (1 + Pm)
2
)(
1 + Pr2W˜ 22
)
+
+2Ra
((
1− PrW˜ 22
)(
1 + Pm2W˜ 22
)
+QH22
(
1 + PmW˜ 22
))
+
+Ra2(1 + Pm2W˜ 22 )
]
−1
, (30)
α
(1)
H =
Pm
(
(
1− PmW˜ 21 +QH21
)2
+ W˜ 21 (1 + Pm)
2)
{
1−
−Ra
[(
1− PrW˜ 21
)
+
QH21 (1 + PrPmW˜
2
1 )
(1 + Pm2W˜ 21 )
+Ra
]
×
×
((1− PmW˜ 21 +QH21)2 + W˜ 21 (1 + Pm)2)
(
1 + Pr2W˜ 21
)
(
1 + Pm2W˜ 21
)+
+2Ra
(1− PrW˜ 21)+ QH21
(
1 + PrPmW˜ 21
)
(
1 + Pm2W˜ 21
)
+Ra2
−1
 , (31)
α
(2)
H =
Pm
(
(
1− PmW˜ 22 +QH22
)2
+ W˜ 22 (1 + Pm)
2)
×
×
{
1−Ra
[(
1− PrW˜ 22
)
+
QH22 (1 + PrPmW˜
2
2 )
(1 + Pm2W˜ 22 )
+Ra
]
×
×
((1− PmW˜ 22 +QH22)2 + W˜ 22 (1 + Pm)2)
(
1 + Pr2W˜ 22
)
(
1 + Pm2W˜ 22
)+
9
Figure 1: On the the parameter plane (Ra, Pm) the gray area shows the
γ > 1 and the white shows the region γ < 1.
+2Ra
(1− PrW˜ 22)+ QH22
(
1 + PrPmW˜ 22
)
(
1 + Pm2W˜ 22
)
+Ra2
−1
 (32)
Here we use the notation W˜1 = 1 −W1, W˜2 = 1 −W2 in order to shorten
the recording of formulas (29)-(32). Let us note, that HD nonlinear α-effect
described by the system of equations (25)-(26), is possible in presence of
temperature stratification, i.e., Rayleigh number of Ra 6= 0 and the external
helical forces ~f0 6= 0. On the contrary, a MHD nonlinear α-effect occurs,
when there is no heating of Ra = 0. In the non electroconductive medium
with σ = 0, the equation (25)-(26) coincide with the results of [16], [17].
Like in [17], we consider first of all the stability of the small field disturbances
(linear theory), and then examine the possibility of the existence of stationary
structures.
4 Large-scale instability
Let us consider the initial stage of development of the perturbations (W1,W2)
and (H1, H2). Then, for small values of W1,W2 and H1, H2 the equations
(25)-(28) are linearized and can be reduced to the following system of linear
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equations:
∂TW1 −∇2ZW1 + α∇ZW2 = 0 (33)
∂TW2 −∇2ZW2 − α∇ZW1 = 0 (34)
∂TH1 −∇2ZH1 − αH∇ZH2 = 0 (35)
∂TH2 −∇2ZH2 + αH∇ZH1 = 0 (36)
where
α = −Ra(4 − 2Ra)
(4 +Ra2)2
for numbers Pr = 1 (37)
αH =
2Pm
(1 + Pm2) (4 +Ra2)
(38)
From the equations (33)-(36) we can see that under small perturbations of
fields the self-consistent system of equations (25)-(28) splis into two pairs of
equations for large-scale field ~W and magnetic field ~H respectively. The first
pair of equations (33)-(34) are similar to the hydrodynamic equations for α-
effect [7], [9], wich generate large-scale vortex structures. The second pair of
equations (35)-(36) describes a well-known theory of the dynamo [3] - [5], [19],
the α-effect amplifies the large-scale magnetic field by the small-scale helical
turbulence. In the linear theory considered here, the generation coefficients
α and αH do not depend on fields amplitudes but depend only on the char-
acteristics of the medium. For the study of large-scale instability, described
by the equations (33)-(36), we choose perturbations of velocity (W1,W2) and
magnetic induction (H1, H2) in the form of flat circular polarized waves:
W1 = AW exp (Γt) sinKZ, W2 = BW exp (Γt) cosKZ (39)
H1 = AH exp (Γt) sinKZ, H2 = BH exp (Γt) cosKZ (40)
Substituting (39) in the system of equations (33)-(34), and (40) in (35)-
(36), we obtain two instability increments:
Γ1 = ±αK −K2 (41)
Γ2 = ±αHK −K2Pm−1 (42)
The growing solution with the first increment, describes the generation of
helical vortex structures of Beltrami type. The maximum of increment
11
Figure 2: Poincare section for two trajectories. The upper, for the trajec-
tory with the initial conditions W˜1(0) = 0.8, W˜2(0) = 0.8, H1(0) = 0.01,
H2(0) = 0.01 and the lower with the initial conditions W˜1(0) = 0.9,
W˜2(0) = 0.9, H1(0) = 0.01, H2(0) = 0.01. For the left figures, the cut-
ting plane is stretched to single coordinate vectors of the velocity, and for
the right ones to coordinate vectors of the magnetic field. One can see that
the trajectory corresponding to the upper figures is wounded on tori. These
trajectories are regular. The lower figures show stochastic layers. The corre-
sponding chaotic trajectories belong to them.
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Γ1max =
α2
4
is reached at Kmax =
α
2
. In the same way, we find from for-
mula (42) the maximum increment of large-scale magnetic field generation
Γ2max =
α2H
4
Pm at Kmax =
αH
2
Pm.
If the external force has zero helicity ~F0rot ~F0 = 0, the two α-effects
disappear: α = 0, αH = 0. In addition, when the temperature gradient
is vanishing, the hydrodynamic α-effect also disappears, but MHD α-effect
remains. So in these conditions, the magnetic field continues to grow. In
order to understand for which Rayleigh number Ra are generated large-scale
vortices or magnetic disturbances it is convenient to introduce the coefficient
of relative growth rate of perturbations γ = Γ1max/Γ2max:
γ =
Γ1max
Γ2max
=
Ra2(4− 2Ra)2(1 + Pm2)2
4Pm3(4 +Ra2)2
(43)
From this we can see that at small magnetic Prandtl Pm≪ 1 and Rayleigh
numbers of Ra > 2 there is the most effective generation of large-scale vortex
disturbances. The small magnetic Prandtl numbers of Pm can be due to the
low electrical conductivity (σ → 0) medium and very low kinematic viscos-
ity (ν → 0) of medium. Now consider the case of low electroconductivity
medium (σ → 0) with ν 6= 0, then the magnetic number of Prandtl and
Chandrasekhar number are small : Pm → 0, Q → 0. In this medium, the
generation of large-scale magnetic field is not effective H1,2 ≪ 1 because the
coefficient γ ≫ 1, and under the influence of external helical small-scale force
the generation of large-scale vortex structures is possible in the convective
medium which are described in detail in works [16], [17]. We turn now to the
case of an electrically conductive medium, i.e., when the magnetic number
of Prandtl is non zero Pm 6= 0. From the numerical analysis of the formula
(43) (see fig.1) it follows that the generation of vortex disturbances is most
effecient when Rayleigh numbers are Ra > 2. White area in the figure1
shows the area of the preferential generation of magnetic disturbances. We
can state that the magnetic field generation is most effective for Rayleigh
numbers in the interval Ra ∈ [0, 2]. The linear theory is not correct when
the large-scale perturbations are strong enough. Therefore it is necessary to
take into account the nonlinear effects.
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5 Stationary nonlinear magnetic structures
We turn now to a discussion of the nonlinear stage. Taking into account
the dependence of the right sides of the system of nonlinear equations of ~W ,
~H, one would expect that with the growth of perturbations the nonlinear
coefficients of α(1), α(2), α
(1)
H , α
(2)
H decrease and the instability is stabilized.
As a result the nonlinear stationary structures are formed. To describe these
structures let us examine the nonlinear system of equations (25) - (28) in
the stationary case, taking ∂TW1 = ∂TW2 = ∂TH1 = ∂TH2 = 0. Integrating
these equations on Z we obtain:
dW˜1
dZ
= α(2)W˜2
(
1− QH
2
2Pm
1 + Pm2W˜ 22
)
+ C1 (44)
dW˜2
dZ
= −α(1)W˜1
(
1− QH
2
1Pm
1 + Pm2W˜ 21
)
+ C2 (45)
1
Pm
dH1
dZ
= −α(2)H H2 + C3 (46)
1
Pm
dH2
dZ
= α
(1)
H H1 + C4 (47)
Here C1, C2, C3, C4 are arbitrary constants of integration. Equations (44) -
(47) present the nonlinear dynamical system in four-dimensional phase space.
It can be proved that this system of equations is conservative. However to
find the Hamiltonian of this nonlinear system is technically bulky task. Even
if it exists, it can only be obtained in quadratures and the execution of
integration removes it beyond the class of elementary functions.
In general case this conservative nonlinear system of four coupled equa-
tions has no attractors in phase space. The high dimensionality of the phase
space and a large number of parameters in the system make very diffucult
the full qualitative analysis of this system. One of the common features is
the invariance of the system under the transformation (W˜1, W˜2, H1, H2) →
(−W˜1,−W˜2,−H1,−H2). With zero constant C1 = C2 = C3 = C4 = 0 in the
phase space a fixed point exists at the origin of the phase space. In the phase
space of such a system the presence of resonant and nonresonant tori can be
expected. In its turn this means the existence of chaotic stationary struc-
tures of hydrodynamic and magnetic fields. To prove the existence of these
14
Figure 3: The upper part shows the velocity and magnetic field dependence
on the height for the numerical solution of equations (44) - (47) with the
initial conditions: W˜1(0) = 0.8, W˜2(0) = 0.8, H1(0) = 0.01, H2(0) = 0.01.
This dependence corresponds to regular motion of the Poincare section shown
on top of Fig. 2. Below a similar dependence for the numerical solution of
equations ((44)) - ((47)) with the initial conditions: W˜1(0) = 0.9, W˜2(0) =
0.9, H1(0) = 0.01, H2(0) = 0.01. This chaotic dependence corresponds to
Poincare sections in Fig.2 shown at the bottom.
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stationary trajectories let us consider the Poincare section of the trajecto-
ries in the phase space. Fig.2 shows examples of the cross-sections obtained
numerically for the dimensionless parameters Q = Pm = Pr = 1, Ra = 2
and the constants C1 = C2 = 0.01, C3 = C4 = 0.001. The upper part of
Fig.2 demonstrates the Poincare section of regular trajectory for the velocity
and magnetic fields. The structure of the chaotic layer, which belongs to the
selected path is clearly visible on the lower section. The presence of such
chaotic trajectories implies the existence of a stationary random structure
of the velocity and magnetic fields. The chaotic change of velocity direction
of magnetic fields according to the height Z is typical for these trajecto-
ries. Thus this set of equations has stationary chaotic solutions. Fig.3 shows
the dependence of stationary large-scale fields on the height of Z, which
was obtained numerically for the initial conditions, which correspond to the
Poincare sections in Fig.2. These figures show also the appearance of station-
ary random solutions for magnetic and vortex fields. It should be noted that
the structure of the magnetic field at the bottom of Fig.3 demonstrates with
the increasing of height the intermittency structure. In the numerical solution
of equations (44)-(47) occur chaotic structures observed with the increase of
the initial velocity amplitudes. For small initial velocities and magnetic fields
regular trajectories are typical. With increasing of velocity amplitude, above
a certain critical value the chaotic trajectories appear. With increasing of
the initial velocity the part of the space occupied by the chaotic trajecto-
ries points grows on the Poincare sections. Under these conditions, typical
solutions become chaotic.
Let us now consider in more detail which nonlinear structure may occur
in the convective electrically conductive turbulent medium, in some limit
cases. Let us suppose that the generation of large-scale vortex disturbances
in the convective medium is not yet in the stationary mode, but large-scale
perturbations of the magnetic field are already reached their saturation on
stationary level. Then the influence of the small amplitude of large-scale vor-
tex disturbances W1,2 ≪ 1 on the evolution of large-scale magnetic fields can
be neglected. As a result, from the equations of the nonlinear dynamo (25) -
(28), we obtain the equations for the evolution of the large-scale stationary
magnetic field:
dH1
dZ
= − H2(Q
2H42 +RaQH
2
2 + 4)
(Q2H42 + 4)(Q
2H42 + 2RaQH
2
2 +Ra
2 + 4)
+ C3 (48)
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Figure 4: On the left the phase portrait of Hamiltonian equations (51) at
C3 = C4 = 0; on the right, the solution corresponding to the nonlinear wave.
dH2
dZ
=
H1(Q
2H41 +RaQH
2
1 + 4)
(Q2H41 + 4)(Q
2H41 + 2RaQH
2
1 +Ra
2 + 4)
+ C4 (49)
Here, to simplify the calculation we use the Prandtl numbers: Pr = Pm = 1.
Equation (48)-(49) can be written in the Hamiltonian form:
dX˜
dt
= −dH
dP˜
,
dP˜
dt
=
dH
dX˜
(50)
where we have introduced new variables X˜ =
√
QH1, P˜ =
√
QH2, t = Z.
The Hamiltonian of the magnetic field H is of the form:
H = U(P˜ ) + U(X˜)− C˜3P + C˜4X + C5 (51)
where the function U(y) is equal to:
U(y) =
Ra
4(Ra2 + 16)
ln
(
y4 + 4
y4 + 4 + 2Ray2 +Ra2
)
+
+
2
Ra2 + 16
(
arctg
(
y2
2
)
+ arctg
(
y2 +Ra
2
))
(52)
The constant C˜3 and C˜4, respectively, are: C˜3 =
√
QC3, C˜4 =
√
QC4. We
examine now the the types of stationary magnetic structures described by
equations (50). First of all we consider in detail the limit case Ra→ 0. Then
the Hamiltonian (51) takes the following form:
H → H′ = 1
4Q
arctg
(
QH21
2
)
+
1
4Q
arctg
(
QH22
2
)
+C4H1−C3H2+ C˜5 (53)
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Figure 5: On the parameter plane (C3, C4) gray area shows the presence of
four fixed points. For constants (C3 = 0, C4 = 0), there is only one fixed
point. The bold lines mark the values of the constants which correspond
to the two fixed points on phase portrait. The vertices of the square area
correspond to the values at which exist one fixed point. For values outside
this area fixed points are absent.
The Hamiltonian equations (50) mean that in the phase space only fixed
points of two types can be observed: elliptical and hyperbolic fixed points.
At zero values of the constants C3 = C4 = 0 it is possible to construct
the phase portrait of Hamiltonian (53) from which it is clear that there is
only one elliptic point (see Fig.4). Around the elliptic points are observed
the nonlinear waves only. The numerical stationary solution of equations
(48)-(49) in the limit of Ra → 0 corresponds to a nonlinear wave of finite
amplitude and is shown in Fig.4. Calculating the maximum and minimum
of
(
H1,2
Q2H4
1,2+4
)
we find the area of the parameter (C3, C4) change defined by
the inequalities:
−χ < C3 < χ
−χ < C4 < χ
where χ = 3
3/4
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√
2
Q
depends on the choice of the parameter Q.
In Fig.5 the corresponding area is presented with the number of fixed
points. In the vertices of square area of the parameters (C3, C4) is located
a fixed point of the elliptical type. The type of fixed point is determined
by the form of phase portrait of Hamiltonian (53) for the constants C3 =
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Figure 6: On the left the phase portrait for the fixed points located at vertices
of the square area of parameters (C3, C4); the center-phase portrait for the
fixed points on the boundary of the parameters (C3, C4), fixed points when
(C3 = 0, C4 = ±χ); (C3 = ±χ,C4 = 0); on the right the phase portrait for
the fixed points inside the square area of parameters (C3, C4).
±χ and C4 = ±χ (see Fig.6). On the boundary of (C3, C4) are two fixed
points: the elliptical and hyperbolic one. Phase portrait for these points
is shown in Fig.6. For constants (C3 = 0, C4 = ([−χ, 0[, ]0,−χ])), C3 =
([−χ, 0[, ]0,−χ]), C4 = 0) there are also two fixed points: the elliptical and
hyperbolic one. The phase portrait for this point is shown in Fig.6. At last,
within each sector of the area (C3, C4) are four fixed points, two elliptical
and two hyperbolic. Phase portraits for these points, are shown in Fig.6.
Fig.7 shows a three-dimensional image of the limited stationary structures
corresponding to the phase portraits presented in Fig.7. The left side of Fig.7
shows the numerical solution corresponding to a nonlinear wave that occurs
in the vicinity of elliptic point in the phase space. The central part of Fig.7
shows the solitons solution, which correspond to the separatrix part going
out and in the hyperbolic point. Finally, the right side of Fig.7 presents a
solution for the kink, which corresponds to the part of the separatrix linking
two hyperbolic points.
Let us now turn to the evolution of large-scale stationary magnetic field
for the case when the Rayleigh number Ra→ 2. In this limit, the Hamilto-
nian (51) takes the following form:
H → H′ = 1
40Q
ln
(
Q2H41 + 4
Q2H41 + 4QH
2
1 + 8
)
+
1
40Q
ln
(
Q2H42 + 4
Q2H42 + 4QH
2
2 + 8
)
+
+
1
10Q
arctg
(
4(QH21 + 1)
4−Q2H41 − 2QH21
)
+
1
10Q
arctg
(
4(QH22 + 1)
4−Q2H42 − 2QH22
)
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+ C4H1 − C3H2 + C˜5 (54)
At zero values of the constants C3 = C4 = 0 the phase portrait of Hamiltonian
((54)) is similar to the Fig.4. which implies the appearance of only one elliptic
point in the phase space. In this case, all appearing stationary solutions
coincide with the nonlinear waves. The stationary solution corresponding to
the nonlinear finite amplitude wave are similar to the Fig.4.
As in the previous case it is easy to set the parameters for the area
C3, C4 with a different number of fixed points. We notice that the region of
existence of fixed points of the parameter plane (C3, C4) is determined by
the inequalities:
−χ˜ < C3 < χ˜
−χ˜ < C4 < χ˜
where χ˜ = max
(
H1(Q2H41+RaQH
2
1
+4)
(Q2H4
1
+4)(Q2H4
1
+2RaQH2
1
+Ra2+4)
)
when H1is changing. For
fixed values of the parameters Ra,Q, this maximum can be easily calculated.
From the results of these calculations, we obtain the similar phase portraits of
the Hamiltonian (54) and numerical solutions of equations (48)-(49) at Ra→
2 like in the previous case. Thus, comparing the growth rate of the vortex and
magnetic disturbances at the initial stage of large-scale development of the
instability, we considered the emergence of large-scale stationary magnetic
structures. These structures are classified as stationary solutions of three
types: nonlinear waves, solitons and kinks.
6 Conclusions
In this paper the closed system of nonlinear equations was obtained using
the asymptotic method. These equations describe both linear and nonlin-
ear increase stages of hydrodynamic flows and magnetic fields in a electro-
conducting medium. This system of equations allows to explain emergence
and stabilization of large-scale magnetic fields of some astrophysical objects,
stars, in particular. It is also interesting to use it to describe the generation
of large-scale fields by convection in electrically conductive medium in the
interior of planets. It should be noted that despite the asymptotic technique
based on the presence of small-scale oscillations that is used, it is expected
that the results can be applicable to the turbulent media. The turbulent case
has the whole range of these small-scale oscillations. Qualitative evaluation
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Figure 7: The numerical stationary solutions of equations (48) - (49) at
Ra→ 0 in the form of nonlinear wave, soliton and kink. They correspond to
the phase portraits, shown in Figure 4.
of the linear stage for the solar conditions [20] allow us to state a good co-
incidence of the resulting hydrodynamic structures characteristic scales and
times with observation data [21]. This fact suggests that other stationary
magneto-hydrodynamic structures, like soliton exist in the Sun photosphere.
Appendix I. Multiscale asymptotic develop-
ments
Let us find the algebraic structure of the asymptotic development in various
orders of R, starting with the lowest. In order of R−3 there is only one
equation:
∂iP−3 = 0⇒ P−3 = P−3(X) (55)
In order R−2 appears equation:
∂iP−2 = 0 ⇒ P−2 = P−2 (X) (56)
Consequently, quantities P−3 and P−2 depend only on fast variables. In order
R−1, we obtain more complicated system of equations:
∂tW
i
−1 +W
k
−1∂kW
i
−1 = −∂iP−1 −∇iP−3 + ∂2kW i−1+
+ R˜aeiT−1 + Q˜εijkεjml∂mB
l
−1B
k
−1 (57)
∂tB
i
−1 − Pm−1∂2kBi−1 = εijkεknp∂jW n−1Bp−1 (58)
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∂tT−1 − Pr−1∂2kT−1 = −W k−1∂kT−1 −W z−1 (59)
∂iW
i
−1 = 0, ∂iB
i
−1 = 0 (60)
The averaging of equations (57)-(60) on the fast variables give the following
secular equations:
−∇iP−3 + R˜aeiT−1 = 0 (61)
W z
−1 = 0 (62)
In zero order in R we have the equations:
∂tv
i
0 +W
k
−1∂kv
i
0 + v
k
0∂kW
i
−1 = −∂iP0 −∇iP−2+
+ ∂2kv
i
0 + R˜aeiT0 + Q˜εijkεjml
(
∂mB
l
−1B
k
0 + ∂mB
l
0B
k
−1
)
+ F i0 (63)
∂tB
i
0 − Pm−1∂2kBi0 = εijkεknp
(
∂jW
n
−1B
p
0 + ∂jv
n
0B
p
−1
)
(64)
∂tT0 − Pr−1∂2kT0 = −W k−1∂kT0 − ∂k(vk0T−1)− vz0 (65)
∂iv
i
0 = 0, ∂iB
i
0 = 0 (66)
These equations give one secular equation:
∇P−2 = 0 ⇒ P−2 = const (67)
Let us consider the equations of the first approximation R1:
∂tv
i
1 +W
k
−1∂kv
i
1 + v
k
0∂kv
i
0 + v
k
1∂kW
i
−1 +W
k
−1∇kW i−1 =
= −∇iP−1 − ∂i
(
P1 + P 1
)
+ ∂2kv1
i + 2∂k∇kW i−1 + R˜aeiT1+
+ Q˜εijkεjml∂mB
l
−1B
k
1 + ∂mB
l
0B
k
0 + ∂mB
l
1B
k
−1 +∇mBl−1Bk−1) (68)
∂tB
i
1 − Pm−1∂2kBi1 − Pm−12∂k∇kBi−1 =
= εijkεknp(∂jW
n
−1B
p
1 + ∂jv
n
0B
p
0 + ∂jv
n
1B
p
−1 +∇jW n−1Bp−1) (69)
∂tT1 − Pr−1∂2kT1 − Pr−12∂k∇kT−1 =
= −W k
−1∂kT1 −W k−1∇kT−1 − vk0∂kT0 − vk1∂kT−1 − vz1 (70)
∂iv
i
1 +∇iW i−1 = 0, ∂iBi1 +∇iBi−1 = 0 (71)
The secular equations follow from this system of equations:
W k
−1∇kW i−1 = −∇iP−1 + Q˜εijkεjml∇mBl−1Bk−1 (72)
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εijkεknp∇jW n−1Bp−1 = 0 (73)
W k
−1∇kT−1 = 0, (74)
∇iW i−1 = 0, ∇iBi−1 = 0 (75)
The secular equation (72)-(75) are satisfied by choosing the following geom-
etry for the velocity and magnetic fields (Beltrami fields):
~W−1 = (Wx(Z),Wy(Z), 0) ,
~B−1 =
(
Bx
−1(Z), B
y
−1(Z), 0
)
, T−1 = T−1(Z), P−1 = const (76)
In the second order R2, we obtain the equations:
∂tv
i
2 +W
k
−1∂kv
i
2 + v
k
0∂kv
i
1 +W
k
−1∇kvi0 + vk0∇kW i−1 + vk1∂kvi0 + vk2∂kW i−1 =
= −∇iP2 −∇iP0 + ∂2kvi2 + 2∂k∇kvi0 + R˜aeiT2 + Q˜εijkεjml
(
∂mB
l
−1B
k
2+
+ ∂mB
l
0B
k
1 + ∂mB
l
1B
k
0 + ∂mB
l
2B
k
−1 + ∇mBl−1Bk0 +∇mBl0Bk−1
)
(77)
∂tB
i
2 − Pm−1∂2kBi2 − Pm−12∂k∇kBi0 = εijkεknp
(
∂jW
n
−1B
p
2+
+∂jv
n
0B
p
1 + ∂jv
n
1B
p
0 + ∂j v
n
2 B
p
−1 +∇jW n−1Bp0 +∇jvn0 Bp−1
)
(78)
∂tT2 − Pr−1∂2kT2 − Pr−12∂k∇kT0 = −W k−1∂kT2 −W k−1∇kT0−
− vk0∂kT1 − vk0∇kT−1 − vk1∂kT0 − vk2∂kT−1 − vz2 (79)
∂iv
i
2 +∇ivi0 = 0, ∂iBi2 +∇iBi0 = 0 (80)
It is easy to see that there are no secular terms in this order. Let us consider
now the most important order R3. In this order we obtain the equations:
∂tv
i
3 + ∂TW
i
−1 +W
k
−1∂kv
i
3 + v
k
0∂kv
i
2+
+W k
−1∇kvi1 + vk0∇kvi0 + vk1∂kvi1 + vk2∂kvi0 + vk1∇kW i−1 + vk3∂kW i−1 =
= −∂iP3 −∇i
(
P1 + P 1
)
+ ∂2kv
i
3 + 2∂k∇kvi1 +∆W i−1 + R˜aeiT3+
+Q˜εijkεjml
(
∂mB
l
−1B
k
3 + ∂mB
l
0B
k
2 + ∂mB
l
1B
k
1 +
+ ∂mB
l
2B
k
0 +∇mBl−1Bk1 +∇mBl0Bk0
)
, (81)
∂tB
i
3 + ∂TB
i
−1 − Pm−1∂2kBi3 − Pm−12∂k∇kBi1 − Pm−1∆Bi−1 =
= εijkεknp
(
∂jW
n
−1B
p
3 + ∂jv
n
0B
p
2 + ∂jv
n
1B
p
1 + ∂jv
n
2B
p
0+
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+ ∇jW n−1Bp1 +∇jvn0Bp0
)
, (82)
∂tT3 + ∂TT−1 − Pr−1∂2kT3 − Pr−12∂k∇kT1 − Pr−1∆T−1 =
= −W k
−1∂kT3 −W k−1∇kT1 − vk0∂kT2 − vk0∇kT0 − vk1∂kT1−
− vk1∇kT−1 − vk2∂kT0 − vk3∂kT−1 − vz3 (83)
∂iv
i
3 +∇ivi1 = 0, ∂iBi3 +∇iBi1 = 0 (84)
After averaging this system of equations over fast variables, we obtain the
main system of secular equations to describe the evolution of large-scale
perturbations:
∂tW
i
−1 −∆W i−1 +∇k
(
vk0v
i
0
)
= −∇iP 1 + Q˜εijkεjml
(
∇mBl0Bk0
)
(85)
∂tB
i
−1 − Pm−1∆Bi−1 = εijkεknp∇j(vn0Bp0) (86)
∂tT−1 − Pr−1∆T−1 = −∇k(vk0T0) (87)
Using the well-known tensor identities:
εijkεjml = δkmδil − δimδkl,
εijkεknp = δinδjp − δipδjp
and introducing for convenience designations ~W = ~W−1, ~H = ~B−1, Θ = T−1,
we write equations (85)-(87) in the following form:
∂TWi −∆Wi +∇k(vk0vi0) = −∇iP + Q˜
(
∇k
(
Bi0B
k
0
)
− ∇i
2
(
Bk0
)2)
(88)
∂THi − Pm−1∆Hi=∇j
(
vi0B
j
0
)
−∇n
(
vn0B
i
0
)
(89)
∂TΘ− Pr−1∆Θ +∇k
(
vk0T0
)
= 0 (90)
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Appendix II. Small-scale fields
In Appendix I, we obtain the equations in the zero order in R, which can be
written using a more compact degnations for operators:
DˆW=∂t − ∂2 +W k−1∂k,
DˆH=∂t − Pm−1∂2 +W k−1∂k, Dˆθ=∂t − Pr−1∂2 +W k−1∂k, (91)
Then the set of equations (63)-(66) takes the form:
DˆW v
i
0 = −∂iP0 + R˜aeiT0 + Q˜Hk
(
∂kB
i
0 − ∂iBk0
)
+ F i0, (92)
DˆHB
i
0 = Hp∂pv
i
0, (93)
DˆθT0 = −ekvk0 , (94)
∂iv
i
0 = ∂kB
k
0 = 0, (95)
It is not difficult to find expressions for the small-scale field ~B0 and T0:
Bi0 =
Hp∂pv
i
0
DˆH
, T0 = −ekv
k
0
Dˆθ
(96)
Now we substitute (96) in the equation (92), then differentiate the resulting
expression for ∂i, using the conditions of solenoidal fields (95). We obtain an
expression for the pressure P0:
P0 = −R˜aeiek∂iv
k
0
∂2Dˆθ
− Q˜
∂2DˆH
(Hp∂p) (Hk∂
2vk0 ) (97)
Eliminating P0 from (92) we obtain the equation for v
k
0 :(
δik +
R˜a
qˆDˆW Dˆθ
Pˆipepek
)
vk0 =
F i0
qˆDˆW
, (98)
where Pˆip=δip − ∂i∂p∂2 is the projection operator,
qˆ=1− Q˜(Hk∂k)
2
DˆW DˆH
.
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Let us rewrite (98) in the most compact form:
Lˆikv
k
0 =
F i0
qˆDˆW
, (99)
where the designation for the operator
Lˆik = δik +
R˜aPˆipepek
qˆDˆW Dˆθ
. (100)
From (99) we can find directly through the inverse operator Lˆ−1kj a velocity
field vk0 , i.e.
vk0 = L
−1
kj
F j0
qˆDˆW
, (101)
where Lˆ−1kj has the property LˆikLˆ
−1
kj = δij :
Lˆ−1kj = δkj −
R˜aPˆknenej
qˆDˆW Dˆθ + R˜aPˆqpeqep
(102)
The expression for the small-scale fluctuations of velocity vk0 takes the form:
vk0 =
[
δkj − R˜aPˆknenej
qˆDˆW Dˆθ + R˜aPˆqpeqep
]
F j0
qˆDˆW
(103)
Small-scale fluctuations of temperature T0 expressed in terms of ~v0(~F0):
T0 = −
[
1− R˜aPˆkneken
qˆDˆW Dˆθ + R˜aPˆqpeqep
]
(~e ~F0)
qˆDˆW Dˆθ
(104)
Equations (103) - (104) in the limit Pr = 1 and σ = 0 (non-electroconductive
medium) fully agree with the results of [16], [17]. Next, we need to know the
explicit form for small-scale fluctuations of magnetic fields ~B0:
Bk0 =
[
δkj − R˜aPˆknenej
qˆDˆW Dˆθ + R˜aPˆqpeqep
]
Hp∂pF
j
0
qˆDWDH
(105)
For further calculations of correlators we need to set explicitly the external
helical force ~F0 in a deterministic form:
~F0 = f0
[
~i cosϕ2 +~j sinϕ1 + ~k(cosϕ1 + cosϕ2)
]
(106)
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where ϕ1 = ~κ1~x − ω0t, ϕ2 = ~κ2~x − ω0t, κ1 = κ0 (1, 0, 0) , κ2 = κ0(0, 1, 0).
Then the helicity of the external force is equal to:
~F0rot ~F0 = κ0 ~F
2
0 6= 0 (107)
It is convenient to rewrite the equation (106) in the complex form:
~F0= ~Ae
iϕ1 + ~A∗e−iϕ1 + ~Beiϕ2 + ~B∗e−iϕ2 (108)
where the vectors ~A and ~B are respectively:
~A =
f0
2
(~k − i~j), ~A∗ = f0
2
(
~k + i~j
)
, ~B =
f0
2
(
~i− i~k
)
, ~B∗=
f0
2
(~i+ i~k) (109)
Action of the operators qˆ, DˆW , DˆH , Dˆθ on their eigenfunctions exp(iωt+i~κ~x)
obviously has the form:
qˆ (ω,~κ) exp(i~κ~x+ iωt), DˆW (ω,~κ) exp (i~κ~x+ iωt) ,
DˆH(ω,~κ) exp (i~κ~x+ iωt) , Dˆθ(ω,~κ) exp (i~κ~x+ iωt) ,
where qˆ (ω,~κ) , DˆW (ω,~κ) , DˆH (ω,~κ), Dˆθ(ω,~κ) have the form:
qˆ (ω,~κ) = 1 +
Q˜(~κ ~H)
2
DˆW (ω,~κ) DˆH(ω,~κ)
(110)
DˆW (ω,~κ) = i
(
ω + ~κ ~W
)
+ κ2
DˆH (ω,~κ) = i
(
ω + ~κ ~W
)
+ κ2Pm−1
Dˆθ (ω,~κ) = i
(
ω + ~κ ~W
)
+ κ2Pr−1
We write down the number of useful relations, assuming for simplicity that
κ0 = 1 and ω0 = 1:
DˆW (ω0,−~κ1) = i (1−W1) + 1 = DˆW1, DˆW (ω0,−~κ1) = Dˆ∗W1 ,
DˆH (ω0,−~κ1) = i (1−W1) + Pm−1 = DˆH1 , DˆH (ω0,−~κ1) = Dˆ∗H1 , (111)
Dˆθ (ω0,−~κ1) = i (1−W1) + Pr−1 = Dˆθ1, Dˆθ (ω0,−~κ1) = Dˆ∗θ1
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qˆ (ω0,−~κ1) = 1 + Q˜H
2
1
(i (1−W1) + 1) (i (1−W1) + Pm−1) = qˆ1
qˆ (−ω0, ~κ1) = qˆ∗1, H1 = Hx, W1 =Wx
Similarly for the vector ~κ2 we get:
DˆW (ω0,−~κ2) = i (1−W2) + 1 = DˆW2 , DˆW (ω0,−~κ2) = Dˆ∗W2,
DˆH (ω0,− ~κ2) = i (1−W2) + Pm−1 = DˆH2 , DˆH (ω0,− ~κ2)=Dˆ∗H2 (112)
Dˆθ (ω0,−~κ2) = i (1−W2) + Pr−1 = Dˆθ2, Dˆθ (ω0,−~κ2) = Dˆ∗θ2
qˆ (ω0,−~κ2) = 1 + Q˜H
2
2
(i (1−W2) + 1) (i (1−W2) + Pm−1) = qˆ2
qˆ (−ω0, ~κ2) = qˆ∗2, H2 = Hy,W2 = Wy
According to the definition of external force ~F0 (108), the small-scale fields
~v0, ~B0, T0 determined by formulas (103)-(105), each of them consist of four
terms:
vk0=v
k
01 + v
k
02 + v
k
03 + v
k
04;
Bi0 = B
i
01 +B
i
02 +B
i
03 +B
i
04; T0 = T01 + T02 + T03 + T04; (113)
where vk02 = (v
k
01)
∗, vk04 = (v
k
03)
∗, Bk02 = (B
k
01)
∗, Bk04 = (B
k
03)
∗, T02 = (T01)
∗,
T04 = (T03)
∗
vk01 = e
iϕ1
[
δkj − R˜aPˆknenej
qˆ∗1Dˆ
∗
W1
Dˆ∗θ1 + R˜a
]
Aj
qˆ∗1Dˆ
∗
W1
(114)
vk03=e
iϕ2
[
δkj − R˜aPˆknenej
qˆ∗2Dˆ
∗
W2
Dˆ∗θ2 + R˜a
]
Bj
qˆ∗2Dˆ
∗
W2
(115)
T01 = −eiϕ1
[
1− R˜aPˆknenek
qˆ∗1Dˆ
∗
W1
Dˆ∗θ1 + R˜a
]
(~e ~A)
qˆ∗1Dˆ
∗
W1
Dˆ∗θ1
(116)
T03 = −eiϕ2
[
1− R˜aPˆknenek
qˆ∗2Dˆ
∗
W2
Dˆ∗θ2 + R˜a
]
(~e ~B)
qˆ∗2Dˆ
∗
W2
Dˆ∗θ2
(117)
Bk01 = e
iϕ1
[
δkj − R˜aPˆknenej
qˆ∗1Dˆ
∗
W1
Dˆ∗θ1 + R˜a
]
iH1Aj
qˆ∗1Dˆ
∗
W1
Dˆ∗H1
(118)
28
Bk03 = e
iϕ2
[
δkj − R˜aPˆknenej
qˆ∗2Dˆ
∗
W2
Dˆ∗θ2 + R˜a
]
iH2Bj
qˆ∗2Dˆ
∗
W2
Dˆ∗H2
(119)
Here we take into account that Pˆqs (κ1) eqes = Pˆqs (κ2) eqes = 1 because
~κ1, ~κ2⊥~e.
Appendix III. Reynolds stress, Maxwell stress
and turbulent e.m.f.
Let us start with the calculation of Reynolds stresses vk0v
i
0 = T
ki
(1) + T
ki
(2). We
need the equations (114)-(115) and type of the external helical force (108)-
(109). For simplicity, we assume that the dimensionless amplitude of the
external helical force f0 = 1. Then we have:
T ki(1) =
1
|qˆ1|2
∣∣∣DˆW1∣∣∣2 {(AkA
∗
i + AiA
∗
k)− aˆA∗z (eiAk + ekAi)−
−aˆ∗Az (eiA∗k + ekA∗i ) + 2|aˆ|2|Az|2eiek
}
, (120)
Where are introduced the following designations:
|qˆ1|2 = qˆ1qˆ∗1 = qˆ∗1 qˆ1 =
(Pm−1 − (1−W1)2 + Q˜H21 )
2
+ (1−W1) (1 + Pm−1)2(
1 + (1−W1)2
)
(Pm−2 + (1−W1)2)
;
∣∣∣DˆW1∣∣∣2 = Dˆ∗W1DˆW1 = 1 + (1−W1)2 (121)
aˆ∗ =
R˜a
qˆ∗1Dˆ
∗
W1
Dˆ∗θ1 + R˜a
, aˆ =
R˜a
qˆ1DˆW1Dˆθ1 + R˜a
, |aˆ|2 = aˆaˆ∗, |Az|2 = A∗zAz
The expression for the T ki(2) has the similar form:
T ki(2) =
1
|qˆ2|2
∣∣∣DˆW2∣∣∣2
{
(BkB
∗
i +BiB
∗
k)− bˆB∗z (eiBk + ekBi)− (122)
−bˆ∗Bz (eiB∗k + ekB∗i ) + 2
∣∣∣bˆ∣∣∣2|Bz|2eiek} ,
29
Here
|qˆ2|2 = qˆ2qˆ∗2 = qˆ∗2 qˆ2 =
=
(Pm−1 − (1−W2)2 + Q˜H22 )
2
+ (1−W2) (1 + Pm−1)2(
1 + (1−W2)2
)
(Pm−2 + (1−W2)2)
(123)
∣∣∣DˆW2∣∣∣2 = Dˆ∗W2DˆW2 = 1 + (1−W2)2;
bˆ∗ =
R˜a
qˆ∗2Dˆ
∗
W2
Dˆ∗θ2 + R˜a
, bˆ =
R˜a
qˆ2DˆW2Dˆθ2 + R˜a
,
∣∣∣bˆ∣∣∣2 = bˆbˆ∗, |Bz|2 = B∗zBz (124)
Equations (120)-(124), in the limit of non electroconductive medium (σ = 0)
and Pr = 1, were obtained in [16], [17]. Correlators for magnetic fields
(Maxwell stress) Sik(1) + S
ik
(2) can be found using (118)-(119):
Ski(1) =
H21
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2 {(AiA
∗
k + AkA
∗
i )− aˆA∗z (ekAi + eiAk)−
−aˆ∗Az (eiA∗k + ekA∗i ) + 2|aˆ|2|Az|2eiek
}
(125)
where
∣∣∣DˆH1∣∣∣2=Dˆ∗H1DˆH1 = Pm−2 + (1−W1)2;
Ski(2) =
H22
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
{
(BiB
∗
k +BkB
∗
i )− bˆB∗z (ekBi + eiBk)−
−bˆ∗Bz (eiB∗k + ekB∗i ) + 2
∣∣∣bˆ∣∣∣2|Bz|2eiek} (126)
where
∣∣∣DˆH2∣∣∣2 = Dˆ∗H2DˆH2 = Pm−2+(1−W2)2. Using (114)-(115) and (118)-
(119), we obtain expressions for the mixed correlator Gik(1) +G
ik
(2):
Gik(1) =
iPm−1H1
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2×
×{(AjA∗i − AiA∗j)− aˆA∗z (eiAj − ejAi)− aˆ∗Az (ejA∗i − eiA∗j)}−
30
− (1−W1)H1
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2
{(
AjA
∗
i + AiA
∗
j
)− aˆA∗z (eiAj + ejAi)−
−aˆ∗Az
(
ejA
∗
i + eiA
∗
j
)
+ 2|aˆ|2|Az|2eiej
}
(127)
Gij(2) =
iPm−1H2
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2×
×
{(
BjB
∗
i −BiB∗j
)− bˆB∗z (eiBj − ejBi)− bˆ∗Bz (ejB∗i − eiB∗j )}−
− (1−W2)H2
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
{(
BjB
∗
i +BiB
∗
j
)− bˆB∗z (eiBj + ejBi)−
−bˆ∗Bz
(
ejB
∗
i + eiB
∗
j
)
+ 2
∣∣∣bˆ∣∣∣2|Bz|2eiej} (128)
By simple replacement of indices i→ n, j → i we obtain the expressions for
Gni(1) and G
ni
(2). Since we are interested in the evolution of large-scale fields
~W
and ~H, and taking into account the geometry of the problem (20), we need
to know the following Reynolds stress components:
T 31(1) + T
31
(2); T
32
(1) + T
32
(2); S
31
(1) + S
31
(2); S
32
(1) + S
32
(2);
G13(1) +G
13
(2); G
31
(1) +G
31
(2); G
23
(1) +G
23
(2); G
32
(1) +G
32
(2) (129)
Using the equation (120) we can find the expression for T 31(1), while putting
k = 3, i = 1:
T 31(1) =
1
|qˆ1|2
∣∣∣DˆW1∣∣∣2 {(A3A
∗
1 + A1A
∗
3)− aˆA∗z (e1A3 + e3A1)−
−aˆ∗Az (e1A∗3 + e3A∗1) + 2|aˆ|2|Az|2e1e3
}
(130)
since e1 = 0 and A1 = A
∗
1 = 0, Az = A3, T
31
(1) = 0. In a similar way is
calculated T 31(2) using (122), where indices k = 3 and i = 1, i.e.
T 31(2) =
1
|qˆ2|2
∣∣∣DˆW2∣∣∣2
{
(B3B
∗
1 +B1B
∗
3)− bˆB∗z (e1B3 + e3B1)−
31
−bˆ∗Bz (e1B∗3 + e3B∗1) + 2
∣∣∣bˆ∣∣∣2|Bz|2e1e3}
Bz = B3 (131)
Considering, that B3B
∗
1 + B1B
∗
3 = 0 and e1 = 0, the equation (131) is
simplified:
T 31(2) =
i
4|qˆ2|2
∣∣∣DˆW2∣∣∣2
(
bˆ∗ − bˆ
)
(132)
or after substitution of (124), we have:
T 31(2) = −
i
4
R˜a
|qˆ2|2
∣∣∣DˆW2∣∣∣2
 qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2 − qˆ2DˆW2Dˆθ2∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2
 (133)
Taking in formulas (120) and (122) indices k and i equal respectively k = 3
and i = 2, we can obtain the expression for the T 31(1) and T
31
(2):
T 32(1) =
1
|qˆ1|2
∣∣∣DˆW1∣∣∣2 {(A3A
∗
2 + A2A
∗
3)− aˆA∗z (e2A3 + e3A2)−
−aˆ∗Az (e2A∗3 + e3A∗2) + 2|aˆ|2|Az|2e2e3
}
(134)
given the e2 = 0, A3A
∗
2 + A2A
∗
3 = 0 and equation (121), the form of the
expression (134) becomes simpler:
T 32(1) =
i
4
R˜a
|qˆ1|2
∣∣∣DˆW1∣∣∣2
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 − qˆ1DˆW1Dˆθ1∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2
 (135)
Component T 32(2) is zero due to the fact that the e2 = 0 and B2 = B
∗
2 = 0:
T 32(2) =
1
|qˆ2|2
∣∣∣DˆW2∣∣∣2
{
(B3B
∗
2 +B2B
∗
3)− bˆB∗z (e2B3 + e3B2)−
−bˆ∗Bz (e2B∗3 + e3B∗2) + 2
∣∣∣bˆ∣∣∣2|Bz|2e2e3} (136)
32
In the equations (125) and (126) we take indices k and i equal to k = 3,
i = 1. Then the expressions can be found for the components S31(1) and S
31
(2),
respectively:
S31(1) =
H21
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2 {(A3A
∗
1 + A1A
∗
3)− aˆA∗z (ekAi + eiAk)−
−aˆ∗A3 (e1A∗3 + e3A∗1) + 2|aˆ|2|A3|2e1e3
}
= 0 (137)
i.e. e1 = 0 and A1 = A
∗
1 = 0;
S31(2) =
H22
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
{
(B3B
∗
1 +B1B
∗
3)− bˆB∗3 (e1B3 + e3B1)−
−bˆ∗B3 (e3B∗1 + e1B∗3) + 2
∣∣∣bˆ∣∣∣2|Bz|2e3e1} (138)
We take into account that B3B
∗
1 + B1B
∗
3 = 0 and e1 = 0, then (138) takes
the form:
S31(2) =
i
4
H22 R˜a
|qˆ2|2
∣∣∣DˆH2∣∣∣2∣∣∣DˆW2∣∣∣2
 qˆ2DˆW2Dˆθ2 − qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2
 (139)
From (125) and (126) we have the equations for the components of S32(1) and
S32(2) , assuming that k = 3, i = 2. Then
S32(1) =
H21
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2 {(A3A
∗
2 + A2A
∗
3)− aˆA∗3 (e2A3 + e3A2)−
−aˆ∗A3 (e3A∗2 + e2A∗3) + 2|aˆ|2|A3|2e3e2
}
here A3A
∗
2 + A2A
∗
3 = 0, e2 = 0. Then S
32
(1) has the form:
S32(1) =
i
4
H21 R˜a
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣D̂H1∣∣∣2
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 − qˆ1DˆW1Dˆθ1∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2
 (140)
33
Component S32(2) is equal to zero, i.e. E2 = 0 and B2 = B
∗
2 = 0:
S32(2) =
H22
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
{
(B3B
∗
2 +B2B
∗
3)− bˆB∗3 (e2B3 + e3B1)−
−bˆ∗B3 (e3B∗2 + e2B∗3) + 2
∣∣∣bˆ∣∣∣2|B3|2e3e2} = 0 (141)
Further, according to the equations (127) and (128) and replacing indices i
and j by i = 1 and j = 3 ; i = 3 and j = 1 ; i = 2 and j = 3 ; i = 3 and
j = 2, respectively, we get:
G13(1) =
iPm−1H1
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2×
×{(A3A∗1 − A1A∗3)− aˆA∗3 (e1A3 − e3A1)− aˆ∗A3 (e3A∗1 − e1A∗3)}−
− (1−W1)H1
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2 {(A3A
∗
1 + A1A
∗
3)− aˆA∗3 (e1A3 + e3A1)−
−aˆ∗A3 (e3A∗1 + e1A∗3) + 2|aˆ|2|A3|2e1e3
}
(142)
Since e1 = 0 and A1 = A
∗
1 = 0, G
13
(2) = 0,
G13(2) = −
1
4
Pm−1H2R˜a
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
 qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2 + qˆ2DˆW2Dˆθ2 + 2R˜a∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2 −
2
R˜a
+
+
i
4
(1−W2)H2R˜a
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
 qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2 − qˆ2DˆW2Dˆθ2∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2
 (143)
G31(1) =
iPm−1H1
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2×
×{(A1A∗3 − A3A∗1)− aˆA∗3 (e3A1 − e1A3)− aˆ∗A3 (e1A∗3 − e3A∗1)}−
− (1−W1)H1
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2 {(A1A
∗
3 + A3A
∗
1)− aˆA∗3 (e3A1 + e1A3)−
34
−aˆ∗A3 (e1A∗3 + e3A∗1) + 2|aˆ|2|A3|2e1e3
}
(144)
because e1 = 0 and A1 = A
∗
1 = 0;
G31(2) =
1
4
Pm−1H2R˜a
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
 qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2 + qˆ2DˆW2Dˆθ2 + 2R˜a∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2 −
2
R˜a
+
+
i
4
(1−W2)H2R˜a
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
 qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2 − qˆ2DˆW2Dˆθ2∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2
 (145)
G23(1) =
1
4
Pm−1H1R˜a
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH123∣∣∣2
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 + qˆ1DˆW1Dˆθ1 + 2R˜a∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2 −
2
R˜a
−
− i
4
(1−W1)H1R˜a
|qˆ12|2
∣∣∣DˆW12∣∣∣2∣∣∣DˆH12∣∣∣2
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 − qˆ1DˆW1Dˆθ1∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2
 (146)
G23(2) =
iPm−1H2
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2×
×
{
(B3B
∗
2 − B2B∗3)− bˆB∗3 (e2B3 − e3B2)− bˆ∗B3 (e3B∗2 − e2B∗3)
}
−
− (1−W2)H2
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
{
(B3B
∗
2 +B2B
∗
3)− bˆB∗3 (e2B3 + e3B2)−
−bˆ∗B3 (e3B∗2 + e2B∗3) + 2|aˆ|2|B3|2e2e3
}
= 0 (147)
because e2 = 0 and B2 = B
∗
2 = 0;
G32(1) = −
1
4
Pm−1H1R˜a
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH123∣∣∣2
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 + qˆ1DˆW1Dˆθ1 + 2R˜a∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2 −
2
R˜a
−
− i
4
(1−W1)H1R˜a
|qˆ12|2
∣∣∣DˆW12∣∣∣2∣∣∣DˆH12∣∣∣2
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 − qˆ1DˆW1Dˆθ1∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2
 (148)
35
G32(2) =
iPm−1H2
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2×
×
{
(B2B
∗
3 − B3B∗2)− bˆB∗3 (e3B2 − e2B3)− bˆ∗B3 (e2B∗3 − e3B∗2)
}
−
− (1−W2)H2
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2
{
(B2B
∗
3 +B3B
∗
2)− bˆB∗3 (e2B3 + e3B2)−
−bˆ∗B3 (e3B∗2 + e2B∗3) + 2|aˆ|2|B3|2e2e3
}
(149)
For the correlators components obtained here we use the following relation-
ships:
qˆ2DˆW2Dˆθ2 − qˆ∗2Dˆ∗W2Dˆ∗θ2 = 2i
(
1 + Pr−1
)
(1−W2)+
+ Q˜H22
(
2i (Pm−1 − Pr−1) (1−W2)
Pm−2 + (1−W2)2
)
(150)
qˆ∗2Dˆ
∗
W2
Dˆ∗θ2 + qˆ2DˆW2Dˆθ2 = 2
(
Pr−1 − (1−W2)2
)
+
+
2Q˜H22 (Pr
−1Pm−1 + (1−W2)2)
Pm−2 + (1−W2)2
(151)∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2 =
= |qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣Dˆθ2∣∣∣2 + R˜a(qˆ∗2Dˆ∗W2Dˆ∗θ2 + qˆ2DˆW2Dˆθ2)+ R˜a2 =
=

(
Pm−1 − (1−W2)2 + Q˜H22
)2
+ (1−W2)2(1 + Pm−1)2(
1 + (1−W2)2
) (
Pm−2 + (1−W2)2
)
×
× (1 + (1−W2)2) (Pr−2 + (1−W2)2)+ R˜a2+
+ 2R˜a
[(
Pr−1 − (1−W2)2
)
+
Q˜H22 (Pr
−1Pm−1 + (1−W2)2)
Pm−2 + (1−W2)2
]
; (152)
Let us substitute equations (150)-(152) in expressions for the components of
T 31(2) and T
32
(1). As a result we obtain:
T 31(2) = −
R˜a(1 + Pm2W˜ 22 )W˜2
[(
(1 + Pr)(1 + Pm2W˜ 22 )
)
+QH22 (Pr − Pm)
]
2
[
(1− PmW˜ 22 +QH22 )
2
+ W˜ 22 (1 + Pm)
2
] ×
36
×
[((
1− PmW˜ 22 +QH22
)2
+ W˜ 22 (1 + Pm)
2
)(
1 + Pr2W˜ 22
)
+
+2Ra
((
1− PrW˜ 22
)(
1 + Pm2W˜ 22
)
+QH22
(
1 + PmW˜ 22
))
+
+Ra2(1 + Pm2W˜ 22 )
]
−1
= −α(2) · W˜2 (153)
T 32(1) =
R˜a(1 + Pm2W˜ 21 )W˜1
[(
(1 + Pr)(1 + Pm2W˜21 )
)
+QH21 (Pr − Pm)
]
2
[
(1− PmW˜ 21 +QH21 )
2
+ W˜ 21 (1 + Pm)
2
] ×
×
[((
1− PmW˜ 21 +QH21
)2
+ W˜ 21 (1 + Pm)
2
)(
1 + Pr2W˜ 21
)
+
+2Ra
((
1− PrW˜ 21
)(
1 + Pm2W˜ 21
)
+QH21
(
1 + PmW˜ 21
))
+
+Ra2(1 + Pm2W˜ 21 )
]
−1
= α(1) · W˜1 (154)
here W˜1 = 1 −W1, W˜2 = 1 −W2; α(1) and α(2) are coefficients of nonlinear
hydrodynamic α-effect in an electrically conductive medium with tempera-
ture stratification. Comparing the expressions (133) and (139), and (135)
and (140), we find the connection of S31(2) with T
31
(2) and S
32
(1) with T
32
(1), i.e.
S31(2) =
H22T
31
(2)
Pm−2 + W˜ 22
; S32(1) =
H21T
32
(1)
Pm−2 + W˜ 21
(155)
To close the equations of large-scale magnetic field (89), we need to calculate
the turbulent e.m.f. G13(2) − G31(2) and G23(1) − G32(1). Taking into account the
equations (143), (145), (146), (148) we obtain:
δG(2) = G
13
(2) −G31(2) = −
1
2
Pm−1H2R˜a
|qˆ2|2
∣∣∣DˆW2∣∣∣2∣∣∣DˆH2∣∣∣2×
×
 qˆ
∗
2Dˆ
∗
W2
Dˆ∗θ2 + qˆ2DˆW2Dˆθ2 + 2R˜a∣∣∣qˆ2DˆW2Dˆθ2 + R˜a∣∣∣2 −
2
R˜a
 (156)
37
δG(1) = G
23
(1) −G32(1) =
1
2
Pm−1H1R˜a
|qˆ1|2
∣∣∣DˆW1∣∣∣2∣∣∣DˆH1∣∣∣2×
×
 qˆ
∗
1Dˆ
∗
W1
Dˆ∗θ1 + qˆ1DˆW1Dˆθ1 + 2R˜a∣∣∣qˆ1DˆW1Dˆθ1 + R˜a∣∣∣2 −
2
R˜a
 (157)
After substituting the expressions (151)-(152) in the equations (156)-(157),
we obtain the expression:
δG(2) =
PmH2
(
(
1− PmW˜ 22 +QH22
)2
+ W˜ 22 (1 + Pm)
2)
×
×
{
1−Ra
[(
1− PrW˜ 22
)
+
QH22 (1 + PrPmW˜
2
2 )
(1 + Pm2W˜ 22 )
+Ra
]
×
×
((1− PmW˜ 22 +QH22)2 + W˜ 22 (1 + Pm)2)
(
1 + Pr2W˜ 22
)
(
1 + Pm2W˜ 22
)+
+2Ra
(1− PrW˜ 22)+ QH22
(
1 + PrPmW˜ 22
)
(
1 + Pm2W˜ 22
)
+Ra2
−1
 =
= α
(2)
H ·H2; (158)
G(1) =
−PmH1
(
(
1− PmW˜ 21 +QH21
)2
+ W˜ 21 (1 + Pm)
2)
{
1−
−Ra
[(
1− PrW˜ 21
)
+
QH21 (1 + PrPmW˜
2
1 )
(1 + Pm2W˜ 21 )
+Ra
]
×
×
((1− PmW˜ 21 +QH21)2 + W˜ 21 (1 + Pm)2)
(
1 + Pr2W˜ 21
)
(
1 + Pm2W˜ 21
)+
+2Ra
(1− PrW˜ 21)+ QH21
(
1 + PrPmW˜ 21
)
(
1 + Pm2W˜ 21
)
+Ra2
−1
 =
38
= −α(1)H ·H1; (159)
Here α
(1)
H , α
(2)
H are coefficients of nonlinear MHD α-effect in an electrically
conductive medium with temperature stratification. The coefficients of the
nonlinear MHD α-effect is responsible for the generation of large-scale mag-
netic fields and consist of two parts:
α
(1)
H = α
(0)
H (1− Ra · Φ (W1, H1)), α(2)H = α(0)H (1− Ra · Φ (W2, H2)) (160)
The first part of the α
(0)
H is determined only by the action of external helical
force ~f0, the second part of the coefficients α
(1)
H and α
(2)
H are associated with
the presence of the temperature stratification Ra 6= 0 if dT00
dz
6= 0. Here
Φ (W1,2, H1,2) is a certain function from W1,2 and H1,2.
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