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Abstract. The purpose of this paper is to reveal an eigenvalue problem corresponding to a
perturbed Laplace operator −∆ − Q for a linear bounded operator Q on L2(Ω). To verify the
invertibility of the perturbed operator and explicitly evaluate its inverse norm, we evaluate the
eigenvalues of the revealed problem based on Liu’s approach with certain a priori error estimates.
The accuracy is further improved using Lehman-Goerisch’s method. The proposed method is
applied to inverse norm estimation for a system of elliptic equations.
1 Introduction
We are concerned with verified numerical computation (also known as numerical verification or
computer-assisted proof) for the nonlinear elliptic boundary value problem{
Lu = f(u) in Ω,
u = 0 on ∂Ω,
(1)
where Ω ⊂ Rn (n = 1, 2, 3) is a given domain, L is an elliptic operator, the explicit form of which
will be specified later, and f is a given nonlinearity. Our interest extends to a system of elliptic
equations that generalizes the problem (1). To ensure the existence of a solution of (1) and
obtain an explicit enclosure of the solution numerically, it is important (often even essential) to
verify the invertibility of L and to estimate the upper bound of the inverse norm ‖L−1‖ in an
appropriate function space setting [8–10,12,15,16,19–21]. Throughout this paper, H1(Ω) denotes
the first order real L2 Sobolev space. We define H10 (Ω) := {u ∈ H1(Ω) : u = 0 on ∂Ω} with the
inner product (u,w)H10 := (∇u,∇w)L2 and the norm ‖u‖H10 := ‖∇u‖L2 , and H−1 denotes the
topological dual of H10 (Ω) so that {H10 (Ω), H−1} is an adjoint pair with duality product 〈·, ·〉.
Moreover, for two Banach spaces X and Y , the set of bounded linear operators from X to Y
is denoted by L(X,Y ) with the usual sup norm ‖T‖L(X,Y ) := sup{‖Tu‖Y /‖u‖X : u ∈ X \ {0}}
for T ∈ L(X,Y ). Under the notation, we define the weak Laplacian A : H10 (Ω) → H−1 by
〈Au, v〉 = (∇u,∇v)L2 , u, v ∈ H10 (Ω). We then define the self-adjoint closed densely defined
operator A : D(A) ⊂ L2(Ω)→ L2(Ω) by
Au = Au for all u ∈ D(A), (2)
where D(A) := {u ∈ H10 (Ω) | Au ∈ L2(Ω)}.
The first setting we look at is when L is regarded as an operator from H10 (Ω) to H
−1. There
are several methods of estimating ‖L−1‖L(H−1,H10 ) = (‖L−1‖L(H−1,H10 (Ω))) in this function space
setting for the elliptic operator L = A+b·∇+c with b ∈ L∞(Ω)n and c ∈ L∞(Ω) [8,10,12,15,19].
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These methods can be classified into projection based methods, which use projection error estima-
tions, and eigenvalue based methods, which evaluate corresponding eigenvalue problems directly.
The third author of this paper has previously proposed a projection based method in a general
Banach space setting [10]. Although this method would give a rough estimation of the inverse
norm, it is widely applicable to both integral equations and differential equations. Another pro-
jection based method was proposed by Nakao, Hashimoto, and Watanabe [8], giving a sharper
evaluation of the inverse norm using constructive a priori error estimates for numerical ap-
proximation approaches such as finite element methods (FEMs) to elliptic equations on Hilbert
spaces. On the other hand, the first eigenvalue based method was proposed by Plum [12, 15],
providing a different approach from projection based methods. It should be remarked that this
method was proposed before the projection based methods mentioned above. Plum revealed
a self-adjoint eigenvalue problem corresponding to the inverse norm ‖L−1‖L(H−1,H10 ), and es-
timated its absolute minimal eigenvalue using a homotopy based method [11]. Note that the
non-self-adjoint eigenvalue problem with b 6= 0 is more complicated than b = 0; more concretely,
when b 6= 0, the corresponding self-adjoint problem must include the biharmonic operator A2,
and therefore a troublesome consideration of higher-order approximations is unavoidable to es-
timate the desired eigenvalue. Subsequently, Liu and the third author of this paper proposed an
a priori error estimation method for evaluating the eigenvalues of the weak Laplacian A as an
operator from H10 (Ω) to H
−1 [7]. By applying this method to estimating the absolute minimal
eigenvalue for the same problem, ‖L−1‖L(H−1,H10 ) was successfully evaluated when b = 0 [19].
The eigenvalue evaluation method in [7] was further extended to a more general setting by
Liu [6], which will play an important role in the objective of this paper. It is worth noting
that the accuracy of the eigenvalues estimated using these methods can be further refined using
Lehman-Goerisch’s method [2, 5]. In fact, Lemman’s bound is optimal in the sense that, for a
fixed set of approximate eigenfunctions, no better estimations may be obtained (see, [5,13,14]).
Thus if more accuracy is required, one can implement a refinement step. This is a remarkable
advantage of eigenvalue based methods.
The last setting we consider is when L is regarded as an operator from D(A) to L2(Ω). Before
touching the main subject of this paragraph, it is worth mentioning the following relationship
between the norms ‖L−1‖L(L2,H10 ) = (‖L−1‖L(L2(Ω),H10 (Ω))) and ‖L−1‖L(H−1,H10 ). By considering
the embedding L2(Ω) ↪→ H−1 with the explicit embedding constant Cp satisfying ‖φ‖H−1 ≤
Cp‖φ‖L2 , φ ∈ L2(Ω), one can observe that ‖L−1‖L(L2,H10 ) ≤ Cp‖L−1‖L(H−1,H10 ). The value Cp
coincides with the constant of embedding H10 (Ω) ↪→ L2(Ω) satisfying ‖φ‖L2 ≤ Cp‖φ‖H10 , φ ∈
H10 (Ω) (see, e.g., [16]), which is called the Poincare´ constant and can be calulated as Cp = 1/
√
λ0,
where λ0 is the minimal eigenvalue of A on L
2(Ω). For example, when Ω = (0, 1)n, we have
Cp = 1/(
√
npi). Thus, a (probably rough) upper bound for ‖L−1‖L(L2,H10 ) is obtained from
‖L−1‖L(H−1,H10 ) as estimated using the methods summarized in the previous paragraph. In the
function space setting L : D(A) → L2(Ω), Watanabe, Kinoshita, and Nakao [20] proposed a
projection based method for estimating the inverse norm ‖L−1‖L(L2,H10 ) of the self-adjoint or
non-self-adjoint operator L = A + b · ∇ + c, and have further developed this method (see, e.g.,
[21]). Although projection based methods for estimating ‖L−1‖L(L2,H10 ) have been successfully
developed, eigenvalue based methods for estimating the inverse norm ‖L−1‖L(L2,H10 ) have not
been investigated. The main reason for this is the difficulty of determining the corresponding
self-adjoint eigenvalue problem.
The purpose of this paper is to reveal the eigenvalue problem corresponding to the inverse
norm ‖L−1‖L(L2,H10 ) with a slightly different assumption from [20, 21], and then to apply this
to verifying the invertibility of L and finding an explicit estimation of ‖L−1‖L(L2,H10 ). We begin
by introducing the settings for the problem. Let Ω ⊂ Rn (n = 1, 2, 3) be a bounded domain
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with a Lipschitz boundary. We define, for a linear bounded operator Q : L2(Ω) → L2(Ω), the
perturbed Laplace operator from D(A) to L2(Ω) by
L = A−Q, (3)
and investigate the eigenvalue problem corresponding to ‖L−1‖L(L2,H10 ). We remark that we
admit non-self-adjoint operators Q (and therefore non-self-adjoint operators L) mainly because
we anticipate successful application to a system of elliptic equations that can be described
using non-self-adjoint operators (see Sections 4 and 5 for these applications). However, we do
not consider the case where L includes the gradient term b · ∇, because examining this case
would require further study into the explicit and accurate estimation of a constant C satisfying
‖Au‖L2 ≤ C‖Lu‖L2 , u ∈ D(A). It should be again emphasized that the norm bound on L−1
is important (and often even essential) for verified numerical computation for both linear and
nonlinear elliptic partial differential equations. The eigenvalue problem we reveal in this paper
ignores the biharmonic term A2 requiring high regularity in the domain, and has only real
eigenvalues even when L is non-self-adjoint. Therefore, Liu’s evaluation method [6] is applicable
to the problem. In addition, the accuracy of the estimated eigenvalues can be improved almost
optimally using Lehman-Goerisch’s method [2, 5]. This improvement leads to an advantage of
our eigenvalue based method over projection based methods. Evaluating both lower and upper
bounds for the eigenvalues is beyond the scope of this paper, although the upper bounds can
be found via the Rayleigh-Ritz method with a simple consideration of a certain Ritz projection
error. We focus on accurate lower bounds for the eigenvalues to obtain the desired upper bound
on ‖L−1‖L(L2,H10 ). We apply our lower bounds for the eigenvalues to evaluating the inverse norm
‖L−1‖L(L2,H10 ).
The remainder of this paper is organized as follows. In Section 2, we discuss the eigenvalue
problem corresponding to the operator norm ‖L−1‖L(L2,H10 ). Next, lower bounds for the eigen-
values of the revealed problem are estimated on the basis of Liu’s method [6] in Section 3. In
Section 4, the proposed method is extended to systems of elliptic equations. Finally, in Section
5, we provide a numerical example where our method is applied to inverse norm estimation for
a system of elliptic boundary value problems of the Lotka-Volterra equation, and compare our
method with the method from [21].
2 Eigenvalue problem corresponding to ‖L−1‖L(L2,H10 )
This section reveals an eigenvalue problem corresponding to the operator norm ‖L−1‖L(L2,H10 )
while ignoring the biharmonic term A2. It is well known that the operator A : D(A) ⊂ L2(Ω)→
L2(Ω) defined in (2) is a positive self-adjoint operator with a compact inverse A−1 : L2(Ω) →
L2(Ω). In our method, the operators A−
1
2 : L2(Ω)→ L2(Ω) and A 12 : D(A 12 ) ⊂ L2(Ω)→ L2(Ω)
play an important role. They are defined by the spectral decomposition
A−
1
2u :=
∞∑
i=1
µ
− 1
2
i (u, ψi)L2ψi and A
1
2 := (A−
1
2 )−1,
where {ψi}i∈N is the set of eigenfunctions of A completely orthonormalized in L2(Ω), and µi is
the corresponding eigenvalues. Note that the definition of A−
1
2 is consistent with that given by
the Dunford integral [22, Remark 2.7]. The followings properties of A
1
2 are known [22]:
1. the domain D(A 12 ) of A 12 is H10 (Ω);
2. A
1
2 is positive and self-adjpoint;
3
3. A
1
2 has a compact inverse A−
1
2 : L2(Ω)→ L2(Ω);
4. (A
1
2u,A
1
2 v)L2 = (u, v)H10 , u, v ∈ H10 (Ω);
5. (A−
1
2u,A−
1
2 v)H10 = (u, v)L2 , u, v ∈ L2(Ω).
Although A
1
2 is useful for describing an eigenvalue problem associated with ‖L−1‖L(L2,H10 )
(see Appendix A), it is problematic when using a computer. For example, in the context of
FEMs, the finite dimensional problem
Find uh ∈ FEM-Space s.t. (A
1
2uh, vh)L2 = (f, vh), vh ∈ FEM-Space
with f ∈ L2(Ω) is difficult to solve because the matrix corresponding to the term (A 12uh, vh)L2
cannot be calculated directly. The main contribution of this paper is to reveal an eigenvalue
problem that avoids A
1
2 (and A2), and to reach our objective of obtaining ‖L−1‖L(L2,H10 ) by
solving the eigenvalue problem. For this purpose, we define the linear operator T : H10 (Ω) ⊂
L2(Ω)→ L2(Ω) by
T := A
1
2 −A− 12Q∗,
which is closed and densely defined on L2(Ω), where Q∗ : L2(Ω) → L2(Ω) is the dual opera-
tor of Q. The second term A−
1
2Q∗ is a compact operator. The following eigenvalue problem
corresponds to the desired norm ‖L−1‖L(L2,H10 ) (this is proved in Theorem 2.1):
Find (u, λ′) ∈ H10 (Ω)× [0,∞) s.t. (Tu, Tv)L2 = λ′(u, v)L2 , v ∈ H10 (Ω). (4)
Because
(Tu, Tv)L2 = (u, v)H10 − ((Q+Q
∗)u, v)L2 + (A−1Q∗u,Q∗v)L2 , (5)
we avoid the direct calculation of A2 or A
1
2 .
Theorem 2.1. Let λ′min ≥ 0 be the smallest eigenvalue of (4). If λ′min > 0, then L is nonsingular
and we have
‖L−1‖L(L2,H10 ) =
1√
λ′min
. (6)
Proof. We consider the smallest constant KT that satisfies ‖φ‖L2 ≤ KT ‖Tφ‖L2 , φ ∈ H10 (Ω). A
variational method gives us the relation
1
K2T
= inf
φ∈H10 (Ω)
‖Tφ‖2L2
‖φ‖2
L2
= inf
φ∈H10 (Ω)
(Tφ, Tφ)L2
(φ, φ)L2
= λ′min.
Therefore, when λ′min > 0, we have KT = 1/
√
λ′min (< ∞). This ensures that T is injective;
indeed, we have
Tφ = 0⇔ ‖Tφ‖L2 = 0⇒ ‖φ‖L2 = 0⇔ φ = 0.
Thus, it follows that Null(T ) = 0 and Null(T ) = dim Ker(T ), where Ker(T ) = {u ∈ D(T ) | Tu =
0}.
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Operators A−
1
2T and TA−
1
2 respectively satisfy
A−
1
2Tu = (I −A−1Q∗)u for all u ∈ D(A 12 )
and
TA−
1
2u = (I −A− 12Q∗A− 12 )u for all u ∈ L2(Ω).
Because A−1Q∗ ∈ L(L2(Ω), L2(Ω)) and A− 12Q∗A− 12 ∈ L(L2(Ω), L2(Ω)) are compact, T is a
closed densely defined Fredholm operator (see, for example, [18, Lemma 2.4]). It follows from
the generalized Fredholm alternative theorem that Null(T ) = Null(T ∗) = 0 (see, for example, [17,
Theorem 1.1]). The injection of the dual operator T ∗ implies the surjection of T . Hence, both
T and T ∗ are nonsingular.
The norm of T can be evaluated as
‖T−1‖L(L2,L2) = sup
ψ∈L2(Ω)
‖T−1ψ‖L2
‖ψ‖L2
= sup
φ∈H10 (Ω)
‖φ‖L2
‖Tφ‖L2
= KT .
Moreover, because we have
T ∗ = (A
1
2 −A− 12Q∗)∗ = A 12 −QA− 12 = LA− 12 , (7)
L can be expressed as L = T ∗A
1
2 ; therefore, the non-singularity of A
1
2 and T ∗ ensures that of
L. The desired norm can be evaluated as
‖L−1‖L(L2,H10 ) = sup
ψ∈L2(Ω)
‖L−1ψ‖H10
‖ψ‖L2
= sup
ψ∈L2(Ω)
‖A 12L−1ψ‖L2
‖ψ‖L2
= sup
ψ∈L2(Ω)
‖(T ∗)−1ψ‖L2
‖ψ‖L2
= ‖(T ∗)−1‖L(L2,L2),
where (T ∗)−1 = A
1
2L−1 from (7) is applied to the third equality. Because both T−1 and (T ∗)−1
are bounded linear operators on L2(Ω), we have (T ∗)−1 = (T−1)∗ and ‖(T−1)∗‖L(L2,L2) =
‖T−1‖L(L2,L2) = KT . Consequently, it follows that ‖L−1‖L(L2,H10 ) = KT .
3 Lower bound of minimal eigenvalue
In this section, we estimate a lower bound for the minimal eigenvalue λ′min of (4) on the basis
of Liu’s method [6]. For this purpose, we introduce the following infinite dimensional eigenvalue
problem. Let Rh : H
1
0 (Ω)→ Vh be the Ritz projection defined by
((I −Rh)u, vh)H10 = 0, u ∈ H
1
0 (Ω), vh ∈ Vh, (8)
where Vh ⊂ H10 (Ω) is a finite dimensional subspace spanned by the bases {φ1, φ2, · · · , φN}.
Replacing the term (A−1Q∗u,Q∗v)L2 in (4) with (RhA−1Q∗u,Q∗v)L2 , we consider the modified
eigenvalue problem
Find (u, λ) ∈ H10 (Ω)× R s.t.
(u, v)H10 − ((Q+Q
∗)u, v)L2 + (RhA−1Q∗u,Q∗v)L2 = λ(u, v)L2 , v ∈ H10 (Ω). (9)
In fact, the eigenvalues of problem (9) are real. This is confirmed by the following consideration.
Let Ph : L
2(Ω) → Vh be the orthogonal projection defined by ((I − Ph)u, vh)L2 = 0, u ∈
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L2(Ω), vh ∈ Vh. Moreover, define Ah : Vh → Vh by (Ahuh, vh)L2 = (uh, vh)H10 , uh, vh ∈ Vh.
From RhA
−1 = A−1h Ph ( see [1, (1.24)]), we have
(RhA
−1Q∗u,Q∗v)L2 = (A
−1
h PhQ
∗u,Q∗v)L2
=(PhA
−1
h PhQ
∗u,Q∗v)L2 = (QPhA
−1
h PhQ
∗u, v)L2 , u, v ∈ H10 (Ω).
Thus, the reality follows from the relationship
(QPhA
−1
h PhQ
∗u, v)L2 = (u,QPhA
−1
h PhQ
∗v)L2 , u, v ∈ H10 (Ω).
We then suppose that there exists a positive constant Ch satisfying ‖(I − Rh)u‖H10 ≤
Ch‖Au‖L2 , u ∈ D(A). Using Aubin-Nitsche’s trick, this leads to ‖(I − Rh)u‖L2 ≤ Ch‖(I −
Rh)u‖H10 , u ∈ H10 (Ω). For the modified problem (9), we prepare the following lemma.
Lemma 3.1. The minimal eigenvalues λ′min and λmin respectively of (4) and (9) satisfy the
inequality
λmin ≤ λ′min.
Proof. For any u ∈ H10 (Ω), we have (A−1u, u)L2 = (RhA−1u, u)L2 + ((I − Rh)A−1u, (I −
Rh)A
−1u)H10 ≥ (RhA−1u, u)L2 . Thus, for the eigenfunction ψ′ ∈ H10 (Ω) corresponding to λ′min,
it follows that
λ′min =
(ψ′, ψ′)H10 − ((Q+Q∗)ψ′, ψ′)L2 + (A−1Q∗ψ′, Q∗ψ′)L2
(ψ′, ψ′)L2
≥ inf
ψ∈H10\{0}
(ψ,ψ)H10 − ((Q+Q∗)ψ,ψ)L2 + (RhA−1Q∗ψ,Q∗ψ)L2
(ψ,ψ)L2
= λmin.
Lemma 3.1 allows us to use λmin as a lower bound for λ
′
min. To estimate λmin explicitly, we
discretize (9), yielding the problem:
Find (uh, λh) ∈ Vh × R s.t.
(uh, vh)H10 − ((Q+Q
∗)uh, vh)L2 + (RhA−1Q∗uh, Q∗vh)L2 = λh(uh, vh)L2 , vh ∈ Vh. (10)
This is equivalent to the following matrix eigenvalue problem:
Find (x, λh)
T ∈ RN × R s.t. (D − (Q+QT )+QD−1QT )x = λhLx, (11)
where D, L, Q ∈ RN×N are real matrices respectively defined by Dij := (φj , φi)H10 , Lij :=
(φj , φi)L2 , Qij := (Qφj , φi)L2 , and Q
T denotes the transposed matrix of Q (See Appendix B).
By applying Liu’s method [6] to (9) and (11), we obtain the following theorem.
Theorem 3.2. Let CMσ be defined by
CMσ := Ch
√
1 + C2h
(
‖σ − (Q+Q∗)‖L(L2,L2) + C2p‖Q‖2L(L2,L2)
)
, (12)
where σ is a positive number satisfying σ > ‖Q + Q∗‖L(L2,L2). Then, for the i-th eigenvalues
λ
(i)
h and λ
(i) respectively of (11) and (9), we have
λ
(i)
h + σ
1 + C2Mσ
(
λ
(i)
h + σ
) − σ ≤ λ(i) ≤ λ(i)h . (13)
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Before proving Theorem 3.2 in Subsections 3.1 and 3.2, we make the following remark.
Remark 3.3. Although Theorem 3.2 gives a rough lower bound, particularly when σ is large,
the lower bound approaches λ(i) as Ch ↓ 0. Moreover, if the lower bound in (13) for i = 1 is
positive, then Lemma 3.1 guarantees λ′min > 0. This ensures that L is nonsingular, and moreover
an upper bound for the norm can be evaluated as
‖L−1‖L(L2,H10 ) ≤
 λ(1)h + σ
1 + C2Mσ
(
λ
(1)
h + σ
) − σ
− 12 .
Even if positivity is not confirmed via Theorem 3.2 or if more accuracy is required, we can try
to improve the accuracy of the lower bound for λmin using Lehman-Goerisch’s theorem [2].
3.1 Proof of Theorem 3.2, Step1 — Applying Liu’s theorem to (9)
Because the right inequality in (13) immediately follows from the Rayleigh-Ritz bound, we prove
the left inequality. Liu’s theorem [6, Theorem 2.1] assumes the positive definiteness of the left
operator in a target eigenvalue problem. Therefore, we first add a perturbation so that the
minimal eigenvalue of (9) becomes positive. More precisely, we add σ(u, v)L2 to both sides, and
rewrite the problem as
Find (u, µσ)
T ∈ V × R s.t. (u, v)Mσ = µσ(u, v)L2 , v ∈ H10 (Ω), (14)
where µσ = λ+ σ and (u, v)Mσ is the bilinear form defined by
(u, v)Mσ := (u, v)H10 − ((Q+Q
∗)u, v)L2 + (RhA−1Q∗u,Q∗v)L2 + σ(u, v). (15)
We next show that (·, ·)Mσ becomes an inner product of H10 (Ω) for the usage of Liu’s theorem.
Because RhA
−1 = A−1h Ph, we have
(RhA
−1Q∗u,Q∗u)L2 = (A
−1
h PhQ
∗u,Q∗u)L2 = (QPhA
−1
h PhQ
∗u, u)L2 = ‖A−
1
2
h PhQ
∗u‖2L2 , u ∈ H10 (Ω).
(16)
This ensures that the third term of (u, v)Mσ in (15) is nonnegative and symmetric with respect
to u, v ∈ H10 (Ω). Moreover, the inequality σ > ‖Q+Q∗‖L(L2,L2) leads to
(σu, u)L2 − ((Q+Q∗)u, u)L2 ≥
(
σ − ‖Q+Q∗‖L(L2,L2)
) ‖u‖2L2 > 0.
Consequently, we confirm that
(u, u)Mσ > 0, u ∈ H10 (Ω) \ {0} and (u, v)Mσ = (v, u)Mσ , u, v ∈ H10 (Ω),
i.e., the bilinear form (·, ·)Mσ is an inner product, and we may therefore use ‖u‖Mσ :=
√
(u, u)Mσ , u ∈
H10 (Ω) as a norm for H
1
0 (Ω).
Let us define a new orthogonal projection RMσ : H
1
0 (Ω)→ Vh with respect to (·, ·)Mσ by
((I −RMσ)u, vh)Mσ = 0, vh ∈ Vh.
Then, by applying Liu’s theorem [6, Theorem 2.1] to (14), inequality (13) holds for a positive
number CMσ satisfying
‖(I −RMσ)u‖L2 ≤ CMσ‖(I −RMσ)u‖Mσ , u ∈ H10 (Ω). (17)
To complete the proof of Theorem 3.2, we need to confirm that CMσ in (12) satisfies (17).
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3.2 Proof of Theorem 3.2, Step2 — Calculation of CMσ
In this part, we prove that CMσ in (12) satisfies (17). First, we define the bounded operator
B : L2(Ω)→ L2(Ω) by
B := − (Q+Q∗) +QPhA−1h PhQ∗ + σ, (18)
which corresponds to the last three terms of (15) and was confirmed in (16) to be positive (i.e.,
(Bu, v)L2 >= 0, u, v ∈ L2(Ω) ) and self-adjoint.
Lemma 3.4. The operator norm ‖B‖L(L2,L2) can be estimated by
‖B‖L(L2,L2) ≤ ‖σ − (Q+Q∗) ‖L(L2,L2) + C2p‖Q‖2L(L2,L2). (19)
Proof. We have
‖B‖L(L2,L2) = sup
u∈L2(Ω)
‖ (σ − (Q+Q∗) +QPhA−1h PhQ∗)u‖L2
‖u‖L2
≤ ‖σ − (Q+Q∗) ‖L(L2,L2) + ‖Q‖L(L2,L2) sup
u∈L2(Ω)
‖PhA−1h PhQ∗u‖L2
‖u‖L2
.
The second term can be evaluated as
sup
u∈L2(Ω)
‖PhA−1h PhQ∗u‖L2
‖u‖L2
≤ sup
u∈L2(Ω)
‖A−1h PhQ∗u‖L2
‖u‖L2
≤ Cp sup
u∈L2(Ω)
‖A−1h PhQ∗u‖H10
‖u‖L2
= Cp sup
u∈L2(Ω)
‖RhA−1Q∗u‖H10
‖u‖L2
≤ Cp sup
u∈L2(Ω)
‖A−1Q∗u‖H10
‖u‖L2
≤ C2p sup
u∈L2(Ω)
‖Q∗u‖L2
‖u‖L2
= C2p‖Q∗‖L(L2,L2).
The relation ‖Q‖L(L2,L2) = ‖Q∗‖L(L2,L2) ensures (19).
Lemma 3.5. For all u ∈ H10 (Ω), we have the inequality
‖(I −RMσ)u‖L2 ≤ Ch
√
1 + C2h‖B‖L(L2,L2)‖(I −RMσ)u‖Mσ .
Proof. The minimization principle ensures that, for w ∈ D(A),
‖(I −RMσ)w‖2Mσ ≤ ‖(I −Rh)w‖2Mσ ≤ ‖(I −Rh)w‖2H10 + ‖B‖L(L2,L2)‖(I −Rh)w‖
2
L2
≤ C2h‖Aw‖2L2 + C4h‖B‖L(L2,L2)‖Aw‖2L2 ≤ C2h
(
1 + C2h‖B‖L(L2,L2)
) ‖(A+B)w‖2L2 ,
where the last inequality ‖Bw‖L2 ≤ ‖(A+B)w‖L2 is confirmed via the spectrum decomposition
of the positive self-adjoint operator B (see, e.g., [19, Lemma 1]). The assertion follows from
Aubin-Nitsche’s trick.
Lemmas 3.4 and 3.5 complete the proof of Theorem 3.2.
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4 Application to system of elliptic equations
We extend Theorems 2.1 and 3.2 so that they can be applied to a system of elliptic equations. For
this extension, we introduce some additional notation. Let X = (L2(Ω))m be a direct product
space with inner product (u, v)X :=
∑m
i=1(ui, vi)L2 , u = (u1, · · · , um)T , v = (v1, · · · , vm)T ∈ X
and norm ‖u‖X :=
√
(u, u)X , u = (u1, · · · , um)T ∈ X. Likewise, let V = (H10 (Ω))m be a
direct product space with inner product (u, v)V :=
∑m
i=1(ui, vi)H10 , u = (u1, · · · , um)T , v =
(v1, · · · , vm)T ∈ V and norm ‖u‖V :=
√
(u, u)V , u = (u1, · · · , um)T ∈ V . In this setting, we
have the embedding V ↪→ X with the inequality ‖φ‖X ≤ Cp‖φ‖V , φ ∈ V . We define some
operators on these direct product spaces with matrix symbols and operations. For the bounded
linear operators Qij : L
2(Ω) → L2(Ω) (i, j = 1, · · · ,m), we represent Q : X → X and its dual
operator Q in matrix form as
Q :=

Q11 Q12 · · · Q1m
Q21 Q22 · · · Q2m
...
...
. . .
...
Qm1 Qm2 · · · Qmm
 , Q∗ =

Q∗11 Q∗21 · · · Q∗m1
Q∗12 Q∗22 · · · Q∗m2
...
...
. . .
...
Q∗1m Q∗2m · · · Q∗mm
 .
More precisely, for u ∈ X and Q : X → X, we characterize Qu ∈ X as
Qu =

Q11u1 +Q12u2 + · · ·+Q1mum
Q21u1 +Q22u2 + · · ·+Q2mum
...
Qm1u1 +Qm2u2 + · · ·+Qmmum
 . (20)
The linear operation aQ1u + bQ2v for a, b ∈ R, Q1, Q2 : X → X, and u, v ∈ X, is defined in
the same manner as for matrices. Likewise, the operators A : D(A) (= D(A)m) ⊂ X → X and
Ap : D(Ap) ⊂ X → X are defined by
A :=

A 0 · · · 0
0 A · · · 0
...
...
. . .
...
0 0 · · · A
 and Ap :=

Ap 0 · · · 0
0 Ap · · · 0
...
...
. . .
...
0 0 · · · Ap,
 (21)
with the same operation rule, where p ∈ {12 ,−12 ,−1}.
Corollary 4.1. Theorem 2.1 holds for L = A−Q with the notational replacements L2(Ω)→ X,
H10 (Ω)→ V , Q→ Q, and A→ A.
Corollary 4.2. The same argument used in Theorem 3.2 follows for the replacements in Corol-
lary 4.1, where the finite dimensional space Vh in (11) is replaced by the direct product space
(Vh)
m with the same operation rule described above. The value of Ch in (12) is the same as with
respect to Vh.
5 Numerical Example
In this section, we present an example where our method is applied to calculating the inverse
norm ‖L−1‖L(X,V ) derived from a system of elliptic boundary value problems of the Lotka-
Volterra equation: 
−∆u = 110u− u2 − 100uv in Ω,
−∆v = 7v + 8uv − v2 in Ω,
u = v = 0 ∂Ω,
(22)
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with Ω = (0, 1)2. All computations were implemented on a computer with 2.20 GHz Intel Xeon
E7-4830 v2 CPU × 4, 2 TB RAM, and CentOS 7.2 using C++11 with GCC version 4.8.5.
All rounding errors were strictly estimated using the toolbox kv Library [3]. This guarantees
the mathematical correctness of all the results. We constructed approximate solutions for (22)
from a Legendre polynomial basis. More concretely, define the set {ψ1, ψ2, · · ·ψN} of Legendre
polynomials by
ψi(x) :=
1
i(i+ 1)
x(1− x)dPi
dx
(x) with Pi =
(−1)i
i!
(
d
dx
)i
xi(1− x)i, i = 1, 2, · · · ,
and define a finite dimensional subspace by V Nh := (span(ψ1, ψ2, · · ·ψN )× span(ψ1, ψ2, · · ·ψN ))2.
Under this setting, approximate solutions uˆ, vˆ ∈ V 40h were computed numerically, the graphs of
which are displayed in Figure 1.
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Figure 1: Approximate solutions of (22). Left: uˆ, Right: vˆ.
The target linearized operator L corresponding to the Fre´chet derivative of problem (22) at
{uˆ, vˆ} is
L = A−Q with Q =
(
110− 2uˆ− 100vˆ −100uˆ
8vˆ 7− 2vˆ
)
, (23)
the norm of which we need to estimate to verify the existence of solutions nearby the approxi-
mations uˆ and vˆ. Although L is non-self-adjoint as seen in (23), Corollaries 4.1 and 4.2 are still
applicable in this situation.
The procedure for obtaining an upper bound for the norm ‖L−1‖L(X,V ) is as follows. First,
applying Corollary 4.2 to problem (9), we look for some j satisfying
Upper bound of λ(j−1) < Lower bound of λ(j), (24)
and set ν to be the upper bound of λ(j−1) that is confirmed to be distinct from the smallest
eigenvalue λ(1). Next, we obtain a refined lower bound λ(1) using Lehman-Goerisch’s method
with ν. In fact, the accuracy of the lower bound improved by Lehman-Goerisch’s method
depends on neither i nor the accuracy of ν as long as (24) is satisfied (see [2, 13] for details
about Lehman-Goerisch’s method). Finally, an upper bound for ‖L−1‖L(X,V ) is estimated using
Corollary 4.1.
Recall that the Poincare´ constant Cp required in Theorem 3.2 is calculated as Cp = 1/(
√
2pi) ≈
0.2251, with strict estimation of rounding errors. The other constants with respect to Q were
estimated as follows:
‖Q‖L(X,X) ≤ 235.87100479804235, ‖Q+Q∗‖L(X,X) ≤ 358.04325061489772,
‖σI − (Q+Q∗)‖L(X,X) ≤ 679.02722040687695,
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where we set σ to be the floating point number corresponding to 358.04325061489772+1. Each
decimal number represents the nearest floating point number in 64-bit double precision corre-
sponding to the input. This calculation was carried out dependent not on Vh as required in
Corollary 4.2 but only on uˆ and vˆ.
The projection based method [21] obtained the results displayed in Table 1. This method
failed to obtain ‖L−1‖L(X,V ) for N = 10, 20, 40 because the required condition κ < 1 in [21, (11)
in Theorem 1] was not satisfied. The desired norm was obtained when N ≥ 60. The upper bound
of ‖L−1‖L(X,V ) approaches to ρ, a finite dimensional approximation of ‖L−1‖L(X,V ) defined
in [21, (10)], as N → ∞. Although the accuracy of ρ was affected by rounding errors in real
computations, it seems not to be large extent because the computation result of ρ for N = 200
was accurately evaluated and included in [0.893301, 0.893311].
Table 2 shows detailed numerical results for our method for different dimensions of Vh (=
V Nh ), where the space Vh required in Corollary 4.2 is the space V
N
h constructed from the Leg-
endre polynomials defined at the beginning of this section. When N = 10, our method failed
to find a pair of eigenvalues satisfying (24); therefore, ‖L−1‖L(X,V ) was not estimated. For
N = 20, 40, 60, 80, 100, our method successfully evaluated pairs of eigenvalues, obtaining better
estimations of ‖L−1‖L(X,V ) than [21]. This demonstrates that a larger value for N improves
the accuracy of the estimation for the eigenvalue λ(1) and the corresponding inverse norm
‖L−1‖L(X,V ). However, our method only requires a low-dimensional subspace Vh, compared
with the subspace in which the approximate solutions are constructed, to realize sufficient accu-
racy for the inverse norm ‖L−1‖L(X,V ). It should be noted that the minimum value of N which
gave a positive lower bound for λ(1) using only Corollary 4.2 without Lehman-Goerisch’s method
was N = 180 (N was always a multiple of 10 in this experiment). This implies that Lehman-
Goerisch’s method has a significant influence on the accuracy of the inverse norm. Recall that
Lehman-Goerisch’s method is known to be almost optimal given approximate eigenfunctions as
long as (24) is satisfied [2, 5, 13,14].
Table 1: Evaluation results for ‖L−1‖L(X,V ) based on the projection method [21, Theorem 1].
The key constants ρ and κ are defined in [21, (10) and (11)], respectively. The values in column
‖L−1‖L(X,V ) represent those obtained by [21, (12)].
N ρ κ ‖L−1‖L(X,V ) ≤
10 0.89330337936418125 15.864319800737784 -
20 0.89330953518293433 5.1919037627633103 -
40 0.89330953654608603 1.5108685994078846 -
60 0.89330954295326548 0.7085710378995449 3.333
80 0.89330956310618126 0.4096902830170514 1.592
100 0.89330960967543516 0.2666238466136550 1.260
200 0.89331093376899385 0.0689578731679896 0.968
6 Conclusion
In Theorem 2.1, we gave an eigenvalue problem corresponding to the operator norm ‖L−1‖L(L2,H10 )
for the perturbed Laplace operator L defined in (3). To verify the invertibility of L and explicitly
evaluate its inverse norm ‖L−1‖L(L2,H10 ), the eigenvalues of the revealed problem were estimated
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Table 2: Evaluation results for ‖L−1‖L(X,V ) with respect to (22). Each value in columns ν and
λ(1) represents the nearest floating point number with 64-bit double precision corresponding to
the input. The values in columns Ch and ‖L−1‖L(X,V ) represent strict upper bounds in decimal
form.
N Ch ≤ j ν (≥ λ(j−1)) λ(1) ≥ ‖L−1‖L(X,V ) ≤
10 3.73× 10−2 - - - -
20 2.14× 10−2 8 19.0952577809 1.2163733354873613 0.9068
40 1.16× 10−2 3 1.25312981482 1.2166849697356099 0.9066
60 7.88× 10−3 3 1.25312983994 1.2166854315644730 0.9066
80 5.99× 10−3 3 1.25312991948 1.2166855707286989 0.9066
100 4.84× 10−3 3 1.25313011744 1.2166855837819001 0.9066
using Liu’s method [6]. The result is summarized in Theorem 3.2. We applied these theorems and
Lehman-Goerisch’s improvement method to a system of elliptic problems for the Lotka-Volterra
equation, and compared our method with the existing projection based method [21]. It can be
seen from the numerical results that our method realizes sufficient accuracy for ‖L−1‖L(X,V ) us-
ing a relatively low-dimensional subspace compared with existing methods. Further application
of our method to solution existence proofs for related elliptic problems should be conducted in
the future.
Appendix A Simple eigenvalue problem corresponding to ‖L−1‖L(L2,H10 )
Theorem Appendix A.1. Let λ′min be a smallest eigenvalue of the problem
Find (u, λ) ∈ H10 (Ω)× R s.t. (LA−
1
2u, LA−
1
2 v)L2 = λ
′(u, v)L2 . (25)
If λ′min > 0, then L is non-singular and ‖L−1‖L(L2,H10 ) = 1/
√
λ′min.
Proof. Consider the smallest constant K that satisfies ‖φ‖L2 ≤ K‖LA−
1
2φ‖L2 , φ ∈ H10 (Ω). The
relationship between K and λ′min is
1
K2
= inf
φ∈H10 (Ω)
‖LA− 12φ‖2L2
‖φ‖2
L2
= inf
φ∈H10 (Ω)
(LA−
1
2φ,LA−
1
2φ)L2
(φ, φ)L2
= λmin (> 0).
Therefore, when λ′min 6= 0, we have K = 1/
√
λmin (<∞), which ensures that LA− 12 is injective.
Because LA−
1
2 is a Fredholm operator with index 0, LA−
1
2 (and also L) is nonsingular. Hence,
we have
‖L−1‖L(L2(Ω),H10 (Ω)) = sup
φ∈L2(Ω)
‖L−1φ‖H10
‖φ‖L2
= sup
φ∈L2(Ω)
‖A 12L−1φ‖L2
‖φ‖L2
= sup
φ∈L2(Ω)
‖(LA− 12 )−1φ‖L2
‖φ‖L2
= inf
φ∈H10 (Ω)
‖LA− 12φ‖L2
‖φ‖L2
= K.
Remark Appendix A.2. With the exception of a zero eigenvalue, the eigenvalues of (4)
coincide with those of (25) as do their degrees of overlap. This can be proved using polar
decomposition theory (see, e.g., [4]).
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Appendix B Transforming from (10) to (11)
This section proves the equivalence of (10) and (11). Let uh =
∑N
i=1 uiφi ∈ Vh, u = (u1, · · · ,uN )T ∈
RN . Let wh = RhA−1Q∗uh ∈ V , and let w = (w1, · · · ,wN )T be a real N dimensional vector
satisfying wh =
∑N
j=1wjφj . For any vh =
∑N
i=1 viφi, v = (v1, · · · ,vN )T ∈ RN , we have
(RhA
−1Q∗uh, Q∗vh)L2 =(wh, Q∗vh)L2 = (Qwh, vh)L2 =
N∑
i=1
N∑
j=1
viwj(Qφj , φi)L2 = v
TQw
Let zh =
∑N
i=1 ziφi ∈ Vh, z := (z1, · · · , zN )T ∈ RN . Then, we have
wh = RhA
−1Q∗uh = A−1h PhQ
∗uh
⇔ Ahwh = PhQ∗uh
⇔ (Ahwh, zh)L2 = (PhQ∗uh, zh)L2 = (uh, Qzh)L2 = (Qzh, uh)L2
⇔ zTDw = uTQz = zTQTu
⇔ w = D−1QTu.
Therefore, we obtain
(RhA
−1Q∗uh, Q∗vh)L2 =(wh, Q∗vh)L2 = vTQD−1QTu.
Acknowledgement
This work is supported by JST CREST Grant Number JPMJCR14D4, and MEXT as “Ex-
ploratory Issue on Post-K computer” (Development of verified numerical computations and su-
per high-performance computing environment for extreme researches). The first author (K.S.) is
supported by JSPS KAKENHI Grant Number 16K17651. The second author (K.T.) is supported
by JSPS KAKENHI Grant Number JP17H07188 and JP19K14601, and Mizuho Foundation for
the Promotion of Sciences. We thank the editors and reviewers for giving useful comments to
improve the contents of this manuscript.
References
[1] Hiroshi Fujita, Norikazu Saito, and Takashi Suzuki, Operator theory and numerical methods,
vol. 30, Elsevier, 2001.
[2] Friedrich Goerisch and Zhiqing He, Computer arithmetic and self-validating numerical
methods, Academic Press Professional, Inc., San Diego, CA, USA, 1990, pp. 137–153.
[3] Masahide Kashiwagi, kv library, 2018, http://verifiedby.me/kv/.
[4] Tosio Kato, Perturbation theory for linear operators, vol. 132, Springer Science & Business
Media, 2013.
[5] N. J Lehmann, Optimale eigenwerteinschlieungen, Numerische Mathematik 5 (1963), no. 1,
246–272.
[6] Xuefeng Liu, A framework of verified eigenvalue bounds for self-adjoint differential opera-
tors, Applied Mathematics and Computation 267 (2015), 341–355.
13
[7] Xuefeng Liu and Shin’ichi Oishi, Verified eigenvalue evaluation for the laplacian over polyg-
onal domains of arbitrary shape, SIAM Journal on Numerical Analysis 51 (2013), no. 3,
1634–1654.
[8] Mitsuhiro T Nakao, Kouji Hashimoto, and Yoshitaka Watanabe, A numerical method to
verify the invertibility of linear elliptic operators with applications to nonlinear problems,
Computing 75 (2005), no. 1, 1–14.
[9] Mitsuhiro T Nakao and Yoshitaka Watanabe, Numerical verification methods for solutions
of semilinear elliptic boundary value problems, Nonlinear Theory and Its Applications, IE-
ICE 2 (2011), no. 1, 2–31.
[10] Shin’ichi Oishi, Numerical verification of existence and inclusion of solutions for nonlinear
operator equations, Journal of computational and applied mathematics 60 (1995), no. 1,
171–185.
[11] Michael Plum, Bounds for eigenvalues of second-order elliptic differential operators,
Zeitschrift fu¨r angewandte Mathematik und Physik ZAMP 42 (1991), no. 6, 848–863.
[12] , Explicit H2-estimates and pointwise bounds for solutions of second-order elliptic
boundary value problems, Journal of Mathematical Analysis and Applications 165 (1992),
no. 1, 36–61.
[13] , Enclosures for weak solutions of nonlinear elliptic boundary value problems, In-
equalities and applications, World Scientific, 1994, pp. 505–521.
[14] , Guaranteed numerical bounds for eigenvalues, Lecture notes in pure and applied
mathematics (1997), 313–332.
[15] , Computer-assisted enclosure methods for elliptic differential equations, Linear Al-
gebra and its Applications 324 (2001), no. 1, 147–187.
[16] , Existence and multiplicity proofs for semilinear elliptic boundary value problems by
computer assistance, Jahresbericht der Deutschen Mathematiker Vereinigung 110 (2008),
no. 1, 19–54.
[17] Alexander G Ramm, A characterization of unbounded fredholm operators, CUBO,
Matemtica Educacional 5 (2003), no. 3.
[18] Martin Schechter, Basic theory of fredholm operators, Annali della Scuola Normale Superi-
ore di Pisa-Classe di Scienze 21 (1967), no. 2, 261–280.
[19] Kazuaki Tanaka, Akitoshi Takayasu, Xuefeng Liu, and Shin’ichi Oishi, Verified norm esti-
mation for the inverse of linear elliptic operators using eigenvalue evaluation, Japan Journal
of Industrial and Applied Mathematics 31 (2014), no. 3, 665–679.
[20] Yoshitaka Watanabe, Takehiko Kinoshita, and Mitsuhiro Nakao, A posteriori estimates of
inverse operators for boundary value problems in linear elliptic partial differential equations,
Mathematics of Computation 82 (2013), no. 283, 1543–1557.
[21] Yoshitaka Watanabe, Kaori Nagatou, Michael Plum, and Mitsuhiro T Nakao, Norm bound
computation for inverses of linear operators in hilbert spaces, Journal of Differential Equa-
tions 260 (2016), no. 7, 6363–6374.
[22] Atsushi Yagi, Abstract parabolic evolution equations and their applications, Springer Science
& Business Media, 2009.
14
