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In this paper we study a free boundary problem modeling solid avascular tumor growth.
The model is based on the reaction–diffusion dynamics and mass conservation law. The
model is considered with time delays in proliferation process. The quasi-steady-state (i.e.,
d = 0) is studied by Forys´ and Bodnar [see U. Forys´, M. Bodnar, Time delays in proliferation
process for solid avascular tumour, Math. Comput. Modelling 37 (2003) 1201–1209]. In this
paper we mainly consider the case d > 0. In the case considered by Forys´ and Bodnar, the
model is reduced to an ordinary differential equation with time delay, but in the case d > 0
the model cannot be reduced to an ordinary differential equation with time delay. By Lp
theory of parabolic equations and the Banach ﬁxed point theorem, we prove the existence
and uniqueness of a local solutions and apply the continuation method to get the existence
and uniqueness of a global solution. We also study the long time asymptotic behavior of
the solutions under some conditions.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The growth of tumors is a highly complex process. To describe this process, mathematical models are needed. A variety
of mathematical models for tumor growth have been developed and studied; for example, cf. [1,3–6,11,12,17,18,20–24] and
references therein. Most of those models are based on the reaction–diffusion equations and mass conservation law. Analysis
of such free boundary problems has drawn great interest, and many interesting results have been established, cf. [2,7–10,
13–15,25–27] and references therein.
In this paper we study the following problem:
d
∂σ
∂t
= rσ(r, t) − a, 0< r < R(t), t > 0, (1.1a)
∂σ
∂r
(0, t) = 0, σ (R(t), t)= σe, t > 0, (1.1b)
d
dt
(
4π R3(t)
3
)
= 4π
R(t−τ )∫
0
sσ(r, t − τ )r2 dr − 4π
R(t)∫
0
scr2 dr, t > 0, (1.1c)
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R(t) = ϕ(t), −τ  t  0, (1.1e)
where r is the radial variable scaled by the tumor-cell radius, t is the time variable scaled by the tumor-cell doubling time,
the variable σ(r, t) represents the scaled nutrient concentration at radius r and time t and the variable R(t) represents the
scaled radius of the tumor at time t , r ≡ 1r2 ∂∂r (r2 ∂.∂r ). The term a in (1.1a) is the scaled consumption rate of nutrient in a
unit volume within a unit time interval; sσ is the scaled proliferation rate of tumor cells in a unit volume (the number of
new-born cells in a unit volume within a unit time interval), sc is a positive constant denoting the rate of cell death within
the tumor; σe reﬂects scaled constant supply of nutrient that the tumor receives from its surface, ψ and ϕ are given initial
date of σ and R , d is a constant and d  1 (cf. [13,16]).
The study of the effects of time delays in the growth of tumors by using the methods of mathematical models was
initiated by [3] in which the author introduced two time delays describing two processes: proliferation and regulatory
apoptosis. Recently this study has drawn attention of some other researchers, cf. Bodnar and Forys´ [2], Cui and Xu [10], Forys´
and Bodnar [13], and Xu [27] and references cited therein. All of above mentioned research are studies on quasi-stationary
version (d = 0) with a time delay in proliferation or a time delay in regulatory apoptosis. For models of quasi-stationary
version with a time delay in proliferation, some consider the tumor growth without the effect of inhibitors [2,13], some
consider the inhibitor’s effect [10,27] in which the authors mainly discuss how the inhibitors effect the tumors growth by
theories of functional differential equations and meticulous analysis. For models of quasi-stationary version with a time
delay in regulatory apoptosis, using delay differential equation theories, Forys´ and Bodnar [14] discussed the model which
was proposed by Byune in [3]. M.J. Piotrowska [21] introduced two time delays describing two processes: proliferation and
apoptosis, and mainly studied the Hopf bifurcation induced by delays when one of delays is used as a bifurcation parameter.
The limiting case of system (1.1a)–(1.1e) where d = 0 (i.e. the quasi-stationary version) is studied by Forys´ and Bod-
nar [13] recently. In [13] rigorous analysis of the limiting case of the model is given in the frame work of delay differential
equations. Final mathematical formulations to the limiting case is an ordinary differential equation with a time delay. The
authors discussed the dynamical behavior of solutions to the model. In the limiting case where d = 0 Eqs. (1.1a), (1.1b) can
be solved exactly, and the exact expression of the evolution equation for R can be obtained. This is clearly not the case for
present model and the method used in [13] cannot be used to present model. Using Banach ﬁxed point theorem, a compare
method and some mathematical techniques, we mainly prove the existence and uniqueness of the global solution to the
problem and asymptotic behavior of the solutions to the problem in the cases σe < c and c < σe < 5c/3. The results show
that in the case σe < c the volume of the tumor cannot expand unlimitedly. It will disappear which is similar to that of the
corresponding problem without time delay (see Lemma 2.2(1) and Theorem 4.1). In the case c < σe < 5c/3, we prove that
even if the tumor is not too large with initial radius not greater than
√
6σe/a, the tumor will not disappear and its radius
will be not less than
√
10(σe − c)/a.
The paper is arranged as follows: In Section 2 we recall the quasi-steady-state and prove some new results. In Section 3
we prove the existence and uniqueness of the global solution to the system (1.1a)–(1.1e). Section 4 is devoted to long
time asymptotic behavior of the solutions to problem (1.1a)–(1.1e). In the last section we give a discussion on the relations
between (1.1a)–(1.1e) and its quasi-steady-state as well as the diﬃculty in analysis of (1.1a)–(1.1e).
2. The limiting case
Forys´ and Bodnar [13] have studied the limiting case (i.e., d = 0). In this section, we recall it and prove some new results.
The limiting case is as follows:
rσ(r, t) = a, 0< r < R(t), t > 0, (2.1a)
∂σ
∂r
(0, t) = 0, σ (R(t), t)= σe, t > 0, (2.1b)
d
dt
(
4π R3(t)
3
)
= 4π
R(t−τ )∫
0
sσ(r, t − τ )r2 dr − 4π
R(t)∫
0
scr2 dr, t > 0, (2.1c)
R(t) = ϕ(t), −τ  t  0. (2.1d)
From [13], we know that the solution to (2.1a), (2.1b) is
σ(r, t) = σe − a
6
(
R2(t) − r2). (2.2)
Substituting (2.2) to (2.1c), one can get
3R2(t) dR(t) =
(
σe R(t − τ ) − aR
3(t − τ ))
R2(t − τ ) − cR3(t). (2.3)s dt 15
40 S. Xu et al. / J. Math. Anal. Appl. 391 (2012) 38–47As in [13], let denote x(t) = R3(t) and assume s = 1 (if not, one may rescale coeﬃcients σe,a, c). Then Eq. (2.3) takes the
form
x˙(t) = −cx(t) + σex(t − τ ) − a
15
x
5
3 (t − τ ). (2.4)
In [13], the authors mainly studied existence of a unique nonnegative solution for nonnegative initial function x0(t) = ϕ3(t)
and the dynamics of the solution to problem (2.4) under some conditions.
From (2.2), we easily have that the function σ(r, t) has negative values for R2 > 6σea . Therefore, it is reasonable to assume
that R(t) = ϕ(t), −τ  t  0, satisﬁes ϕ2  6σea , i.e., Eq. (2.1c) is sensible only for ϕ2  6σea . As [13] has pointed out this
assumption connected with the formulation of necrotic core inside the tumor. In the following of this section, we assume
that:
(H) For all −τ  t  0, ϕ2(t) 6σea , i.e., x0(t) ∈ [0, ( 6σea )
3
2 ] for t ∈ [−τ ,0].
Lemma 2.1.
(1) If x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] and σe < 53 c, then every solution to (2.5) is nonnegative and less than ( 6σea )
3
2 .
(2) If σe > 53 c, there exists a nonnegative function x0 satisfying x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] such that the solution to (2.5)
exceeds the critical value ( 6σea )
3
2 .
In the following, we consider the following problem
x˙(t) = −cx(t) + σex(t − τ ) − a
α
x
5
3 (t − τ ), x(t) = x0(t). (2.5)
We prove a more general lemma as follows which we also need in Section 3 for Theorem 3.3.
Lemma 2.2.
(1) If x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] and (α − 6)σe < αc for α  10, then every solution to (2.5) is nonnegative and less than
( 6σea )
3
2 .
(2) If (α − 6)σe > αc for α  10, there exists a nonnegative function x0 satisfying x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] such that the
solution to (2.5) exceeds the critical value ( 6σea )
3
2 .
Remark 1. Lemma 2.1 is actually the particular case of Lemma 2.2 in which α = 15.
Proof of Lemma 2.2. The proof of (1) is similar to that of Lemma 2.1 in [13], we sketch out it as follows. Assume that
x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] and (α − 6)σe <αc, noticing (H) one easily have x(t) x(0)e−ct  0 for t ∈ [0, τ ]. If there
exists a point t1 ∈ [0, τ ] such that the solution to Eq. (2.5) exceeds the value ( 6σea )
3
2 at this point, then x(t1) = ( 6σea )
3
2 and
x˙(t1) > 0. But,
x˙(t1) = −cx(t1) + σex(t1 − τ ) − a
α
x
5
3 (t1 − τ )
[
−c + σe − 6σe
α
](
6σe
a
) 3
2
< 0
due to (H), where we have used the fact that the function σex− aα x
5
3 is monotone increasing in [0, ( 6σea )
3
2 ] for α  10. This
contracts the deﬁnition of t1. By induction, one can get the desired result.
For (2), we deﬁne the following initial function
x0(h) = (
6σe
a )
3
2
τ
2
(
h + τ
2
)
·
{−1, −τ  h− τ2 ,
1, − τ2  h 0.
(2.6)
By simple computation, one can get x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] and the solution to Eq. (2.5) with initial function (2.6)
satisfying x(0) = ( 6σea )
3
2 and x˙(0) > 0 for (α − 6)σe > αc for α  10, therefore it exceeds the critical value ( 6σea )
3
2 .
Remark 2. Actually, similar arguments can prove: (I) If x0(h) ∈ [0, ( 9σea )
3
2 ] for h ∈ [−τ ,0] and (α−6)σe < αc for α  10 hold,
then every solution to (2.5) is positive and less than ( 9σea )
3
2 . (II) If (α − 6)σe > αc for α  10, there exists a nonnegative
function x0 satisfying x0(h) ∈ [0, ( 9σea )
3
2 ] for h ∈ [−τ ,0] such that the solution to (2.5) exceeds the critical value ( 9σea )
3
2 .
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although from mathematical view point, weaker in some sense. The reason is as follows: from (2.2) we see that if and
only if R(t) ∈ [0,
√
6σe
a ] can guarantee σ(r, t) > 0 for all 0 < r < R(t), t > 0, and x(t) = R3(t), then we should seek which
condition can guarantee x(t) ∈ [0, ( 6σea )
3
2 ] for all t > 0 and this is also the motivation of Lemma 2.1.
In order to prove global stability of stationary solutions of Eq. (2.5), we should use the following lemma from [10].
Lemma 2.3. Consider the initial value problem of a delay differential equation
x˙(t) = f (x(t), x(t − τ )) for t > 0, (2.7a)
x(t) = x0(t) for −τ  t  0. (2.7b)
Assume that the function f is deﬁned and continuously differentiable in R+ × R+ and strictly monotone increasing in the second
variable, then we have the following results:
(1) Let xs be a positive solution of equation f (x, x) = 0 such that f (x, x) > 0 for x less than but near xs, and f (x, x) < 0 for x greater
than but near xs. Let (c,d) be the maximal interval containing only the root xs of equation f (x, x) = 0. Let x(t) be the solution of
the problem of (2.7a), (2.7b) and x0(t) ∈ C[−τ ,0], c < x0(t) < d for −τ  t  0. Then
lim
t→∞ x(t) = xs.
(2) Assume further that f (x, x) is negative for small x> 0, and let b be the ﬁrst positive root of the equation f (x, x) = 0 (if f (x, x) < 0
for all x> 0 then we deﬁne b = ∞). Then for any x0(t) ∈ (0,b) for all −τ  t  0, if the solution to (2.7a) and (2.7b) exists for all
t −τ , then
lim
t→∞ x(t) = 0.
Lemma 2.4.
(1) If σe < c, then for all x0(t), t ∈ [−τ ,0] the corresponding solution to (2.5) tends to 0 as t → ∞.
(2) If c < σe < 53 c and x0(t) ∈ [0, ( 6σea )
3
2 ] for t ∈ [−τ ,0], then the corresponding solution to (2.5) tends to x¯2 as t → ∞.
Proof. (1) Denote f (x, y) = −cx+ σe y − a15 y
5
3 , then
∂ f
∂ y
= σe − a
9
y
2
3 ,
it follows that ∂ f
∂ y > 0 for y ∈ [0, ( 6σea )
3
2 ]. Since f (x, x) = −cx+ σex− a15 x
5
3 , one can get that if σe < c, then f (x, x) < 0 for
all x ∈ [0, ( 6σea )
3
2 ]. By Lemma 2.2(2), we have
lim
t→∞ x(t) = 0.
(2) Denote f (x, y) as in (1), then ∂ f
∂ y > 0 for y ∈ [0, ( 6σea )
3
2 ]. By simple computation, one can get that f (x, x) = 0 has a
unique positive solution x¯, where f (x, x) as in (1). Noticing f (x, x) = [−c + σe − a15 x
2
3 ]x, we have f (x, x) < 0 if x > x¯ and
f (x, x) > 0 if x< x¯. By Lemma 2.2(1), we have
lim
t→∞ x(t) = x¯. 
3. Global existence and uniqueness of solution to (1.1a)–(1.1e)
We shall prove a global existence and uniqueness theorem for the problem (1.1a)–(1.1e) under the following assumptions:
(A1) ϕ ∈ C[−τ ,0], ϕ(t) > 0 for −τ  t  0, and there exists a constant δ > 0 such that min−τt0 ϕ  δ.
(A2) ψ ∈ C([0,∞] × [−τ ,0]), and ψ(r, t) = σ∞, r  R(t);0 σ(r, t) σ∞, r  R(t).
(A3) ψ(r,0) = ψ0(r) is twice weakly differentiable on [0, R(0)], ψ ′′ ∈ L∞[0, R(0)], ψ ′ (0) = 0, ψ0(R(0)) = σe.0 0
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Q RT =
{
(x, t) ∈ R3 × R1: |x| < R(t), 0< t  T }, Q¯ RT = the closure of Q RT ,
W 2,1p
(
Q RT
)= {σ(x, t) ∈ Lp(Q RT ): ∂αx ∂kt σ(x, t) ∈ Lp(Q RT ) for |α| + 2k 2} (1 p < ∞),
C2+λ,1+
λ
2
(
Q RT
)= the Hölder space on the parabolic domain Q RT (0< λ < 1),
Dp,a(BR0) = the trace space of Bp,a(BR0),
where Bp,a(BR0) = W 2,1p (Q RT ) ∩ {σ ∈ C(Q¯ R0T ): σ(R0, t) = σe, 0 t  T } and BR0 denotes the ball in R3 centered at origin
with radius R0.
Lemma 3.1. (See [25, Lemma 1] or [9, Lemma 2.1].) Let c, T be given positive numbers. Let R(t) ∈ C1[0, T ], R(t) > 0 for all 0 t  T ,
and R(0) = R0. Let ψ(0, x) ∈ Dp,σe for some 52 < p < ∞, and F ∈ C(Q¯ RT ). Then the following initial value problem:
cσt = σ + F (x, t), (x, t) ∈ C
(
Q¯ RT
)
, (3.1a)
σ
(
R(t), t
)= σe, 0< t  T , (3.1b)
σ(x,0) = ψ(x,0), |x| R0, (3.1c)
has a unique solution σ in the sense that satisﬁes the following three conditions: (1) σ ∈ W 2,1p (Q RT ) ⊂ C(Q¯ RT ); (2) σ satisﬁes Eq. (3.1a)
a.e. in Q RT ; (3) σ satisﬁes the conditions (3.1b) and (3.1c). Moreover, the following assertions hold:
(i) If ψ(x,0) and F (x, t) are spherically symmetric in x then σ is also spherically symmetric in x.
(ii) There exists a positive constant C depending on σe, c and ‖R(t)‖L∞[0,T ], ‖ 1R(t)‖L∞[0,T ], ‖R ′(t)‖L∞[0,T ] such that
‖σ‖W 2,1p (Q RT )  C
(
σe +
∥∥ψ(x,0)∥∥Dp,σe + ‖F‖Lp(Q RT )). (3.2)
Lemma 3.2. (See [10, Lemma 3.1].) Assume f satisﬁes conditions as in Lemma 3.1. Then we have the following comparison result: If
two functions x(t), y(t) ∈ C[−τ , T ) ∩ C1(−τ , T ), where either T = ∞ or 0< T < ∞, satisfy the following relations:
x˙(t) f
(
x(t), x(t − τ )) for 0< t < T , (3.3)
y˙(t) f
(
y(t), y(t − τ )) for 0< t < T , (3.4)
x(t) y(t) > 0 for −τ  t  0, (3.5)
then x(t) y(t) for −τ  t < T .
Assume s = 1, if not, one may rescale coeﬃcients σe,a, c and d. Our main result of this section is as follows.
Theorem 3.3. Assume that the conditions (A1)–(A3) are satisﬁed. Assume further that
(H1) x0(t) ∈ [0, ( 6σea )
3
2 ] for t ∈ [−τ ,0] and σe < 52 c
holds. Then the system (1.1a)–(1.1e) has a unique solution σ(r, t), R(t) for all t −τ . Moreover, the following estimates hold:
(i) σe − ar26  σ(r, t) σe , 0 r  R(t), t  0,
(ii) 3
√
x(0)e
−ct
3  R(t) Ae bt3 , for t  0; where A = 3√1+ σeτ |ϕ|, |ϕ| = max−τt0 ϕ(t), b = σe + c.
Proof. Clearly σ˜ = σe and σˆ = σe − ar26 are upper and lower solutions to (1.1a), (1.1b) and (1.1d). We have σe − ar
2
6 
σ(r, t) σe , 0 r  R(t), t  0. Then
1
3R2(t)
[
σe R
3(t − τ ) − aR
5(t − τ )
10
]
− cR(t)
3
 dR(t)
dt
 1
3R2(t)
[
σe R
3(t − τ ) − cR3(t)], t > 0. (3.6)
Consider the following problem
dR(t)
dt
= 1
3R2(t)
[
σe R
3(t − τ ) − aR
5(t − τ )
10
]
− cR(t)
3
, R(t) = ϕ(t), −τ  t  0.
Denote x = R3, then we have
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10
x
5
3 (t − τ ), x0(t) = ϕ3(t), −τ  t  0. (3.7)
By Lemma 2.2, let α = 10, then for problem (3.7) one can get the following results:
(1) If x0(h) ∈ [δ, ( 6σea )
3
2 ] for h ∈ [−τ ,0] and σe < 52 c, where δ is a given positive constant as in (A1), then every solution to
(3.7) is positive and less than ( 6σea )
3
2 . More accurately, the solution x(t) to (3.7) satisﬁes x(0)e−ct  x(t) ( 6σea )
3
2 .
(2) If σe > 52 c, there exists a nonnegative function x0 satisfying x0(h) ∈ [0, ( 6σea )
3
2 ] for h ∈ [−τ ,0] such that the solution to
(3.7) exceeds the critical value ( 6σea )
3
2 .
In the following of this section, we mainly discuss global existence and uniqueness of solution to (1.1a)–(1.1e) under the
assumption (H1).
By (1) above and Lemma 3.2, we easily have x(t) x(0)e−ct . By Theorem 3.1 in Chapter 1 of [19], we have x(t) A3ebt
where A = 3√1+ σeτ |ϕ|, |ϕ| = max−τt0 ϕ(t), b = σe + c. Then 3√x(0)e −ct3  R(t) Ae bt3 , for t  0 follows.
For arbitrary T > 0, we introduce a metric space (ST ,d) as follows: The set ST consists of vector functions (σ (r, t), R(t)),
where σ(r, t) is deﬁned on [0,∞) × [−τ , T ], R(t) is deﬁned on [−τ , T ], and they satisfy the following conditions:
(i) R ∈ C[−τ , T ] ∩ C1[0, T ], R(t) = ϕ(t),−τ  t  0, and
R(0)e−
ct
3  R(t) Ae
b1
3 t, for 0< t  T , (3.8)
where b1 = 2σe A3ϕ3(0) , T < ln2c+b1 .
(ii) σ ∈ C([0,∞) × [−τ , T ]), and
σ(r, t) σe, for 0 r  R(t), 0< t  T ,
σ (r, t) = σe, for r  R(t), 0< t  T ,
σ (r, t) = ψ(r, t), for −τ < t  0.
The metric d is deﬁned by
d
(
(σ1, R1), (σ2, R2)
)= max
r0,−τtT
∣∣σ1(r, t) − σ2(r, t)∣∣+ max−τtT
∣∣R1(t) − R2(t)∣∣.
It is clear that (ST ,d) is a complete metric space.
We deﬁne a mapping F : (σ (r, t), R(t)) → (σ¯ (r, t), R¯(t)) in the following way:
d
∂σ¯
∂t
= r σ¯ (r, t) − a, 0< r < R(t), t > 0, (3.9)
∂σ¯
∂r
(0, t) = 0, σ¯ (R¯(t), t)= σe, t > 0, (3.10)
dR¯(t)
dt
= R¯(t)
R3(t)
[ R(t−τ )∫
0
σ(r, t − τ )r2 dr −
R(t)∫
0
cr2 dr
]
, t > 0, (3.11)
σ¯ (r, t) = ψ(r, t), 0< r < R(t), −τ  t  0, (3.12)
R¯(t) = ϕ(t), −τ  t  0. (3.13)
In the following, we prove F is a mapping from ST to ST .
If (σ (r, t), R(t)) ∈ ST , set G(t) = 1R3(t) [
∫ R(t−τ )
0 σ(r, t − τ )r2 dr −
∫ R(t)
0 cr
2 dr]. Then we have − c3  G(t) 13 [σe( R(t−τ )R(t) )3 −
c] b16 e(b1+c)t  b13 , 0 t  T = ln2c+b1 . Since R¯(t) = ϕ(0)e
∫ t
0 G(s)ds, noticing ϕ ∈ C[−τ ,0] we have R¯(t) ∈ C[−τ , T ] ∩ C1[0, T ]
and
R(0)e−
c
3 t  R¯(t) R(0)e
b1
3 t  Ae
b1
3 t, for 0< t  T , (3.14)
where b1 as before. Then R¯(t) satisﬁes the condition (i).
Since R¯(t) ∈ C1[0, T ], noticing assumption (A3) by Lemma 2.1 (cf. Lemma 2.1 in [9]) we see that the problem
d
∂σ¯ = r σ¯ (r, t) − a, 0< r < R(t), t > 0, (3.15)
∂t
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∂r
(0, t) = 0, σ¯ (R¯(t), t)= σe, t > 0, (3.16)
σ¯ (r, t) = ψ(r, t), 0< r < R(t), −τ  t  0, (3.17)
has a unique solution σ¯ = σ¯ (|x|, t) = σ¯ (r, t) ∈ W 2,1p (Q R¯T ) for any 52 < p < ∞. By the embedding theory W 2,1p (Q R¯T ) ⊂
Cλ,
λ
2 (Q R¯T ), λ = 2 − 5p . Noticing ψ ∈ C([0,∞] × [−τ ,0]), we have σ ∈ C([0,∞] × [−τ , T ]). Since a is positive, by com-
parison, we have σ¯  σe for 0  r  R¯(t), 0  t  T . Extending σ¯ to [0,∞) × [0, T ] such that σ¯ (r, t) = σe for r > R¯(t),
0  t  T , we have σ¯ (r, t) satisﬁes the condition (ii). Therefore, (σ¯ (r, t), R¯(t)) ∈ ST . Then F is a mapping from ST to ST
follows.
Next, we prove the mapping F is a contraction mapping for small T . Let (σi, Ri) ∈ ST (i = 1,2) and denote F (σi, Ri) =
(σ¯i, R¯ i) (i = 1,2). From (3.11), we have for any 0 t  T ,
|R¯1 − R¯2| = R0
∣∣e∫ t0 G1(s)ds − e∫ t0 G2(s)ds∣∣ T R0e 13 bT max
0tT
∣∣G1(t) − G2(t)∣∣, (3.18)
where
Gi(t) = 1
R3i (t)
[ Ri(t−τ )∫
0
σ(r, t − τ )r2 dr −
Ri(t)∫
0
cr2 dr
]
(i = 1,2).
By (3.8), we have
max
0tT
∣∣G1(t) − G2(t)∣∣ C(T )d((σ1, R1), (σ2, R2)).
Substituting this estimate to (3.18) we have
max
0tT
∣∣R¯1(t) − R¯2(t)∣∣ T C1(T )d((σ1, R1), (σ2, R2)). (3.19)
Noticing that
max
−τt0
∣∣R¯1(t) − R¯2(t)∣∣= max−τt0
∣∣ϕ(t) − ϕ(t)∣∣= 0 T C1(T )d((σ1, R1), (σ2, R2)), (3.20)
we have
max
−τtT
∣∣R¯1(t) − R¯2(t)∣∣ T C(T )d((σ1, R1), (σ2, R2)). (3.21)
Denote
m(t) = min
0tT
{
R¯1(t), R¯2(t)
}
, M(t) = max
0tT
{
R¯1(t), R¯2(t)
}
,
h(r, t) = σ¯1(r, t) − σ¯2(r, t)
(
0 r m(t), 0 t  T
)
.
Then h satisﬁes the problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dht = rh, (r, t) ∈ Q mT ,
∂h
∂r
(0, t) = 0, 0 t  T ,
h
(
m(t), t
)= σ¯1(m(t), t)− σ¯2(m(t), t), 0< t  T ,
h(r, t) = 0, 0 r  R(t), −τ  t  0.
(3.22)
Then by maximum principle we have
max
(r,t)∈Q mt
|h| max
0tT
∣∣σ¯1(m(t), t)− σ¯2(m(t), t)∣∣.
It follows that
max
Q mt
∣∣σ¯1(r, t) − σ¯2(r, t)∣∣= max
Q mt
|h| max
0tT
∣∣σ¯1(m(t), t)− σ¯2(m(t), t)∣∣. (3.23)
Then
max
∣∣σ¯1(r, t) − σ¯2(r, t)∣∣ max ∣∣σ¯1(r, t) − σ¯2(r, t)∣∣. (3.24)r0,0tT m(t)rM(t),0tT
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= ∣∣σ¯1(r, t) − σ1(R¯1(t), t)∣∣+ ∣∣σ¯2(r, t) − σ2(R¯2(t), t)∣∣
 sup
0ξR¯(t)
(∣∣∣∣∂σ¯1∂r (ξ, t)
∣∣∣∣+
∣∣∣∣∂σ¯2∂r (ξ, t)
∣∣∣∣
)∣∣R¯1(t) − R¯2(t)∣∣
 C(T ) max
0tT
∣∣R¯1(t) − R¯2(t)∣∣. (3.25)
Noticing that
max
r0,−τt0
∣∣σ¯1(r, t) − σ¯2(r, t)∣∣= max
r0,−τt0
∣∣ψ(r, t) − ψ(r, t)∣∣= 0 T C(T )d((σ1, R1), (σ2, R2)), (3.26)
we have
max
r0,−τtT
∣∣σ¯1(r, t) − σ¯2(r, t)∣∣ T C(T )d((σ1, R1), (σ2, R2)). (3.27)
By (3.21) and (3.27), we have
d
(
(σ¯1, R¯1), (σ¯2, R¯2)
)
 T C(T )d
(
(σ1, R1), (σ2, R2)
)
.
Therefore, F is a contraction mapping for small T .
In the following, we prove that the solution exists for all t > 0. If not, then the maximal existence time interval [−τ , T ∗)
where T ∗ > 0 is ﬁnite. By Theorem 3.3(ii), we know ‖R(t)‖L∞[−τ ,T ∗), ‖ 1R(t)‖L∞[−τ ,T ∗) are bounded. Noticing the above proof,
we have that there exists T1 such that for any t0 ∈ (0, T ∗] satisfying [t0 −τ , t0] ⊂ [−τ , T ∗), a solution to the problem (1.1a)–
(1.1e) exists on the time interval [t0 − τ , t0 + T1). By the uniqueness it follows that all solutions obtained in this way are
equal in their common existence interval, so the solution can be extended to the time interval [−τ , T1 + T ∗) which is a
contrary to the assumption on T ∗. This completes the proof. 
4. Long time asymptotic behavior of solutions to problem (1.1a)–(1.1e)
In this section, we mainly consider long time asymptotic behavior of the solutions. First, we study long time asymptotic
behavior of the solutions under condition that σe < c. The results are as follows.
Theorem 4.1. Let (σ (r, t), R(t)) be the solution to (1.1a)–(1.1e). If σe < c holds, then for any d > 0 and the initial function ϕ satisfying
ϕ2(t) 6σea for all −τ  t  0, there holds
lim
t→∞ R(t) = 0.
Proof. By Theorem 3.3(i) and Eq. (1.1c), we have
− 1
R2(t)
R(t)∫
0
cr2 dr  dR(t)
dt
 1
3R2(t)
[
σe R
3(t − τ ) − cR3(t)], t > 0. (4.1)
From the left inequality above we can get
R(t) R(0)e− ct3 .
Set ω(t) = R3(t), by the right inequality of (4.1) we have
dω(t)
dt
 σeω(t − τ ) − cω(t).
Set λ is the unique real value root of the equation z = −c+σee−τ z. By σe < c we readily have λ < 0. Consider the following
initial value problem:
dx(t)
dt
= σex(t − τ ) − cx(t), t > 0; x(t) = C3eλt, −τ  t  0,
where C = max−τt0 |ϕ|. The solution to the above problem is x(t) = C3eλt . Since when −τ  t  0, ω(t)  x(t), by
Lemma 3.2, we have for t −τ , ω(t) x(t) i.e., R(t) Ce λt3 → 0, t → ∞. This completes the proof. 
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i.e. if the supply of nutrient that the tumor receives from its surface is lower than a constant c and the tumor is not too
large with initial radius not greater than
√
6σe
a , the tumor will disappear which is similar to that of the corresponding
problem d = 0 (see Lemma 2.2(1)).
In the following, we will give a preliminary result for c < σe < 53 c.
Theorem 4.2. Let (σ (r, t), R(t)) be the solution to (1.1a)–(1.1e). If c < σe < 53 c holds, then for any d > 0 and the initial function ϕ
satisfying ϕ2(t) 6σea for all −τ  t  0, there holds
lim
t→∞
R(t)
√
10(σe − c)
a
.
Proof. By Theorem 3.3(i) and Eq. (1.3), we have
1
3R2(t)
[
σe R
3(t − τ ) − aR
5(t − τ )
10
]
− cR(t)
3
 dR(t)
dt
 1
3R2(t)
[
σe R
3(t − τ ) − cR3(t)], t > 0. (4.2)
Consider the following problem
dR(t)
dt
= 1
3R2(t)
[
σe R
3(t − τ ) − aR
5(t − τ )
10
]
− cR(t)
3
, R(t) = ϕ(t), −τ  t  0.
Denote x = R3, then we have
x˙(t) = −cx(t) + σex(t − τ ) − a
10
x
5
3 (t − τ ), x0(t) = ϕ3(t), −τ  t  0. (4.3)
By similar arguments as that of Lemma 2.4(2), for problem (4.3) one can prove the following results: If c < σe < 53 c and
x0(t) ∈ [0, ( 6σea )
3
2 ] (i.e. ϕ2(t) 6σea ) for t ∈ [−τ ,0], then the corresponding solution to (4.3) tends to ( 10(σe−c)a )
3
2 as t → ∞.
By Lemma 3.1 in [10], one can easily have x(t) R3(t). It follows that
lim
t→∞
R(t)
√
10(σe − c)
a
.
This completes the proof. 
From biology sense, the results of Theorem 4.2 mean that if the supply of nutrient that the tumor receives from its
surface satisfying c < σe < 5c/3, even if the tumor is not too large with initial radius not greater than
√
6σe/a, the tumor
will not disappear and its radius will be not less than
√
10(σe − c)/a.
5. Conclusion and discussion
In this paper we studied a PDE (d > 0) model describing tumor growth, which is a generalization of the existing ODE
(d = 0) model in [13]. Actually, the ODE model is the quasi-steady-state approximation of the PDE model. Since many
mathematical methods and mathematical tools for the ODE (d = 0) model are no longer applicable, it is more diﬃcult to
study the PDE (d > 0) model. By Lp theory of parabolic equations, the Banach ﬁxed point theorem, and theories of functional
differential equations we mainly studied the existence and uniqueness of a global solutions to the problem. We also study
the long time asymptotic behavior under condition that σe < c by a comparison principle and in this case we prove the
tumor will disappear which is similar to that of the corresponding problem d = 0 (see Lemma 2.2(1) and Theorem 4.1).
We prove that if the supply of nutrient that the tumor receives from its surface satisfying c < σe < 5c/3, even if the tumor
is not too large with initial radius not greater than
√
6σe/a, the tumor will not disappear and its radius will be not less
than
√
10(σe − c)/a. We should point out that when σe > 5c/3, the study of long time asymptotic behavior of solutions to
Eqs. (1.1a)–(1.1e) is challenging, and is an interesting work. But the behavior of solutions to problem (1.1a)–(1.1e) may be
much more complicated than in the case d = 0. Even if when d = 0, in [13], the authors pointed out that the behavior of
solutions to equation of quasi-stationary version of (1.1a)–(1.1e) (i.e. d = 0) are much more complicated than in the case
without delay.
There are some model extensions that are of interest. For example, an extension to the model with necrotic core inside
the tumor is also a challenging problem.
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