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Abstract
Free or integrable theories are usually considered to be too constrained to thermalize. For
example, the retarded two-point function of a free field, even in a thermal state, does not decay
to zero at long times. On the other hand, the magnetic susceptibility of the critical transverse
field Ising is known to thermalize, even though that theory can be mapped by a Jordan-Wigner
transformation to that of free fermions. We reconcile these two statements by clarifying under
which conditions conserved charges can prevent relaxation at the level of linear response and how
such obstruction can be overcome. In particular, we give a necessary condition for the decay
of retarded Green’s functions. We give explicit examples of composite operators in free theories
that nevertheless satisfy that condition and therefore do thermalize. We call this phenomenon the
Operator Thermalization Hypothesis as a converse to the Eigenstate Thermalization Hypothesis.
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I. INTRODUCTION
There has been a profound realization recently that the non-equilibrium dynamics of
integrable systems is much richer than expected. Following the principle of entropy maxi-
mization, it is well known that a system with a conserved charge equilibrates/thermalizes
to the Gibbs ensemble ρ = exp(−β(H − µQ)). By extension a system with an infinite set
of conserved charges ought then equilibrate to a Generalized Gibbs Ensemble (GGE) [1–7]
ρGGE = exp(−β(H −
∑
i µiQi)). On the other hand, it is a conventional wisdom in physics
that free or integrable theories do not thermalize. In classical mechanics this statement is
exact. In a theory which has as many conserved charges as dynamical degrees of freedom,
one transforms to action-angle variables. In these variables the motion can be solved in-
dependent of the initial conditions: the momenta are constant and the positions are linear
functions in time. The system therefore never “forgets” its initial conditions, even with
small uncertainties, and never equilibrates or thermalizes.
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Both theoretical and experimental results in the recent decade have revealed that in
quantum integrable theories it is the former which happens. After a quench or a (strong)
disturbance of the system, it equilibrates to the GGE. There is dissipation and thermal-
ization and some information is lost [5–12]. Clearly, in quantum theories whether a system
“thermalizes” is more subtle.1 This finding of GGE formation is in tension with the intuition
from classical mechanics. It could be assumed that integrable (quantum) field theories do not
thermalize either since the number of conserved quantities constrains the allowed dynamics
too much. The simplest examples are free field theories: with no scattering, the system
would not thermalize and any perturbation would not decay but rather persist forever.
It is appropriate at this point to be explicit about what we shall mean by thermalization.
For the purposes of this paper, we will consider a minimalist scenario where we perturb an
otherwise given thermal state, and study the linear response. Mathematically, this pertur-
bation can be captured by changing the the Hamiltonian infinitesimally
δH =
∫
dd−1xφ(x, t)O(x, t) , (1.1)
where φ(x, t) is the source profile, exciting the (potentially composite) operator O built out
of the dynamical degrees of freedom of the system. The retarded two-point function of O
1 The quick argument for this is that in closed quantum systems in particular, unitarity prevents the evolu-
tion of any pure state into the mixed state given by the thermal density matrix. Quantum thermalization
is therefore usually understood as a process of dephasing: a generic state is a superposition of energy
eigenstates, each of which picks up a different phase under unitary evolution by the Hamiltonian. If
the distribution of energies is dense enough, then in the thermodynamic limit it is possible to have an
exponential decay of two-point functions. An easy way to see this is to ask what the recurrence time is.
The phase of each energy eigenstate becomes one when the time is an integer multiple of 2π/E, where E
is the energy of the state. Therefore, if the time elapsed is 2π times the lowest common multiple of all the
energies involved then the system will return to its initial state. In the “thermodynamic” limit, i.e. with
an infinite number of non-commensurate frequencies, the recurrence time is infinite. This is the physics
behind the Eigenstate Thermalization Hypothesis (ETH). However, the conventional ETH is formulated
for theories with no conserved charges (although see [13–15] for recent work to extend this). Moreover, we
shall consider perturbations around a mixed state state, arguably equivalent to an open quantum system
coupled to a heat bath.
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with respect to the state of the system — in our case the thermal state — then gives the
leading response of the expectation value of the operator:
δ〈O†(x, t)〉 =
∫
dd−1x′dt′GR(x− x′, t− t′)φ(x′, t′)
GR(x− x′, t− t′) = −iΘ(t− t′)〈[O†(x, t),O(x′, t′)]〉β (1.2)
If this retarded thermal two-point function of the operator dual to this perturbation exhibits
an exponential decay at long times, then we will say thermalization occurs. To be precise
we will say that this perturbation thermalizes. Because exponential decay means that the
initial perturbation relaxes away, its initial condition is “forgotten” and the response to
the perturbation is lost at long times. This “forgetting initial conditions” we shall use is a
somewhat broader definition than the more specific one where one demands that the system
—as measured through one-point functions of local observables — approaches a Boltzmann
or (generalized) Gibbs ensemble as the final state, i.e. entropy maximization.
One might object that thermality is already wired into the problem, so to speak, as
we consider a thermal mixed state. This is not so, as one can easily reason. Even in
a classical integrable theory one can build a thermal ensemble by hand. A perturbation
thereof, however, should be infinitely long-lived by the same reasoning as before. This can
be computed explicitly in the simplest possible example, that of a (real) free scalar field,
where the converved charges are the occupation numbers of each separate momentum mode.
The Euclidean Green’s function of the scalar field itself obeys the following equation:
(−∂2τ −∇2 +m2)GE(~x, τ) = δ(~x, τ) . (1.3)
The solution is easily found by going to momentum space. Imposing periodicity in τ to
account for finite temperature leads to
GE(ωn, ~k) =
1
ω2n +
~k2 +m2
, (1.4)
where ωn are the Matsubara frequencies, ωn = 2πTn, with T the temperature and n ∈
N. The retarded Green’s function is obtained from the Euclidean one with the following
prescription:
GR(ω,~k) = −GE(−iω + η,~k) , (1.5)
where η is a positive infinitesimal term chosen to ensure that all the poles are below the real
4
axis. Thus
GR(ω,~k) =
1
(ω + iη)2 − ~k2 −m2
. (1.6)
Fourier transforming back to position space, we obtain
GR(t, ~k) =
1
2π
∫ ∞
−∞
dω
e−iωt
(ω + iη)2 − ~k2 −m2
= − 1√
~k2 +m2
sin
(√
~k2 +m2 t
)
Θ(t) .
(1.7)
where we may set η = 0 after it has served its purpose to shift the poles slightly below the
real ω axis, thus ensuring that the retarded Green’s function vanishes for t < 0. Setting the
regulator η = 0, however, places the pole on the real line from below and this means that for
t > 0 the Green’s function does not decay. Thus a direct perturbation of any of the degrees
of freedom in a free theory does not relax away, exactly following the reasoning espoused
above.2
In order for the retarded Green’s function to decay in time, its poles in the complex ω
plane must be situated a finite distance below the real axis. For example, in an interacting
theory m2 is replaced with the self-energy, which can have an imaginary part.
It appears we have just confirmed the conventional wisdom that integrable theories do
not thermalize. Consider, however, another example: the transverse field Ising model in
1+1 dimensions. It has the following Hamiltonian:
H = −J
N∑
i=1
(
gσxi + σ
z
i σ
z
i+1
)
, (1.8)
with [σai , σ
b
j ] = 2iǫabcδij . From a seminal result by Damle and Sachdev, it is known that,
at the critical point (g = 1) in the continuum limit at high temperatures, the retarded
correlator for the σz operator takes the following form [17, 18]:
G
(σz)
R (ω, k) ∼
1
T 7/4
Γ(7/8)
Γ(1/8)
Γ
(
1
16
− iω+k
4πT
)
Γ
(
1
16
− iω−k
4πT
)
Γ
(
15
16
− iω+k
4πT
)
Γ
(
15
16
− iω+k
4πT
) . (1.9)
2 In many integrable, but not necessarily free theories, two-point functions of operators which are charged
under a number of charges do not decay as can be shown by the Mazur bound. These operators as opposed
to the system are called non-ergodic; see e.g. [16].
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This correlation function has two infinite lines of poles, corresponding to when the argument
of one of the gamma functions in the numerator is zero or a negative integer:
ω = −4πiT
(
n+
1
16
)
± k , n = 0, 1, 2, · · · (1.10)
The σz perturbation thus thermalizes away. This has ever since been the prototypical
example of the crossover from the coherent collisionless to incoherent hydrodynamic regime
for ω < T near a quantum critical point [17, 18] and Planckian dissipation [19]. It is well
known, however, that the transverse field Ising model at the critical point is an integrable
theory in disguise. After a change of variables it can in fact be mapped to a free fermionic
theory. The relaxation and dissipation of the operator σz is thus in direct conflict with the
conventional wisdom that free field theories do not thermalize. What is going on?
Counter to the conventional wisdom, we will show that even free field theories, and by
extension integrable theories, thermalize in the sense that most perturbations of the system
(around the thermal state) will relax away. The proof of this result will in fact be rather
elementary. We will make precise the intuition that integrable and free field theories are
constrained and therefore not all perturbations in such theories can relax. Nevertheless there
are always perturbations that do relax. Once one has understood how, it will most likely be
as obvious that integrable systems thermalize, as the converse appeared to be before.
This does leave the pointed question: how then does the existence of an infinite set of
conserved charges affect the process of thermalization of a perturbation (as we’ve defined it
above)? It would seem natural that more conservation laws makes it harder for a pertur-
bation to thermalize, but it cannot make it impossible, as illustrated by the example of the
transverse field Ising model.
We posit as the answer to this question a simple no-go condition for thermalization. For
this, consider the retarded Green’s function in the thermal state:
GR(x, t) = −iΘ(t)〈[O†(x, t),O(0, 0)]〉β
=
−iΘ(t)
Z(β)
∑
n
e−βEn
[〈n|O†(x, t)O(0, 0)|n〉 − (−1)2s〈n|O(0, 0)O†(x, t)|n〉] .
(1.11)
Here s is the spin of the operator (which is continuous in 2D and either half-integer or integer
in higher dimensions) and
O†(x, t) = eiHte−i ~P ·~xO†(0, 0)e−iHtei ~P ·~x . (1.12)
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Inserting a complete set of states, we can write
GR(~x, t) =
−iΘ(t)
Z(β)
∑
m,n
e−βEn
[
e−i(Em−En)t+i(
~Pm−~Pn)·~x − (−1)2sei(Em−En)t−i(~Pm−~Pn)·~x
]
|〈m|O|n〉|2 ,
(1.13)
and transforming to momentum space, we obtain:
GR(~k, ω) = − i
Z(β)
∑
n,m
e−βEn

δ(d−1)
(
~k + (~Pm − ~Pn)
)
ω − (Em − En) + iη − (−1)
2s
δ(d−1)
(
~k − (~Pm − ~Pn)
)
ω + (Em − En) + iη

 |〈m|O|n〉|2 .
(1.14)
The asymmetry between ~k and ω is due to the step function, and η is an infinitesimal positive
term.
We now state the no-go condition:
If the non-zero values of |〈m|O|n〉|2 are such that fixing ~Pn − ~Pm automatically fixes
Em − En (or restricts it to a finite number of values), i.e. if |〈m|O|n〉|2 = 0 unless
Em − En = F (O)i (Pn − Pm), where F (O)i (P ) are (not-necessarily continuous) functions
that depend on O, then the perturbation O will not thermalize. The number of such
functions, N , must be finite and independent of the system size.
The proof of this condition is straightforward. If it holds, then we can write
GR(~k, ω) =
N∑
i=1
(
HO(β,~k)
ω − F (O)i (~k) + iη
− (−1)2s HO(β,−
~k)
ω + F
(O)
i (
~k) + iη
)
(1.15)
where
HO(β,~k) = − i
Z(β)
∑
m,n
e−βEnδ(d−1)(~k + (~Pm − ~Pn))|〈m|O|n〉|2 , (1.16)
becomes a function that is independent of ω. Noting also that F
(O)
i must be real by definition,
the retarded Green’s function therefore manifestly only has poles on the real ω axis, and
there can be no thermalization.
We conjecture that the converse is also true. If this condition is violated, i.e. if the opera-
tor O is such that |〈m|O|n〉|2 can depend on En−Em and Pn−Pm independently, then it will
thermalize. We call this the Operator thermalization hypothesis (OTH), by analogy with the
well-known eigenstate thermalization hypothesis (ETH). In the case of ETH, thermalization
occurs because the spectrum is chaotic enough to allow a full exploration of the Hilbert
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space with even a simple operator. OTH is in some sense the mirror image: the spectrum
is very organized, but the operator is complex enough to cause that same exploration.
The point of this article is that even in free theories one can find operators that violate
the no-go condition. Our no-go condition/OTH can often be directly applied to most in-
tegrable theories in terms of their quasi-momentum. Clearly the presence of an infinite set
of conserved charges constrains the dynamics severely, and restricts the choice of operators
that will satisfy the OTH. Nevertheless this set is never empty.
The rest of this paper is devoted to an examination of various situations where thermal-
ization occurs or does not occur and the role played by this no-go theorem in each of these
cases. In section 2, we consider two-dimensional conformal field theories. 2D CFTs are
constrained enough that their thermal correlation functions are universal. Therefore, the
simple example of a two-dimensional free field, which we treat explicitly, can teach us a lot
as it is also a 2D CFT. In section 3, we revisit the transverse field Ising model and see how
the results we’ve outlined above can be understood by mapping it to a 2D CFT. In section
4, we consider in more detail higher-dimensional free fields to show that our conclusions
are not simply a consequence of the constrained nature of kinematics in two dimensions.
Finally, we offer some concluding remarks in section 5.
II. 2D CFT
Two-dimensional (relativistic) CFTs are probably the most well-known examples of the-
ories with an infinite set of conserved charges aside from free fields. The conserved charges
are encoded in the full Virasoro algebra; in essence they are integrals of polynomials of the
stress tensor and its derivatives. A mutually commuting set of these can be built using the
KdV hierarchy [20]. We will first discuss 2D CFTs in general, and then specialize to the 2D
free massless bosonic c = 1 theory.
In 2D CFTs (on a line, i.e. a spatial coordinate of infinite extent), the finite-temperature
Euclidean two-point function of primary operators is uniquely fixed by conformal invariance
to be:
〈TE {O(x, τ)O(0, 0)}〉β =
(
2π2
β2
)h+h¯
1
sinh2h
(
π
β
(x+ iτ)
)
sinh2h¯
(
π
β
(x− iτ)
) , (2.1)
where h and h¯ are, respectively, the holomorphic and anti-holomorphic weight of the operator
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O, which has scaling dimension ∆ = h+ h¯ and spin s = h− h¯. TE denotes Euclidean time
ordering:
〈TE {O(x, τ)O(0, 0)}〉β = 〈O(x, τ)O(0, 0)〉βΘ(τ) + e2πi(h−h¯)〈O(0, 0)O(x, τ)〉βΘ(−τ) . (2.2)
The pre-factor in front of the second term accounts for spin-statistics in two dimensions; it
equals +1 when O has integer spin and −1 when it has half-integer spin, as expected for
bosons and fermions. We can obtain real-time correlators by analytically continuing:
τ → it± ǫ , (2.3)
picking the sign of the real infinitesimal part of τ to obtain the desired ordering. With the
above prescription, one obtains the retarded Green’s function
GR(x, t) = −iΘ(t)
(
〈O(x, t)O(0, 0)〉β − e2πi(h−h¯)〈O(0, 0)O(x, t)〉β
)
= −iΘ(t)
(
2π2
β2
)h+h¯  1
sinh2h
(
π
β
(x− t+ iǫ)
)
sinh2h¯
(
π
β
(x+ t− iǫ)
)
− 1
sinh2h
(
π
β
(x− t− iǫ)
)
sinh2h¯
(
π
β
(x+ t+ iǫ)
)

 (2.4)
If x − t and x + t are both non-zero, this vanishes. Causality always implies that the
retarded Green’s function vanishes for |x| > |t|. The fact that it also vanishes for |x| < |t|
is a consequence of conformal field theories describing massless excitations; such excitations
behave exactly as a free massless field with support on the light-cone only. This appears to
severely restrict the possibility of long-time exponential decay. However, pick x = t without
loss of generality. Then one obtains
GR(x = t, t) ∼ 1
sinh2h¯
(
2πt
β
) . (2.5)
where we have suppressed the infinite pre-factor, which is constant in time, to better highlight
the long-time exponential decay. Thus a generic operator in a 2D CFT does thermalize/relax,
but essentially as it if it lives only on the 1D lightcone. We can think of the information from
the perturbation as now spreading along both “branches” of the future light cone. It relaxes
ballistically rather than diffusively [21]. Therefore, even if we follow one of the lightcones
(say x = t), it can still decay and some information is lost. We will show below that this is
a typical example of our Operator Thermalization Hypothesis.
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To have no operator thermalization one needs further constraints. Consider a chiral
primary operator, i.e. one with h¯ = 0. Its retarded Green’s function is fixed to be
GR(x, t) = −iΘ(t)
(
2π2
β2
)h  1
sinh2h
(
π
β
(x− t+ iǫ)
) − 1
sinh2h
(
π
β
(x− t− iǫ)
)

 . (2.6)
Given that ǫ is infinitesimal, this vanishes for any x 6= t. For ǫ≪ |x− t| ≪ 1, we can write:
GR(x, t) = −iΘ(t)2h
[
1
(x− t− iǫ)2h −
1
(x− t+ iǫ)2h
]
(2.7)
This does not decay in time: it is either infinite (on the light cone, independent of time) or
zero (off the light cone). To get a better feel for this, consider the special case where 2h is
an integer. Note that
1
2πi
lim
ǫ→0
[
1
u− iǫ −
1
u+ iǫ
]
= δ(u) , (2.8)
and so, for any integer n > 1:
lim
ǫ→0
[
1
(u− iǫ)n −
1
(u+ iǫ)n
]
= (−1)n 2πi
(n− 1)!
dn−1
dun−1
δ(u) , (2.9)
(understood as a distribution). Physically, for any time t there is a position x so that the
perturbation to the system can be recovered.
These pictures of real-time decay are fairly intuitive but the subtleties of dealing with
the iǫ prescription clearly play a role. We can be more precise by going to frequency space.
A treatment in full generality would be tedious, so we limit our attention to two relatively
simple cases that illustrate our point. A useful identity is [22, 23]:
∫
dxeikx

 π
β sinh
[
πx±iǫ
β
]


2h
= e−iπh
(
2π
β
)2h−1
e∓
k
2T
|Γ (h + ikβ
2π
) |2
Γ(2h)
≡ G±(k) . (2.10)
Defining x± = x±t, k± = k±ω2 and Fourier transforming the step function in the x+ direction
first, we obtain that the Fourier transform of the finite temperature chiral operator Green’s
function (2.6) is
GR(k, ω) =
2h−1
π(k + ω)
[G+(k)−G−(k)]− i2h−2
[
G+
(
k − ω
2
)
−G−
(
k − ω
2
)]
δ
(
k + ω
2
)
.
(2.11)
We see that the only pole in the complex ω plane is at ω = −k: any other possible poles
coming from singularites in G± are suppressed by the presence of the delta function, which
appeared because the operator is essentially one-dimensional.
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For non-chiral operators the frequency space analysis is more involved, but the analytic
structure is well-known: see, e.g., [24] where it was studied in the context of quasi-normal
modes of the BTZ black hole. As an example, for spinless operators with ∆ = 2h = 2h¯
non-integer,3 the result is simply the generalization of (1.9) [25]:
G∆,s=0R (ω, k) ∼
1
T 2(1−∆)
Γ(1−∆)
Γ(∆)
Γ
(
∆
2
− iω+k
4πT
)
Γ
(
∆
2
− iω−k
4πT
)
Γ
(
1− ∆
2
− iω+k
4πT
)
Γ
(
1− ∆
2
− iω+k
4πT
) . (2.12)
The singularities are simple poles at ω = ±k− 4πi
β
(
∆
2
+ n
)
, with n = 0, 1, 2, ... away from
the real axis. As a consequence G∆,s=0R (t, x) will exponentially decay in time and relax.
A. The simplest 2D CFT: the free boson
We can confirm the above general results in the c = 1 theory of a free boson. As a CFT
this is a non-trivial theory due to the fact that one can construct vertex operators. On
the other hand the fact that the Lagrangian is that of a free Gaussian theory, allows us to
also compute all responses using direct quantization rather than CFT methods and this will
allow us to check our results in terms of the no-go theorem and our Operator Thermalization
Hypothesis.
The Lagrangian of a free 2D boson
L =
1
2
∫
dx
[
(∂tφ(x, t))
2 − (∂xφ(x, t))2
]
, (2.13)
has the corresponding Hamiltonian
H =
1
2
∫
dx
[
π2 + (∂xφ)
2
]
(2.14)
π(x, t) = ∂tφ(x, t) . (2.15)
To canonically quantize, we decompose the field φ(x, t = 0) and its conjugate momentum
π(x, t = 0) in raising and lowering operators
φ(x) =
∫
dp
2π
1√
2ω(p)
(
a(p) + a(−p)†) eipx (2.16)
π(x) =
∫
dp
2π
(−i)
√
ω(p)
2
(
a(p)− a(−p)†) eipx . (2.17)
3 The following expression is, strictly speaking, not defined for ∆ ∈ N. Nevertheless, the position of the
poles can be obtained by analytic continuation of the non-integer case.
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with [a(p), a†(p′)] = 2πδ(p− p′). In terms of these operators, the Hamiltonian becomes
H =
∫
dp
2π
ω(p)
(
a(p)†a(p) +
1
2
[a(p), a(p)†]
)
, (2.18)
with ω(p) = |p|. From the standard commutators:
[H, a(p)†] = ω(p)a(p)† , [H, a(p)] = −ω(p)a(p) . (2.19)
we can evolve the ladder operators,
a(p)(t) = eiHta(p)e−iHt = a(p)e−iω(p)t , a(p)†(t) = eiHta(p)†e−iHt = a(p)†eiω(p)t . (2.20)
so that, the field at time t is
φ(x, t) =
∫
dp
2π
1√
2ω(p)
(
a(p)eipx−iω(p)t + a(−p)†eipx+iω(p)t) (2.21)
It will be useful to impose an IR regulator for many of our computations. Let us therefore
consider the theory on a cylinder of size L. The momenta and frequencies are then quantized:
ω(p) =
2π
L
|k| , p = 2π
L
k , k ∈ Z , (2.22)
ak =
1√
L
a(p) , a†k =
1√
L
a†(p) , (2.23)
where we have scaled the creation and annihilation so that [ak, a
†
k′] = δkk′. The Hilbert
space naturally splits into a tensor product of Hilbert spaces for each oscillator, labelled by
k. Energy eigenstates can be written as
|E〉 = ⊗k|nk〉 , E =
∑
k
nkωk =
2π
L
∑
k
|k|nk , (2.24)
and the field can be written as a right-moving and a left-moving part:
φ(x, t) =
∞∑
k=0
L
4πk
(
αkak + α
∗
ka
†
k + α¯ka−k + α¯
∗
ka
†
−k
)
(2.25)
αk =
√
4πk
L
e−
2pii
L
k(t−x) , α¯k =
√
4πk
L
e−
2pii
L
k(t+x) . (2.26)
One needs to be careful when defining the zero-mode operators and coefficients, but this will
not affect our results, therefore we skip over those details. We can define a momentum op-
erator P (x, t) =
∫
dp
2π
pa†(p)a(p). An energy eigenstate is also an eigenstate of that operator,
with eigenvalue
P =
2π
L
∑
k
knk . (2.27)
Note the absence of absolute value, unlike for the energy eigenvalue.
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B. Comparison to 2D CFT
The field φ(x, t) itself is not a proper conformal operator, but its left (or right)-moving
derivative ∂φ(x, t) = i(∂t − ∂x)φ(x, t) is. It is easy to compute the Wightman statistical
two-point function:
〈∂φ(x, t)∂φ(0, 0)〉β =
∞∑
k=1
αk(x, t)α
∗
k(0, 0)〈aka†k〉β + α∗k(x, t)αk(0, 0)〈a†kak〉β
=
∞∑
k=1
〈nk〉β (αk(x, t)α∗k(0, 0) + α∗k(x, t)αk(0, 0)) +
∞∑
k=1
αk(x, t)α
∗
k(0, 0)
=
4π
L2
∞∑
k=1
k
[
〈nk〉β
(
e−
2piik
L
(t−x) + e
2piik
L
(t−x)
)
+ e−
2piik
L
(t−x)
]
(2.28)
Since the Hilbert space just factorizes into independent sectors for each mode k, the modes
follow the usual Bose-Einstein distribution:
〈nk〉β = 1
e
2pi|k|β
L − 1
=
∞∑
m=1
e−
2pi|k|β
L
m . (2.29)
Interchanging the sums over m and k and defining d = t− x, the first term in (2.28) gives
2π
L2
∞∑
m=1
cos
(
2π(d−imβ)
L
)
+ cos
(
2π(d+imβ)
L
)
− 2(
cos
(
2πd
L
)− cosh (2πmβ
L
))2 = −2π
∞∑
m=1
(d−mβ)(d+mβ)
(d2 +m2β2)2
+O(1/L2)
=
1
πd2
− π
β2
1
sinh2
(
dπ
β
) +O(1/L2) . (2.30)
The second term, which is also the zero-temperature two-point function, gives
〈0|∂φ(x, t)∂φ(0, 0)|0〉 =
∞∑
k=1
4πk
L2
e−
2piik
L
d
= − π
L2 sin2
(
πd
L
)
= − 1
πd2
+O(1/L2) . (2.31)
Note that this sum does not converge unless −2πik
L
d has a negative definite imaginary part.
Therefore, we should take d = t−x−iǫ with ǫ ≥ 0 so that our final answer will be well-defined
for every x, t.4 The full answer is
〈∂φ(x, t)∂φ(0, 0)〉β = − π
β2
1
sinh2
(
π(t−x−iǫ)
β
) . (2.32)
4 We should not have divergences other than possible contact divergences at the origin.
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Notice that the Wightman function does have an exponential decay here. The Wightman
function is not the physical response to a perturbation with this operator, however. For that
we need the retarded correlation function:
GR(x, t) = −iΘ(t) (〈O(x, t)O(0, 0)〉β − 〈O(0, 0)O(x, t)〉β) . (2.33)
It’s clear from the last line in (2.28) that the only possible contribution to this difference will
come from the zero-temperature two-point function. This is because the terms proportional
to 〈nk〉β are the same in 〈∂φ(x, t)∂φ(0, 0)〉 and in 〈∂φ(0, 0)∂φ(x, t)〉. More fundamentally,
this is because [∂φ(x, t), ∂φ(0, 0)] is a c-number, not an operator. Therefore, its expectation
value cannot depend on temperature — indeed it is well known that in free field theories
the retarded Green’s function of the fundamental field does not depend on the state it is
computed in. The zero-temperature term we need is
〈0|∂φ(0, 0)∂φ(x, t)|0〉 =
∞∑
k=1
4πk
L2
e
2piik
L
(t−x) . (2.34)
Notice that this time we must give t− x a positive-definite imaginary part to have conver-
gence, so that our answer will be
〈0|∂φ(0, 0)∂φ(x, t)|0〉 = − 1
π(t− x+ iǫ)2 +O(1/L
2) (2.35)
so that the retarded Green’s function is
GR(x, t) =
i
π
Θ(t)
(
1
(t− x− iǫ)2 −
1
(t− x+ iǫ)2
)
= −2Θ(t)δ′(t− x) . (2.36)
The retarded Green’s function for O = ∂φ(x, t) thus has no exponential decay and this
operator does not thermalize. This is what we expected on general CFT grounds. The
operator ∂φ is a chiral operator with h = 1, h¯ = 0 and chiral operators do not thermalize.
The advantage of also understanding this result from direct quantization, is that we can
now try to understand this in terms of our no-go condition. Consider the matrix element
〈⊗kn′k|∂φ| ⊗k nk〉 =
∞∑
l=1
〈⊗kn′k|αlal + α∗l a†l | ⊗k nk〉 . (2.37)
It is clear the summand on the right-hand-side is only non-zero if all the occupation numbers
match except for k = l, whose occupation number must differ by exactly one. The difference
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in momentum between these states |⊗k nk〉 and |⊗k 6=l nk;nl = nk±1〉 is 2πL
∑
k k(nk− (nk±
δk,l)) = ±2πL l, and the difference in energy is 2πL
∑
k |k|(nk − (nk ± δk,l)) = ±2πL l. Since
the difference in energies is fixed by the difference in momenta, there can be no dissipation
according to our no-go theorem.
The confirmation of our no-go result for chiral operators ∂φ is in fact readily extended to
any chiral primary operator in a two-dimensional CFT. To be precise, consider the Euclidean
time CFT on a cylinder with circumference L. The spectrum is discrete at finite L, but we
shall take a thermodynamic limit in the end. By the usual radial quantization procedure,
we can do a conformal transformation from the cylinder to the plane. The Hamiltonian on
the cylinder is mapped to 2π
L
(L0 + L¯0) and the momentum operator to
2π
L
(L0 − L¯0). When
restricted to the (anti)-chiral i.e. (anti-)holomorphic sector, we therefore have H = (−)P .
Given two states |h1, h¯1〉 and |h2, h¯2〉, the matrix elements of a chiral operator will always be
of the form 〈h1, h¯1|Ochiral|h2, h¯2〉 = δh¯1,h¯2〈h1|Ochiral|h2〉. But given that ∆E = 2πL (∆h+∆h¯)
and ∆P = 2π
L
(∆h−∆h¯) the nonzero value of 〈h1, h¯1|Ochiral|h2, h¯2〉 will always have ∆P =
∆H and our no-go condition will always be satisfied. The thermodynamic limit L → ∞,
where we find previously quoted universal finite-temperature two-point functions, cannot
induce any violations of this property and hence establishes the no-go condition for chiral
operators.
To check the non-chiral case, consider a composite operator C(x, t) = O1(x+ ζ, t)O2(x, t),
with ζ ≥ 0 infinitesimal picked to avoid any contact divergences. The retarded Green’s
function for such an operator is
GCR(x, t) = −iΘ(t)〈[C(x, t), C(0, 0)]〉β (2.38)
= −iΘ(t) [〈O1(x+ ζ, t)O1(ζ, 0)[O2(x, t),O2(0, 0)] +O1(x+ ζ, t)[O2(x, t),O1(ζ, 0)]O2(0, 0)〉β
+〈O1(ζ, 0)[O1(x+ ζ, t),O2(0, 0)]O2(x, t) + [O1(x+ ζ, t),O1(ζ, 0)]O2(0, 0)O2(x, t)〉β] .
If we pick O1 = ∂φ and O2 = ∂¯φ = i(∂t + ∂x)φ(x, t), where for the latter we have
〈∂¯φ(x, t)∂¯φ(0, 0)〉β = − π
β2
1
sinh2
(
π(t+x−iǫ)
β
) (2.39)
GR(x, t) = − i
π
Θ(t)
(
1
(t + x− iǫ)2 −
1
(t + x+ iǫ)2
)
. (2.40)
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then the retarded Green’s function becomes:
G:∂φ∂¯φ:R (x, t) = Θ(t)
2
β2

 1
sinh2
(
π
β
(t− x− iǫ)
)δ′(t + x) + 1
sinh2
(
π
β
(t+ x+ iǫ)
)δ′(t− x)


(2.41)
Again away from |x| = |t| the response is zero, but on either x = −t or x = t the function
decays exponentially in time.
It will be illustrative to compare this to the chiral composite operator C =: ∂φ∂φ : for
which
G:∂φ∂φ:R (x, t) = Θ(t)
4
β2
δ′(t− x)

 1
sinh2
(
π
β
(t− x− iǫ)
) + 1
sinh2
(
π
β
(t− x+ iǫ)
)

 (2.42)
As we by now know it should be, the chiral operator C =: ∂φ∂φ : does not thermalize as it
obeys the no-go theorem.
We can now also check the converse whether the non-chiral operator satisfies the Operator
Thermalization Hypothesis using direct quantization.
Comparing the two composite operators, we have
: ∂¯φ∂φ : =
∞∑
k,k′=1
[
αkα¯k′aka−k′ + αkα¯∗k′aka
†
−k′ + α
∗
kα¯k′a
†
ka−k′ + α
∗
kα¯
∗
k′a
†
ka
†
−k′
]
(2.43)
: ∂φ∂φ : =
∞∑
k,k′=1
[
αkαk′akak′ + 2αkα
∗
k′a
†
k′ak + α
∗
kα
∗
k′a
†
ka
†
k′
]
. (2.44)
Consider each of the three different kinds of terms individually. First, take the term with
two annihilation operators. For the non-chiral operator, we have:
〈⊗lnl|aka−k′| ⊗l n′l〉 =
( ∏
l 6=k,k′
δnln′l
)(
δnk,n′k+1
) (
δn−k′ ,n′−k′+1
)√
n′kn
′
−k . (2.45)
This is non-zero if and only if the momentum difference between the bra and the ket is
P ′ − P = 2π
L
(k − k′). The energy difference between these two states, however, is E ′ −
E = 2π
L
(k + k′). We can see that the energy and momentum difference can be adjusted
independently while still giving a non-zero matrix element. By contrast, if we consider akak′
(the analogous term in the chiral operator), we get:
〈⊗lnl|akak′| ⊗l n′l〉 = (1− δkk′)
( ∏
l 6=k,k′
δnln′l
)(
δnk,n′k+1
) (
δnk′n′k′+1
)√
n′kn
′
k′
+ δkk′
(∏
l 6=k
δnln′l
)(
δnk,n′k+2
)√
n′k(n
′
k + 1) . (2.46)
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This time, the momentum difference between the states must be P ′ − P = 2π
L
(k + k′), but
now this also equals the energy difference. Similar arguments apply for the a†a and a†a†
terms, but this is already sufficient to state that the non-chiral operator violates our no-go
theorem. We also know that the non-chiral operators thermalizes whereas the chiral one
does not, and this therefore verifies our OTH.
The above example illustrates a deeper principle behind our no-go theorem and the OTH.
A very naive guess for operator thermalization in integrable theories could have been that
operators that carry only a few of the infinite set of conserved charges do not thermalize
— e.g. exciting a single momentum mode — but ones that change a macroscopically large
number do. The thermalization of the operator O =: ∂φ∂¯φ : clearly shows that this intuition
is incorrect.
C. Vertex operators
In addition to ∂φ, ∂¯φ and (normal ordered) products thereof, there is another natural
kind of conformal operator we can build out of creation and annihilation operators in the
c = 1 free boson theory: vertex operators. These are defined as
Vξ(x, t) =: e
iξφ(x,t) : . (2.47)
Once again, in direct quantization normal-ordering is to put the annihilation operators to
the right. It is instructive to see how such an operator, which interacts with conserved
charges in a much more complicated way, thermalizes. Let us also define
V
(±)
ξ (x, t) =: e
iξφ(±)(x,t) : , Vξ(x, t) = V
(−)
ξ (x, t)V
(0)
ξ V
(+)
ξ (x, t) , (2.48)
where φ(±,0)(x, t) contains only the positive, negative or zero momentum modes. In other
words, V ±ξ is the (anti)holomorphic part of Vξ (the zero mode will contribute only an overall
constant to correlation functions). Based on our arguments of the previous section, V
(±)
ξ
cannot thermalize, even though they appear to be spread over a much larger fraction of
the Hilbert space than ∂¯φ∂φ and they change not a microscopic but a macroscopic number
of the conserved charges in the system. Nevertheless, we will see that we can understand
the thermalization of Vξ but the absence of thermalization of V
(±)
ξ in terms of our no-go
theorem.
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To do so we compute the finite temperature retarded Green’s function of the vertex op-
erator Vξ and of V
(±)
ξ . For A1,A2 linear combinations of creation and annihilation operators,
it is easy to show the operator identity
〈ψ| : eA1 :: eA2 : |ψ〉 = 〈ψ| : eA1+A2 : |ψ〉e〈0|A1A2|0〉 . (2.49)
Then the Wightman function of the vertex operator is obtained by picking A1 = −iξφ(x, t)
and A2 = iξφ(0, 0).
〈: V †ξ (x, t) :: Vξ(0, 0) :〉β = 〈: eA1+A2 :〉βe〈0|A1A2|0〉
A1 + A2 =
∞∑
k=1
(γkak − γ∗ka†k + γ¯ka−k − γ¯∗ka†−k)
γk =
iξ√
4πk
[
1− e− 2piiL k(t−x)
]
, γ¯k =
iξ√
4πk
[
1− e− 2piiL k(t+x)
]
. (2.50)
We first compute 〈0|A1A2|0〉. The computation is textbook: the non-vanishing terms are:
〈0|A1A2|0〉 = C + ξ2
∞∑
k=1
e−
2pii
L
k(t−x) + e−
2pii
L
k(t+x)
4πk
(2.51)
= C − ξ
2
4π
[
log
(
1− e− 2piiL (t−x)
)
+ log
(
1− e− 2piiL (t+x)
)]
(2.52)
where C is a constant accounting for the zero-mode contribution. Exponentiating we have
e〈0|A1A2|0〉 = C ′
[
2ie−i
pi
L
(t−x) sin
(
π(t− x)
L
)]−ξ2
4pi
[
2ie−i
pi
L
(t+x) sin
(
π(t+ x)
L
)]−ξ2
4pi
(2.53)
∼ 1[
π(t−x)
L
] ξ2
4pi
[
π(t+x)
L
] ξ2
4pi
, (2.54)
where C ′ is an overall constant and on the second line we have taken the thermodynamic
large L limit. This term e〈0|A1A2|0〉 is in fact the well-known zero-temperature two-point
function of the vertex operator since 〈0| : eA1+A2 : |0〉 = 1 by construction. It reveals the
holomorphic and anti-holomorphic scaling dimensions of Vξ to be
(h, h¯) = (
ξ2
8π
,
ξ2
8π
) . (2.55)
For the finite temperature respons we also need 〈: eA1+A2 :〉β. The details of the calcula-
tion can be found in the Appendix. We quote here the result:
〈: eA1+A2 :〉β = K

 π(t+ x)
β sinh
(
π(t+x)
β
)


ξ2
4pi

 π(t− x)
β sinh
(
π(t−x)
β
)


ξ2
4pi
, (2.56)
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whereK is an overall constant. With this, we can write down the retarded finite temperature
Green’s function for the vertex operator:
−iΘ(t)〈[V †ξ (x, t), Vξ(0, 0)]〉β = −iΘ(t)

 π2L2
β2 sinh
(
π(t−x)
β
)
sinh
(
π(t+x)
β
)


ξ2
4pi (
1− (−1)− ξ
2
2pi
)
.
(2.57)
We verify again that the vertex operator thermalizes as expected for a non-chiral operator.5
In contrast, consider the case of V
(+)
ξ (x, t). By picking A
(+)
1 = −iξφ(+)(x, t) and A(+)2 =
iξφ(+)(0, 0), we get that
〈V (+)†ξ (x, t)V (+)ξ (0, 0)〉β = 〈: eA
(+)
1 +A
(+)
2 :〉βe〈0|A
(+)
1 A
(+)
2 |0〉 , (2.58)
just like before. However, this chiral operator has non-zero spin, which we should take into
account when computing the retarded Green’s function. Specifically:
GR(x, t) = −iΘ(t)
[
〈V (+)†ξ (x, t)V (+)ξ 〉β − e2πis〈V (+)ξ (0, 0)V (+)†ξ (x, t)〉β
]
. (2.59)
Here, s = ξ
2
8π
, the holomorphic scaling dimension of the operator (since h¯ = 0). But
we have found that 〈V (+)ξ (0, 0)V (+)†ξ (x, t)〉β = (−1)
−ξ2
4pi 〈V (+)†ξ (x, t)V (+)ξ (0, 0)〉β, so the two
terms precisely cancel as long as x − t 6= 0. Therefore, the chiral vertex operator does not
thermalize.
We can now check this against our no-go theorem by looking at the matrix elements of
the operators in question in terms of direct quantization. Consider two energy eigenstates,
labelled by the occupation number of each mode k: | ⊗k nk〉 and | ⊗k n′k〉. We can write
: eiξφ : =
∏
k
eiξµ
∗
k
a†
keiξµkak (2.60)
=
∏
k
e−ξ
2|µk |2eiξµkakeiξµ
∗
k
a†
k , (2.61)
therefore we have
〈⊗kn′k| : eiξφ : | ⊗k nk〉 =
∏
k
e−ξ
2|µk |2〈n′k|eiξµkakeiξµ
∗
k
a†
k |nk〉 (2.62)
=
∏
k
e−ξ
2|µk |2〈0k|eiξµkak (ak)
n′
k√
n′k!
(a†k)
nk
√
nk!
eiξµ
∗
k
a†
k |0k〉 . (2.63)
5 The case of ξ2 = 4πn with n ∈ N requires a more careful treatment. It corresponds to Vξ being a spinless
primary operator with integer scaling dimension ∆ = n, which we have seen previously is more subtle but
still decays exponentially at long times.
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Recall that coherent states of a harmonic oscillator take the form:
eαa
† |0〉 = e |α|
2
2 |α〉 =
∞∑
l=0
αl√
l!
|l〉 , (2.64)
so that
e−ξ
2|µk|2〈n′k|eiξµkakeiξµ
∗
k
a†
k |nk〉 =
∑
lk,l
′
k
〈l′k|
(iξµk)
l′
k√
l′k!
(ak)
n′
k√
n′k!
(a†k)
nk
√
nk!
(iξµ∗k)
lk
√
lk!
|lk〉
=
∑
lk,l
′
k
(iξµk)
l′
k√
l′k!
(iξµ∗k)
lk
√
lk!
1√
nk!n
′
k!
√
(l′k + n
′
k)!(lk + nk)!
l′k!lk!
δlk+nk,l′k+n′k
=


(−ξ|µk|)nk−n′k
√
nk!
n′
k
! 1
F
(R)
1 (1 + nk, 1 + nk − n′k;−ξ2|µk|2) , if nk ≥ n′k
(−ξ|µk|)n′k−nk
√
n′
k
!
nk! 1
F
(R)
1 (1 + n
′
k, 1 + n
′
k − nk;−ξ2|µk|2) , otherwise
.
(2.65)
1F
(R)
1 (a, b; z) ≡ 1F1(a, b; z)/Γ(b) is a regularized hypergeometric function. Note that none of
these factors are zero, therefore none of the matrix elements of Vξ =: e
iξφ : are zero. As for
essentially all of them the energy and momentum are independently related, this operator
fails our no go theorem and should thermalize.
Conversely, it is straightforward to see that for a chiral vertex operator, say V
(+)
ξ , the
matrix elements will be zero whenever n′−k˜ 6= n−k˜ for at least one k˜ > 0. This is because
that operator contains only positive-momentum modes. As a consequence the energy differ-
ence between the states is equal the momentum difference for all non-zero matrix elements,
satisfying our no-go condition, and the operator does not thermalize.
III. THE TRANSVERSE FIELD ISING MODEL
Having seen that it is the nature of the operator that determines whether it relaxes away
into the thermal state or not, we implicitly know the answer to the paradox that we raised
in the introduction. Famously the magnetization in the transverse field Ising model at the
critical point thermalizes. However, the Ising model at the critical point is also equivalent
to a free fermion theory. It should be that the magnetization indeed fails our no-go theorem
and should relax according to our Operator Thermalization Hypothesis. We will now show
that this is so.
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The transverse field Ising model has the following Hamiltonian (see, e.g., [18]):
H = −J
N∑
i=1
(
gσxi + σ
z
i σ
z
i+1
)
, (3.1)
with [σai , σ
b
j ] = 2iǫabcδij . In the thermodynamic limit, g = 1 is a critical point. At that
point (at zero temperature), the system undergoes a second order quantum phase transition
from an ordered (g > 1) to disordered (g < 1) phase. As such, the theory at g = 1 is
well described by a CFT. This means we can immediately apply our CFT insights from the
previous section.
Moreover, the CFT is a free fermion theory. This equivalence follows after a Jordan-
Wigner transformation of the spins:
σxi = 1− 2c†ici , σzi = −
∏
j<i
(1− 2c†jcj)(ci + c†i) , (3.2)
The fermionic modes ci obey the conventional anti-commutation relations:
{ci, c†j} = δij , (3.3)
{ci, cj} = {c†i , c†j} = 0 . (3.4)
Going to momentum space, ck =
1√
N
∑
j cje
−ikrj , the JW-transformed Hamiltonian can be
rewritten as
H = J
∑
k
[
2(g − cos(ka))c†kck + i sin(ka)(c†−kc†k + c−kck)− g
]
, (3.5)
where a is the lattice spacing. Finally, a Bogoliubov transform
ck = cos(θk/2)γk + i sin(θk/2)γ
†
−k , (3.6)
with θk defined by
tan θk =
sin(ka)
g − cos(ka) , (3.7)
diagonalizes the Hamiltonian to that of a free fermion theory
H =
∑
k
ǫk
(
γ†kγk −
1
2
)
. (3.8)
with dispersion relation
ǫk ≡ 2J(g cos θk − cos(θk + ka)) = 2J
√
1 + g2 − 2g cos(ka) . (3.9)
As the reformulated theory reveals that the theory is free, the spectrum is straightforward.
Eigenstates of the Hamiltonian are simply labelled by the occupation number (0 or 1) of
each momentum mode. In other words, the energy eigenstates are also eigenstates of γ†kγk
for each value of k. By mapping the theory to that of a free fermion, we see explicitly that
it is integrable.
At zero momentum, we have
ǫk=0 = 2J |g − 1| , (3.10)
so that the theory becomes gapless as g → 1. For g = 1, the exact dispersion relation is
ǫk = 4J
∣∣∣∣sin
(
ka
2
)∣∣∣∣ = 2Ja|k|+O(ka)2 . (3.11)
For momentum small compared to the inverse lattice constant, this is the dispersion relation
of massless relativistic particles with the “speed of light” being 2Ja.
In the continuum limit, we can do a gradient expansion. Defining [18]
Ψ(xi) =
1√
a
ci , (3.12)
the Hamiltonian becomes
H = E0 +
∫
dx
[
v
2
(
Ψ†
∂Ψ†
∂x
−Ψ∂Ψ
∂x
)
+mΨ†Ψ
]
+ · · · , (3.13)
with
m = 2J(1− g) , v = 2Ja , (3.14)
where E0 is a constant. If one defines a pair of Majorana fermions ψ1 and ψ2 as:
ψ1 =
Ψ+Ψ+√
2
, ψ2 = i
Ψ−Ψ+√
2
, {ψ1, ψ2} = 0, ψ21 = ψ22 =
1
2a
, (3.15)
and then performs a rotation in the space of ψ1 and ψ2:
ψ+ =
ψ1 + ψ2√
2
, ψ− =
ψ2 − ψ1√
2
, (3.16)
the Euclidean action in terms ψ+ and ψ− is written as follows:
SE =
1
2
∫
dxdτ (ψ+ (∂τ + iv∂x)ψ+ + ψ− (∂τ − iv∂x)ψ− + 2imψ−ψ+) . (3.17)
At the critical point, the mass is 0 and we’re left with a two-dimensional conformal field
theory of two (non-interacting) Majorana fermions. Here, ψ− and ψ+ are holomorphic and
antiholomorphic, respectively.
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We immediately deduce that the (anti-)holomorphic operators ψ− and ψ+ do not ther-
malize. As all chiral operators, they obey the no-go condition. However, it is clear from
the form of the Jordan-Wigner transformation (3.2) that σzi will be mapped to a rather
non-trivial composite operator.
σz(x) ∼ eπ
∫ x
−∞
ψ−(y)ψ+(y)dy (ψ+(x)− ψ−(x)) (3.18)
An important point is that this operator is non-local. Non-local operators are traditionally
excluded from much of the usual studies of thermalization as they encode instantaneous
correlations on wide scales that can hide local dynamics leading to relaxation. However, at
the critical point in the presence of conformal symmetry this cannot be used as an argu-
ment. Many naively non-local operators are equivalent to local operators after a conformal
transformation.
We are precisely interested in the theory at the critical point where the perturbation is
local. This was the objective of the original calculation by Damle and Sachdev [17]. At this
point, σz will correspond to a scalar operator with h = h¯ =
1
16
: this is the famous anomalous
dimension of the order parameter of the Ising model. It can be established by computing
the auto-correlation function of σzi directly from the Jordan-Wigner transformation in the
scaling limit [18, 26] or by using the spin-disorder duality of the model [27]. An illustrative
approach is to use bosonization: all correlation functions of σzi can be obtained from the
square root of the correlation functions of a vertex operator in a free scalar field theory
The transverse field Ising model cannot be bosonized straightforwardly since its central
charge is 1/2 and the central charge of a free bosonic theory is 1. We will follow the bosoniza-
tion procedure described in [28, 29]. The main trick is to consider two non-interacting copies
of the Ising model so that the total action is the action of a massless Dirac fermion:
S = 2
∫
dτdx
(
R+∂z¯R + L
+∂zL
)
, (3.19)
where z = τ + ix
v
, ∂z =
1
2
(∂τ − iv∂x). From now on, we will set v = 1 for convenience. R
and L can be represented in terms of the Majorana fermions as:
R =
ψ1+ + iψ
2
+√
2
, L =
ψ1− + iψ
2
−√
2
, (3.20)
where the indices 1 and 2 denote the first and the second copy of the Ising model. R and L
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can be bosonized as follows:
R→ 1√
2πa
exp
(
i
√
4πφ¯(z¯)
)
L→ 1√
2πa
exp
(
−i
√
4πφ(z)
)
. (3.21)
φ(z) and φ¯(z¯) are the holomorphic and antiholomorphic parts of the bosonic field Φ(z, z¯) =
φ¯(z¯) + φ(z) with the action:
S =
1
2
∫
dτdx
(
(∂τΦ)
2 + (∂xΦ)
2
)
. (3.22)
The currents of the right- and left-moving fermions are:
R+R = − i√
π
∂z¯φ¯(z¯) (3.23)
L+L =
i√
π
∂zφ(z). (3.24)
Now, consider the square of the spin-spin correlator of a single copy of the Ising chain:
(〈σ1z(x)σ1z(0)〉)2 = 〈σ1z(x)σ1z(0)σ2z(x)σ2z(0)〉 def= 〈σz(x)σz(0)〉. (3.25)
Using the bosonization rules, one can show explicitly that, in the continuum limit,
〈σz(x)σz(0)〉 = 1
π2
〈
: sin
√
πΦ(x) :: sin
√
πΦ(0) :
〉
. (3.26)
As a result, one can represent σz(x) = σ
1
z(x)σ
2
z(x) in the doubled Ising model as
σz ∼: sin
√
πΦ(x) : (3.27)
and compute the correlation function 〈σz(x)σz(0)〉. To obtain its value for the physical
model, one has to take the square root. It can be seen from (2.55) that the conformal
dimensions of σz = σ
1
zσ
2
z are (h, h¯) = (1/8, 1/8). This of course lets us recover the known
result that the magnetization of the transverse field Ising thermalizes. Moreover, that result
is recovered precisely through a free field theory calculation.
With this equivalence, we can immediately apply our results from the previous section
to explain why σ1z thermalizes even though the underlying theory is free.
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IV. HIGHER-DIMENSIONAL FIELD THEORY
To show the role of conserved charges and the fact that our previous results are not purely
the consequence of the constrained kinematics of 1+1-dimensional theories, we briefly discuss
the case of a charged scalar field in d dimensions. Such a field has the following Lagrangian:
L =
1
2
∫
dd−1x
(
∂tφ∂tφ
∗ −∇φ∇φ∗ −m2φφ∗) . (4.1)
Expanding the field φ in creation and annihilation operators
φ(x, t) =
∫
dd−1p
(2π)d−1
1√
2ω(p)
(
a~pe
−ip·x + a¯†~pe
ip·x
)
, (4.2)
the energy eigenstates are then labelled by the occupation number of both sets of modes.
As discussed in the Introduction, the scalar field itself does not thermalize, even at finite
temperature. This is easy to see from our no-go condition: if 〈Ei|a~p|Ej〉 6= 0, then we
must have ~Pi − ~Pj = ~p and Ei − Ej =
√
~p · ~p+m2 (and similarly for the daggered and
barred operators). Note that, as in the lower-dimensional case, the commutators [φ(x), φ(y)],
[φ(x), φ∗(y)] and their complex conjugates are all c-numbers. The retarded Green’s function
of φ(x) therefore does not depend on the state. It is given by
GR(x) = −iΘ(t)〈[φ∗(x), φ(0)]〉β = iΘ(t)
∫
dd−1p
(2π)d−1
1
2ω(p)
(
eip·x − e−ip·x) (4.3)
and clearly does not thermalize. Note that this independence of the state only holds for
the retarded Green’s function. The finite-temperature Feynman propagator, that one needs
to compute perturbative corrections in an interacting theory, does depend on temperature.
For a symmetric Schwinger-Keldysh contour, it equals
GF (~k, ω) = Re
[
GR(~k, ω)
]
+ i coth
(
βω
2
)
Im
[
GR(~k, ω)
]
(4.4)
Compared to the retarded Green’s function the Feynman Green’s function has an additional
series of poles at ω = 2πin
β
, n ∈ Z. The Feynman propagator also comes into play when
computing responses of composite operators. It is the exponential relaxation associated with
these poles that will lead to the thermalization of such composite operators. Consider for
example, the “mass” operator
O(x, t) ≡ φ†(x, t)φ(x, t) . (4.5)
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Using the decomposition (2.38) for the composite operator and using that for t > 0
〈φ†(x, t)φ(0, 0)〉β = −iGF (x, t), we can write:
Gφ
†φ
R (x, t) = −iGφR(x, t)
[
GφF (x, t)− (GφF )†(x, t)
]
. (4.6)
Since the poles in GF (k, ω) are precisely in its imaginary part, GF (x, t)−G∗F (x, t) will have
an exponential decay at long times, and therefore our composite operator will thermalize.6
The response of this operator in a higher dimensional free field theory provides a very
good illustration of the physics behind our no-go criterion and the OTH. Diagrammatically
we are computing the following one-loop diagram.
〈O(x, t)O(0, 0)〉 = (4.7)
In higher dimensions it is clear that the operator O(K) = ∫ ddP
(2π)d
φ†(P )φ(K −P ) sources an
essentially infinite set of intermediate sets differentiated by their relative momentum. This
large set of intermediate states is then responsible for the decay of the retarded Green’s
function. OTH is thus a dephasing effect similar to ETH. We can show mathematically that
this is precisely how this operator fails our no-go criterion. We write
φ†φ(0, 0) =
∫
dd−1p
(2π)d−1
dd−1p′
(2π)d−1
1
2
√
ω(p)ω(p′)
[
a†pap′ + a
†
pa¯
†
p′ + a¯pap′ + a¯pa¯
†
p′
]
. (4.8)
Each of the four terms above has non-zero matrix elements between states that differ by
exactly two particles. The energy difference between such states is fixed by the sum (or differ-
ence) of the magnitude of the momentum of each of those two particles, but the momentum
difference depends on both the magnitudes and the relative orientation of the momenta. For
example, consider the first term:
〈m|a†pap′ |n〉 . (4.9)
This term is non-zero if and only if:7
|n〉 ∼ a†p′ap|m〉 . (4.10)
6 Note that there is also a pole at exactly ω = 0. It should be considered trivial: it is simply a result of the
fact that a perturbation that is constant in time will not thermalize, which is of course to be expected.
7 For simplicity, assume that ~p 6= ~p′.
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In that case, ~Pn − ~Pm = ~p′ − ~p ≡ ∆~P , and
En −Em =
√
~p′ · ~p′ +m2 −
√
~p · ~p+m2
=
√
(∆~P + ~p) · (∆~P + ~p) +m2 −
√
~p · ~p+m2 . (4.11)
Since in the operator : φ†φ(0, 0) : we are instructed to sum over p there is a whole extra vec-
tor’s worth of information needed to specify the energy difference, even with the momentum
difference fixed. This extra vector precisely parametrizes the “phase-space” of intermediate
states.
To contrast with the mass operator, it is as easy to construct operators that do obey the
no-go theorem, even in higher dimensional theories. Consider the following operator: 8
O(x, t = 0) =
∫
dd−1p
(2π)d−1
(
apa¯pe
2ip·x + a†pa¯
†
pe
−2ip·x)
=
∫
dd−1p
(2π)d−1
∫
dd−1ydd−1z
(
φ(y)φ(z)eip(y−z+2x) + φ†(y)φ†(z)e−ip(y−z+2x)
)
=
∫
dd−1z
(
φ(z − 2x)φ(z) + φ†(z − 2x)φ†(z)) (4.12)
It is clear that its matrix elements are non-zero only when the two states involved have
∆~P = ±2~p for some ~p. In that case, the energy difference between the two states must be
∆E = ±2
√
~p · ~p+m2 = ±
√
∆~p ·∆~p+ 4m2. Our no-go condition is satisfied, and such an
operator cannot thermalize. It is easy to confirm that this operator does not thermalize. Its
retarded Green’s function is:
GR(x, t) = −iΘ(t)〈[O(x, t),O(0, 0)]〉β
= −iΘ(t)
∫
d(d−1)p
(2π)d−1
(
e2ip·x − e−2ip·x) 〈a†pap + a¯†pa¯p〉β + (constant)
= −2iΘ(t)
∫
dd−1p
(2π)d−1
(e2ip·x − e−2ip·x)
eβ
√
~p2+m2 − 1
, (4.13)
where on the second line we have dropped the overall infinite additive constant9 and used
the usual Bose-Einstein distribution. Rather than doing this integral, which has no closed
8 This operator is non-local. The connections between non-locality and thermalization are potentially subtle.
Nevertheless, we give this example to illustrate explicitly how satisfying the no-go condition prevents the
decay of the retarded Green’s function
9 Such a constant would contribute only a trivial pole at ω = 0.
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expression in terms of elementary functions, we can simply go to Fourier space and look at
the position of the poles to confirm the absence of thermalization.
GR(~k, t) = −2iΘ(t)e
i
√
~k2+4m2t − e−i
√
~k2+4m2t
eβ
√
~k2+4m2 − 1
(4.14)
GR(~k, ω) =
2
eβ
√
~k2+4m2 − 1
[
1
ω +
√
~k2 + 4m2 + iη
− 1
ω −
√
~k2 + 4m2 + iη
]
. (4.15)
We can see that the only poles are at ω = ±
√
~k2 + 4m2, in keeping with our no-go condi-
tion.10
V. CONCLUSION
In this paper, we have demonstrated that integrable and even free field theories have
many operators which relax exponentially away into the thermal state of such a system.
This is despite the presence of an infinite set of conserved charges. The conserved charges
do constrain the system. We have expressed this constraint on thermalization in terms of
a simple no-go condition for the late-time exponential decay of retarded Green’s functions.
This condition is formulated in terms of the non-zero matrix elements of the operator in
question at the origin. We have seen how free fields are restricted from thermalizing because
of this condition and how in two dimensions it is powerful enough to stop the thermalization
of any chiral operator in conformal field theories, interacting or not.
We conjecture that this no-go theorem extends directly to integrable theories. Integrable
theories are defined by the possibility of expressing any correlation function exactly as a
product of two-point correlation functions through Wick’s theorem. If it is also possible in
such a theory to define a notion of locality in some basis and a pseudo-momentum operator
such that pseudo-local operators take the form O(x, t) = eiHt−iPxO(0, 0)e−iHt+iPx, then the
proof of the no-go theorem carries through.
More abstractly, for an integrable theory we should be able to write the Hamiltonian as
a (weighted) sum of mutually-commuting conserved charges.
H =
∑
i
hinˆi , |E〉 = ⊗i|ni〉 with nˆi|ni〉 = ni|ni〉 , (5.1)
10 Notice that these poles are exactly at the location we expect them to be based on the general arguments
given in the Introduction.
28
where i labels the different conserved charges, ni ∈ N and hi ≥ 0. We can always define an
abstract “pseudo-momentum” operator with:
P =
∑
i
pinˆi , pi ∈ R . (5.2)
This operator commutes with the Hamiltonian by construction. We can then define operators
that are “local” in this basis, and our whole analysis then applies. Of course, whether this
pseudo-momentum operator and the associated notion of locality are in any way related
to physical space will determine whether this analysis is relevant to observables or not. In
the case of free theories, the conserved charges are of course the occupation numbers of the
actual momentum modes.
Note that we can always pick the set of coefficients {pi} to be linearly independent from
the set {hi}. Therefore, given two energy eigenstates, ∆E =
∑
i hi∆ni and ∆P =
∑
i pi∆ni
are generically independent quantities. A dense operator O, i.e. one that has generically
non-zero matrix elements, has non-zero matrix elements for every point on the (∆E,∆P )
plane. However, an operator satisfying our no-go condition has non-zero matrix elements
only when ∆E is a function of ∆P : this corresponds to a line on that (∆E,∆P ) plane: we
see that such operators are special (in some sense, sparse). Therefore this tells us that most
perturbations in an integrable theory violate our no-go condition and should be expected to
thermalize.
We can also compare this with generic interacting field theories. In such theories, states
in the Hilbert space are labelled by their total energy and total momentum, and potentially
a few other globally conserved charges. Our no-go condition for thermalization still applies,
but it is a lot less likely to be satisfied. For example, consider λφ4 theory with φ as the
operator. The matrix element 〈m|φ|n〉 is generically non-zero because |m〉 and |n〉 cannot
be thought of as states built out of a definite number of particles. From the point of
view of the calculation of the retarded Green’s function, the time evolution of φ is much
more complicated than in the free theory. In particular, φ(x, t) = eiHtφ(x, 0)e−iHt is not
linear in creation and annihilation operators defined at t = 0, therefore the commutator
[φ†(x, t), φ(0, 0)] is not a c-number. Of course, if one were to pick a fine-tuned operator to
satisfy our no-go condition, we would still expect it not to thermalize.
This discussion raises the distinction of thermalization due to a specific choice of operator
vs thermalization due to dynamics (vs eigenstate thermalization). For free field theories,
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we have shown how a suitable choice of operator leads to thermalization of perturbations.
But that thermalization was in some sense caused by our choice of operator and state.
Specifically, we started with a thermal state and then perturbed it with an operator that
was spread over enough of the phase space to dissipate. The natural Hamiltonian evolution
of the system did little to actually facilitate the exploration of the phase space. The ”size”
of the operator, in the sense of how many modes it couples, is independent of time. In
contrast, in an interacting theory, as operators evolve in time they start coupling more
and more modes. Perturbatively, we have illustrated above how we can understand this
in terms of Feynman diagrams. In a free theory, there are no interaction vertices and we
can only draw straight lines (i.e. Feynman propagators). The retarded Green’s function
can be expressed as a difference of amplitudes. The way we get thermalization is by using
composite operators: this is equivalent to manually inserting operators that join into vertices.
By contrast, in an interacting theory it is the Hamiltonian itself that provides the vertices
as part of the Feynman rules.
Qualitatively this operator thermalization shares two properties with eigenstate thermal-
ization11: the thermalization is not driven by dynamics, and an initial condition spreads
out over a large part of the system. On the other hand, there are distinct differences as
well. Eigenstate thermalization happens in a generic closed quantum system with few to
no conserved charges for a small distinct set of operators. Increasing the set of operators
reveals the original pure state. Operator thermalization happens generically but becomes
important for a small set of distinct theories that have an infinite set of conserved charges.
Coming back to the previous point, it would be interesting to explore this difference be-
tween operator and Hamiltonian thermalization in more detail. An obvious starting point is
to see how our story can be adapted to out-of-time-order correlators (OTOCs), as opposed
to retarded Green’s functions. OTOCs or refinements thereof are supposed to measure op-
erator growth [36, 37]. This operator growth is the quantum analogue of chaotic behavior
underlying the ergodic theorem. In other words, the intractability of operator growth to a
unique initial condition is responsible for entropy growth, dissipation and hence thermaliza-
tion. It therefore appears integral to Hamiltonian thermalization. Nevertheless one would
surmise from our Operator Thermalization Hypothesis that even OTOCs in free theories
11 for recent connections between ETH and CFT methods, see for instance [30–35].
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can show similar “mixing” behavior.
Finally, we should move beyond from linear response, to consider other states as initial
configuration, and to connect to the many new insights in non-equilibrium phenomena in
integrable theories discovered in recent years. We refer in particular to the highly active re-
search effort into the formation of the Generalized Gibbs Ensemble in 2D integrable systems
after a quench [1–7] and the associated dissipation to reach this state [5–12]. Our study has
shown that conformal invariance very strongly constrains thermalization: chiral operators
can never thermalize, no matter the interactions and couplings in the theory. It is known
that 2D CFTs have an infinite tower of conserved charges, related to the KdV hierarchy.
It would be interesting to see if our linear response statements dictating which operators
thermalize and which do not are related to the onset of the GGE. The thermalization we
have discussed in this paper is certainly a necessary condition for the evolution of pure states
towards states accurately described by a Gibbs ensemble, but it is not sufficient.
A strong hint that our no-go criterion might be relevant away from linear response is
the following. So far, we have discussed the response of an operator to itself, i.e. the pole
structure of the commutator of an operator with itself. But our analysis can easily be
extended to study the response of any other operator to a perturbation of a given operator.
Physically, we mean the following: build a a thermal state of an unperturbed Hamiltonian
and then introduce a perturbation by coupling an operator O1 to a classical source. The
response of any other observable O2 will be given by the commutator [O†2(x, t),O1(0, 0)].
Using the exact same arguments as before and noticing that 〈m|O1|n〉 = 0 if and only if
|〈m|O1|n〉|2 = 0, we can see that if O1 obeys the no-go condition, then no observable will lose
track of that perturbation. Conversely, if O1 violates the no-go condition, then we expect
that the response of most observables (the exception being the observables that themselves
obey the condition) will relax away. This extends our analysis from the response of a single
observable to the response of most observables, which gives more insight into the structure
of the state itself.
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Appendix A: Details of vertex operator calculation
〈: eA1+A2 :〉β = 1
Z
Tr
[
e−βH
∞∏
k=1
(
e−γ
∗
k
a†
k
−γ¯∗
k
a†−k
) ∞∏
k=1
(
eγkak+γ¯ka−k
)]
(1.1)
=
[ ∞∏
k=1
∞∑
nk=0
e−βEk
Zk
〈nk|e−γ∗ka
†
keγkak |nk〉
][ ∞∏
k=1
∞∑
nk=0
e−βEk
Zk
〈n−k|e−γ¯∗ka
†
−keγ¯ka−k |n−k〉
]
,
(1.2)
where Ek and Zk are the energy and partition function of a simple harmonic oscillator of
frequency ωk. The Baker-Campbell-Hausdorff formula gives us that
e−γ
∗
k
a†
keγkak = e|γk|
2
eγkake−γ
∗
k
a†
k , (1.3)
so that
〈nk|e−γ∗ka
†
keγkak |nk〉 = e|γk|2〈0k|eγkak (ak)
nk
√
nk!
(a†k)
nk
√
nk!
e−γ
∗
k
a†
k |0k〉 (1.4)
= e2|γk |
2〈γ∗k|
(ak)
nk
√
nk!
(a†k)
nk
√
nk!
| − γ∗k〉 (1.5)
=
∑
mk,m
′
k
e|γk|
2〈mk|(γk)
mk
√
mk!
(ak)
nk
√
nk!
(a†k)
nk
√
nk!
(−γ∗k)m′k√
m′k!
|m′k〉 (1.6)
= e|γk|
2
∞∑
mk
(−|γk|2)mk (mk + nk)!
mk!
1
mk!nk!
(1.7)
where we have used the usual coherent states |γk〉 = e−|γk|2/2eγka†k |0k〉 . Therefore,
∞∑
nk=0
e−βEk
Zk
〈nk|e−γ∗ka
†
keγkak |nk〉 = e
|γk |2∑∞
nk=0
e−βnkωk
∞∑
mk ,nk=0
e−βnkωk(−|γk|2)mk (mk + nk)!
(mk!)2nk
(1.8)
= e
− |γk |
2
e
βωk−1 . (1.9)
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We have
〈: e−iφ(0,t)+iφ(0,0) :〉β = exp
(
− |γ0|
2
eβω0 − 1
) ∞∏
k=1
exp
(
− |γk|
2
eβωk − 1
)
exp
(
− |γ¯k|
2
eβωk − 1
)
= exp
(
−
∞∑
k=1
|γk|2 + |γ¯k|2
eβωk − 1 −
|γ0|2
eβω0 − 1
)
(1.10)
|γk|2 = ξ
2
2πk
[
1− cos
(
2π
L
k(t− x)
)]
, |γ¯k|2 = ξ
2
2πk
[
1− cos
(
2π
L
k(t+ x)
)]
(1.11)
A useful fact is:
1
eβx − 1 =
∞∑
m=1
e−βxm . (1.12)
We have
ξ2
∞∑
k=1
1− cos (2πk
L
(t− x))
2πk (e2πkβ/L − 1) = ξ
2
∞∑
m=1
∞∑
k=1
1− cos (2πk
L
(t− x))
2πk
e−2πkmβ/L
=
ξ2
4π
∞∑
m=1
[
log
(
1− e 2pii(t−x+imβ)L
)
+ log
(
1− e−2pii(t−x−imβ)L
)
− 2 log
(
1− e− 2pimβL
)]
(1.13)
Therefore,
exp
[
−
∞∑
k=1
|γk|2
eβωk − 1
]
=
∞∏
m=1

 (1− e−2πmβ/L)2(
1− e 2piiL (t−x+imβ)
)(
1− e−2piiL (t−x−imβ)
)


ξ2
4pi
(1.14)
=
∞∏
m=1

 2 sinh2 (πmβL )
cosh
(
2πmβ
L
)− cos(2π(t−x)
L
)


ξ2
4pi
(1.15)
Expanding the factors in powers of 1/L, we have
exp
[
−
∞∑
k=1
|γk|2
eβωk − 1
]
=
∞∏
m=1
[
m2β2
(t− x)2 +m2β2 +O(1/L
2)
] ξ2
4pi
(1.16)
=

π(t− x)
β
1
sinh
(
π(t−x)
β
)


ξ2
4pi
, (1.17)
where in the last line we have taken the L → ∞ limit to recover the result on the line.
Similarly,
exp
[
−
∞∑
k=1
|γ¯k|2
eβωk − 1
]
=

π(t+ x)
β
1
sinh
(
π(t+x)
β
)


ξ2
4pi
(1.18)
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Putting everything together, we get
〈: e−iξφ(x,t)+iξφ(0,0) :〉β ∼

 π(t+ x)
β sinh
(
π(t+x)
β
)


ξ2
4pi

 π(t− x)
β sinh
(
π(t−x)
β
)


ξ2
4pi
(1.19)
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