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Abstract
This thesis explores the process of introducing text mining to new areas of
application, which involves both dening appropriate types of analysis and
often designing appropriate computational methods to support the analy-
sis. Targeted toward a particular use, text mining resources tend to become
highly specialized and require considerable eorts in development. The the-
sis addresses the question of what computational methods can serve prac-
tical text analysis needs, while avoiding costly and narrow development of
linguistic resources.
Relying on machine learning and visualization, this knowledge-lean app-
roach assumes minimal encoding of prior knowledge into resources, which is
essential in entering uncharted text mining territory, that is, areas too new
or too marginal to be well served by traditional text mining approaches.
Knowledge-lean text mining is explored within the domain of systemic -
nancial risk, where few text mining eorts have previously been pursued.
Without the support of existing linguistic resources for the task, unsuper-
vised and data-driven methods play a key role in providing exible means for
text analysis. The central theme of representation learning is studied also in
the context of fully knowledge-free, domain-independent topic modeling and
linguistically resource-lean discourse structure parsing for the renement of
text mining results.
The research has been able to establish the value of knowledge-lean text
mining, by exploring the use of text as a source of information for sys-
temic risk analytics. Furthermore, the work on discourse parsing has shown
that competitive { and in some cases state-of-the-art { performance can be
achieved without relying on explicit encoding of linguistic knowledge.
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Sammanfattning
Kunskapssnal textanalytik
Denna avhandling behandlar algoritmisk textanalys, textanalytik (aven text-
utvinning ; eng. text mining, text analytics), och hur man kan ga till vaga
for att introducera den till nya tillampningsomraden. Att ta sig an nya
tillampningar innebar att lampliga typer av analys maste denieras, samt
ofta att lampliga algoritmiska metoder maste utvecklas for att understodja
analysen. Nar den algortimiska textanalysen inriktas pa en specik tillamp-
ning tenderar resurserna som utnyttjas att bli mycket specialiserade och
krava avsevart arbete att utveckla. Avhandlingen belyser fragan kring hur
algoritmiska metoder kan utformas for att understodja praktiska textanalys-
behov, medan de gor det mojligt att kringga behovet av kostsam och oprak-
tiskt smal utveckling av lingvistiska resurser.
Ett sadant kunskapssnalt tillvagagangssatt, som forlitar sig pa maskinin-
larning och visualisering, forutsatter endast till en minimal grad kodande av
kunskap i form av resurser. Kunskapssnalheten ar vasentlig for att lattare
kunna bryta ny mark inom datautvinning pa text, det vill saga utforska
tillampningsomraden som ar for nya eller marginella for att understodjas
val av traditionella tillvagagangssatt. Kunskapssnal textanalytik undersoks
framst inom domanen nansiell systemrisk, dar fa tidigare forsok till auto-
matiserad textanalys har gjorts.
Utan existerande lingvistiska resurser som stod for uppgiften spelar oover-
vakade och datadrivna metoder en nyckelroll som exibla medel for text-
analys. Representationsinlarning ar ett centralt tema som undersoks i kon-
texten av helt kunskapsfri och domanoberoende modellering av amnen, samt
lingvistiskt resurssnal analys av diskursstruktur for att forna informationen
som utvinns ur text.
Forskningen har kunnat pavisa vardet av kunskapssnal textanalytik ge-
nom att utforska anvandningen av text som en ny informationskalla inom
analytik for studie av systemrisk. Dessutom har arbetet kring analys av
diskursstruktur visat att toppresultat kan uppnas utan att man forlitar sig
pa explicit kodande av lingvistisk kunskap.
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Chapter 1
Introduction
\Where is the wisdom we have lost in knowledge?
Where is the knowledge we have lost in information?"
{ T.S. Eliot (1888-1965) [66]
1.1 Context
Innumerable by now are the opening statements of research papers alluding
to the overwhelming and evergrowing amount of information that surrounds
us, followed by the logical conclusion to study computational methods that
can help us analyze, organize, lter and make sense of it. Our environment
is indeed information rich, and making sense of one's environment is a most
basic human urge, in fact, a dening property of intelligence [87].
1.1.1 Machine thinking
As our mental capacities are restricted by biology, it is tempting to look for
ways to extend our information processing capabilities beyond our bodies.
The rst steps in science to near the age old dream of creating articial
intelligent things or beings were taken as Aristotle embarked upon the quest
for mechanical thinking, work on logic which was later continued by Llull,
Leibniz, Boole and others in the last millennium [157]. By 1943, McCulloch
and Pitts [137], inspired by neural information processing in the brain, laid
the foundations for articial neural networks, which later have established
an important paradigm for machine intelligence. In 1950, interested in the
question of whether machines can think, Turing proposed the imitation game
as a test for human-like intelligent behavior in machines [203]. This decade
saw a sprawling interest in articial intelligence (AI), made possible by the
1
advent of general-purpose digital computers, and the term itself was coined
by John McCarthy in 1956 [157]. That year, the cybernetic concept of
intelligence amplication [8] by computers was introduced as well, followed
in the 1960s by similar work on the integration of computational information
processing to support and augment the human intellect [126, 67].
Much of the articial intelligence research in the later half of the cen-
tury dealt with symbolic knowledge representations and symbol processing,
whereas neural information processing and statistical decision-making ap-
proaches developed as parallel paradigms [157]. The symbol-based, classical
articial intelligence was met with early enthusiasm but proved unable to
move beyond very narrow applications toward the dream of general articial
intelligence. According to critics, such as Dreyfus [64], systems based on the
encoding of rules and facts would not be able to scale, nor capture common-
sense or tacit knowledge necessary for more general reasoning about the
world, while learning-based systems of the time were too simplistic in their
own right. Neural network concepts stemming from the 20th century have
caused a renaissance in articial intelligence in the last few years, which
largely has been driven by the increase in available computing power and
data [184].
Hawkins and Blakeslee [87] suggest that dening intelligence by behavior
is an impediment to understanding what intelligence is, and that intelligence
is dened more accurately in terms of prediction. Accordingly, classical
articial intelligence, which has focused extensively on producing human-
like behavior in narrow tasks, rather than seeking to understand the nature
of intelligence, has had problems in scaling. Machine learning (Section 2.2)
ts better with their view, namely that intelligence in essence is the ability to
learn from experience in order to predict on sequential input, e.g., predicting
the next word in a sentence you hear.1 Predictive sequence modeling is
a corner stone in many recent advances in neural-network-based articial
intelligence, neural language models not the least (see Sections 2.2.2 and
2.2.3).
While the eld of articial intelligence has concentrated very much on
achieving autonomous intelligent behavior, the notion set forth by intelli-
gence amplication, that machine intelligence often be best posed to serve
human intelligence rather than acting independently, deserves more recogni-
tion and attention. Many of the most interesting and useful applications of
machine intelligence arguably are those that integrate well with people in or-
der to support their cognitive tasks, such as data analysis. This thesis rests
upon the articial intelligence tradition in its focus on processing human
1As they describe, the brain constantly makes predictions based on the sequence of
inputs it is receiving, and based on what it has learned from previous experiences, and
that is the essence of intelligence and understanding the environment. Intelligent behavior,
i.e., acting intelligently in an environment, follows from understanding.
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language and the use of machine learning (e.g., articial neural networks;
Section 2.2.2), as well as upon intelligence amplication in the incarnation
of visual analytics (see Section 2.3.3).
1.1.2 From data mining to text mining
Data mining, a concept that started to appear by the end of the 1980s
[169], is as a eld of study focused on making sense of an environment
of abundant data. Also referred to as knowledge discovery in databases
(KDD), this eld often takes a rather pragmatic aim, e.g., on practical
business problems. While the classical application of statistics often followed
a process of theory-backed hypothesis formulation, followed by gathering
of data and hypothesis testing, the new abundance of stored data turned
this process on its head [90, 61]. Statistical methods remained important
tools in data mining along with a growing body of algorithmic and machine
learning methods. Nevertheless, databases were used increasingly to discover
unanticipated patterns and trends without preformulated hypotheses.
The data mining community had also laid its eyes on the growing amount
of stored text, and saw text data mining, or text mining, as a natural exten-
sion of its eld. Early eorts in the 1990s addressed the challenge of mining
text [169], which they viewed as unstructured data. Processing human lan-
guage text is, however, as dicult as it is enticing. Human language is
ridden with ambiguity and high variability2 that makes it dicult to decode
from surface form to structured representations. Nonetheless, it encodes
rich and valuable expressive detail in the form of facts, ideas and opinions,
i.e., expressions of our understanding of the world. Language is intimately
bound to intelligence, as Turing acknowledges by making language under-
standing and generation a hallmark in his test for machine intelligence [203].
Language plays a central role in making sense of the world, as is elaborated
on in Section 2.1.
As Hearst [88] points out, by the turn of the century, text mining had
not yet been very successful in delivering on its hype. The anticipation
had partly been fueled by the exploding availability of text data on the
web, but text mining turned out not to be as straightforward an extension
of data mining as expected. In her analysis, Hearst continues to suggest
that data mining and text mining actually are more dierent than many
recognize, that it is not simply data mining on text data as usual. Despite
its metaphorical name, data mining would be about nding valuable patterns
in aggregates of data, rather than extracting valuable nuggets of data. She
2Language variability translates into sparsity in data. For instance, word frequencies
follow a scale-free distribution (see Section 3.2.2), meaning that text corpora have long tails
of very infrequent words in their distributions, which constitutes a challenge to empirical
analysis.
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argues that text mining is closer than data mining to the analogy, in its
focus on extracting unanticipated but specic pieces of information.
Text is fundamentally dierent to other types of data in that text is
meaningful at the local level (e.g., phrases, sentences), whereas other data
usually are not interesting as individual data points per se, but only in ag-
gregate or in relation. As text mining developed, other views on what it
entails emerged; Hotho et al. [101] discuss alternative perspectives. On the
one hand, in line with Hearst's opinion, text mining can be seen as infor-
mation extraction at the local level, i.e., extraction of entities, attributes,
relations, etc. On the other hand, text mining is indeed treated as data
mining of unstructured data, where natural language processing tools serve
to preprocess text in order to introduce structure, before the application of
common data mining techniques at the aggregate level. In this respect, text
mining may refer to an extended process of nding valuable information
in text data, beyond the application of information extraction techniques.
Since the turn of the century, language technology has advanced consider-
ably and provided a range of sophisticated tools (see Section 2.1.3), thus,
text mining is not just trivially applied data mining on text data anymore.
Hearst moreover compares the search for patterns in data, the general
aim of data mining, to corpus-based computational linguistics, which like-
wise concerns modeling of patterns across data sets. However, she dier-
entiates by stating that text mining is meant to \tell us something about
the world, outside of the text collection itself", whereas \computational lin-
guistics applications tell us about how to improve language analysis" [88].
Computational linguistics as a eld supports development of natural lan-
guage processing (NLP) tools, which help structure text for mining.
1.1.3 Knowledge intensive vs. knowledge lean
An overall trend that can be observed in the development of text mining
systems is from general (e.g., [185, 2]) toward more specic designs, which
increasingly involve tools and resources that may be specic to language,
domain of application and often task. This specialization is motivated by
domain needs, as a focus on more narrowly dened information better serves
to answer relevant questions. This is the case for instance in biomedical text
mining, where a prominent focus has been on the extraction of detailed re-
lations involving genes, diseases, etc. (cf. [3]), and in nancial text mining,
e.g., in the extraction of events from news for decision support and trading
(cf. [98]). A problem with the approach is that it is costly, as it requires sub-
stantial manual eort in encoding knowledge through the creation of tools
and linguistic (knowledge) resources. In particular, the issue resides in that
narrowly designed and poorly generalizing resources provide little possibility
for reuse, beyond a single task, domain/sublanguage or language. Reusabil-
4
ity and generalizability of resources are two important factors inuencing
how cost of development translates into utility of a text mining system.
Tools for natural language processing, while extensively reliant on ma-
chine learning, have traditionally also been developed with much manual
eort. Human input either comes in the form of annotation of training
data, which encodes linguistic knowledge implicitly, or in the form of other
manual engineering of features and resources, which encodes knowledge ex-
plicitly. Due to the symbolic nature of text, this approach is conned to
the limited coverage of the crafted resources, and without any data-driven
component for inferring representations, it is unable to generalize. This
presents a problem, as the sparsity of text data makes it likely to encounter
previously unseen instances.
Natural language processing that makes use of encoded knowledge, es-
pecially into resources such as dictionaries, ontologies and other knowledge
bases, is referred to as knowledge based [132]. The use of knowledge bases
has its roots in knowledge-based systems [1], classical articial intelligence
and rule-based processing. A contrasting paradigm relies on statistical and
machine learning methods for data-driven inference. Biemann describes
the early rule-based, introspection-driven approaches to linguistic process-
ing as unable to scale, compared to empiricist approaches that grew popular
as more machine-readable text and processing power became available [25].
Some systems avoid knowledge bases and annotated corpora altogether, and
are often referred to as knowledge free (see, e.g., [141, 174]). This approach of
knowledge-free and unsupervised modeling of language is described as part
of a structure discovery paradigm [24, 25]. In the same direction, Banko et
al. [11] introduce open information extraction by proposing a self-supervised
tool for extracting relations between entities, without restricting the types.
In the last few years, a related paradigm set on automatically learning
feature representations, representation learning (Section 2.2.3), has gained
a strong foothold. It oers data-driven discovery of suitable representations
of data that are able to very eectively generalize from annotated instances
of language use, while relying on unsupervised learning on large amounts of
raw text. Under the umbrella term deep learning, this approach has achieved
strong state-of-the-art performance in many areas of natural language pro-
cessing, including syntactic parsing and machine translation, as well as other
areas of articial intelligence such as computer vision and speech recognition
[189, 184].
The dierent approaches to language processing may be positioned along
a knowledge-intensiveness scale: originating in the strictly knowledge free
and extending toward increasing degrees of knowledge intensiveness3 (see
3Tomiyama et al. explore the concept in the context of knowledge-based engineering
and observe that, while large-scale knowledge bases are useful in engineering applications,
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Figure 1.1: Knowledge-lean text mining illustrated in relation to knowledge
intensiveness and utility. The utility of a text mining system is commonly
improved through intensied use of knowledge resources (moving rightward),
while the eciency of a given resource (line slope) may be increased by means
of data-driven methods. Knowledge-lean text mining aims at increasing this
eciency, i.e., achieving practical utility with limited intensiveness, through
the appropriate choice of methods.
horizontal axis in Figure 1.1). Knowledge-free natural language processing
completely avoids encoded knowledge, whereas a knowledge-intensive system
requires large amounts of encoded knowledge. Unsupervised modeling may
increase the utility of a given knowledge resource (vertical axis in Figure 1.1)
by introducing generalizations and improving its coverage. For instance,
representation learning typically is used to generalize from the language
patterns in a limited set of annotations, and distant supervision or data
augmentation techniques may expand a set of annotations. Such measures
may reduce the knowledge intensiveness of a system in practice, as less
encoding is needed in order to achieve a certain level of performance and
utility.
they may `hard-fail' in the face of unknown situations. [198] They argue that both know-
ledge intensiveness and exibility, along with knowledge reuse and sharing, are crucial
issues. This seems to support the view I am representing, namely that utility of an ap-
plication is a function of intensiveness and generalizability of knowledge resources. The
closely related concept of knowledge intensity has also been studied, e.g., from a knowledge
economy perspective [6].
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Slightly relaxing the knowledge-free criterion, I dene a lightweight app-
roach to language processing that allows for limited use of encoded know-
ledge as knowledge lean.4 Hence, moving beyond the modeling of language
itself to a focus on modeling text content, while still adhering to the phi-
losophy of minimal knowledge intensiveness, this thesis explores the realm
of knowledge-lean text mining (illustrated in Figure 1.1 by the steeper line,
residing on the left hand side). This is studied as a highly data-driven and
more exible alternative to the common knowledge-intensive approaches to
text mining.
The sloped lines in Figure 1.1 illustrate the presumed relationship be-
tween knowledge intensiveness of linguistic resources and the utility of text
mining systems that utilize them.5 The lower line illustrates the starting
point: without data-driven methods that provide generalization, the utility
is increased by introducing more encoded knowledge, either in the form of
reusable existing resources or by creating new resources, which is costly.
However, the aim in this thesis is to introduce computational methods that
may provide utility without the need to rely extensively on encoded know-
ledge.
Sometimes the term resource lean and knowledge lean are used inter-
changeably (cf., e.g., [86, 183]), and should be understood as requiring little
linguistic resources. They may both be understood as knowledge resource
lean. Resource lean is typically used in a representation learning context,
where annotated corpora are used for training, with inferred features only.
1.1.4 Text mining vs. text analytics
During the past decade, the term analytics grew in popularity,6 with a
contemporary denition of \systematic computational analysis of data or
statistics" (or the information resulting thereof)[7]. Along the same lines,
Grimes explains the dierence between analysis and analytics:
4The term knowledge lean has seen some early although limited use, e.g., by [167]
in an NLP context synonymously to knowledge free, and similarly by [103] within AI.
In psychology, the concept of knowledge-lean problems is more prevalent, being dened
as problems that require little or no knowledge to solve (cf., e.g., [207]). The cognitive
processing to solve problems are placed on a continuum between knowledge lean and
knowledge intensive [154, 125].
5The hypothesized relationship has not been empirically tested and is not necessarily
linear.
6For instance, Google Trends shows a steady rise in interest for analytics as a search
term between 2005 and 2011, and it remains an order of magnitude more popular than data
mining or big data. Analytics and the equivalent latin term analytica nonetheless have
their etymological roots in works of Aristotle on logic and scientic method. According to
Google Books Ngram Viewer, the English term analytics appeared in print by 1738, but
has seen a rapid exponential increase in frequency only in the last decades.
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\Analysis is an examination of structure, composition, and mean-
ing that provides insight to advance some purpose. Analysis may
be heuristic, informal, and/or qualitative. Contrast with analyt-
ics, which is algorithmic rather than heuristic. I dene analytics
as the systematic application of numerical and statistical meth-
ods that derive and deliver quantitative information, whether
in the form of indicators, tables, or visualizations. Analytics is
formal and repeatable." [81]
By this denition, analytics is a special case of the superordinate concept of
analysis. The practice of analytics meanwhile encompasses a range of com-
putational tools of varying complexity. For instance, web analytics refers
to the gathering of statistics of web usage not necessarily involving further
modeling of data, whereas the terms visual analytics, business analytics,
advanced analytics and predictive analytics emphasize the use of machine
learning in various forms. Analytics appears synonymous to data mining in
the sense of a process or even particular techniques used, but it remains
rather ambiguous without specication and therefore may carry a more
general, less technical connotation. The term analytics tends to prevail
in business contexts, whereas data mining still remains the preferred term
for instance in the scientic community.7
Text analytics, as a specication of the term analytics, is used largely
synonymously to text mining, although being rooted in somewhat dierent
traditions and contexts of use [81]. These contexts appear rather separate
and few comparisons between text mining and text analytics have been
made. Grimes [81] denes text analytics in the same way as Hearst [88]
denes text mining, i.e., as algorithmic analysis addressing the information
content of text rather than the text itself. Text mining and text analytics
tend more toward qualitative analysis than data mining and other types of
analytics (particularly predictive analytics), due to the qualitative nature of
text, but the distinction is not absolute. For instance, text analytics blending
with predictive analytics can be highly quantitative in focus, neither does
text mining exclude predictive modeling.
Text mining is the preferred term in this thesis, due to its embedding
in a more clearly technical context and continued predominance in science.
Nevertheless, the term should be understood as interchangeable in essence
to text analytics, both terms alluding to technical aspects as well as the
integration with the domain of application. Text analysis is used in a general
7According to Google Scholar, the number of publications mentioning text analytics
has only started to grow notably since the last 10 years, approaching a rate of 1:8 against
text mining by the end of 2016. Google Trends also shows a slow and steady increase in
use of the term text analytics, but it remains well below a rate of 1:4 against text mining,
which has a similar trajectory.
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sense, encompassing text mining, manual analysis of text content as well as
linguistic analysis.
1.2 Research focus
This thesis is set against the background of introducing text mining to a new
problem area, which typically involves both specifying appropriate analysis
objectives and designing computational tools to support the analysis. By
the traditional knowledge-intensive approaches to text mining, as the analy-
sis becomes more targeted toward a particular task, the resources tend to
become highly specialized and costly to develop. This creates a bottleneck
that hinders text mining from being more broadly applied to serve a diverse
spectrum of users in developing interesting use cases on their own.
1.2.1 Research question
This thesis addresses the question of what computational methods can serve
practical text analysis needs, and to what extent one can avoid the need
for costly and highly specialized linguistic resources. Costly here implies an
emphasis on eort of development, which in combination with a high degree
of specialization is problematic. Linguistic resources that are task, domain
or language-specic, may not support text mining for new problems. While
this may not be a concern in many of the areas where text mining has
already been successful, answering this question is paramount in order to
stimulate and accelerate exploration of uncharted text mining territory, that
is, languages, domains and tasks that may be too marginal or too new to be
served by traditional approaches. The question is pursued through the case
studies discussed below.
1.2.2 Test cases
A domain where few text mining eorts have been pursued is the study of
systemic nancial risk and nancial stability, despite the potential benets
text mining stands to oer in this area. This makes the domain an ideal case
for exploring the above question. Data access and timeliness are particular
problems in systemic risk analytics, which is why text may contribute as
an important source of information in identifying risks, and, importantly, in
understanding them better, thanks to the rich expressive detail of text. The
applications relating to this case domain focus particularly on understand-
ing, by means of text mining, the risks that banks may pose to the nancial
system (presented in Section 4.1).
Resting on a shared methodological basis, this thesis also explores com-
putational means for text analysis with a more general focus, which can oer
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exploration of unfamiliar text sources with minimal customization needs, or
serve as supporting components for specialized text mining tasks. This work
is presented as applications to the tasks of exploring topics in corpora (Sec-
tion 4.2) and parsing of discourse structure (Section 4.3).
1.2.3 Methodology
The discussed knowledge-free philosophy to natural language processing con-
stitutes a guiding principle for this thesis, at the text mining level, as it fo-
cuses on modeling primarily the content matter carried by language. Some
forms of text mining can be performed in a fully knowledge-free manner, such
as the focus on exploration of topics, but rather quickly it becomes necessary
to narrow down the analysis to some degree, and specify some points of ref-
erence, in order to achieve more meaningful results. Thus, the work departs
from a strict knowledge-free modus operandi and explores knowledge-lean
text mining methods. Specifying necessary points of reference may involve
limited encoding of linguistic patterns (e.g., for the recognition of named
entities), to the extent that the eort is pragmatically justiable. In some
cases, domain-related and linguistic knowledge can be decoupled, which pro-
motes data reuse and makes the method more generally applicable.
The knowledge-lean approach is implemented by the use of data-driven
methods, which operate by general rules to extract meaningful structure
from text. The algorithms specify general strategies for extracting informa-
tion, rather than knowledge about the language or domain. The methods
concerned can be broadly divided into two types: relational and semantic.
A simple form of relation modeling is rst explored that does not rely on
machine learning. Then, unsupervised learning is introduced to infer repre-
sentations of meaning, in the vein of representation learning, as a support
for various text mining tasks, as well as for natural language processing.
Finally, as a complement to the scalable, repeatable and quantiable
analysis computational modeling performs, the human, capable of nuanced,
versatile and contextualized understanding, is embedded into the analysis
process, too. Broadly following the ideas of intelligence amplication, com-
putational and human information processing, or intelligence, are joined
through the framework of visual analytics. This involves a particular focus
on the role of visual interactive presentation of information as the interface
between these two sides. While elaborated in Sections 2.3.3 and 3.1, the
aim is, in practical terms, to integrate sophisticated computational model-
ing and user exploration, in order to balance their respective strengths in
data analysis. Considering text understanding, which is very challenging
to articial intelligence, the involvement of the human user is particularly
helpful.
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Following all the above, this thesis focuses on exploratory text mining
in support of open-ended analysis, which ts the aim specied by the re-
search question. Moving into uncharted text mining territory, the challenge
presents itself in a lack of knowledge resources, and often also in a lack of
knowledge about the analysis objective. Targeted analysis, such as predic-
tion, requires sucient understanding of the problem and data, which, as
Tukey [202] asserts, exploratory analysis can provide. I further argue that
the qualitative and information-rich nature of text motivates a general ex-
ploratory approach to text analysis. Considering the similarity in setting
to knowledge-lean problem solving, in psychological terms,4 it seems tting
to describe this form of text mining as knowledge-lean. Although standing
on the shoulders of giants, this is text mining from scratch, in a knowledge
intensiveness sense.
1.3 Overview of the thesis
This chapter has so far introduced the focus of the thesis in general terms.
The next chapter delineates theoretical foundations from three main elds of
science that support the discussion in the third and main chapter. Chapter
3 presents dierent types of analysis, the computational methods that sup-
port them, and ties the methods together by the characteristics they share.
Chapter 4 then describes three dierent areas of application for these meth-
ods, and connects the methodological discussion with the work described
in the included publications. Finally, I reect on the work, limitations and
future directions.
1.3.1 Disposition of publications
The chapters present the work which has originally been published in the
form of the six papers included in the second part of this thesis.8 The
bibliographical information of these publications is also listed in the begin-
ning of the book. How these papers relate to one another is explained and
illustrated below.
Figure 1.2 provides an overview by mapping the individual Papers I-VI
in a diagram. As this work is presented in Chapters 3 and 4, which describe
a methodological and an application-oriented perspective respectively, the
gure illustrates these two dimensions accordingly. It also illustrates the
chronology of the work and the methodological progression, with solid arrows
indicating explicitly which papers share methodology and dashed arrows
which provide extensions motivated from the application perspective.
8All papers are reprinted with permission by their respective publishers.
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Figure 1.2: Overview of the papers of the thesis. The papers (nodes) are
organized vertically according to methodological focus and chronology (when
the work was initiated), and organized horizontally according to area of
application. Solid arrows show methodological dependencies and dashed
arrows show dependencies that relate to the application.
Paper I (bank networks) applies relation modeling and network visual-
ization (Section 3.2) in analyzing systemic nancial risk. Paper III (topic
model visualization) extends upon Paper I by introducing semantic model-
ing and combining it with network visualization. Paper IV (topic modeling
with word embeddings) extends upon Paper III by introducing word-level
semantic modeling. Paper II (event detection and description) introduces
predictive modeling based on semantic modeling similar to that of Paper IV,
and extends upon Paper I in terms of application. Paper V (feed-forward
discourse parsing) also performs predictive modeling and the semantic mod-
eling methodology of Paper IV, applied to natural language processing and
the task of discourse parsing, which is relevant as a venue to rene results
from Paper II. Paper VI (recurrent discourse parsing) extends Paper V by
introducing recurrent modeling.
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Paper I is an extension of a previous paper,9 listed as other co-authored
publications nr. 4, and of a poster [177]. The full manuscript is also pub-
lished as European Central Bank Working Paper No 1876.10 Paper II is an
extension of papers nr. 1 and 2.
1.3.2 Summary of contributions
As this thesis is based on co-authored publications, my personal contribu-
tions to these works are specied in the following. I have had a leading role
in the conceptualization and realization of all my rst-author papers.
In particular, in Paper I, I am responsible for data preparation, method-
ology and modeling (excluding that based on accounting data), as well as
for all graphics and writing substantial parts of the paper. In Paper II, I am
responsible for data preparation, method, modeling, graphics, and writing
a large majority of the paper. In Paper III, my co-authors contributed in
planning of the application and its evaluation (reported in an unpublished
extended version and summarized in this thesis). I am solely responsible
for Paper IV. In Paper V, I am responsible for the neural-network-based
methodology and modeling, as well as writing the related parts of the paper
primarily. Finally, in Paper VI, I am responsible for the method and model-
ing (with some support from co-authors and others), parts of the graphics,
and writing substantial parts of the paper.
9This version was awarded the 2014 IEEE Computational Intelligence for Financial
Engineering and Economics (CIFEr) 1st Best Student Paper Award.
10https://www.ecb.europa.eu/pub/research/authors/proles/samuel-
roennqvist.en.html
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Chapter 2
Foundations
\Language shapes the way we think,
and determines what we can think about"
{ Benjamin Lee Whorf (1897-1941)1
Representation of meaning plays a very central role in this thesis, be it in
the form of human language and its expression in text, in internal repre-
sentation in machine learning, or in visual form for communication. All
these may be considered dierent forms of language, as they provide means
for communication and reasoning. Form of representation has a signicant
impact on how information can be expressed, processed and understood,
and understanding the nature of representations is fundamental for their
eective use.
Before turning the discussion toward the main focus on text mining
methods, this chapter presents some theoretical foundations from relevant
elds, namely from linguistics, machine learning and information visualiza-
tion. The chapter starts by reecting upon the nature of human language
and how it may be approached, as a basis for the development of more so-
phisticated text mining tools. Then, introductions to machine learning and
visualization describe further fundamental concepts that underpin the work
presented throughout the thesis.
2.1 Linguistics
Approaching text from the perspective of data mining, as discussed in Sec-
tion 1.1.2, it is tempting to opt for the most straightforward computational
1The quote is widely attributed to Whorf, and writing about his work, Stuart Chase
paraphrases it in [216].
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methods able to extract information of interest, and disregard a linguistic
perspective on text in the process. Nevertheless, viewing language through a
linguistic lens is rather dierent from the highly pragmatic and quantitative
inclination of text mining. Shifting the perspective may be benecial, oer-
ing guidance going forward as linguistically more naive approaches may be
reaching their limits. Computational linguistics incorporates a linguistic un-
derstanding as it assumes a rather pragmatic approach in building tools and
resources for natural language processing. These tools then serve to make
text mining systems more sophisticated and language aware. Not only does
understanding language as a phenomenon support work on natural language
processing, but it may oer healthy reection for text mining design as well,
by oering a more holistic view.
2.1.1 The nature of language
Widdowson [91] writes, \the essential nature of language is cognitive", and
that it is a cognitive construct for abstract knowledge representation inter-
nally, as well as a means for communication and interaction with the external
world. Language is a classication system of the world that we experience
individually and collectively. It provides abstract categories and organiza-
tion for concrete experiences, which Widdowson calls conceptual projection,
a means for people to \cope with the third person reality of events and
entities" by reference to the shared classication system that language pro-
vides. Thus, language simultaneously holds a personal/cognitive and in-
terpersonal/communicative function. This function requires language to be
inherently dynamic and exible.
Two important design features that provide language with such exibil-
ity are, according to Widdowson, arbitrariness and duality. Arbitrariness
means that linguistic form does not resemble its meaning, rather meaning
is arbitrarily assigned and linguistic units therefore can map freely to the
abstract concepts of language. Meanwhile, duality provides that meaning-
less elements combine to form meaningful units, e.g., letters to words, which
is a source of innite productive power. Together these two features pro-
vide unlimited potential for generating references to abstract concepts as
need arises. This exibility of naming concepts, and freely composing ex-
pressions with them, is what brings the tremendous variability of language
about. The prevalent ambiguity and implicitness of language constitute
further challenges to its systematic analysis.
2.1.2 Linguistic analysis of text
Linguistics, as most elds of science, is concerned with constructing models
from observations in order to understand and describe phenomena. This
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Figure 2.1: Dimensions of linguistic analysis: syntagmatic combination
(horizontal) and paradigmatic association (vertical) of linguistic units (e.g.,
words).
creates a separation between the idealized model and real, often messy ob-
servations. In linguistics, there is an idea of an invariant form of a language
that its speakers share, and a focus on characterizing these regularities of
language rather than individual or incidental particularities (cf. de Saussure
[59] langue vs. parole and Chomsky [52] competence vs. performance).
Linguistics deals in abstract types whose instances are tokens, Widdow-
son [91] points out, and it is concerned with classifying and organizing these
types, based on some tting measures of similarity and grounded in the
observation of language use. Linguistic analysis can be employed at many
dierent levels, and at each level there are two kinds of relationship among
types, i.e., two dimensions of analysis [59].
Dimensions of analysis. Horizontally, linguistic elements combine in
a syntagmatic relationship, e.g., there is a strong tendency governing what
word may follow a given sequence of words. Vertically, elements associate in
a paradigmatic relationship, e.g., dierent words may have similar likelihood
of appearing in a given context, and are in a sense interchangeable. The two
dimensions are illustrated by an example in Figure 2.1, showing relations
for a single word.
Types form constituents, not only at word level. For instance, phrase
structures form syntactic classes above the word level, where dierent phrases
of the same class are paradigmatically associated along the vertical dimen-
sion. These phrases are then functionally equivalent (in their syntactic con-
text), but may be structurally very dierent (e.g., consider replacing basis
for supposed basis or most useful tool in Figure 2.1). The freedom along the
vertical dimension allows for endless variation along the horizontal dimen-
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sion. This way of freely and recursively linking units of meaning gives rise
to the expressive power of language.
Levels of analysis. Linguistic analysis involves decoding from the linear
surface form of language in order to construct meaning as a deeper structure.
In analysis of text, meaningful linguistic units are found at the word level,
as well as below and above. At the morphological level, linguists study how
morphemes function as constituents of lexical units [136], e.g., how a word
stem with a meaning of its own is modied by an ax. A word's meaning
is further extended and modied at the syntactic level, as words are com-
bined into phrases and sentences.2Semantics as the study of how meaning is
encoded in language thus may operate at multiple levels. Lexical semantics
analyzes the literal meaning of lexical units [58], e.g., words or compound
words, and organizes them as well, by relations such as synonymy and hy-
ponymy. Words may drastically change their meaning as compounds, but
also adjust in meaning in syntagmatic combination, as they join higher-level
structures. Componential analysis seeks to disentangle features of meaning
of lexical items, visible as in compounds or hidden, whereas compositional
semantics deals with how words determine and assemble meaning in the
context of a sentence. [135, pp. 110-111]
Beyond the focus of semantics on what language means, pragmatics con-
centrates on what people mean by language. [124] This moves into the realm
of language as a social instrument, acknowledging that meaning cannot al-
ways be fully understood without its social context, where language is used
to serve a purpose. At his level, Widdowson [91] writes, analysis approaches
interpretation as it moves from studying the text to its context, in trying to
infer the discourse that the text is part of.
This level of analysis approaches the limits of linguistics and what may
be learned easily from linguistic data. As Widdowson states, \the greater
the units we deal with, the less we idealize the data and the closer we get to
the actuality of people's experience of language", this implies the challenge of
systematically and computationally analyzing discourse compared to lower
linguistic levels, as it requires more human-like capabilities and may become
more subjective in the process.
2.1.3 Computational linguistics and natural language pro-
cessing
Computational linguistics studies and constructs computational tools for
language analysis and generation, as a way of experimenting with and un-
derstanding language phenomena, as well as to produce practical tools [82].
2Nonetheless, linguistic inquiry into syntax is often focused on formal aspects of gram-
mar in isolation from word meaning (cf. [52, 164]).
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It entails a more applied focus compared to the general linguistic perspec-
tive on language. Natural language processing (NLP) may be considered the
engineering aspect of computational linguistics, or a eld in its own right.
The two are closely related, and natural language processing draws upon
computer science and machine learning to a large extent in its pragmatic
focus to produce and improve natural language processing tools.
Natural language processing has been applied extensively at all the levels
of linguistic analysis discussed above, and has been especially successful at
the lower levels that favor idealization and empirical quantication. Com-
mon natural language processing software perform syntactic analysis such
as part-of-speech tagging, syntactic and dependency parsing [114, 47, 5],
as well as morphological analysis [34] and semantic role labeling [56, 29].
Text processing systems may also exploit software and database resources
for lexical-semantic analysis [145], sentiment analysis [40, 191] and corefer-
ence resolution [54], to name a few. Such tools are usually developed using
annotated text corpora and other linguistic resources, which require sub-
stantial manual eorts by experts. Therefore, it is dicult to adapt tools
to new languages or even new domains or text genres, e.g., from newswire
text to social media text, scientic articles or historical documents. Nev-
ertheless, these kinds of tools serve as valuable components in many text
processing pipelines, including for text mining purposes, and generally rep-
resent a bottom-up approach to language analysis that helps structure text
data for practical applications.
At the discourse level, computational linguists also assume what might
be considered a bottom-up approach (guided more by the text than its
context) compared to the (socio)linguistic view (cf., e.g., [205]), by study-
ing how sentences relate among each other. Thus, computational discourse
analysis operates closely above syntax and often across sentences. It may
serve to disambiguate individual sentences, as well as to link information
across sentences, to form a representation of the discourse of a text. This
may take the form of resolution of anaphoric references, parsing of discourse
structure, etc. [108, pp. 671-707] While various linguistic frameworks for
representing discourse structure have been proposed that pursue deep data
structures or strict logical formalisms [133, 120, 213], more applied eorts
have focused on shallow discourse parsing for recognizing relations between
sentences (see [171, 228, 221] and Section 3.4.2).
Yet, computational discourse analysis in separation from the context of
social code and real-world knowledge may eventually prove dicult. Grish-
man [82] points out that connections between sentences usually are implicit
in the text, and that this creates ambiguities that require background know-
ledge in order to be resolved. The representation and utilization of such
background knowledge constitutes a challenge to discourse analysis, which
eventually may call for more general forms of machine intelligence.
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Understanding text and its structure at a more global level may be help-
ful especially for exploratory applications of text mining. Discourse analysis
does not necessarily need to rely on a bottom-up pipeline,3 which might
become unreliable and infeasible due to the complexity inherent in longer
pipelines, but rather be approached in a top-down fashion. Topic modeling
and discourse parsing are two ways of organizing text at a higher level of
abstraction, both of which are addressed in this thesis (see Sections 3.3.1/4.2
and 3.4.2/4.3). Whereas topic modeling organizes text in terms of broader
themes in a fully data-driven manner, discourse parsing may serve to link
such themes and help meaningful representation by contextualizing themes
and expressions in a discourse structure (e.g., for text summarization [95]).
Such combination illustrates how linguistic understanding and natural lan-
guage processing can enrich otherwise linguistically agnostic text mining
approaches.
2.2 Machine learning
The idea of machine learning is, rather than explicitly programming com-
puters, to let them adapt some of their behavior automatically by learning
from data and experience, i.e., it is based on inductive inference [157, p.
398]. Machine learning has its early roots in statistics and probability the-
ory (e.g., Bayes' theorem [15] in the 18th century and least squares method
for linear regression by Legendre [123] and Gauss [76] in the 19th), as well
as in early work on pattern recognition for engineering applications in the
1950-60s (cf. [157, p. 62]). In articial intelligence, machine learning repre-
sents a focus on data-driven methods in contrast to the symbolic, logic-based
paradigm, i.e., it often relates to perception tasks rather than simulation of
higher-level cognitive tasks. As such, machine learning has gradually grown
more central to the eld of articial intelligence [157]. In data mining, ma-
chine learning is a vital component for performing modeling and analysis
of data (cf., e.g., [223]). It is equally important to text mining, where it
serves natural language processing in handling uncertainties and irregular-
ities of language patterns, as well as higher-level pattern recognition and
data mining operations.
Machine learning is applied in various ways for dierent types of tasks
and data. These types of learning and some fundamental concepts are out-
lined in the following. Machine learning encompasses a range of learning
algorithms and families thereof. I continue the discussion focusing on the
family of neural networks, which is of primary relevance to this thesis.
3For examples, confer the linguistically resource-lean systems participating in the
CoNLL 2016 Shared Task [221], mentioned in Section 3.4.2.
20
2.2.1 Principles and types of learning
Supervised learning. The rst major type of learning, called supervised
learning, is relevant for modeling the relationship between a set of variables
and a target variable, that is, a model is constructed to predict an output
variable of choice based on a set of inputs. Depending on whether the output
variable is quantitative or categorical, this type of modeling is referred to as
regression or classication. In this thesis, I often refer to supervised learning
as predictive modeling, in order to emphasize the process of estimating one
variable based on others, irrespective of how they relate in time. By contrast,
I refer to prediction forward in time as forecasting.
The learning process is supervised because, when feeding a model with
input data, the output can be compared against the output variable in the
data set. The discrepancy between the observed value and the estimated
value constitutes a measurable error, which is dened through a loss function
[200]. The goal of the learning process is then to optimize parameters of the
model with respect to the loss function, over a training set of input-output
pairs. Parameters are variables of a model that are tted, or learned, such
as the variables w (weights) in the linear combination f :
y0  y = f(x) = wo + w1x1 + w2x2 +   + wnxn
where y is the output variable and x a vector of inputs for one sample.
The equation denes a linear regression model (f) whose output is a
quantitative variable. The loss function typically measures the dierence
between the predicted value y and the observed value y0 in the data over
several training samples, as the parameters are optimized by some training
algorithm.
The model can be repurposed to serve as a classier as well. As a simple
example, if two classes are represented as y 2 f0; 1g, we may classify samples
as positive (y = 1) by a threshold f(x) > 0:5 (cf. [200, p. 101]). While
the loss function guides the learning process of a classier, more intuitive
measures of error are based on the correspondence between class predictions
and observations that can be summarized in a confusion matrix.
Most notably, accuracy is the rate of correct classications into either
class based on all predictions. The threshold on f(x) determines the sensi-
tivity of the classier, which implies a trade-o between completeness and
exactness of positive classication, measured as recall and precision rates
respectively. The setting in which the classier is applied may imply a pref-
erence toward either completeness or exactness. For instance, a supervisory
setting typically may call for higher sensitivity, while accepting a higher rate
of false positives.
After training, the predictive performance of the model may be assessed
on a test set of the same form as the training set, but separate from it. This
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provides an estimate of how well the model can be expected to perform on
previously unseen data, for which the correct output is unknown. In addi-
tion, a validation set may be used for model selection, namely to nd and
pick the best model when several are available [200, p. 222]. The model
presented above assumes a xed linear form and is tted only by its param-
eters. Other types of models often allow for a higher degree of exibility
(or model complexity), which is dened by one or more hyperparameters.
Model selection implies setting hyperparameters in order to achieve an op-
timal balance between exibility and ability to generalize, as measured by
model performance on a validation set. This procedure controls for over-
tting, which occurs when a model has so much freedom to adapt to the
training data that its ability to represent general patterns and predict on
unseen data is deteriorated (cf. [200, p. 219]).
Unsupervised learning. The second major type of learning is called
unsupervised learning and is used when no suitable target variable is present,
and only the input variables are used for modeling. While supervised learn-
ing supports predictive modeling and targeted analysis, unsupervised learn-
ing serves exploratory analysis as well as it serves as preprocessing for su-
pervised learning.
Clustering, a common form of unsupervised learning, is the task of nd-
ing natural groupings in data and assigning clusters, based on some measure
of similarity among data points. It is analogous to classication in aiming
to simplify data by categorizing it, but unlike labeled classes, clusters do
not come with explicit interpretations.
Without a designated target variable, all variables are treated equally,
as dimensions of a space where similarity can be dened as distances (e.g.,
Euclidean distance or vector angle cosine). Similar to the loss function
for supervised learning, a scoring function is dened that generally aims to
minimize distances within clusters and maximize distances between clusters.
Some clustering algorithms assign crisp clusters, i.e., each data point belongs
to only one cluster, whereas others perform fuzzy clustering, where cluster
membership may be represented as a probability p(c = ijd) for each data
point d and cluster c 2 [1; k]. The number of clusters k is often given as
a hyperparameter, whereas some algorithms seek to infer an appropriate
number of clusters, or represent their clustering as hierarchies. Confer Zaki
& Meira [223, p. 28] for an in-depth review of clustering paradigms and
algorithms.
Another form of unsupervised learning is dimensionality reduction, which
similarly aims to simplify data. While clustering reduces from data points to
a lower number of clusters, reduction of dimensionality means representing
high-dimensional data in a lower number of dimensions while minimizing
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distortions and loss of information.4 It may be used for visualization by
projecting data into one, two or three dimensions for plotting, as well as in
conjunction with other types of modeling, where it may serve as a means of
compacting sparse data. For further reading confer [223, p. 183] and [200,
pp. 528-575].
Unsupervised learning is in fact performed by supervised learning meth-
ods at times, when the same type of data is used both as input and as
output labels. For instance, in language modeling, classiers are trained
on sequences of tokens to predict the next [19] (a way of modeling prob-
ability distributions of sequences through self-supervision), or autoencoder
neural networks are used to reconstruct its input through prediction us-
ing lower-dimensional intermediate representations [94]. Both approaches
perform dimensionality reduction, as they produce dense low-dimensional
representations of sparse high-dimensional input (e.g., words in a text).
Learning representations of symbolic language data is the essence of how
machine learning is employed in this thesis. It provides a data-driven way
of modeling semantics and dealing with the challenge of symbolic data, that
is to say, it oers a means of comparing and organizing symbols that are
otherwise unrecognized and all distinct from one another.
2.2.2 Neural networks
The name (articial) neural network derives from the biological inspiration
for a family of models for information processing based on conceptual ver-
sions of neurons and neural connectivity. Theorized by McCulloch & Pitts
[137] in the 1940s, the rst articial neural networks were implemented in
the 50s by Minsky [148, 149] and Rosenblatt [178]. These networks, which
at rst were implemented using analog hardware and not the digital com-
puter, established a paradigm for neural information processing in parallel
to logic-based computing. Rosenblatt's perceptron, as he called the model,
can be described as a linear combination of inputs with a non-linear ac-
tivation function (a step function) [27, p. 192]. By extending the linear
model described above with an activation function , the perceptron can be
generalized as:
f(x) = (wo + w1x1 + w2x2 +   + wnxn)
With a logistic activation function, this formulation becomes equivalent
to logistic regression, set forth by Cox [57] in the statistics community in
1958. The (single-layer) perceptron met a lot of enthusiasm in the articial
4Some methods perform both data and dimensionality reduction, such as the Self-
Organizing Map [115].
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intelligence community during the 1960s, but was then increasingly criti-
cized toward the end of the decade, with Minsky & Papert [150] famously
demonstrating its inability to handle problems that are not linearly separa-
ble (such as the XOR function). Subsequently, the focus of the eld largely
shifted in favor of symbolic approaches to articial intelligence.
In the following years, procedures for model tting by back-propagating
errors were being proposed by several researchers,5 and Rumelhart et al.
[179] were in 1986 able to popularize the backpropagation algorithm by show-
ing that it can be used to eectively train multi-layer perceptrons. Using
a dierentiable activation function (e.g., logistic) and the chain rule, back-
propagation computes error gradients with respect to weights throughout
a network, across multiple layers. The error gradients enable optimization
of the weights by an optimization algorithm, such as stochastic gradient
descent. Because multi-layer networks are able to approximate any func-
tion, the limitations of the single-layer perceptron could be overcome [27, p.
230][200, p. 390]. Unlike many other machine learning methods, including
linear models with basis expansions and Bayesian methods, neural networks
do not require prior assumptions about the distribution of data to be made,
which make them more exible but also more data intensive.
The multi-layered feed-forward neural network consists of a simple input
layer, typically one hidden layer of neurons, and an output layer of neurons.
Hence, the perceptron/logistic regression model may be duplicated within
the output layer to create multiple output signals, and each output unit
is fully connected to all units in the previous layer, which likewise connect
fully with the input units. When two layers are fully (or densely) connected,
each node in one is connected to all nodes in the other. For simplicity, this
pattern of connectivity is often illustrated by a single arrow between the
layers, which are drawn as blocks that hide the individual nodes. The three-
layer network can be formulated as:
y = (2)

(2) +U(2)(1)

(1) +U(1)x

with input vector x, and trainable weight matrices U and biases  as pa-
rameters. The logistic activation function is dened as:
(x) =
1
1 + e x
Letting each output unit represent a class, the neural network oers
a straightforward approach to multi-class classication. Setting the outer
activation function to the softmax function,
5Linnainmaa [127] introduced the method in a general form by 1970, and Werbos [215]
applied it in the context of neural networks, inspired by Freud's concept of backward ow
of credit assignment. Others followed on this path, including Rumelhart et al. [179].
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(2)(x)i =
exiPC
c=1 e
xc
transforms the output to a probability distribution that provides an inter-
pretable basis for decision condence. The standard classier then chooses
the most probable class from the distribution.
2.2.3 Deep learning and representation learning
While neural networks with one hidden layer in theory are able to approxi-
mate any function, this may in practice require infeasibly many hidden units
and large amounts of data. Instead, machine learning has been widely sup-
ported by the practice of feature engineering, whereby expert knowledge is
utilized to transform and select relevant parts of the input before it is fed
to a machine learning model, in order to reduce its variability and thus the
amount of data required for estimation [122]. Bengio et al. expand:
\The performance of machine learning methods is heavily de-
pendent on the choice of data representation (or features) on
which they are applied. ... [F]eature engineering is important
but labor-intensive and highlights the weakness of current learn-
ing algorithms: their inability to extract and organize the dis-
criminative information from the data. Feature engineering is a
way to take advantage of human ingenuity and prior knowledge
to compensate for that weakness." [18]
Nevertheless, the question remains whether, instead of relying on human
learning and intelligence, this part of the process can be automated and
machine learned, too. They continue:
\An AI must fundamentally understand the world around us,
and we argue that this can only be achieved if it can learn to
identify and disentangle the underlying explanatory factors hid-
den in the observed milieu of low-level sensory data." [18]
As an alternative to designed representations, the representation learning
approach that Bengio et al. [18] advocate seeks to learn appropriate repre-
sentations automatically, such that features that are relevant for the classi-
cation problem are highlighted, whereas irrelevant variations are suppressed
for subsequent learning steps. This idea is the essence of what is called deep
learning, an umbrella term whose name refers to its typical implementation
using deep neural network architectures [184]. Such networks may have mul-
tiple hidden layers in a feed-forward arrangement that can learn hierarchical
representations that compose layer by layer.
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LeCun et al. [122] write that training deep networks by backpropagation
at rst turned out to be unsuccessful in most practical cases, as the pro-
cedure had diculties in eectively optimizing layers further from the out-
put (due to the vanishing gradient problem). Interest was however revived
around 2006, they describe, due to successful use of unsupervised learning
for pre-training of deeper layers, which along with increases in computa-
tional power and data availability has sparked many eorts to train deep
networks since, resulting in breakthroughs in areas such as computer vision
[117], speech recognition [92], machine translation [195] and other applica-
tions of natural language processing (e.g., [56, 190]).
They point to a particular strength of representation learning being its
ability to generalize well with limited labeled data, as it uses unsupervised
learning on more extensive unlabeled data to capture meaningful regulari-
ties, by means of vectors holding distributed representations. The distributed
nature of representation plays a key role for generalizability. Latent aspects
of the data are learned and represented as a vector of their strengths, eec-
tively enabling comparisons of symbolic input (as rst explored by Hinton
[93]). Natural phenomena with a componential structure benet from the
combinatorial power among these latent dimensions, and deep layer struc-
tures enable hierarchical composition and exponentially more expressiveness
of distributed representations [17, 18]. Such compositional and componen-
tial structures are abundant in natural language, as discussed in Section
2.1, at various levels including sentence composition and non-compositional
semantic structures of words.
In a neural setting, language is typically modeled by predicting words
from their context of previous words, using an internal distributed repre-
sentation of words (cf., e.g., [19, 143, 142]). The representation, generally
called a word vector or word embedding (see Section 3.3.2), provides an em-
bedding into a semantic space, where words can be meaningfully related.
The concept of an embedding can be extended to other types of entities
such as sequences of words [121] (see Section 3.3.3), word senses [173], users
[20] and other types of categories. Although embeddings are commonly dis-
tributed and provided by neural architectures, other noteworthy approaches
have been explored as well (for an overview and comparison see [13], and
examples [26, 163]).
In modeling language and other sequential data, recurrent neural net-
works have proven especially helpful as they oer a practical way of inte-
grating information in a sequence at arbitrary distances. As illustrated in
Figure 2.2, recurrence is implemented by connecting a hidden layer to itself,
such that its state ht after receiving input xt at a time step t is fed back
as input in t + 1, along with new input xt+1 from the previous layer. The
hidden layer thus holds a continuous and distributed state representation h,
which also feeds to the following layer in order to inform the nal output.
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Figure 2.2: Illustration of a recurrent neural network layer (A), to the right
unrolled over the input sequence of vectors x. The arrows indicate fully
connected layers/time steps.
Backpropagation is used to train the network from output to input, where
depth equals the number of past time steps and is arbitrary [184].
In practice, standard recurrent neural networks however have proved un-
able to learn long-range dependencies. The problem was rst solved by the
extension of Long Short-Term Memory (LSTM) [96] to recurrent networks,
which provides a memory cell controlled by gates for reading, writing and
forgetting. Gate activation is itself learned by backpropagation and allows
selective access and modication of the distributed representation of the cell,
eectively allowing the LSTM network to model dependencies over hundreds
of time steps, which makes them highly practical for natural language pro-
cessing [122, 18, 110].
More recently, further extensions to deep neural architectures have helped
expand the capabilities of machine learning, even beyond its typical kinds
of uses of classication, regression, clustering, etc. These extensions include
attention mechanisms (e.g., for describing relevant parts of an image in nat-
ural language [220]) and more sophisticated memory modules that allow for
inference of simple algorithms (e.g., the Neural Turing Machine [78]) and
reasoning based on more complex data structures (e.g., Dierentiable Neural
Computer [79] for navigating graphs, and AlphaGo [187] surpassing human
performance in the game of Go). Advances like these are widening the ap-
plication of deep neural networks from perception tasks toward mimicking
higher-level cognitive functions, and as neural computation is being applied
more generally it is entering domains traditionally ruled by logic-based com-
puting. Also for data and text mining, this trend points toward machine
learning increasingly being employed for data-driven, adaptive reasoning, in
addition to pattern recognition.
27
2.3 Information visualization
Visualization constitutes a cornerstone of this thesis, as a means of com-
munication between computer and mind (a visual language), and as a basis
for human-computer cooperation. While machine learning provides mean-
ingful abstraction of data, visualization serves as an interface toward the
human, in order to integrate her into the data analysis process. This sec-
tion presents basic principles of information visualization relating to human
visual perception and cognition, and visualization design, including the role
of interactivity. This leads to discussion of the integration of data model-
ing within the scope of visual analytics, which provides this thesis a general
framework for combining machine learning and human reasoning for data
analysis (detailed in Section 3.1).
Information visualization as a eld aims at supporting people in making
sense of data by means of visualization, by mapping data to visual represen-
tations that help us understand its structures and quantities [211]. It is the
study of how to design visualizations to best t human perception, cognition
and search of meaning in data, which requires a theoretical and practical
understanding of how people see and reason based on visuals. Information
visualization generally concerns visualization of abstract, statistical data,
requiring design choices to be made regarding the meaningful mapping of
dierent variables to visual representations. The choice of such visual en-
codings is guided by principles proposed within the eld, which are based
on theoretical understanding of the human visual system, while more prac-
tical observations oer guidelines in particular for the design of the visual
interface as a whole [153].
2.3.1 Visualization and perception
The human visual system processes visual information from the eyes in mul-
tiple stages, from the recognition of low-level features toward higher-level
structures of meaning, in order to integrate it with other functions of the
brain. As the dierent levels of processing target dierent levels of complex-
ity in the information, and at dierent speeds, designing eective visualiza-
tions implies matching visual encodings and layout with the capabilities of
the visual system. At a broad level, encodings can be divided into sensory
and arbitrary symbols [210, p. 10]. On the one hand, the human visual sys-
tem has through evolution become highly specialized at perceiving certain
low-level features as meaningful sensory symbols. On the other hand, we
have through our everyday experiences learned to understand other arbitrary
symbols, which are meaningful only within certain contexts or cultures. The
former are universal and fast to process, while the latter are expressive and
capable of change (compare with arbitrariness of language, Section 2.1.1).
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Sensory representation oers a limited scope for the encoding of informa-
tion, but should be used whenever possible, as it enables high-speed and
parallel recognition of elementary features in the visual input stream6 by
the primary visual cortex (V1).
Feature recognition. Visual processing at this early stage is called preat-
tentive processing, as it is done eortlessly and quickly without focused att-
ention [199]. At this stage, the visual cortex recognizes simple and local
features such as size, orientation, motion and color over all receptors in
the retina in parallel. By these features, areas in the eld of vision that
stand out can be detected and attention directed, in order to initiate the
serial mental processing following this stage. The local-feature processing
mechanism inuences how we perceive dierent types of visual elements, in
concord with subsequent steps that focus on larger visual units.
Pattern recognition. The perception of simple features relates to the
concept of visual variables [21], also called visual channels [153], in the
visualization literature. This theory describes what types of visual encoding
are suitable for what type of information and purpose. For instance, color
hue or shape is useful to associate objects to each other or make some
objects stand out against others, whereas it is easy to compare quantitative
dierences in length or volume.7 The most important visual channels include
spatial position, color hue, intensity, size/length/width and orientation.
Moreover, visual representations are constructed using marks (e.g., points,
lines, areas) that represent entities, relations or sets. Information is made
visible by marks and their alterations in a visual channel. For example, a
point can encode values by its position, size or color, whereas a line is suit-
able to encode a relationship and can encode a related value by width or
color.
Visual working memory. Following the feature recognition stage, the
visual cortex performs pattern perception. It is a dual process where fea-
tures are assembled into simple patterns and compound shapes bottom-up,
6Sensory signals come primarily from the center of the retina, the fovea, but also from
more sparse receptor areas in its periphery. The eyes move across the eld of view in
patterns of quick saccade movements (ca 20-180 ms) and short periods of xations (ca
200-400 ms) in order to sample key points of the scene in high resolution and construct
the impression of a complete scene that we have. The movements are subconsciously
controlled and during a saccade vision is suppressed, which means that details or changes
occurring outside of the point of xation or during a saccade can easily go unnoticed [210,
p. 141]
7Munzner [153, p. 99] identies channels of two types: identity channels for categorical
information, and magnitude channels for quantitative information.
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Figure 2.3: Example visualization using the principles of spatialization and
connectedness to illustrate similarity structures close to the word under-
standing in a high-dimensional semantic space.
while attention reinforces relevant information top-down [210, p. 21]. Imme-
diately after the visual pathway, the inferior temporal cortex contains spe-
cialized neurons recognizing specic learned patterns such as letters, faces
and familiar objects. Spatial information is decoded by a parallel pathway
that connects to centers for motor control.8 Our highly developed sense of
space is often exploited to convey similarity structures in data. Using spacial
distance as a visual metaphor for similarity is referred to as spatialization
[165] and can be used to eectively communicate structures even in non-
spatial data, e.g., in conjunction with dimensionality reduction techniques
(see example in Figure 2.3). Under the name of Gestalt laws [210], further
principles have been identied that specify various types of patterns that
are easy for humans to isolate, such as connectedness (e.g., node-link dia-
gram for network visualization; see Figure 2.3 and Section 3.2.3), similarity
8This high degree of specialization towards interpreting spatial information and acting
upon it (e.g., by eye or hand movement) may be contributing to the fact that the spatial
dimensions generally are the most powerful means of communication in visualization, as
compared to other visual channels that are preattentively recognized but the information
of which might be understood only at higher levels.
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(e.g, in shape), continuity (e.g., connected lines, vector elds), symmetry
and closure (e.g, Venn and Euler diagrams for visualization of sets).
Information visualization provides a framework for mapping data and in-
formation to visual representations in a way that strives for ecient decoding
that supports analytical thinking, and that avoids distortion or misguiding
representation (cf. Tufte's guidelines of graphical excellence and integrity
[201]). Nevertheless, human visual perception involves imperfections that
may lead to inconsistencies and misinterpretation. For instance, individ-
ual or context-dependent irregularities in color perception, contrast eects,
spatial optical illusions, etc. may distort encoded information [210]. The
eectiveness of visual representations are guarded by low-level principles,
higher-level rules of thumb and eventually evaluation of implementations,
e.g., through user studies [153, p. 67, 117].
2.3.2 Interaction, cognition and information seeking
Visual perception is to a large extent driven by sensory input, but it also
relies on feedback from higher-level cognitive processes, in order to make
sense of a scene by iteratively directing attention and eye movement, as
well as by interacting and manipulating the visual scene. Following the
pattern perception stage, the visual working memory attempts to associate
various types of information with the incoming visual information in order
to integrate it with other areas and already held knowledge9 [210, p. 22]. It
is done in a continuous and temporary fashion, constrained by a very limited
storage capacity.
The visual working memory constructs visual queries that result in vis-
ual search strategies, directing attention in order to understand the visual
[211, 210]. Interaction further facilitates understanding by allowing for ma-
nipulations of the view, such as highlighting of associated elements, navi-
gation in a large space or reordering of objects. The visual interface is not
only a medium of presentation, but also functions as an external memory
augmenting our cognition and memory, especially working memory, where
interactivity enables the necessary two-way communication [153, p. 6].
As one inspects, interacts and makes sense of a visual, observations are
being integrated with held knowledge and a mental model is being con-
structed based on the visualized information. Increasingly, the elements of
the visual assume the role of references to parts of the mental model. The
visual display in front of the user contains details that can remind them
about previous thoughts, partial insights or pieces of knowledge about the
9For instance, language information is processed separately from spatial recognition and
object identication. These dierent types of information can be linked in visualization
to help the user in understanding details quickly, e.g., by using symbols, text tool-tips or
labels describing a data point or other element.
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subject of the visualization, and iteratively support new thoughts and deeper
understanding to arise.
Interactive visualization is meant to support information seeking (cf.
[217]), as exemplied by Shneiderman's information-seeking mantra, \over-
view rst, zoom and lter, then details-on-demand" [186], that crystallizes
the idea of interactive exploration of vast data going from broad overview
to details of interest. This principle is broadly applied to visual interactive
interface design of today. Furthermore, while zooming, ltering or highlight-
ing to focus on a specic detail, the surrounding information context is often
kept at least partially in view, in order to create a smooth navigation expe-
rience that supports the users orientation in the visual information space,
in eect combining overview and detail view simultaneously. Referred to as
focus-plus-context [43], it is another example of design principles intended to
support cognitive processes through visual display and its interactive mod-
ication.
Further principles state that interface design should direct attention
toward the data or information rather than the interface itself, e.g., the
surroundings should be kept consistent while visual marks are allowed to
change [201]. Interaction should be responsive and non-distracting in order
not to impede the visual thinking process, while supporting the cognitive
thread and its series of nested feedback loops. Ware [211] writes about the
economics of cognition, which relates not only to the idiosyncrasies of the
visual system but also to the higher-level cognitive costs of learning to use
new tools. Thus, visual interface design has to balance complexity in terms
of visual detail and number of interaction possibilities against the amount
of information one would want to convey. Interactivity drastically expands
the space of information that can be conveyed on a limited screen. How-
ever, how to balance complexity and user freedom is dependent on the aim
and setting of the visual interface, too, namely whether it serves more the
purpose of narrowed-down communication or open-ended exploration.
2.3.3 Visual analytics
Visual analytics is an outgrowth of information visualization, and was orig-
inally proposed in 2004 as \the science of analytical reasoning facilitated by
interactive human-machine interfaces" [218], making interactivity a dening
property. Before that, the term visual data mining has been used to de-
scribe the extension of data mining with visualization [74, 112]. Much like
the term analytics has become wide in scope (see Section 1.1.4), Keim et al.
[111] observe that visual analytics has come to describe a multidisciplinary
eld spanning from data management to decision making, nevertheless, em-
phasizing the utilization of interactive visual interfaces and data modeling.
Modeling in this practice includes basic statistics as well as machine learning.
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Keim et al. [111, p. 10] dene a visual analytics process for visual data
exploration describing the relationships between data, models, visualization
and knowledge, in terms of data mining, visual encoding of data and models
and dierent types of user interaction. The process describing how to in-
tegrate data modeling and interactive visualization for exploratory analysis
is further developed and discussed in Section 3.1, as a general conceptual
framework for this thesis.
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Chapter 3
Methods
\You shall know a word by the company it keeps"
{ J.R. Firth (1890-1960) [71]
The computational methods discussed in this thesis rely on modeling of
patterns naturally present in text, in particular the notion of co-occurrence
plays an elementary role. The types of modeling range from the simpler
to the more advanced, and from the more general to the more specic, in
order to extract structure and meaning from text. Representation learning
is a central theme, as is the integration of human analysis, in the pursuit
of intelligent and scalable analysis of text that does not require extensive
encoding of knowledge.
This chapter focuses on the commonality of the methods that underpin
the work presented in the papers. It seeks to separate method from appli-
cation, albeit a not always clear-cut distinction, in order to rst emphasize
and chart how knowledge-lean text mining can be approached, while more
idiosyncratic details relating to a specic domain or setting are described in
the next chapter. The discussion both reviews important previous work and
describes extensions, which may be of general interest to anyone pursuing
data-driven and knowledge-lean text analysis, as it explores dierent ways
of addressing text by computational means in the context of human use.
3.1 A framework for joining computational and
human analysis
The visual analytics approach, as introduced in Section 2.3.3, brings together
human and computational capabilities for data analysis in a practical man-
ner, and is conceptualized through the visual analytics process by Keim et
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Figure 3.1: A conceptual framework for combining machine and human
intelligence based on the visual analytics process.
al. [111]. In Figure 3.1, I show a reinterpretation of this process, which em-
phasizes and illustrates clearly the way computational processing interfaces
with the human user, as parts of a joint data analysis process. The overar-
ching goal of this conceptual framework is to describe how data can support
the gaining of understanding. The framework rests on the concepts of data,
information and knowledge. While these may have various interpretations
(as studied within information science [229]), I choose to distinguish among
them as follows. Data is information representing raw observations about
the outside world, or treated as such. Information, as distinct from data,
is any form of abstraction or idealization of data, e.g., a categorization or
formal model. It is a representation that supports reasoning and communi-
cation. Knowledge is a human quality, an internalized form of information
based on observation, which is not transferable other than through decoding
(articulation)1 into information. Understanding, with respect to new infor-
mation, is then the integration of that information with held knowledge, or
in other words, the formation of a mental model.
Reading Figure 3.1 from left to right, top rst, data may be directly
visualized by mapping to visual representations (1), as discussed in Section
2.3.1, and the visual representations are then shown to the user (2). When
introducing modeling into the data analysis process, data is abstracted by
constructing or training a formal model (3). The model can be presented
to the user in non-visual forms directly (5), although emphasis here lies
1Nonaka & Takeuchi [158] distinguish between tacit and explicit knowledge, and refer
to the transformation as externalization/internalization in their SECI model. Some kinds
of knowledge are more easily externalized and communicated than others, for instance,
Dreyfus & Dreyfus [65] distinguish fact-based knowing-that from intuition-based knowing-
how, in their critique of expert systems and symbolic articial intelligence that only focus
on the former.
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on fully exploiting the process by mapping information from the model
to visual representations (4). Interaction at various levels introduces feed-
back channels into the process. Depending on the intended freedom of the
user(s), interaction may target the presentation of information (6), model
(hyper)parameters (7), data gathering and transformation, or the outside
world. The most close-knit feedback loop is interaction with the visual for
view manipulation (see Section 2.3.2). Parameter manipulation is also im-
portant for model-based data exploration, but typically comes with larger
latency due to model training. Similarly, data transformation and other
steps may all be subject to change as part of an iterative analysis and dev-
elopment process.
Finally, the process can be viewed from a decision-making point of view,
in that the user may take actions based on acquired understanding, which
aects the outside world. Models may also be set to autonomously act
upon data (and internal state), although this is in stark contrast to the
idea of visual analytics. Rather, the visual analytics perspective stresses
the involvement of human experts and allows them to take charge of un-
derstanding the task and data at hand, and to perform a more nuanced,
contextualized and versatile analysis than machines are generally capable
of. Meanwhile, visualization as a high-capacity communication channel pro-
vides infrastructure for transparency of the model and data, which may be
necessary, for instance, for accountability in decision making, and in general
for building trust in otherwise more or less opaque models.
The framework serves to situate the methods presented in this thesis, and
describe how they contribute to a broader analytics setting. The primary
focus lies on the use of text mining methods to support text understanding
within this context, while visual and interactive presentation has a support-
ing role. From a visual analytics perspective, modeling helps to structure
and lter text data, as a basis for navigation and exploratory analysis. Nat-
ural language understanding is a particularly challenging task to automate,
which therefore stands to benet greatly from a cooperative approach be-
tween human and machine, especially when entering new text mining ter-
ritory. Risch et al. [175] assume a similar approach to text exploration
under the name of visual text analytics. The forms of modeling presented in
this thesis stretch from network models to various machine learning models,
and the use of visualization includes interactive interfaces as well as simpler
static presentation. Developing and optimizing machine learning models is
time consuming, as is the development and testing of interactive interfaces.
The framework allows for a practical uid balancing between computational
and human responsibilities in the analysis process, as well as incremental
development of the parts.
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3.2 Relation modeling
Language can be viewed as fundamentally consisting of entities and rela-
tions among them. Entities as units of meaning are found at many dierent
levels of linguistic analysis, as reviewed in Section 2.1. Whichever way we
dene the entities we deal with in a text, they stand both combinatorially
in syntagmatic relation to one another, and associatively in paradigmatic
relation to other entities in the language. Thus, modeling relations in text,
one way or the other, is crucial to text mining. As text mining is interested
in analyzing the content matter of text, rather than only modeling language,
we should focus on connecting entities of the text to entities and other types
of concepts of the world. Words, for instance, are interesting primarily as
references to entities (e.g., nouns, proper nouns), actions (e.g., verbs, nomi-
nalized verbs) and qualities (e.g., adjectives, adverbs) of the world. At a very
general level, text mining may be interpreted in terms of a relational model
that denes certain types of entities, relations and attributes of interest.2
This section assumes such a general approach to relation modeling, cen-
tering around the data structure of a graph as the basic form of representa-
tion for dierent types of relations. Its use is rst explored for the analysis of
named entity co-occurrences, followed by the construction of network models
based on those relations, and quantitative and visual analysis of networks.
The main application of these methods is presented in Section 4.1.1/Paper
I (construction of bank networks), while networks based on semantic mod-
eling (Section 3.3) are used in the applications of Section 4.2/Papers III-IV
(visual topic exploration).
3.2.1 Co-occurrence analysis
Co-occurrence analysis focuses on the syntagmatic dimension of text, and
typically on the level of words, either for modeling of language or content.
Within corpus and computational linguistics, frequent term co-occurrence
patterns in language have been studied as collocations, i.e., idiomatic expres-
sions such as once upon a time, semi-compositional expressions such as give
a speech, fully compositional expressions such as handsome man/beautiful
woman and compound nouns such as black box [69]. Within the natural
language processing literature the terms multi-word expression and n-gram
2Many applications do not exploit all of these, e.g., extraction of semantic triples
(subject-predicate-object) for construction of semantic networks [193] or knowledge graphs
[138] may be cast as extracting entity pairs with predicate relations without additional
attributes, or sentiment analysis [166] may be cast as attaching sentiment attributes to
related entities (such as companies), without dening relations between entities. Mean-
while, for instance, biomedical event extraction [30, 4] generally denes events as relations
(event types) with attributes (e.g., negation, speculation) among entities (e.g., genes and
gene products).
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Algorithm 1 Co-occurrence network construction (in: agg, csize; out: net)
for doc in agg :
occs = ner(doc)
for i in range(1, len(occs)):
for j in range(0, i):
if occs[i].entity != occs[j].entity and occs[i].index-occs[j].index < csize:
net.links[occs[i].entity][occs[j].entity].weight += 1
among others are often used similarly. Evert [69] conducts a thorough study
of statistical measures of term co-occurrence signicance for modeling of
collocations. He reserves the term collocation for a linguistically idealized
form of the concept, while referring to the empirical forms as co-occurrences.
Co-occurrences are often analyzed positionally, in terms of term adjacency,
within longer spans, or within linguistic units such as sentences, paragraphs
or documents. Alternatively, co-occurrences may also be analyzed relation-
ally, e.g., based on syntactic relations. Co-occurrence frequency is generally
normalized, by comparing against estimates based on individual term freq-
uencies, in order to identify pairs that are signicantly co-occurring.
For text mining purposes, co-occurrence analysis has been used to learn
about the content matter of texts, as it provides informative relations among
terms beyond the linguistic understanding of a co-occurrence or collocation.
Although the methods are relatively simple, they have been key to early
pioneering use of text mining in various elds. For instance, Wren et al.
[219] analyze biomedical research articles and extract co-occurrence relations
among entities such as genes, diseases, phenotypes and chemicals to support
hypothesis generation, and Ozgur et al. [162] identify co-occurrences among
person names in news articles. Moringa et al. [152] study product reputation
online based on co-occurrences between products and common phrases, and
Magnusson et al. [131] similarly nd co-occurrences between company names
and other keywords to predict nancial performance.
The method for co-occurrence analysis presented here focuses on mod-
eling relations among named entities, i.e., names of things such as people,
locations or organizations. In Section 4.1.1, the method is applied to study
relations among banks in online discussions and news. Named entity recog-
nition can be performed in various ways, e.g., based on generic features [70]
or based on a dictionary of names. The method operates based on iden-
tied entities and a simple positional measure of co-occurrence. By not
necessarily relying on natural language processing for the identication of
linguistic units or relations, the co-occurrence extraction remains language
independent and computationally very ecient.
The procedure is dened by Algorithm 1, which invokes a named entity
recognition procedure (ner) that locates a sequence of occurrences in a doc-
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ument (sequence of characters), in terms of entity identity and occurrence
position (character oset). The algorithm receives as input the context size
(csize) that denes a window in which co-occurrence relations are registered,
and a set of documents, an aggregate (agg), containing the data. It returns
a weighted network graph (net), which is initialized with zero weights be-
tween all node pairs. The corpus is partitioned into one or several aggregates
and a network is formed for each. The aggregates may be organized, for in-
stance, chronologically for dynamic network analysis. The network graph is
a generic representation that supports the application of generic methods
for network analysis, which is discussed in the next section.
3.2.2 Network analysis
This section discusses quantitative analysis of complex networks (graphs
with non-trivial topological properties), which aims to measure specic prop-
erties of the network and its parts that may reect real-world phenom-
ena. By contrast, visual analysis, which is discussed in the next section,
focuses more on qualitative aspects and especially local connectivity. The
co-occurrence networks are weighted, which excludes some simple network
measures that are dened for binary networks only, or would require a lossy
binarization of the network [161]. Connection weighting provides robustness
when dealing with potentially noisy input, and it makes especially smaller
networks more informative. The methods presented here are selected be-
cause they account for the information present in the weighted co-occurrence
network, and because they can be applied to undirected networks, while they
also may be applicable to text-derived networks other than co-occurrence
networks. The quantitative analysis falls into two main categories: global
properties and node centrality.
Global network properties. Measures of global properties provide de-
scriptive statistics of a network and the phenomenon it represents. For
instance, real-world networks commonly have a very small average distance
among nodes relative to the size of the network, called a \small-world" prop-
erty [212]. It has a functional justication in making communication over
the network ecient relative to the cost of maintaining links and nodes,
while it also follows general tendencies in non-regular networks whose nodes
have a varying number of links, or degree. The degree distribution is central
to describing a complex network. Natural networks typically are scale-free
and follow a power-law, or Zipan, degree distribution (P (k)  k  for the
fraction of nodes P (k) with k links), which reects their evolution through
processes of preferential attachment, i.e., the likelihood of a link in formation
attaching to a specic node is proportional to its degree (colloquially also
known as \rich gets richer") [12]. Some natural networks also exhibit expo-
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nential or hybrid power-law/exponential distributions, reecting alternate
processes of network formation [106, 105]. In order to account for connec-
tion weights, degree may be substituted for strength, S(i), which is the link
weight sum per node [14], and strength distributions calculated.
Beyond single nodes, analysis of network structure may also target the
density of neighborhoods and the modularity of a network. Measures such
as the clustering coecient (probability of triplets of nodes being fully con-
nected) quantify structural density at a global level for descriptive analysis,
whereas other approaches perform dierent forms of clustering on the net-
work to identify densely connected regions or communities [72], suitable for
exploratory analysis.
Node centrality. In real-world networks where some form of transfer is
taking place, node centrality is a property of particular interest, as it reects
the general importance of a node in a network in terms of the inuence it
may exercise on other nodes, or conversely, how exposed a node may be
to the rest of the network. In the present text mining setting, text serves
as a data source for deriving networks that approximate real-world struc-
tures, e.g., associations among physical entities, and centrality measures
thus are assumed to approximate importance of real-world entities. Com-
mon measures of node centrality include degree centrality (node degree as a
fraction of total number of nodes), and shortest-path-based closeness (aver-
age distance between nodes) and betweenness centrality (fraction of paths
passing a node). For the latter two, Dijkstra's shortest-path algorithm [63]
can be applied also on co-occurrence networks by inversing the weights into
distances [156]. Shortest-path-based measures assume ows along optimal
paths between nodes, whereas other measures have been proposed, such as
information centrality [194] (equivalent to current ow closeness centrality
[38]), that reect the free spread of information in networks, not routed, but
propagating along possibly parallel paths.
Information centrality with smoothing. The notion of information
centrality may be of general interest to a range of text-derived networks:
for modeling the systemic importance of banks (see Section 4.1.1), regula-
tory signicance in biological networks [206], thematic centrality of keyterms
based on association links (see Section 4.2.2), and potentially many other
networks based on chaotic systems. Next, I discuss information centrality in
more detail and its application to text-derived networks, and in particular
to co-occurrence networks. The information centrality measure is dened
as:
I(i) =
n
nCii +
Pn
j=1Cjj   2
Pn
j=1Cij
(3.1)
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C = B 1; Bij =
(
1 + S(i); if i = j
1  wij ; otherwise
for a network of n nodes with a weighted adjacency matrix w and node
strengths S. The weights determine how well a signal is carried across the
network, such that weaker links result in stronger deterioration.
In experiments, I observe that the measure is quite sensitive to variations
in the connected component size of the network. If a weakly connected node
disconnects completely from the rest of the network, a single disconnected
node will measure zero centrality, while nodes of the main connected compo-
nent will all measure as signicantly less central. This makes data sparsity
an issue to comparing centralities between networks (e.g., of dierent ag-
gregates). Inspired by the use of Laplace smoothing in language modeling
[50], and justied by the adherence to the Zipan distribution shared by
language data (term counts) and complex networks (node degrees), I intro-
duce the procedure for the purpose of stabilizing the centrality measure in
the face of sparse data. It is an additive smoothing scheme that modies
the weights according to w0ij = wij + , where wij = 0 for non-adjacent
nodes and  is a small smoothing constant (e.g., 1:0). The intuition is that
the uniform operation discounts some probability from observed links and
saves it for unobserved links, including between pairs of nodes that would
otherwise not be connected. This counters the uncertainty of performing
limited sampling on sparse data, thereby making the information centrality
measure more stable with respect to node pairs being weakly connected or
disconnected. The procedure is evaluated in Section 4.1.1 and Paper I.
3.2.3 Network visualization
Accompanying quantitative network analysis, network visualization oers
means to explore and understand network structure qualitatively, focus-
ing on the local level of specic nodes, links and neighborhoods, or more
global topological features. Networks are often rich in information and,
while quantitative measures provide exactness and support in terms of sum-
mary statistics, visual analysis provides a more nuanced view of the details.
Network visualization draws upon graph drawing as a eld that combines
graph theory and information visualization. In accordance with the vis-
ual analytics perspective, algorithms play a key role in supporting visual
analysis of networks, both in visual presentation and in modeling.
In visual presentation, graph drawing algorithms are used to calculate
layouts that optimize the readability of the network. Layouts primarily
govern the placement of nodes and their types include circular, hierarchical
and force-directed layouts. Moreover, the visualization of dynamic networks
introduces yet more complexity and room for variation [16]. I discuss here
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visualization by force-directed layouts [204, 109], where network dynamics
can be visualized in separate frames for chronological aggregates.
Force-directed layouting oers an intuitive view of the structure of nat-
ural networks, by placing nodes so that the distances between connected
pairs of nodes approximate the inverse of their link weights. This is gen-
erally implemented as a physics simulation where links establish attracting
forces between node pairs with strength relative to the weight, often with
repulsing forces among other nodes as well. Thus, these algorithms group
more densely connected nodes together and push sparsely connected parts
of the network further apart. The strength of this layout comes from its
exploitation of the perceptual design principles of spatialization and con-
nectedness, as discussed in Section 2.3.1, which support intuitive reasoning
about groups and their relations in terms of densities and position. Force-
directed layouting is a form of multidimensional scaling (cf. dimensionality
reduction, Section 2.2.1), where the distances of the network's adjacency
matrix that could be perfectly represented in a high-dimensional space are
scaled down to two dimensions. The visualized links then counter the dis-
tortions by illustrating the similarity relations explicitly, using a less con-
strained visual mark and channel such as a line (with optional encoding of
link strength by intensity or thickness). Still, the layouting has diculties
to maintain readability when scaling to large networks, particularly with
high link density and low degree of modularity, e.g., making it dicult to
avoid a high degree of line crossings. Because of these constraints, lter-
ing and other types of transformations to the network should generally be
considered, in order to support clarity and exploration.
Interactivity is helpful as a way of letting the user manipulate the net-
work layout and other aspects of its representation. Manually moving nodes
can ease readability in cluttered areas, while it also allows interaction di-
rectly with the layout algorithm so that the user can push the optimiza-
tion process out of a local optimum in order to explore alternative arrange-
ments. Through this form of interaction, a close-knit collaborative optimiza-
tion/exploration loop emerges. Interactive network visualization by the D3
force algorithm [36] enables such collaboration and is applied to various types
of networks in Sections 4.1-2. Other types of interactive view manipulation
can also be applied, for instance, in order to assist exploration of certain
parts of the network by highlighting or displaying additional information on
demand.
Networks serve as a data representation both for presentation and for
further computation and modeling. Algorithms extract and transform in-
formation to construct networks, and they rene the information further by
performing modeling on the structure. For instance, network visualization
may incorporate information such as node centrality, in order to integrate
quantitative analysis and thereby support the qualitative, visual exploration.
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The basic network structure provides a scaold where further information,
from modeling or from other data sources, can be attached and visualized.
Because the network represents a fundamental form of organization, its vis-
ual interactive representation functions as a rather generic interface, which
enables overview, navigation and exploration of details and related informa-
tion on demand.
Interpreting language in terms of entities and their relations, the network
organization becomes a natural way of representing text for computational
processing and for human analysis. This section has touched upon modeling
of syntagmatic relations, and in particular expressed relations among real-
world entities, as one way to approach text data for understanding their
contents. At the same time, the section has discussed networks and their
analysis, which is to serve other types to text analysis in what follows.
3.3 Semantic modeling
The relation modeling presented in Section 3.2 focused on syntagmatic and
general relationships among entities in a text, without attempting to discern
and distinguish the nature of those relationships further. Although it repre-
sents a lightweight approach to mapping text contents, requiring very little
prior knowledge at that, the relations remain very general and, therefore,
often unfortunately dicult to interpret in more meaningful ways. This
prompts for addressing meaning, in the contexts where entities are men-
tioned as well as in text in general, i.e., it prompts for the modeling of
semantics. Sticking to the research focus of exploring knowledge-lean meth-
ods, this section targets unsupervised learning approaches to semantic mod-
eling, which also are based on notions of term co-occurrence, starting from
a topic modeling point of view and moving toward more granular modeling
based on word-level semantics, and exploration of associative, paradigmatic
relations.
Assuming a distributional semantic approach, representations of mean-
ing are learned for words and also sets and sequences of words. These rep-
resentations are applied in the next chapter as such, in order to map topics
in text (Section 4.2), while they also are used as features for supervised
learning tasks (Sections 4.1.2 and 4.3). Semantic modeling is introduced in
the following sections, and Section 3.4 places it in the context of predictive
modeling.
3.3.1 Probabilistic topic modeling
The knowledge-free nature of topic modeling ts the exploratory assump-
tion that we may know very little to nothing about a body of text to be
analyzed, as it seeks to identify general themes in order to provide overview
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Figure 3.2: Plate diagram of the Latent Dirichlet Allocation topic model.
and organization of a corpus. Topic modeling has had early uses within in-
formation retrieval, where methods such as Latent Semantic Analysis (LSA)
[60] apply dimensionality reduction on a document-term matrix (containing
term occurrence counts) in order to obtain a representation of terms in a
low number of dimensions (corresponding to topics). Probabilistic Latent
Semantic Analysis (PLSA) [97] later introduced a probabilistic interpreta-
tion of the problem, followed by Latent Dirichlet Allocation (LDA) [33] that
provided a rened Bayesian approach using a Dirichlet prior distribution,
helping to reduce overtting.
LDA has become widely used, and has inspired numerous extensions
such as hierarchical and dynamic topic models [31]. This section focuses on
LDA as a practical general-purpose method for studying topics in a corpus.
It is a generative topic model that represents the topic structure of a corpus
as a set of probability distributions, which provides an interpretable founda-
tion. Nonetheless, the model is rich in information and its interpretability
is dependent on meaningful presentation.
An overview of the model is provided in Figure 3.2. Based on the observa-
tion of terms Wd;n in documents d 2 D, more precisely their co-occurrence
within each document, the model infers a given number of latent topics.
LDA rests on the assumption that each document may discuss a mixture
of several topics, where a probability distribution d over topics denes the
assignments of a document d, and is controlled by a sparsity parameter 
(Dirichlet prior). A topic k 2 K is described by a distribution k over terms,
with sparsity parameter . The model also denes per-term distributions
zd;n over topics within a document.
The distributions are useful for interpreting the topic structure inferred
from a corpus. The topic-document probabilities of d provide a link from
topics to documents that can support information retrieval based on specic
topics, while the distribution directly represents an embedding of documents
in the latent topic space (of dimensionality jKj), and as such LDA consti-
tutes a method for learning continuous low-dimensional representations of
sparse and discrete data. Hence, topic modeling may be useful as a tool both
for exploration of text and as a dimensionality reduction and representation
learning step in a larger machine learning setup.
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The topic-term probabilities of k reect the term frequencies within a
topic, which can be used to bring forward descriptive keyterms of a topic.
For instance, by ltering out function words, the more meaningful words
reecting the content matter remain. Alternatively, terms of dierent topics
may be compared in order to rank terms based on how distinguishing they
are of each topic, e.g., inspired by TF*IDF penalizing terms that occur
frequently in many topics [32]. In line with Chuang et al. [53], I propose
to use the conditional probability P (kjw), as an interpretable measure of
how distinguishing the term w is of topic k. The probability of k given the
observation of a single term w is derived from k (in terms of P (wjk)) and
P (w) (estimated directly from the corpus) using Bayes' rule [15]:
P (kjw) = P (wjk; k)P (k)
P (w)
; P (k) =
1
jDj
X
d2D
P (kjd; d)
In Section 4.2.1, LDA topic modeling is applied and combined with a in-
teractive network visualization for exploration of text corpora, where P (kjw)
is used to rank and show the most distinguishing topic keyterms. The use
of LDA and the visual representation is described further and evaluated
against texts from a patent database.
Separation into distinct topics may itself provide useful organization and
classication that supports understanding.3 However, since topic inference
is unsupervised, there is no guarantee for the meaningfulness of topics, and
LDA does in fact suer from some recognized issues of interpretability [46].
While the probabilistic foundation oers interpretable weighting of keyterms
and topic assignments, understanding the meaning of and naming a topic
based on a ranking of keyterms may be cognitively demanding, especially
if the keyterms are semantically incoherent. In practice, topics may be
overly broad, narrow or overlapping, which makes it challenging to clearly
distinguish and dene them. The broadness of topics can be adjusted by the
model parameters, primarily the number of topics to infer, and eorts have
also been made to incorporate measures of semantic coherence in modeling
[147, 155].
Nevertheless, the exploration of topics does not necessarily require such
a strict and discrete structure, but instead may also be centered around
keyterms primarily, and the notion of higher-level topics more implicitly.
Assuming lexical units to be a relatively interpretable atomic unit of mean-
ing, direct modeling of word-level semantics is likely to be meaningful as a
more ne-grained approach to modeling semantics and topics. Along these
3Compare with the discussion in Section 2.1.1 on the role of classication in language
as a foundation for cognition, or Lako who states: \There is nothing more basic than
categorization to our thought, perception, action, and speech." [119]
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lines, the next section discusses distributional semantic modeling as an app-
roach to addressing meaning in text, whereas Section 4.2.2 builds upon it to
construct network models that in combination with interactive visualization
provide means for exploratory topic modeling.
3.3.2 Distributional semantics and word embeddings
Distributional semantics is an approach to semantic modeling relying on
the distributional hypothesis that linguistic items of similar meaning tend
to occur in similar contexts [85]. For instance, words whose contexts have
similar distributions of words, i.e., they are used in the same kind of contexts,
are thereby similar in meaning. The idea is well captured by the aphorism:
you shall know a word by the company it keeps [71]. Context is typically
more locally dened than in topic modeling, and may focus on word co-
occurrences within the span of a few words, a sentence or a paragraph.
Early approaches to distributional semantic modeling have been based on
counting of words and comparing their sparse distributions to produce word
embeddings [13]. Word co-occurrence can be analyzed within positionally
dened contexts, or within structural contexts such as along paths of depen-
dency relations [163]. Dierent forms of transformation are typically applied
to the count distributions, including dimensionality reduction methods such
as Singular Value Decomposition (cf. [185, 60]). Instead of counting, neural
networks have more recently been trained to predict between contexts and
target words (e.g., [19]), and in the process learn dense distributed repre-
sentations of words, akin to the dimensionality-reduction-based approaches.
Neural approaches to word vector training have been successful in scaling
to large data sets and producing highly accurate results [142, 13], and are
practical to incorporate into a unied neural learning framework to serve
the purpose of representation learning (see Section 2.2.3).
The applications in Sections 4.2.2 and 4.3 use word embeddings produced
by the skip-gram model [142] (illustrated in Figure 3.3, and part of the
word2vec implementation) that learns to predict contexts from a center word
using a shallow feed-forward architecture with a linear projection layer, with
words presented in a binary format. The model has lower computational
complexity than previous recurrent language models, but also than earlier
shallow feed-forward language models with non-linearity in the hidden layer.
A hierarchical softmax layer and binary Human tree coding of words further
reduces the computational complexity. As a result, the model can be trained
in very practical time on billions of words using regular hardware, while
yielding highly accurate vectors. After training, the weights between the
input and projection layer are extracted as word vectors (compare with the
weight matrix U (1) in Section 2.2.2).
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Figure 3.3: The skip-gram neural network model for learning representations
of words by predicting context words.
Semantic similarity between words is measured as their distance in the
semantic space, e.g., in terms of cosine similarity: sim(t1; t2) = v(t1)  v(t2)
(with unit vectors v for terms t). Mikolov et al. [142, 144] demonstrate
that skip-gram word vectors also can support vector arithmetic to exploit
regularities in the space that approximate semantic and syntactic regularities
well. For instance, they show that the position v(\king")   v(\man") +
v(\woman") in the space is closest to v(\queen"). Likewise, this arithmetic
operation can also resolve analogies such as Athens is to Greece as Baghdad
is to Iraq and code is to coding as dance is to dancing .
Limitations. Word vectors are highly useful as a data-driven means to
compare and organize symbolic input, and, as demonstrated throughout
this thesis, they serve an important role as representations for further mod-
eling. They do, however, come with the assumption that words are a natural
unit of meaning to operate on. The word level generally may constitute a
rather well-balanced compromise in choosing how to dissect a text, as sin-
gle words may represent a rather atomic unit of meaning that is frequent
enough to support aggregation and reliable quantication.4 Nevertheless,
as discussed in Section 2.1.2, meaning is dened both below and above the
level of single words, implying that breaking up text into individual words
inevitably gives rise to issues of interpretability. The aggregation of occur-
rences of linguistic units comes at a loss of their individual contexts. We
gain a generalized representation of the meaning of that unit, at the cost
4It may be relatively practical to aggregate over words in English and other morpholog-
ically simpler languages, whereas morphologically rich languages such as Finnish exhibit
more variability at the word level and may require additional processing. By contrast,
loss of meaning by splitting compound nouns, for instance, may be a greater issue in En-
glish than languages such as Finnish, Swedish or German where they are written as one.
Additional processing may also be introduced to identify and join multi-word expressions.
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of its full interpretability in context. This loss may be detrimental to both
subsequent modeling and nal interpretability of output. The following sec-
tion discusses a workaround that, while sticking with words as the input
symbols, models words as a sequence rather than as a bag of words, i.e.,
according to the prevalent word-order-agnostic approach assumed, among
others, in topic modeling.
Another limitation of word vectors, such as those produced by the skip-
gram model, is that their measure of semantic similarity tends to mix both
syntagmatic and paradigmatic relations among words. Rapp [172] nds
that the two types of relation can be modeled and separated based on co-
occurrence in the rst and second degree respectively. Moreover, Biemann &
Riedl [26] explore graph-based modeling of the two dimensions, which they
show to support knowledge-free lexical expansion paradigmatically, guided
by the (syntagmatic) context of a sentence. The principle of separating the
dimensions could likely be incorporated into dense representations as well, in
order to provide practical features for other neural-network-based learning
tasks.
Finally, distributional semantic representations may also lack exactness
compared to knowledge-based approaches such as WordNet [145], for in-
stance by not distinguishing relations such as synonymy and antonymy.
Word vectors are, however, often tuned through end-to-end learning against
supervised tasks (e.g., sentiment analysis) to make them better represent
aspects relevant for the task.
3.3.3 Sequence embeddings
To the end of tackling the issues of the bag-of-words (or bag-of-vectors) app-
roach raised above, this section extends the distributional semantic model-
ing of the last section from the level of individual words to sequences of
words, allowing for the representation of compositional meaning. This is
approached in two dierent ways. First, as a simple extension to the app-
roach based on feed-forward neural networks, in order to allow it to learn
representations of sequences in an unsupervised fashion. Second, by ap-
plying recurrent neural networks over word embeddings, so that they can
learn internal representations of the sequence in support of supervised task
learning.
The rst approach was introduced by Le & Mikolov [121] as an extension
to the continuous bag-of-words model which is similar to, and was proposed
together with, the skip-gram model [142] (both are part of word2vec). The
paragraph vector model (also referred to as Distributed Memory Model of
Paragraph Vectors (PV-DM) or doc2vec), illustrated in Figure 3.4, is as the
skip-gram model a shallow neural network and it predicts a target word
based on the input of previous word context and a paragraph ID that con-
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Figure 3.4: The paragraph vector model for learning representations of word
sequences.
ditions the task. Paragraph in this context refers to an arbitrary-length
sequence of tokens, and as such the model may produce vectors of sen-
tences or documents in the same way. Paragraph IDs are coded similarly to
words in the vocabulary and presented as persistent input while the model
traverses a paragraph and learns to predict target words. While the word
context informs the prediction in the vein of language modeling, adding the
paragraph ID allows its weights to capture a global context representation
(of the whole paragraph), i.e., capture information necessary for the predic-
tion to dierentiate between the particular paragraph and the language in
general. As such, the paragraph weight vector functions as a memory that
helps inform prediction and thereby capture the semantics of the paragraph.
This training procedure results in a single vector that compactly represents
the meaning of a sequence of words. This sequence embedding is utilized as
a representation for supervised learning as described in Section 3.4.1, and
its application is presented in Section 4.1.2. The paragraph vector model
is attractive due to its simplicity and speed, whereas some other models
have achieved somewhat better results on reference tasks, e.g., by modeling
sentences recursively over parse trees [104, 196].
The second approach mentioned is based on recurrent neural network
modeling that holds an internal representation while traversing a sequence.
This approach is widely used as part of supervised learning tasks, while
some unsupervised approaches also have been explored (e.g., [113]). The
paragraph vector model is practical as a stand-alone tool for producing seq-
uence embeddings, but suers from a drawback in that each sequence has to
be explicitly represented, which creates a memory overhead that can impede
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scaling to very big data sets. The model is also impractical for represent-
ing sequences in an online manner. The latter method described in 3.4.2,
and its application in Section 4.3.2, incorporates recurrent modeling using
Long Short-Term Memory networks (aforementioned in Section 2.2.3) for
supervised task learning in the context of discourse parsing.
3.4 Semantic-predictive modeling
The methods discussed up to this point have all been data driven and highly
knowledge free, i.e., they assume very little or no prior knowledge about the
text material under study, or the analysis task, and as such are well-tting
for open-ended exploration and for becoming acquainted with a new data
set or problem. The freedom entailed, however, can also make interpretation
more dicult. By gradually constraining the analysis and quantifying cer-
tain aspects, the results can become more meaningful in the sense of being
more specic, comparable and structured. Starting from a knowledge-free
modus operandi, the initial analysis can help successively target and narrow
down the process of inquiry. As Tukey expressed in his seminal work on
exploratory data analysis: \It is important to understand what you can do
before you learn to measure how well you seem to have done it." [202]
That said, this section steps into the realm of predictive analysis by inves-
tigating how setting some constraints can further the text analysis mission,
without departing from the exploratory stance altogether. This is done in
line with the knowledge-lean philosophy of minimal requirements on encod-
ing and maximum exibility, for which the introduced semantic modeling
serves the important purpose of representation learning for supervised task
learning. Predictive modeling is pursued in two dierent directions. First,
I pursue the topic of identifying events in chronological text, based on im-
plicit denitions decoupled from linguistic form, for which it is easy to set up
supervision data. This direction of distant (or weak) supervision is applied
to the tracking of nancial risk and retrieval of descriptive text segments,
in Section 4.1.2, based on the method presented in the next section. Sec-
ond, I explore the application of semantic and predictive modeling toward
natural language processing as a means of dissecting and organizing text
in a more rened manner, thereby outlining the reach of unsupervised or
distantly-supervised text analysis and studying how to pursue directly su-
pervised modeling of language in a knowledge-lean and exible way. To
be precise, the natural language processing focus lies on discourse parsing
(Sections 3.4.3 and 4.3), which may provide useful infrastructure for link-
ing sentences and segments of text, e.g., extracted for the description of
events, as a foundation for more structured exploration of corpora and for
text summarization (as explored by, e.g., [95]).
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3.4.1 Event detection and description by distant supervision
This section presents a method for targeting a specic type of real-world
event being mentioned in a chronologically-organized corpus, as a way to
narrow down analysis while assuming minimal prior knowledge about the
nature of the event. An event data set, which species pairs of entities and
timestamps for when an event has occurred, constitutes the only supervision
for this task. As such, the type of event to be modeled is specied implicitly
through the selection of this data set, whereas how these events are expressed
in text is inferred by the model.
In contrast to the tradition of event extraction (cf., e.g., [30, 98]), this
approach does not require any linguistic annotation of event occurrences
in text nor does it rely on other linguistic resources, and therefore it is
fully language independent and also very easy to adapt to new types of
event and types of text. Neither does it extract structured representations
of events, but instead retrieves segments of text that describe the events,
based on distributed representations. In addition to avoiding the need for
annotation, this also circumvents the need to dene event types strictly,
which enables knowledge-lean, exploratory analysis. Compared to the task
of topic detection and tracking [2, 222], which typically is fully unsupervised,
the present method oers specicity toward the chosen type of event, which
supports interpretability of the results.
Labeling text by event data. The event data set is linked to the text
through the names of entities and the time and date of the event occurrences.
Mentions of entities in the text are registered by named entity recognition,
as discussed in Section 3.1.1. Named entity recognition is the only step
that may involve text-specic feature engineering, but the set of entities is
limited by the event data set and variation in entity names and aliases is
itself limited, which poses little issue regarding language portability. The
recognized entities are used to cross-reference the contexts where they occur
(text segment s 2 S) using timestamps ds (inherited from the containing
document) against the timestamps de of the event data set, in order to cast
entity occurrences es;b as presumed event related (1) or unrelated (0) with
an event involving entity b, or alternatively as ambiguous (undened). The
label is dened by an inner (Win) and outer window (Wout) in time (where
Win Wout holds for the intervals), according to:
es;b =
(
1; if ds   de 2Win
0; if ds   de =2Wout
The time windows may be specied either to support forecasting of
events by targeting text that may contain anticipatory signals, or to sup-
port nowcasting by targeting coinciding discourse. The method is evaluated
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by the application in Section 4.1.2, which focuses on the latter case. News
reporting likely contains most relevant information around the time of the
event, making it easier to predict coinciding events and to retrieve infor-
mative descriptions based on this data, whereas other types of text, such
as forward-looking reports and opinionated material, may be better suited
for forecasting (see, e.g., [159]). Thus, in the case of news text, the proce-
dure casts each entity occurrence and its text segment as likely to discuss
the modeled event, not likely, or ambiguous (i.e., as coinciding (1), non-
coinciding (0) or undened), based on the assumption that a recent event
is likely do be prevalent in the discussion mentioning an entity that was
involved. This produces labels es;b for each pair of segment s and entity b
occurring in it, providing the data (s; b; es;b) needed for modeling.
Predicting events with sequence embeddings. The paragraph vector
model introduced in Section 3.3.3 is used in this context to learn represen-
tations of token sequences such as sentences or documents, in order to serve
as features for predictive modeling of events. Feeding a sentence as input,
the semantic-predictive model will provide a probability of the event based
on the statement contained in that sentence.
The model, depicted in Figure 3.5, is a feed-forward neural network con-
sisting of an input layer, an embedding layer, a hidden layer and an output
layer. The input layer encodes sequence IDs s using a one-hot representa-
tion, while the embedding layer holds the corresponding pre-trained vector
representations. These are fed through the hidden layer with a non-linear
activation function to the two-node softmax output layer, in order to predict
the occurrence of an event, as labeled by e 2 f0; 1g. For sequences S and
corresponding event label, the learning objective is to maximize the average
log probability:
1
jSj
X
s2S
log p(esjs)
The network is trained by backpropagating errors [179] from the output
nodes to the weights connecting to the hidden and embedding layer. Train-
ing of the weights between input and embedding layer would not help to
generalize across sequences, due to their unique IDs, therefore, these weights
are kept xed during supervised training. Further implementation details
of the predictive model are discussed in Section 4.1.2.
Aggregated event index. As each mention of an entity provides some
clues toward whether an event is occurring, aggregating these signals can
provide a more robust way of detecting events. To this end, event indices
are dened to aggregate the posterior probabilities of the model for each
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Sequence ID
Hidden layer
Output layer
Input layer
Embedding layer
Figure 3.5: Model for predictive modeling of events from text segments.
Training of the embedding layer is unsupervised.
instance of an entity occurrence during a given period of time. While the
posterior probability M(s) = p(es = 1js) of the neural network model is a
measure of relevance to the event for a particular sentence, the entity-level
aggregated index measures generally how likely the entity is to be involved
in an event at a particular time. The entity-level index I : p  b ! [0; 1] is
dened as the mean posterior probability:
I(p; b) =
1
jSp;bj
X
s2Sp;b
M(s)
for sequences Sp;b that contain a mention of entity b and pertain to period p
(dened, e.g., monthly). The index serves to provide an overview of event-
related discourse over entities and time, while it also provides a basis for
evaluation of the model's predictive performance at a more intuitive level
of aggregation, namely that of the original event data. Evaluation based on
the entity-level index is discussed in conjunction with the application of the
model to bank distress events in Section 4.1.2. The signal is aggregated at
various levels relevant to the application.
Describing events. A main advantage of text over other types of data
for predicting events is the rich descriptive detail it provides. The output
of the predictive model is not only a signal to reect the probability of an
event, but it also reects the informativeness and relevance of the input
text to the event. Thus, by using the posterior probability as a relevance
measure to retrieve text segments (e.g., sentences) as excerpts, the model
can provide informative text descriptions that may oer deeper insight into
the underlying developments relating to the event. The excerpts also pro-
vide transparency and means to validate the predictive model due to the
interpretable nature of the input.
Excerpts can be explored as such, organized in terms of entity and time,
allowing a user in the spirit of visual analytics to navigate the descriptions
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by the quantitative model output. Interesting patterns of the index time
series guide the user toward specic periods and entities, and top-ranking
excerpts can then be selected. In order to provide a bit more context to an
excerpt and support its interpretation, I propose a derived score for ranking,
which can combine posterior probabilities of adjacent segments. The score
for an expanded excerpt centered around sequence Si is formulated as:
xi = max
8><>:
M(Si)
M 0(Si 1; n)
M 0(Si+1; n)
where M 0 represents an alternative mode of operation where new embed-
dings are inferred for previously unseen sequences by the paragraph vector
model.5 As the inference is stochastic, the mean vector over n samples is
used to estimate the embedding. The rest of the model operates normally
to provide the posterior probability. The excerpt expansion may also extend
further, to multiple steps away from Si, if more context is deemed neces-
sary. Visualization of the index and associated descriptions is demonstrated
in Section 4.1.2.
Limitations. Inherent to the visual analytics framework is a choice of how
to balance the workload between user and computational processing, i.e., the
less modeling is performed computationally the more is expected of the user.
Greater freedom to read and understand the segments in context comes with
higher cognitive demands to gain an overview of the whole breadth of the
material, and as a result a user may not be able to eectively take into
account all relevant excerpts even with a well-designed visual interactive
interface, but rather may only be able to scratch the surface of the material.
The question arises whether further modeling of the descriptions could
help alleviate the burden and allow the user to form their understanding
based on a broader coverage of descriptive text segments, i.e., if the text
could be better organized and summarized. The predictive model already
performs one step of extractive summarization by ranking text segments,
and additional unsupervised measures may be considered to reduce redun-
dancy among segments in a summary (e.g., Maximum Marginal Relevance
[42]) and to nd thematically central segments (e.g., TextRank/LexRank
[140, 68]). Alternatively, a topic modeling approach as discussed further
in Section 4.2 may be employed in order to gain an overview and starting
point for exploration. Both approaches can be pursued in an unsupervised,
5Le & Mikolov [121] refer to this as a secondary \inference stage", and the
functionality has been implemented in gensim: https://radimrehurek.com/gensim/
models/doc2vec.html
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knowledge-free fashion, but both risk causing some loss of context and re-
duced interpretability. Breaking up text into terms as in topic modeling
results in a severe loss of context, where linking back to original contexts
to some extent may counter the problem. What the most suitable unit of
analysis may be, is a question that bares revisiting throughout the process
of developing a text analysis tool. Extractive summarization retains context
within the segments, but, without accounting for text cohesion explicitly, it
still risks loosing important information from its extended context.
At this point we may be approaching the limits of how text analysis can
be eectively and meaningfully supported, without explicit modeling of lan-
guage. Encountering this limit and recognizing a need for natural language
processing in order to transgress it, the question, in the context of this the-
sis, becomes how this too might be pursued in a knowledge-lean spirit, i.e.,
requiring as few linguistic resources and maintaining as much exibility as
possible. Although many natural language processing tools already exist,
and in many practical cases may be able to answer the need raised above,
the discussion that follows considers the development of new tools and how
this can be done in accordance with the representation learning paradigm.
3.4.2 Resource-lean discourse parsing
Natural language processing has traditionally relied heavily on linguistic re-
sources for modeling of language phenomena. On the one hand, resources
take the form of annotated text, which encodes linguistic knowledge implic-
itly and serves as data for supervised learning. On the other hand, dictionar-
ies, ontologies and similar resources encode knowledge explicitly and provide
features that capture rich linguistic information. While annotation of text
to mark the occurrences and structure of linguistic phenomena appears vi-
tal, representation learning (as introduced in Section 2.2.3) proclaims that
other resources to support feature engineering may not be necessary to lin-
guistic modeling. On the contrary, learned representations are meant to
be more exible, less labor intensive and provide better coverage as they
are data driven. Striving for minimal use of manually-crafted linguistic re-
sources may be referred to as a resource-lean approach to natural language
processing.6
This section presents two neural network models that provide an idea of
how resource-lean, representation-learning-based natural language process-
ing may be implemented, as they focus on parsing of discourse structure.
Discourse parsing may aid in the above introduced task of describing events.
The extracts representing rather large units of meaning, such as sentences,
6Knowledge-lean natural language processing would be a suitable term, but I choose
to use resource lean in this context, where annotated data is used for supervision and the
focus is on avoiding rich linguistic resources for features.
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can become more informative through additional modeling of their cohesive
relations in the text, i.e., by analyzing how they form part of the discourse
of a news article. Discourse parsing, thus, is a form of natural language
processing that may support text mining by relating and organizing units
of meaning above the syntactic level and across sentences.
The modeling focuses on the more particular case of shallow discourse
parsing, which follows a formalism that denes at discourse structures,
where segments are connected by a typed discourse relation [171]. The
relation type (the sense) between two segments (referred to as arguments)
stand in a discourse relation to each other. Some relations have explicit
connectives (e.g., however, for example, because), while implicit relations
lack them. For example, consider the following two adjacent statements:
\But the market turmoil could be partially benecial for some
small businesses"
\In a sagging market, the Federal Reserve System might ood
the market with funds, and that should bring interest rates
down"7
The relation sense between these discourse arguments is labeled as Contin-
gency.Cause.Reason and, lacking a connective such as since, it is implicit.
By contrast, the initial but is a connective that indicates an explicit relation
between that segment and a preceding one.
The task of discourse parsing has traditionally received less attention
than modeling at lower linguistic levels, and the problem is challenging, as
discussed in Section 2.1.3. In particular, the implicit discourse relations
are dicult to parse. The following discussion provides a brief introduction
to the topic, while Section 4.3 presents the application of the models for
multilingual discourse parsing in the context of the CoNLL 2016 Shared
Task [221].
Until recently, successful machine learning methods for parsing implicit
shallow discourse relations have made extensive use of rich linguistic features
(e.g., [170, 102]). While such eorts explore the use of a range of linguis-
tically motivated features, no particular type of feature seems to stand out
from the rest, nor is it clear that this laborious approach to modeling is
the most eective. In 2015, a few eorts rst explored the use of learned
dense representations for implicit sense classication for shallow discourse
relations [39, 160, 225], and in 2016 several continued on this path (e.g.,
[214, 180, 49, 129, 107], and Paper V). The methods presented below sim-
ilarly explore whether representation learning can replace the use of rich
linguistic features altogether. Two types of neural networks are presented
7The passages stemming from the Wall Street Journal are found in the Penn Discourse
Tree Bank training set as relation #31999 (see Section 4.3).
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in the following for classifying senses of implicit shallow discourse relations.
The models function as key components in a discourse parser, together with
other components for argument detection and recognition of explicit rela-
tions based on present connectives.
Feed-forward network on bags of vectors. The rst model uses a
feed-forward neural network topology, which is easier and faster to train
than, for instance, recurrent networks. The number of hyperparameters
and training time have a notable eect on how throughly the model can
be optimized, which means that a simpler model that is better optimized
may be competitive with more complex models. In a feed-forward network,
the inputs need to be presented in a consistent manner, which in the case
of variable length input (variable number of tokens, or other features), or
input of variable internal structure, requires transformation to a more invari-
ant form. Therefore, aggregation functions are applied to produce suitable
representations of the input sequences. Word order within arguments is dis-
regarded and as such the model assumes a bag-of-words approach, which
in this case, operating on word embeddings of tokens, may also be called a
bag-of-vectors approach. The embeddings are pre-trained by the skip-gram
method introduced in Section 3.2.2.
Traditionally, word pairs retrieved from the respective arguments has
been a popular feature, and Braud & Denis [39] show that their dense rep-
resentation outperforms raw pairs of tokens. The notion of word interactions
being distinctive for the task guides the choice to represent arguments sep-
arately in this model, as it should support the network in modeling the
interactions, based on the latent dimensions in the distributed representa-
tion. In a high-dimensional vector representation important aspects of the
words are here assumed to be retained well enough, even after aggregation.
Following Mitchell & Lapata [151], the aggregation combines the average
and pointwise product of vectors. While vector average is generally con-
sidered a standard way of combining embeddings, multiplication allows the
assumed independent latent dimensions to scale according the mutual rele-
vance among words, which may accentuate some useful information over the
coarser averaging operation. The aggregated argument vector is dened as:
v0(j) =
1
k(j)
k(j)X
i=1
V (j)i +
k(j)Y
i=1
V (j)i
for arguments j 2 f1; 2g, whereQ applies (pointwise product) over vectors
in V (j) for k(j) = jt(j)j number of tokens.
Figure 3.6 illustrates the described procedures for producing argument
representations from tokens. These argument vectors then serve as input
to a feed-forward network with a single hidden layer and a softmax output
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Figure 3.6: Feed-forward neural network and argument representation con-
struction process for the task of implicit discourse parsing.
layer for classifying among sense classes for the discourse relation. The
implementation details are further discussed in Section 4.3.1.
Recurrent network on sequences of vectors. Continuing the focus
on the above task, the model described in the following takes a dierent
stance by considering tokens as a sequence in order to classify the sense.
Word-order-aware recurrent modeling is also linguistically motivated, as it
seeks to account for structural aspects of semantic compositionality and the
sequentiality of language. It may better reect the online fashion language
users operate in, by continuously relating structural units to previous ones,
which van Dijk [205] describes as fundamental to understanding discourse.
The feed-forward architecture is relatively simple and practical to train and
optimize, while disregarding word-order information may restrain learning.
As an alternative approach, an Attention-based Bidirectional Long Short-
Term Memory (Att-BLSTM) network is introduced. It is a neural network
that extends the representation learning capabilities compared to the previ-
ous, and it is applied over a joint sequence of discourse arguments. Argument
spans and potentially other information (such as context tokens and con-
nectives) are marked in the sequence by tags (<arg1>, </arg1>, etc.),
which provides a exible foundation for modeling. This way of modeling
relations in token sequences is inspired by Zhou et al. [227], who use it to
model entity relations. Recurrent modeling of shallow discourse relations
has been explored by [214, 49, 128], although with separate representation
of the two arguments.
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Figure 3.7: Attention-based Bidirectional Long Short-Term Memory (Att-
BLSTM) network for classication of shallow discourse relation senses.
The model, illustrated in Figure 3.7, consists of an input layer encoding
tokens by a one-hot representation, an embedding layer for their distributed
representation, two recurrent layers for sequential modeling of tokens in
dierent directions, an attention layer for aggregation over the sequence,
and an output softmax layer for classication among sense labels. Adjacent
layers are fully connected to each other in a feed-forward fashion. The net-
work is end-to-end learned, meaning that the token embeddings are updated
through backpropagation during training against the sense labels, while they
also benet substantially from being initialized by pre-trained word embed-
dings. The recurrent layers employ Long Short-Term Memory cells (A0 and
A00) in a bidirectional mode of operation (called the Bidirectional LSTM
[77]), traversing the sequence both in the forward and backward direction,
so that both left and right-hand-side contexts can be considered at each
step. The LSTM holds a hidden state at each step, represented by a vec-
tor it serves as part of the input to the next recurrence step and as output
to the next layer. The bidirectional hidden state vectors hi are combined
from the unidirectional LSTM outputs h
0
i and h
00
i by either concatenation or
sum (the operation is here universally denoted by ). Before classication
at the output layer, the hidden state vectors over the sequence need to be
aggregated into a single vector. The simplest solution is to use only the last
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hidden state, which in the bidirectional case equals to h
0
k  h
00
1 . This vector
can potentially hold all relevant information from the traversed sequence for
the classication task, but other aggregation techniques may often provide
better support for the classication, such as max or mean pooling of vectors,
or by the use of attention mechanisms [10].
Attention mechanism. Attention, in this context, is a mechanism for
dynamically assigning importance to certain parts of the input, by means of
a weighted average of the hidden state vectors, as formalized by Hermann et
al. [89]. The attention layer calculates a weight vector  (of length k) based
on a trainable vector w (equal length to h) and the hidden state vectors H
(consisting of hi = h
0
i  h
00
i ), as:
 = softmax(wT tanh(H))
tanh denotes the hyperbolic tangent function, a common activation function.
The attention layer uses the dynamic weighting  to produce the aggregated
vector:
r = HT
The benet of using attention, apart from potentially improved predic-
tive performance, is that the weighting provides means for interpreting how
the model arrives at its classication decision. Neural networks, and deep
networks in particular, are known to be opaque black box models. The lack
of transparency may discourage their use in many data analysis settings
despite their strong predictive performance. As mentioned above, the task
of implicit shallow discourse parsing suers from rather limited understand-
ing of what the distinctive features in a pair of arguments are. Thus, an
interpretable model for discourse relation recognition stands to benet the
linguistic understanding of the problem in general, as well as text mining
tasks that focus on the text in particular.
In Section 4.3.2, this attention-based recurrent model is applied to rec-
ognize discourse relations in Chinese and the  weighting is used to visualize
the inuence of parts of the input sequence. This demonstrates how machine
learning can serve as an integral part of the visual analytics framework, not
only through the visualization of model output in the classical sense, but it
shows that visualization can serve also a purpose of opening up and making
the inner workings of advanced models tangible.
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Chapter 4
Applications
\All models are wrong but some are useful"
{ G. E. P. Box (1919-2013) [37]
In this chapter, the introduced methods are applied to solve concrete prob-
lems. The rst section explores their application in the domain of systemic
nancial risk, in order to model discussion related to banks. Section 4.2
assumes a more general approach to model and visualize themes in text cor-
pora in a fully knowledge-free manner, which is evaluated on patent texts.
Finally, the chapter discusses the application of the introduced models for
recognition of discourse relations to English and Chinese text.
While the applications share many methodological aspects, the disposi-
tion here has a clear mapping to the papers: Section 4.1 reects the work
of Papers I-II, Section 4.2 of Papers III-IV and Section 4.3 of Papers V-VI.
The discussion below reviews the general problem, data and results of each
of the applications.
4.1 Systemic risk analytics on text
Problem. Computational methods for measuring systemic nancial risk
has gained substantial interest following the global nancial crisis (cf., e.g.,
[28]), which started to unfold in 2007-2008 in the banking sector and has had
persistent eects on the real economy, society and democracy [73, 118, 116,
168]. The massive negative impact has spurred interest to develop means
to better understand the nancial system, in order to prevent similar de-
structive events from reoccurring. Meanwhile, the dissemination of more
advanced machine learning practice into the eld of economics and the po-
tential of big data provide fertile ground for the development of new tools
to this end.
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At heart of the crisis were major events of bank distress that had systemic
eects, i.e., failures created shocks that spread internationally throughout
the banking system, and aected the global nancial system as a whole [118].
The analytics approach to safeguarding nancial stability has involved a
particular focus on constructing network models that quantify interdepen-
dencies among banks in order to understand the system. These networks are
based on numerical data on lending and payment ows between banks, as
well as indirect linkages based on co-movements in market data [44]. Build-
up of risks in banks has also been modeled based on accounting data (see,
e.g, [55, 134]).
Systemic risk analytics suers from a general data problem, in that access
to data that directly captures imbalances and interconnections is highly
restricted, in many cases even for regulatory bodies (cf. Paper II). Moreover,
low reporting frequencies and long publication lags are commonplace, for
instance, for accounting and macroeconomic data. Market data oers a
timely and widely available source of information on stress, volatility and
co-movements [83, 146, 48], but does not carry descriptive information. In
this context, text data constitutes a complement that is semantically rich
and able to directly describe signals and structure extracted through its
modeling, while also being timely and abundantly available. In the spirit of
data mining (see Section 1.1.2), and in times of big data and data science
[61], there is new interest within systemic risk analytics for taking new types
of data, repurposing and utilizing them in novel ways [100].
The present focus on utilizing the unstructured information in text for
modeling and understanding bank interconnections and distress represents
pioneering work in this direction. Some previous work has utilized text for
the identication of risks, e.g., in the nancial domain (cf., [41, 35, 192,
209, 99]) and for crisis monitoring regarding violent and disaster events
(cf. [197]). Nyman et al. [159] show that shifts in analysts' sentiment were
detectable ahead of the nancial crisis, as a noteworthy example of sentiment
analysis targeting systemic risk.
Data. In this work, both the construction of bank network models and
modeling of distress events rely primarily on news text. The data is obtained
from Reuters online archives and spans the period from 2007Q1 to 2014Q3.
The data set contains 6.6M articles in total.1 An early version of the work
on bank networks,2 applied similar modeling on discussion in Finnish from
an online discussion forum, which demonstrates that it is readily applicable
to new languages and types of text.
1The experiments in Paper I use a 45% random subsample available at the time.
2See list of other co-authored publications, paper nr. 4.
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Specifying the recognition of named entities is the only conguration step
required, which may involve both specifying entities and language patterns
for all naming variants. In the reported experiments, named entity recogni-
tion was performed by manually developed regular expression patterns that
cover the set of banks, with common aliases, spelling variations, abbrevia-
tions, etc. There are 27 European banks under study in Paper I, many of
which are considered systemically important, and in Paper II a longer tail
of banks that have suered distress was included to reach a total of 101.
Results from network analysis are also compared against accounting data
of the banks (see evaluation in Paper I). The modeling of bank distress
is based on an event data set consisting of bank names and dates when
they have been declared distressed (243 instances). The data originates
from the European Commission3 through the European Central Bank [22],
and denes the events to include government interventions, state aid, direct
failures and distressed mergers.
4.1.1 Bank networks from text
Paper I studies bank interconnectedness based on news reporting. The
method for constructing co-occurrence networks, described in Section 3.2.1,
is used to produce quarterly aggregated networks among 27 major Euro-
pean banks. Methods for quantitative network analysis (Section 3.2.2) and
interactive visualization (Section 3.2.3) are used to study the characteristics
of the network, and its dynamics over time.
Results. Figure 4.1 shows a snapshot of the interactive visualization at
2008Q4, illustrating the connectivity in reporting among banks in the months
immediately after the market crash in September 2008. The period saw a
general increase in reporting about banks and a strengthening of the links in
the co-occurrence network. The network is densely connected, with a very
strongly connected core of major banks, the majority of which are classied
as Globally Systemically Important Banks (orange nodes). The notion of
node centrality is quantied in terms of information centrality, visualized
both as node size and in more detail in Figure 4.2. Centralities peak espe-
cially in late 2008 and early 2009, following the crash, as well as in early
2012, which coincides with concerns over the spreading Eurozone debt crisis.
The information centrality of banks corresponds well to their positions
in the network visualization, as optimized by the force-directed layout algo-
rithm, and generally reects the systemic importance of the banks. Further
evaluation presented in the paper shows that the centrality measure is highly
correlated with bank size. It does not measure vulnerability directly, but
3See http://ec.europa.eu/competition/state aid/overview/index en.html
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Figure 4.1: Visualization of the co-occurrence network for major European
banks in the aftermath of the nancial crash (2008Q4). Node size indi-
cates information centrality of banks, and link opaqueness and width co-
occurrence frequency. Nodes classied as Globally Systemically Important
Banks in the data are colored orange.
rather provides a broader measure of interconnectedness that, due to the
descriptive detail of text, can be further narrowed down through semantic
modeling.
The time series in Figure 4.2 show the centralities of banks over time
with dierent levels of smoothing. With light smoothing, interesting global
patterns are accentuated, such as the peak starting in late 2008. With-
out smoothing, changes in connected component size has a strong inuence
on the centrality measurement of core nodes. Stronger smoothing reduces
global uctuations and highlights dynamics in relative node centrality, thus
supporting comparison among banks.
This work represents one of a few pioneering eort of text mining within
systemic risk analytics, and, to my knowledge, it is the rst to utilize text
for this problem. It has been cited in the Bank of England handbook Text
mining for central banks [23], where they state that text mining has been
infrequently used in economics and particularly within central banks, while
it would be a \useful addition to central bank's analytical arsenal".
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Figure 4.2: Information centrality of European banks in news reporting over
time, with dierent levels of smoothing. Selected banks are highlighted.
4.1.2 Detecting and describing bank distress by news
The co-occurrence network approach is simple, exible and knowledge lean,
as only the recognition of bank names requires background knowledge. At
the same time, the generality limits its interpretation, and narrowing down
the analysis is motivated from a domain perspective, in order to produce
more concrete and meaningful results. The work presented in Paper II
moves from the general overview of the bank landscape to a direct focus on
bank distress, by applying the method for modeling of events described in
Section 3.4.1.
Results. The method takes a knowledge-lean approach to event modeling
that is suitable for exploring this niche application. The news articles are
processed sentence by sentence, namely by scanning for bank mentions and
by learning representations for each sentence. 716k sentences are registered
as mentioning any of the target banks, and after cross-referencing with the
event data set 386k sentences are labeled as coinciding/non-coinciding with
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a distress event of the bank. The rest are either ambiguous or occur outside
of the event data set that spans the period 2007Q3-2012Q2, and are not
used for training or evaluation, only in deployment.
The neural network model is optimized to an embedding size of 600 and
a hidden layer size of 50. An optimized threshold on the index I(p; b) is
used to classify between distress and tranquil states for bank b in period
p (aggregating over posterior probability for an event p(e = 1js)). The
model is evaluated based on a skewed preference for false positives over
false negatives, to reect the intended use of the model in a supervisory
setting where missing a crisis event is very costly, whereas a sensitive model
is able to alert on potential dangers and initiate further investigation. The
evaluation metric, called relative Usefulness Ur, incorporates this preference
(set at 9:1). Unlike the in text mining popular F-score, it also measures the
gain over majority class (tranquil) prediction that due to a highly skewed
class distribution would achieve 91% accuracy on the data. The task is
challenging as a model has to surpass the 91% accuracy threshold in order
to perform better than an uninformed decision, i.e., in order to measure
positive Usefulness.
The evaluation, described in detail in Paper II, shows that the model
is able to eectively classify bank distress events from news, reaching Ur of
32.6% with random sampling and 12.3% using a more conservative leave-N-
banks-out sampling scheme (a perfect model has Ur = 100%). The mean
posterior probability I that aggregates over multiple sentences per month
and bank demonstrates more stable results compared to the raw sentence-
level predictions. Although the experiment is not strictly comparable to
related work due to dierences in settings, for instance, Betz et al. [22]
survey methods on conventional data that achieve Ur of 19-42%, which may
serve as a reference. To conclude, the news-based model achieves decent
predictive performance but does not surpass conventional models. This in-
dicates that there is value in using text-based information sources for the
traditional detection task, while it is likely that it best serves as a comple-
mentary input together with numerical indicators. The evaluation validates
the quality of the predictive model, which, in the present context, has the
important function of providing an assurance about the quality of the text
descriptions the model provides.
Applied to the whole range of news articles, the model outputs 716k
posterior probabilities distributed over 93 months. The aggregated index I
reduces the data, and Figure 4.3 visualizes the distribution in the monthly
cross sections. The blue line represents the mean distress probability in
Europe and the gray lines show every 2.5th percentile to give a clearer im-
pression of how the stress levels evolve. The percentiles provide a more
structured view and highlight interesting patterns, e.g., following the crash
in September 2008 a majority of the banks in the cross sections peak in
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Figure 4.3: Levels of distress-related reporting in the news over time. The
mean probability over all banks is shown in blue and the distribution is
plotted as percentiles (at every 2.5%) in gray. Dotted lines show model
output when deployed beyond the time span of the original event data set.
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distress-related reporting, and later, as the mean stress decreases, strong
eruptions among a few banks continue to occur. This reects a general con-
cern about bank distress in winter 2008/2009, whereas single countries and
banks experienced concrete problems for a long time to come.
This form of overview provides means for exploring and focusing on
specic parts of the data, in order to better understand the developments
and the phenomenon. Figure 4.4 shows a similar type of view, visualizing
country-specic mean stress levels for pinpointing interesting patterns and
retrieving descriptive excerpts from the underlying news reporting. The
gure includes the examples of Belgium and Ireland, with key points marked
and interesting excerpts included. The excerpts are selected from the 10
highest-ranked excerpts for each period and country. Qualitative analysis,
discussed in more depth in Paper II, shows that the model is able to nd
highly relevant excerpts that can be browsed to study the developments of
European bank distress.
The present work presents the excerpts as independent descriptions, con-
sisting of a sentence mentioning the bank and a context sentence on each
side to support interpretation. The model could support an interactive sys-
tem for exploration similar to Figure 4.4, where the user is allowed a lot of
freedom to explore points on the curves and associated rankings of excerpts.
Such an approach, however, would place much responsibility on the user
to relate the excerpts and deal with redundancies. Thus, it is motivated
to not only focus on the interactive interface going forward, but also on
language processing methods for structuring and summarizing the excerpts.
The next section takes a closer look at visual interactive design for explo-
ration of semantic similarity structures in text, which could be recombined
for this application. Likewise, the discourse parsing discussed at the end
of the chapter is a concrete form of natural language processing that could
introduce structure among extracted sentences, based on their place in the
discourse of an article, rather than only based on semantic similarity among
sentences.
The predictive model could also readily be used in co-occurrence analysis
to produce more strictly dened relations that reect when banks are men-
tioned together in a distress context. Networks built from such relations
would be easier to interpret, and would possibly better reect systemic vul-
nerability of banks. Parallel to the more exploratory approach to studying
text descriptions, this would represent a direction closer to traditional forms
of systemic risk analytics based on conventional types of data.
This work has been featured as an example on how text analysis can
serve as a novel approach in the supervision of nancial risks by the Swedish
Riksbank in their commentary on future information supplies for central
banks in the light of big data [100]. The model's ability to describe the events
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Ireland
Belgium
Saturday, 27 September 2008 (relevance 0.921, rank 2): 
"Fortis investors face a weekend of uncertainty after the banking and insurance group went 
out of its way on Friday to reassure them that it was solvent and in no danger of collapse 
following market talk the company could become another casualty of the credit crisis."
Saturday, 27 September 2008 (relevance 0.917, rank 3): 
"As of Saturday, ﬁnancial authorities were contacting other institutions, a source familiar with 
the situation told Reuters, although no particular solution was preferred and nothing concrete 
was likely to emerge before Sunday."
Sunday, 28 September 2008 (relevance 0.758, rank 6): 
"BRUSSELS (Reuters) - Belgium's national pride and thousands of jobs are at stake as the 
Belgian and Dutch governments, central banks and regulators seek to secure the future of 
ﬁnancial services group Fortis."
Monday, 29 September 2008 (relevance 0.889, rank 5): 
"Belgian, Dutch and Luxembourg governments rescued Fortis over the weekend to prevent a 
domino-like spread of failure by buying its shares for 11.2 billion euros."
Thursday, 13 November 2008 (relevance 0.55, rank 9): 
"DUBLIN (Reuters) - Bank of Ireland (BKIR.I) on Thursday posted a 34 percent fall 
in ﬁrst-half earnings, predicted it should be near to breakeven in the second half 
and cancelled its cash dividend to shore up its capital position."
Friday, 21 November 2008 (relevance 0.677, rank 5): 
"Exposure to a falling property market has hit investor sentiment 
and shares in the four listed banks have fallen over 90 percent 
from highs set last year. Bank of Ireland said it had received 
unsolicited approaches from a number of unnamed parties 
seeking to invest in the group, 
Ireland's second-largest bank 
by market capitalisation."
Monday, 22 March 2010 (relevance 0.860 rank 4):
"Dublin has already pumped a total of 11 billion euros 
($15 billion) into Allied Irish Banks (ALBK.I), Bank of Ireland 
(BKIR.I) and nationalised Anglo Irish Bank, all of which will 
need further capital as they transfer loans to the National 
Asset Management Agency (NAMA)."
Wednesday, 9 September 2009 (relevance 0.795 rank 10):
"DUBLIN, Sept 9 (Reuters) - Bank of Ireland (BKIR.I) and Allied Irish Banks PLC (ALBK.I) will still have to shoulder much of the risk arising 
from their commercial property loans, despite the creation of a ``bad bank,'' Ireland's junior coalition party said on Wednesday."
Wednesday, 16 September 2009 (relevance 0.850, rank 5): 
"Allied Irish Banks (AIB) (ALBK.I), Ireland's second biggest bank which is putting 24 billion euros of assets into the ``bad bank,'' said it 
had options to boost capital, including by raising equity, getting an outside investor or selling assets."
Figure 4.4: Mean distress over time in Belgian and Irish banks with extracted
descriptions at key points of the curve. Vertical lines indicate when recorded
distress event occurred.
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that are being detected, as highlighted by Bloomberg,4 has also received
more wide-spread attention.5 Moreover, interested in the knowledge-lean
approach to modeling of events, the work has been replicated by Thomson
Reuters.
4.2 Visual topic exploration
Problem. This section explores an application that is not tied to a par-
ticular domain, but rather oers means for fully knowledge-free analysis of
the contents of a body of text. This assumes a topic modeling approach
to dissecting the thematic composition of the material, using both Latent
Dirichlet Allocation topic models (LDA; Section 3.3.1) and word-embedding-
based modeling (Section 3.3.2). While methods for topic modeling, including
LDA, are readily available, they produce rich information but are not neces-
sarily easy to interpret as such (see discussion in Section 3.3.1). Thoughtful
presentation can help, and in particular visual interactive presentation may
support exploration and understanding of the structures that these mod-
els uncover. While topic modeling is used abundantly as a component in
various applications, some previous works focus on visualizing topic models
specically, e.g., by structured presentation of text with little other vis-
ual encoding of information [75, 45], and some relying more extensively on
graphical representation of the relationships of the model [53, 80]. For a
recent and thorough comparative study of dierent topic visualization tech-
niques, including word lists, tag clouds and network visualizations, confer
Smith et al. [188]. They observe that network visualization may help users
summarize topics in more abstract and descriptive terms.
Two forms of visual topic exploration are presented in this section, both
utilizing network visualization as a means to communicate inherent graph
structures. In contrast to the co-occurrence network based on syntagmatic
relations, these networks extend the notion of co-occurrence and are able
to reect semantic/thematic word associations as well. In the case of LDA,
the probability distributions dene links that can be visually represented,
and in the case of word embeddings, semantic similarity measurement can
generate useful links. Interactive force-directed layouting is used in both
cases to give a natural impression of the global topology of the thematic
structure and of local relationships, as well as to support interpretation by
letting the user browse and highlight details on demand.
4See https://www.bloomberg.com/view/articles/2016-04-18/the-nancial-threats-
that-machines-can-see
5For instance, regarding the importance of the interpretability it provides, see https://
www.centralbanking.com/technology/3270121/teaching-machines-to-do-monetary-policy
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Data. As a sample case, a corpus consisting of 3954 patent application
abstracts led between 2001 and 2011 is analyzed. The data stems from
the U.S. Patent and Trademark Oce (USPTO)6 and consists of nan-
cial/business method patents, led under patent subclass 705/35 (relating
to banking, investment, credit, etc.).
Applications and grants for this type of patent has soared in the U.S.
and caused a patent ood [139] following a decline of the business method
exception to patentability promoted by certain court rulings, as well as
a lack of an appropriate classication standard. The increased issuance
of low-quality patents, which are dened in vague, or overly broad terms
or overlap other patents, complicates the review process and the search of
prior art [84]. This has stimulated research into patent information retrieval
and patent mining [130, 226], where visualization nevertheless has played a
rather minor role so far. Although not customized toward this problem in
particular, the topic modeling and visual exploration discussed here use this
case to demonstrate their function and it also serves as a basic example of
how the patent search problem may be addressed.
4.2.1 Topic model visualization using graphs
The application using LDA topic modeling, presented in Paper III, is sum-
marized in the following. This visualization method interprets the topic
model as a graph structure and visualizes it as a network of keyterms and
topics. The topic-term probabilities k provide the basis for linking terms
and topics, and the topic-specic distinctiveness of a term P (kjw), also intro-
duced in Section 3.3.1, provides the link weighting. The most distinguishing
terms per topic (with highest P (kjw) per k) are included in the network,
where each topic and each unique term is represented as a node. Terms are
associated to each other by second-degree connections over the latent topics.
Results. Some keyterms are shared among topics, and they connect and
relate topics in an interpretable way. The force-directed layouting places
a shared term between its topics, and the relationships are plotted explic-
itly by lines. These indirect topic-topic links result in a spatialization that
communicates a topic similarity structure and gives an impression of the
global thematic composition of the corpus, as is illustrated in Figure 4.5.
The prevalence of a topic, as measured by its average probability over doc-
uments, is represented by node size. This helps to communicate the topic
composition more truthfully.
Figure 4.6 shows a focused view on a single topic, where the link weights
are encoded by link opaqueness and the distinctiveness of all terms toward
6The publicly sourced data set has been prepared by Fredrik Lucander.
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Figure 4.5: Overview (cropped) of LDA topics in nancial patent abstracts,
illustrating links between topics (circles) and most distinctive keyterms, as
well as relatedness between topics in terms of shared keyterms. Interactive
demo and source code available at: http://samuel.ronnqvist./topicGraph/
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Figure 4.6: Focused view on single topic, representing keyterm distinctive-
ness by font size for pop-out eects.
that topic are encoded also by font size. Exploiting this sensory representa-
tion, in the more distinguishable visual channel of size variation, creates an
easy-to-read tag cloud. This view also dims the rest of the network to shift
attention onto the topic and keyterm nodes, while the rest remain visible as
context. Likewise, the interface can focus on a single term by hovering and
highlighting its associated topics, in order to support visual search.
The network supports zooming and panning for navigation, as well as
dragging of the nodes to explore dierent arrangements and to resolve pos-
sible overlaps. The network as a whole provides a scaold for information
retrieval, where the selection of single or combinations of terms and/or top-
ics can query the underlying documents. The topic-document probability d
and term-frequency per document may link terms and topics to documents,
and support their ranking and retrieval.
The gures visualize a topic model with 10 topics extracted from the
patent corpus. Figure 4.5 shows that topic T1 is the most frequent and that
it is thematically central to the corpus. A few other topics are similar in
size and centrality, while others are somewhat smaller and more peripheral,
some even outside the gure crop. In the focused view in Figure 4.6, T3
can be interpreted as a topic about loans, while topic T2 seems to represent
payment systems patents and T6 patents on authentication systems. Topic
T1 appears similar to T3, both discussing credit, where closer inspection can
dierentiate them further as relating to technological aspects of credit risk
management and mortgage services respectively. Finally, shared terms, such
as mobile between T3 and T6, can highlight the commonality of the linked
topics, while the contexts of the respective topics also help to disambiguate
the shared term.
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The topics T3 and T1 may be compared against the USPTO classica-
tion scheme, which denes a subcategory 705/38 (\credit (risk) processing
or loan processing (e.g., mortgage)") under subclass 705/35. This hints at
the potential value of topic modeling or other knowledge-free approaches as
support for more granular and data-driven patent search.
The visualization provides an overview of the topical structure of the
patent corpus, and some means to interpret, name and relate topics. A
graph-based visualization of topic models may bring forward structures that
are otherwise dicult to observe, but a fundamental challenge remains in
interpretation of the individual topics. Taken out of their sentence contexts,
the keyterms are only interpretable with the support of other extracted
keyterms. Reading these topics can be rather demanding and confusing,
with possible problems of overly broad, narrow, overlapping or incoherent
topics that to some extent can be countered by parameter conguration.
Nevertheless, these issues add to the challenge of inferring higher-level mean-
ing to the collection of keyterms. The following section explores whether de-
parting from the notion of distinct topics, and modeling word-level semantics
directly can oer a more intuitive way of exploring themes in text.
4.2.2 Topic modeling with word vectors
LDA topic modeling and word embeddings are similar in the sense that they
both infer distributed latent distributions of terms, and while the use of LDA
tends to focus on understanding topics and organizing documents, word
embeddings focus specically on the relations among words. In the topic
modeling context, words are the most directly interpretable and quantiable
units of meaning that we can extract, which prompts the question if not
exploration of topics may be more naturally organized around words in
presentation, while the latent representations are kept in the background.
This section introduces the work of Paper IV on this topic.
Word vectors, as introduced in Section 3.3.2, are based on co-occurrences
between a word and its observed context words, and this information is rep-
resented in dimension-reduced form in a dense vector. These latent repre-
sentations are likely dicult to interpret as such, and need not be shown.
Instead, words are directly compared based on the similarity of their rep-
resentations. In this case, cosine similarity is measured between skip-gram
vectors, in order to construct a network of terms (the algorithm is listed
in Paper IV). In order to study the most prevalent topics of a corpus and
reduce the complexity of the network visualization, only the most frequent
terms (e.g., top-1000) are compared.
Results. For the purpose of modeling topics, the skip-gram method is
applied to considerably smaller data sets, than the billions of words that are
76
selection
money
automateddisplayed
trade
determine
stored
virtual
entity
portfolio
settlement
electronically
issuer
content
buyers
group
parameters
application
personal
point
terminal
platform
offers
device
locationcommunication
derivative
auction
merchant
customers
return
risk
means
rules
options
provider
account
period
predetermined
borrower
performance
buyer
provided
execution
investor
bank
generated
regarding
identifying
level
list
identified
server
communications
underlying
index
payments
real estate
security
identifier
set
financial
methods
configured
related
comprising
calculated
rate
computer
trading
pricing
specified
relates
balance
matching
securities
network
apparatus
item
managing
user
selected
seller
current
participants
future
various
market
provides
internet
stepsreceiving
conditions
method
terms
creating
business
exchange
processing
providing
desired
online
interface
relating
debt
between
card
mortgage
received
goods
central
receive
items
trader
trades
allows
according
contract
investment credit
amount
products
receives
real
processor
automatically
software
identification
storing
instruments
loan
number
date
plurality
accounts
another
parties
comprises
equity
message
total
electronic
unit
second
code
use
management
described
service
instrument
transfer
determined
system
response
process program
asset
interest
criteria
disclosed
function
via
generating
buy
corresponding
option
offer
funds
memory
delivery
fund
module
bidding
prices
remote
institution
present
customer
financing
input
accordance
whether
facilitating
bids
cash
value
record
cost
values
client
determining
distribution
property
display
engine
generate
associated
investors
providers
defined
certain
access
sales
systems
currency
single
orders
sell
information
different
embodiment
pay
storage
embodiments
same
contracts
potential
income
party
bid
stock
product
multiple
users
calculating
transactions
price
respective
includes
allocation
debit
services
participant
score
data
payment
purchase
transaction
assets
commodity
database
mobile
invention
request
sale
analysis
having
provide
deposit
allow
time
model
first
consumer
order
quantity
Figure 4.7: Overview of topics in nancial patent abstracts, visualized
through semantically-organized keyterms. Interactive demo and source code
available at: http://samuel.ronnqvist./topicMap/
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Figure 4.8: Detail of the word-vector-based topic visualization for nancial
patent abstracts.
77
often used to produce high-precision embeddings [142], but it is nevertheless
able to identify semantic relationships that are useful. The vectors associate
paradigmatically related terms based on their similar contexts, and terms
that frequently occur in a syntagmatic relationship also tend to register
similar contexts and become related. The paradigmatic relations provide
a semantically coherent organization of the network, while the syntagmatic
relations can serve as disambiguating context to neighboring words.
The network is constructed with a lower bound on the term similarity
scores, and an upper bound on number of links per term node, in order
to produce a sparser network that can be visualized well. Force-directed
layouting is then used to provide an intuitive map of the frequent terms
in the corpus, which is semantically organized to support browsing. Term
frequency is encoded by font size as in a tag cloud, whereas the semantic spa-
tialization and explicit linking (with similarity-encoding opaqueness) create
a coherent view. The interface oers similar interaction as discussed in the
last section, e.g., for highlighting of a term's immediate neighborhood, and
it supports linking of information to this overview. Topics emerge in the
network visualization without explicit borders, as more densely connected
regions of related words, as well as gradients across the map of gradually
shifting meaning.
Figure 4.7 shows the visualization for the patent corpus, where a main
dense region is centered around the very frequent and general terms system
and method.7 More narrow topics can also be observed, such as the nearby
dense cluster of the terms computer, server, network, communication, de-
vice, mobile, etc. From there, a gradual thematic shift can be observed
toward database, data, information, transaction, payment, etc. Figure 4.8
shows a close-up view of another cluster with terms such as price, market,
trading and order, which lets one identify trading-related patents as a partic-
ular topic. The semantic organization makes the visual search intuitive, and
along with the absence of explicit separations it may alleviate the problem
of incoherence.
While LDA serves both exploration and representation learning pur-
poses, this approach targets exploratory analysis specically. Within the
framework discussed in Section 3.1, it provides an example of the combina-
tion of machine learning and human intelligence, where the computational
part can scale well to large corpora and provide meaningful organization
for the user, who makes sense of the content through integration with their
knowledge about the world and the task. This achieves knowledge-free text
analysis, as knowledge does not need to be externalized and encoded, but
continuously integrated during the exploration process.
7These terms were not visible in the LDA-based network, as they are not distinctive of
any topic. The raw topic-term probabilities rank these terms at the top for every topic.
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The topic modeling approach to text analysis is very exible and can
serve as a useful tool for exploring corpora, at least at a general level. Yet,
as discussed at the end of Section 3.3.2, breaking down text into words or
compound words enables their quantication, while it also takes them out
of context and makes interpretation more dicult and unreliable. The open
question is how to support and pursue knowledge-free text analysis, which
can quantify aspects of the text, and thus utilize computational modeling,
while also providing more context for interpretation. The solution may need
to utilize both machine learning in novel ways and clever interface design.
4.3 Multilingual shallow discourse parsing
Problem. The task of shallow discourse parsing, introduced in Section
3.4.2, is here studied in a multilingual setting. The CoNLL 2016 Shared
Task challenge [221] focused on shallow discourse parsing of both English
and Chinese, as an extension to the English-only task of the previous year.
Hence, abandoning a rich-feature-based approach in favor for representa-
tion learning allows systems to be developed that can easily be adapted to
new languages, by retraining rather than reengineering of the system or the
features.
The shared task involved the recognition of discourse argument spans
and connectives, as well as classication of the relation between two argu-
ments. While Paper V describes the Frankfurt Shallow Discourse Parser,8
an extended discourse parsing system that handles other subtasks as well,
this section focuses particularly on the module for implicit cases and the
classication of relation sense. This is the most challenging problem,9 and,
as a frequent phenomenon, it is important to solve in order to enable reliable
parsing of discourse structure in text.
Data. Annotated data is nevertheless needed for the task, and suitable
corpora are available for English and Chinese. The shared task uses the
Penn Discourse Treebank 2.0 (PDTB)10 [171] for English and the Chinese
Discourse TreeBank 0.5 (CDTB)11 [228] for Chinese, which follow compati-
ble annotation schemes. Both corpora are based on newswire text.
The PDTB corpus contains 34k relations for training and validation of
which 53% are implicit, whereas CDTB contains 11k of which as many as
76% are implicit. This indicates that coherence relations are considerably
8Source code available at https://github.com/acoli-repo/shallow-discourse-parser
9The best performing systems in the shared task tested 90.22% accuracy on sense
classication for English explicit cases, compared to 40.95% for the implicit. For Chinese,
the best test accuracies were 96.84% (the system presented in Paper V) vs. 72.42%.
10Available at https://catalog.ldc.upenn.edu/LDC2008T05
11Available at https://catalog.ldc.upenn.edu/LDC2014T21
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Senses for English Freq. (%) Senses for Chinese Freq. (%)
Comparison 0.84 Causation 2.33
Comparison.Concession 1.12 Conditional 0.33
Comparison.Contrast 9.34 Conjunction 66.29
Contingency 0.01 Contrast 0.83
Contingency.Cause* 19.86 EntRel 14.07
Contingency.Condition 0.01 Expansion 15.2
EntRel 23.91 Progression 0.09
Expansion 0.42 Purpose 0.72
Expansion.Alternative* 0.88 Temporal 0.14
Expansion.Conjunction 18.67
Expansion.Exception 0.01
Expansion.Instantiation 6.55
Expansion.Restatement 14.38
Temporal 0.01
Temporal.Asynchronous* 3.14
Temporal.Synchrony 0.88
Table 4.1: Class distributions for the English and Chinese training sets,
implicit relations only (including EntRel). The ve third-level classes are
joined with their parent classes (*) for compact view.
more often expressed only implicitly in Chinese. The prevalence shows that
being able to handle implicit relations is particularly important, and it moti-
vates the focus on recognizing implicit relations and the inclusion of Chinese
in the applications described below. Implicit relations in this context en-
compasses also entity relations (EntRel), as they lack a connective, while the
explicit set includes alternate lexicalization relations (AltLex ) accordingly.
Considering only the implicit cases, the English data contains 20 senses
(dened in up to three levels, e.g., Contingency, Contingency.Cause, Con-
tingency.Cause.Reason), of which 9 occur more frequently that 1% in the
training set. EntRel is the majority class with a frequency of 23.91%. The
Chinese training set contains 9 senses, of which 4 are more frequent than
1%. The Conjunction majority class at 66.29% sets the initial baseline for
the prediction task considerably higher than for English, which makes the
task especially challenging. Table 4.1 summarizes the class distributions of
the data used for training, in order to illustrate the modeling problem.
4.3.1 Feed-forward network on English and Chinese
This section presents the application of the rst model described in Section
3.4.2 and Paper V, namely the feed-forward neural network on bags of vec-
tors. The parser containing this model participated in the main task of the
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challenge that included recognition of arguments and connectives, as well as
in a supplementary evaluation that only tested the accuracy of sense classi-
cation. The following discussion focuses on the latter form of evaluation for
the implicit (non-explicit) cases, as this measures the quality of the output
produced by the feed-forward model itself, avoiding error propagation in the
parser pipeline.
Results. The model is applied using pre-trained embeddings provided
within the scope of the challenge,12 namely GoogleNews word vectors for
English and comparable vectors for Chinese trained by skip-gram on the
Gigaword corpus. The vectors have a dimensionality of 300 in both sets.
In order to improve performance of the model, the vectors are tuned in an
unsupervised manner toward the news text from which the annotated dis-
course relations are extracted. This is performed by updating the vectors
through skip-gram training in multiple iterations, with a low initial and de-
creasing learning rate. The procedure adapts the pre-trained vectors to the
data set of the task and infers representations for missing tokens, such as
punctuation marks, which may be especially important in discourse parsing,
and was observed to improve accuracy by 3-4% absolute on the development
set.
In addition to the embedding information, the model also makes limited
use of syntactic dependency information by means of a scheme that weights
each vector V (j)i according to the depth d(j)i of token t(j)i by
1
2d
, with
depth measured from the root node of the sentence. Evaluated on the dev-
elopment set, this depth-weighting scheme improved performance by about
1.5%.
The model and the above mentioned techniques were developed against
the English data. In order to apply it to the Chinese data, the hyperpa-
rameters were reoptimized but otherwise the model was kept intact. This
demonstrates the model's ability to adapt to new languages. The optimal
networks consist of 600 input nodes and 40-60 hidden nodes, trained with
momentum and regularized by L1 or L2.
The ocial evaluation results13 are summarized in Figure 4.9, focusing
on performance on the test set, which stems from the same source but was
held out from model training and validation. For English implicit (non-
explicit) sense classication, the model scored 37.61% accuracy (rank 4)
compared to the best system reaching 40.91%. For Chinese, the model
scored 71.87% (rank 2) against the leading 72.42% on implicit senses, and
helped achieved state-of-the-art accuracy on overall sense accuracy (implicit
and explicit). The results show that the model and the parser as a whole are
12See http://www.cs.brandeis.edu/~clp/conll16st/dataset.html
13See http://www.cs.brandeis.edu/~clp/conll16st/results.html
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Figure 4.9: Ocial CoNLL 2016 Shared Task evaluation results for sense
classication, with the Frankfurt Shallow Discourse Parser (circle) related
against all other systems. The reported F1-score is in this case equivalent
to accuracy.
competitive, and that this level of performance is achievable without the use
of rich linguistic features. The model even ranks higher on Chinese, which is
remarkable considering that its structure was developed against English data
only. The parser classies explicit relations using a linear-kernel Support
Vector Machine with the connective as the only feature (in accordance with
Chiarcos & Schenk [51]), a minimalist approach that given the recognition
of connectives and the discourse relation training data does not require any
further resources. The full parser has been made open source.8
4.3.2 Attention-based recurrent network on Chinese
The second model for implicit shallow discourse parsing, introduced in the
latter part of Section 3.4.2 and described in detail in Paper VI, extends
the previous by introducing recurrence for word-order-aware modeling. The
Attention-based Bidirectional Long Short-Term Memory (Att-BLSTM) net-
work utilizes an attention mechanism for dynamic weighting over the seq-
uence in the classication process, which provides insight into what drives
the model's decision.
Results. The Att-BLSTM model is linguistically resource-lean, utilizing
only pre-trained word embeddings (Chinese Gigaword). While developed
on the CDTB data set, it is language independent by design. The applica-
tion toward Chinese implicit sense classication is motivated by the relative
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scarcity of tools for Chinese compared to English, and by the aforementioned
prevalence of implicit relations in Chinese discourse. The model is evaluated
by the framework established through the CoNLL 2016 Shared Task, which
enables reliable comparison among systems based on consistent setups and
data.
The model is trained on sequences of 256 tokens with leading zero pad-
ding or truncation of the original sequences. Hence, the 5-layered model has
a depth of up to 5+256, in terms of Credit Assignment Path (cf. [184]).
The dimensionalities of the embedding layer and the LSTM hidden vectors
are all 300. Dropout regularization at a 0.5 rate is applied between layers
from embedding to output. LSTM inputs also are L2-regularized, whereas
recurrent connections are fully unregularized to avoid detrimental loss of
information over longer distances in the sequence (cf. [224]).
A partial argument sampling scheme is introduced to improve perfor-
mance, which extends the training and development data sets. Each data
point consisting of an argument pair and a sense label (a1; a2; y) produces
the set of data points f(a1; a2; y); (a1; a2; y); (a1; y); (a2; y)g, which includes
single-argument instances as well. This procedure is motivated from a rep-
resentation learning perspective, as it may stimulate learning of represen-
tations for individual discourse arguments, which then supports their com-
positional representation and modeling. This line of reasoning is followed
also by LeCun et al., writing: \these advantages [of deep networks with
distributed representations] arise from the power of composition and de-
pend on the underlying data-generating distribution having an appropriate
componential structure." [122] The recurrent model is assumed to exploit
this power of composition going from pre-trained word-level representations
to representations of the sequence, and not the least there is componential
structure of the argument pair that the model should capture. The partial
sampling is also motivated from a linguistic point of view, as previous work
has shown that isolated arguments can evoke strong expectations of implicit
discourse relations [9, 176], which further suggests a componential structure
underlying discourse relations, and that encouraging representations of sin-
gle arguments to be learned may support modeling of the joint structure.
The eect of the sampling scheme is evaluated on the test set, yielding an
absolute increase of 5.74% accuracy over the original data.
The recurrent modeling, evaluated on the CDTB test set, is able to
achieve state-of-the-art accuracy of 73.01%. This is achieved using the att-
ention mechanism, which yields an absolute increase of 2.70% against using
only the nal LSTM hidden vectors. Many of the comparable systems utilize
feed-forward neural networks, including the previous best system of Wang
and Lan [208]. In contrast to assertions by Rutherford et al. [181], this
shows that recurrent networks are able to outperform feed-forward networks
on implicit sense classication, although recurrent models may be more dif-
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CONJUNCTION:
<Arg1> 会谈 就 ⼀些 原则 和 具体 问题 进⾏ 了 深⼊ 讨论 ， 达成 了 ⼀些 谅解 </Arg1>
<Arg2> 双⽅ ⼀致 认为 会谈 具有 积极 成果 </Arg2>
ENTREL:
<Arg1> 他 说 ： 我们 希望 澳门 政府 对于 这 三 个 问题 继续 给予 关注 ，
以 求得 最后 的 妥善 解决 </Arg1>
<Arg2> 李鹏 说 ， ⻙奇⽴ 总督 为 澳门 问题 的 顺利 解决 做 了 许多 有益 的 ⼯作 ，
对 此 我们 表⽰ 赞赏 </Arg2>
In the talks, they discussed some principles and specific questions in depth, and reached some understandings
Both sides agree that the talks have positive results
He said: We hope that the Macao government will continue to pay attention to these three issues, 
in order to find a final proper solution
Peng Li said, Governor Liqi Wei has done a lot of useful work for the smooth settlement of the Macao question, 
we appreciate that
Figure 4.10: Visualization of attention weights over discourse arguments.
Darker blue cells represent tokens that receive more attention by the model
as it classies the relation sense (conjunction, entity relation).
cult to train reliably and require considerably more computational power
for training. Feed-forward architectures seem to remain a viable lightweight
alternative.
Finally, as the sense classier has been trained and evaluated, Figure
4.10 illustrates its function by two examples drawn from the CDTB test
set. The arguments of the example discourse relations are shown in Chinese
with English translations underneath. The model has correctly classied
the most likely senses for the two relations: Conjunction and EntRel. As
the network reads the sequence containing the argument pair, the attention
layer produces a weighting dynamically based on the input. The weighting
is visualized token by token and describes to which parts of the sequence the
model attends as it makes its decision. The colored cells encode the level of
attention by intensity, darker blue being assigned higher importance.
In the rst example, the model focuses around the argument border,
where the semantically related terms understandings and agree occur, as it
identies the relations as Conjunction. In the second example, the entity
relation (EntRel) is identiable by the references from the second argument
(Governor, Macao question) to the entity in the rst (Macao government),
and attention is placed especially on the second argument where the refer-
ences are found and hence the relation recognized.
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The attention visualizations oer some transparency into the functioning
of the otherwise opaque deep learning model, and may thereby provide some
insight into the linguistic phenomenon.14 Together with other similar eorts
(see, e.g., [220, 128, 49]), the visualizations sketch a picture of how the
success of deep learning in natural language processing and other articial
intelligence applications (see Section 2.2.3) can be exploited, while seeking to
open up the models and make them more interpretable. This is an important
focus, recognized by eorts such as the Distill Research Journal,15 as a lack of
transparency and understanding of advanced machine learning models may
create skepticism, and hold their dissemination and successful application
back in many areas.
The Attention-based Bidirectional Long Short-Term Memory network
has demonstrated state-of-the-art performance on the task of classifying
Chinese implicit discourse relations, and the work furthers the understand-
ing of how recurrent modeling can serve discourse parsing. The attention
mechanism both boosts the predictive performance and oers transparency
of the deep model. In order to encourage further development on this par-
ticular problem, the model is open sourced as the rst of its kind.16
14Furthermore, attention visualization based on bar charts that highlight patterns
across multiple instances of the two relation types have been introduced by Niko Schenk
[182], as a means of characterizing the dierences between the senses from a linguis-
tic point of view. A visualization to this end was jointly developed and presented at
the ACL 2017 conference, and is available at: https://github.com/sronnqvist/discourse-
ablstm/blob/master/acl poster.pdf
15See http://distill.pub/journal/
16Code available at: https://github.com/sronnqvist/discourse-ablstm
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Chapter 5
Conclusions
This thesis has been positioned within a data mining context, introduced
from the perspective of navigating an information-rich environment; i.e.,
the aim of data mining is to make sense of a world represented through
abundant data. In the introduction, I related the urge to analyze such data
to the essence of intelligence, as an instinct to seek meaning in everything
we perceive, and described the use of computational methods as a natural
way of extending one's capabilities.
Data mining is often motivated in the literature by a perceived infor-
mation overload, but it may be naive to think that the ability to keep pace
with information is a unique concern in the digital age. Already in 1755,
Diderot projected that the growth in information would exceed the human
capacity for processing, as he wrote:
\As long as the centuries continue to unfold, the number of books
will grow continually, and one can predict that a time will come
when it will be almost as dicult to learn anything from books
as from the direct study of the whole universe. It will be almost
as convenient to search for some bit of truth concealed in nature
as it will be to nd it hidden away in an immense multitude of
bound volumes. When that time comes, a project, until then
neglected because the need for it was not felt, will have to be
undertaken." [62, p. 85]
His words seem to describe what we know as text mining. While he, in
the spirit of the Enlightenment, may have been driven more by the curiosity
of scientic discovery, many projects today apply computational analysis for
the sake of providing a competitive advantage. Irrespective of the reason,
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there is a widespread demand for the ability to make use of data, including
text. However, there is at the same time a shortage on experts to meet this
demand.
I have motivated the knowledge-lean approach to text mining by its
focus on minimizing the need for certain expert knowledge, with the goal
of making computational text analysis more widely applicable and allowing
it to nd previously unimagined uses. In particular, lessening the need for
linguistic expertise may unlock application in domains that would not be
able to support such interdisciplinary work. As such, my intention has been
to encourage the spread of text mining, allowing it to nd its way into a
plurality of many less frequented areas of application, where it may serve
interesting and benecial causes. I consider this a process to democratize
text mining.
As regards understanding the information around us, we may always be
wishing for more and better tools. Our aspiration to comprehend may be
relative to the level of information available. Nevertheless, observing the
increase in data within the last few decades, which has been tremendous in
absolute terms, might add a sense of urgency. Much of the data is generated
in centralized locations, and therefore access becomes unevenly distributed.
I consider it worthwhile working to even the competition, which might be
achieved by placing the ability to use the tools in the hands of the many.
Furthermore, as I have shown regarding the data access problem in systemic
risk analytics, tools can be designed with limited means to exploit openly
available data sources.
In the following, the work presented in this thesis is summarized, and
some current limitations are discussed alongside ideas for future research
directions.
5.1 Summary
The thesis at hand has focused on how the design of text mining meth-
ods can support practical analysis needs in a knowledge-lean manner. An
application-oriented pragmatism has called for the incorporation of some en-
coded knowledge, while the challenge has been to keep the requirements at a
minimum. The rationale has been that intensive use of knowledge resources,
that may not generalize well across tasks, domains or languages, may restrict
the use of text mining to well-dened and well-funded problems, as well as
to well-supported languages. Other peripheral-interest application areas or
undersupported languages may not be able to benet from many traditional,
knowledge-intensive forms of text mining. This thesis has studied exible,
data-driven and knowledge-lean approaches that may support early explo-
ration in such new text mining territory. The methods may serve to scout
88
the landscape for more targeted and more knowledge-intensive use of text
mining that may follow.
The work has combined computational modeling, most importantly ma-
chine learning and the learning of semantic representations, with visualiza-
tion, with an aim to leverage the strengths of the respective forms of data
analysis: computational and human. On the one hand, knowledge-lean text
mining is made possible by unsupervised modeling that is able to extract
meaningful structure from text on its own. On the other hand, human ex-
ploration and assessment of model output, which seamlessly incorporates
knowledge into the process without the need to encode it, is an integral part
of the process.
The methods presented include modeling of direct relations expressed in
text and indirect relations as a basis for semantic association. The identied
structures are visualized to enable exploring and understanding the detailed
information, or used as data representations for predictive modeling. Pre-
dictive modeling, in turn, serves to further structure and simplify text for
human analysis. The visual-analytics-based framework oers a way to in-
timately combine human and machine intelligence in a joint text analysis
process.
The thesis has presented the application of these methods to concrete
problems. First, within the eld of systemic risk analytics, the applica-
tions have explored the utility of text as a novel source of information in
monitoring nancial stability by computational modeling. This area consti-
tuted a suitable case for testing knowledge-lean text mining in a new domain
of application. The work has received recognition within the domain and
set foundations for further text-based eorts within systemic risk analytics.
Second, the thesis has studied modeling and visualization of topics in cor-
pora, and tested the methods on patent texts for data-driven discovery of
thematic structure. Third, the knowledge-lean approach has been applied
for natural language processing, namely discourse parsing that does not rely
on rich linguistic features, which may support knowledge-free forms of text
mining by bringing forward more rened structure. The work has shown
that linguistically resource-lean modeling of the task is able to achieve com-
petitive results, with one of the introduced models achieving state-of-the-art
performance for Chinese.
The applications have focused on practical text analysis needs, and the
thesis has presented the underlying methods that serve to structure text in
various ways for analysis. The problem of costly and highly specialized lin-
guistic resources has been mitigated by starting with open-ended and highly
knowledge-lean types of analysis. Targeting the analysis toward event pre-
diction was achieved in a knowledge-lean manner by decoupling the super-
vision data from linguistic form. The introduction of discourse parsing, as
a method for rening retrieved event descriptions, demonstrated a trade-
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o between sophistication of language processing and knowledge leanness.
Even as it was achieved in a resource-lean manner relying on representation
learning, the processing required language-specic annotated data.
5.2 Limitations and future research
The thesis has tied together work based on a few in-depth studies, in order to
sketch an overall picture of how knowledge-lean text mining can be pursued.
Next, knowledge-lean text mining is discussed at a general level, followed by
commentary relating to the particular application areas of the thesis.
A natural development of the presented work would be to pragmatically
extend into particular domains and focus on more specic problems. While
this may be possible, continuing to adhere to a knowledge-lean philosophy,
it is set to gradually become more domain-specic and likely also gradually
more knowledge intensive. This, I argue, illustrates the suitable place for
knowledge-free and knowledge-lean text mining, as a tool for early explo-
ration within a particular area. As the analysis objective becomes more
dened, the approach may give way to more knowledge-intensive text min-
ing that can excel at specic problems. Yet, it will benet from data-driven
methods that improve the eciency of knowledge resources.
Fully knowledge-free text mining does have some inherent limitations, as
has been discussed throughout the thesis. While text contains meaningful
structure that can be discovered by unsupervised means, encoded know-
ledge, if available, generally oers a very practical shortcut, and sometimes
even irreplaceable information. Navigating around the need for encoded
knowledge has been the central theme, and often a pragmatic compromise
is the best way forward, even if that means departing from knowledge free
into the knowledge lean. The discussion regarding discourse parsing has also
highlighted some presumed outer limits of truly knowledge-lean text min-
ing, where annotation-based modeling of language is accepted as the cost
for improving the utility of the text mining system. Likewise, the distant
supervision in modeling of events meant a departure from the completely
knowledge free, albeit with a rather lightweight requirement on domain-
specic information not tied to linguistic form.
I imagine that there is a core of purely knowledge-free text mining, such
as topic modeling and other fully unsupervised approaches, whose value lies
in their open-ended nature where the user is free to integrate observations
with held knowledge. Moving away from that core, there are various di-
rections in which to make the analysis more targeted. This may be done
interactively, e.g., focusing on a specic word in a topic model visualization.
More often, however, the targets are specied and necessary knowledge em-
bedded prior to modeling. Consequently, layers of knowledge encoding of
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various kinds form around the core. This thesis has sought to characterize
the role of knowledge leanness in text mining and chart its core and inner
layers, through a general discussion and through a few examples of prag-
matic domain-motivated endeavors into somewhat more knowledge-intensive
spheres.
Beyond this thesis, the topic of knowledge-lean text mining is little ex-
plored as such. Continued and more thorough study of its characteristics
and potential extent would therefore be interesting. Nevertheless, the most
practical value is likely to be had from combining data-driven and unsu-
pervised modeling with knowledge-based approaches as needed, where this
work may oer guidance.
Systemic risk analytics. Finally, a few projections for continued work
on the application areas should be plotted. The use of text data in sys-
temic risk analytics is still in its infancy, and further research is needed on
how to integrate text data in meaningful ways from a domain perspective.
Maturing the focus of such applications takes time and requires good under-
standing both of the domain with its needs and of the text mining methods.
The interdisciplinary work is challenging and requires a dissemination of
knowledge in both directions.
Concretely, next-step extensions of the presented work may involve the
combination of semantic modeling and co-occurrence network analysis, for
constructing better-dened and interpretable network models. While the
discussion regarding event modeling has focused here mainly on an informa-
tion retrieval and qualitative focus of describing events, pure quantitative
performance and forward-looking capabilities are particularly compelling to
economists. In particular, integrating traditional data sources with text-
based modeling should provide better predictive performance and fulll the
goal of having text data serve as a complementary source of information.
The text processing itself has plenty of room for improvement as well, e.g.,
rened text-based network models may capture the bank interconnectivity
dimension for predictive modeling. Moreover, a focus on forecasting distress
rather than focusing on coinciding events, while more challenging to identify
relevant signals in text, stands to oer considerable value. A worthwhile di-
rection to explore this would be based on more opinionated, analytical and
forward-looking text material, where semantic analysis may focus on picking
up relevant sentiment of experts or miscellaneous crowds to be treated as
proxies in the modeling of nancial risk.
Topic modeling. Due to the knowledge-free nature of topic modeling,
it remains an approachable and popular tool in many areas where both
linguistic resources and text mining skills are scarce, e.g., within digital
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humanities, sociology and political science. This alludes to the value of
its general approach, i.e., the knowledge-free modeling that supports open-
ended analysis. Thus, a question remains: how could the general idea of
topic modeling be made more useful without compromising its broad appeal?
Making it more useful might mean at least two things. First, it means
making the analysis more targeted. How is this achieved in a manner general
enough not to require technical skill and exclude users? Can this be spec-
ied in a user-friendly way, and how does it aect modeling requirements?
Second, it means making the model output easier to interpret. As has
been discussed, an inherent limitation of topic modeling is that by breaking
down text into words or expressions context is lost, making interpretation
more dicult. Along this line, future work should explore ways to improve
interpretability, by providing more context directly or through interactive
exploration, while seeking to retain general applicability and ease of use.
Discourse parsing. In this thesis, discourse parsing was positioned as
a tool for introducing structure to knowledge-lean text mining, with the
aim of improving interpretability of its output. Other forms of natural
language processing may be well posed to work toward that same aim as
well, and more work should investigate how to embed discourse parsing
in text mining applications in practice. Evaluation based on higher-level
applications should constitute a meaningful direction of development for
discourse parsing.
The CoNLL Shared Task challenges of 2015 and 2016 laid important
groundwork for shallow discourse parsing, by establishing a common frame-
work for evaluation and gathering research interest around the problem.
This will likely continue to yield eorts of improved modeling by innovative
use of machine learning, which may incorporate more (representations of)
real-world knowledge and reasoning based on it. Implicit discourse parsing
may be an AI-hard problem that requires the ability to represent and work
with extensive real-world and common-sense knowledge to reach very high
accuracy.
From a knowledge-intensiveness point of view, a problem remains in the
need for annotation of discourse corpora. Shallow discourse parsing may be
of a somewhat peripheral interest within natural language processing, which
is reected by the lack in training data for languages beyond English and
Chinese. At this time, there does not seem to be a viable alternative to the
implicit encoding of linguistic knowledge through annotation. Nevertheless,
with more work applying discourse parsing in practice, a clearer picture of
the important aspects and useful forms of discourse parsing should emerge.
Then, it could mature from the current rather theoretical focus centered
around the ocial data sets toward a more pragmatic focus of supporting
higher-level applications.
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In the wake of the still ongoing global ﬁnancial crisis, bank interdependencies have come into focus
in trying to assess linkages among banks and systemic risk. To date, such analysis has largely
been based on numerical data. By contrast, this study attempts to gain further insight into bank
interconnections by tapping into ﬁnancial discourse. We present a text-to-network process, which
has its basis in co-occurrences of bank names and can be analysed quantitatively and visualized. To
quantify bank importance, we propose an information centrality measure to rank and assess trends of
bank centrality in discussion. For qualitative assessment of bank networks, we put forward a visual,
interactive interface for better illustrating network structures. We illustrate the text-based approach
on European Large and Complex Banking Groups during the ongoing ﬁnancial crisis by quantifying
bank interrelations and centrality from discussion in 3M news articles, spanning 2007Q1 to 2014Q3.
Keywords: Bank networks; Information centrality; Systemic risk; Text analysis
1. Introduction
The global ﬁnancial crisis has brought several banks, not to
say entire banking sectors, to the verge of collapse. This has
not only resulted in losses for investors but also costs for
the real economy and welfare at large. Considering the costs
of banking crises, the recent focus of research on ﬁnancial
instabilities is well motivated. First, real costs of systemic
banking crises have been estimated to average at around 20–
25%ofGDP(e.g.Dell’Ariccia et al.2008,Laeven andValencia
2010). Second, data from the European Commission illustrate
that government support for stabilizing banks in the European
Union (EU) peaked at the end of 2009. The support amounted
to 1.5 trl, which ismore than 13%of EUGDP.The still ongoing
ﬁnancial crisis has stimulated a particular interest in systemic
risk measurement through linkages, interrelations and interde-
pendencies among banks. This paper advances the literature
by providing a novel measure of bank linkages from text and
bank importance through information centrality.
Most common sources for describing bank interdependen-
cies and networks are based upon numerical data like
interbank asset and liability exposures or payment ﬂows, and
∗Corresponding author. Email: sronnqvi@abo.ﬁ
This paper is accompanied by supplementary interactive interfaces: http://risklab.ﬁ/demo/textnet/ (for a further discussion of the VisRisk
platform, see Sarlin (2014)).
co-movements in market data (e.g. equity prices, CDS spreads
and bond spreads) (see Cerutti et al. 2012). While these di-
rect and indirect linkages complement each other, they exhibit
a range of limitations. Even though in an ideal world bank
networks ought to be assessed through direct, real linkages, in-
terbank data between banks’balance sheets aremostly not pub-
licly disclosed. In many cases, even regulators have access to
only partial information, such as lack of data on pan-European
bank linkages despite high ﬁnancial integration. In this vein, a
commonly used source of data descends from interbank pay-
ment systems (see Soramäki et al. 2007) but is again only
accessible for a limited set of regulators. It is also worth noting
that real exposures, as they are measured for individual mar-
kets, are oftentimes highly biased towards the business model
of a bank, such as investment or depository functions. Market
price data, while being widely available and capturing other
contagion channels than those in direct linkages between banks
(Acharya et al. 2012), assume that asset prices correctly reﬂect
all publicly available information on bank risks, exposures and
interconnections. Yet, it has repeatedly been shown that secu-
rities markets are not always efﬁcient in reﬂecting information
about stocks (e.g. Malkiel 2003). Further, co-movement-based
approaches, such as that by Hautsch et al. (2013), require large
© 2015 Taylor & Francis
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amounts of data, often invoking reliance on historical
experience,whichmaynot represent the interrelations of today.
Also, market prices are most often contemporaneous, rather
than leading indicators, particularly when assessing tail risk.
It is not an entirely straightforward task to separate the factors
driving market prices in order to observe bilateral interdepen-
dence (Borio and Drehmann 2009).
Big data has emerged as a central theme in analytics dur-
ing the past years. Research questions of big data analytics
arise not only from massive volumes of data, or speeds at
which data are constantly generated, but also from the widely
varying forms, particularly unstructured textual data, that in
themselves pose challenges in how to effectively and efﬁ-
ciently extractmeaningful information (Dhar 2013).This paper
treats the text mining aspect, as it proposes an approach to
relationship assessment among banks by analysing how they
are mentioned together in ﬁnancial discourse, such as news,
ofﬁcial reports and discussion forums. The idea of analysing
relations in text is in itself simple but widely applicable. It
has been explored in various areas; for instance, Özgür et al.
(2008) study co-occurrences of person names in news, and
Wren et al. (2004) extract biologically relevant relations from
research articles. These approaches can be used to construct
social or biological networks, using text as the intermediate
medium of information. Our contribution lies in proposing this
text-based approach to the study of bank interrelations, with
emphasis on analysis of the resulting bank networkmodels and
ultimately quantifying a bank’s importance or centrality.
Our approachmaybe compared to the abovediscussed,more
established ways of quantifying bank interdependence, such
as interbank lending and co-movement in market data. While
not measuring direct interdependence, it has the advantage
over interbank exposures by relying upon widely available
data, and over co-movements in market data by being a more
direct measure of an interrelation. By contrast, our approach
serves to shed light on banks’ relationships in the view of
public discussion, or of information overall, depending on
the scope of textual data. It may serve as a way of tapping
into the wisdom of the crowd, while offering a perspective
different from previous methods, especially considering the
presence of rich, embedded contextual detail. Rather than an
ending point, this sets a starting point fromwhich further study
may focus more extensively on the context of occurrences and
more sophisticated semantic analysis. This allows to better
understand factors driving interrelations, and overall centrality.
In this paper, we assess European Large and Complex
Banking Groups (LCBGs) using the text-based approach for
quantifying bank interrelations from discussion in the news.
A co-occurrence network is derived from 3 million articles,
published during 2007Q1 to 2014Q3 in the Reuters online
news archive. Beyond only quantifying bank interrelations, we
also provide means for quantitative and qualitative assessment
of networks. To support quantiﬁcation of bank importance,
we propose an information centrality measure to rank and
assess trends of bank centrality in discussion, which relates
to the information channel in the analysis of interconnected,
and potentially systemic, ﬁnancial risk. In contrast to common
shortest-path-based centralitymeasures, information centrality
captures effects that might propagate aimlessly by accounting
for parallel paths. Thus, rather than direct ﬁnancial exposures,
we provide a representation of the channel for potential infor-
mational contagion, as well as other common factors leading to
co-occurrence in discussion, such as overlappingportfolios and
exposure to common exogenous shocks. To support a qualita-
tive assessment of the bank networks, we put forward a visual,
interactive interface for better illustrating network structures.
This concerns not only an interface to networkmodels, but also
an interactive plot to better communicate quantitative network
measures.†
The co-occurrence network illustrates relative prominence
of individual banks, and segments of more closely related
banks. The systemic view acknowledges that the centrality of a
bank in the network is a sign of importance, and not necessarily
its size (cf. too central to fail by Battiston et al. (2012)). The
dynamics of the network, both local and global, reﬂect real-
world events over time. The network can also be utilized as
an exploratory tool that provides an overview of a large set
of data, while the underlying text can be retrieved for more
qualitative analysis of relations.
To better understand what drives information centrality, and
how it ought to be interpreted, we explore determinants of
the centrality measure.We investigate a large number of bank-
speciﬁc risk drivers, aswell as country-speciﬁcmacro-ﬁnancial
and banking sector variables, as well as control for variables
measuring bank size. Further,we also assess the extent towhich
information centrality explains banks’ risk to go bad, and com-
pare it to more standard measures of size. Even though bank
size is a key factor explaining information centrality, we show
that centrality is not a direct measure of vulnerability. This
implies that the centralitymeasure is not biased by the nature of
business activities or models, which potentially impacts bank
vulnerability (e.g. asset size or interbank-lending centrality).
Rather than a narrow, direct measure of interconnectedness,
we are capturing systemic importance of a bank more broadly,
in terms of connectivity expressed in ﬁnancial discourse. Yet,
while the rich nature of textual data provides possibilities to
more speciﬁcally query and deﬁne interrelationships and other
potentially interesting details on banks, interpreting the seman-
tics by computational methods is often challenging. To this
end, we also discuss different ways of analysing text-based
networks, laying forward some ideas on future directions in
their study.
The following section explains the data and methods we
use to construct and analyse bank networks from text, whereas
section 3 discusses the results of the experiments on textual
data, including both qualitative and quantitative analysis. Bef-
ore a concluding discussion on text-based networks, section 4
assesses determinants of information centrality.
2. Bank networks from text: data and methods
This section provides a discussion of the text-to-network pro-
cess, both generally and from the viewpoint of the study in
this paper. First, we detail the particular text data and choice
of banks to be studied. Having established this, we turn to the
†The interactive interfaces are provided as web-based implementa-
tions: http://risklab.ﬁ/demo/textnet/. For a further discussion of the
VisRisk platform see Sarlin (2014).
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process of text analysis and construction of bank co-occurrence
networks.This is followedbydiscussion on the analysis of such
networks, including both quantitative and qualitative analysis.
2.1. Data and target banks
Throughdigitized economic, social and academic activities,we
are having access to ever increasing amounts of textual data.
While vast amounts of textual data are readily available, there is
nothing that assures increases in precision and quality of data.
Analytics of big data is increasingly a search for needles in
haystacks, where choices in data source, collection methods as
well as pre-processing set-ups all need to be carefully directed
in order to pick up desired signals. Likewise, when tapping into
ﬁnancial discourse, one needs to clearly narrow the context
of collected data and targeted entities of interest, beyond the
choice of data source.
The text data we use in this paper are newly collected from
Reuters online news archive. News text presents a rather for-
mal type of discourse, which eases interpretation of extracted
relations, as opposed to more free-form, user-generated online
discussion as explored in earlier work by Rönnqvist and Sarlin
(2014). We focus on major consumer banks within Europe,
classiﬁed by the European Central Bank (2013) as LCBGs, of
which 15 are also classiﬁed asGlobally Systemically Important
Banks (G-SIBs) by the Financial Stability Board (2013). See
table A1 in the appendix for a list of LCBGs and G-SIBs and
the naming convention used in this paper.The period of study is
2007Q1–2014Q3, for which the news archive contains 6.7M
articles. We base our analysis on a 45% random sample of
articles comprising of 3.0M articles (1.5B words).
The text analysis is based on detecting mentions of bank
names in the articles. We look at a set of 27 banks: 5 British,
5 French, 4 German, 4 Spanish, 3 Dutch, 2 Italian, 2 Swiss, 1
Swedish and 1Danish bank. In order tomitigate a geographical
sampling bias, we use the US edition of the Reuters news
archive, as no single European edition is available, but rather
national editions for only the largest countries.
The chart in ﬁgure 1 provides an overview of the trends
in total news article volume, as well as the volume of bank
name occurrences. Out of all articles, 5.4% mention any of the
targeted banks, on average. The volume is relatively low in
the beginning of 2007, i.e. the start of the archive. Mentions
of banks reach a peak in early 2008, after which it ﬂuctuates
between 60k and 110k articles per quarter.
2.2. From text to bank networks
With plain text as a starting point, and relationship assessment
as an objective, we analyse co-mentions in ﬁnancial discourse.
Extracting occurrences and co-occurrences from text is the
initial step. The relationships are constituents of co-occurrence
networks,whose properties can be assessed through both quan-
titative and visual analysis. Figure 2 provides an overview of
the process of transforming text into network models that lend
themselves to analysis.
To construct the network, we scan the text for occurrences
of bank names to detect and register mentions of those banks.
Scanning is performed using patterns manually designed and
tested tomatchwith as high accuracy as possible.Generally, the
use of manually designed patterns for information extraction
in text tends to have high precision but lower recall, but we
expect that the reasonably standardized form of discourse we
use should mitigate a loss in recall. The pattern for each bank
is speciﬁed as a set of regular expressions targeting common
naming variants such as full name, abbreviations, synonymous
names, names of subsidiaries, historical names and spelling
variations. The regular expressions are developed and tested
iteratively on data to optimize accuracy, going from broader
patterns towards higher precision with retained recall.
Co-occurrence analysis is computationally very efﬁcient and
versatile in terms of language, compared to more technically
sophisticated relation extraction techniques (e.g. based on de-
pendency parsing Bunescu and Mooney 2005), while it offers
worse precision of relations. Using co-occurrence-based rela-
tion extraction, lets us process billions of words on standard
architecture serially in the order of hours, and we assume the
substantial data volume to partially compensate for the noisier
relation extraction. The framework is language independent
and works equally well on English language news as, for in-
stance, on Finnish online discussion (Rönnqvist and Sarlin
2014).
A co-occurrence relation is formed by two bank names oc-
curring in the same context. In the present case, we deﬁne
the scope of the context as a 400-character sliding window in
the text, whereas a wider scope would require less data but
increase noise as any co-occurrence is less likely to represent a
meaningful relation. In the process, a context is checked for co-
occurrence candidates as follows.Acontext is scanned for sub-
strings matching the deﬁned regular expressions, and a bank
occurrence is registered by associating the matching pattern
with its corresponding bank. Multiple occurrences of a single
bank are counted only once per context, ignoring presumed
meaningless repetitions, but an occurrence may participate in
multiple relations. A context containing two or more banks
yields one or more pair-wise co-occurrence relations. Thus,
derived from the set of matches M ⊂ N (indexed by bank) in
context c, we deﬁne the set of co-occurrence relations R as:
Rc = {r | r ∈ Mc × Mc ∧ r1 < r2}
However, we disqualify contexts with more than ﬁve banks,
as they are likely to be listings that would result in marginally
meaningful relations. These design decisions should be ad-
justed and tested for each new data source, to obtain less noisy
results.
We aggregate co-occurrences over time to form links that are
weighted by the absolute co-occurrence count during a period
(e.g. a quarter). These links form a dynamic network, a series of
cross-sectional networks, which allows the extracted relations
to be studied using methods for analysis of complex networks.
In the network, banks form nodes (or vertices), and aggregated
co-occurrence relations form their links (or edges). To extract
meaningful quantitative measures of co-occurrence networks,
measures designed for weighted networks need to be used.
Nevertheless, most conventional network analysismethods are
designed for binary (unweighted) networks only (Opsahl et al.
2010), which calls for some form of transformation of the
network if these measures are to be used, such as by ﬁltering
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Figure 1. Volumes of all news articles and bank name occurrences over time.
Figure 2. Text-to-network process: (1) Occurrences of bank names are detected in source text, (2) pair-wise co-occurrence relations are
extracted between occurrences within a context, and (3) relations aggregated over a time interval form a co-occurrence network. A resulting
network can be analysed with (4a) quantitative measures capturing some interesting features, and (4b) qualitative analysis through visual
exploration of the network, its neighbourhoods and connectivity of individual nodes.
out veryweak connections.While unﬁltered networks aremore
sensitive to noise when using binary measures, low-frequency
co-occurrences may be of particular interest, as they are more
likely to represent novel information. In order not to lose detail,
it is highly motivated to use weighted networks and measures
that account for link weights. Larger sample size or longer
aggregation intervals increase the co-occurrence count, i.e. the
weights of the cross-sectional networks, and will affect many
network measures (including information centrality discussed
later); as the networks are directly comparable among cross
sections this is however not an issue.
Although quantitative analysis of networks provides means
to better understand overall properties of networks, they as any
aggregate measure most often lack in detail. Hence, network
visualization supports not only detailed analysis of network
structure and constituents, but also further details as demanded.
In the following subsection, we further discuss both quantita-
tive measurement of network properties and visualization as a
support in their analysis.
2.3. Network analysis
Network models are commonly rather complex and rich in
information. They can be analysed in many different ways to
gain insight into the nature of the underlying phenomenon,
the bank connectivity landscape in our case. We ﬁrst discuss
analysis of the networks at a global, descriptive level, to des-
cribe properties of the co-occurrence networks through com-
mon network measures. Later, we concentrate on the concept
of centrality and a few ways of quantifying it in our type
of network, with the study of systemic risk in mind. Finally,
we discuss network visualization as a means for interactive
exploration.
2.3.1. Global properties. A commonly cited property of
real-world networks is that the average distance between nodes
is very small relative to the size of the network, lending them
the name ‘small-world’ networks (Watts and Strogatz 1998).
Short distances have a functional justiﬁcation in most types
of network, as it increases efﬁciency of communication, while
there also is a general tendency towards short average distances
among non-regular networks.These networks have varying de-
gree, i.e. the number of links per node, the distribution ofwhich
is a typical way of proﬁling empirical networks. Networks
that have evolved through natural, self-organizing processes,
such as communications, social, biological and ﬁnancial net-
works, tend to exhibit degree distributions that follow a power
law. These so-called scale-free networks evolve through pro-
cesses of preferential attachment, where the likelihood of a
node receiving a new link is proportional to its current degree
(Barabási and Albert 1999).
Jackson and Rogers (2007) distinguish two archetypes of
natural networks, described by power-law degree distributions
and exponential degree distributions, respectively. They argue
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that, in fact, empirical networks generally exhibit hybrid dis-
tributions, between power law and exponential, as they are
formed through mixed processes of preferential attachment
and attachment with uniform probability. The latter process
still generates highly heterogeneous exponential distributions,
as established nodes have greater chance over time at growing
well embedded into the network.By either process, somenodes
are bound to be more inﬂuential than others, and mapping
the levels of inﬂuence in the system is our main interest. To
proﬁle the co-occurrence networks, the average shortest paths
and degree distributions can indicate how small-world and
scale-free they are. In the latter case, as we are interested in
accounting for the link weighting, we study the distribution of
strength, i.e. weighted degree calculated as the sum of weights
per node (as Barrat et al. 2004 propose).
Other typical ways of characterizing structure focus on net-
work density and modularity. For instance, a clustering coef-
ﬁcient can measure the probability that triplets of connected
nodes in binary networks form triangles, providing a measure
of density that canbe conditionedondegree, etc.Networksmay
consist of several modules or communities, i.e. subnetworks
more densely connected to each other than to other parts.
Although such characteristics can be studied by quantitative
means, it is not of particular interest for the current news-
based bank networks. However, we will brieﬂy consider these
qualities based on visual analysis in section 3.2.
2.3.2. Centrality. Following the initial proﬁling of the
whole network, we turn the focus towards the concept of node
centrality. A central node holds a generally inﬂuential position
in a network; a centrally located bank is likely to be systemi-
cally important, as it stands to affect a large part of the network
directly or indirectly in case of a shock (negative or positive).
There is, however, a range of ways to quantify centrality, the
most common measures being degree centrality (i.e. fraction
of nodes directly linked) and the shortest-path-based closeness
centrality and betweenness centrality.We adapt degree central-
ity to ourweighted networks, using strength as a directmeasure
of centrality. Closeness and betweenness centrality can also
incorporate link weight into the calculation of shortest path, by
means of theDijkstra’s shortest-path algorithm (Dijkstra 1959)
that interprets weights as distances between nodes. Since co-
occurrence networks represent tighter connections (i.e. more
co-occurrences) by higher weights, it is necessary to invert the
weights before calculation, as proposed by Newman (2001).
Borgatti (2005) points out that a common mistake in the
study of network centrality is to neglect to consider howﬂow in
the system is best modelled. The common shortest-path-based
centrality measures make implicit assumptions that whatever
is passing from a node to the surrounding network does so
along optimal paths, such as in routing networks of goods and
targeted communication. Arguably, a more realistic intuition
for inﬂuence of a node, in cases where effects might propagate
aimlessly, such as any type of contagion, is one that accounts
for parallel paths that may exist.
Along these lines, we study a closeness centrality measure
that models the ﬂow of information in such amanner, called in-
formation centrality (Stephenson and Zelen 1989) (also known
as currentﬂowcloseness centralityBrandes andFleischer 2005).
Information centrality, which seeks to quantify the information
that can pass from a node to the network over links whose
strength determine level of loss in transmission, is deﬁned as
I (i) = n
nCii +�nj=1 C j j − 2
�n
j=1 Ci j
(1)
where n is the number of nodes and the weighted pseudo-
adjacency matrix is deﬁned as
C = B−1, Bi j =
�
1+ S(i), if i = j
1− wi j , otherwise
where w is the link weight (0 for unlinked nodes) and S(i) is
the strength of node i . This allows us to measure the centrality
or inﬂuence of bank i in public discourse, which relates to
a very general-purpose measure of connectedness in discus-
sion. When relating to systemic risk, we aim at capturing the
information channel when analysing interconnected ﬁnancial
risk. Thus, rather than direct ﬁnancial exposures, we provide a
representation of the channel for potential informational conta-
gion, as well as other common factors leading to co-occurrence
in discussion, such as overlapping portfolios and exposure to
common exogenous shocks.
Centrality as a measure of a node’s relative importance is
interesting, yet changes in centrality add another dimension.
We study networks of quarterly cross sections of the data, in
order to calculate and compare centralities over time.
When the data are split by shorter intervals less frequent
parts will inevitably become disconnected from the main net-
work component. Information centrality is quite sensitive to
the resulting ﬂuctuations in component size, while the more
central nodes start to correlate strongly. We propose a method
to stabilize the centrality measurement by applying Laplace
smoothing to the linkweights before calculation of information
centrality. The weight of each existing link is increased by a
small constant (e.g. 1.0), while links are added between all
other nodes and weighted by the same constant. Formally,
wi j = wi j +α, wherewi j = 0 if i and j are not connected. The
reasoning is that operatingon a limited sample of links,wewant
to discount some probability for unobserved links (between
known nodes), to lessen the inﬂuence that the difference be-
tween non-occurring (unobserved) links and single-occurrence
links has on centrality.This type of additive smoothing has sim-
ilarly been applied in languagemodelling (Chen andGoodman
1999) but is generally applicable to smoothing of categorical
data.
The choice of the smoothing parameter α is dependent on
the study objective: modest levels (e.g. 0.1) retain more infor-
mation on global changes in centrality, whereas higher levels
(e.g. 1.0 or more) accentuate relative differences among nodes.
Section 3.1 discusses the effects of different levels of smooth-
ing, basedonvisual assessment aswell asmeasures of variance.
On the one hand, the effect of smoothing can be quantiﬁed
through the average variance in information centrality per node
over time periods (T):
V = 1
n
n�
i=1
�
1
|T |
�
t∈T
�
I t (i)− μi
�2
�
(2)
where μi is the mean node centrality over time and I’ is
smoothed andmin-max normalized I over all t and i. This vari-
ance should decrease with increased smoothing. On the other
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hand, the relative spread of nodes that is expected to increase
with higher levels of smoothing can be similarly measured
based on variance among nodes in a cross section, rather than
amongcross sections for a node.The average is then formulated
as:
V  = 1|T |
�
t∈T
�
1
n
n�
i=1
�
I t (i)− μi
�2
�
(3)
2.3.3. Visual analysis. While quantitative network analysis
plays a vital role in measuring speciﬁc aspects of interest in
a precise and comparable fashion, network visualization can
provide useful overview and exploratory capabilities, commu-
nicating general structure as well as local patterns of con-
nectivity. The visual analytics paradigm aims at supporting
analytical thinking through interactive visualization, where in-
teraction is the operative term (Keim et al. 2008). Through a
tight integration between the user and the data model, users
are enabled to explore and reason about the data. In the case of
our dynamic networks, interaction capabilities for navigating
between cross sections and further exploring network structure
provide a setting for qualitative analysis of the information-rich
models.
Force-directed layouting is often used to apply spatialization
of network nodes, that is, to place the nodes in a way that
overall approximates node distances to their corresponding
link strengths, thereby seeking to uncover the structure of the
network in terms of more and less densely connected areas
and their relation. Still, force-directed layouts quickly turn un-
informative or ambiguous as the networks become too dense,
including cases ofweighted networkswith few strongbutmany
weak connections.Although network visualization with force-
directed layouting often does not scale well to analysis of big
networks, it still can be a useful tool when used properly. In
the case of our bank co-occurrence network, it produces decent
visualizations for cross sections of the data-set, while stricter
ﬁltering of co-occurrences will produce a more sparse network
that is less cluttered. We use the D3 force algorithm (Bostock
et al. 2011) for layouting.
The dynamics of the network can be studied by visualizing
cross-sectional networks in a series, where the positioning is
initialized by the previous step and optimized according to the
current linkage, as to provide continuity that helps in the visual
exploration of network evolution. User interaction plays a vital
role not only by allowing to navigate across time, but also by
allowing interaction with the positioning algorithm, letting the
user acquire a more direct understanding of the structures and
details in the data. Force-directed layouting on more densely
linked networks generally ﬁnds a locally optimal positioning
out of a large number of comparably good solutions. Interaction
that lets the user drag nodes to reposition them and a force-
directed algorithm that helps to counter-optimize the posi-
tioning immediately afterwards gives rise to a collaborative,
exploratory way of working with and understanding the data.
Nevertheless, the best setting for visual analysis might be
one that combines with quantitative analysis, encoding them
visually. For instance, centrality measures can be encoded by
node size to enhance the communication of structure provided
by network visualization, which can use force-directed layout-
ing or other more regularly structured layouts.
3. Centrality: quantitative and qualitative analysis
This section describes the co-occurrence networks from both
a viewpoint of quantitative measures and exploratory visual-
ization. Starting with network measures, we describe network
properties in general and information centrality in particular.
Then, we turn to visual analysis of the networks and their
constituents.
3.1. Quantitative analysis
The volume of bank occurrences is rather stable, apart from a
peak centred around 2008Q1 and some ﬂuctuation from 2012
onward. In 2008, the peak in occurrence volume coincideswith
a peak in total article volume, unlike later during the studied
time span when occurrence seems less affected by ﬂuctuating
article volume. Interestingly, the 2008 surge in occurrences
barely translates into a rise in co-occurrences (or strength),
i.e. even though banks are more discussed at the time prior to
the outbreak of the crisis, they are not discussed considerably
more in close connection to each other. Overall, total article
volume and bank occurrences have a Pearson correlation of
0.745. Occurrences and co-occurrences have a correlation of
0.835, which indicates that there is a notable component to
co-occurrence volume which is not simply explained by oc-
currence volume.
From these aggregated counts, we continue by studying
the data as a network. As discussed in section 2.3, empirical
networks are typically proﬁled through measures describing
certain global properties. The average distance, in terms of
number of links, between nodes in the co-occurrence networks
is certainly small, at 1.1–1.3, and would justify calling them
‘small-world’networks. However, with weighted links, a mea-
sure of average distance becomes hardly interpretable. While
it is clear that our networks are very tightly connected, the
strength distribution depicts the relative differences in node
connectivity. Many empirical networks exhibit power-law dis-
tributed degree or strength, as a sign of evolution through pref-
erential attachment. Figure 3 shows the cumulative strength
distribution of the aggregated network for the entire period,
as well as a closely ﬁtted exponential function that hints that
our network is exceedingly a product of evolution through
uniform attachment. Still, we are able to partially ﬁt power-
law functions to the distribution, as the ﬁgure highlights with
straight lines, which could indicate a hybrid model with a
weak preferential attachment component as well. The strength
distribution illustrates the high heterogeneity of connections
in the network, i.e. some banks are much more associated in
discussion than others. However, in order to gain a deeper
understanding of a bank’s importance to the wider network,
we need to look beyond immediate connections as measured
by degree/strength distribution or degree/strength centrality
(proportional to co-occurrence volume), namely we need to
look at information centrality.
We study information centrality for each node over time,
using different levels of Laplace smoothing (ranging from 0.0
to 5.0). Figure 4 plots the information centrality values, with
a number of example banks highlighted in colour and repre-
sentative α values. Comparing information centrality with and
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Figure 3. Cumulative strength distribution (weighted degree) of bank co-occurrence network during 2007Q1–2014Q3, showing probability
p over node strength x against the upper bound on strength s. Dashed line is a ﬁtted exponential function. Solid straight lines indicate locally
ﬁtting power-law functions.
without smoothing visually, we see that different peaks are
pronounced: some minor peaks (e.g. during 2009Q2–2011Q4)
subside, while others (e.g. prior to 2008Q3 and crisis breakout)
are substantially ampliﬁed even at low levels of smoothing.
Based on its rationale, we interpret that smoothing helps high-
light meaningful patterns in information centrality dynamics
and generally stabilize the series, while reducing artefacts of
changing network size. At higher levels (e.g. α = 1.0), peaks
become relativelyweaker as the distribution of banks evens out
on the information centrality scale, so that fewer banks ﬂock
at the very top. We aim to measures these respective qualities
as V and V  in equations (2) and (3).
The average variance over time V is stationary for very low
values of α, with the expected decrease starting at α = 0.2
(11% drop from unsmoothed V = 0.027) and continuing
monotonously with stronger smoothing, directly reﬂecting its
stabilizing nature. Meanwhile, V  signals an increased spread
among banks already at α = 0.01 (21% over unsmoothed
V  = 0.025), which reaches a maximum at α = 1.0 (94%
increase). We conclude that α levels at or slightly above 0.2
are suitable to achieve moderate smoothing that communi-
cates global changes of centrality in this network, whereas
1.0 appears to be the optimal choice when focusing on rel-
ative differences in centrality among banks. The regressions
in section 4 use information centrality with smoothing at α =
1.0, since relative differences in centrality are of particular
interest. In our experiments, we also note thatV closely follows
measures of average covariance of banks over time, supporting
the observation that stronger smoothing reduces the originally
very strong correlation among the most central banks.
Finally, to test smoothing in relation to sample size, we
compare the variance measures when applied to the above dis-
cussed 45% sample set to a 20% sample.As Laplace smoothing
is a method to mitigate effects of limited sample sizes, we
expect relatively stronger effects when applied to a smaller
sample. Indeed, α = 0.1 results in a 47% drop in V (from 0.03
at α = 0.0) at 20% sampling, while higher alpha only has
marginal decreasing impact. Even a small α has a strong stabi-
lizing effect on the smaller sample, which in this case contains
1.3M articles. This underlines the fact that working with text
data, typically involving very long-tailed distributions, often
beneﬁts frombigdata in termsof size to achieve reliable results,
and that smoothing methods are practical for that very reason.
In addition, we tested the robustness of information centrality
over 10 random samplings (at 30%, α = {0.0, 0.1, 1.0}) that
resulted in standard deviations (relative to the mean centrality
of that smoothing level) of 21.2, 8.5 and 3.7% respectively,
which further highlights the stabilizing effect of smoothing on
sparse data.
The trends of individual banks generally follow the move-
ments of the cross section closely, as increased connectivity
in parts of the network strongly affects the rest, since the
co-occurrence network is generally very tightly connected.
Individual centrality relative to the cross section is generally
quite stable. Nevertheless, some changes can be observed that
might reﬂect real-world events. For instance,ABNAMRO has
relatively high information centrality in 2007 that decreases
afterwards. Royal Bank of Scotland is the most central bank in
2007–2008, whereas it later on is overtaken by, e.g. Barclays
and Deutsche Bank. To illustrate the information centrality
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Figure 4. Information centrality for banks over time. The charts show different levels of smoothing: none (α = 0.0), little (α = 0.2) and
moderate (α = 1.0). A few example banks are highlighted (bank labels are described in table A1 in the appendix).
ranking between banks inmore detail, ﬁgure 5 shows all values
as of 2014Q3.
The smoothed information centrality plots exhibit peaks in
both 2008Q1 and 2008Q4, as well as during 2012 and 2014Q1.
In 2008Q1, for instance, the peak coincides with the peak in
bank occurrence. The fact that co-occurrence stays relatively
ﬂat during the same time indicates that the change in infor-
mation centrality is not so much due to generally strengthened
connections, but largely due to change in topology. The peak in
the fourth quarter likewise hints at topological shifts following
the crisis outbreak, but in this period even bank occurrence
is normal. Centralities rise towards 2012, but have subsided
substantially in 2013, then coinciding with a similar sharp
decrease in bank occurrence. Overall, the correlation between
co-occurrence volume and raw information centrality averaged
over all nodes is 0.651, hinting at a considerable component
other than general co-occurrence volume that we argue is topo-
logical, i.e. involving changes of weight distribution over links
as well as changes in link structure.
3.2. Visual analysis
As a complement to the discussion on quantitative analysis
of the co-occurrence networks, we brieﬂy consider the role
of visual network analysis. Our information centrality mea-
surements highlight an interesting pattern in 2008Q2–2008Q4
that we inspect further visually. The second and fourth quar-
ters have relatively high global information centrality, whereas
there is a temporary dip in the third quarter. The networks in
ﬁgure 6 show visualized snapshots of each quarter, where the
changes in patterns of connectivity can be studied in more
detail. It shows a sparser topology for Q3 than in both Q2 and
Q4, as reﬂected by the measure. In addition, the visualization
allows for studying local patterns, e.g. how the connection
between the two Scandinavian banksNordea andDanske Bank
(right-side edge of networks) changes.
In general, the networks have a core consisting of the most
central banks that does not change drastically over time. The
periphery experiences more topological change, but its banks
stay mostly in their outside positions. Nevertheless, it is hardly
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Figure 5. Information centrality ranking for all banks in 2014Q3 (bank labels are described in table A1 in the appendix).
possible to deﬁne a strict border between core and periphery,
neither by visual inspection nor quantitatively (e.g. by de-
gree or information centrality), rather the nodes appear on a
continuum of centrality (cf. ﬁgure 5). We may interpret from
the force-directed visualization that the network consists of
one major module, with the only exception of occasionally
disconnected components or single nodes (e.g. La Caixa and
Bankia in ﬁgure 6(b)). The network is overall very densely
connected in terms of binary links.
Even though visual inspection can provide valuable insight,
in many cases, it may be hard to reliably and precisely compare
changes in speciﬁc aspects, such as centrality of single nodes
or centralization of the whole network, based on the network
visualization. This underlines the importance of backing visual
analysis with quantitative measures, for instance, by encoding
node size with information centrality or presenting plots of
measures in parallel, coordinated views. The combination of
both approaches is posed to provide the best possibilities for
understanding the properties of the network, through a mixed
process of exploration and focused inspection. The visual rep-
resentations inﬁgure 6 represent information centrality as node
size, which in combination with the force-directed node posi-
tioning provides support for visually assessing node centrality
in more general terms.
4. Determinants of information centrality
Analysis thus far attempted to convince that information cen-
trality captures the notion of system-wide importance of a
bank in terms of ﬁnancial discourse. Yet, little was done to
provide a deeper interpretation of what information centrality
signiﬁes. This section explores potential determinants of infor-
mation centrality.We explain centrality with a large number of
bank-speciﬁc risk drivers, as well as country-speciﬁc macro-
ﬁnancial and banking sector variables, beyond controls for
bank size. Further, we also assess the extent to which infor-
mation centrality explains banks’ risk to go bad, and compare
it to more standard measures of size.
4.1. Data
We complement the textual data, and there from derived cen-
tralitymeasures,with bank-level data fromﬁnancial statements
and banking sector and macro-ﬁnancial indicators at the coun-
try level. This gives us a data-set of 24 risk indicators, spanning
2000Q1 to 2014Q1 for 27 banks, as well as distress events. The
deﬁnitions of distressed banks followBetz et al. (2014) and are
deﬁned based upon the following three categories of events:
• Direct bank failures include bankruptcies, liquida-
tions and defaults.
• Government aid events comprise the use of state
support on the asset side, such as capital injections
or participation in asset relief programmes (i.e.
asset protection or asset guarantees).
• Forced mergers capture private sector solutions to
bank distress by conditioning mergers with nega-
tive coverage ratios or a parent receiving state aid
after a merger.
To measure risk drivers, we make use of CAMELS variables
(where the letters refer toCapital adequacy,Asset quality,Man-
agement quality, Earnings, Liquidity and Sensitivity to market
risk).TheUniformFinancialRatingSystem, informally known
as the CAMEL ratings system, was introduced by the US
regulators in 1979. Since 1996, the rating system was comple-
mentedwith Sensitivity toMarket Risk, to be calledCAMELS.
The literature on individual bank failures draws heavily on the
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Figure 6. Network visualization for 2008Q2–2008Q4, each showing current topology and link strengths (encoded as opacity and
logarithmically scaled line width). Node size is relative to information centrality (α = 0.2) and orange colour denotes globally systemically
important banks (bank labels are described in table A1 in the appendix).
risk drivers put forward by the CAMELS framework. Further,
we complement bank-level data with country-level indicators
of risk. One set of variables describes the banking sector as
an aggregate, whereas another explains macro-ﬁnancial vul-
nerabilities in European countries, such as indicators from
the scorecard of the Macroeconomic Imbalance Procedure.
All bank-speciﬁc data are retrieved from Bloomberg, whereas
country-level data come mainly from Eurostat and ECB MFI
Statistics.
4.2. What explains information centrality?
The essential question we ask herein is whether more central
banks perform or behave differently. Following Bertay et al.
(2013), who assess whether and to what extent performance,
strategy and market discipline depend on standard bank size
measures, we conduct experiments in order to better under-
stand what signiﬁes information centrality. In contrast to their
study, we control for more standard measures of bank size, in
order to capture particular effects of information centrality.
Using the above described data, we make use of standard,
linear least squares regressionmodels to conduct the following
experiments (cf. table 1):
(1) Explain information centrality (IC) with bank
size variables (Model 1).
(2) Explain IC with CAMELS variable groups one-
by-one, controlling for bank size (Models 2–7).
(3) Explain ICwith all CAMELS variables, control-
ling for bank size (Model 8).
(4) Explain IC with CAMELS and country-speciﬁc
variables, controlling for bank size (Model 9).
Our experiments show a number of patterns about drivers
of information centrality. Table 1 summarizes all regression
estimates. First, we show that size measures of total assets
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and total deposits statistically signiﬁcantly explain information
centrality. This holds both when included individually and
together in regressions. At a 0.1% level, we can show that
these size variables relate to centrality, which is in accordance
with the nature and aim of the measure.
Second, we also add variable groups from the CAMELS
framework to assess which risk factors explain information
centrality. When testing groups one-by-one, we ﬁnd that eq-
uity to assets, cost-to-income ratio and net-short-term borrow-
ing are statistically signiﬁcant at the 5% level, and loan loss
provisions to total loans, reserves to impaired assets, interest
expenses to liabilities and deposits to funding are statistically
signiﬁcant at the 1% level. Large cost-to-income ratios are
expected to reduce individual bank risk, whereas loan loss
provisions are expected to increase risk. Yet, the estimates
of the liquidity variables—interest expenses to total liabilities
and deposits to funding—indicate less risk, as more deposits is
expected to be negatively andmore interest expenses positively
related to bank risk. The relationships of loan loss reserves and
share of trading income are potentially ambiguous, as higher
reserves should correspond to a higher cover for expected
losses but could also proxy for higher expected losses and
trading income might be related to a riskier business model
as a volatile source of earnings, but investment securities are
also liquid, allowing to minimize potential ﬁre sale losses.
Third, when including all size and CAMELS variables, we
stillﬁnd the same variables to be statistically signiﬁcant, except
for all variables signiﬁcant at the 5% level (i.e. equity to assets,
cost-to-income ratio and net-short-term borrowing). When as-
sessing the size variables, assets is consistently a signiﬁcant
predictor, whereas deposits turns insigniﬁcant inModel 6when
also including deposits to funding, which is likely to be a
result ofmulticollinearity. Further, the effects of individual risk
indicators are unchanged when excluding all bank size vari-
ables, except for slight changes in signiﬁcance levels. Fourth,
we complement the bank-speciﬁc model with country-level
data by also explaining centrality with banking sector and
macro-ﬁnancial variables. Even though this leads to an im-
provement ofR2 byone-third, this leavesmost of the effects un-
changed. Notably, liquidity indicators and the cost-to-income
ratio remain statistically signiﬁcant.Out of the country-speciﬁc
variables, statistically signiﬁcant predictors are assets to GDP,
non-core liability growth, loans to deposits, inﬂation, stock
price growth and sovereign bond yields.
4.3. Information centrality as a risk driver
In the above experiments, we showed that information cen-
trality is partly driven by CAMELS variables, which generally
represent different dimensions of individual bank risk. This
does not, however, necessarily imply that information central-
ity is a measure of vulnerability. The next question is whether
and to what extent information centrality signals vulnerable
banks, particularly when controlling for CAMELS variables.
As we have distress events for the banks, and the above
used risk indicators, we can easily test the extent to which
information centrality aids in identifying vulnerable banks. By
focusing on vulnerable rather than distressed banks, we are in-
terested in periods that precede distress events (e.g. 24months).
In this case, we make use of standard logistic regression to at-
tain a predicted probability for each bank to be vulnerable. This
probability is turned into a binary point forecast by specifying a
threshold above which we signal vulnerability. This threshold
is chosen to minimize a policy-maker’s loss function, who has
relative preferences between false alarms and missed crises.
Also, we provide a so-called usefulness measure that captures
the performance of the model in comparison to not having a
model (i.e. best guess of a policy-maker). We assume in the
benchmark case, the policy-maker to be more concerned about
missing a crisis than giving a false alarm, which is particularly
feasible for internal signals. See appendix 2 for more details
of the evaluation measures.
To test to what extent information centrality signals vulner-
abilities, and how it relates to bank size variables, we regress
pre-distress events. Hence, as in a standard early-warning set-
ting for banks, we explain periods 24 months prior to distress
with logistic regression. Starting out from bank importance
variables, we can see in table 2 (Models 1–4) that while none
of the variables yield highly valuable predictions, assets and
deposits provide more usefulness than information centrality,
particularly deposits. The same holds also for statistical sig-
niﬁcance. Even though the bank size variables were above
shown to explain information centrality, we can observe a
difference in their relation to risk. Large banks in terms of
assets are found to be more vulnerable to distress, whereas
large banks in terms of deposits are found to be less so. This is
likely to proxy for the business model or activities of a bank,
which might be less risky when the focus is on depository
functions. Moreover, deposits can be seen as a more stable
funding source than interbank market or securities funding.
This points to information centrality being a more general
measure of interconnectedness, rather than one deﬁned by the
underlying focus of the business model. Further, when we add
all CAMELSvariables to the three importancemeasures (Mod-
els 5–8), both usefulness and statistical signiﬁcance points to
better explanatory power of assets and deposits. Comparing
to models with only bank importance variables, this moves
usefulness from Ur (μ = 0.9) = 41% at its maximum to 61%
for information centrality and 71% for assets and deposits.
Likewise, when adding all country-speciﬁc variables (Models
9–12), we can still observe that the explanatory power of assets
and deposits is higher than that for information centrality. At
this stage, we have early-warning models that capture most of
the available usefulness, by showing a Ur (μ = 0.9) ≥ 91%.
When assessing performance with the area under the receiver
operating characteristic curve (AUC) (see appendix 2 for a
description), we can see that the same conclusions with respect
to performance hold.
The implication of the two conducted experiments jointly
is that information centrality is highly correlated with bank
size, both when measured in total assets and deposits, but not
a measure of vulnerability. This indicates that the measure
is not biased by business activities or models, which might
be a factor impacting the vulnerability of a bank. Rather, we
are capturing more broadly importance of a bank in terms of
information connectivity in ﬁnancial discourse. This property,
while due to its broad nature may be a disadvantage, provides
ample means for measuring interconnectedness and centrality
from a wider perspective. It is worth remembering that these
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text-based networks are not an ending point but allow further
exploration of the semantics of observed connections.
5. Conclusions
The ongoing global ﬁnancial crisis has brought interdependen-
cies among banks into focus in trying to assess interconnected
and systemic risk. This paper has demonstrated the use of
computational analysis of ﬁnancial discussion, as a source for
information on bank interrelations. Conventional approaches
make use of direct linkages to the extent available and market-
based measures as an indirect estimate of interdependence,
which both have their limitations, such as non-publicly dis-
closed information, strong ties to speciﬁc business models and
deﬁciencies in the forward-lookingness of co-movements in
markets. The approach we put forward may serve as a comple-
ment to more established ways of quantifying connectedness
and dependence among banks. We have presented a text-to-
network process, which has its basis in co-occurrences of bank
names and can be analysed quantitatively and visualized. To
support quantiﬁcation of bank importance, we proposed an
information centrality measure to rank and assess trends of
bank centrality in discussion. Rather than a common shortest-
path-based centrality measure, information centrality captures
effects that might propagate aimlessly by accounting for paral-
lel paths.Moreover, we proposed amethod to stabilize the cen-
trality measure by applying Laplace smoothing to link weights
before calculating information centrality. To support a qualita-
tive assessment of the bank networks, we put forward a visual,
interactive interface for better illustrating network structures.
This concerned not only an interface to network models, but
also an interactive plot to better communicate quantitative
network measures. Our text-based approach was illustrated
on European LCBGs during the ongoing ﬁnancial crisis by
quantifying bank interrelations from discussion in 3.0M news
articles, spanning the years 2007–2014 (Q3).
To better understand the interpretation of, and what drives,
information centrality, we have explored determinants of the
centralitymeasure.We investigated bank-speciﬁc and country-
speciﬁc risk drivers, as well as control for variables measuring
bank size, and also assess the extent to which bank risk is
explained by information centrality in relation tomore standard
measures of size. We have shown that centrality is not a direct
measure of vulnerability, despite the fact that it is closely linked
to size variables. The conclusions to be drawn from this are that
the centrality measure is not biased by the nature of business
activities or models, which may impact the vulnerability of
banks (e.g. asset size or interbank-lending centrality). Instead,
the measure of information centrality is described to capture
the importance of a bank in a wider perspective, in terms of
information connectivity in ﬁnancial discourse.
Considering the limitations of the current network and that
the underlying data occasionally lead to somewhat hazy pat-
terns difﬁcult to interpret and draw clear conclusions from, we
suggest a number ofways these issues could be addressed in fu-
ture research.One advantage of using text data is the potentially
rich semantic information it holds, which can be used to better
explain or narrow the relations extracted, thereby facilitating
interpretation of the network and the measures applied on top.
Adisadvantage of applying such ﬁlteringmight be that it vastly
increases the data size requirements, quickly reducing a big
but sparse data-set into a rather scarce one. Similarly, in this
paper, we have illustrated how, using a data-set of a fewmillion
articles, accuracy can still be improved by even more data.
Although textual data provide the basis for studying inter-
relationships and other potentially interesting details on banks
more speciﬁcally, its interpretation by computational methods
is often challenging. In order to apply ﬁltering by theme to
co-occurrence links between banks, we recommend more
sophisticated semantic analysis to increase recall. For instance,
distributional semantic methods (Turney and Pantel 2010,
Mikolov et al. 2013) could be used to extend a set of seed
keywords, or probabilistic topic modelling (Blei 2012) could
be applied to the corpus to identify topics of interest and the
related subset of articles. Furthermore, combining sentiment
analysis with our bank relation extraction could constitute an-
other interesting way to distinguish the nature of mapped rela-
tions. Sentiment analysis has been applied to classify company-
related information from ﬁnancial news in regard to the effect
on their stock price (e.g. Malo et al. 2013), an approach that
could hold considerable potential in the area of systemic risk
analysis as well.
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Appendix 1. Data
Table A1. A list of banks and their labels.
European LCBG and G-SIB European LCBG
Label Name Label Name
Agricole Credit Agricole Groupe ABN-AMRO ABNAMRO Bank NV
BBVA Banco Bilbao Vizcaya Argenta Bankia Bankia SA
BPCE Groupe BPCE Commerzbank Commerzbank AG
BNP BNP Paribas CreditMutuel Credit Mutuel Group
Barclays Barclays PLC DZBank DZ Bank AG
CreditSuisse Credit Suisse Group AG Danske Danske Bank A/S
Deutsche Deutsche Bank AG Intesa Intesa Sanpaolo
HSBC HSBC Holdings PLC LaCaixa La Caixa
ING ING Bank NV LandesbankBW Landesbank Baden-Württemberg
Nordea Nordea Bank AB Lloyds Lloyds Banking Group PLC
RBS Royal Bank of Scotland Rabobank Rabobank Group
Santander Banco Santander SA
SocGen Group Societe Generale SA
StanChart Standard Chartered PLC
UBS UBSAG
Appendix 2. Usefulness of early-warning models
Early-warning models require evaluation criteria that account for
the nature of low-probability, high-impact events. Following Sarlin
(2013), the signal evaluation framework focuses on a Policy-maker
with relative preferences between type I and II errors, and the useful-
ness that she derives using amodel, in relation to not using it.Tomimic
an ideal leading indicator, we build a binary state variable C j (h) ∈{0, 1} for observation j (where j = 1, 2, . . . , N ) given a speciﬁed
forecast horizon h. Let C j (h) be a binary indicator that is one during
pre-crisis periods and zero otherwise. For detecting events C j using
information from indicators, we estimate the probability of a crisis
occurrence p j ∈ [0, 1], for which we use herein logistic regression.
The probability p j is turned into a binary prediction Pj , which takes
the value one if p j exceeds a speciﬁed threshold λ ∈ [0, 1] and zero
otherwise. The correspondence between the prediction Pj and the
ideal leading indicator C j can then be summarized into a so-called
contingency matrix.
The frequencies of prediction–realization combinations in the con-
tingency matrix are used for computing a wide range of quantitative
measures of classiﬁcation performance. Beyond measures of overall
accuracy, a policy-maker can be thought to be primarily concerned
with two types of errors: issuing a false alarm andmissing a crisis. The
evaluation framework described below is based upon that in Sarlin
(2013) for turning policy-makers’ preferences into a loss function,
where the policy-maker has relative preferences between type I and
II errors. While type I errors represent the share of missed crises
to the frequency of crises T1 ∈ [0, 1] = FN/(TP+ FN), type II
errors represent the share of issued false alarms to the frequency of
tranquil periods T2 ∈ [0, 1] = FP/(FP+ TN). Given probabilities
p j of a model, the policy-maker then optimizes the threshold λ such
that her loss is minimized. The loss of a policy-maker includes T1
and T2, weighted by relative preferences between missing crises (μ)
and issuing false alarms (1 − μ). By accounting for unconditional
probabilities of crises P1 = P(C = 1) and tranquil periods P2 =
P(C = 0) = 1− P1, the loss function can be written as follows:
L(μ) = μT1P1 + (1− μ)T2P2 (B1)
Table B1. A contingency matrix.
Actual class C j
Crisis No crisis
Predicted class Pj Signal Correct call False alarm
True positive (TP) False positive (FP)
No signalMissed crisis Correct silence
False negative (FN)True negative (TN)
whereμ ∈ [0, 1] represents the relative preferences of missing crises
and 1−μ of giving false alarms, T1 the type I errors, and T2 the type
II errors. P1 refers to the size of the crisis class and P2 to the size of
the tranquil class. Further, the usefulness of a model can be deﬁned in
a more intuitive manner. First, the absolute usefulness (Ua) is given
by:
Ua(μ) = min(μP1, (1− μ) P2)− L(μ), (B2)
which computes the superiority of a model in relation to not using any
model. As the unconditional probabilities are commonly unbalanced
and the policy-maker may be more concerned about the rare class, a
policy-maker could achieve a loss of min(μP1, (1− μ) P2) by either
always or never signalling a crisis. This predicament highlights the
challenge in building a useful early-warningmodel: with an imperfect
model, it would otherwise easily pay off for the policy-maker to
always signal the high-frequency class.
Second, we can compute the relative usefulness Ur as follows:
Ur (μ) = Ua(μ)
min(μP1, (1− μ) P2)
, (B3)
where Ua of the model is compared with the maximum possible
usefulness of the model. That is, the loss of disregarding the model is
the maximum available usefulness. Hence, Ur reports Ua as a share
of the usefulness that a policy-maker would gain with a perfectly
performing model, which supports interpretation of the measure.
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a b s t r a c t 
While many models are purposed for detecting the occurrence of signiﬁcant events in ﬁnancial systems, 
the task of providing qualitative detail on the developments is not usually as well automated. We present 
a deep learning approach for detecting relevant discussion in text and extracting natural language de- 
scriptions of events. Supervised by only a small set of event information, comprising entity names and 
dates, the model is leveraged by unsupervised learning of semantic vector representations on extensive 
text data. We demonstrate applicability to the study of ﬁnancial risk based on news (6.6M articles), par- 
ticularly bank distress and government interventions (243 events), where indices can signal the level of 
bank-stress-related reporting at the entity level, or aggregated at national or European level, while being 
coupled with explanations. Thus, we exemplify how text, as timely, widely available and descriptive data, 
can serve as a useful complementary source of information for ﬁnancial and systemic risk analytics. 
© 2017 Elsevier B.V. All rights reserved. 
1. Introduction 
Text analytics presents both major opportunities and challenges. 
On the one hand, text data is rich in information and can be 
harnessed in traditional ways such as for prediction tasks, while 
its descriptive depth also supports qualitative and exploratory, yet 
highly data-driven, analysis. On the other hand, decoding and uti- 
lizing the expressive detail of human language is prohibitively diﬃ- 
cult. In computational terms, text consists of high-dimensional and 
often ambiguous symbolic input (words), the semantics of which is 
a product of complex interactions between parts of the sequences 
in which they occur (phrases, sentences, paragraphs, etc.). Text is 
referred to as sparse data due to the high variability relative to 
number of samples, and unstructured data as the underlying lin- 
guistic structure must be inferred from the surface form as part of 
the analysis process. 
We recognize that many applications of text analytics use lin- 
guistically rather naïve methods, typically operating on a bag-of- 
words assumption, disregarding word order and operating at the 
symbolic word-level alone. While these applications generally con- 
stitute pioneering work in their respective areas, there is currently 
ample opportunity for advancement, in particular in the inter- 
section between machine learning, computational linguistics and 
∗ Corresponding author at: Turku Centre for Computer Science – TUCS, Depart- 
ment of Information Technologies, A˚bo Akademi University, Turku, Finland 
E-mail address: sronnqvi@abo.ﬁ (S. Rönnqvist). 
economics. Following the deep learning paradigm, recent devel- 
opments in natural language processing [37] open up for highly 
data-driven but linguistically more accommodating analysis meth- 
ods based on semantic representation learning, which easily can 
be applied to new domains and tasks. 
In this paper, we propose a deep learning setup to address the 
challenge of building a predictive model able to detect infrequent, 
coinciding events based on the sparse and unstructured input of 
text, while leveraging the text data to describe the events as well. 
Our method includes a heuristic to label text by event information, 
unsupervised semantic modeling, predictive modeling, aggregation 
of the prediction signals into indices, and the eventual extraction 
of descriptions. The approach is to our knowledge novel in provid- 
ing text descriptions of events deﬁned by non-descriptive data. We 
show how it can be applied to the study of risks in the ﬁnancial 
system, with relatively little effort required in terms of collecting 
data for supervision in new tasks, which can be a prohibitive as- 
pect of text analytics. 
The study of bank distress is a prime example of a ﬁeld where 
the use of text data remains largely uncharted, typically lacking 
both customized linguistic resources and clear goals for how to 
best utilize text, which motivates the focus on adaptive methods. 
Supervised by only a small set of bank distress events we demon- 
strate that the method we put forward can provide an index over 
coinciding stress-related reporting in news over time, which we 
then use to automatically retrieve descriptions of the events. We 
expect the method accordingly to be applicable to any type of 
http://dx.doi.org/10.1016/j.neucom.2016.12.110 
0925-2312/© 2017 Elsevier B.V. All rights reserved. 
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event that recurringly ﬁgures in text over time, in connection to 
speciﬁc entities. 
In the following section, we discuss previous work related to 
the problem setting and work that has utilized text data for simi- 
lar tasks. Deep learning background and our setup, including se- 
mantic modeling, predictive modeling and evaluation, extraction 
of descriptions and the related indices are explained in Section 3 . 
Finally, we report our experiments in Section 4 , demonstrating the 
applicability of our approach to the study of bank stress. 
2. Related work 
The automatic identiﬁcation of events in chronological text such 
as news has been explored at least since the 90s, when a DARPA- 
coordinated effort was organized [1] that set the foundation for 
what is known as topic detection and tracking (TDT), where news 
streams are analyzed in order to identify reporting on new events 
as well as recurring reporting relating to earlier events. The early 
detection and tracking methods were data-driven, based on clus- 
tering in particular, and intended to capture any kind of event (see, 
e.g., [43] ). 
A related area of research that since has emerged, mainly stem- 
ming from the area of information extraction, is event extraction , 
which aims at extracting complex structured information about 
events in terms of pre-deﬁned types of events and entities, as 
well as attributes of events and roles of entities (cf., e.g., [7] ). 
The event extraction techniques focus on identifying and extracting 
more speciﬁc types of information, with explicit semantic interpre- 
tation, in contrast to the TDT approach. As the information of inter- 
est is often particular to an expert domain and task, the techniques 
tend to require substantial expert guidance in terms of designing 
linguistic patterns or annotating text, which makes them less ap- 
plicable in new domains where fewer resources may be available 
to target speciﬁc tasks and the information of interest may be dif- 
ﬁcult to strictly deﬁne. Effort s f ocusing on the ﬁnancial domain 
and identiﬁcation of speciﬁc types of risk include [8,9,16] . Tanev 
et al. [40] also explore the combination of data-driven prepro- 
cessing with the knowledge-driven approach to extracting events, 
as they monitor violent and disaster events in news. Hogenboom 
et al. [17] provide a thorough overview of how event extraction 
has evolved in various ﬁelds. 
Parallel to this view on event discovery, which naturally places 
description of events at its heart, non-text data sources have also 
been investigated for the detection of signiﬁcant events, or the risk 
thereof, such as failure of companies using machine learning [2,12] . 
The focus is then primarily on estimating the likelihood that a par- 
ticular type of event will occur. While the speciﬁcation of events in 
text mining tends to be more idiosyncratic to the input data, the 
events in distress prediction tend to be speciﬁed by when they oc- 
cur and what entities they involve, as is the case in this paper, too. 
Such event speciﬁcations are easier to recombine with new data, 
including text data given appropriate modeling. 
In particular, prediction of bank distress has been a major topic 
both before and following the global ﬁnancial crisis. Many efforts 
are concerned with identifying the build-up of risk at early stages, 
often relying upon aggregated accounting data to measure imbal- 
ances (e.g., [5,11,23] ). Despite their rich information content, ac- 
counting data pose major challenges due to restricted access, as 
well as low reporting frequency and long publication lags. A widely 
available and more timely source of information is the use of mar- 
ket data to indicate imbalances, stress and volatility (e.g., [13,25] ). 
Yet, market prices provide little or no descriptive information per 
se, and only yield information about listed companies or compa- 
nies’ traded instruments (such as Credit Default Swaps). This points 
to the potential value of text as a source for understanding events 
such as bank distress. More generally, central banks are starting 
to recognize the utility of text data in ﬁnancial risk analytics, too 
[6,18] . 
The literature on text-based computational methods for mea- 
suring risk or distress is still rather scarce and scattered. For in- 
stance, Nyman et al. [28] analyze sentiment trends in news narra- 
tives in terms of excitement/anxiety and ﬁnd increased consensus 
to reﬂect pre-crisis market exuberance, Soo [38] analyzes the con- 
nection between sentiment in news and the housing market and 
Cerchiello et al. [10] analyse bank risk contagion with both market 
prices and sentiment index. All three approaches rely on manually- 
crafted dictionaries of sentiment-bearing words. While such analy- 
sis can provide interesting insight as early work on processing ex- 
pressions in text to study risk, the approach is generally limiting as 
dictionaries are cumbersome to adapt to speciﬁc tasks, incomplete 
and unable to handle semantics beyond single words well. Never- 
theless, sentiment analysis based on such simple approaches works 
quite well due to the fact that it relies on human emotions as 
strong priors in a way that generalizes across tasks and data, and 
because lower recall may be countered by the scale of the data. 
Malo et al. [22] explore a linguistically more sophisticated ap- 
proach that models ﬁnancial sentiment compositionally, although 
without semantic generalization, supervised by a custom data set 
of annotated phrases. Hogenboom et al. [16] integrate their lin- 
guistically aware event extraction techniques with the conventional 
Value at Risk model to account for certain cases of event-driven 
market effects. 
Data-driven approaches, such as Wang and Hua [42] predict- 
ing volatility of company stocks from earning calls, may avoid the 
issues of handcrafted features and manually annotated corpora. 
Their method, although allegedly providing good predictive per- 
formance gains, offers only limited insight into the risk-related 
language of the underlying text data. It also leaves room for fur- 
ther improvements with regard to the semantic modeling of in- 
dividual words and sequences of words, which we address. Fur- 
ther, Lischinsky [21] performs a crisis-related discourse analysis of 
corporate annual reports using standard corpus-linguistic tools, in-
cluding some data-driven methods that enable exploration based 
on a few seed words. His analysis focuses extensively on individ- 
ual words and their qualitative interpretation as part of a crisis 
discourse, which likewise provides rather limited insight compared 
to what full sentences are able to communicate. Finally, Rönnqvist 
and Sarlin [30] construct network models of bank interrelations 
based on co-occurrence in news, and assess the information cen- 
trality of individual banks with regard to the surrounding bank- 
ing system, a fully data-driven approach that could be further en- 
hanced by semantic modeling and conditioning. 
In the following, we introduce the deep learning approach and 
our particular model, along with further relevant previous work. 
3. Methods 
Characterized in part by the deep, many-layered neural net- 
works, a prevailing idea of the deep learning paradigm is that 
machine learning systems can become more accurate and ﬂexi- 
ble when we allow for abstract representations of data to be suc- 
cessively learned, rather than handcrafted through classical feature 
engineering. By modeling the input data before modeling speciﬁc 
tasks, the networks can learn about regularities in the world and 
generalize over them, which improves performance on supervised 
task learning. For a recent general survey on deep learning con- 
fer Schmidhuber [34] , and for a more explicit discussion of deep 
learning in natural language processing see Socher and Manning 
[37] . Moreover, Bengio et al. [4] provide a thorough review on the 
emerging topic of representation learning itself. 
While manually designed features help bring structure to the 
learning task through the knowledge they encode, they often suffer 
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problems of being over-speciﬁed, incomplete and laborious to de- 
velop. Especially regarding natural language processing, this limits 
the robustness of text mining systems and their ability to gener- 
alize across languages, domains and tasks. By exploiting statistical 
properties of the data, features can be learned in an unsupervised 
fashion instead, which allows for large-scale training not limited by 
the scarcity of annotated data. Such intensively data-driven, deep 
learning approaches have in recent years led to numerous break- 
throughs in application domains such as computer vision and nat- 
ural language processing, where a common theme is the use of 
unsupervised pre-training to effectively support supervised learn- 
ing of deep networks [34] . We apply the same idea in modeling 
event-related language in text. 
3.1. Labeling text by event data 
The modeling is founded on connecting two types of data, text 
and event data, by entities and chronology. An event data set con- 
tains information on dates and names of involved entities, relating 
to the speciﬁc type of event to be modeled. First, a set of regu- 
lar expression patterns is used to locate the entity names as they 
occur in the text. Second, an event is associated by the date it oc- 
curred and by the relevant timestamp of the document. 
In this paper, we focus on news text where publication date is 
used for matching articles in time, and entity occurrences are in- 
dexed at the sentence level. Each sentence s and occurring entity 
b are cross-referenced against the event data in order to cast the 
pair as event coinciding (1), non-coinciding (0) or ambiguous (unde- 
ﬁned), according to an inner ( W in ) and outer ( W out ) time window. 
Formally, the label is deﬁned as: 
e s,b = 

1 , if d s − d e ∈ W in 
0 , if d s − d e / ∈W out 
where for the intervals W holds that W in ⊂W out . I.e., we label each 
entity occurrence and its sentence as likely to discuss the event or 
not likely, whereas uncertain cases that fall outside W in but within 
W out are not used. Given this heuristic, we effectively expand the 
data set that is to serve as supervision signal, and the predictive 
model will learn to generalize across examples and associate rele- 
vant language in the text data to the modeled event type. 
3.2. Modeling 
We are interested in modeling the semantics of words and 
semantic compositionality of sequences of words to obtain suit- 
able representations of the content of the news, to use as fea- 
tures for predicting events and associating text descriptions. At the 
word level, distributional semantics exploits the linguistic prop- 
erty that words of similar meaning tend to occur in similar con- 
texts [14] . Word contexts are modeled to yield distributed repre- 
sentations of word semantics as vectors, as opposed to declarative 
formats, which allow measuring of semantic similarities and de- 
tecting analogies without supervision, given substantial amounts 
of text [24,35,36] . The distributional semantic modeling captures 
the nature of words in a broader sense, in the directions of syntax 
and pragmatics. These word vectors provide an embedding into a 
continuous semantic space where the symbolic input of words can 
be geometrically related to each other, thus supporting both the 
predictive modeling in this paper and a multitude of other nat- 
ural language processing tasks (e.g., tagging, parsing and relation 
extraction) [4,37] . 
While traditionally modeled by counting of context words, pre- 
dictive models have eventually taken the lead in terms of per- 
formance [3] . Neural network language models in particular have 
proved useful for semantic modeling, and are especially practical 
to incorporate into deep learning setups due to their dense vec- 
tors and the uniﬁed neural framework for learning. Mikolov et al. 
[24] have put forward an eﬃcient neural method that can learn 
highly accurate word vectors as it can train on massive data sets 
in practical time (a billion words in the order of a day on standard 
architecture). 
Subsequently, Le and Mikolov [20] extended the model in or- 
der to represent compositional semantics (cf. [26] ) of sequences 
of words, from sentences to the length of documents, which they 
demonstrated to provide state-of-the-art performance on senti- 
ment analysis of movie reviews. Methods based on other neu- 
ral architectures and explicit sentence structure have since gained 
slightly improved performance [19,39], but require parse trees as 
pre-structured input and are therefore not as ﬂexible. Analogous 
to the sentiment analysis task, we employ the distributed memory 
method of Le and Mikolov to learn vectors for sentences in news 
articles, where entities are mentioned, and use them for learning 
to predict the probability of an event. Hence, when providing bank 
distress events, the task can be understood as a type of risk sen- 
timent analysis that models language speciﬁc to the type of event, 
rather than more general expression of emotions explicitly. 
Text sequences are also commonly modeled by recurrent neu- 
ral networks such as Long Short-Term Memory (LSTM) networks 
[15] , but these are not as eﬃcient as feed-forward topologies with 
ﬁxed context size in terms of speed. The sentence vector we use 
is a practical ﬁxed-size representation suitable as input to a feed- 
forward network. The input sequence of words may have a vocab- 
ulary size in the order of a million words, but the sentence vec- 
tor represents the necessary semantics of each sentence as a sin- 
gle dense vector with a dimensionality of typically 50–10 0 0. The 
reduction from sparse sequence to a ﬁxed-length, dense represen- 
tation helps train the predictive model against a signal correspond- 
ing to a comparatively tiny number of events. 
Our deep neural network for predicting events from text, 
outlined in Fig. 1 , is trained in two steps: through learning of 
sentence vectors as pre-training (Fig. 1a), followed by supervised
learning against the event signal e ( Fig. 1 b). The use of the dis- 
tributed memory model of [20] in the ﬁrst step is explained in the 
following. 
The modeling of word-level semantics works by running a 
sliding window over text, taking a sequence of words as input and 
learning to predict the next word (e.g., the 8th in a sequence), us- 
ing a feed-forward topology where a projection layer in the middle 
provides the semantic vectors once the connection weights have 
been learned. A semantic vector V i is the ﬁxed-length, real-valued 
pattern of activations reaching the projection layer for network 
input i . The projection layer provides a linear combination that 
enables eﬃcient training on large data sets, which is important in 
achieving accurate semantic vectors. In addition, the procedure of 
[20] for sentence vector training includes the sentence ID as input, 
functioning as a memory for the model that allows the vector to 
capture the semantics of continuous sequences rather than only 
single words; the sentence ID in fact can be thought of as an extra 
word representing the sentence as global context and informing 
the prediction of the next word. While the prediction from word 
context to word constitutes a basic neural language model, the 
sentence ID conditions the model on the sentence and forces 
the sentence vector to capture the semantics that is particular 
to the sentence rather than the language overall. Formally, the 
pre-training step seeks to maximize the average log probability: 
1 
k − n 
k −n  
i =1 
log p(w i + n | s, w i , . . . , w i + n −1 ) 
over the sequence of training words w 1 , w 2 , . . . , w k in sentence s 
with word context size n . In the neural network, an eﬃcient binary 
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Fig. 1. Deep neural network setup for (a) pre-training of semantic vectors, and (b) 
supervised training against event signal e . 
Huffman tree coding is used to map sentence IDs and words to ac- 
tivation patterns in the input layer and the hierarchical softmax 
output layer (by referencing vectors of a matrix D ), which imposes 
a basic organization of words by frequency. The projection layer 
output is a function of the average of sentence vector V s and word 
vectors of the context { V w j | j ∈ [ i, i + n [ } , which means that a single 
vector can easily be extracted once the model is trained. The sen- 
tence vector is extractable as V s = β + UD s , where U is the learned 
projection layer weight matrix and β is the bias parameter. 
The second modeling step ( Fig. 1 b) is a normal feed-forward 
network fed by the sentence vectors V s (pertaining to the set of 
sentences S ), which we train by Nesterov’s Accelerated Gradient 
[27] and backpropagation [32] to predict distress events e ∈ {0, 1}. 
Hence, the objective is to maximize the average log probability: 
1 
| S| 
 
s ∈ S 
log p(e s | V s ) 
The network has two output nodes for e ∈ {0, 1} in a soft- 
max layer that applies a cross-entropy loss function. In the trained 
network, the posterior probability M(V s ) = p(e s = 1 | V s ) reﬂects the 
relevance of sentence s to the modeled event type and is derived 
by: 
p(e s = j| V s ) = e 
y j 
e y 0 + e y 1 ; y = σ (β
2 + U 2 σ (β1 + U 1 V s )) 
where σ can be any non-linear activation function (e.g., sigmoid, 
hyperbolic tangent or rectiﬁed linear) and U are again the learned 
weight matrices. 
In the following sections, we discuss how the model is used 
for classiﬁcation and evaluated by its classiﬁcation performance, as 
we apply a threshold on the model output M ( V s ), as well as on 
aggregate functions of it. 
3.3. Evaluation and aggregation 
Assuming that the distribution of events for a particular en- 
tity is sparse over time, the procedure for matching events to text 
produces examples with skewed class frequencies. Moreover, it is 
likely that the user has an imbalanced preference between types of 
errors, preferring a sensitive system to detect possible events and 
provide means for further investigation in the form of descriptions, 
rather than missing an event. This requires extra care in evaluation. 
We evaluate the performance of the predictive model to guide 
hyperparameter optimization and asses the quality of indices that 
it will produce, and importantly to provide a quantitative quality 
assurance for the information content of the descriptions we ex- 
tract. We use the relative Usefulness measure ( U r ) by Sarlin [33] , 
as it is commonly used in distress prediction and intuitively incor- 
porates both error type preference ( μ) and relative performance 
gain of the model over consistently choosing the majority class. 
Based on the combination of negative/positive observations (obs 
∈ {0, 1}) and negative/positive predictions (pred ∈ {0, 1}), we 
obtain the cases of true negative ( T N ≡ obs = 0 ∧ pred = 0 ), false 
negative ( F N ≡ obs = 1 ∧ pred = 0 ), false positive ( F P ≡ obs = 0 ∧ 
pred = 1 ) and true positive ( T P ≡ obs = 1 ∧ pred = 1 ), for which we 
can estimate probabilities when evaluating our predictive model. 
Further, we deﬁne the baseline loss L b to be the best guess accord- 
ing to prior probabilities p (obs) and error preferences μ (Eq. (1) ) 
and the model loss L m ( Eq. (2) ): 
L b = min 

μ · p( obs = 1) 
(1 −μ) · p( obs = 0) (1) 
L m = μ · p(F N) + (1 −μ) · p(F P ) (2) 
From the loss functions we derive Usefulness in absolute ( U a ) 
and relative terms ( U r ): 
U r = U a 
L b 
= L b − L m 
L b 
(3) 
While absolute Usefulness U a measures the gain vis-à-vis the 
baseline case, relative Usefulness U r relates gain to that of a per- 
fect model (i.e., Eq. (5) with L m = 0 ⇒ U a = L b ). Usefulness func- 
tions both as a proxy for benchmarking the model (testing) and to 
optimize its hyperparameters (validation). Usefulness can also be 
related to the in text mining widely used F -score [41] (based on 
precision = p( obs = 1 | pred = 1) and recall = p( pre d = 1 | obs = 1) ): 
F β = (1 + β2 ) ·
precision ·recall 
(β2 · precision )+ recall (4) 
which similarly can account for varying preferences by its β pa- 
rameter, although not gain. The F β -score assigns β times as much 
importance to recall as to precision (i.e., preference for complete- 
ness over exactness) [41] , which is analogous to but not directly 
transferable to the μ parameter in the Usefulness measure. While 
the F -score is commonly seen to maximize completeness versus 
exactness of true positives, the parameter can also be seen as a 
priority to minimize false negatives versus false positives (FN pri- 
oritized over FP when β > 1). As a heuristic, we map the balanced, 
standard F 1 -score with β = 1 to U r with μ = 0 . 5 , and match devi- 
ations from these preferences according to β = μ/ (1 −μ) . 
In order to inﬂuence the sensitivity of the model, we may clas- 
sify a sentence by a threshold on the positive-class posterior prob- 
ability: 
p(e s = 1 | V s ) ≥ t 
The threshold is optimized on the validation set with respect to 
Usefulness at a given preference, and applied to the test set for 
evaluation. 
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However, evaluating classiﬁcation at an aggregated entity level 
rather than the level of sentence instances is more suitable to the 
use case, and likely more robust as the classiﬁcation then combines 
evidence from multiple observed occurrences in the text. Instead 
of the direct posterior probability, at the entity level we classify by 
the index deﬁned in Eq. (5) below; i.e., an event is signaled for the 
entity if: 
I(p, b) ≥ t 
Furthermore, evaluation on the sentence vector level with a 
randomized set split into train, validation and test set may pro- 
duce somewhat optimistic results, as speciﬁc language related to 
one particular event can be expected to be shared among several 
instances. Thus, the evaluation would not truly reﬂect how well 
the model can be expected to generalize across events of the same 
type, including future occurrences. To counter the bias, we sample 
the cross-validation folds according to a leave-N-entities-out strat- 
egy (or leave-N-banks-out), based on entity rather than sentence 
instance, such that discussion about a particular entity is compart- 
mentalized into a single set. In case of very frequent entities that 
would cause very skewed fold sizes, the instances may be split by 
period such that the more recent occurrences are placed in the lat- 
ter set (e.g., test rather than validation set) to minimize possible 
cross-contamination. 
3.4. Event indices 
By aggregating posterior probabilities we form an index to re- 
ﬂect the level of event-related reporting about an entity over time, 
thereby guiding exploration and extraction of descriptions, while it 
also serves as the signal that we evaluate against. The entity-level 
relevance index I : p × b → [0, 1] is formalized as: 
I(p, b) = 1 | S p,b | 
 
s ∈ S p,b 
M(V s ) (5) 
over the sentences S p, b that mention entity b in period p , where 
M(V s ) = p(e s = 1 | V s ) gives the posterior probability of the trained 
neural network model. 
In order to obtain better overview, it is motivated to further 
group entities and aggregate their indices. In the experiments, 
we ﬁrst aggregate from sentences to banks, and then from banks 
to countries to highlight national differences across Europe. The 
second-level index (or country-level index) is a weighted average, 
deﬁned as: 
I 
 (p, c) = 1 | B c | 
 
b∈ B c 
I(p, b) · | S p,b | (6) 
where B c is the set of entities in category/country c . Finally, we 
deﬁne a top-level index that summarizes the level of relevant re- 
porting for all modeled entities as a global average of vectors: 
I 

 (p) = 1 | S p | 
 
s ∈ S p 
M(V s ) (7) 
where S p is the set of vectors for all entity-mentioning sentences 
in period p . 
3.5. Extraction of descriptions 
As the neural network in the second step of the setup has been 
trained and the hyperparameters optimized by cross-validation, it 
can be applied to sentence vectors V in order to use the poste- 
rior probability M ( V ) as a relevance score with respect to the event 
type. The indices ( Eqs. (5) –(7)) provide overview over time and 
can highlight peaks and periods with elevated volumes of event- 
related discussion, which can be more closely investigated by re- 
trieving descriptions of the underlying events. 
Given a speciﬁc period and entity or set of entities, the basic 
principle in retrieving descriptions is to ﬁlter and rank pieces of 
text based on the posterior probability of the predictive model for 
the corresponding semantic vector. In the current setup, we per- 
form the semantic modeling on the sentence level, which simpli- 
ﬁes the process of retrieving relevant and speciﬁc passages. The 
semantic modeling can be applied to any type of textual unit, in- 
cluding complete documents, but that requires additional measures 
for locating the interesting parts within the broader context. Rön- 
nqvist and Sarlin [31] explore this by similarly training a predic- 
tive model on document vectors and successfully applying it on 
word vectors, to weight the relevance individual words within the 
context. In current experiments, we ﬁnd that, while their method 
works for document vectors that are trained on a larger number of 
words per vector, it does not work as well for sentence vectors, as 
they tend to be less similar to the word vectors of the same model. 
Overall, the extracts as presented in Section 4 are qualitatively bet- 
ter when produced based on sentence vectors. 
Vectors are trained only for sentences that mention target en- 
tity names, as it would be infeasible in terms of memory to model 
each sentence separately for a large corpus, and because the direct 
discussion about the entities is of primary interest. The near con- 
text of such sentences however tend to support interpretation and 
are useful to include in presentation. The semantic model supports 
inference of vectors for at train-time unseen sentences, although 
with noisier results. We infer vectors and predict the relevance of 
the sentences immediately before and after sentences in which en- 
tities occur, as there is strong dependency between neighboring 
sentences and a combined score of the expanded context may pro- 
duce more robust predictions. The combined score for an excerpt 
is calculated as: 
x i = max 
⎧ 
⎪ ⎨ 
⎪ ⎩
M 

V S i 
	
M 

1
n

 n 
j=1 V 

 
S i −1 
	
M 

1
n

 n 
j=1 V 

 
S i +1 
	
(8) 
which includes one sentence before and after sentence S i . V 

 is a 
stochastic, inferred vector and n is the number of samples (e.g. 
100). 
The excerpts are ranked according to the score for presentation 
and offer a preview of the most prominent event-related discus- 
sion, which may be retrieved in full from the individual articles. 
The experiments that follow demonstrate the utility of the excerpts 
in highlighting the speciﬁc forces that drives the index, as we ap- 
ply the method to model bank distress. 
4. Experiments 
We test the deep neural network setup for modeling event- 
related language on European bank distress events and news data, 
in order to demonstrate the value it can bring in helping to iden- 
tify and understand past, ongoing or mounting events. In the fol- 
lowing, we discuss the data we use, the modeling in practice, and 
our quantitative evaluation results. Finally, we provide a qualitative 
analysis of the indices and related events by means of their associ- 
ated descriptions, going from the general, higher-level view to the 
more speciﬁc. 
4.1. Data 
The event data set for this study covers data on large Euro- 
pean banks as entities, spanning periods before, during and af- 
ter the global ﬁnancial crisis of 20 07–20 09. We include 101 banks 
for which 243 distress events have been observed during 2007Q3–
2012Q2. Following Betz et al. [5] , the events include government 
interventions and state aid, as well as direct failures and distressed 
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mergers. In addition, we map each bank to the country or coun- 
tries where it is registered, to allow for aggregation of results to 
the country level. 
The text data consist of news articles from Reuters online 
archive from the years 2007 to 2014 (Q3). The data set includes 
6.6M articles (3.4B words). Bank name occurrences are located us- 
ing a set of regular expressions that cover common spelling vari- 
ations and abbreviations. The patterns have been iteratively devel- 
oped against the data to increase accuracy, with the priority of 
avoiding false positives (in accordance to [30] ). Scanning the cor- 
pus, 262k articles and 716k sentences are found to mention any of 
the 101 target banks. 
We set the inner time window from 8 days before to 45 days 
after the event ( W in = [ −8 , 45] ), and the outer from 120 days be- 
fore to 120 days after ( W out = [ −120 , 120] ), as optimized through 
the evaluation scheme discussed in Section 3.3. In total, 386k 
sentences are successfully labled and used for training and eval- 
uation, as they fall within the span of the event data and are 
not deemed ambiguous cases. As expected, the class distribution 
is highly skewed, with 9.0% of the 386k cases being labeled as 
coinciding. 
4.2. Semantic pre-training 
First, the semantic pre-training step is performed to obtain sen- 
tence vectors for each of the 716k sentences, to be used both for 
training, evaluation and deployment of the model. In order to im- 
prove the word representations of the model, by extending the 
data coverage and letting them capture the semantics of both gen- 
eral English in news reporting as well as bank-speciﬁc language, 
the rest of the corpus is also sampled. This is achieved by run- 
ning the model without the sentence-ID-related component for 
sentences without bank occurrences. The whole training process 
is repeated in multiple iterations with decreasing learning rate. 
We optimized the sentence vector length to 600 and context size 
to 5 by cross-validation. We also tested the inﬂuence of text se- 
quence lengths, and found that training a vector on multiple sen- 
tences achieved slightly worse predictive performance, while vec- 
tors trained at sentence and document level were comparable. 
4.3. Predictive modeling and evaluation 
Following the semantic pre-training, we train a predictive neu- 
ral network model with 3 layers. The input layer has 600 nodes, 
corresponding to the semantic vectors, and the output layer has 
two nodes corresponding to distress/tranquil states. A set of tuples 
including sentence vectors V s , entity b and labels e s, b are complied 
as data for modeling. 
We evaluate the predictive model with the four combinations of 
sampling method and level of evaluation, discussed in Section 3.3 . 
The baseline evaluation with random sampling at the level of sen- 
tence vectors is reported in Table 1 (left), providing 27.5% rela- 
tive Usefulness, i.e., performing signiﬁcantly better than majority 
class prediction even with the highly skewed class distributions. 
By comparison, evaluation at the aggregated bank level (classifying 
by I ( p, b ) ( Eq. (5) ) rather than M ( V )) reduces noise from single sen- 
tences and stabilizes prediction, thereby increasing performance to 
32.6% ( Table 1 , center). These results show that the model is ef- 
fective in linking the relevant pieces of text to the bank distress 
events, hence, providing a ﬁrst assurance of the quality of the de- 
scriptions we will retrieve. Further, we evaluate based on leave- 
N-banks-out sampling, i.e., the cross-validation folds of vectors are 
organized by bank, such that the vectors of banks used for test- 
ing are held out of training. While this produces lower Useful- 
ness scores, it is a more realistic estimate of future performance 
in the context of deploying the model on unseen banks or future 
Table 1 
Cross-validated predictive performance as relative Usefulness over preferences be- 
tween types of error ( μ), evaluated at vector and aggregated bank level with ran- 
dom sampling, and at vector level with leave-N-banks-out sampling. 
Random sampling Leave-N-banks-out 
Vector-level Aggregated Vector-level 
μ U¯ r (μ) σ U U¯ r (μ) σ U U¯ r (μ) σ U 
0.1 −0.004 0.004 −0.022 0.029 −0.013 0.013 
0.3 −0.007 0.004 −0.015 0.013 −0.032 0.026 
0.5 0.002 0.005 −0.014 0.010 −0.039 0.036 
0.6 0.013 0.007 −0.015 0.012 −0.038 0.039 
0.7 0.038 0.011 0.027 0.030 −0.026 0.029 
0.8 0.095 0.019 0.156 0.029 −0.008 0.044 
0.85 0.157 0.026 0.260 0.030 0.025 0.048 
0.875 0.207 0.028 0.326 0.030 0.039 0.133 
0.9 0.275 0.054 0.268 0.031 0.083 0.114 
0.925 0.253 0.041 0.148 0.040 0.040 0.109 
0.95 0.106 0.044 −0.009 0.038 −0.052 0.153 
Table 2 
Cross-validated predictive performance as relative Usefulness and F -score over pref- 
erences between types of error ( μ) and recall/precision ( β), evaluated at bank level 
with leave-N-banks-out sampling. Mean confusion matrix values are included, too. 
Leave-N-banks-out, aggregated 
μ U¯ r (μ) σ U F¯ β σ F ¯TN ¯FN F¯P T¯P 
0.1 −0.014 0.042 0.497 0.0 0 0 516 68 0 0 
0.3 −0.011 0.022 0.087 0.015 516 68 0 0 
0.5 −0.015 0.029 0.031 0.013 516 68 0 0 
0.6 −0.013 0.027 0.032 0.020 515 68 1 0 
0.7 −0.003 0.038 0.087 0.063 511 65 4 3 
0.8 0.048 0.154 0.314 0.171 472 53 44 15 
0.85 0.122 0.147 0.434 0.153 435 45 80 22 
0.875 0.123 0.173 0.529 0.174 374 38 142 30 
0.9 0.081 0.162 0.629 0.189 308 31 208 37 
0.925 −0.006 0.173 0.741 0.190 151 14 364 54 
0.95 −0.075 0.160 0.901 0.125 38 4 477 64 
data. With vector-level evaluation we reach 8.3% relative Useful- 
ness ( Table 1 , right), while bank-level aggregation again stabilizes 
prediction and improves performance to 12.3% of available Useful- 
ness ( Table 2 ). 
We ﬁnd the optimal network (50 rectiﬁed linear hidden nodes), 
hyperparameters for the NAG training algorithm to train its 
weights, and threshold on M ( V ) or I ( b, p ) for classifying e ∈ {0, 1}, 
after which we evaluate performance by U r of the optimal model. 
We trained the network by randomized 5-fold cross validation 
with one fold for validation and one for testing, in multiple reshuf- 
ﬂes of the data set. The evaluation yielded an area under the 
ROC curve of 0.712 with a standard deviation σ = 0 . 008 with ran- 
dom sampling evaluated at vector level, and an area of 0.645 
( σ = 0 . 083 ) with leave-N-banks-out sampling evaluated at the ag- 
gregated bank level. 
Following previous studies [5,29] , we make use of a skewed 
preference μ ≈ 0.9 (i.e., missing a crisis is about 9 times worse 
than falsely signaling one). From the viewpoint of policy, highly 
skewed preferences are particularly motivated when a signal leads 
to an internal investigation, and reputation loss or other political 
effects of false alarms need not be accounted for. While our model 
is not robust to low levels of μ, we can see in Table 2 that Useful- 
ness is positive and peaking as μ nears 0.9. Meanwhile, F -score is 
reaching its maximum at the extreme preference, which is an indi- 
cation of its failure to capture gain over the majority class baseline. 
We conclude that at μ = 0 . 9 with vector-level evaluation and at 
μ = 0 . 875 with aggregated evaluation the model has decent pre- 
dictive performance by capturing up to 33% of available Usefulness 
and 12% in the more conservative leave-N-banks-out sampled ex- 
ercise. To relate the results we may confer Betz et al. [5] who ob- 
tain U r of 19-42% and Peltonen et al. [29] with 58-64%. The latter 
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Fig. 2. Raw distress reporting. Distribution of posterior probabilities over time for sentence vectors, indicating the levels of news reporting relating to bank stress. The blue 
(thick) line indicates mean, faded lines every 2nd percentile, and dotted lines predictions outside the event sample. 
incorporates network linkages, which we currently do not model, 
although this is possible to extract from text as well (cf. [30] ). In 
both cases they test a selection of models to predict bank distress 
using conventional data sources. These are the most similar ex- 
periments available, although not necessarily strictly comparable. 
A direct comparison of usefulness is in principle impossible as dif- 
ferent data and prediction tasks will yield different results, such as 
the broader sample and earlier forecast horizons in Betz et al. [5] . 
Nevertheless, our evaluation results show that we are able to ex- 
tract a stress signal from text alone. While it does not surpass the 
performance achieved for other tasks and samples, it does achieve 
acceptable levels and provides a quantitative quality assurance of 
the text extracts. The results also point toward the likely beneﬁt 
of incorporating both text and conventional data in bank distress 
prediction. 
4.4. A descriptive stress index for Europe 
Having trained the network and evaluated its predictive per- 
formance, we can reliably extract indices of stress at the differ- 
ent levels of aggregation together with extracts to describe them. 
In this section, we discuss patterns recognizable in the top-level 
view, with a summary of what we are able to learn from the asso- 
ciated descriptions. The following sections continue with a break- 
down into countries and banks, which supports a more targeted 
qualitative analysis. 
First, Fig. 2 provides an overview of the raw distress reporting 
in Europe over the recent years, in terms of distributions of poste- 
rior probabilities of the sentence vectors, illustrated through their 
percentiles. The time span July 2007 to June 2012 is covered by 
the event data, and the rest is produced by applying the trained 
model. This distribution communicates the dynamics of the stress 
situation in Europe, while the mean (index I 
 
 of Eq. (7) ) summa- 
rizes the general trends. 
The index shows a sharp double peak starting September 2008, 
which coincides with the outbreak of the ﬁnancial crisis. Prior to 
the most signiﬁcant peaks, one can also observe elevated values 
between August and October 2007, pointing to early discussion on 
the signiﬁcance of subprime activities overall and liquidity in Euro- 
pean banks. The outbreak of the ﬁnancial crisis in 2008 is followed 
by over a year of relatively high stress, where a substantial part 
of the cross section is elevated. A second signiﬁcant and similar 
peak of the stress index is reached in October 2009. At the end of 
2010 and 2011, one can observe notable jumps in the most extreme 
percentiles, whereas the rest of the cross section remains largely 
unaffected. 
At a general level, we observe that the peak in September 2008 
relates to overall distress in ﬁnancial markets due to the collapse of 
Lehman Brothers in mid-September. However, the fact that values 
at the top of the distribution appear rather unstable from month to 
month reﬂects that different banks are being mentioned over time 
and usually not persistently across months in distress contexts. By 
observing increases and peaks in the index of an individual bank 
or banks in a country, we can identify speciﬁc events of possible 
relevance to distress. 
4.5. Country-level stress, descriptions and interpretation 
From the general stress index for Europe, this section moves 
to a more granular perspective on stress, closer to the level of 
the events being modeled. We measure stress-related discourse for 
countries for a more targeted stress measure, which also allows for 
more economic interpretation of developments, as we study the 
top-ranking excerpts at key points. Thus, we now aggregate pos- 
terior probabilities over time for sentence vectors, indicating the 
levels of news reporting relating to bank stress, but selectively at a 
country level (according to Eq. (6) ). Fig. 3 shows the developments 
in stress-related discussion for Belgium and Ireland and Fig. 4 for 
Germany and UK. The ﬁgures illustrate stress levels as time series, 
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Fig. 3. Distress index for Belgium and Ireland, with key periods marked and informative excerpts selected from the top-10 of each period and country. Vertical lines indicate 
distress events and dotted lines out-of-sample predictions. Quotes are from Reuters at given dates. 
as well as they annotate peaks of distress levels with top-ranked 
excerpts. In the appendix, we include plots in Figs. A.6 and A.7 for 
the other countries whose banks we model. 
In Fig. 3 , the stress levels for Belgium peak in September 2008. 
Looking at top-ranked excerpts, September 27 is coupled with a 
range of rumors in media, yet no oﬃcial release or actions to mit- 
igate the weakened position of particularly Fortis Bank. Then, the 
next days we see a bailout of Fortis being discussed as the Bel- 
gian, Dutch and Luxembourg governments rescued Fortis. Likewise, 
the lower chart for Ireland in Fig. 3 shows increased concerns over 
Bank of Ireland and other large Irish banks in November 2008, 
as both their earnings and shares were signiﬁcantly falling. After 
a range of actions by the state, distress levels were still peaking 
in September 2009, which is particularly related to the amounts 
that Allied Irish Banks was putting into the Irish “bad bank”. 
Still, in March 2010 three large Irish banks were still transferring 
large loans to the National Asset Management Agency (NAMA). 
Thereafter the most acute stress decreased and has since been at 
lower levels, although remaining somewhat volatile. 
Fig. 4 provides similar stress time series and top-ranked ex- 
cerpts, but for Germany and the UK. Germany can be seen to signal 
already in August 2007, when IKB’s problems were highlighted to 
potentially lead to “Germany’s worst ﬁnancial crisis in more than 
75 years”. Three days after this news, Deutsche Bank cut a credit 
line to IKB, as they were worried about IKB’s subprime exposures, 
which further triggered distress in the German banking sector. One 
reason to the failure of IKB related to an offshore portfolio that was 
kept off IKB’s balance sheet by Rhineland Funding, which is said 
to have been explained to the largest shareholder KfW. The same 
large shareholder is then a few months later involved in helping 
IKB back on its feet with a hefty 4.8 billion euros, as well as ad- 
ditional smaller support afterwards. For the UK, stress increased in 
September 2008, relating not only to previous aid to the UK-based 
Northern Rock but also to Germany’s IKB. Here, we see an example 
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Fig. 4. Distress index for Germany and the United Kingdom, with key periods marked and informative excerpts selected from the top-10 of each period and country. Vertical 
lines indicate distress events and dotted lines out-of-sample predictions. Quotes are from Reuters at given dates. 
of cross-border, systemic effects of bank distress. Only a few days 
later in conjunction with a strict clampdown on short-selling, UK- 
based bank Lloyds Group bought rival HBOS in a rescue takeover. 
Ironically, a few months later in February 2009 Lloyds in partly 
nationalized as its HBOS unit made an 8.5 billion pounds loss the 
year before. 
4.6. The case of Fortis and IKB bank 
This section takes a ﬁnal step towards more granular output 
by providing a stress measure for individual banks (according to 
Eq. (5) ). As with the country-level aggregates, we can aggregate 
posterior probabilities for sentence vectors selectively by bank. 
This output could be derived for each of the 101 banks, although 
here we focus on the stress reporting for two banks, namely Fortis 
and IKB Bank. 
One of the early failures among European ﬁnancial institu- 
tions occurred to the Benelux-based Fortis. As was also highlighted 
in the above described top excerpts for Belgium, Fortis and the 
rescue procedure was at the core of the discussion as the crisis 
erupted. We focus on the evolution of the distress index for Fortis, 
as is shown in Fig. 5 . To start with, we can observe that elevated 
values for the stress index coincide with distress events. 
By the ﬁrst event in September 2008, the index rises to 0.30, 
which marks the start of a prolonged period of elevated stress. The 
top-ranked excerpts relate to a range of different issues, such as 
worries about lacking conﬁdence in the markets and the systemic 
nature of the unfolding crisis: 
”Jean-Claude Juncker, also the prime minister of Luxembourg, was 
asked whether the part nationalisation of Dutch–Belgian bank For- 
tis FOR. -BR and a new injection of liquidity into money markets 
by the European Central Bank would restore market conﬁdence. 
“I can only hope that conﬁdence will come back – ﬁnancial mar- 
kets should not forget to take a close look at the health of funda- 
mental data of several banks – and that this casino game, that’s 
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Fig. 5. Indices (blue/thick line) for banks Fortis and IKB indicating the levels of bank stress-related reporting, with faded lines showing every 4th percentile up to the 98th. 
Vertical lines indicate recorded events. 
going on independently from the good fundamentals, stops,” he 
told reporters on the sidelines of a meeting in parliament. Belgian, 
Dutch and Luxembourg governments rescued Fortis over the week- 
end to prevent a domino-like spread of failure by buying its shares 
for 11.2 billion euros.”
(Reuters 2008-09-29, relevance 0.963, rank 1) 
”Investors also worried if a proposed U.S. rescue would stem the 
contagion that pushed the British government to takeover troubled 
mortgage lender Bradford & Bingley BB.L and three European gov- 
ernments to partially nationalize banking and insurance group For- 
tis FOR.BRFOR.AS.”
(Reuters 2008-09-29, relevance 0.923, rank 6) 
In October 2008, the top excerpts discuss the continuing devel- 
opments such as the Benelux governments ”carving up” Fortis to 
sell to private entities, including French BNP Paribas buying control 
of the arms in Belgium and Luxembourg. Further excerpts highlight 
the cross-border aspect of the interventions, and the issues it en- 
tails: 
”The Fortis deal is the biggest cross-border rescue since the full 
force of the credit crisis swept across the Atlantic into Europe last 
month, upending banks and rattling saver conﬁdence.”
(Reuters 2008-10-06, relevance 0.945, rank 7) 
”Dutch Finance Minister Wouter Bos fanned Belgian resentment by 
telling journalists: ‘Many of the problems were hidden in the Bel- 
gian part of the Fortis group.”
(Reuters 2008-10-05, relevance 0.945, rank 8) 
This repeats the message of the already cited news for the UK 
in September 2008, that ”there is no consensus on who would bail 
out a failed multinational bank”, highlighting how the use of text 
descriptions can provide deeper insight into the multifaceted de- 
velopments underlying a model signal. 
Without a detailed analysis of the discussion around the IKB 
Bank, we can again conclude from Fig. 5 that the stress index takes 
high values during the realized events. Generally, the top-ranked 
discussion herein correlates to a large extent with the early top- 
ranked discussion for Germany, as was above exempliﬁed. The dis- 
cussion around the distress events relates to early indications of 
stress, ties to other German banks and government actions taken 
during and after the stress episodes. After a period of elevated 
stress during 20 07–20 08, the ﬁgure illustrates that stress is still 
fairly volatile and that the most extreme percentiles still take large 
values. This may relate to the fact that discussion keeps relating 
to the 20 07–20 08 distress events, in that the solution to the stress 
events was an acquisition by a investment company. The private 
equity ﬁrm Lone Star acquired IKB Bank in 2008 with the aim of 
restructuring and selling the bank, and accordingly any rumors still 
link it to the original stress discussion during the global ﬁnancial 
crisis. Such references to past major stress events may however 
also be an indication of current concerns about ﬁnancial stress, 
thus worth signaling in order to allow further investigation. 
5. Conclusions 
We have presented a deep-learning-based approach that com- 
bines two types of data, news text and basic event information, 
with the aim of linking the two to describe observed and predicted 
events. The approach entails unsupervised learning on text in or- 
der to model its language and provide semantic vector representa- 
tions that are used as features for predictive modeling of events. 
The neural-network-based method that we put forward is able to 
work with a very small set of events, matched with text through 
a heuristic, in order to discern what type of language and pas- 
sages in the text are actually relevant to the modeled event type 
and phenomenon. The semantic modeling utilizes large amounts 
of text data to infer abstractions that counter the high variability 
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and sparsity of language, thus supporting prediction of infrequent 
events. 
The semantic-predictive model can produce indices that indi- 
cate the level of relevant discussion over time, overall or related to 
speciﬁc entities or groups thereof. The indices can highlight inter- 
esting patterns and offer guidance in the search for relevant events, 
whereas the model very directly provides means to rank and re- 
trieve pieces of text from news articles in order to describe the 
quantitative signal. 
We demonstrate the usefulness of the method and the possibil- 
ities of the approach in general within the study of ﬁnancial risk, 
by modeling bank distress events. The indices reﬂect the level of 
current reporting related to bank stress over time at multiple lev- 
els: for Europe in general, for individual countries and for speciﬁc 
banks. Guided by the indices, users may focus their search and re- 
trieve the relevant reporting of the time, in order to understand 
the developments regarding, in this case, government interventions 
and rescues. Our quantitative evaluation of the stress index shows 
good results and provides an important quality assurance of the 
descriptions. 
The method and our analysis exemplify how text may offer an 
important complementary source of information for ﬁnancial and 
systemic risk analytics, which is readily available, current and rich 
in descriptive detail. In contrast to traditional information sources, 
text data offers a possible route to circumvent the issues of privi- 
leged access, lagging publication and low granularity, but most im- 
portantly does it very directly offer value through the explanatory 
power of the event-related human language descriptions accompa- 
nying the plane signal. We expect the method to be also directly 
applicable to describe events beyond the ﬁnancial domain, relating 
to geopolitics and other signiﬁcant topics. 
We recognize that deep learning approaches are useful in par- 
ticular to handle the complexities of such new types of data, while 
offering necessary ﬂexibility when exploring new ﬁelds of analysis. 
Seeking to harness the expressiveness of text, we should continue 
to look to computational linguistics for support in terms of theo-
retical foundations and tools. 
While we show that it is possible to predict relevance and re- 
trieve informative descriptions of events, we merely scratch the 
surface of the vast text material in any given cross section with our 
current method of presentation. A challenge remains in develop- 
ing methods that are able to meaningfully summarize the broader 
base that may include a long tail of weakly signaling, subtle ex- 
pressions. Such signals may be particularly important in order to 
register and track developments before they materialize in severe 
and obvious events. Likewise, to really make use of text data as 
a complement rather than a replacement, traditional sources and 
text should be integrated in a uniﬁed modeling framework in or- 
der to achieve the best predictive performance possible, while also 
keeping the opportunity to explore the descriptions to that signal 
open. 
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Appendix A. 
Figs. A.1 and A.2 provide country-level indices for the countries 
not included in Figs. 3 and 4 , as well as the non-weighted average 
of all country indices. The individual banks and countries they are 
mapped to are listed in Table A.1 . 
Table A1 
Target banks and their countries.
Bank Country Bank Country 
ABN Amro NL Fionia (Nova Bank) DK 
ATE Bank GR First Business Bank GR 
Aareal Bank DE Fjordbank Mors DK 
Aegon NL Fortis Bank LU, NL, BE 
Agricultural Bank of Greece GR HBOS UK
Allied Irish Banks IE HSH Nordbank DE 
Alpha Bank GR Hellenic GR 
Amagerbanken DK Hypo Alpe Adria Group AT 
Anglo Irish Bank IE Hypo Real Estate DE 
Attica Bank GR Hypo Tirol Bank AT 
BBK ES IKB DE 
BNP Paribas FR ING NL 
BPCE FR Irish Life and Permanent IE 
BPP PT Irish Nationwide Building 
Society 
IE 
Banca Civica ES KBC BE 
Banca Popolare IT Kommunalkredit AT 
Banca Popolare di Milano IT LBBW DE 
Banco Mare Nostrum ES Lloyds TSB UK
Banco Popolare IT Lokken DK 
Banco de Valencia ES Magyar Fejlesztesi Bank Zrt HU 
Bank of Cyprus CY Marﬁn Popular Bank CY 
Bank of Ireland IE Max Bank DK 
Bankia ES Monte dei Paschi di Siena IT 
Banque Populaire FR Mortgage and Bank of 
Latvia 
LV 
Bawag AT National Bank of Greece GR 
BayernLB DE NordLB DE 
CAM ES Nordea SE 
Caisse d’Epargne FR Northern Rock UK
Caixa General de Depositos PT Nova Ljubljanska banka SI 
Caja Castilla-La Mancha ES Novacaixagalicia ES 
Caja Espana ES OTP Bank Nyrt HU 
Carnegie Investment Bank SE Panellinia Bank GR 
Catalunyacaica ES Pantebrevsselskabet DK 
Commerzbank DE Parex LV 
Cooperative Central Bank CY Piraeus Bank GR, CY 
Credit Agricole FR Proton Bank GR 
Credit Mutuel FR RBS UK
Credito Valtellinese IT RZB Group AT 
Cyprus Development Bank CY Roskilde Bank DK 
Cyprus Popular CY SNS Reaal NL 
Danske Bank DK SachsenLB DE 
Dexia BE, FR, LU Societe Generale FR 
Dunfermline UK Swedbank SE 
EBH DK T-Bank GR 
EBS Building Society IE UBS CH 
EFG Eurobank GR UNNIM ES 
Eik Bank DK USB Bank CY 
Erste Bank AT VBAG AT 
Ethias BE Vestjysk DK 
FHB Jelzalogbank Nyrt HU WestLB DE 
Finansieringsselskabet DK 
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Fig. A1. Distress index for Austria, Switzerland, Cyprus, Denmark, Spain, France, Greece and average of all modeled countries. Vertical lines indicate bank-level distress events 
and dotted lines out-of-sample predictions. 
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Fig. A2. Distress index for Hungary, Italy, Luxembourg, Latvia, Netherlands, Portugal, Sweden and Slovenia. Vertical lines indicate bank-level distress events and dotted lines 
out-of-sample predictions. 
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Abstract
Probabilistic topic modeling is a popular and powerful family of tools for uncovering thematic structure in large
sets of unstructured text documents. The extensive research into this type of modeling has meet comparatively few
studies concerning how to present or visualize topic models in meaningful ways. In this paper, we present a design
that uses graphs to visually communicate topic structure and meaning, as uncovered by unsupervised modeling. By
connecting topic nodes via descriptive keyterms, the graph representation reveals topic similarities, topic meaning
and shared, ambiguous keyterms, while also supporting information retrieval by topic or topic subsets.
Categories and Subject Descriptors (according to ACM CCS): I.5.5 [Pattern Recog.]: Implem.—Interactive systems
1. Introduction
Across domains, we are faced with substantial and often
overwhelming amounts of textual data, which present a need
for tools to aid in organizing and understanding its content.
Text mining techniques are widely used to computationally
model human language and extract meaning, and have been
successfully applied in many areas, yet, the intricacies of hu-
man language constitute an ever-present challenge to com-
putational processing of text. Human involvement is still
central to the text mining process [RKPW08], and it em-
phasizes the necessity for effective visual communication
between the computer and the user. The two-way commu-
nication enabled by interaction supports a more intimate un-
derstanding of the underlying model [War04].
This paper is concerned with probabilistic topic modeling
and visual communication of modeling results. Topic mod-
eling algorithms are used to discover latent topics in sets of
documents, as a way of uncovering thematic structure. How-
ever, visualization of topic models is still a little researched
area, which we seek to explore. This answers directly to con-
cerns voiced by one of the authors of the original probabilis-
tic topic modeling algorithm, David M. Blei, who states that
“topic models provide new exploratory structure in large col-
lections – how can we best exploit that structure to aid in
discovery and exploration?” [Ble12]. He further asserts that
interface questions are “essential to topic modeling”, but that
“making this structure useful requires careful attention to in-
formation visualization and [...] user interfaces”.
Our contribution is a visualization design that aims to
convey the meaning of modeled topics in an intuitive way,
as well as how topics relate to each other. It is an interac-
tive graph visualization that connects topics and descriptive
keyterms, providing both corpus overview and thematic ex-
ploration of documents. A web-based interactive demo is
available at: http://risklab.fi/demo/topics/ev14/. Using a cor-
pus of financial patent applications, topics are modeled and
presented for exploration, to illustrate the design’s utility.
2. Probabilistic Topic Modeling and Visualization
The family of probabilistic topic modeling algorithms has
emerged as a widely popular approach to analyzing thematic
structure in text. Latent Dirichlet Allocation (LDA) is the
most fundamental among them, having inspired a long ar-
ray of variations [BL09]. Topic modeling is applicable es-
pecially to problems where there is little prior knowledge
of the content of the text, i.e., where exploratory analysis is
needed. LDA infers latent topics in an unsupervised manner,
based on word co-occurrence in documents, and provides
interpretable output in the form of probabilities. The algo-
rithm takes the desired number of topics as input, assumes
that each document may discuss several topics and attempts
to identify coherent and meaningful topics by analyzing the
terms in each document. By taking the context into account,
LDA can help disambiguate single words.
There are two types of relations that are interesting for the
c© The Eurographics Association 2014.
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presentation of LDA results: the topic-document relations
and the topic-term relations. First, LDA provides a proba-
bility distribution over topics for each document, that is, to
what degree a document relates to each of the topics. Second,
LDA provides topic assignments for each term in a docu-
ment. The topics provided by LDA are defined by proba-
bility distributions over terms. The elementary way of rep-
resenting the meaning of a topic is through its term proba-
bilities directly, which are based on term frequencies for the
topic. Such a representation is rather uninformative to a user,
as it gives high ranking to common stop words (e.g., the, a,
and) and terms that are general to the whole document cor-
pus (in the case of patents: method, system etc.); better solu-
tions for topic presentation are discussed in Section 3.
Despite the importance carried by visual representation
in making topic models useful, the subject has seen limited
research effort. Some tools that present topic modeling re-
sults rely heavily on text ordered in different fields, but use
few visual aids to communicate structure (see, e.g., [CB12,
GLL∗10]). A few other notable tools can be found that use
visualization to a greater extent, such as those by Chuang
et al. [CMH12] and Gretarsson et al. [GOB∗12]. Still, much
room is left for further exploration of how visualization tech-
niques can improve communication of topic modeling re-
sults, and results from text mining models in general. This
exploration is also supported by Tufte’s [Tuf83] design prin-
ciple, to use graphics when words alone cannot communi-
cate the message effectively, as structural information is as
central to the analysis of text as semantics.
Our work extends that of Chuang et al. [CMH12], which
we find to be the most promising previous example of topic
model visualization. They visualize topic-keyterm relations
through a matrix view, which provides some idea of topic
distribution, similarities and meaning. Our approach may
be seen as a graph visualization that uses a topic-keyterm
matrix similar to theirs as an adjacency matrix. We argue
that the force-directed graph visualization provides a view
that more intuitively communicates topic similarity struc-
ture. Compared to the visualization of Liu et al. [LZP∗09],
we aim to show topic relations more explicitly and detailed.
3. Visualization of Topic Models using Graphs
The raw topic-term probabilities provided by LDA are not
suitable as a ranking to find terms that distinguish well
between topics. Various measures have been proposed for
reranking that provide better description of the topic mean-
ing, such as a TFIDF-inspired term-score [BL09] and others
that likewise penalize terms that are prevalent in many top-
ics. Reranking the terms is essential to produce descriptive
and distinguishing keyterms for presenting topic meaning.
For the sake of interpretability, we use the conditional
probability P(T |w) to score how distinguishing a term is of
its topic. Given a term w is observed, the probability of it be-
longing to topic T is a measure of how distinguishing w is of
T. We derive the measure as P(T |w) = P(w|T )P(T )/P(w)
where P(w|T ) is the topic-term probability distribution of
LDA. Using P(T |w) is in line with [CMH12]. A threshold
on the probability selects the top keyterms for each topic.
As our basic visualization technique, we use a graph
with force-directed layout (using the Barnes-Hut algorithm
[BH86]). It provides a spatial metaphor for topic similarity
in the corpus. The graph consists of topic nodes connected
to keyterm nodes only, which produces a fairly sparse graph
for which force-directed layouting can produce clear results
(confer online demo). Topics are not directly connected to
each other, rather only through their common keyterms. Still,
the node positioning communicates general topic similarity
structures, and the connecting keyterms provide qualitative
detail on the nature of their relation. In the topic overview,
keyterm weighting is encoded by link opacity to communi-
cate the strength of the relation, node size is relative to the
general frequency of the topic and colors from a qualitative
scale are used to better distinguish the topic neighborhoods.
Nodes can be dragged to alter their positions, which are
then adjusted by the force-directed algorithm in real time.
However, the automatic adjustment is slow enough to allow
the user to move several nodes before a stable conforma-
tion is reached, which allows for interactive exploration of
alternative locally optimal conformations and helps the user
inspect the structure of the graph. Zooming and panning sup-
ports exploration of many topics even on smaller screens.
The meaning of a topic is represented by the weighted
keyterms linked to it. While the initial view provides an
overview of all topics, focusing on a single topic by hov-
ering highlights its details. Highlighting fades all parts of
the graph not connected to the topic to preattentively direct
the user and ease their inspection. It provides context plus
focus [CMS99] and follows the visual information seeking
mantra [Shn96] by filtering information and providing de-
tails on demand. The topic-specific term weighting can now
also be encoded through keyterm font size, which enables
simultaneous reading of term meaning and importance. Sim-
ilar to a tag cloud, this creates an easy-to-read topic cloud.
Some terms are shared among topics, hinting at their am-
biguity. Ideally, a topic represents a meaningful context in
which a term is used, through which the sense of the term
is clearified. Two topics sharing a term might indicate that
the term holds two different meanings in the corpus. Han-
dling such ambiguity is a central purpose of topic models,
but simple representations do not facilitate identification of
such patterns by the user, while visualization easily can.
As the graph displays only topic nodes and a limited set
of keyterm nodes, but no document information, it acts as an
abstracted topical view of the corpus. All document infor-
mation is accessible only through interaction, which means
that scaling the corpus size does not affect the visualization.
However, information retrieval functionality is not discussed
here due to space constraints.
c© The Eurographics Association 2014.
152
Samuel Rönnqvist, Xiaolu Wang & Peter Sarlin / Interactive Visual Exploration of Topic Models using Graphs
References
[BH86] BARNES J., HUT P.: A hierarchical o (n log n) force-
calculation algorithm. Nature 324 (1986), 446–449. 2
[BL09] BLEI D. M., LAFFERTY J. D.: Topic models. In Text
mining: Classification, clustering, and applications. Chapman &
Hall/CRC Press, Boca Raton, FL, 2009, ch. 10, p. 71. 1, 2
[Ble12] BLEI D. M.: Probabilistic topic models. Communica-
tions of the ACM 55, 4 (2012), 77–84. 1
[CB12] CHANEY A. J.-B., BLEI D. M.: Visualizing topic mod-
els. In ICWSM (2012). 2
[CMH12] CHUANG J., MANNING C. D., HEER J.: Termite: Vi-
sualization techniques for assessing textual topic models. In Pro-
ceedings of the International Working Conference on Advanced
Visual Interfaces (2012), ACM, pp. 74–77. 2
[CMS99] CARD S. K., MACKINLAY J. D., SHNEIDERMAN B.:
Readings in information visualization: using vision to think.
Morgan Kaufmann, 1999. 2
[GLL∗10] GARDNER M. J., LUTES J., LUND J., HANSEN J.,
WALKER D., RINGGER E., SEPPI K.: The topic browser: An
interactive tool for browsing topic models. In NIPS Workshop on
Challenges of Data Visualization (2010). 2
[GOB∗12] GRETARSSON B., O’DONOVAN J., BOSTANDJIEV
S., HÖLLERER T., ASUNCION A., NEWMAN D., SMYTH P.:
Topicnets: Visual analysis of large text corpora with topic mod-
eling. ACM Transactions on Intelligent Systems and Technology
(TIST) 3, 2 (2012), 23. 2
[LZP∗09] LIU S., ZHOU M. X., PAN S., QIAN W., CAI W.,
LIAN X.: Interactive, topic-based visual text summarization and
analysis. In Proceedings of the 18th ACM conference on Infor-
mation and knowledge management (2009), ACM, pp. 543–552.
2
[RKPW08] RISCH J., KAO A., POTEET S. R., WU Y.-J. J.: Text
visualization for visual text analytics. In Visual data mining.
Springer, 2008, pp. 154–171. 1
[Shn96] SHNEIDERMAN B.: The eyes have it: A task by data
type taxonomy for information visualizations. In Proceedings of
the IEEE Symposium on Visual Languages (Boulder, CO, 1996),
pp. 336–343. 2
[Tuf83] TUFTE E.: The Visual Display of Quantitative Informa-
tion. Graphics Press, Cheshire, CT, 1983. 2
[War04] WARE C.: Information Visualization: Perception for De-
sign. Morgan Kaufman, San Francisco, CA, 2004. 1
c© The Eurographics Association 2014.
153
154
IVPaper IV
Exploratory topic modeling with distributional se-
mantics
S. Ronnqvist (2015). In Advances in Intelligent Data Analysis XIV, Lecture
Notes in Computer Science 9385, pages 241{252. Springer
155
156
Exploratory Topic Modeling
with Distributional Semantics
Samuel Rönnqvist(B)
Turku Centre for Computer Science – TUCS,
Department of Information Technologies, Åbo Akademi University, Turku, Finland
sronnqvi@abo.fi
Abstract. As we continue to collect and store textual data in a multi-
tude of domains, we are regularly confronted with material whose largely
unknown thematic structure we want to uncover. With unsupervised,
exploratory analysis, no prior knowledge about the content is required
and highly open-ended tasks can be supported. In the past few years,
probabilistic topic modeling has emerged as a popular approach to this
problem. Nevertheless, the representation of the latent topics as aggre-
gations of semi-coherent terms limits their interpretability and level of
detail.
This paper presents an alternative approach to topic modeling that
maps topics as a network for exploration, based on distributional seman-
tics using learned word vectors. From the granular level of terms and
their semantic similarity relations global topic structures emerge as clus-
tered regions and gradients of concepts. Moreover, the paper discusses
the visual interactive representation of the topic map, which plays an
important role in supporting its exploration.
(Topic mapping code and demo available at http://samuel.ronnqvist.
ﬁ/topicMap/)
Keywords: Topic modeling · Distributional semantics · Visual analytics
1 Introduction
Following the increase in digitally stored and streamed text, the interest for com-
putational tools that aid in organizing and understanding written content at a
large scale has soared. Natural language processing and machine learning tech-
niques demonstrate strength in their feats of handling the challenging intricacies
of human language to extract information and in their aptitude for scanning
big data sets. However, while we can model what information is likely to be
interesting, humans alone are capable of a deeper understanding that involves
evaluating information against a wide and diverse body of knowledge in nuanced
ways, which motivates a focus on human-computer interaction and visual ana-
lytics in text mining [17].
This paper concerns analysis of text by means of exploratory topic modeling,
by which I emphasize the exploratory use of models that convey topic structure.
c© Springer International Publishing Switzerland 2015
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To this end, I put forward a new method for topic modeling based on distribu-
tional semantics using continuous word vector representations, for the construc-
tion of models called topic maps. On the one hand, the focus is set explicitly
on unsupervised learning to allow maximum coverage in terms of domain and
language without need for adaption, while taking advantage of recent advances
in word vector training by neural networks. On the other hand, the role of the
human user is acknowledged as an important part of the analysis process as
the one who understands and explores the modeling results; therefore, visual
interactive presentation is discussed as part of the contribution alongside map
construction and perceived as equally important to exploratory topic modeling.
Probabilistic topic modeling [4] is a family of machine learning algorithms
for uncovering thematic structure in text documents that are widely used, and
applicable both for exploratory analysis of topics and as a discrete dimensional-
ity reduction method in support of other learning tasks. Based on co-occurrence
of terms in documents, probabilistic topic modeling extracts a number of latent
topics. In the seminal algorithm, Latent Dirichlet Allocation (LDA), the number
of topics to infer is given as a parameter. Assuming that each document may
discuss a mixture of topics, it attempts to isolate coherent topics. Each topic
is deﬁned as a probability distribution over terms, where the terms collectively
carry the meaning of the latent topic. While LDA and many of its variations
are theoretically solid and rest on an interpretation-friendly probabilistic basis,
issues of interpretability are nevertheless commonplace and well recognized [6].
First, the unsupervised modeling oﬀers no guarantees that the topic division is
semantically meaningful; some topics may seem similar and hard to distinguish,
whereas others turn out very speciﬁc. These issues may be mitigated by selecting
appropriate parameters, including the number of topics in the case of LDA. Sec-
ond, the terms within topics may appear semantically incoherent and confusing
to a human. Various eﬀorts have been made to improve coherence (e.g., [14,15]),
yet for humans to form an understanding of what a topic signiﬁes based on a
set of weighted terms, interpretation inevitably involves a certain cognitive load,
only increased by the iterative task of contrasting topics against each other to
grasp the broader picture.
Thoughtful visual representation of the topic structure and terms can ease
the task (see, e.g., [7,18]), but I argue that in many cases it is more mean-
ingful to choose to operate from the level of individual terms that represent
concrete concepts and their bilateral semantic similarity relations. A discrete
division of topics is practical in many use cases, but is somewhat unnatural for
exploratory purposes, and mere aggregation of terms inevitably leads toward less
interpretable abstractions. Instead, it is more ﬁtting to allow for a topic struc-
ture to emerge as a global property from the local semantic similarity relations
among terms. Such a semantic network allows the human user to ﬂexibly identify
topics as regions through proper visualization, while the network also supports
quantitative analysis such as community detection [9] (overlapping clustering,
which handles ambiguous terms) to identify discrete topics.
158
Exploratory Topic Modeling with Distributional Semantics 243
The following section introduces the method for building the semantic net-
work model, the topic map, whereas Sect. 3 discusses its visualization, and Sect. 4
reports on experiments conducted to demonstrate the mapping method, followed
by some concluding remarks.
2 Building the Topic Map
Distributional semantics models the meanings of words based on their contexts,
namely the surrounding words in a sentence, according to the aphorism “you
shall know a word by the company it keeps” [8]. While modeling has tradition-
ally been based on counting of context words, recent approaches that work by
learning to predict words instead have been highly successful [1]. A popular
way of representing the semantics is by vectors, e.g., through projection [19] or
later through neural network training [3]. Lately, Mikolov et al. [13] have shown
how neural networks can be eﬃciently used to train semantic models based on
corpora at the scale of billions of words, in order to achieve very high seman-
tic accuracy. Their continuous skip-gram model is a neural network trained to
predict context words based on the center word, using a single hidden layer.
Through supervised training, the network optimizes its hidden layer weights,
which results in the learned array of hidden nodes providing ﬁxed-length vector
representations of word semantics, i.e., word vectors. The word vectors embed
words into a semantic space that supports measuring similarities among words
by their vectors (e.g., by cosine similarity), as well as other vector arithmetic
operations (e.g., addition and subtraction for regularities prediction).
For the purpose of modeling the general topic composition of corpora, I use
the neural network skip-gram method to model word-level semantic similarity,
and from pairwise relations let the broader topic structure emerge. Whereas
the focus in word vector training generally is to approximate the semantics of
language in general, which can be achieved by training on large and diverse
enough text, the idea is here to explicitly model the semantics of the language in
one’s corpus alone. The model then reﬂects how words relate in the discourse of
the corpus rather than elsewhere. Thereby, the discrepancies between the word
similarities presented by the model and the observers own, more general under-
standing and less data-informed expectation of how the words relate, constitute
telltales of the thematic nature of the underlying text. (Kulkarni et al. use word
vectors accordingly to study linguistic change in English over time [11].) For topic
modeling to be meaningful, it naturally needs to work for corpora far smaller
than billions of words. As will be demonstrated in Sect. 4, skip-gram models can
learn usefully accurate word vectors on much smaller data sets, too.
Apart from semantic similarity, the topic map incorporates term frequencies,
used to represent the prevalence of terms in the corpus, and in combination with
their semantic neighborhood provide a sense of the overall importance of sections
of the map, reﬂecting the prevalence of speciﬁc concepts or topics. Probabilistic
topic modeling similarly uses topic-wise probability distributions over terms to
represent their degree of importance within the topic.
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Algorithm 1. Topic map construction (in: tokens, V, C, E, N, P, L; out: net)
# Word vector training
model = Word2Vec(tokens, vector_size=V, context_size=C, epochs=E)
# Network construction
for i1 in range(0, N-1 ):
for i2 in range(i1+1, N ):
t1, t2 = top_N_terms[i1], top_N_terms[i2]
net.add_link(t1, t2, weight=model.similarity(t1, t2))
# Network pruning
threshold = percentile([link.weight for link in net.links], P)
for node in net.nodes:
cap = sorted(net.links[node], key=lambda link: link.weight)[-1*L].weight
for link in net.links[node]:
if link.weight < max(cap, threshold):
net.remove_link(link)
ws = [link.weight for link in net.links]
for link in net.links:
net.links[link].weight = (link.weight-min(ws)) / (max(ws)-min(ws))
Using the word vector model and term counts, a semantic network that con-
stitutes the topic map can be constructed according to Algorithm 1 as described
in the following. First, the text of a corpus is processed and tokenized into
meaningful and well normalized terms. Then, the map is constructed through
the following two main steps.
Word Vector Training. Given the main parameters, vector size (V ) and con-
text size (C ), word vectors are trained on term sequences by the method of
Mikolov et al. (word2vec). Vector size determines the dimensionality of the
semantic space and is customarily in the range of 50 to 1000, where higher
dimensionality allows for a ﬁner model given enough data. The size of the word
context to consider is typically about 5–10 words, but for the current task even
contexts up to 25 words have proved satisfactory. Training in multiple epochs
(E ) (e.g., 3–10) tends to improve the quality of the model noticeably, especially
with little data available.
Network Construction. Once the vectors have been trained, we can use the
model to measure similarity of pairs of terms. The most frequent terms in the
corpus are picked for comparison, preferably excluding stopwords. Typically in
the range 100–1000, the number of unique terms to include (N ) deﬁnes the
maximum level of detail in the topic map and limits the computational com-
plexity of building it. For each pair, the cosine similarity between their vectors
(sim(t1, t2) = v(t1) · v(t2), with unit vectors) is computed and stored.
Network Pruning. As only similar terms are meaningful to relate and as we
seek to build a network that is neither too dense and cluttered nor too sparse
and disconnected, the pairs with highest similarity scores are retained as links
between the term nodes. With varying sizes of the vector and corpora, the sim-
ilarity scores vary considerably as well. Thus, ﬁltering of pairs is performed by
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a threshold deﬁned as a percentile of all scores stored (P), typically at the 97–
99th percentile, which makes the parameter’s eﬀect more stable. Moreover, an
upper bound on number of links per term (L) helps reduce cluttering density
due to general terms that may measure as very similar to many terms. Typical
cap values are 8–15 links per term. All links are ﬁnally weighted according to its
normalized similarity score, as a standard measure of link strength (w′ ∈ [0, 1]).
In order to optimize parameter selection the quality of the topic maps must be
evaluated. While the exploratory task ultimately calls for qualitative evaluation,
semantic prediction accuracy will be used for initial guidance in word vector
training, which is the more computationally demanding step. The evaluation
method and data, borrowed from Mikolov et al., measures syntactic and semantic
regularities such as “man is to woman as king is to queen”, “Athens is to Greece
as Baghdad is to Iraq” and “code is to coding as dance is to dancing”, where
accuracy in predicting the last word is evaluated. Measuring how well the model
approximates general English, the relative performance on this task can help
to rule out models that are too simple and produce suboptimal maps because
they lack ability to appropriately model the semantics. The highest accuracy,
however, does not necessarily provide the best topic map, as its quality relies on
a balance between speciﬁcity and generality of its relations. The experiments in
Sect. 4 illustrate this further.
Apart from local link accuracy, the network should ideally show good struc-
ture in terms of how broader clusters emerge, too. This is highly dependent on
both calibration of the network parameters and how the network is analyzed. The
experiments in this paper focus on visual analysis based on force-directed layout-
ing, in which case desirable network structures contain some degree of clustering
into coherent and meaningful regions, without excessive cross-linking between
terms in diﬀerent clusters to avoid overlaps. The network construction parame-
ters (P, L, N ) may be adjusted to optimize the readability of the map, which
in practice can be done instantaneously while visualizing the network. Hence,
optimization of the word vector parameters is the more cumbersome groundwork
that begets good maps, and evaluation of accuracy helps by reducing the search
space.
3 Visualizing the Topic Map
Exploration of complex models such as topic models calls for presentations that
provide as much detail as meaningfully possible. The most information-dense
mode of communication is visualization, whereas interactivity helps expand the
space of information that can be presented intelligibly on a ﬁnite screen. The
visual analytics paradigm [10] embraces visual interactive interfaces as they oﬀer
a means of communication that is both rich and reactive, thus, helping users in
making sense of models and data. Visualization of the topic map incorporates
Shneiderman’s visual information-seeking mantra, “overview ﬁrst, zoom and ﬁl-
ter, then details-on-demand” [20], by providing both overview of a corpus and
a scaﬀold for exploration of its details. Visualization of the two main aspects of
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the map, term frequencies and word vectors, is discussed in the following, as well
as their combination into a visual topic map.
Among the most popular forms of text visualization are word clouds, which
are simple yet useful. Their main property, representing word importance by
size, is powerful because it utilizes a preattentively recognized visual variable,
i.e., relative word importance is recognized eﬀortlessly and without requiring
focused attention, in parallel across the ﬁeld of vision at the early stage of the
human visual system [21]. While word clouds have received some criticism relat-
ing to other properties such as the (dis)organization of words, studies have sought
improvement and in terms of readability evaluated various approaches such as
clustered [12] and semantic word clouds [2] that impose some semantically mean-
ingful organization of words. However, so far none of the approaches have used
distributional semantics, which oﬀers advantages by being arguably more spe-
ciﬁc than tried clustering approaches, and unsupervised as opposed to database
approaches.
By contrast, a common approach to visualizing word vectors is to plot words
according to their two-dimensional projections by PCA (or other multidimen-
sional scaling methods), which achieves a basic form of semantic organization,
albeit easily cluttered at the center. While word clouds commonly place words
as closely as possible, regarding order or not, projection uses planar distance
to communicate the degree of semantic similarity (a spatial visual metaphor)
as well as ordering. Nevertheless, projection into two dimensions is bound to
produce overlap between semantically unrelated sets of words, which motivates
the visualization of semantic relations by drawn line connections that is more
explicit [16]. For visualization of the topic map network, I propose to use a force-
directed layout (a projection method) that optimizes word positions explicitly
based on semantic relations present in the network model, rather than the whole
word vector model. In particular, the D3 force algorithm [5] is suitable as it can
counter overlap of terms (by node charge) to preserve readability, even when
they are densely connected. It can also run in real time to allow for interac-
tive adjustment of positions which lets the user explore multiple local optima of
positioning.
The visual topic map lends from word clouds the word sizing relative to their
corpus frequency, and uses force-directed layouting to organize the map seman-
tically. Drawing the network of words, the strength of each link is encoded by
opacity, which makes more explicit the relative importance of individual links,
and together with the emergent density of links it provides an aggregate impres-
sion of the varying density of the map.
Interactive exploration of the map is enabled foremost by zoom/pan capa-
bilities, which in a very direct way allows more terms to be displayed, and high-
lighting of links of speciﬁc terms. The ﬁltering of terms by frequency can be
responsive to the level of zoom to seamlessly provide more detail on demand. The
percentile ﬁlter used to construct the network can be relaxed if the visual inter-
face can counter the added complexity, and the number of terms can be increased
accordingly. Hence, the scalability of the topic map visualization depends largely
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on interaction design. The semantic network of frequent terms also functions as
a canvas for other types of information, such as mapping of local term neighbor-
hoods and relational information, touched upon in Sect. 5.
4 Experiments
The topic map will be demonstrated and tested using two diﬀerent corpora. The
ﬁrst corpus is a sample of news articles from Reuters (U.S. online edition) con-
taining 23 k articles and 9.2M words (167 k unique) and the other is a collection
of ﬁnancial patent application abstracts from the U.S. Patent and Trademark
Oﬃce comprising 14 k abstracts and 1.7M words (20 k unique). In accordance
with the exploratory aim of this article, a topic map is trained and visualized
for each corpus as discussed above, in hope of gaining insight into the thematic
composition of each (see Figs. 1 and 2). The most prevalent terms representing
concrete concepts are displayed and their semantic similarity relations provide
organization that portray topics implicitly as regions and gradients between
them.
The experiment starts by selecting the parameters for word vector training,
guided by quantitative accuracy and qualitative assessment of the map (as dis-
cussed in Sect. 2). Having exhaustively tested various settings, their relationship
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Fig. 1. Topic map of ﬁnancial news articles, interactive version available at: http://
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Fig. 2. Topic map of ﬁnancial patent abstracts
can be described as follows. With a ﬁxed context size of 15 for the Reuters cor-
pus, accuracy reaches a plateau from vector sizes 200 to 500 (on average at 17%,
with E =3), decreasing afterwards. Meanwhile, at a given vector size, accuracy
tends to asymptotically approach a limit with increased context size. Qualita-
tively, the best network structure appears to result from settings where accuracy
is close to the limit but context size is kept moderate.
The experiments show that the map is surprisingly robust with respect to
the training parameters, producing largely comprehensible results even at vector
sizes of 25 or 600 and context sizes of 5 and 50 respectively. Nevertheless, the
quality of the Reuters map is noticeably best at vector sizes 200–400 and context
sizes 10–20, where larger contexts beneﬁt from larger vectors. Simpler models
produce networks with smaller regions that are tightly clustered, but result in
either few or arbitrary connections between regions, depending on the threshold
(P). Networks from complex models have similar problems, although the strong
connections tend to be very speciﬁc and semantically accurate, which explains
their good testing performance.
The qualitatively optimal models in between strike a balance between, on
the one hand, semantic accuracy that provides a map of meaningful connections
and, on the other hand, generality by connecting parts of the map through more
abstract but still helpfull term relations. Hence, measured accuracy provides
fundamental guidance in learning a model that handles the language well, but
the map then beneﬁts from a slight regularizing or smoothing eﬀect achieved by
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using a simpler model than the quantitatively optimal. While large vectors and
contexts combined can achieve maximum accuracy (about 22% for the Reuters
corpus), it does not seem productive to surpass contexts of about 25 words, and
given a limited context size, it is motivated to choose a vector size towards the
beginning of the accuracy plateau. The number of training epochs has a strong
eﬀect on accuracy, e.g., the settings V = 400, C = 15 and E ={1, 3, 5} give
accuracies 7.3, 16.7 and 19.1, but the two latter cases do not show any notable
qualitative diﬀerence for the Reuters data.
The topic map in Fig. 1 was produced with the settings V = 250, C = 12,
E= 5, N= 500, P = .985 and L= 12 (accuracy 17.6%, training time 14.5min on
4 cores). It depicts the topic landscape of the Reuters ﬁnancial news corpus by
its most frequent terms excluding stop words (including automatically detected
bi-gram phrases). The similarity threshold set at the 98.5th percentile provides
an appropriate degree of connectivity. The cap on links per term helps improve
readability especially in the dense region surrounding the terms business and
technology. The map uncovers an uneven distribution of terms, where smaller
concentrations highlight cliques of terms (e.g., president, ceo, etc. down left)
that represent a rather distinct general concept. Larger concentrated regions
form to highlight a broader topic division of the corpus, the three main regions
broadly reﬂecting discourse on business-related activities, realized performance
and expected performance.
The map in Fig. 2 similarly illustrates the lay of speciﬁc concepts and more
general topics as they occur in the set of patent abstracts. A few themes can
be identiﬁed, such as payment systems, telecommunications, trading, portfolio
management and patent-speciﬁc language. The map includes 350 terms and links
for the top 2% most similar pairs. As the patent corpus is much smaller the vector
size was reduced according to vocabulary size heuristically by V
2
1
|vocab1| ≈
V 22
|vocab2|
to V =85, context size was kept at 12 not to reduce the already scarce data and
training was run in 10 epochs (training time 3.2min on 4 cores).
To conclude the evaluation of the generated topic maps, I compare the news
corpus against a benchmark obtained by LDA (results for the patent corpus are
similar but omitted due to space constraints). The same preprocessing of the text
is used as above, and the topics are modeled with standard parameter settings
into 8 topics. Each topic is presented by their top-10 terms according to the topic-
term probability distributions, as the most direct way of presenting the model.
Stop words are excluded to make the results more informative. While several
methods have been proposed that rerank terms to better support interpretation
of the topics (cf. [7,18,22]), no such method seems to have been unanimously or
widely adopted. The obtained topics are:
Topic 0: million, net, quarter, year, ﬁnancial, income, company, share, operating, total
Topic 1: securities, class, relevant, number, options, option, price, form, code, relevant security
Topic 2: company, shares, ﬁtch, fund, rating, share, ratings, information, ﬁnancial, available
Topic 3: u.s, bank, new, company, ﬁnancial, government, state, group, year, years
Topic 4: ﬁrst, people, world, new, patients, home, years, health, year, games
Topic 5: company, information, new, services, business, market, products, forward-looking
statements, technology, solutions
Topic 6: q2 2014, jul amc, call, company, 29 jul, corp, earnings conf, jul bmo, trust, share
Topic 7: percent, year, million, billion, market, u.s, sales, shares, growth, down
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For some topics it is possible to discern a latent meaning, while others prove
hard to interpret. For instance, Topics 0 and 7 appear to relate to realized ﬁnan-
cial performance, but it is diﬃcult both to form a more detailed explanation of
them and to distinguish logically between them. As mentioned in Sect. 1, recog-
nizing a distinct topic from an aggregate of terms is challenging, as is the task
of understanding how multiple topics relate. While the topic map includes many
of the same frequent terms, its natural, semantic organization makes it easier to
view and grasp the overall topic composition and scope. Local neighborhoods of
the map tend to be more coherent than LDA topics, and the relation between
diﬀerent sections of the map is made more explicit. While exploration of LDA
topic models can be supported by meaningful presentation (e.g., [7,18]), the topic
map’s alternative way of approaching topic modeling remains well motivated for
exploration.
5 Discussion
My aim has been to introduce a new approach of using distributional seman-
tics, speciﬁcally word vectors trained by neural networks, to explore topics in
bodies of text. A problem commonly addressed by probabilistic topic modeling,
this approach sets out to tackle it with ﬁner granularity, by building a topic
map bottom-up from concrete terms towards general topics, rather than forcing
interpretation of implicit meaning among an explicit, but not necessarily coher-
ent, set of topic terms. Distributional-semantic modeling provides meaningful
word-to-word similarity relations and organization that is easy to navigate. In
addition, I put forward a visualization design for the map that provides overview
and means for linking to further details, thus supporting interactive exploration.
As a network model, the map also supports quantitative network analysis, in
particular community detection as a form of second-level clustering to provide
explicit topics, which are useful in some cases. The topic map opens up to a
range of possible extensions to be explored.
As the map provides a projection of the semantic space of a corpus, another
interesting type of information is the relational, i.e., how diﬀerent concepts are
referenced together in text. Mapping such relations onto the topic map may lead
to still more informative ways of summarizing the contents of texts. Document-
level co-occurrence of terms used in probabilistic topic modeling represents a
crude way of harnessing relational information to extract topic information, but
it is likely beneﬁcial to treat distributional word context similarity and word-
to-word co-occurrence as separate aspects that both contribute toward sum-
marizing the discourse of a corpus. Thus, the approach of constructing a topic
map outlined in this paper should be seen as elementary to future extensions
that among other things include sophisticated analysis of relations in text and
powerful visual interactive interfaces to make the semantic space and its linked
information readily browsable. The semantic network is the basic data struc-
ture, which can be meaningfully presented in many other ways as well, e.g.,
using more structured network layouts or non-graphical representation, possibly
emphasizing search with a completely local focus rather than overview.
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Studying immediate neighborhoods of speciﬁc terms may in fact be a desir-
able mode of exploration, which can be supported in other ways than described
above. Rather than starting from the frequent term set, terms with the closest
vectors can be searched. By recursively traversing the nearest neighbors of a
term, a close-up view of its semantic context in the corpus is obtainable.
Vector similarity comparisons can also be performed with compound vec-
tors that average two or a few word vectors, for instance, as a way to disam-
biguate a term (e.g.: financial by financial+group, financial+results) or merge
closely related terms (e.g., customer+customers). The latter could be applied to
enhance the map by reducing term redundancy and thereby visual clutter, while
joining their term counts. Another way to generalize across terms would be to
smooth term counts to some extent among direct neighbors, in order to make
the representation of prevalence of regions more congruent.
In this paper, word vectors and term frequencies were obtained from the same
set of text, which may lead to problems of accuracy for the study of smaller sets
of text (e.g., in the order of 10–100 k rather than 1M words). It is possible to
separate these, letting the word vectors be trained on a larger background corpus
while counting terms on a smaller foreground set, as long as they are related in
nature. For instance, the background corpus may consist of text from a single
source over a certain period of time, while texts from smaller intervals during
that period would be used as foreground corpora to allow for more speciﬁc study
of varying term prevalence over time, still beneﬁting from a more robust semantic
model.
As eﬃcient word vector training with neural networks has opened up many
new possibilities in natural language processing, I hope to introduce it for the
purpose of exploring topics in masses of text by proposing a methodology for
building and visualizing topic maps. Unsupervised word-level modeling of seman-
tics oﬀers very ﬂexible and detailed means for analysis that deserve further study.
The concluding discussion has outlined a few interesting future directions, and
ultimately the utility of topic maps and their visual representations should be
tested by how they support users’ understanding in a variety of real-world set-
tings.
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Abstract
We describe our contribution to the
CoNLL 2016 Shared Task on shallow dis-
course parsing.1 Our system extends the
two best parsers from previous year’s com-
petition by integration of a novel implicit
sense labeling component. It is grounded
on a highly generic, language-independent
feedforward neural network architecture
incorporating weighted word embeddings
for argument spans which obviates the
need for (traditional) hand-crafted fea-
tures. Despite its simplicity, our system
overall outperforms all results from 2015
on 5 out of 6 evaluation sets for English
and achieves an absolute improvement in
F1-score of 3.2% on the PDTB test section
for non-explicit sense classification.
1 Introduction
Text comprehension is an essential part of Nat-
ural Language Understanding and requires capa-
bilities beyond capturing the lexical semantics of
individual words or phrases. In order to under-
stand how meaning is established, altered and
transferred across words and sentences, a model
is needed to account for contextual information
as a semantically coherent representation of the
logical discourse structure of a text. Different
formalisms and frameworks have been proposed
to realize this assumption (Mann and Thompson,
1988; Lascarides and Asher, 1993; Webber, 2004).
In a more applied NLP context, shallow dis-
course parsing (SDP) aims at automatically de-
1http://www.cs.brandeis.edu/˜clp/
conll16st
Our parser code is available at: https://github.com/
acoli-repo/shallow-discourse-parser
tecting relevant discourse units and to label the re-
lations that hold between them. Unlike deep dis-
course parsing, a stringent logical formalization
or the establishment of a global data structure, for
instance, a tree, is not required.
With the release of the Penn Discourse Tree-
bank (Prasad et al., 2008, PDTB) and the Chi-
nese Discourse Treebank (Zhou and Xue, 2012,
CDTB), annotated training data for SDP has be-
come available and, as a consequence, the field has
considerably attracted researchers from the NLP
and IR community. Informally, the PDTB anno-
tation scheme describes a discourse unit as a syn-
tactically motivated character span in the text, aug-
mented with relations pointing from the second ar-
gument (Arg2, prototypically, a discourse unit as-
sociated with an explicit discourse marker) to its
antecedent, i.e., the discourse unit Arg1. Relations
are labeled with a relation type (its sense) and the
associated discourse marker (either as found in the
text or as inferred by the annotator). PDTB distin-
guishes explicit and implicit relations depending
on whether such a connector or cue phrase (e.g.,
because) is present, or not.2 As an illustrative ex-
ample without such a marker, consider the follow-
ing two adjacent sentences from the PDTB:
Arg1: The real culprits are computer makers such as IBM
that have jumped the gun to unveil 486-based products.
Arg2: The reason this is getting so much visibility is that
some started shipping and announced early availability.
In this implicit relation, Arg1 and Arg2 are
directly related. The discourse relation type
is Expansion.Restatement—one out of roughly
twenty finegrained tags marking the sense relation
2The set of relation types is completed by alternative lex-
icalization (AltLex, discourse marker rephrased), entity rela-
tion (EntRel, i.e., anaphoric coherence), resp. the absence of
any relation (NoRel).
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between any given argument pair in the PDTB.
Our Contribution: We participate in the
CoNLL 2016 Shared Task on SDP (Xue et al.,
2016; Potthast et al., 2014) and propose a novel,
neural network-based approach for implicit sense
labeling. Its system architecture is modular,
highly generic and mostly language-independent,
by leveraging the full power of pre-trained word
embeddings for the SDP sense classification
task. Our parser performs well on both English
and Chinese data and is highly competitive with
the state-of-the-art, though does not require
manual feature engineering as employed in most
prior works on implicit SDP, but rather relies
extensively on features learned from data.
2 Related Work
Most of the literature on automated discourse pars-
ing has focused on specialized subtasks such as:
1. Argument identification
(Ghosh et al., 2012; Kong et al., 2014)
2. Explicit sense classification
(Pitler and Nenkova, 2009)
3. Implicit sense classification
(Marcu and Echihabi, 2002; Pitler et al., 2009;
Lin et al., 2009; Zhou et al., 2010; Park
and Cardie, 2012; Biran and McKeown, 2013;
Rutherford and Xue, 2014)
A minimal requirement for any full-fledged end-
to-end discourse parser is to integrate at least these
three processes into a sequential pipeline. How-
ever, until recently, only a handful of such parsers
have existed (Lin et al., 2014; Biran and McKe-
own, 2015; duVerle and Prendinger, 2009; Feng
and Hirst, 2012). It has been enormously diffi-
cult to evaluate the performance of these systems
among themselves, and also to compare the effi-
ciency of their individual components with other
competing methods, as i.) those systems rely on
different theories of discourse, e.g., PDTB or RST;
and ii) different (sub)modules involve custom set-
tings, feature- and tool-specific parameters, (esp.
for the most challenging task of implicit sense la-
beling). Furthermore, iii) most previous works are
not directly comparable in terms of overall accu-
racies as their underlying evaluation data suffers
from inconsistent label sizes among studies (e.g.,
full sense inventory vs. simplified 1- or 2-level
classes, cf. Huang and Chen (2011)).
Fortunately, with the first edition of the shared
task on SDP, Xue et al. (2015) had established a
unified framework and had made an independent
evaluation possible. The best performing partici-
pating systems – most notably those by Wang and
Lan (2015) and Stepanov et al. (2015) – have re-
implemented the well-established techniques, for
example the one by Lin et al. (2014).
2.1 Deep Learning Approaches to SDP
In last year’s shared task, first implementations on
deep learning have seen a surge of interest: Wang
et al. (2015) and Okita et al. (2015) proposed a re-
current neural network for argument identification
and a paragraph vector model for sense classifi-
cation. Distributed representations for both argu-
ments were obtained by vector concatenation of
embeddings.
An earlier attempt in a similar direction of rep-
resentation learning (Bengio et al., 2013) has been
made by Ji and Eisenstein (2014). The authors
demonstrated successfully how to discriminatively
learn a latent, low-dimensional feature represen-
tation for RST-style discourse parsing, which has
the benefit of capturing the underlying meaning of
elementary discourse units without suffering from
data sparsity of the originally high dimensional in-
put data.
Closely related, Li et al. (2014) introduced a
recursive neural network for discourse parsing
which jointly models distributed representations
for sentences based on words and syntactic in-
formation. The approach is motivated by Socher
et al. (2013) and models the discourse unit’s root
embedding to represent the whole discourse unit
which is being obtained from its parts by an itera-
tive process. Their system is made up of a binary
structure classifier and a multi-class relation clas-
sifier and achieves similar performance compared
to Ji and Eisenstein (2014).
Very recently, Liu et al. (2016) and Zhang et
al. (2015) have successfully applied convolutional
neural networks to model implicit relations within
the PDTB-framework. Along these lines and in-
spired by the work in Weiss (2015), we also see
great potential in the use of neural network-based
techniques to SDP. Similarly, our approach trains
a modular component for shallow discourse pars-
ing which incorporates distributed word represen-
tations for argument spans by abstraction from
surface-level (token) information. Crucially, our
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approach substitutes the traditional sparse and
hand-crafted features from the literature to ac-
count for a minimalist, but at the same time, gen-
eral (latent) representation of the discourse units.
In the next sections, we elaborate on our novel
neural network-based approach for implicit sense
labeling and how it is fit into the overall system
architecture of the parser.
3 A Neural Sense Labeler for Implicit
and Entity Relations
We construct a neural network-based module for
the classification of senses for both implicit and
entity (EntRel) relations.3 As a very general
and highly data-driven approach to modeling dis-
course relations, our classifier incorporates only
word embeddings and basic syntactic dependency
information. Also, in order to keep the setup eas-
ily adaptable to new data and other languages,
we avoid the use of very specific and costly
hand-crafted features (such as sentiment polari-
ties, word-pair features, cue phrases, modality,
production rules, highly specific semantic infor-
mation from external ontologies such as VerbNet,
etc.), which has been the main focus in traditional
approaches to SDP (Huang and Chen, 2011; Park
and Cardie, 2012; Feng and Hirst, 2012). In-
stead, we substitute (sparse) tokens in the argu-
ment spans, with dense, distributed representa-
tions, i.e. word embeddings, as the main source
of information for the sense classification compo-
nent. Closely related, Zhang et al. (2015) have
explored a similar approach of constructing ar-
gument vectors by applying a set of aggregation
functions on their token vectors, however, without
the use of additional (syntactic) information, while
embedding their vectors into a single-layer neural
network only.
In our experiments, we used the pre-trained
GoogleNews vectors (for English) and the Giga-
word-induced vectors (for Chinese) provided by
the shared task as a starting point.4 We further
trained the word vectors on the raw Wall Street
Journal texts, thus tuning the embeddings toward
the data at hand, with the goal of considerably im-
3The reason to combine both relation types has been a de-
sign decision as EntRels are very similar to implicit relations
and are also missing a connective. AltLex relations seemed
too few to have any statistical impact on the performance of
our experiments and have been ignored altogether.
4http://www.cs.brandeis.edu/˜clp/
conll16st/dataset.html
proving their predictive power in the sense classi-
fication task. Specifically, the pre-trained vectors
of size 300 were updated by the skip-gram method
(Mikolov et al., 2013)5 in multiple passes over the
Newswire texts with decreasing learning rate. This
procedure is supposed to improve the quality of
the embeddings and also their coverage.
Our new word vector model provides general
vector representations for each token in the two
argument spans6, which forms the basis for pro-
ducing compositional vectors to represent the two
spans. Compositional vectors that introduce a
fixed-length representation of a variable-length
span of tokens are practical features for feedfor-
ward neural networks. Thus, we may combine the
token vectors of each span by simply averaging
vectors, or – following Mitchell and Lapata (2008)
– by calculating an aggregated argument vector ~v′:
~v′(j) =
1
k(j)
k(j)∑
i=1
V (j)i +
k(j)∏
i=1
V (j)i (1)
for arguments j ∈ {1, 2}, where k(j) = |t(j)|
defines their lengths in the number of tokens and∏
applies the pointwise product  over the token
vectors in V (j).
Both procedures produce rather simple argu-
ment representations that do not account for word
order variation or any other sentence structure in-
formation, yet they serve as decent features for
discourse parsing and other related tasks. By in-
troducing pointwise multiplication of the token
vectors, the elements that represent assumed in-
dependent, latent semantic dimensions are not
merely lumped together across vectors, but are
allowed to scale according to their mutual rele-
vance.7
Improving upon the compositional representa-
tion produced by Equation 1, we incorporate addi-
tional syntactic dependency information: for each
token in an argument span, we calculate the depth
d from the corresponding sentence’s root node and
weight the token vector by 1
2d
before applying the
5We found window size of 8 and min term count = 3 to
be optimal. Neural networks were trained using the gensim
package: http://radimrehurek.com/gensim/.
6We ignore unknown tokens for which no vectors exist.
7 In our experiments, Equation 1 outperformed simpler
strategies of either average or multiplication alone. This also
indicates that it is beneficial to not completely suppress di-
mensions with near-zero values for single tokens.
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Figure 1: The feature construction process from argument spans (light blue) and neural architecture (dark
blue) for implicit sense classification (incl. EntRel) . Dotted lines represent pointwise vector operations.
aggregating operators.8
The bottom of Figure 1 illustrates the first step
of the process, i.e. mapping tokens to their corre-
sponding vectors based on the updated word vec-
tor model, as well as the token depth weighting.
Secondly, the aggregation operators are applied,
i.e., the sum (+) of the pointwise product (
∏
/)
and average (avg) of the vectors. Finally, the com-
positional vectors for each of the arguments are
concatenated (⊕) and serve as input to a feedfor-
ward neural network.
Given the composed argument vectors, we set
up a network with one hidden layer and a softmax
output layer to classify among 20 implicit senses
for English and 9 for Chinese, plus an additional
EntRel label. Other relations, such as AltLex, are
not modeled. We train the network using Nes-
terov’s Accelerated Gradient (Nesterov, 1983) and
optimized all hyper-parameters on the develop-
ment set. Best results were achieved with rectified
linear activation with learnable leak rate and gain
8Tokens that are missing in the parse tree, such as punctu-
ation symbols, are weighted by 0.25, in our optimal setting.
(lgrelu), 40-60 hidden nodes and weight decay and
hidden node regularization of 0.0001.9
4 The Competition Tasks & Pipelines
We participate in the closed track of the shared
task, specifically in both full and supplementary
tasks (sense-only) on English and Chinese texts.
Full tasks require a participant’s system to iden-
tify argument pairs and to label the sense relation
that holds between them. In each supplementary
task, gold arguments are provided so that the per-
formance of sense labeling does not suffer from
error propagation due to incorrectly detected ar-
gument spans.
We combine different existent modules to ad-
dress the specific settings and classification needs
of both full and supplementary tasks for both lan-
9The learning rate was set to 0.0001. Momentum of 0.35-
0.6 and 60 hidden nodes performed well for the English tasks,
and momentum of 0.85 and 40 hidden nodes for Chinese
(with fewer output nodes). Good results were also obtained
by Parametric Rectified Linear Unit (prelu) activation, as
well as the combination of larger hidden layer and stronger
regularization (e.g., L1 regularization of 0.1 on 100 nodes).
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guages. The modules and their combination with
our implicit neural sense classifier will be outlined
in the following sections.
4.1 English Full Task Pipeline (EFTP)
For the full task, we exploit the high-quality
argument extraction modules of the two best-
performing systems by Wang and Lan (2015,
W&L) and Stepanov et al. (2015) from last year’s
competition (re-using their original implementa-
tions): Specifically, we initially run both systems
for all explicit relations only, and keep those pre-
dicted arguments and sense labels – from either
of the two systems – which maximize F1-score
on the development set. With this simple heuris-
tic, we hope to improve upon the best results from
W&L, as, for instance, Stepanov et al. (2015) per-
form particularly well on all temporal relations,
while W&L’s tool handles the majority of other
senses well.
For all implicit and EntRel relations, we keep
the exact argument spans obtained from the W&L
system and reject all sense labels. In a second step,
we re-classify all these implicit relations by our
neural net-based architecture described in Section
3 given only the tokens and their dependencies in
both argument spans. Finally, we merge all com-
bined explicit and re-classified implicit relations
into the final set for evaluation.
4.2 English Supplementary Task Pipeline
(ESTP)
We make use of the system by Stepanov et al.
(2015) to label all explicit relation senses, and
classify all other relations with an empty token list
for connectors (i.e., implicit and EntRels) by our
neural network architecture from Section 3.
4.3 Chinese Full Task Pipeline (CFTP)
Since for the Chinese full task no reusable argu-
ment extraction tools were available, we have set
up a minimalist (baseline) implementation whose
individual steps we sketch briefly:
1. Connective detection is realized by means of
a sequence labeling/CRF model.10 Features are
unigram and bigram information from the to-
kens, their parts-of-speech, dependency head,
dependency chain, whether the token is found
as a connector in the training set, and its relative
position within the sentence.
10https://taku910.github.io/crfpp/
2. Argument extraction is based on the output of
predicted connectives for both inter- and intra-
sentence relations. As an additional feature, we
found the IOB chain for the syntactic path of a
token to be useful.11
3. We heuristically post-process the CRF-labeled
argument tokens in order to assign connectors
to same-sentence or separate-sentence Arg1
and Arg2 spans.
4. The so-obtained explicit argument pairs are
sense labeled by a (linear-kernel) SVM clas-
sifier12 with the connector word as the only
feature, following the minimalist setting in
Chiarcos and Schenk (2015).
5. As implicit relations we consider all inter-
sentential relations which are not already part
of an explicit relation. Same-sentence relations
are ignored altogether.
4.4 Chinese Supplementary Task Pipeline
(CSTP)
For the provided argument pairs, we label ex-
plicit relations (i.e. those containing a non-empty
connector) by the SVM classifier which has been
trained using only a single feature – the connec-
tor token. For all other relations, we again em-
ploy our neural network-based strategy described
in Section 3. The overall architecture is exactly
the same as for the English subtask; only the (hy-
per)parameters have been updated in accordance
with the Chinese training data.
5 Evaluation
5.1 English Full Task
Table 1 shows the performance of our full-task
pipeline (EFTP) which integrates our novel feed-
forward neural network architecture for implicit
sense labeling. The figures suggest that our min-
imalist approach is highly competitive and can
even outperform the best results from last year’s
competition in terms of F1-scores on two out of
three evaluation sets (cf. last implicit column).
Overall, with the integration of the combined
systems by W&L and Stepanov et al. (2015), we
can improve upon the state-of-the-art by an abso-
lute increase in F1-score of 0.5% on the blind test
11This information was generated using the script from
http://ilk.uvt.nl/team/sabine/chunklink/
chunklink_2-2-2000_for_conll.pl
12https://www.csie.ntu.edu.tw/˜cjlin/
libsvm/
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set– which is marginal but only due to the fruit-
ful re-classification of the already-provided (and
therefore fixed) argument spans.
Measured on the development set, we found
that the dependency depth weighting contributes
to an absolute improvement in accuracy of 1.5%
for non-explicit relations.
set system overall explicit implicit
dev
W&L 37.84 48.16 28.70
EFTP 40.21 50.87 30.99
test
W&L 29.69 39.96 20.74
EFTP 29.78 40.44 20.60
blind
W&L 24.00 30.38 18.78
EFTP 24.47 30.74 19.63
Table 1: English full task F1-scores.
5.2 English Supplementary Task
Without error propagation from argument identi-
fication, and with the gold arguments provided in
the evaluation sets, the performance of our implicit
sense labeling component is even better; cf. Ta-
ble 2: on both PDTB evaluation sets F1-scores
increase by 2.7% and 3.16% (absolute) and by
6.32% and up to 9.17% (relative) on the devel-
opment and test section, respectively.
Strikingly, however, the prediction quality on
the blind test set is worse than expected. We as-
sume that this is partly due to the (slightly) het-
erogeneous content of the annotated Wikinews, as
opposed to the original Penn Discourse Treebank
data on which our system performs extraordinarily
well.
set system overall explicit implicit
dev
W&L 65.11 90.00 42.72
ESTP 66.90 91.35 45.42
test
W&L 61.27 90.79 34.45
ESTP 62.64 90.13 37.61
blind
W&L 54.76 76.44 36.29
ESTP 52.32 76.40 31.85
Table 2: English sense-only task F1-scores.
5.3 Chinese Full Task
This year’s edition of the shared task has been
the first to address shallow discourse parsing for
Chinese Newswire texts. Given no prior (directly
comparable) results on Chinese SDP so far, we
simply report the performance of our system on
all evaluation sets in Table 3.
set system overall explicit implicit
dev CFTP 22.16 17.45 22.67
test CFTP 24.21 28.73 22.26
blind CFTP 12.90 18.56 10.80
Table 3: Chinese full task F1-scores.
5.4 Chinese Supplementary Task
A final evaluation has been concerned with the
sense-only labeling of gold-provided arguments
for Chinese. We want to point out that the neural
network architecture for implicit relations (with
70.59% F1-score on the dev set, cf. Table 4) has
beaten all our other experiments: In particular,
we have conducted an SVM setup in which we
employed the traditional word-pair features sub-
stituted by Brown clusters 3200 (65.12%), and
special additive Arg1/Arg2 combinations of word
embeddings – yielding only 62.8% which equals
the majority class baseline indicating no predictive
power for any given kernel type.
set system overall explicit implicit
dev CSTP 75.72 96.10 70.59
test CSTP 77.01 96.34 71.87
blind CSTP 63.73 80.39 57.59
Table 4: Chinese sense-only task F1-scores.
6 Conclusion
In the context of the CoNLL 2016 Shared Task on
shallow discourse parsing, we have described our
participating system and its architecture. Specif-
ically, we introduced a novel feedforward neural
network-based component for implicit sense la-
beling whose only source of information are pre-
trained word embeddings and syntactic dependen-
cies. Its highly generic and extremely simple de-
sign is the main advantage of this module. It has
proven to be language-independent, easy to tune
and optimize and does not require the use of hand-
crafted – rich – linguistic features.
Still its performance is highly competitive with
the state-of-the-art on implicit sense labeling and
builds a solid groundwork for future extensions.
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Abstract
We introduce an attention-based Bi-LSTM
for Chinese implicit discourse relations
and demonstrate that modeling argument
pairs as a joint sequence can outperform
word order-agnostic approaches. Our
model benefits from a partial sampling
scheme and is conceptually simple, yet
achieves state-of-the-art performance on
the Chinese Discourse Treebank. We also
visualize its attention activity to illustrate
the model’s ability to selectively focus on
the relevant parts of an input sequence.
1 Introduction
True text understanding is one of the key goals in
Natural Language Processing and requires capa-
bilities beyond the lexical semantics of individual
words or phrases. Natural language descriptions
are typically driven by an inter-sentential coher-
ent structure, exhibiting specific discourse proper-
ties, which in turn contribute significantly to the
global meaning of a text. Automatically detecting
how meaning units are organized benefits practi-
cal downstream applications, such as question an-
swering (Sun and Chai, 2007), recognizing tex-
tual entailment (Hickl, 2008), sentiment analysis
(Trivedi and Eisenstein, 2013), or text summariza-
tion (Hirao et al., 2013).
Various formalisms in terms of semantic co-
herence frameworks have been proposed to ac-
count for these contextual assumptions (Mann
and Thompson, 1988; Lascarides and Asher,
1993; Webber, 2004). The annotation schemata
of the Penn Discourse Treebank (Prasad et al.,
2008, PDTB) and the Chinese Discourse Treebank
(Zhou and Xue, 2012, CDTB), for instance, define
∗Both first authors contributed equally to this work.
discourse units as syntactically motivated charac-
ter spans in the text, augmented with relations
pointing from the second argument (Arg2, proto-
typically, a discourse unit associated with an ex-
plicit discourse marker) to its antecedent, i.e., the
discourse unit Arg1. Relations are labeled with
a relation type (its sense) and the associated dis-
course marker. Both, PDTB and CDTB, distin-
guish explicit from implicit relations depending on
the presence of such a marker (e.g., because/因).1
Sense classification for implicit relations is by far
more challenging because the argument pairs lack
the marker as an important feature. Consider, for
instance, the following example from the CDTB
as implicit CONJUNCTION:
Arg1: 会谈就一些原则和具体问题进行了
深入讨论，达成了一些谅解 In the talks, they
discussed some principles and specific questions
in depth, and reached some understandings
Arg2: 双方一致认为会谈具有积极成果
Both sides agree that the talks have positive re-
sults
Motivation: Previous work on implicit sense la-
beling is heavily feature-rich and requires domain-
specific, semantic lexicons (Pitler et al., 2009;
Feng and Hirst, 2012; Huang and Chen, 2011).
Only recently, resource-lean architectures have
been proposed. These promising neural meth-
ods attempt to infer latent representations appro-
priate for implicit relation classification (Zhang
et al., 2015; Ji et al., 2016; Chen et al., 2016). So
far, unfortunately, these models have been eval-
uated only on four top-level senses—sometimes
even with inconsistent evaluation setups.2 Further-
more, most systems have initially been designed
for the English PDTB and involve complex, task-
1The set of relation types and senses is completed by alter-
native lexicalizations (ALTLEX/discourse marker rephrased),
and entity relations (ENTREL/anaphoric coherence).
2E.g., four binary classifiers vs. four-way classification.
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specific architectures (Liu and Li, 2016), while
discourse modeling techniques for Chinese have
received very little attention in the literature and
are still seriously underrepresented in terms of
publicly available systems. What is more, over
80% of all words in Chinese discourse relations
are implicit—compared to only 52% in English
(Zhou and Xue, 2012).
Recently, in the context of the CoNLL 2016
shared task (Xue et al., 2016), a first independent
evaluation platform beyond class level has been
established. Surprisingly, the best performing neu-
ral architectures to date are standard feedforward
networks, cf. Wang and Lan (2016); Schenk et al.
(2016); Qin et al. (2016). Even though these spe-
cific models completely ignore word order within
arguments, such feedforward architectures have
been claimed by Rutherford et al. (2016) to gen-
erally outperform any thoroughly-tuned recurrent
architecture.
Our Contribution: In this work, we release the
first attention-based recurrent neural sense clas-
sifier, specifically developed for Chinese implicit
discourse relations. Inspired by Zhou et al. (2016),
our system is a practical adaptation of the recent
advances in relation modeling extended by a novel
sampling scheme.
Contrary to previous assertions by Rutherford
et al. (2016), our model demonstrates superior
performance over traditional bag-of-words ap-
proaches with feedfoward networks by treating
discourse arguments as a joint sequence. We eval-
uate our method within an independent frame-
work and show that it performs very well beyond
standard class-level predictions, achieving state-
of-the-art accuracy on the CDTB test set.
We illustrate how our model’s attention mech-
anism provides means to highlight those parts of
an input sequence that are relevant for the classi-
fication decision, and thus, it may enable a bet-
ter understanding of the implicit discourse pars-
ing problem. Our proposed network architecture
is flexible and largely language-independent as it
operates only on word embeddings. It stands out
due to its structural simplicity and builds a solid
ground for further development towards other tex-
tual domains.
2 Approach
We propose the use of an attention-based bidi-
rectional Long Short-Term Memory (Hochreiter
. . .
. . .
A'1 A'2 . . .
A''1 A''2
h2
e2
A'k
A''k
hk
ek
h1
e1
k
r
. . .t2 tkt1
Inp
ut 
lay
er
y
Sense labels
(<ARG1>, 会 谈, ..., </ARG1>, <ARG2>, 双 方, ..., </ARG2>)
Token input sequence
Em
be
dd
ing
lay
er
Re
cu
rre
nt
lay
ers
At
ten
tio
n
lay
er
Ou
tpu
t la
ye
r
h'1 h''1
⊕ ⊕ ⊕
h'2 h''2 h'k h''k
· α
Figure 1: The attention-based bidirectional LSTM
network for the task of modeling argument pairs
for Chinese implicit discourse relations.
and Schmidhuber, 1997, LSTM) network to pre-
dict senses of discourse relations. The model
draws upon previous work on LSTM, in particu-
lar its bidirectional mode of operation (Graves and
Schmidhuber, 2005), attention mechanisms for re-
current models (Bahdanau et al., 2014; Hermann
et al., 2015), and the combined use of these tech-
niques for entity relation recognition in annotated
sequences (Zhou et al., 2016). More specifically,
our model is a flexible recurrent neural network
with capabilities to sequentially inspect tokens and
to highlight which parts of the input sequence are
most informative for the discourse relation recog-
nition task, using the weighting provided by the at-
tention mechanism. Furthermore, the model bene-
fits from a novel sampling scheme for arguments,
as elaborated below. The system is learned in an
end-to-end manner and consists of multiple layers,
which are illustrated in Figure 1.
First, token sequences are taken as input and
special markers (<ARG1>, </ARG1>, etc.) are
inserted into the corresponding positions to inform
the model on the start and end points of argument
spans. This way, we can ensure a general flexi-
bility in modeling discourse units and could eas-
ily extend them with additional context, for in-
stance. In our experiments on implicit arguments,
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only the tokens in the respective spans are con-
sidered. Note that, unlike previous works, our ap-
proach models Arg1-Arg2 pairs as a joint sequence
and does not first compute intermediate represen-
tations of arguments separately.
Second, an input layer encodes tokens using
one-hot vector representations (ti for tokens at po-
sitions i ∈ [1, k]), and a subsequent embedding
layer provides a dense representation (ei) to serve
as input for the recurrent layers. The embedding
layer is initialized using pre-trained word vectors,
in our case 300-dimensional Chinese Gigaword
vectors (Graff and Chen, 2005).3 These embed-
dings are further tuned as the network is trained
towards the prediction task. Embeddings for un-
known tokens, e.g., markers, are trained by back-
propagation only. Note that, tokens, markers and
the pre-trained vectors represent the only source of
information for the prediction task.
For the recurrent setup, we use a layer of LSTM
networks in a bidirectional manner, in order to bet-
ter capture dependencies between parts of the in-
put sequence by inspection of both left and right-
hand-side contexts at each time step. The LSTM
holds a state representation as a continuous vector
passed to the subsequent time step, and it is capa-
ble of modeling long-range dependencies due to
its gated memory. The forward (A′) and backward
(A′′) LSTMs traverse the sequence ei, producing
sequences of vectors h′i and h
′′
i respectively, which
are then summed together (indicated by ⊕ in Fig-
ure 1).
The resulting sequence of vectors hi is reduced
into a single vector and fed to the final softmax
output layer in order to classify the sense label y
of the discourse relation. This vector may be ob-
tained either as the final vector h produced by an
LSTM, or through pooling of all hi, or by using
attention, i.e., as a weighted sum over hi. While
the model may be somewhat more difficult to opti-
mize using attention, it provides the added benefit
of interpretability, as the weights highlight to what
extent the classifier considers the LSTM state vec-
tors at each token during modeling. This is par-
ticularly interesting for discourse parsing, as most
previous approaches have provided little support
for pinpointing the driving features in each argu-
ment span.
Finally, the attention layer contains the trainable
3http://www.cs.brandeis.edu/˜clp/
conll16st/dataset.html
vector w (of the same dimensionality as vectors
hi) which is used to dynamically produce a weight
vector α over time steps i by:
α = softmax(wT tanh(H))
where H is a matrix consisting of vectors hi. The
output layer r is the weighted sum of vectors inH:
r = HαT
Partial Argument Sampling: For the purpose
of enlarging the instance space of training items
in the CDTB, and thus, in order to improve the
predictive performance of the model, we propose
a novel partial sampling scheme of arguments,
whereby the model is trained and validated on se-
quences containing both arguments, as well as sin-
gle arguments. A data point (a1, a2, y), with ai be-
ing the token sequence of argument i, is expanded
into {(a1, a2, y), (a1, a2, y), (a1, y), (a2, y)}. We
duplicate bi-argument samples (a1, a2, y) (in
training and development data only) to balance
their frequencies against single-argument samples.
Two lines of motivation support the inclusion
of single argument training examples, grounded
in linguistics and machine learning, respectively.
First, it has been shown that single arguments in
isolation can evoke a strong expectation towards
a certain implicit discourse relation, cf. Asr and
Demberg (2015) and, in particular, Rohde and
Horton (2010) in their psycholinguistic study on
implicit causality verbs. Second, the procedure
may encourage the model to learn better represen-
tations of individual argument spans in support of
modeling of arguments in composition, cf. LeCun
et al. (2015). Due to these aspects, we believe this
data augmentation technique to be effective in re-
inforcing the overall robustness of our model.
Implementational Details: We train the model
using fixed-length sequences of 256 tokens with
zero padding at the beginning of shorter sequences
and truncate longer ones. Each LSTM has a vector
dimensionality of 300, matching the embedding
size. The model is regularized by 0.5 dropout rate
between the layers and weight decay (2.5e−6) on
the LSTM inputs. We employ Adam optimization
(Kingma and Ba, 2014) using the cross-entropy
loss function with mini batch size of 80.4
4The model is implemented in Keras https://
keras.io/.
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CDTB Development Set CDTB Test Set
Rank System % accuracy Rank System % accuracy
1 Wang and Lan (2016) 73.53 1 Wang and Lan (2016) 72.42
2 Qin et al. (2016) 71.57 2 Schenk et al. (2016) 71.87
3 Schenk et al. (2016) 70.59 3 Rutherford and Xue (2016) 70.47
4 Rutherford and Xue (2016) 68.30 4 Qin et al. (2016) 67.41
5 Weiss and Bajec (2016) 66.67 5 Weiss and Bajec (2016) 64.07
6 Weiss and Bajec (2016) 61.44 6 Weiss and Bajec (2016) 63.51
7 Jian et al. (2016) 21.90 7 Jian et al. (2016) 21.73
This Paper: 93.52∗ This Paper: 73.01
Table 1: Non-explicit parser scores on the official CoNLL 2016 CDTB development and test sets.
(∗Scores on development set are obtained through partial sampling and are not directly comparable.)
Sense Label Training Dev’t Test
CONJUNCTION 5,174 189 228
majority class (66.3%) (62.8%) (64.8%)
EXPANSION 1,188 48 40
ENTREL 1,099 50 71
CAUSATION 187 10 8
CONTRAST 66 3 1
PURPOSE 56 1 3
CONDITIONAL 26 0 1
TEMPORAL 26 0 0
PROGRESSION 7 0 0
# impl. rels 7,804 301 352
Table 2: Implicit sense labels in the CDTB.
3 Evaluation
We evaluate our recurrent model on the CoNLL
2016 shared task data5 which include the official
training, development and test sets of the CDTB;
cf. Table 2 for an overview of the implicit sense
distribution.6
In accordance with previous setups (Rutherford
et al., 2016), we treat entity relations (ENTREL)
as implicit and exclude ALTLEX relations. In the
evaluation, we focus on the sense-only track, the
subtask for which gold arguments are provided
and a system is supposed to label a given argu-
ment pair with the correct sense. The results are
shown in Table 1.
With our proposed architecture it is possible to
correctly label 257/352 (73.01%) of implicit rela-
5http://www.cs.brandeis.edu/˜clp/
conll16st/
6Note that, in the CDTB, implicit relations appear almost
three times more often than explicit relations. Out of these,
65% appear within the same sentence. Finally, 25 relations in
the training set have two labels.
tions on the test set, outperforming the best feed-
forward system of Wang and Lan (2016) and all
other word order-agnostic approaches. Develop-
ment and test set performances suggest the robust-
ness of our approach and its ability to generalize
to unseen data.
Ablation Study: We perform an ablation study to
quantitatively assess the contribution of two of the
characteristic aspects of our model. First, we com-
pare the use of the attention mechanism against
the simpler alternative of feeding the final LSTM
hidden vectors (h′k and h
′′
1) directly to the output
layer. When attention is turned off, this yields
an absolute decrease in performance of 2.70% on
the test set, which is substantial and significant ac-
cording to a Welch two-sample t-test (p < .001).
Second, we independently compare the use of the
partial sampling scheme against training on the
standard argument pairs in the CDTB. Here, the
absence of the partial sampling scheme yields an
absolute decrease in accuracy of 5.74% (p < .001),
which demonstrates its importance for achieving
competitive performance on the task.
Performance on the PDTB: As a side experi-
ment, we investigate the model’s language inde-
pendence by applying it to the implicit argument
pairs of the English PDTB. Due to computational
time constraints we do not optimize hyperparam-
eters, but instead train the model using identical
settings as for Chinese, which is expected to lead
to suboptimal performance on the evaluation data.
Nevertheless, we measure 27.09% accuracy on the
PDTB test set (surpassing the majority class base-
line of 22.01%), which shows that the model has
potential to generalize across implicit discourse
relations in a different language.
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CONJUNCTION:
<Arg1> 会谈 就 ⼀些 原则 和 具体 问题 进⾏ 了 深⼊ 讨论 ， 达成 了 ⼀些 谅解 </Arg1>
<Arg2> 双⽅ ⼀致 认为 会谈 具有 积极 成果 </Arg2>
ENTREL:
<Arg1> 他 说 ： 我们 希望 澳门 政府 对于 这 三 个 问题 继续 给予 关注 ，
以 求得 最后 的 妥善 解决 </Arg1>
<Arg2> 李鹏 说 ， ⻙奇⽴ 总督 为 澳门 问题 的 顺利 解决 做 了 许多 有益 的 ⼯作 ，
对 此 我们 表⽰ 赞赏 </Arg2>
In the talks, they discussed some principles and specific questions in depth, and reached some understandings
Both sides agree that the talks have positive results
He said: We hope that the Macao government will continue to pay attention to these three issues, 
in order to find a final proper solution
Peng Li said, Governor Liqi Wei has done a lot of useful work for the smooth settlement of the Macao question, 
we appreciate that
Figure 2: Visualization of attention weights for Chinese characters with high (dark blue) and low (light
blue) intensities. The underlined English phrases are semantically structure-shared by the two arguments.
Visualizing Attention Weights: Finally, in Fig-
ure 2, we illustrate the learned attention weights
which pinpoint important subcomponents within
a given implicit discourse relation. For the im-
plicit CONJUNCTION relation the weights indicate
a peak on the transition between the argument
boundary, establishing a connection between the
semantically related terms understandings–agree.
Most ENTRELs show an opposite trend: here sec-
ond arguments exhibit larger intensities than Arg1,
as most entity relations follow the characteristic
writing style of newspapers by adding additional
information by reference to the same entity.
4 Summary & Outlook
In this work, we have presented the first attention-
based recurrent neural sense labeler specifically
developed for Chinese implicit discourse relations.
Its ability to model discourse units sequentially
and jointly has been shown to be highly benefi-
cial, both in terms of state-of-the-art performance
on the CDTB (outperforming word order-agnostic
feedforward approaches), and also in terms of
insightful observations into the inner workings
of the model through its attention mechanism.
The architecture is structurally simple, benefits
from partial argument sampling, and can be eas-
ily adapted to similar relation recognition tasks. In
future work, we intend to extend our approach to
different languages and domains, e.g., to the recent
data sets on narrative story understanding or ques-
tion answering (Mostafazadeh et al., 2016; Feng
et al., 2015). We believe that recurrent modeling
of implicit discourse information can be a driving
force in successfully handling such complex se-
mantic processing tasks.7
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