ABSTRACT Renewable energy resources (RESs) have been considered to be a promising solution for providing clear and economical power in isolated islands. Due to the low predictive nature, conventional unit commitment with a deterministic optimization algorithm is no long suitable for grids with high RES scale. This paper proposes a coordinated multi-time scale robust scheduling framework for isolated system with energy storage units. The framework decomposes the adjustable dispatch process into three coordinated stages and specifies the operational policy of thermal and hydraulic units. We formulate mathematical models for each dispatch stage and add additional constraints for inter-stage coordination. Then, we develop a multi-stage robust solution based on Bender's decomposition and a cutting plane algorithm. Finally, we test the proposed framework with real data from Nanji Island, China. Compared with traditional scheduling, robust schedule approach can significantly improve the ''robustness'' of grids and allow higher RES penetration level. 
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I. INTRODUCTION
Traditional isolated insular electricity grids are highly rely on diesel units (DU). DUs consume diesel or heavy oil, which is not only economically expensive but also environmentally harmful. RESs, such as wind power or solar, have been considered to be promising in providing clean and sustainable energy for isolated or weak interconnected areas [1] . However, when replacing traditional generators with RESs, system operators begin to encounter load balancing problems due to the low predictive nature of RESs. In insular environments, the situation is worse due to the lack of reserve capacity and the absence of the ''portfolio effect''. The ''portfolio effect'' means due to the geographic diversification, the forecast error of diversified aggregated RESs is much smaller than that of a single RES [2] . As a result, the applicable RES penetration levels are usually limited up to 20% of the annual load demand, despite considerable RES potential in numerous islands [3] . To further raise the renewable energy (RE) proportion, system operators must fully consider the forecast error of RES. Normally, the day-ahead forecast error of wind power is about 20% [4] . When actual output of wind turbine deviates from expected value, power grid may suffer from short-term power inefficiency [5] . At this time, adequate reserve capacity is critical to system security. So, to overcome unpredictable deviations of RESs, the most immediate solution is to install more back-up units. However, in insular environment, this solution is economically implausible due to the expensive long distance transportation and operation costs of back-up generators [6] .
Battery energy storage effectively stabilizes the electric grid and aids renewable integration by balancing supply and demand in real time [7] . The importance of such storage is especially crucial in densely populated urban areas, where traditional storage techniques such as pumped hydroelectric energy storage and compressed-air energy storage are often not feasible. Thus energy storage units (ESU) have been considered as a viable solution to compensate RES fluctuations and allow system to operate in a larger RES penetration level [3] . Wu et al. [8] develops a stochastic optimization framework for energy management of a smart home with PEV energy storage and PV power supply. It seeks to minimize a consumer's energy charges under a time-of-use tariff, while satisfying home power demand and PEV charging requirements, and accommodating the variability of solar power. Wang et al. [9] proposed a novel ICA-based method for battery SOH estimation which is to identify the most effective characteristic parameters of IC curves, optimize the SOH model parameters for better prediction accuracy. Zhang et al. [10] examines three types of equivalent circuit models for ultracapacitors. Assessment results illustrate that the most complicated ladder model has the lowest accuracy and robustness; the classic model has the second best overall performance; and the dynamic model is the best compromise between model precision/robustness and complexity. And work [11] proposed a novel fractional-order model composed of a series resistor, a constant-phase-element (CPE), and a Walburg-like element to emulate the UC dynamics. Zou et al. [12] proposed a novel algorithm to manage battery charging operations using a model-based control approach which is able to optimally balance time and temperature increase.
The methodologies of joint operation of RES and ESU, including stochastic optimization and robust optimization algorithms, have been discussed in several works. Stochastic optimization has been extensively studied during the last decades [13] - [15] . Stochastic optimization algorithm provides best statistical expectation for those programming problems with uncertain parameters. However, stochastic optimization dictates that the probability distribution of the uncertain parameters must be acquired. In main lands, sufficient historical data of wind farms from ISOs/RTOs are foundation to implement stochastic optimization algorithm. However, in isolated islands, the historical weather logs are usually scarce, which limits the application of this algorithm.
In recent years, robust optimization has gained wide attention in the field of economic dispatch (ED) and unit commitment (UC) [16] - [20] . Compared to stochastic optimization, robust optimization has two substantial advantages. First, robust optimization doesn't rely on the probability distribution of the uncertain parameters, which means robustoptimization-based approaches are much easier to apply in practical projects. Second, robust optimization provides the optimized solution without sampling numerous possible scenarios. So, the computational burden of robust-optimizationbased approaches are much smaller.
Bertsimas et al. [16] proposed a two-stage adaptive robust optimization algorithm to solve robust UC problem. Bender's decomposition (BD) and outer approximation algorithms were employed to estimate the boundaries of objectives. Zhao et al. [18] combined robust and stochastic optimization and proposed a unified framework to overcome conservativeness. Wang et al. [20] proposed a risk-constrained robust scheduling algorithm with load shedding and wind generation curtailment scenarios. These works discussed the applications of robust optimization in large systems.
However, it must be modified before applied in isolated small systems. There are two reasons: (1) Two-stage robust optimization is still coarse for small systems. In twostage optimization framework, real-time dispatch is not included due to numerous unit types and various conditions. (2) In large system, operators mainly focus on thermal units rather than ESU. Storage capacity of ESU is relatively small comparing to overall generation capacity. However, it is different in small systems. With proper dispatch of ESU, conservativeness of systems can be significantly reduced. Therefore, a novel multi-stage robust scheduling framework including ESU is imperative for small systems. In a related work [1] , the authors discussed the optimal scheduling of Hainan Island and proposed a robust dispatch model that involved multiple time frames. However, Hainan Island is the second largest island in China and it is connected to the mainland by a 600MW submarine cable, which provides reserve in contingency. The proposed scheduling model is not applicable for other ordinary islands (average load no more than 10 MW).
In this paper, a novel multi-time scale coordinated robust scheduling framework is established. The framework is specifically designed to solve the operational problem of isolated power system under high RES penetration. The multitime scale framework includes three stage: pre-dispatch, re-dispatch and real-time dispatch. This paper specifies operating policy in each stage as well as the inter-stage coordination process. The mathematical models of pre-dispatch and re-dispatch are described as min-max optimization problems, which are computational intractable. To tackle the issue, we employed BD algorithm and divided the problem into a master problem of minimum cost and a sub problem of feasibility check. The feasibility of sub problem is directly affected by the predetermined operational strategies in master problem, and should be guaranteed under any plausible scenarios of uncertainties. In this way, the coordination between current states and following states is achieved. Moreover, to further examine the effectiveness the proposed framework, we test it with real electrical and meteorology data from Nanji Island, China.
The rest of this paper is organized as follows. Section 2 describes system configuration in a typical insular grid and operational policy in each stage. Section 3 introduces the mathematical formulation of multi-time scale scheduling framework. Section 4 discusses the solution algorithm. In Section 5, simulation results show the effectiveness of the proposed framework. Section 6 summaries the research.
II. SYSTEM CONFIGURATION AND ROBUST SCHEDULING FRAMEWORK
A. SYSTEM CONFIGURATION Figure 1 profiles the system structure of a typical insular power system. The generalized insular power system includes four parts: RESs, ESUs, conventional generators and loads. Normally, there might be multiple types of RESs installed in an island, such as wind farms, solar plants, wave energy stations, etc. Each RES may have a unique transient characteristic. However, in scheduling process, operators focus on the energy transactions and power balance on relatively long time scales (over several minutes). The details of each RES are concealed for universalism of the proposed model. RESs are all modeled as uncontrollable energy sources with uncertainty.
ESUs aims to balance the fluctuation of RESs. In essence, ESU can be considered as a revisable and controllable generator. In this paper, we choose seawater pumped storage system (SPSS) to be the example of ESUs. SPSSs utilize seawater instead of freshwater as energy storage media, thereby it can be built on off-shore cliffs on islands [21] - [24] . It produces or absorbs power according to whether the power supply by RESs and DUs is larger or smaller than power demand at the time. These two modes of SPSS are correspondingly named ''the turbine mode'' and ''the pump mode''. 
B. ROBUST SCHEDULING FRAMEWORK
The uncertainty of RESs is the major obstacle for insular power systems operate in high RES penetration level. Due to stochastic and intermittent nature, outputs of RESs are very difficult to predict with high accuracy. As mentioned earlier, the day-ahead wind speed forecasting error is about 20% [4] . In isolated insular power systems, reserves are insufficient to compensate such amount of power fluctuation. However, the minutes-ahead wind speed forecasting is much more accurate. Naturally, system operators prefer to make decisions until the last moment. Based on this idea, we proposed a coordinate multi-time scale scheduling framework to overcome uncertainty step-by-step.
In this paper, a coordinate multi-time scale robust scheduling framework is proposed. The dispatch/scheduling process is divided into three stage. Referring to [1] , these stages are name as follows: pre-dispatch, re-dispatch and real-time dispatch. Figure 2 illustrates the proposed framework. The division method is corresponding to practical RES forecasting policy. In China, wind farms are request to report two timescale forecasting of wind speed: 3-days-ahead short-term forecasting and 4-hours-ahead ultrashort-term forecasting. There are similar technical requirements for photovoltaic power stations.
Since this paper focuses on power grids operating under high RES penetration, the predictive error of RESs is the major uncertain parameter rather than that of load. Besides, there are many mature forecasting and analysis approaches for load. Therefore, the forecast error of power load is not considered in this paper.
1) PRE-DISPATCH
Pre-dispatch refers to the dispatch decisions which must be made hours-ahead or day-ahead when the outputs of RESs are not accurate for operators, such as unit commitment decisions. In this stage, wind farms or solar stations report shortterm forecasting data as well as error boundary estimations to dispatch center. Based on these data, system operators schedule unit commitment and referential output levels of thermal units and ESUs. Due to the inevitable forecast errors, the outputs shall be modulated according to further forecasting information reported in the next stage.
2) RE-DISPATCH
Re-dispatch aims to modulate the output levels of the conventional generators and energy storage units. RESs report latest ultra-short-term forecast data, which are much more accurate than short-term forecasting. Operators will update the referential outputs according to latest information. Unlike pre-dispatch stage is only implemented once, re-dispatch is a rolling process. In re-dispatch, unit status is consistent with pre-dispatch and adequate capacity of ESUs and AGCs shall be reserved.
3) PRE-DISPATCH
In real-time dispatch stage, system operators receive almost live information of RESs and perform frequency regulation to maintain real-time power balance of power systems. According to statistical data of IEEE, response speed of hydraulic units is about 1-2% of maximum generation capacity [25] . The hydraulic units of SPSS with fast response speed are suitable to regulate system frequency. Thermal units with AGC, such as AUTOR units or SCHER units, can also contribute to real-time dispatch.
III. MATHEMATICAL FORMULATION
As previously mentioned, scheduling stages are divided mainly according to predictive error of RESs. Therefore, how to build a proper and secure uncertainty set without overconservativeness is the major concern of system operators. For model's generalization, we only assume that boundaries of predictive error can be obtained once confident level is given. The uncertainty set can be described as follows.
As previously mentioned, scheduling stages are divided mainly according to predictive error of RESs. Therefore, how to build a proper and secure uncertainty set without overconservativeness is the major concern of system operators. For model's generalization, we only assume that boundaries of predictive error can be obtained once confident level is given. The uncertainty set can be described as follows. The confidence level of the RES prediction is denoted as κ, w l i,t and w u i,t are corresponding boundaries of RES output. w i,t is the latest predictive value of RES output. The parameter is often addressed as ''budget of uncertainty'' [16] , [17] , which represents the uncertainty scale of system. (1) defines a polyhedral set and its volume is determined by . When equals zero, the polyhedron set D shrink to a singleton, corresponding to the deterministic optimization, i.e. the traditional dispatch case. As grows, polyhedron set D becomes larger, which means the uncertain parameter w i,t can take value in a more relaxed manner. When equals N T /2, polyhedron set D becomes a hypercube defined by boundary parameters w l i,t and w u i,t . Essentially, controls the conservativeness and robustness of the schedule. The description of uncertainty set provides system operators necessary information for schedule decisions. System operators must properly schedule thermal and hydraulic units to maintain system security in all plausible conditions.
For the convenience of further discussion, we present a compact matrix model for discussion. The detailed model is shown in Appendix.
The vector x represent all variables related to unit status, including start-up, shut-down and unit commitment variables of thermal units. The vector y represents variables related to unit output. The first term in formulation (2) represents start-up and shut-down cost, and the second term represents generation cost of thermal units. Constraints (3) represents min-on/off time constraints, start-up or shut-down sequent constraints and reserve ratio constraints. Constraint (4) represents the polyhedral uncertainty set. Constraint (5) represents generation capacity limitation, ramp limitation and water inventory variation. Constraint (6) represents power balance constraints. Constraint (7) represents transmission capacity limitations.
In the proposed multi-time scale framework, unit commitment, economical dispatch as well as real-time frequent regulation should coordinate with each other. In pre-dispatch stage, while operators schedule unit commitment, the predictive error of RESs described by uncertainty set should be fully considered. Outputs of thermal and hydraulic units will be adjusted according to latest RES forecast while unit commitment must be unchanged. This is the robustness requirement for the pre-dispatch stage. The additional mathematical constraint is formulated as follows.
For a given
x 0 represents the unit commitment scheduled by operators in the pre-dispatch stage. The additional constraint (8) means, for any possible scenarios within the predetermined uncertainty set D, operators would find a plausible re-dispatch solution y to maintain system stability. Adding the constraint (8), the original unit commitment problem described by (2)- (7) becomes an adjustable robust optimization (ARO) problem, which is a NP-hard problem.
Re-dispatch is a rolling progress where decisions only determine outputs in the very present period, while operators still can alter outputs in the other following periods. The objective of re-dispatch is similar to pre-dispatch, i.e. minimize generation cost. As unit status is fixed in re-dispatch stage, the overall problem can be considered as an economical dispatch problem with additional robustness constraints. Assuming it is kth period in the presence, the mathematical model of re-dispatch is formulated as follows.
subject to Constraints(43) − (49), where t = k u =û
u is the unit commitment vector that determined in pre-dispatch stage. Since unit commitment vector is nonadjustable variables in re-dispatch stage, the corresponding constraints are altered and an additional constraint (11) is added to ensure robustness. P pump k and P gen k are vectors of pumped storage plant outputs in the kth period. Constraint (11) requires that, for any possible uncertainties, a plausible dispatch of pumped storage plants must exist. In this way, the power balance in real-time dispatch is guaranteed.
IV. IMPLEMENTATION
In the previous section, we develop a coordinated multi-time scale dispatch framework for insular power systems. Both models, pre-dispatch and re-dispatch, can be categorized as two stage optimization problems. The substantial problem is how to minimize overall generation cost while maintain a plausible dispatch plan in the following stage. In this section, we develop a Bender's decomposition (BD) with cutting plane algorithm to solve the problem. As the similarity of predispatch and re-dispatch model, the demonstration is perform on formulation (2)-(8), i.e. the pre-dispatch model, as an example. Solving of re-dispatch will be briefly discussed in Section 4.3.
The objective of pre-dispatch includes two parts: start-up and shut-down cost and generation cost. The first term is depend on non-adjustable variables, i.e. unit status, while the second term is related to adjustable variables. Only the first term can be determined in pre-dispatch. Naturally, the problem can be divided into two level problem with Bender's decomposition [16] . In the proposed multi-time scale framework, an extra constraint (8) is added to coordinated pre-dispatch and re-dispatch. The master problem of Bender's decomposition is formulated as follows (Denoted as (x, β) ).
Optimality cuts (13) The sub problem max
· y is a max-min bilevel programming problem. This contains not only a bilevel programming but also a feasibility constraint. We separate the feasibility constraint from sub problem and try to transform the bilevel programming into a nominal programming. The dual form of sub problem 0 (λ, η, θ , d) is a bilinear programming. 0 (λ, η, θ , d) can be divided as two parts: one is 1 (λ, η, θ ), the other is 2 (d) · 1 (λ, η, θ , d) and 2 (d) can be considered as the reflection of the original bilevel programming. We solve 1 (λ, η, θ ) and 2 (d) iteratively until the optimal point is reached. The detailed models of 0 (λ, η, θ , d), 1 (λ, η, θ ) and 2 (d) are shown in Appendix.
A. FEASIBILITY CUTS
After x is determined in master problem, y is constrained by (5)-(7). To study the feasibility of y, we add some positive slack variables into (5)-(7). Then we consider that whether or not the summation of slack variables can be zero. If it does, we know that at least one plausible y can fulfil (5)- (7) without any slack variables, which means, the predetermined x is feasible. The problem is formulated as follows. 
1
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Constraint (15) and (16) are the relaxed form of constraints (5) and (7), respectively. When constraint (5) and (7) have already relaxed, constraint (6) can be easily achieved.
We choose the inequalities for the convenience of further calculation. The dual form of problem (14)- (18) is formulated as follows (Denoted as
where π 1 , π 2 and π 3 are the Lagrange multipliers of constraints (15)- (17), respectively. The objective can be considered as a function of x. If the minimum summation of slack variables is above zero, we add a corresponding feasibility cut, i.e. γ (x) ≤ 0, to the master problem.
B. OPTIMALITY CUTS AND BOUNDARIES ESTIMATION
The second term β of master problem's objective is the generation cost of re-dispatch, i.e. max
to properly estimate β is the major task here. From another prospective, it can also be interpreted as function of
are the optimal point of sub problem from previous iterations. However, 3 i (x) is only a local optimal point rather than equivalence of generation cost. It only helps us to estimation the lower bounder of β.
With optimality cuts, we can now estimate the boundaries of master problem. Assuming it is the kth iteration currently, we have already stored all the feasibility cuts and optimal points (λ i , η i , θ i , d i ), i = 1, 2, · · · , k − 1 from previous iterations. As we have mentioned, generation cost β should be larger than any previous 3 i (x). Therefore, the lower bound of master problem can be estimated as follows.
where, L is the current estimation of lower boundary of master problem. The optimal solution is denoted as x * . Now we obtain a feasible solution x * , with the knowledge of its unit start-up/shut-down cost c T x * and generation cost 0 . However, we can only guarantee its feasibility, but we don't know whether or not it is the optimal point yet. Therefore, it is reasonable to consider the overall cost of x * as the upper boundary of master problem.
where, U is the current estimation of upper boundary of master problem.
C. OVERALL FRAMEWORK
The process chart of pre-dispatch is shown in Figure 3 . The basic idea of the algorithm is to iteratively estimate the upper and lower bound of the master problem until it reaches the preset tolerance. During solving sub problem, we might found it unbounded. In that case, the primary form of sub problem is infeasible. Therefore, we must add a feasibility cut to the master problem to eliminate the infeasible point. When the gap between upper and lower boundaries is less than the tolerance, we found the optimal solution.
The solving of re-dispatch is very similar towards predispatch. In fact, it is much simpler due to the unit commitment has ready been determined. In re-dispatch, adjustable variables are outputs of hydraulic turbines. Since the generation cost of hydraulic turbines is much smaller than that of thermal units, we don't explicitly add it into the objective of re-dispatch. The major cost of hydraulic turbines is the water inventory loss due to the pumping efficiency, which has already been included in (37). So, the objective of re-dispatch, i.e. (9), appears to be a simple function without second term of cost related to adjustable variables. Thanks to this feature of re-dispatch, we don't have to add optimality cut to estimate the boundaries of objective. However, we still need to examine the feasibility of adjustable variables. As redispatch is a rolling process, which is normally performed 15-minutes ahead, the predictive error of wind farm is significantly smaller. The solution to this constraint is consistent with the feasibility check algorithm we developed for predispatch. If the minimum summation of slack variables is above zero, we add a feasibility cut to eliminate the infeasible vectors of non-adjustable variables.
V. CASE STUDY A. CASE DESCRIPTION
The real data of Nanji Island is used to verify the effectiveness of the proposed scheduling framework. Nanji Island is a medium-sized island in Zhejiang province, China, which is about 55 kilometers away from mainland. Traditionally, electricity of the island is depend on DUs. Fuel on island is very expensive. The diesel generators cannot meet power demand in peak hours, especially in summer, and electricity shortage has seriously blocked the development of tourism industry.
In 2013, local government initiated a micro-grid project and installed RESs to provide clear electricity for local people and tourists. So far, an 1100kW wind farm has already been installed. The peak load in summer is estimated over 2MW. The parameters of thermal generators are shown in Table 2 in Appendix. Moreover, a trial SPSS is planned to build on this island. This SPSS will provide energy storage service for local grids. The detail parameters are shown in Table 3 in Appendix.
A typical daily load curve and RES output forecasting data are shown in Figure 4 . The confidence interval of forecasting data is 99.7%. The robust schedule framework is implemented on MATLAB 2015a and YALMIP [26] . The mixed integer linear programming is calculated by IBM ILOG CPLEX 12.6, and all computation is performed on a personal laptop with 2.6GHz CPU and 8G RAM.
B. SIMULATION RESULTS AND DISCUSSION
To testify the effectiveness of the proposed approach, we run simulations with traditional scheduling as comparison.
(1) Traditional scheduling (Tra.): Solving UC problem with deterministic optimization. Reserve ratio r is 5%.
(2) Multi-time scale robust scheduling (Rob.): Solving UC and ED problem with proposed algorithm.
When uncertainty budget in (1) equals 0.15, Table 1 shows the comparison of traditional and robust schedule of unit commitment. During 19:00-24:00, robust schedule turns on more units comparing to traditional schedule. As we can see in Figure 4 , output of wind farm has the largest uncertain boundaries during this time. More working thermal units mean larger spinning reserve in the system. When output of wind farm deviates from expected value, thermal units can also adjust its output to compensate the deviations. The variation of water inventory level is shown in Figure 5 . In pre-dispatch stage, it seems that the traditional approach can also generate reasonable solution. However, when actual scenario deviates from expected scenario, there might be power imbalance merging. This phenomenon will be further discussed in re-dispatch.
In re-dispatch, we mainly focus on the feasibility issue, i.e. whether RES deviations can be compensated by hydraulic units or not. If the hydraulic units are not capable, there will be power shortage or overflow in the real-time dispatch. In fact, there is no re-dispatch stage in traditional schedule. The power deviations are compensated only by AGC units or quick response units like hydraulic turbines. As re-dispatch is a rolling process, it changes according to the specific predictive data of RESs. To better demonstrate the differences between robust and traditional schedule, we compare the effective load and the dispatchable capacity of the system during the whole day instead of a specific period. Figure 6 shows the boundaries of effective load and generation capacity. The solid lines are effective load curve, i.e. load minus RES outputs. The dash lines are boundaries of generation capacity of the working thermal units. Sometimes, the effective load curves cross the generation capacity curve, which means, at this time, no matter how to adjust the outputs of thermal units, it is possible that fluctuations of RESs cannot be fully compensated. If thermal units fail to balance the fluctuations, the security of power system is depend on hydraulic units in real-time dispatch. Figure 7 shows the possible power shortage (PS) and power overflow (PO) of the system. Notice that in traditional schedule, PO equals to zeros at all time so it is not drawn in Figure 8 . The dash lines are generation and pumping capacity of hydraulic units. All PO and PS of robust dispatch are within hydraulic capacity range, while at about 15:00 and 22:00, PO of traditional dispatch over-cross hydraulic capacity range. This means, at this time, if there were large fluctuations, hydraulic units may not be capable of maintain power balance in real-time dispatch.
From the comparison above, we can see that robust schedule approach can significantly improve the ''robustness'' of grids and allow higher RES penetration level. However, the ''robustness'' comes at a price. The overall cost of robust schedule is higher than traditional schedule. We need examine how much the price for robustness is. If the price is very high, the installation of reserve capacity may be a more economical choice. We define following parameter to observe the cost of robustness.
Optimal Gap (Opt.Gap) represents the additional cost of robust schedule comparing with traditional schedule. Optimal Gap is related to uncertainty budget, which can be considered as a risk controller of the system. Uncertainty budget is highly depend on the specific condition of local RESs, and it's usually estimated by experience rather than theoretical calculation. If operators require higher stability of the grid, they can set a larger budget parameter to expand uncertainty set and include more possible scenarios. We calculate the overall cost of robust schedule and optimal gaps with varying uncertainty budget. Figure 8 shows the simulation results. When uncertainty budget equals zero, uncertainty set shrink to a single point, which is exactly the cost of traditional schedule. So, we draw the optimal gap curve with zeros budget as baseline. First of all, we notice that the price of robustness is acceptable considering that overall cost only increases less than 5 percent. In the test case, when uncertainty budget equals 0.15, robust schedule is capable of maintain system security. At this point, overall cost only increases by 2 percent, which is far less than installing backup generators.
VI. CONCLUSION
A novel coordinated multi-time scale robust scheduling framework is proposed in this paper. This framework is designed for isolated power system in islands. Comparing to conventional two-stage scheduling, the multi-time scale framework is more flexible and adaptive. It allows operators to adjust operation decisions according to latest RES forecasting information. In this way, the over-conservativeness is avoid. Moreover, additional constraints are added in predispatch and re-dispatch models. These additional constraints guarantee the coordination and consistency of decisions made in different stages. Moreover, the framework fully utilizes the fast response speed of hydraulic units and maximizes its contribution in small systems. The mathematical model of the framework is formulated as a robust optimization problem. We develop a BD-based algorithm to solve this problem. In case study, real electrical and meteorology data from Nanji Island, China, are used to test the proposed framework. Compared with traditional method, numerical results suggest that it can significantly improve system robustness against RES fluctuations with acceptable cost increase.
In this paper, load shedding (LS) and wind generation curtailment (WGC) are not included in the multi-time scale framework. In some extreme scenarios, it is possible that operators have no choice but to perform LS or WGC to maintain power balance. How to integrate LS and WGC into the proposed framework, is the next step of our research.
1 (λ, θ , η) and 2 (d) can be considered as the reflection of the original bilevel programming. The parameters of thermal and hydraulic units in Nanji Island are shown in Table 2 and Table 3 .
