Abstract. In this paper we show that two Lagrangian graphs over the torus in C n with large Lagrangian phase can be connected via Lipschitz continuous geodesic with respect to the L 2 metric on the space of Lagrangian submanifolds. In particular, the geodesic for Lagrangian graphs over the torus in C n can be formulated as a degenerate elliptic equation, and we construct geodesic by solving the corresponding Dirichlet problem.
Introduction
One of the important open problems regarding the geometry of Calabi-Yau manifolds consists in determining when a given Lagrangian admits a minimal Lagrangian (special Lagrangian submanifold) in its homology class or Hamiltonian class. The stability of an exact isotopy class should be related to the existence of a special Lagrangian representative, see [10, Conjecture 5.2] and [11, Conjecture 7.3] . Analogue to the study Einstein-Hermitian metrics on holomorphic vector bundles and Kähler Einstein metrics on Fano manifolds, Solomon designed a possible program concerning the existence of special Lagrangian submanifolds [7, 8] .
To carry out the program, as noted in [8] , it is desirable to develop a satisfactory existence theory for geodesics on the space of Lagrangian submanifolds. For the Hamiltonian isotopy class of O(n)-invariant Lagrangian sphere in Milnor fiber, Solomon and Yuval [9] constructed geodesics by using O(n) symmetry to reduce the problem to ODE. In a resent work, Rubinstein and Solomon [6] studied the existence problem of geodesics for positive Lagrangian graphs over bounded domain in C n , where they used and extended the Dirichlet duality theory for elliptic operator that developed by Harvy-Lawson [4] . In this paper, we also concern the existence of geodesics for Lagrangian graphs. In particular, we construct Lipschitz continuous geodesics for Lagrangian graphs over the torus in C n via degenerate elliptic PDE technique.
Let Λ be a graph in C n over T n = R n /Z n , i.e. Λ is the image of some embedding F : T n → C n , F (x) = x + √ −1f (x); here f can be regarded as a periodic function that is defined over the real factor R n , thus we may say the lagrangian graph over T n is embedded in C n . Note that Λ is Lagrangian if and only if the 1-form f i dx i is closed. Consequently, there exists (in general only locally defined) function u such that f (x) = ∇u(x), see [3] . In this case, u is called the potential function of Λ.
An exact path of lagrangian graph Λ t = (x, ∇u(t, x)) is a geodesic in the space of Lagrangians with respect to the L 2 metric that defined with the holomorphic n-form Ω = e Suppose Λ i = (x, ∇u i (x)) , i = 0, 1, are two exact Lagrangian graph, then the existence of Lagrangian geodesic (graph) connecting Λ 0 and Λ 1 is equivalent to solve (1.1) with boundary data ∇u| t=0 = ∇u 0 , ∇u| t=1 = ∇u 1 .
To construct solution of equation (1.1), we try to approximate the equation by a family of elliptic equation As τ → 0, we recover the Lagranigan geodesic equation (1.1) from (1.2). Now if we scale the time variable, namely, by introducing the new variable
then (1.2) is equivalent to
here we denote D = ( ∂ ∂s , ∇), and λ i (D 2 u) to be the i−th eigenvalue of D 2 u. In particular, the parameter τ disappear, and (1.3) and (1.4) are called the special Lagrangian equation [3] . Harvey-Lawson [3] showed that the special Lagrangian equation (1.3) is elliptic at every solution. Consequently, the Lagrangian geodesic equation (1.1) is degenerate elliptic, see also [6] . The Dirichlet problem for equation (1. 3) on bounded domain Ω ⊂ R n+1 was treated in [2] for the case where D 2 u is required to lie on one of the two outermost branches, because of the concavity requirement. It is equivalent to require Θ ∈ [ n−1 2 π, n+1 2 π) in (1.4), see [2, 13] . Let Λ i = (x, ∇u i (x)) , i = 0, 1, be two Lagrangian graph over T n , which satisfy
In particular, we can assume that u 1 − u 0 is a globally defined function on T n . Denote
to be the Lagrangian phase for Λ i , i = 0, 1, see (2.5). Moreover, we set
for convenience. For each 0 < τ ≤ 1, we first solve the Dirichlet problem for the special Lagrangian equation (1.4) over the cylinder [0,
√ τ ] × T n via the continuity method.
with zero boundary data
for (1.9), we have the uniform estimate,
where C depends only on u 0 and u 1 , not on the parameter τ . Let τ go to zero, with the continuity of the operator
in the topology of uniform convergence for convex functions [12] , the limit
will be the potential for the Lagrangian geodesic path.
Assume the Lagrangian phase satisfies ϑ(Λ i ) > n−1 2 π, then Λ 0 and Λ 1 can be connected by a weak geodesic Λ t = (x, ∇u(t, x)) on the space of positive Lagrangian submanifolds with respect to the holomorphic n-form Ω = e − √ −1θ dz 1 ∧ · · · ∧ dz n for some θ ∈ (−π, π], see (5.3). Moreover, the potential function is Lipschitz continuous solution of (1.1), i.e. 2. The space of Lagrangians 2.1. Differential structure on the space of Lagrangians. Let (X, ω) be a 2n-dimensional symplectic manifold. Let L be a (possibly non-compact) connected n-dimensional submanifold of (X, ω). We denote 
can be considered as the space of Lagrangian submanifolds of X which are diffeomorphic to L. A path {Λ t } ⊂ L(L, X) is said to be smooth if there exists a smooth map
Next we explain that one can think of L(L, X) as an infinite dimensional manifold [1, 5] .
with Cartan's formula, we have
and hence the tangent space of L(L, X) at ι is given by
The tangent space to the Diff(L)-orbit at ι is described as
where X(L) denotes the space of vector fields on L.
: t → Λ t be a smooth path of Lagrangian submanifolds. We define the velocity vector of the path {Λ t } at time t by
where {ι t } is a lift of {Λ t } and α t is the one-from defined by (2.1). Moreover, β t := ι t * α t ∈ Ω 1 (Λ t ) is closed and independent of the choice of the lift {ι t }.
Lemma 2.1. The tangent space of L(L, X) at Λ can be identified with the space of closed one forms (compact supported) on Λ, i.e. 
and vice versa.
2.2.
Lagrangians in a Calabi-Yau manifold. Let (X, J, ω, Ω) be a Calabi-Yau manifold, where (X, J, ω) is a n-dimensional Kähler manifold with complex structure J and Kähler metric ω, and Ω is a nowhere vanishing holomorphicn n-form, with normalization |Ω| = 1. For any point p ∈ X, there exist holomorphic coordi-
For any oriented real n-plane τ ∈ T p X, Harvey-Lawson [3, Prop 1.14] showed the Lagrangian inequality hold, n . Locally, Λ can be described explicitly as the graph of a function over a tangent plane. With no loss of generality, we may consider Λ to be given as the graph over the axis plane R n , in
Moreover, Λ is Lagrangian if and only if the 1-form f i dx i is closed. Consequently, there exists (in general only locally defined) function u such that f (x) = ∇u(x), see [3] . In this case, u is called the potential function of Λ. For the
here λ i are the eigenvalue of ∇ 2 u. Then Lagrangian phase can be given by
arctan λ i − θ, mod 2π.
2.3.
The space of positive Lagrangians in Calabi-Yau manifolds. Following Solomon [7, 8] , a Lagrangian submanifold Λ ∈ (X, J, ω, Ω) is positive if ReΩ| Λ is a volume form. Equivalently, the phase function of Λ lie in the interval (−
+ be a compactly supported exact isotopy class of positive Lagrangian submanifolds. That is, O is the collection of all Λ ∈ L + that can be connected to a fixed point in L + by an exact compact supported path. The isotopy class O is a submanifold of L + , and for Λ ∈ O the tangent space T Λ O is canonically isomorphic to the space of exact 1-forms on Λ with compact support. Let H Λ denote the space of smooth function on Λ with the following normalization: if Λ is compact, then Λ hReΩ = 0 and if Λ is non-compact, then h has compact support. With Lemma 2.2, one can identify T Λ O with H Λ . Following [7, 8] , let
Then (·, ·) define a Riemannian metric on O. For a exact path of Lagrangian submanifolds
it is natural to define the energy of the exact path of Lagrangian submanifolds {Λ t } by
An exact Lagrangian path {Λ t } is called a geodesic if {Λ t } is a critical point of the energy functional. For any α ∈ H 1 (T n ), we consider a family of positive Lagrangian graph,
where u(t, −) : T n → R are locally defined function (up to a constant) and satisfies [du(t, −)] = α for any t. Furthermore, with a normalization condition 
which is exact. From lemma 2.2, we see that {Λ t } 0≤t≤1 is an exact Lagrangian path. Note that all the derivatives of u are globally defined, thus we does not involve v in the following expression for simplicity. With (2.7), the energy of Λ t is given by
Consider a variation of Lagrangian path with fixed endpoints,
and ∂ ∂t Λ s,t t=a,b = 0. Now we compute the first variation of the energy functional,
For the first term in (3.1), one can change the differential order, For the second term in (3.1), since Ω is of type (n, 0) and ω is of type (1, 1), we have ω ∧ ReΩ = 0.
Let ξ, ζ be two Hamiltonian vector associated to the Hamiltonian function H, K, then we have
Since Λ is Lagrangian, then ω| Λ = 0. Moreover, by integration by parts, we have
Combine the computation (3.2) and (3.4), we have
Consequently, a Lagrangian path Λ t = (x, ∇u(t, x)) is a critical point (geodesic) of the energy functional E if and only if
Now we will rewrite the equation (3.5) in a explicit form. The holomorphic n-form
after restricted on the Lagrangian path, is reduced to be
Therefore, we have
Consequently,
Proposition 3.1. The exact Lagrangian path Λ t = (x, ∇u(t, x)) is a geodesic (critical point of the energy functional E) if and only if
or equivalently,
7)
here σ k is the k-th elementary symmetric function, k = 0, 1, 2, · · · .
The special Lagrangian equation with parameter τ
In this section, we will prove Theorem 1.1 via the continuity method and a priori estimates. Firstly, we recall a beautiful linear algebra lemma from [2, p272]-which we will use. Lemma 4.1.
(1) Consider the (n + 1) × (n + 1) symmetric matrix
If we let |a| → ∞, then the eigenvalues of A asymptotically behave like
where o(1) and O( (2) Similarly, let
be a (n + 1) × (n + 1) symmetric matrix depending a parameter τ ∈ (0, 1], where λ
where o(1) and O(1) are uniform as a → ∞, depending only on λ
and C, not on τ .
Proof. The part (1) of Lemma 4.1 is exactly contained in [2] ; using the same argument, we provide a proof of part (2) for reader's convenience. The eigenvalues λ of
Hence for |a| = ∞ the numbers λ 
To find the last eigenvalue, set λ = aµ, then µ satisfies
For |a| = ∞, we see that µ = 1 τ is a simple root. By the implicit function theorem it follows that for |a| large there is a root
Now we will construct an admissible function v τ which is also a subsolution of (1.9). Assuming that u 0 , u 1 , satisfies (1.8), we denote (4.1) δ := 1 2 min min
For large parameter λ consider
, hereũ τ is defined in (1.6), and χ τ is defined in (1.7). By part (2) of lemma 4.1, if |λ| → ∞, we have
where we used the condition (4.1) and the concave property of the eigenvalue as a function of matrix in the last inequality, and o (1) and O( 1 λ ) are uniform-only depending on u 0 and u 1 , not on τ . In particular, we can take λ ≥ K 1 = K 1 (u 0 , u 1 ) large, such that the error terms O( 
and (4.8)
Note that v τ,ζ is unique by the ellipticity and the comparison principle of special Lagrangian equation in the Hessian type, see [2, Lemma B] . By the construction of ϕ τ in (4.8), for ζ = 1, the solution v τ := v τ,1 of (4.6) is the desired solution of the special Lagragian equation (1.9); for ζ = 0, the function v τ,0 := v τ is a solution of (4.6), i.e. 0 ∈ E and thus the set E is non-empty.
Moreover, the linearized operator of special Lagrangian equation (4.6)
is an strictly elliptic linear operator; it follows form the standard elliptic regularity and the inverse function theorem that E is open.
In the following, we will assume ζ > ζ 0 = ζ 0 (τ ) > 0 and show E is also closed and thus ζ = 1 ∈ E. With the Schauder theory and standard elliptic bootstrapping argument, it is equivalent to derive the uniform a pori estimate
where C does not depend on ζ, but may depend on τ . In the following, we ignore the parameter τ for convenience. Subsolution: By (4.5), v = v τ is an admissible subsolution to (4.6), and satisfies
n , by the comparison principle, we have
Moreover, since Θ ≥ n−1 2 π, using the concavity we find that
Super function: Definev
Consequently, if we choose
then we have trχ + ∆v ≤ 0.
Since we have trχ + ∆v ζ ≥ 0, by the comparison principle and
4.2.
Preliminary a priori estimate. Now, combine with (4.9) and (4.12), we have the L ∞ estimate (4.13)
here λ τ is defined in (4.4) andλ τ is defined in (4.11). Consequently, for the interior normal derivative at {0,
In particular,
Moreover, since v ζ vanish identically on the boundary {0, √ τ } × T n , the tangential derivative also vanish, i.e. 
In either case, from the definition of ϕ in (4.8), we have
here C 1 depends only on u 0 , u 1 . If we take
so that, by (4.10), we have
By using the maximum principle again, we conclude that the function
attains its maximum on the boundary, and thus
Consequently, combine with (4.13), (4.14) and (4.15),
here C depends only on u 0 , u 1 and ζ 0 ; similarly,
here C depends only on u 0 , u 1 and and ζ 0 . Furthermore, from (4.20), for ζ = 1,
In summary, we have established the following first order derivative estimate:
and also
here C depends only on u 0 , u 1 and ζ 0 . We next derive the second derivatives estimate. Since
we only need to estimate the upper bound of the second derivatives. Differentiating equation (4.6) twice along the direction of ξ, we have
ξξ ϕ. Similarly, as did in the first derivative estimate, we find that
and thus
here C 2 depends only on u 0 , u 1 , not on τ .
By the concavity again, from (4.25) and (4.26),
If we take
So that, by (4.10),
Using the maximum principle again, we conclude that the function
attains its maximum on the boundary. Consequently,
Now we have to estimate the second derivatives at the boundary point. Note that v ζ vanish identically on the boundary {0, √ τ } × T n , therefore the double tangential derivative in the space direction are also vanish identically on the boundary, i.e. 
Thus we have
where C 3 depends only on u 0 , u 1 , not on τ . If we take
by (4.10), it follows that
Moreover,
the maximum principle implies that
From (4.19 ) and the definition of v in (4.2), we conclude that
here C depends on only on u 0 , u 1 and and ζ 0 . Finally, we will establish the a priori estimates of the upper bound of double normal derivative on the boundary. Let us choose
then we are done; Otherwise, at some pint
We may then apply the part (1) in lemma 4.1 and conclude that
On the other hand, from (4.3) and (4.8), we have
Combine with (4.30) and (4.31),
We now take
From (4.24), (4.27), (4.28), (4.29) and (4.32), the second derivatives are dominated by some constant C, under control. In summery, we have
where C depends on u 0 , u 1 , and τ , but not on ζ. Consequently, the equation (4.6) is uniformly elliptic; moreover, ϕ τ ≥ Θ ≥ n−1 2 π, then the partial differential operator of the special Lagrangian equation is concave at the admissible function, and the Evans-Krylov theorem implies the Hölder continuity of the second order derivatives. Then the standard elliptic bootstrapping argument using Schauder theory imples that the solution in fact smooth. The usual compactness argument shows that E is closed and we conclude that E = [0, 1]. In particular, ζ = 1 ∈ E as desired which proves Theorem 1.1.
Existence of weak Lagragian geodesic
In this section, with Theorem 1.1, we will prove Theorem 1.2. Let Λ i = (x, ∇u i (x)) , i = 0, 1, be two Lagrangian graph over T n , which satisfy
. Assume the Lagrangian phase satisfy
Note that (5.2) is equivalent to Re(e
, are positive Lagrangians. In fact, one can take
Now we will construct a solution for the Lagrangian geodesic equation,
As explained in the introduction section, we try to approximate the equation (5.4) by a family of elliptic equation with a parameter τ ,
As τ → 0, we recover the Lagranigan geodesic equation (5.4) from (5.5). Now let us reparametrize the path u(t, x) by scaling the time variable, namely, by introducing the new variable
In particular, the parameter τ disappear, and we get the special Lagrangian equation, which can be rewritten as a Hessian-type equation:
arctan λ i (D 2 u) = kπ + θ, for some k ∈ Z.
For the θ defined in (5.3), there exists k = Following [12] , a function u ∈ C 2 (Ω), Ω ⊂ R n , is called k-convex if σ k (∇ 2 u) > 0 for j = 1, · · · , k. A function u ∈ C 0 (Ω) is called k-convex, if there exists a sequence of k-convex functions u j ∈ C 2 (Ω) such that in any subdomain converges uniformly to u. (2) if {u j } ⊂ C 2 is a sequence of k-convex functions which converges to u, then µ k [u j ] → µ k (u) weakly as measure, that is
for all g ∈ C 0 (Ω) with compact support.
In our case, since 
