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We study the spin-charge coupled transport in a two-dimensional electron system using the
method of quasiclassical (ξ-integrated) Green’s functions. In particular we derive the Eilenberger
equation in the presence of a generic spin-orbit field. The method allows us to study spin and
charge transport from ballistic to diffusive regimes and continuity equations for spin and charge are
automatically incorporated. In the clean limit we establish the connection between the spin-Hall
conductivity and the Berry phase in momentum space. For finite systems we solve the Eilenberger
equation numerically for the special case of the Rashba spin-orbit coupling and a two-terminal ge-
ometry. In particular, we calculate explicitly the spin-Hall induced spin polarization in the corners,
predicted by Mishchenko et al. [13]. Furthermore we find universal spin currents in the short-time
dynamics after switching on the voltage across the sample, and calculate the corresponding spin-Hall
polarization at the edges. Where available, we find perfect agreement with analytical results.
I. INTRODUCTION
In the presence of spin-orbit coupling spin currents and
spin polarization can be generated as a response to elec-
tric fields [1,2,3,4,5]. Recently the spin-Hall effect, i.e. a
spin current that flows perpendicular to an applied elec-
tric field has been observed experimentally in electron
doped semiconductors and in a two-dimensional hole sys-
tem [6,7]. Theoretically one may distinguish the extrinsic
from the intrinsic spin-Hall effect, depending on whether
spin-orbit coupling arises due to scattering by impurities
or from the intrinsic band structure of the samples. The
intrinsic spin-Hall effect has first been studied for holes in
p-type semiconductors in [4] and for electrons in n-type
semiconductors in [5]. In both cases, the striking result
is the independence of the spin-Hall conductivity σsH of
the strength of the spin-orbit coupling, at least when dis-
order effects are ignored. Sinova et al. [5] found in the
two-dimensional electron system with Rashba spin-orbit
coupling a universal value for the spin-Hall conductiv-
ity, σsH = e/8π. Soon it was realized that the univer-
sal spin-Hall conductivity still exists in the presence of a
Dresselhaus term [8,9], and even in the presence of a weak
in-plane magnetic field [10]. It was pointed out that this
may be related to a Berry phase in momentum space, i.e.
the winding number of the spin-orbit field when going
once around the Fermi surface. Shytov et al. [11] showed
such a connection explicitly in the specific case where the
modulus of the spin-orbit field remains constant on the
Fermi surface.
Clearly it is an important question to ask how σsH
depends on disorder. For the Rashba model the effect
is quite dramatic, namely an arbitrarily weak amount
of disorder fully suppresses the spin-Hall conductivity
[12,13,14,15,16,17,18]. Meanwhile it is understood that
this surprising result is a special property of the Rashba
Hamiltonian and is related to the linear-in-momentum
spin-orbit field: The time derivative of the total spin is
proportional to the spin current, so that in a steady state
both quantities are zero [16,19]. In the case of a more
general spin-orbit field, a finite spin-Hall effect has been
reported even in the presence of disorder [11,18,20,21,22].
With the conventional definition of the spin current,
given by the anticommutator of the velocity operator
and the Pauli matrices, the spin current is not conserved.
Hence it is not automatically guaranteed that a current
in the bulk induces a polarization at the edges of the
sample. Furthermore the spin current is not directly ac-
cessible experimentally; the measurable quantity is the
spin polarization instead. Therefore it is of interest to
study directly the electric field induced spin-density. A
strategy followed by some authors is to discretize the
Rashba Hamiltonian in terms of a tight-binding model
which is then studied near the band edge. In this way
the spin-Hall induced spin accumulation in systems with
linear dimensions of several tens of the Fermi wavelength
have been studied [23,24]. Macroscopic systems are con-
veniently described in terms of semiclassical kinetic equa-
tions [11,13,14,21,22,25], and in particular in terms of
diffusion equations describing the coupled dynamics of
spin and charge degrees of freedom. In clean systems,
however, the spin relaxation length can become compa-
rable to the elastic mean free path. In this situation the
spin dynamics is not diffusive, and one has to go beyond
the diffusive approximation. In what follows we present
a theory of the spin-Hall effect in terms of quasiclassi-
cal Green’s functions, which covers the full range from
clean systems to the diffusive limit. The first step is
the derivation of the equation-of-motion, the Eilenberger
equation. From there we derive the continuity equation
for charge and spin, and obtain explicit expressions for
the current densities. For the Rashba model it follows
that no spin current can flow in a time and space inde-
pendent situation. In the clean limit we find a solution
of the equation-of-motion which corresponds to the uni-
versal spin-Hall effect. In the general case of disordered
2finite systems we solve the equation-of-motion numeri-
cally.
II. THE EILENBERGER EQUATION
We start from the Hamiltonian
H =
p2
2m
+ b · σ (1)
where b is the internal magnetic field due to the spin-
orbit coupling and σ is the vector of Pauli matrices. In
the Rashba model for example b = αp × ez. For a spin
1/2 particle one can write the spectral decomposition of
the Hamiltonian in the form
H = ǫ+ |+〉〈+|+ ǫ− |−〉〈−| (2)
where ǫ± = p
2/2m±|b| are the eigenenergies correspond-
ing to the projectors
|±〉〈±| = 1
2
(
1± bˆ · σ
)
(3)
where bˆ is the unit vector in the b direction. We write
Green’s functions in Wigner coordinates, G = G(p,x),
where p is the Fourier transform of the relative coor-
dinate and x is the center-of-mass coordinate. For the
Green functions we make the ansatz
Gˇ =
(
GR GK
0 GA
)
=
1
2
{(
GR0 0
0 −GA0
)
,
(
g˜R g˜K
0 g˜A
)}
(4)
where the curly brackets denote the anticommutator.
GR,A0 are retarded and advanced Green’s functions in the
absence of external perturbations,
G
R(A)
0 =
1
ǫ+ µ− p2/2m− b · σ − ΣR(A) , (5)
and ΣR(A) are the retarded and advanced self-energies
which will be specified below. The ansatz guarantees
that in equilibrium the matrix of Green’s functions with
small letters is
ˇ˜g =
(
1 2 tanh(ǫ/2T )
0 −1
)
. (6)
The main assumption for the following is that we can
determine ˇ˜g such that it does not depend on the modulus
of the momentum p but only on the direction pˆ. Under
this condition ˇ˜g is directly related to the ξ-integrated
Green function which we denote by gˇ,
gˇ =
i
π
∫
dξ Gˇ, ξ = p2/2m− µ. (7)
For convenience we suppressed in the equations above
spin and time arguments of the Green function, gˇ =
gˇt1s1,t2s2(pˆ;x). In some cases Wigner coordinates for the
time arguments are more convenient, gˇ → gˇs1s2(pˆ, ǫ;x, t).
We evaluate the ξ-integral explicitly in the limit where
|b| is small compared to the Fermi energy. Since the
main contributions to the ξ-integral are from the region
near zero, it is justified to expand b for small ξ, b ≈
b0 + ξ∂ξb0, with the final result
gˇ ≈ 1
2
{
1− ∂ξb0 · σ, ˇ˜g
}
(8)
ˇ˜g ≈ 1
2
{1 + ∂ξb0 · σ, gˇ} . (9)
In the equation of motion we will also have to evaluate
integrals of a function of p and a Green’s function. As-
suming again that |b| ≪ ǫF we find
i
π
∫
dξ f(p) Gˇ ≈ f(p+)gˇ+ + f(p−)gˇ− (10)
where p± is the Fermi momentum in the ±-subband
including corrections due to the internal field, |p±| ≈
pF ∓ |b|/vF , and
gˇ± =
1
2
{
1
2
± 1
2
bˆ0 · σ, gˇ
}
, gˇ = gˇ+ + gˇ−. (11)
Following the conventional procedure26 we derive now
the equation-of-motion for gˇ. From the Dyson equation
and after a gradient expansion the equation-of-motion for
the Green function Gˇ reads
∂tGˇ+
1
2
{
p
m
+
∂
∂p
(b · σ), ∂
∂x
Gˇ
}
+ i
[
b · σ, Gˇ]
= −i[Σˇ, Gˇ]. (12)
The Boltzmann equation or Boltzmann-like kinetic equa-
tions are obtained by either integrating (12) over energy
ǫ or over ξ, see [26]. Ref. [11] for instance follows the first
route, whereas we integrate over ξ. Retaining terms up
to first order in |b|/ǫF leads to an Eilenberger equation
of the form
∑
ν=±
(
∂tgˇν +
1
2
{
pν
m
+
∂
∂p
(bν · σ), ∂
∂x
gˇν
}
+ i[bν · σ, gˇν ]
)
= −i [Σˇ, gˇ] . (13)
In the entire article we will take the self-energy as Σˇ =
−i〈gˇ〉/2τ , which corresponds to s-wave impurity scatter-
ing in the Born approximation; 〈. . . 〉 denotes the angular
average over pˆ.
To check the consistency of the equation we study at
first its retarded component in order to verify that g˜R = 1
solves the generalized Eilenberger equation. From Eq. (8)
we find that gR = 1− ∂ξ(b0 ·σ) and using (11) we arrive
at
gR± = (1∓ ∂ξb)
(
1
2
± 1
2
bˆ± · σ
)
. (14)
3Apparently both the commutators on the left and on the
right hand side of the Eilenberger equation are zero, at
least to first order in the small parameter ∂ξb0. Similar
arguments may also be used to verify that the equilib-
rium Keldysh component of the Green function, gK =
tanh(ǫ/2T )(gR − gA), solves the equation of motion.
In the appendices we demonstrate how the frequency
dependent spin-Hall conductivity and the equation-of-
motion in the diffusive limit can be obtained from
Eq. (13). For the Rashba model our results agree with
Ref. [13].
III. CONTINUITY EQUATION – VANISHING
SPIN-HALL CURRENT
Equipped with the Eilenberger equation it is not dif-
ficult to see that for a spin-orbit field of the Rashba or
linear Dresselhaus model the spin-Hall conductivity is
zero. The argument is analogous to that of Ref. [16] and
makes use of the continuity equation.
When taking the angular average of the Eilenberger
equation (13), the term on the right hand side vanishes
and we are left with a set of continuity equations for the
charge and spin components of the Green function. With
gˇss′ = gˇ0δss′ + gˇ · σss′ the equations read
∂t〈gˇ0〉+ ∂x · Jˇc = 0 (15)
∂t〈gˇx〉+ ∂x · Jˇxs = 2
∑
ν=±
〈bν × gˇν〉x (16)
∂t〈gˇy〉+ ∂x · Jˇys = 2
∑
ν=±
〈bν × gˇν〉y (17)
∂t〈gˇz〉+ ∂x · Jˇzs = 2
∑
ν=±
〈bν × gˇν〉z (18)
with
Jˇc,s =
∑
ν=±
〈
1
2
{
pν
m
+
∂
∂p
(bν · σ), gˇν
}〉
c,s
. (19)
The densities and currents are related to the Keldysh
components of 〈gˇ〉 and of Jˇc,s integrated over ǫ. Explic-
itly the particle and spin current densities are given by
jc(x, t) = −πN0
∫
dǫ
2π
JKc (ǫ;x, t) (20)
jis(x, t) = −
1
2
πN0
∫
dǫ
2π
JKis (ǫ;x, t) (21)
with N0 = m/2π being the density of states of the two-
dimensional electron gas. In the the absence of spin-orbit
coupling (b = 0) one recovers the well known expressions
jc(x, t) = −1
2
N0
∫
dǫ〈vF gK0 〉 (22)
jis(x, t) = −
1
4
N0
∫
dǫ〈vF gKi 〉. (23)
In the presence of the field b the expressions are in gen-
eral more complex. For the Rashba model, for example,
the particle current is given by the lengthy expression
jc(x, t) = −1
2
N0
∫
dǫ[vF 〈pˆgK0 〉
+α(eˆz × 〈gK〉 − 〈pˆ(pˆ · eˆz × gK〉)]. (24)
Finally let us consider the spin current with polariza-
tion in z-direction for the model with both a Rashba and
a Dresselhaus term for which the spin-orbit field reads

 bxby
bz

 = α

 py−px
0

+ β

 px−py
0

 . (25)
Because the field lies in the x−y-plane, Jˇzs is simply given
by Jˇzs = 〈vF gˇz〉. Besides the field is just linear in p. As
a result we find that the source term in the continuity
equations (16) and (17) can be expressed in terms of the
spin current:
(16) = 2〈by,0gˇz〉 = −2mαJˇzs,x − 2mβJˇzs,y (26)
(17) = −2〈bx,0gˇz〉 = −2mαJˇzs,y − 2mβJˇzs,x. (27)
In a stationary situation and for a spatially homogeneous
system the left hand side of the continuity equation is
zero and this implies a vanishing spin current,
jzs,x = j
z
s,y = 0. (28)
IV. CLEAN LIMIT – UNIVERSAL SPIN-HALL
CURRENTS
We consider now the Eilenberger equation in the clean
limit, τ → ∞, and study the linear response to an ho-
mogeneous electric field. For a realistic system with at
least weak disorder this study still gives reliable results
on short time scales, t ≪ τ . Generally an electric field
can be included in the quasiclassical equations-of-motion
by the substitution ∂x → ∂x−|e|E∂ǫ. The Keldysh com-
ponent of the linearized Eilenberger equation becomes
∑
ν=±
(
∂tg
K
ν −
|e|
m
E · pν∂ǫgK,eqν (29)
−|e|
2
{
(E · ∂p)(bν · σ), ∂ǫgK,eqν
}
+ i[bν · σ, gKν ]
)
= 0.
In the following we focus on the spin components of the
equation. Explicitly we get
∂tg
K
x = 2by,0g
K
z
+|e|E ·
[
Pbˆx,0 − vF ∂ξbx,0 + ∂pbx,0
]
Fǫ (30)
∂tg
K
y = −2bx,0gKz
+|e|E ·
[
Pbˆy,0 − vF ∂ξby,0 + ∂pby,0
]
Fǫ (31)
∂tg
K
z = 2(bx,0g
K
y − by,0gKx )
4+2(bx,0∂ξby,0 − by,0∂ξbx,0)g0. (32)
where for the sake of brevity P =
∑
ν νpν/2m and Fǫ =
2∂ǫ tanh(ǫ/2T ). For the g
K
z component one obtains
d2gKz
dt2
+4b20g
K
z = 2Fǫ|e| [bx,0(E · ∂p)by,0 − by,0(E · ∂p)bx,0] .
(33)
Notice that only the second of the two terms involving
the electric field in Eq.(29) remains in the equation for
the gKz component. The solution of this differential equa-
tion is the sum of an oscillating and a time independent
term. Due to the (undamped) oscillations it is clear that
a stationary solution is never reached so the arguments of
the previous section leading to vanishing spin-Hall cur-
rent do not apply. The time independent solution of the
differential equation is related to a zero-frequency spin
current given by,
jzs = −
|e|
4π
〈pF (E · ∂p)Ψ〉, tanΨ = by,0/bx,0. (34)
Notice that the spin current does not depend on the mag-
nitude of the field b, but only on the variation of its di-
rection when going around the Fermi surface. An even
more explicit result is obtained when the spin-Hall con-
ductivity tensor is antisymmetric
σsH =
1
2
(σy,xsH − σx,ysH ) (35)
= − |e|
8π
〈(pFy∂px − pFx∂py )Ψ〉 (36)
=
|e|
8π
∮
dp
2π
· ∂pΨ, (37)
i.e. the spin-Hall conductivity is the universal number
|e|/8π times the winding number of the internal field b
when going once around the Fermi surface.
We notice that Eq. (34) is consistent with [8,9] and
also with [10] where the spin-Hall conductivity ignoring
disorder has been calculated using the Kubo formula for
a Rashba-Dresselhaus system in the presence of an in-
plane magnetic field. Eq. (37) which relates the spin-Hall
conductivity with a winding number, i.e. the Berry phase
in momentum space, generalizes the equivalent result of
[11], where it has been assumed that the modulus of b is
constant on the Fermi surface.
V. FINITE AND DISORDERED SYSTEMS –
NUMERICAL RESULTS
In this section we solve Eq. (13) numerically for
the Rashba model. Compared to the diffusion
equations13,21,25, one advantage of our method is that
we have access to length scales that are shorter than the
mean free path l = vF τ . This is crucial in weakly disor-
dered systems, |b| > 1/τ , where the characteristic length
scale for the spin polarization, the spin relaxation length,
is of the order of the mean free path. Furthermore, when
E
x
y
FIG. 1: The two-terminal geometry under consideration: A
rectangular strip of a two-dimensional electron gas is con-
nected to two reservoirs. We assume that the strip and the
reservoirs are made of the same material, i.e. the spin-orbit
field exists also in the reservoirs.
considering time-dependent situations we can study the
time evolution on time scales which are shorter than the
scattering time τ .
In the following we will consider a geometry as shown
in Fig. 1: A rectangular strip of length Lx and width Ly,
is connected to leads at x = 0 and x = L. At interfaces
the Eilenberger equation has to be complemented with
boundary conditions27,28,29. The boundary condition be-
tween the strip and the leads is obtained assuming that
the leads are made of the same material as the strip, i.e.
there is no Fermi surface mismatch, and that both leads
are in thermal equilibrium. For directions pˆ pointing into
the strip the Green function at the interface (x = 0, L)
reads
gK(pˆin;x)
∣∣∣
x=0,L
= gKeq(pˆin;x)
∣∣∣
x in the lead
(38)
= tanh
(
ǫ± |e|V/2
2T
)
(gR − gA),(39)
where V is the applied voltage. At the boundary with
an insulator the Green functions for in and outgoing di-
rections are related via a surface scattering matrix,
gK(pˆout) = Sg
K(pˆin)S
+. (40)
Generally, the S-matrix can be calculated by solving
the quantum mechanical surface scattering problem. For
simplicity we assume specular scattering and assume that
boundary scattering does not induce transitions between
the two spin-orbit subbands, so that
|kin±〉 → exp(±iϑ)|kout±〉, (41)
as it is found for smooth confining potentials [30]. Ex-
plicitly the surface S-matrix for the Rashba Hamiltonian
is
S = eiϕ
(
eiϕ cosϑ − sinϑ
sinϑ e−iϕ cosϑ
)
, (42)
where the angle ϕ characterizes the ingoing direction,
pˆin = (cosϕ, sinϕ). Our numerical results are obtained
assuming that the relative phase-shift in the scattering
for the two subbands is negligible, i.e. ϑ = 0.
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FIG. 2: Spin polarization in the presence of an electrical cur-
rent flowing in x-direction for a strip of length Lx = 20l and
Ly = 10l. The spin-orbit coupling strength is α = 10
−3vF
and the elastic scattering rate is 1/τ = αpF /2. The spin po-
larization is given in units of the bulk value, S0 = −|e|EατN0.
Finally, to integrate the equation of motion numeri-
cally we have to discretize the space coordinate x and the
Fermi surface. In dirty systems gK(pˆ) is nearly isotropic,
so it is clear that a few discrete points pˆi on the Fermi
surface are sufficient. In clean systems this is not a priori
evident, but numerical tests show that even in this case
convergence is reached quickly. Typically we describe the
Fermi surface with a set of twenty to forty pˆi.
First we show numerical results for the spin polariza-
x/ℓ
S
y
200150100500
1
0.8
0.6
0.4
0.2
0
-0.2
FIG. 3: Sy in units of S0 as a function of x for Lx = 200l, Ly =
100l, α/vF = 10
−3 and αpF τ = 0.005, 0.01, 0.02, 0.05, 0.1, 1
(from bottom to top).
tion in the stationary limit. Fig. 2 depicts the voltage in-
duced spin polarization for Lx = 20l, Ly = 10l, αpF τ = 2
and α/vF = 10
−3; all our results are linear in the applied
voltage, due to the linearity of the underlying equations.
In the bulk, only the Sy component is nonzero, and given
by S0 = −|e|EατN0 [2,13]. A spin-Hall effect induced
spin polarization is found in the corners, as it is expected
in [13]. The spin polarization however is not purely in
z-direction but has also components in x-direction.
Fig. 3 shows Sy(x, y = Ly/2) by varying disorder. In
the diffusive limit and assuming that the spin polariza-
tion vanishes at the interface to the leads, it has been
predicted that [13]
Sy(x) = S0
(
1− cosh[(x − Lx/2)/Ls]
cosh(Lx/2Ls)
)
, (43)
where Ls is the spin relaxation length. Apparently with
the boundary condition we choose a spin polarization still
exists near x = 0, Lx, in particular in the clean limit.
Some mean free paths away from the interface on the
other hand the data can be well fitted with an exponential
increase or decrease, both in the clean and dirty limit. As
a result we obtain the spin relaxation length as a function
of disorder, shown in Fig. 4. In the dirty limit, αpF τ ≪ 1,
our numerical result agrees with what is expected from
the diffusion equation, Ls =
√
Dτs = l/2αpF τ . In the
clean limit, for which we are not aware of any quantitative
predictions, the spin relaxation length is of the order of
the mean free path, Ls ≈ 1.27l.
In the following we will consider the time evolution of
the spin polarization and the spin current. We start with
a system in thermal equilibrium, switch on the voltage
and observe the relaxation of the system into its sta-
tionary non-equilibrium state. It is a nontrivial problem
to describe such a situation theoretically. One might be
tempted to allow a time dependent voltage in the bound-
ary condition, Eq. (39), and to follow then the time evo-
lution. In this case the charge density becomes time
dependent and inhomogeneous. This procedure makes
6Ls =
1
2αpF τ
αpF τ
L
s
1010.10.01
100
10
1
FIG. 4: Spin relaxation length Ls in units of l as a function
of disorder, obtained by fitting the spatial dependence of the
electric field induced spin polarization (shown in Fig. 3) using
Sy = a+ b[exp(−x/Ls) + exp(−(Lx − x)/Ls)]. The diffusive
limit expression is shown as a dashed line.
sense for non-interacting electrons, but not for interact-
ing electrons where the long range Coulomb interaction
enforces charge neutrality. In principle, the interaction
can be included into the quasiclassical formalism explic-
itly, see e.g.31, however this is beyond the scope of the
present paper.
Instead, we assume in the following that a voltage
difference across the leads instantly results in a homo-
geneous electric field in the sample. Thus one has to
solve Eq. (13) with the initial condition g(p, ǫ;x, t) =
tanh(ǫ/2T )(gR − gA) and taking into account the elec-
tric field via the substitution ∂x → ∂x − |e|E∂ǫ. In the
numerics, however we find it more convenient to work in
a scalar gauge, since then the (static) electric field dis-
appears from the equation-of-motion and is present only
in the initial condition and in the boundary condition.
Generally the gauge transformation for the fields and the
Green function reads
A → A+ ∂xχ (44)
φ → φ− ∂tχ (45)
gt1t2 → exp{−i|e|[χ(t1)− χ(t2)]}gt1t2 . (46)
In the end we have to solve Eq. (13) with the boundary
condition (39) and the initial condition
gK(pˆ, ǫ;x, t = 0) = tanh
(
ǫ+ |e|φ(x)
2T
)
(gR − gA), (47)
where φ(x) interpolates linearly between the two leads,
φ(x) = V (Lx/2− x)/Lx.
In Fig. (5) we show the spin current jzs,y as a function
of time in the bulk and at the interface to the leads of
a rather clean system (αpF τ = 2, α/vF = 10
−3). On
short time scales the bulk current agrees with what we
found ignoring disorder in Sect. IV: The spin current os-
cillates as a function of time with frequency 2αpF , the
time average is given by the universal spin-Hall conduc-
tivity. In the bulk, for the weakly disordered system we
boundary
bulkjzs,y
|e|E
t/τ
1086420
0.06
0.04
0.02
0
FIG. 5: Time evolution of the spin-Hall current at the in-
terface to the leads and in the bulk. In the bulk we compare
our numerical result (data points) with the analytical result
(full line) of Eq. (48). Near the leads, only numerical data are
available (dashed curve). jzs,y is evaluated at y = Ly/2, x = 0
(boundary) and x = Lx/2 (bulk) for Lx = 20l, Ly = 10l,
α/vF = 10
−3 and αpF τ = 2.
are considering, the time-dependent spin-current is given
by
jzs,y =
|e|E
8π
[exp(−t/2τ)− exp(−3t/4τ) cos(2αpF t)] ,
(48)
which can be obtained from the frequency dependent
spin-Hall conductivity given in the appendix. On the
time scale of the spin relaxation time, here given by the
scattering time τ , the bulk spin current becomes expo-
nentially suppressed and goes to zero in the stationary
limit. Near the leads, on the other hand, the situation is
somewhat different, since a finite spin current remains in
the stationary limit.
An important question is whether the spin current po-
larizes the electron system at the edges. In Fig. 6 we
show the spin polarization in z-direction across the sys-
tem at x = Lx/2 as a function of time. Since in the early
time evolution spin current flows in the bulk, spin density
accumulates near the edges. When the spin current dis-
appears also the polarization vanishes. We see that the
spin polarization at the edges oscillates as expected with
frequency 2αpF . In the cleaner systems oscillations are
of course faster. Remarkably, the maximum amplitude of
oscillation relative to the bulk value is larger in the dirty
system (αpF τ = 0.25 ), where it is almost of the order of
one.
This can be understood as follows: a rough estimate of
the spin polarization at the edge is sz ∼ τsjzs,y/Ls. With
τs ∼ τ/(αpF τ)2 (49)
jzs,y ∼ eE(αpF τ)2 (50)
Ls ∼ l/(αpF τ) (51)
the result is indeed sz ∼ S0 = eEατN0. In the clean
limit, on the other hand, the typical time and length
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FIG. 6: Spin-Hall effect induced spin polarization Sz in units
of S0 as a function of y and t at x = Lx/2 for Lx = 20l,
Ly = 10l, α/vF = 10
−3, and αpF τ = 0.25, 2, 5 (from bottom
to top).
scales are τs ∼ τ and Ls ∼ l, from which we estimate sz ∼
S0/(αpF τ), in agreement with our numerical findings.
We expect the detailed structure of the spin polariza-
tion near the edges to depend on the boundary condi-
tions, i.e., on the type of the confinement at the edges.
How boundary conditions affect the spin polarization at
the edges is certainly an experimentally relevant issue,
which however is beyond the scope of this paper.
VI. SUMMARY
We studied the spin-Hall effect in a two-dimensional
electron system by applying the method of quasiclassical
Green’s functions. The method has its strength in the de-
scription of macroscopic systems, i.e. systems with linear
dimensions that are large compared to the Fermi wave-
length. In particular we derived an Eilenberger-like equa-
tion in the presence of a generic spin-orbit coupling. We
also showed that the method allows to derive in an ele-
gant way various results present in the literature. For the
special case of the Rashba model we calculated numer-
ically the spin-Hall current and the spin-Hall effect in-
duced spin polarization on a strip. From our data we were
able to extract quantitatively the spin relaxation length
in the entire regime from the clean to the dirty limit,
which is not covered by the diffusion equation approach.
Although in the Rashba model the zero-frequency spin-
Hall conductivity is zero we found a spin-Hall induced
spin polarization at the edges on a short time scale after
switching on the voltage. We believe that our approach
will stimulate further work in the field.
We thank U. Eckern for valuable discussions. This
work was supported by the Deutsche Forschungsgemein-
schaft through SFB 484.
APPENDIX A: DIFFUSIVE LIMIT
When spatial and temporal variations are slow it is
in many cases convenient to study the equations of mo-
tion in the diffusive limit. Usually, in this limit the full
angular dependent Green function gˇ(pˆ) can be easily con-
structed from its angular average 〈gˇ(pˆ)〉 so it is sufficient
to study 〈gˇ(pˆ)〉. To determine the equation for 〈gˇ(pˆ)〉
we first write all the terms of Eq. (13) with gˇ on the left
hand side and those depending on 〈gˇ〉 on the right hand
side. For the Keldysh component we hence get
(M0 +M1)g
K = (N0 +N1)〈gK〉 (A1)
where
M0g
K = gK + τ∂tg
K + vF τ pˆ · ∂xgK
+ iτ
[
b0 · σ, gK
]
(A2)
M1g
K = −1
2
τ
{
(b0 · σ)pˆ
pF
− ∂p(b0 · σ), ∂xgK
}
−1
2
iτ
[
∂ξ(b0 · σ),
{
b0 · σ, gK
}]
−1
2
{〈∂ξb0 · σ〉, gK} (A3)
N0〈gK〉 = 〈gK〉 (A4)
N1〈gK〉 = −1
2
{
∂ξb0 · σ, 〈gK〉
}
. (A5)
Here M1 and N1 are small in the expansion parameter
|b|/ǫF . The Eilenberger equation is then rewritten as
gK = (M0 +M1)
−1(N0 +N1)〈gK〉, (A6)
i.e. to first order in |b|/ǫF
gK =
(
M−10 +M
−1
0 N1 −M−10 M1M−10
) 〈gK〉, (A7)
from which the equation for the s-wave component of the
Green function becomes
(
1− 〈M−10 〉 − 〈M−10 N1〉+ 〈M−10 M1M−10 〉
) 〈gK〉 = 0.
(A8)
8In the low frequency, long wavelength limit this is the
generalized diffusion equation obtained in the literature
in various limits13,21,25. The explicit form is obtained by
evaluating the angular average of the operator product
M−1N .
In the Rashba model for instance where b = αp × eˆz
one finds
M0 =


L 0 0 0
0 L 0 apˆx
0 0 L apˆy
0 −apˆx −apˆy L

 (A9)
M1 =


0 Qy −Qx 0
Qy 0 0 0
−Qx 0 0 0
0 0 0 0

 (A10)
with
L = 1 + τ∂t + vF τ pˆ · ∂x (A11)
a = 2αpF τ (A12)
Qx,y = ατ(∂x,y − (pˆ · ∂x)pˆx,y) (A13)
and
N0 +N1 =


1 −αpˆy/vF αpˆx/vF 0
−αpˆy/vF 1 0 0
αpˆx/vF 0 1 0
0 0 0 1

 .
(A14)
In a dirty system, where a≪ 1, the result reads


∂t −D∂2x −2B∂y 2B∂x 0
−2B∂y ∂t −D∂2x + τ−1s 0 −2C∂x
2B∂x 0 ∂t −D∂2x + τ−1s −2C∂y
0 2C∂x 2C∂y ∂t −D∂2x + 2τ−1s




〈gK0 〉
〈gKx 〉
〈gKy 〉
〈gKz 〉

 = 0 (A15)
where D = 12v
2
F τ is the diffusion constant and
B =
αa2
1 + a2
, C =
vF a
2(1 + a2)2
,
1
τs
=
1
2τ
a2
1 + a2
. (A16)
In the clean limit (a
>∼ 1) there is no spin diffusion, and
Eq. (A15) is not justified. However the equation is con-
structed in such a way that it applies in the clean limit
for a space and time independent spin polarization.
In the general case (arbitrary a) we investigate spin
relaxation for a spatially homogeneous system, where the
equation of motion reads
[
L(L2 + a2)− L2 − 1
2
a2
]
〈gKx,y〉 = 0 (A17)[
L(L2 + a2)− L2] 〈gKz 〉 = 0 (A18)
with L = 1+ τ∂t. Clearly the spin-dynamics for the each
component is determined from three relaxation times.
For the z-component, e.g., these are
1
τ1
=
1
τ
(A19)
1
τ2,3
=
1
2τ
± 1
2τ
√
1− 4a2. (A20)
For dirty systems the longest of these times is τ3 ≈ τ/a2,
in agreement with what we find from the diffusion equa-
tion (A15). In the clean limit the “relaxation” time be-
comes complex corresponding to an oscillating spin po-
larization.
APPENDIX B: SPIN-HALL CONDUCTIVITY
We go back to (A1) and solve it for an infinite system
under the influence of a uniform but time-dependent elec-
tric field in x-direction. We choose the vector gauge as
in section IV, i.e. ∂x → ∂x − |e|E∂ǫ. To linear order
in the external field and transforming to Fourier space,
(A1) becomes:
M0g
K = (1 +N1)〈gK〉+ SE , (B1)
where M0 and N1 are the same as before, SE is a source
term due to the electric field:
SE = E˜




pˆx
0
0
0

 + α
vF


0
−2pˆxpˆy
pˆ2x − pˆ2y
0



 (B2)
with E˜ = |e|lE(ω)∂ǫgK,eq0 . Inverting M0 and performing
the angular average one obtains
〈pˆygKz 〉 = −
a
2(L2 + a2)
[
α
vF
E˜ − 〈gKy 〉
]
(B3)
where the two terms in square brackets correspond to
bubble and vertex corrections, respectively, in the dia-
grammatic language. Furthermore we see that the spin
polarization along ey contributes to the spin-Hall current.
The spin polarization along ey is obtained by inverting
M0 and performing the angular average
〈gKy 〉 =
α
vF
a2E˜
2
[
L(L2 + a2)− (L2 + a22 )] . (B4)
9In the static limit (L = 1) this reads 〈gKy 〉 = αvF E˜,
corresponding to the bulk value S0, quoted in the text.
This value for 〈gKy 〉 leads to the cancellation discovered
previously32 and to the vanishing of the static spin Hall
conductivity. Finally, by combining Eqs. (B3-B4), one
obtains the frequency-dependent spin-Hall current with
polarization along ez as
jzs,y(ω) = σsH(ω)E(ω)
=
|e|
8π
−iωτa2
L(L2 + a2)− (L2 + a22 )E(ω) (B5)
which agrees with the result given by both Mishchenko et
al.13 and Chalaev and Loss17. To examine the transient
response in time, we use E(t) = Eθ(t) so that
jzs,y(t) = E
∫ t
−∞
dt′σsH(t
′) (B6)
where
σsH(t) =
∫ ∞
−∞
dω
2π
σsH(ω)e
−iωt. (B7)
The poles of the integrand may be found by express-
ing ωτ = x + iy and setting to zero the real and imagi-
nary part of the cubic polynomial in the denominator of
σsH(ω)
x[x2 − 3y2 − 4y − (1 + a2)] = 0 (B8)
x2(3y + 2)− y3 − 2y2 − y(1 + a2)− a
2
2
= 0. (B9)
In the large a limit, one obtains the three solutions
x = 0, y = −1/2; x = ±a, y = −3/4. (B10)
Computing the residues with the same accuracy yields
σsH(t) = − |e|
8π
θ(t)
2τ
[
e−t/2τ − e−3t/4τ cos(at/τ)
−2ae−3t/4τ sin(at/τ)]. (B11)
Finally, inserting the above result into Eq. (B6), one ob-
tains – to leading order in 1/a – the time-dependent cur-
rent quoted in the text.
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