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An exotic magnet may be mapped onto a simple ferromagnet by the existence of a high-symmetry
point. Knowledge of conventional ferromagnetic systems may then be carried over to provide in-
sight into intricate orders. Here we demonstrate how an unsupervised and interpretable machine-
learning approach can efficiently search for potential high-symmetry points in unconventional mag-
netic phases via learning analytical order parameters. The method is applied to the Heisenberg-
Kitaev model on a honeycomb lattice, where we identify a D2 and D2h order and their hidden
O(3) symmetry. Moreover, we elucidate that the pictorial zigzag and stripy patterns only partially
capture the magnetization of exotic order in the Heisenberg-Kitaev model. The complete magneti-
zation curves are given by the D2 and D2h ordering matrices, which are also the transformations
manifesting the hidden symmetries. Our work highlights the significance of explicit order parame-
ters to many-body spin systems and the property of interpretability for the physical application of
machine-learning techniques.
I. INTRODUCTION
Applications of machine learning in different fields of
physics have become ubiquitous and witnessed a dra-
matic rise in the past few years [1], ranging from sta-
tistical physics [2, 3], condensed matter physics [4–6],
chemistry and material science [7–9], to high energy
physics [10–12] and quantum computation [13–15]. Al-
though studies in the earlier stages have primarily fo-
cused on benchmarking relatively simple models, many
recent developments are moving towards practical tools
for solving more complicated and challenging problems.
Instances of these advances include, for example, discov-
ering new classes of wavefunctions in strongly-correlated
systems [16], improving the accuracy on atoms and small
molecules [17, 18], designing efficient algorithms [19–21],
and analyzing experiments [22–24].
Here we explore the potential of using machine-
learning techniques to search for hidden symmetries in
many-body spin systems. Symmetry is at the heart of our
understanding of physics. Apparent symmetries such as
time, spatial, and rotational invariance lead to the con-
servation of energy, momentum, and angular momentum,
respectively. However, quite often, the effective symme-
try of a system is not apparent, which we refer to as
hidden symmetry. For instance, in some extended Ki-
taev systems, which are subject to active research due
to their proximity to Kitaev spin liquids [25] and other
exotic phases [26–30], there exist high-symmetry points.
At these points, an exotic phase may be transformed
to a simple ferromagnet [31–33]. Knowledge of conven-
tional orders can then be carried over, and Goldstone
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modes may be realized even when the Hamiltonian seem-
ingly manifests a low discrete symmetry. Others remark-
able examples are the Bethe-ansatz solvable SU(3) point
in the spin-1 bilinear-biquadratic chain [34–37] and the
emergent O(4) symmetry in the spin-1/2 J-Q model [38].
Although hidden symmetries are of broad relevance
and rich in physics, identifying them is highly non-trivial
and very much problem-dependent, usually requiring re-
markable insight. Therefore, it would be interesting and
desired if machine learning can facilitate their identifica-
tion.
In this paper, we show that the tensorial-kernel sup-
port vector machine (TK-SVM) [39–41], which is an un-
supervised and interpretable machine-learning method,
provides an efficient and versatile approach to detect hid-
den symmetries in exotic magnets. We demonstrate the
method by applying it to the honeycomb Heisenberg-
Kitaev (HK) model, where our machine correctly identi-
fies the hidden O(3) points in the exotic phases therein
and the associated transformations. Moreover, we clar-
ify that the pictorial description of the zigzag and stripy
orders only partially reflect the exotic magnetic order in
the HK model. The complete orders are characterized by
the D2 and D2h ordering matrices.
The paper is organized as follows. In Section II
we define the HK Hamiltonian and provide a non-
technical introduction to TK-SVM. Section III discusses
the machine-learned phase diagram. Section IV is de-
voted to explicit order parameters and the corresponding
magnetization curves. The connection between hidden
symmetries and ordering matrices is given in Section V.
We conclude in Section VI with an outlook.
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FIG. 1. Depiction of the magnetic structure of exotic orders in
the honeycomb Heisenberg-Kitaev model Eq. (1). The mag-
netic cell contains two sectors marked by A (blue) and B
(red), while the minimal translational unit consists of eight
spins. x, y, z label the three distinct bonds in the Kitaev in-
teraction.
II. MODEL AND METHOD
We consider the HK model on a honeycomb lattice
to demonstrate the concept. It should be noted how-
ever that, the following discussion is intended to provide
a general guidance for using TK-SVM to search for ex-
otic orders and hidden symmetries, and is transferable to
other spin systems.
A. Heisenberg-Kitaev Hamiltonian
The honeycomb HK model is defined as
H =
∑
〈ij〉γ
J ~Si · ~Sj +KSγi Sγj , (1)
where J and K denote the Heisenberg and Kitaev in-
teraction, respectively, and can be parameterized by an
angle variable ϕ ∈ [0, 2pi) with K = sinϕ, J = cosϕ;
γ ∈ {x, y, z} labels the three types of nearest-neighboring
bonds 〈ij〉γ , as depicted in Figure 1.
The Hamiltonian Eq. (1) is known to capture some of
the key physics of the Kitaev materials [26–29] and plays
host of two exotic magnetic orders and two Kitaev spin
liquids (KSLs) [29, 32].
B. TK-SVM
The TK-SVM is an interpretable and unsupervised
approach to detect general symmetry-breaking spin or-
ders [39, 40] and emergent local constraints [41, 42]. It
is formulated in terms of the decision function
d(x) =
∑
µν
Cµνφµ(x)φν(x)− ρ. (2)
Here, x = {Sai |a = x, y, z; i = 1, 2, . . . , N} denotes con-
figurations of N spins and serves as training data. φµ(x)
maps x to a tensorial feature space, the φ-space, which
can represent general spin orders, regardless of exotic
magnets, tensorial nematics [39, 40] and emergent local
constraints for spin liquids [41, 42]. Cµν can be viewed
as an encoder of order parameters, from which explicit
expressions of the detected orders are identified. ρ is a
bias parameter probing whether two sample sets origi-
nate from the same phase. See Appendix A for details.
Although the decision function Eq. (2) carries out
a binary classification between two sets of data, TK-
SVM can also classify multiple data sets. Such a multi-
classification is essentially realized by individual binary
problems but makes it possible to compute a phase dia-
gram via unsupervised graph partitioning.
Consider a spin Hamiltonian characterized by a num-
ber of physical parameters, such as temperature and dif-
ferent kinds of interactions. We can cover its parame-
ters space, V, by a grid of the same dimensionality. The
choice of the grid is arbitrary, either uniform or distorted
to have denser nodes in the most interesting subregions of
V. We collect spin configurations x at vertices of the grid
and perform the SVM multi-classification on the sam-
pled data. For a grid of M vertices, this will produce
M(M − 1)/2 decision functions as Eq. (2), comprising of
binary classifications between each pair of vertices. We
then introduce a weighted edge between two vertices, and
the weight, w(ρ) ∈ [0, 1], is based on the bias parameter
in the corresponding d(x). In this way, we create a graph
with M vertices and M(M − 1)/2 edges; its partitioning
will give the phase diagram.
In formal terms, the graph can be described by a M -
by-M Laplacian matrix Lˆ. The off-diagonal entries of
Lˆ accommodate edge weights connecting vertices, and
the diagonal entries are degrees of those vertices. The
partitioning can be solved by Fiedler’s theory of spectral
clustering [43, 44],
Lˆfi = λifi. (3)
The second smallest eigenvalue λ2 measures the algebraic
connectivity of the graph. The corresponding eigenvec-
tor f2 is referred as the Fiedler vector, which reflects how
the vertices are clustered and plays the role of a phase
diagram in the context of TK-SVM [40, 41]. Cf. Ap-
pendix B for details.
III. MACHINE-LEARNED PHASE DIAGRAM
A typical application of TK-SVM consists of two steps:
(i) detecting the topology of the phase diagram, (ii) ex-
tracting and verifying order parameters. We focus here
on the phase diagram of the HK model Eq. (1), and save
the discussion of order parameters for the next section.
To this purpose, we introduce a fictitious grid that
spans uniformly in the space of ϕ, with a spacing of
δϕ = pi48 . At each ϕ, we collect 500 spin configurations
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FIG. 2. Machine-learned phase diagram. (a) A fully-connected graph of 96 vertices (white cycles) and 4,560 edges (blue lines).
Each vertex represents to a value of ϕ. The edges are weighted according to biases ρ learned in a rank-1 TK-SVM multi-
classification (cf. Section III and Appendix B for details). Since the parameter space is one-dimensional, a second dimension is
introduced with arbitrary values to avoid collapse of edges. (b) The Fiedler vector obtained from partitioning the graph. Each
entry corresponds to a vertex, while gradients in their value reflect the clustering of the graph. The plateaus indicate stable
phases, and the sudden jumps signal phase transitions. The phases are interpreted in Section IV and are labelled following
the common convention: AFM, antiferromagnet; ZZ, zigzag; FM, ferromagnet; ST, stripy. In addition, the ST and ZZ region
are also marked according to the D2 and D2h magnetizations measured in Figure 3. All phases and their transitions are
discriminated by a single unsupervised partitioning. The inner panel shows a circular representation of the phase diagram.
at a low temperature T = 10−3
√
J2 +K2. The samples
are prepared by classical parallel tempering Monte Carlo
(PTMC) simulations on a lattice of 10, 368 spins (72×72
honeycomb unit cells). Next, we perform TK-SVM with
different ranks over these data. However, it turns out
that a rank-1 TK-SVM (cf. Appendix A), which detects
magnetic orders, is sufficient to learn the phase diagram.
The result is a graph of 96 vertices and 4, 560 edges as
shown in Figure 2a.
The Fiedler vector obtained from partitioning the
graph is depicted in Figure 2b (see also Appendix B).
Each of its entry represents to a vertex of the grid, hence
a ϕ. The values of Fiedler vector entries for those ϕ’s that
are classified into the same subgraph component will be
identical or very close, while those falling into different
subgraphs will display considerable contrast.
Evidently, the Fiedler vector shows four subgraph com-
ponents, indicating four stable phases. This in fact re-
produces the classical HK phase diagram [45]. The four
plateaus respectively correspond to the antiferromagnetic
(AFM), zigzag (ZZ), ferromagnetic (FM) and stripy (ST)
phase, following the labeling in Figure 2b. However, as
we shall discuss in Section IV, the regions ϕ ∈ (pi2 , 3pi4 )
and ( 3pi2 ,
7pi
4 ) may be more suitably referred as D2 and
D2h orders.
Sudden jumps in the Fiedler vector entries manifest
phase transitions, which are seen to occur at J = 0, K =
±1 (ϕ = pi2 , 3pi2 ) and J = −K (ϕ = 3pi4 , 7pi4 ). The bound-
aries at K = ±1 correspond to the Kitaev limits. Dif-
ferent from the cases of quantum spin-1/2 and spin-1,
where KSLs are proposed to extend to finite regions of
J [32, 46–49], in the large-S limit, KSLs are unstable
against the Heisenberg interaction and reduce to critical
points. Nevertheless, this will not affect our discussion
on the hidden symmetries in the HK model.
We note that the learning of Figure 2 is unsupervised.
No prior knowledge of the phase diagram and order pa-
rameters were used. Moreover, all the four phases are dis-
criminated simultaneously by a single partitioning. This
is in sharp contrast with conventional calculations of a
phase diagram, which would scan the phases and their
transitions individually.
4Phases Ordering Matrices
Stripy TA,B1,2 =
(
1 0 0
0 1 0
0 0 1
)
, TA,B3,4 =
( −1 0 0
0 −1 0
0 0 −1
)
Zigzag TA1,4, T
B
2,3 =
(
1 0 0
0 1 0
0 0 1
)
, TA2,3, T
B
1,4 =
( −1 0 0
0 −1 0
0 0 −1
)
D2 T
A,B
1 =
(
1 0 0
0 1 0
0 0 1
)
, TA,B2 =
( −1 0 0
0 −1 0
0 0 1
)
, TA,B3 =
( −1 0 0
0 1 0
0 0 −1
)
, TA,B4 =
(
1 0 0
0 −1 0
0 0 −1
)
D2h T
A,B
1 = ±
(
1 0 0
0 1 0
0 0 1
)
, TA,B2 = ±
(
1 0 0
0 1 0
0 0 −1
)
, TA,B3 = ±
( −1 0 0
0 1 0
0 0 −1
)
, TA,B4 = ±
( −1 0 0
0 1 0
0 0 1
)
TABLE I. Ordering matrices for the stripy, zigzag, D2 and D2h orders. The four orders share the same magnetic cell, which
consists of two sectors, dubbed A, B, and in total eight spins as shown in Figure 1. The stripy and zigzag orders define
patterns of staggered spins (Figure 4) and can be expressed by the identity and inversion matrices, where a sign difference
acts on all three spin components. The D2 and D2h orders involve four and eight distinct matrices, respectively, forming the
respective three-dimensional dihedral groups. Their ordering matrices also define the sublattice transformation for the hidden
O(3) symmetries in the Heisenberg-Kitaev model.
FIG. 3. Measurements of order parameters. The FM, AFM, D2 and D2h magnetization are measured as a function of ϕ at
low temperature T = 10−3
√
J2 +K2. In each phase, the respective magnetization saturates to unity (|M | = 1), while others
vanish. In addition, the stripy (ST) and zigzag (ZZ) order illustrated in Figure 4 are measured for comparison. Although they
also develop a finite magnitude in the regions ϕ ∈ (pi
2
, 3pi
4
) and ( 3pi
2
, 7pi
4
), they appear to only partially reflect the ordering. The
dashed lines mark the hidden O(3) points, where K = −2J and |M | = 0.5 for the ST and ZZ order.
IV. EXPLICIT ORDER PARAMETERS
We move on to understand the nature of the phases.
In virtue of the strong interpretability of TK-SVM, we
are able to extract the analytical order parameter for
each phase in Fig. 2 from the Cµν matrix in the decision
function. As the FM and AFM order are trivial, we will
focus on the two exotic states.
The interpreted order parameters of the D2 and D2h
phase can be expressed as (cf. Appendix A for details)
−→
M =
1
8
∑
A,B
4∑
k=1
TA,Bk
~Sk, (4)
where TA,Bk are ordering matrices tabulated in Table I,
and A, B denote the two sublattice sectors indicated in
Figure 1. (Note that the numeration of spins in the A
and B sector are different.)
Both orders consist of eight sublattices. The D2 order
is formulated by four different matrices with TAk = T
B
k ,
forming the three-dimensional dihedral group D2. These
matrices have been proposed in the study of orbital de-
generacy of Mott insulators [50, 51] and are used to iden-
tify the hidden symmetries of the HK model [27, 31],
which will be discussed in Section V. The D2h order can
be viewed as an AFM version of the D2 order, where
TAk = −T Bk in the respective sublattice. It is thereby
named after the dihedral group D2h ∼= D2 × Z2.
These order parameters, as well as those for the FM
and AFM phase, are measured at T = 10−3
√
J2 +K2
as the temperature in the training. As shown in Fig-
ure 3, the respective magnetization saturates to unity
and firmly extends in each phase, and vanishes in other
phases. This validates our interpretation of those phases.
Special mention is warranted to the regions ϕ ∈ (pi2 , 3pi4 )
and ( 3pi2 ,
7pi
4 ) which are usually referred as zigzag and
stripy phases, whose representative patterns are illus-
trated in Figure 4 and formulated in Table I. Measure-
ment of these phases in Figure 3 suggests that, although
the zigzag and stripy order develop a finite magnitude,
5(a) Stripy (b) Zigzag
FIG. 4. Depiction of a stripy and zigzag order. Black (~S) and
white (−~S) cycles denote opposite spins, where ~S may point
to arbitrary direction. The corresponding ordering matrices
are given in Table I, and their magnitudes in the Heisenberg-
Kitaev model are measured in Figure 3.
they are not seen to satisfyingly reflect the full order-
ing. The associated magnetizations appear to fluctuate
around |M | ∼ 0.5 near the Kitaev limits ϕ = pi2 , 3pi2 , then
experience a rapid decay after passing ϕ = arctan (−2),
which are the hidden O(3) points in the HK Hamiltonian
(cf. Section V). This is in sharp contrast with the well
behaved D2 and D2h curves.
The stripy and zigzag order is typically identified by
magnetic Bragg peaks at M points of the honeycomb Bril-
louin zone [29, 52, 53]. However, the D2 and D2h order
exhibit the same static structure factor (Figure 5), as the
four orders share the same magnetic unit cell (Figure 1).
Together with the explicit measurements of magnetiza-
tions and the agreement between our phase diagram Fig-
ure 2b with the previous numerical results [54], one can
conclude that the optimal order parameters of the exotic
states in HK model are given by D2 and D2h matrices.
V. HIDDEN SYMMETRIES
The D2 and D2h ordering matrices in Table I are a
finite set of orthogonal matrices, which preserve the spin
length and are invertible. This means that, inverting
the transformations, the exotic D2 and D2h order can be
converted to simple ferromagnets.
Specifically, one can define S˜ using a sublattice-
dependent coordinate, ~Sk =
(
TA,Bk
)T
S˜. The magnetiza-
tion Eq. (4) then becomes
−→
M = M˜ =
∑
k S˜k, describing
a ferromagnetic alignment of S˜.
The above transformation acts on spin patterns. Nat-
urally, one will examine the form of the Hamiltonian in
the same coordinate system. Without loss of generality,
we focus on the interaction of a local bond 〈kl〉γ , which
can be rewritten as
Hkl = ~S
T
k Jˆγ
~Sl, (5)
where Jˆγ has three possibilities depending on the type of
- 0-
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FIG. 5. Static structure factor for the stripy, zigzag, D2 and
D2h order. The four orders display the same momentum-
space feature with magnetic Bragg peaks at M points, but
are distinguished by the real-space order parameters given in
Table I. The orange and grey hexagon denote the first and
second honeycomb Brillouin zone, and high symmetry points
are indicated. A nearest-neighbor bond of the honeycomb
lattice is set to unit length.
the bond,(
K+J
J
J
)
,
(
J
K+J
J
)
,
(
J
J
K+J
)
. (6)
(Such expression can be easily generalized to other spin
Hamiltonians.)
Under the sublattice-dependent coordinate transfor-
mations, Eq. (6) becomes
H˜kl = S˜
T
k
(
TˆA,Bk
)T
Jˆγ Tˆ
A,B
k S˜l. (7)
The three different bonds transform as
Jˆx →
(
TˆA,B2
)T
JˆxTˆ
A,B
3 ,
(
TˆA,B4
)T
JˆxTˆ
A,B
1 ;
Jˆy →
(
Tˆ A(B)3(1)
)T
JˆyTˆ
B(A)
1(3),
(
Tˆ A(B)4(2)
)T
JˆyTˆ
B(A)
2(4);
Jˆz →
(
TˆA,B1
)T
JˆzTˆ
A,B
2 ,
(
Tˆ A,B3
)T
JˆzTˆ
A,B
4 ;
respectively leading to
±
(K+J
−J
−J
)
, ±
(−J
K+J
−J
)
, ±
(−J
−J
K+J
)
,
(8)
where “+” (“−”) corresponds to the D2 (D2h) order.
Clearly, at K = −2J , the couplings in the sublattice
coordinate reduce to isotropic matrices, ±J1, where 1
denotes the identity matrix. H˜kl is simply the local in-
teraction for a ferromagnetic Heisenberg model of spin
S˜, with J > 0 (< 0) in the D2 (D2h) phase. This pre-
cisely reproduces the hidden O(3) symmetries of the HK
model, which are previously identified in Ref. [31] by a
dual transformation.
6The above way of identifying hidden symmetries is es-
pecially straightforward. The high-symmetry points are
self-evident once the order parameters are detected. It
does not use specific properties and does hence not rely
on prior insights of a Hamiltonian.
VI. SUMMARY AND OUTLOOK
In summary, we demonstrated that TK-SVM provides
a data-driven routine to search for hidden symmetries in
exotic magnets. In comparison with other constructions,
which are typically contingent on the skill and experience
of the researcher, this approach does not require partic-
ular knowledge of the Hamiltonian and is feasible even
when prior insights on the system are limited.
We considered the honeycomb Heisenberg-Kitaev
model as an example and successfully identified its hid-
den O(3) points and their transformations. Moreover,
we clarified that the full magnetization of exotic states in
this model corresponds to a D2 and D2h order (Figure 3).
These results emphasize the significance of explicit order
parameters to many-body spin systems, since the static
structure factor does not encode all information of a mag-
netic phase. They also highlight the interpretability of a
machine-learning method, as the machine results need to
be decoded for physical understanding.
Exotic magnets realize one typical class of hidden sym-
metries. Below, we would like to outline possibilities of
learning other types of hidden symmetries, though each
of those merits systematic research.
In the case where a high-symmetry point is present at
a critical point, rather than inside an ordered phase as is
the case in the present paper, the hidden symmetry can in
principle be global or local. In either case, it may induce
emergent quantities reflecting that symmetry. TK-SVM
is capable of detecting such quantities. Take the Kitaev
limits (K = ±1, J = 0) for example, which appear as
critical points in the classical Heisenberg-Kitaev phase
diagram (Figure 2b). We showed in Ref. [42] that TK-
SVM manifested their local Z2 symmetries by probing
the ground-state constraints of Kitaev spin liquids. We
save the situations such as the global SU(3) symmetry
in the bilinear-biquadratic chain for future work.
Hidden symmetries are also found in symmetry-
protected topological states such as the hidden Z2 ×
Z2 symmetry in the celebrated Haldane phase [55–
58]. The Haldane phase, as well as an array of other
symmetry-protected topological states, can be mapped
onto Landau-type orders by a nonlocal unitary trans-
formation associated with the respective hidden symme-
try [57–64]. However, how to detect such hidden sym-
metries with machine-learning techniques is not obvious
in general owing to their topological nature [65–67]. Al-
though it might be possible to construct an ad hoc ma-
chine for a particular SPT phase, devising an expressive
machine that is applicable to a (reasonably wide) class
of topological phases remains an open question.
OPEN SOURCE AND DATA AVAILABILITY
The TK-SVM library has been made openly available
with documentation and examples [68]. The data used
in this work are available upon request.
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Appendix A: Setting up of TK-SVM
Here we provide more details of TK-SVM and refer the
reader to Refs. [39, 40] for the introduction of the method
and Ref. [41] for a review, including comprehensive dis-
cussions on how to interpret Cµν matrices.
The map φ in the decision function Eq. (2) maps a spin
sample x to a configuration of degree n monomials,
φ : x→ φ(x) = {φµ} = {〈Sα1a1 ...Sαnan 〉cl}, (A1)
where n also corresponds to the rank of a TK-SVM. This
mapping partitions the system into clusters containing r
spins labelled with αn = {1, 2...r}, while µ = {αn, an} =
{α1, a1, ..., αn, an} denotes a collective index. φ is then
averaged over the clusters, indicated by 〈. . . 〉cl, to reduce
the dimension of the data. The optimal choice for the
size and shape of the clusters is in general unknown a
priori, and different phases in a phase diagram may have
distinct translational symmetries. Therefore, in practice,
we adopt clusters comprising a large number of lattice
unit cells in order to accommodate diverse orders. In the
results presented in the current work, clusters with a size
up to 288 spins (12×12 honeycomb unit cells) were used.
The Cµν matrix is defined by a weighted sum over
support vectors,
Cµν =
∑
k
λkφµ
(
x(k)
)
φν
(
x(k)
)
, (A2)
where λk is a Lagrange multiplier solved in the underly-
ing SVM optimization problem, λk 6= 0 corresponds to a
support vector. Non-vanishing entries of Cµν represent
correlations between particular monomial components.
Figure 6 shows the Cµν of the D2 and D2h order for
example. Their interpretation gives rise to the ordering
matrices in Table I.
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FIG. 6. The Cµν matrices learned by a rank-1 TK-SVM for the D2 and D2h orders. Each pixel represents a correlation
between two spin components defined by the weighted sum of the support vectors in Eq. (A2). Here an eight-spin cluster (2×2
honeycomb unit cells), which is the minimal translational unit for the D2 and D2h order, is used for demonstration. From
bottom to top, the vertical axis is labeled in the same convention as in the lattice Figure 1. The same labeling applies to the
horizontal axis from left to right. The interpretation of these patterns lead to the respective ordering matrices in Table I.
FIG. 7. Fiedler vectors obtained with different choices of ρc. Contrasts between Fiedler-vector entries, rather than the values
themselves, reflect the partitioning, namely, the topology of the phase diagram. In all cases, where ρc is large enough to set
a characteristic scale “ 1” for the reduced ρ criterion Eq. (B1), the clustering is evident and robust. The profound jumps
at ϕ = pi
2
, 3pi
4
, 3pi
2
, 7pi
4
correspond to phase boundaries, as they do not belong to any plateaus (stable phases). A case of small
ρc = 0.1 is also included for comparison. ρc = 100 is used in the maintext.
Appendix B: Details of Graph Partitioning
For a binary classification between two sample sets “A”
and “B”, the parameter ρ in decision function Eq. (2)
behaves as
|ρAB|
{
 1 A,B in the same phase,
. 1 A,B in different phases, (B1)
which is referred as the reduced ρ criterion [40, 41].
The weight of an edge in the graph Figure 2a is deter-
mined by ρ in the decision function learned for the two
end points, with a Lorenztian weighting function,
w(ρ) = 1− ρ
2
c
(|ρ| − 1)2 + ρ2c
∈ [0, 1), (B2)
where ρc is a super-parameter introduced to set a charac-
teristic scale for “ 1” in the above reduced ρ criterion.
However, as we will discuss in Figure 7, the choice of ρc
is not crucial.
The graph Figure 2a can be described by a Laplacian
matrix,
Lˆ = Dˆ − Aˆ =

d1 −w12 ... −w1M
−w21 d2 ... −w2M
...
...
−wM1 −wM2 ... dM
 . (B3)
Here, the off-diagonal entries, ωij = ωji = ω(ρij), host all
the edge weights and are collected by the adjacency ma-
trix Aˆ. The diagonal entries, di =
∑
j 6=i ω(ρij), represent
degrees of the vertices and form the degree matrix Dˆ. Lˆ
is symmetric by construction as only the magnitude of ρ
8is used. (The sign of ρ can reveal which data set is more
disordered, but this property is not needed for the graph
partitioning; see Refs. [40] and [41] for details.) Accord-
ing to Fiedler’s theory [43, 44], partitioning of a graph
can be formulated as an eigenproblem of Lˆ, as shown in
Eq. (3). The second smallest eigenvector, known as the
Fiedler vector, reflects the clustering of the graph.
In Figure 7, we compare the resultant Fiedler vectors
using different values of ρc. The M vertices are classi-
fied into distinct subgraph components (indicated by the
plateaus). In the case of ρc = 0.1, which does not suffice
to define a scale “ 1”, the partitioning is less obvious
as all Fiedler-vector entries display very similar values.
However, in all other cases, where ρc crosses several or-
ders, the clustering is clear and robust.
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