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EXPRESSING A TENSOR PERMUTATION
MATRIX p⊗n IN TERMS OF THE GENER-
ALIZED GELL-MANN MATRICES
RAKOTONIRINA Christian




We have shown how to express a tensor permutation matrix p⊗n as a linear
combination of the tensor products of p × p-Gell-Mann matrices. We have
given the expression of a tensor permutation matrix 2 ⊗ 2 ⊗ 2 as a linear
combination of the tensor products of the Pauli matrices.
Introduction
The expression of the tensor commutation matrix 2⊗ 2 as a linear com-









with I2 the 2×2 unit matrix, [1], [2] are frequently found in quantum theory.
We had expressed the tensor commutation matrix p ⊗ p as a linear combi-
nation of the tensor products of the p × p-Gell-Mann matrices [3]. In this
paper, we show how to express a tensor permutation matrix p⊗n as a linear
combination of the p× p-Gell-Mann matrices, with for p = 2 the expression
is in terms of the Pauli matrices.
1 Tensor product of matrices
Definition 1.1. Consider A =
(
Aij
) ∈ Mm×n (C), B = (Bij) ∈ Mp×r (C).
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is called the tensor product of the matrix A by the matrix B.
A⊗B ∈Mmp×nr (C)
A⊗ B = (C i1i2j1j2) = (Ai1j1Bi2j2)
(cf. for example [2] ) where,
i1i2 are row indices
j1j2 are column indices.
Proposition 1.1. (B1 · A1) ⊗ (B2 · A2) = (B1 ⊗B2) ·(A1 ⊗A2) for any ma-
trices B1, A1, B2, A2 if the habitual matricial products B1 · A1 and B2 · A2
are defined.
Proposition 1.2. Tensor product of matrices is associative.
Proposition 1.3. Tensor product of matrices is distributive with respect to
the addition of matrices.
Proposition 1.4. In ⊗ Im = Inm
Theorem 1.5. Consider (Ai)1≤i≤n×m a basis of Mn×m(C), (Bj)1≤j≤p×r a
basis of Mp×r(C). Then, (Ai ⊗ Bj)1≤i≤n×m,1≤j≤p×r is a basis of Mnp×mr(C).
2 Tensor permutation matrices
Definition 2.1. For p, q ∈ N, p ≥ 2, q ≥ 2, we call tensor commutation
matrix p⊗ q the permutation matrix Up⊗q ∈Mpq×pq (C) formed by 0 and 1,
verifying the property
Up⊗q.(a⊗ b) = b⊗ a
for all a ∈Mp×1 (C), b ∈Mq×1 (C).
More generally, for k ∈ N, k > 2 and for σ permutation on {1, 2, . . . , k}, we
call σ-tensor permutation matrix n1 ⊗ n2 ⊗ . . .⊗ nk the permutation matrix
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Un1⊗n2⊗...⊗nk(σ) ∈ Mn1n2...nk×n1n2...nk (C) formed by 0 and 1, verifying the
property
Un1⊗n2⊗...⊗nk(σ) · (a1 ⊗ a2 ⊗ . . .⊗ ak) = aσ(1) ⊗ aσ(2) ⊗ . . .⊗ aσ(k)
for all ai ∈Mni×1 (C), (i ∈ {1, 2, . . . , k}).
Definition 2.2. For k ∈ N, k > 2 and for σ permutation on {1, 2, . . . , k}, we
call σ-tensor transposition matrix n1 ⊗ n2⊗ . . .⊗ nk a σ-tensor permutation
matrix n1 ⊗ n2 ⊗ . . .⊗ nk with σ is a transposition.
Consider the σ-tensor transposition matrix n1⊗n2⊗. . .⊗nk, Un1⊗n2⊗...⊗nk(σ)
with σ the transposition (i j).
Un1⊗n2⊗...⊗nk(σ) · (a1 ⊗ . . .⊗ ai ⊗ ai+1 ⊗ . . .⊗ aj ⊗ aj+1 ⊗ . . .⊗ ak)
= a1 ⊗ . . .⊗ ai−1 ⊗ aj ⊗ ai+1 ⊗ . . .⊗ aj−1 ⊗ ai ⊗ aj+1 ⊗ . . .⊗ ak





1≤lj≤ninj are respectively bases ofMnj×ni (C) andMni×nj (C),
then the tensor commutation matrix Uni⊗nj can be decomposed as a linear




1≤li≤njni,1≤lj≤ninj of Mninj×ninj (C). We
want to prove that Un1⊗n2⊗...⊗nk(σ) is a linear combination of
(
In1n2...ni−1 ⊗Bli ⊗ Ini+1ni+2...nj−1 ⊗ Blj ⊗ Inj+1nj+2...nk
)
1≤li≤njni,1≤lj≤ninj .
For doing so, it suffices us to prove the following theorem.










{1, 2, 3}, (Bi1)1≤i1≤N3N1, (Bi3)1≤i3≤N1N3 bases respectively ofMN3×N1 (C) and











αi1i3Bi1 ⊗ IN2 ⊗ Bi3.


















At first let us develop the relation
UN1⊗N3 · (b1 ⊗ b3) = b3 ⊗ b1






























k is the l-th row and k-th column of the matrix Bi1 .



































































































The matrices (Bi3 · b3) are elements of MN1×1 (C). Hence, employing (2.1)













αi1i3Bi1 ⊗ IN2 ⊗ Bi3.
3 Decomposition of a tensor permutation ma-
trix
Notation 3.1. Let σ ∈ Sn, that is σ a permutation on {1, 2, . . ., n}, p ∈ N,




We use the following lemma for demonstrating the theorem below [5].
Lemma 3.2. Every permutation σ ∈ Sn can be written as a product of
transpositions. (The factorization into a product of transpositions may not
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be unique)
Cσ = (i1 i2 i3 . . . in−1 in) = (i1 i2) (i2 i3) . . . (in−1 in)
Lemma 3.3. Let σ ∈ Sn, whose cycle is
Cσ = (i1 i2 i3 . . . in−1 in)
then,
Cσ = (i1 i2 i3 . . . in−1) (in−1 in)
Theorem 3.4. For n ∈ N∗, n > 1, σ ∈ Sn whose cycle is
Cσ = (i1 i2 i3 . . . ik−1 ik)
with k ∈ N∗, k > 2. Then
Up⊗n (σ) = Up⊗n ((i1 i2 . . . ik−1)) · Up⊗n ((ik−1 ik))
or
Up⊗n (σ) = Up⊗n ((i1 i2)) · Up⊗n ((i2 i3)) · . . . · Up⊗n ((ik−1 ik))
with p ∈ N∗, p > 2.
So, a tensor permutation matrix can be expressed as a product of tensor
transposition matrices.
Corollary 3.5. For n ∈ N∗, n > 2, σ ∈ Sn whose cycle is




Up⊗(n−1) ((i1 i2 . . . in−2 in−1))⊗ Ip
] · Up⊗n ((in−1 n))
4 n× n-Gell-Mann matrices
The n×n-Gell-Mann matrices are hermitian, traceless matrices Λ1,Λ2,. . .,Λn2−1
satisfying the commutation relations [6], [7]
[Λa,Λb] = 2ifabcΛc (4.1)
6
where fabc are the structure constants which are reals and totally antisym-
metric, and
Tr (Λa,Λb) = 2δab
where δab the Kronecker symbol.
For n = 2, the 2× 2-Gell-Mann matrices are the usual Pauli matrices, while
for n = 3, they correspond to the eight 3 × 3-Gell-Mann matrices which
are constructed by the following way : the three first are the 3 × 3 matrices
obtained in adding to the three Pauli matrices third row and third column
formed by 0, namely
λ1 =

 0 1 01 0 0
0 0 0

 , λ2 =

 0 −i 0i 0 0
0 0 0

 , λ3 =





The next 3×3 matrices are obtained in adding to the two non-diagonal Pauli
matrices second column and second row formed by 0, namely
λ4 =










The next 3×3 matrices are obtained in adding to the two non-diagonal Pauli
matrices first column and first row formed by 0, namely
λ6 =



























We can construct with the analogous way from the (n−1)×(n−1)-Gell-Mann
matrices the n × n-Gell-Mann matrices. In doing so, the first (n − 1)2 − 1
n× n-Gell-Mann matrices are obtained in adding to each (n− 1)× (n− 1)-
Gell-Mann matrices n-th column and n-th row formed by 0. The (2n − 2)
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n×n-Gell-Mann matrices are the following non-diagonal symmetric matrices
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0 0 1
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


































where In denotes the n-dimensional unit matrix and the constants dabc are
reals and totally symmetric in the three indices, and by using the relations

























Now, we have some theorems and relations on the generalized Gell-Mann
matrices which we need for expressing a tensor permutation matrix in terms





1) σ = (1 2 3)
By employing the Lemma 3.3
σ = (1 2)(2 3)
and by using the Theorem 3.4












Un⊗3 ((1 2)) =
1
n




Λa ⊗ Λa ⊗ In
and
Un⊗3 ((2 3)) =
1
n




In ⊗ Λa ⊗ Λa
So, by using (5.1) we have
Un⊗3 ((1 2 3)) =
1
n2
















Λa ⊗ ΛaΛb ⊗ Λb
Hence, employing the relation (4.3)
Un⊗3 ((1 2 3)) =
1
n2































dabcΛa ⊗ Λb ⊗ Λc (5.2)
2) σ = (1 3 2)
By employing the Lemma 3.3,
σ = (1 3)(3 2)
and by using the Theorem 2.1, we have
Un⊗3 ((1 3)) =
1
n




Λa ⊗ In ⊗ Λa
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and by using the same method
Un⊗3 ((1 3 2)) =
1
n2
































dabcΛa ⊗ Λb ⊗ Λc
The difference between Un⊗3 ((1 2 3)) and Un⊗3 ((1 3 2)) is the minus sign
before the fifth term.
5.2 U
n
⊗4(σ), σ = (1 2 3 4)
By employing the Lemma 3.3,
σ = (1 2 3)(3 4)
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dabcΛa ⊗ Λb ⊗ ΛcΛe ⊗ Λe
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(−ifabcdceg + idabcfceg + daecdbgc − dagcdcbe + dabcdceg)
Λa ⊗ Λb ⊗ Λg ⊗ Λe
5.3 U2⊗3(σ), σ ∈ S3


















Using the relation [8]




where εijk is totally antisymmetric in the three indices, which is equal 1 if
(i j k) = (1 2 3), we have
U2⊗3(1 2 3) =
1
4






















εijkσi ⊗ σj ⊗ σk
and
U2⊗3(1 3 2) =
1
4






















εijkσi ⊗ σj ⊗ σk
Conclusion
Based on the fact that a tensor permutation matrix is a product of tensor
transposition matrices and on the Theorem 2.1, with the help of the expres-
sion of a tensor commutation matrix in terms of the generalized Gell-Mann
matrices, we can express a tensor permutation matrix as linear combination
of the tensor products of the generalized Gell-Mann matrices.
We have no intention for searching a general formula. However, we have
shown that any tensor permutation matrix can be expressed in terms of the
generalized Gell-Mann matrices and then the expression can be simplified by
using the relations between these Matrices.
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