Abstract. We characterize all the real numbers a, b, c and 1 ≤ p, q, r < ∞ such that the weighted Sobolev space W 
(R N \{0}) cannot be proved by a denseness argument. Without assuming a, b, c > −N, the inequalities are essentially new even when u ∈ C ∞ 0 (R N \{0}), although a few special cases are known, most notably the Hardy-type inequalities when p = q.
In a different direction, the embedding theorem easily yields a generalization when the weights |x| a , |x| b and |x| c are replaced by more general weights wa, w b and wc, respectively, having multiple power-like singularities at finite distance and at infinity.
Introduction
If d ∈ R and 1 ≤ s < ∞, let || · || d,s denote the norm of the space L s (R N ; |x| d dx), where the |x| d dx -measure of {0} is defined to be 0 (which must be specified if 
equipped with the norm (1.2) || u|| a,q + || ∇u|| b,p .
Since W
1,(q,p)
{a,b} (R N * ) may contain functions which are not locally integrable near 0 and hence not distributions on R N , it is generally larger than the space W 1,(q,p) {a,b} (R N ) (self-explanatory notation) which, incidentally, is not always complete.
In this paper, we characterize all the real numbers a, b, c and 1 ≤ p, q, r < ∞ such that W {a,b} (R N ) ֒→ L r (R N ; |x| c dx), but their necessity is not investigated. In spite of the large literature devoted to embeddings of weighted Sobolev spaces, there seems to be little that addresses and resolves the exact same question in special cases. While most results allow for weights satisfying general properties, they also incorporate a number of restrictive hypotheses which are rarely necessary. Only a few are applicable to the whole -or punctured-space and even fewer accommodate weights which, like all nontrivial power weights, exhibit singularities at 0 and infinity simultaneously. This is especially true when more than one weight (here, a = b) or more than one order of integration (i.e., p = q) is involved in the source space. In addition, the weighted spaces are often defined to be the unknown closure of some subspace of smooth (enough) functions, as indeed the denseness issue is a notorious difficulty ( [30] ). In particular, this is the definition chosen in [17] (see also the more recent and expanded book [18] ), except in the unweighted case.
Before continuing this discussion, we shall state the embedding theorem. In addition to the standard notation Since r is finite, r = p * is impossible when p ≥ N. The set of admissible values of c is an interval (possibly ∅, see Remark 1.1), of which c 0 , c 1 and −N may or may not be endpoints, but never interior points. When c 0 or c 1 are endpoints, their admissibility is decided by parts (iii) to (vi) . Endpoints other than c 0 , c 1 or −N are always admissible, but −N is never admissible when a = −N. If a = −N, then −N is admissible only in the trivial case (iii) and the exceptional case (vi).
Apparently, aside from the trivial part (iii), only parts (v) and (vi) of Theorem 1.1 when q = p (hence a = b − p) are known with nontrivial weights. See Opic and Kufner [22, p. 291] , where the result is credited to Opic and Gurka [21] . Curiously, if b − p = −N and a q := q(b−p+N ) p − N, part (v) shows that the space W
{aq,b} (R N * ) is independent of q ∈ [p, p * ], q < ∞, with equivalent norms as q is varied. When N = 1, part (iv) can -and will-be deduced from an inequality of Bradley [5] . Related, but different, work is discussed further below.
In the unweighted case a = b = c = 0 and if p = q and N ≥ 2 (a minor point), Theorem 1.1 gives again W 1,p (R N * ) = W 1,p (R N ) ֒→ L r (R N ) if and only if (r < ∞ and) p ≤ r ≤ p * (Subsection 11.1). If p = q (and still a = b = c = 0), Theorem 1.1 is akin to embedding theorems in [2] , [3] . .7) is one of the well-known CaffarelliKohn-Nirenberg (CKN for short) inequalities in [6] . Therefore, parts (i) and (ii) of Theorem 1.1 give necessary and sufficient conditions for the validity of the CKN inequality (1.7) when {a,b} (R N * ) when a, b > −N, so that even in this case, (1.7) is a genuine generalization. As already pointed out, it does not follow by a denseness argument without many extra conditions (R N * replaced by R N , p = q, a = b and |x| a an A p weight, i.e. −N < a < (p − 1)N ; see [11, Theorem 1.27] or [20] ). The denseness of C [17, p.127] and [18] ) gives interesting necessary and sufficient conditions for the inequality
Φ(x, y) = |x| b p |y|, the setting of Theorem 1.1 is recovered. Maz'ya's conditions for (1.8) are expressed in terms of the (p, Φ)-capacity of "admissible" sets and their µ and ν measures. As early as 1960, he noted in [15] that such conditions could be used to prove the equivalence between various inequalities (e.g., Sobolev and Nash). This kind of equivalence has since been revisited by a number of authors. For example, when a = c, it follows from Bakry et al. [1] that if the inequality ||u|| a,r ≤ C||∇u|| θ b,p ||u|| 1−θ a,q holds when q = q 0 , r = r 0 , θ = θ 0 and (say) u is a Lipschitz continuous function with compact support, then the same inequality continues to hold for a family of other values of q, r and θ. Once again, denseness issues are an obstacle to extending this property to the spaces W 1,(q,p) {a,b} (R N * ) unless a = b = c = 0 (unweighted case). The connection of this work with the CKN inequalities can be found in some of the preliminary results in [6] which, possibly in generalized form, are also useful for the proof of Theorem 1.1. However, without the compactness of the supports and other key assumptions, a mere tweaking of the arguments of [6] is not possible.
In the next section, we show that (1.7) is equivalent to an embedding inequality and that the hypotheses of Theorem 1.1 are necessary. The necessity of r ≤ max{p * , q} and of θ c
q in parts (i) and (ii) of Theorem 1.1 follows very simply from (1.7) and a remark in [6] used here in a more general framework (Theorem 2.3 (i)). A variant of it proves the necessity of r ≤ max{p * , q} in the remaining cases (Theorem 2.3 (ii)).
The verification of the sufficiency is demanding. The general idea is first to prove Theorem 1.1 for radially symmetric functions. Once this is done, there are two different ways to proceed. The first one is to reduce the problem to the symmetric case by a suitable radial symmetrization. This works when 1 ≤ r ≤ min{p, q}. The second option is to prove an independent embedding theorem for a direct complement of the subspace of radially symmetric functions. This can be done, based on ideas in [6] , under assumptions about p, q and r that rule out r < min{p, q}. This is why it is crucial that this case can be settled by other arguments.
The proof of the embedding theorem for radially symmetric functions and, next, by radial symmetrization, requires some preliminaries. It is more natural to work with the larger spaces (the domain R N * is not mentioned for simplicity)
equipped with the norm
where
|x| is the radial derivative of u. Since |x| −1 x is a smooth field on R N * , this definition makes sense for every distribution u on R N * . When 0 < q < 1, the definitions (1.1) and (1.9) can still be used, but (1.2) and (1.10) are only quasi-norms. The equivalence between continuity and boundedness for linear operators remains true in quasi-normed spaces. For more details about such spaces, see [4] or [24] .
The spaces W {a,b} contain the same radially symmetric functions and the induced (quasi) norms are the same, because ∇u = (∂ ρ u)
x |x| when u is radially symmetric. Thus, when referring to radially symmetric functions, the ambient space W
{a,b} is unimportant. In the next section, the basic features of a related space W Necessary and sufficient conditions for the continuity of the embedding of the subspace of radially symmetric functions when q, r > 0 and p ≥ 1 are given in Theorem 4.7. Of course, this is a (barely) disguised form of Theorem 1.1 when N = 1. Compared with the treatment of the same problem in [6] , convenient tools (e.g., radial integration by parts) cannot be used and some estimates (e.g., of |u(0)|) make no longer sense. For that reason, our approach is technically completely different.
The proof of Theorem 1.1 for arbitrary N begins in Section 5, where the case 1 ≤ r ≤ min{p, q} is considered. As mentioned before, this is done by radial symmetrization, though not in the obvious way (Lemma 5.1). The result (Theorem 5.2) is more general and sharper than the corresponding part of Theorem 1.1 since it establishes the continuous embedding of the larger space W {a,b} (R N * ). Thus, the embedding is obtained without assuming the integrability of the first derivatives, except for just the radial one.
The case when r > min{p, q} is split into the three parts: p < r ≤ q (Theorem 7.1), r > q and r ≥ p (Theorem 8.3) and q < r < p (Theorem 9.1). If p = q, Sections 7 and 9 can be skipped with no prejudice. A preliminary embedding lemma for functions with null radial symmetrization, essentially due to Caffarelli, Kohn and Nirenberg, is proved in Section 6 (Lemma 6.1), then rephrased in a more convenient way (Corollary 6.2). The technical steps are simple, but cannot be repeated with the larger space W 1,(q,p) {a,b} . The proofs of Theorem 7.1 (when p < r ≤ q) and Theorem 9.1 (when 1 ≤ q < p < r) also heavily rely on Theorem 5.2 (when 1 ≤ r ≤ min{p, q}, but with other parameters). Of course, θ is no longer θ c in (1.4), which is not defined, and it may not always be unique (Remark 10.1) When θ = 1, this is an N -dimensional weighted Hardy inequality more general than those in the current literature ( [9] , [22] ). The case
was recently investigated by Catrina and Costa [7] .
In Section 11, three special cases are discussed and the (simple) generalization when |x| a , |x| b and |x| c are replaced by weights w a , w b and w c having multiple power-like singularities is briefly sketched.
1.1. Notation. Throughout the paper, C > 0 denotes a constant which, as is customary, may have different values in different places. If k ≥ 1 is a real number, k ′ ≤ ∞ will always denote the Hölder conjugate of k. Also, ζ ∈ C ∞ 0 (R N ) is chosen once and for all such that 0 ≤ ζ ≤ 1 is radially symmetric, ζ(x) = 1 if |x| ≤ 1 2 and ζ(x) = 0 if |x| ≥ 1. Naturally, we shall also use the notation introduced more formally earlier on. Up to and including Section 4, we shall frequently refer to the Kelvin transform, defined in the following remark.
for all values of the parameters. As a result, in many proofs that split into two complementary cases, it will be enough to discuss only one of them, because the other follows from this isometry.
Necessary conditions for continuous embedding
In this section, we prove that the conditions given in Theorem 1.1 are necessary. Theorem 2.1. Let a, b, c ∈ R and 1 ≤ p < ∞, 0 < q, r < ∞ be given. Then,
(i) c does not belong to the closed interval with endpoints c 0 and c 1 .
(ii) b − p ≤ −N < a or b − p ≥ −N > a and c does not belong to the interval with endpoints c 0 (included) and −N (not included).
, c = c 0 and r = q (if r = q, then c 0 = a and the embedding is trivial). (vi) a = −N, b = p − N, r < q and c = c 
> −N and ∇ζ has compact support and vanishes on a neighborhood of 0.
If c > max{c
) and argue as above, with obvious modifications.
(ii) By Kelvin transform (Remark 1.2), it suffices to consider b − p ≤ −N < a. Note that c 1 ≤ −N < c 0 and let c / ∈ −N, c 0 .
{a,b} (R N * ) because a > −N and ∇ζ has compact support and vanishes on a neighborhood of 0.
(
{a,b} (R N * ). By rescaling and since , this yields ||u|| c 0 ,r ≤ C||u|| a,q .
In particular, if u(x) := |x|
or g is the a.e. limit of a nondecreasing sequence of such functions. Thus, a counterexample is obtained by choosing g := χ (n,n+1) if r > q and g := t (iv) The scaling used in (iii) now shows that if By Kelvin transform, we may assume a < −N with no loss of generality. It suffices to prove that, given C > 0,
It is well-known that if 1 ≤ r < p and C > 0, the weighted Hardy inequality
p does not hold for every measurable g ≥ 0 on (0, ∞), because power weights never satisfy the necessary compatibility condition when r < p ([17, Theorem 1, p. 47]). This is also true, but more delicate, when 0 < r < 1 ( [26] , [27] ). Thus, if 0 < r < p, there is a sequence g n ≥ 0 such that
If b − p ≥ −N, the left-hand side is even ∞ when g n = 0, so it may be assumed that b − p < −N whenever convenient (which happens to be the case when p = 1 . By the usual Kelvin transform argument -which does not affect a = −N -we may assume b − p < −N. It suffices to show that (2.1) cannot hold for every f ∈ W 1,p loc (0, ∞) with f ≥ 0, f = 0 on a neighborhood of 0 and f (t) = M t −ε for some constants M, ε > 0 and large t (if so, u(
. With f n and g n = f ′ n as in Case (iv-1) above, set h n (t) := f n (t) if 0 < t < 1 and h n (t) := t −εn f n (t) if t ≥ 1, where ε n > 0 will be chosen shortly. Note that h n = 0 on a neighborhood of 0 and h n (t) = M n t −εn for t > 0 large enough since f n (t) = M n is constant for large t. Since f n provides a counterexample to (2.1) and h n = f n on (0, 1), h n will also be a counterexample if, when n is fixed, ε n > 0 can be chosen so that
r dt is arbitrarily close to
By the monotone convergence of
r dt as ε ց 0, the former property holds. For the latter, it suffices to use (1) lim ε→0
, also proved by a monotone convergence argument, and
, which follows from the boundedness of f n and from b − p < −N.
(v) The main difference with the proof of parts (iii) and (iv) is that the scaling argument used there is inoperative because all the powers of λ cancel out. Let η denote the common value
. By the change of variable s := ln t, we obtain the unweighted inequality ||g|| r ≤ C(||g ′ || p +||g|| q +||g|| p ) for every g ∈ C ∞ 0 (R). With g = 0 chosen once and for all and g(t) replaced by g (λt) , λ > 0, it follows that
with I 1 , ..., I 4 > 0 independent of λ. Since r < min{p, q}, the right-hand side tends to 0 with λ, which is absurd.
(vi) Argue as in (v) above, just noticing that now η = 0 in (2.2), which produces the simpler ||g|| r ≤ C(||g
for λ > 0 by rescaling, which is absurd if r < q.
As a corollary, we obtain that the embedding is often characterized by a multiplicative rather than additive norm inequality (see also Section 10).
Corollary 2.2. Let a, b, c ∈ R and 1 ≤ p < ∞, 0 < q, r < ∞ be such that
only if c is in the closed interval with endpoints c 0 and c 1 and there is C > 0 such that
where θ c is given by (1.4). The same property is true upon replacing W {a,b} . In this inequality, replace u(x) by u(λx) with λ > 0 to get
, then θ c = 0 (θ c = 1), so that ||u|| c,r ≤ C||u|| a,q (||u|| c,r ≤ C||∂ ρ u|| b,p ), i.e., (2.4) holds, by letting λ tend to 0 or to ∞. Otherwise, (2.4) follows by minimizing the right-hand side of (2.5) for λ > 0. This changes C, which however remains independent of u even though the minimizer is of course u-dependent. (If θ c = 0, (2.5) shows that u = 0 if ∂ ρ u = 0, so that it is not restrictive to assume ||u|| a,q > 0 and ||∂ ρ u|| b,p > 0 in the minimization step.)
The next theorem gives a different necessary condition for the continuity of the embedding W 1,(q,p)
Theorem 2.3. Let a, b, c ∈ R and 1 ≤ p < ∞, 0 < q, r < ∞ be given.
In particular, r ≤ max{p * , q}.
(ii) If
The next argument is taken from [6] , with a minor adjustment to fit the setting of this paper. Let ϕ ∈ C ∞ 0 (R N ), ϕ = 0, be chosen once and for all. If x 0 ∈ R N and R := |x 0 | is large
{a,b} (R N * ) irrespective of a, b, p and q. By using (2.3) with u = ϕ(· + x 0 ) and by letting R → ∞, we get (because Supp ϕ is compact) R 
The above proof may give the wrong impression that (2.6) arises only as a result of integrability at infinity. That this is not the case can be seen by noticing that the choice ϕ(x|x| −2 + x 0 ) instead of ϕ(x + x 0 ) also yields (2.6), while the support of ϕ(x|x| −2 + x 0 ) shrinks towards 0 as |x 0 | → ∞. The verification that Theorem 2.1 and Theorem 2.3 together imply that the hypotheses made in Theorem 1.1 are necessary is routine and left to the reader. 
By Fubini's theorem in spherical coordinates, f u (t) is defined for a.e. t > 0 and
|x| , more is true:
If Ω is an open subset of R N and u ∈ W 1,1 (Ω), it is well-known that |u| ∈ W 1,1 (Ω) with ∇|u| = (sgn u)∇u (see for instance [31, p. 48] or [14, Theorem 2.2] for more general statements), where sgn u is defined to be 0 at points where u = 0. This is proved by showing that if u ∈ L 1 (Ω) and
and ∂ i |u| = (sgn u)∂ i u, because the assumptions suffice to ensure the local absolute continuity of u on almost every line segment in Ω parallel to the x i -axis. Since a radial derivative is just a directional derivative after passing to spherical coordinates, the same arguments show that if u ∈ W Another well-known result, usually proved by localization and mollification, is that if u ∈ W 1,p (Ω) and u ≥ 0, then u p ∈ W 1,1 (Ω) and ∂ i (u p ) = pu p−1 ∂ i u. Not surprisingly, the proof actually requires only u and ∂ i u to be in L p (Ω), so that completely similar arguments show that if u ∈ W 1,p loc and u ≥ 0, then u p ∈ W
1,1 loc
and ∂ ρ u p = pu p−1 ∂ ρ u. By combining the above, we find:
loc , the following two subsets are well defined:
The sets W 
loc is radially symmetric and |x| a |u| q ∈ L 1 (R N ) for some a ∈ R and
and the definitions (3.3) and (3.4).
(ii) That
The case when a ≤ −N follows by Kelvin transform and. the "in particular" part is obvious.
(iv) If u is radially symmetric, then f |u| q = (f |u| ) q for every q > 0, so that the contradiction argument in the proof of (iii) works when q > 0, not just q ≥ 1. The "in particular" part is clear if we show that u ∈ W 1,1 loc . To see this, note that
. This justifies referring to the function u S in part (ii) of Lemma 3.3 as the "radial symmetrization" of u.
{a,b} and || |u| || a,q = ||u|| a,q , ||∂ ρ |u| || b,p = || ∂ ρ u || b,p . If also u is radially symmetric, this remains true when 0 < q < 1.
loc (see Lemma 3.3 (iv) if u is radially symmetric and 0 < q < 1) so that ∂ ρ |u| = (sgn u)∂ ρ u by Lemma 3.2.
(ii) Since u S (x) = f u (|x|) and f u in (3.1) is continuous, u S is continuous and so
We complete this section with an inequality (Theorem 3.6) which is the basic tool for the proof of Lemmas 4.3 and 4.4 in the next section.
Thus, (3.5) follows from f ≥ 0 and from lim T →∞ f (T ) = 0.
(ii) Given t > 0, let 0 < ε < t and write
Thus, (3.6) follows from f ≥ 0 and from lim ε→0 f (ε) = 0.
In Theorem 3.6 below, the norm notation is only used for convenience since all the norms may actually be infinite. In practice, this simply means that in the inequalities, the finiteness of the right-hand side implies the finiteness of the lefthand side, which therefore need not be assumed separately. An alternate proof can be based on the case "q = ∞" of [17, Theorem 2, p.40] and Kelvin transform, but the direct argument used below is more explicit and not longer. Proof. Suppose first p = 1 and γ ≥ 1 − N and let u ∈ W 1,1 loc,− . By part (i) of Lemma 3.3 and Lemma 3.2, we may and shall assume u ≥ 0 with no loss of generality since || |x| γ ∂ ρ u|| 1 and || |x| N −1+γ u|| ∞ are unchanged when u is replaced by |u|.
loc,+ , use (3.6) instead of (3.5). Now, let 1 < p < ∞. Once again we assume u ≥ 0 with no loss of generality, so that u(x) = f u (|x|) with f u ∈ W 1,1 loc (0, ∞) and f u ≥ 0. It suffices to prove
for every t > 0. We merely show how the proof when p = 1 above can be modified to yield this inequality.
loc,− . The inequality (3.5) with γ = 1 − N -which is allowed in Lemma 3.
loc,+ , follow the same procedure, but starting with the inequality (3.6).
Embedding theorem for radially symmetric functions
In this section, we give necessary and sufficient conditions for the continuity of the embedding of the subspace of W 1,(q,p) {a,b} of radially symmetric functions into L r (R N ; |x| c dx). In principle, this can of course be done by reduction to the halfline, which is reflected in the proofs, but we have found no expository or technical advantage in doing so explicitly. Our first task will be to make sure that the cut-off operation is continuous. As a preamble, we need:
∈ Ω and let a, b ∈ R and 1 ≤ p < ∞, 0 < q < ∞ be given. There is a constant C > 0 such that ||u|| p,Ω ≤ C||u|| {a,b},(q,p) for every radially symmetric u ∈ W 
loc (R N * ) (this was already used in the proof of Lemma 3.3 (iv)) and hence that u ∈ W 1,p (Ω). Thus, it suffices to prove that ||v|| p,Ω ≤ C(||v|| q,Ω + ||∇v|| p,Ω ) for every v ∈ W 1,p (Ω). This is common knowledge when q ≥ 1, but since only q > 0 is assumed, we give a proof for completeness. By contradiction, assume that there is a sequence
on Ω. Thus, v n k → 0 a.e. on Ω, so that v = 0, which contradicts ||v|| p = 1.
With the help of Lemma 4.1, we can now prove that truncation has the expected properties in the subspace of W 1,(q,p) {a,b} of radially symmetric functions.
Lemma 4.2. Let a, b ∈ R and 1 ≤ p < ∞, 0 < q < ∞ be given and let ϕ ∈ C ∞ (R N ) be radially symmetric, constant on a neighborhood of 0 and constant outside a ball. Then, the multiplication by ϕ is continuous on the subspace of radially symmetric functions of W 1,(q,p) {a,b} . (ii) (i) The assumption 0 < r ≤ q is retained. 
The next task is to majorize |x|
. This can be done by using Theorem 3.6, as we now explain. Suppose in addition that k and ξ are chosen so that
if k and ξ ∈ R can be found such that k ′ ξ > N, kr − q > 0 (hence k > 1 since r ≤ q) and c < arp
Thus, this inequality for some s > 0 ensures that (4.1) holds with k := as before, k > 1 amounts to s > r − q, so that (4.1) holds for some ξ if and only if c < max c * , c 1 (the supremum of the right-hand-side of (4. (ii) Observe that c 1 < c * < c 0 because q < r and c 1 < c 0 (recall b−p < −N < a), while 1 − q r < θ −N ensures that −N < c * . Let then c ∈ (−N, c * ) be given. By using once again the fact that (1 − ζ)u ∈ W 1,1 We shall now prove optimal variants of Lemmas 4.3 and 4.4. To do this, we need a complement of part (i) of Lemma 3.4 in the radially symmetric case.
Furthermore, |u| ξ (is radially symmetric and)
a,q ||∂ ρ u|| b,p . Proof. If ξ = 1, then q ξ = q, p ξ = p and b ξ = b, the case covered by Lemma 3.4, which also shows that it is not restrictive to assume u ≥ 0. From now on, ξ > 1.
and that the second inequality holds in (4.4).
By part (iv) of Lemma 3. 
and ξ > 1, and |x|
with p ξ and b ξ given by (4.3) and
From the above, this implies
implies that |u| ξ is locally absolutely continuous on almost every ray through the origin (see Section 3) with ∂ ρ (|u|
. This will be used elsewhere. this corresponds to c * with the parameters b ξ , p ξ , q ξ , s) and
− N (not included; this corresponds to c 1 with the parameters b ξ , p ξ , q ξ , s). Since r > q, and q ξ = q ξ , the condition 0 < q ξ < s holds when s = r ξ . If so, the embedding inequality || |u| ξ || c,
so that ||u|| c,r ≤ C for any ξ such that c ∈ J ξ ). Since the distinct endpoints of J ξ depend continuously upon ξ, the lower (upper) endpoint e − (ξ) (e + (ξ)) is either e 1 (ξ) for every ξ or e 2 (ξ) for every ξ. Hence, e ± are continuous and never equal functions of ξ. With that remark, it is an easy exercise to show that J contains the open interval with endpoints inf e − and sup e + .
If
, then e 1 > e 2 and both e 1 and e 2 are increasing functions of ξ, so that J contains (e 2 (1), e 1 (ξ)). In addition, since it contains e 1 (ξ) ∈ Jξ, it contains -and, in fact, coincides with-(e 2 (1), e 1 (ξ)]. If
, then e 2 > e 1 and both e 1 and e 2 are decreasing functions of ξ, so that J contains the open interval (e 1 (ξ), e 2 (1)). Once again, it also contains e 1 (ξ). Therefore, in all cases, J is the semi-open interval with endpoints e 1 (ξ) = θc 1 +(1−θ)c 0 (included) and e 2 (1) = c 1 (not included). For every c in that interval, ) and on the same side of −N when ξ > ξ 0 . By arguing as in the proof of (i) above, J is found to be the semi-open interval with endpoints e 1 (ξ) =c =θc 1 + (1 −θ)c 0 (included) and e 2 (ξ 0 ) = −N (not included), exactly as in (ii-1). Therefore, the final argument is also the same.
Case Proof. The theorem is (as it should be) equivalent to Theorem 1.1 when N = 1 (in particular, p * = ∞ regardless of p and On the other hand, , for g ∈ W 1,(q,p) (R * ) by the usual rescaling argument. In particular, (4.10) holds with g ∈ W 1,(q,p) (R) (if g ∈ C ∞ 0 (R) and q ≥ 1, this also follows from [6] ).
On the other hand, with g(s) := f u (e s ), it is readily checked that g ∈ W 1,(q,p) (R) with ||g|| 
loc (so that f u r ∈ W 1,1 loc (0, ∞)) and ∂ ρ (u r ) = ru r−1 ∂ ρ u. Upon replacing u by u r in (3.2) and by
Hölder's inequality, it follows that |f
From the above, h ∈ W 1,1 
{a,b} and ||v|| {a,b},(q,p) ≤ ||u|| {a,b},(q,p) . Thus, since v is radially symmetric, it follows from parts (i) and (ii) of Theorem 4.7 (where θ c ≥θ holds sinceθ ≤ 0) that ||v|| c,r ≤ C||u|| {a,b},(q,p) , where C > 0 is independent of u. The conclusion follows from the remark that ||v|| c,r = ||u|| c,r .
(iii) is trivial. 
The Caffarelli-Kohn-Nirenberg Lemma and application
The reduction to the radially symmetric case in the previous section cannot be used when r > min{p, q}. Consistent with the strategy outlined in the Introduction, this section is devoted to the formulation and proof of an embedding property for a direct complement of the subspace of radially symmetric functions.
It will be necessary to confine attention to the space W
1,(q,p)
{a,b} (R N * ) (as opposed to W 1,(q,p) {a,b} ), because integrability conditions about all the first order partial derivatives are implicitly required. While phrased differently and under less general conditions, Lemma 6.1 below is already contained in [6] . 
and there is a constant C > 0 such that
Proof. Of course, it suffices to prove (6.2). For τ > 0, let Ω τ denote the annulus {x ∈ R N : τ < |x| < 2τ }. Under the conditions (i) and (ii) of the lemma
5
, it is shown in [6, pp. 262-263 ] that the unweighted inequality 
} is routine (see [3] , [23] for more general results) and it is trivial that denseness remains true if, in both spaces, attention is confined to functions with mean 0 on Ω 1 . Thus, (6.3) continues to hold for u ∈ W 1,(q,p) (Ω 1 ) such that Ω1 u = 0 and hence for u ∈ W
1,(q,p)
{a,b} (R N * ) such that Ω1 u = 0 since, irrespective of a and b, the restrictions to Ω 1 of functions in
If x ∈ Ω 1 , then |x| a , |x| b are bounded below and |x| c is bounded above. Thus,
{a,b} (R N * ) such that Ω1 u = 0. By rescaling and using (ii), this implies, with the same C independent of τ ,
{a,b} (R N * ) such that Ωτ u = 0. In particular, (6.4) holds for every τ > 0 and every u ∈ W 0 defined in (6.1).
It is also observed in [6, p. 268 ] that if k ∈ Z and A k , B k ≥ 0 and if α, β ≥ 0 satisfy α + β ≥ 1, then
where the first (second) factor on the right is 1 when α = 0 (β = 0). Thus, when condition (iii) holds, (6.2) follows from (6.5) and (6.4) with τ = 2
There is a clearer and more convenient formulation of Lemma 6.1:
Corollary 6.2. Let a, b, c ∈ R and 1 ≤ p, q, r < ∞ be given. (ii) If
Furthermore, there is a constant C > 0 such that, for every u ∈ W 0 , 
(ii) Suppose If now p = q and min{p, q} ≤ r ≤ max{p, q}, let θ be defined by where W rad is the subspace of radially symmetric functions in W
{a,b} (R N * ) = W rad ⊕ W 0 together with the following obvious lemma: Lemma 6.3. Let X and Y be normed spaces and let X 1 and X 2 be two subspaces of X such that X = X 1 ⊕ X 2 (topological direct sum). Then, X ֒→ Y if and only if X i ֒→ Y, i = 1, 2.
The relation W 1,(q,p) {a,b} (R N * ) = W rad ⊕ W 0 reflects the equality u = u S + (u − u S ) with u S the radial symmetrization of u, that is, u S (x) = f u (|x|) with f u given by (3.1). Then, u S ∈ W rad and ||u S || {a,b},(q,p) ≤ ||u|| {a,b},(q,p) ≤ ||u|| a,q + ||∇u|| b,p by part (ii) of Lemma 3.4, which proves the continuity of u → u S (W 1,(q,p) {a,b} (R N * ) and
{a,b} contain the same radially symmetric functions and the induced norms are the same). That u − u S ∈ W 0 and W rad ∩ W 0 = {0} is trivial.
The principle outlined above is simple, but it cannot always be implemented in a straightforward way, primarily because the condition (i-2) in Corollary 6.2 is far from being necessary. The case when r < min{p, q} (Section 5) is one, but not the only, example. In practice, this means that Corollary 6.2 alone does not always suffice to prove that W 0 ֒→ L r (R N ; |x| c dx) under optimal conditions about c. Other arguments will be needed, most notably Theorem 5.2 (but with other parameters); see the proofs of Lemma 7.2 and of Theorem 9.1.
Embedding theorem when p < r ≤ q
In this section, we discuss the embedding W 1,(q,p) andc is given by (7.1) and (7.2), the subspace W 0
in the interval J with endpointsc (included) and c 0 (not included, unless r = q).
Proof. If r = q, the embedding W 0 ֒→ L r (R N ; |x| c dx) for c ∈ J follows from part From now on, r < q and c 0 / ∈ J. Observe that the set {c ∈ R : W 0 ֒→ L r (R N ; |x| c dx)} is always an interval (in this statement, W 0 may be replaced by any normed space of measurable functions on R N ). Thus, to prove that this interval contains J, it suffices to show that W 0 ֒→ L r (R N ; |x| c dx) when c =c and when c ∈ J is arbitrarily close to c 0 . The embedding W 0 ֒→ L r (R N ; |x|cdx) follows once again from part (i) of Corollary 6.2 sinceθ
q by definition ofθ andθ r p +
(1−θ)r q ≥ 1 by a simple calculation (obvious ifθ = 1; otherwise, use p < N and q > r > p * ). To complete the proof, assume that c ∈ J is close to c 0 , so that θ c > 0 is small. If so, condition (i-2) of Corollary 6.2 fails when r < q and this corollary cannot be used. Nonetheless, we shall prove by another argument that W 
When c is moved from c 0 toc, the point d := , the combination r > q and q < p * (i.e., 
given in part (i) of Theorem 2.3 is θ c ≥θ > 0 where
This formula is the same as in (7.1), but nowθ is the smallest value of θ ∈ [0, 1] such that θ andθ is given by (8.1), then 0 <θ ≤θ.
Proof. An explicit calculation (using q < p * ). (ii) As in (i), it is not restrictive to assume r ≤ p * . Then,θ ≤θ by Lemma 8.2 while θ c ≥θ for every c satisfying the specified conditions. Thus, the result follows from part (ii) of Theorem 4. 
Sinceθ ≤θ < θ −N , it follows thatc ∈ K ∩J is an endpoint of K ∩J. Since alsoθ <θ, the second endpoint can only be −N orc. 
(ii) If r = p = q or if p = q and min{p, q} ≤ r ≤ max{p, q}, there is a constant C > 0 such that r(p−q) if p = qand θ = 0 if p = r = q. Hence, the inequality holds with θ ∈ [θ, 1] and so θ is not unique if r > p = q or if r = p = q. This is actually trivial if r = q ≥ p (because (10.3) is trivial), but not in the other cases: p < r < q ≤ p * or p < N and p < r ≤ p * < q.
Clearly, (10.2) is an N -dimensional weighted Hardy-type inequality, apparently new when q = p. It is proved in [22, p. 309] 
, it was obtained earlier by Gatto, Gutiérrez and Wheeden [9] , who showed that p ≤ r ≤ p * is already necessary in that setting. A number of special cases of (10.2) for various classes of smooth functions with compact support can be found in both the older and the recent literature ( [10] , [13] , [28] , among others). The inequality (10. 
{a,b} ֒→ L r (R N ; |x| c dx). Necessary and sufficient conditions for this embedding were given in Theorem 5.2 when r ≤ min{p, q}, where it is also shown that W
If so, it follows from part (iii) of Theorem 4.7 and from Lemma 5.1 that
The only case when the embedding W 1,(q,p)
is true but not equivalent to a multiplicative inequality arises in part (vi) of Theorem 1.1 when N ≥ 2 (if u is radially symmetric, or N = 1, see (4.8):
when N ≥ 2, the inequality ||u|| −N,r ≤ C||∇u|| (ii) p > N and either r ≤ q and −N < c < When c = 0, the conditions become (i) p < N and r is in the closed interval with endpoints p * and q or (ii) p ≥ N and r ≥ q. This is of course well-known, especially when p = q.
Remark 11.1. That W 1,(q,p) (R N * ) = W 1,(q,p) (R N ) with the same norm if N > 1 can be seen as follows: First, it suffices to show that if u ∈ W 1,(q,p) (R N * ) has bounded support, then u ∈ W 1,(q,p) (R N ) with the same norm. Now, if u ∈ W 1,(q,p) (R N * ) has bounded support, then u ∈ W 1,min{p,q} (R N * ) = W 1,min{p,q} (R N ), for example by [11, p. 52]. Thus, as a distribution on R N , ∇u is a function, so that its restriction to R N * coincides with ∇u as a distribution on R N * . Since the latter is in (L q (R N )) N , the same thing is true of the former, which proves the claim. loc (R N \{x 1 , ..., x k }) : u ∈ L q (R N ; w a (x)dx), ∇u ∈ (L q (R N ; w b (x)dx)) N } is continuously embedded into L r (R N ; w c (x)dx). A somewhat heuristic but compelling reason why such conditions should be optimal is simple: As pointed out above, the membership to L r (R N ; |x| c dx) of 6 Here, a, b and c are just indices.
functions with support in a closed ball B about the origin is unaffected by increasing c. Thus, the value of the upper end c + (a, b) can only be dictated by the behavior of functions with support bounded away from 0. The optimality of the lower end c − (a, b) is justified by a similar argument. However, this rationale is meaningless when J(a, b) = ∅. If so, the simplest way around the difficulty is to rely on the related fact that for functions with support in B, membership to W 1,(q,p) {a,b} (R N * ) is unaffected by increasing a or b, so that doing so until J(a, b) becomes nonempty can be used to define c − (a, b). Likewise, a or b can be decreased to define c + (a, b) . This may or may not produce the best possible conditions. Due to space limitations, a more detailed investigation of the optimality issue by more sophisticated procedures (elaboration on Remark 4.3) will not be attempted here.
Naturally, the weights need only to "look like" (not coincide with) power weights in the vicinity of the points x i (or infinity). This remark clarifies two things. First, w a , w b and w c need actually not have power-like singularities at the same points: This case is reduced to the previous one by adding points as needed and setting the corresponding a i , b i or c i equal to 0. Next, the cut-off argument is technically simplified, and nothing is changed, if it is assumed that w a (x) = |x−x 1 | a∞ , w b (x) = |x − x 1 | b∞ , w c (x) = |x − x 1 | c∞ for large |x| (otherwise, the origin plays a technical role even when it is not one of the points x i ). Theorem 1.1 is recovered when k = 1, x 1 = 0 and a 1 = a ∞ , b 1 = b ∞ , c 1 = c ∞ .
If only k = 1 and x 1 = 0, Theorem 4.7 too can be generalized to obtain the embedding of the subspace W rad of radially symmetric functions in W . They assume that a 1 , c 1 , a ∞ , c ∞ are given and find the admissible values of r under the implicit assumption r ≥ p. The reformulation in terms of lower (upper) bounds about c 1 (c ∞ ) given a 1 , a ∞ and r is conceptually trivial, but quite messy and technical in practice. Accordingly, we shall not elaborate beyond the remark that, because C rad is usually smaller than W rad , the embedding may be true under conditions more general than c 1 ≥ c rad − (a 1 , 1) and c ∞ ≤ c rad + (a ∞ , 1). On the other hand, the case 0 < r < p and all others (p = 1, p ≥ N, q = p, b 1 = 0, b ∞ = 0) can be handled by the method outlined above.
