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Abstract Discrete-event systems (DESs) are generally composed of transitions be-
tween discrete states caused by spontaneous occurrences of partially-observed events.
Detectability is a fundamental property in partially-observed dynamical systems,
which describes whether one can use several observed output sequences to deter-
mine the internal states of a system. In this paper, we extend results on four fun-
damental notions of detectability, i.e., strong (periodic) detectability (SD and SPD)
and weak (periodic) detectability (WD and WPD), from finite-state automata (FSAs)
to weighted automata (WAs) and max-plus automata (MPAs), and show essentially
different features on the notions in different classes of automata. FSAs are a widely
studied untimed model of DESs, while WAs and MPAs can be regarded as timed
models of DESs. It is known that SD and SPD of FSAs can be verified in P, while the
problems of verifying WD and WPD of FSAs are PSPACE-complete. The contribu-
tions of the current paper are as follows. Firstly, we extend the notions of concurrent
composition, observer, and detector from FSAs to WAs, and use them to give equiv-
alent conditions for the four notions of detectability of WAs. Secondly, we prove that
for a max-plus automaton Amp over semiring N ∪ {−∞}, the self-composition and
detector ofAmp can be computed in NP, but the observer ofAmp can be computed in
2-EXPTIME. As a result, we prove that SD and SPD ofAmp can be verified in coNP,
while WD and WPD can be verified in 2-EXPTIME. In addition, we also prove that
the problems of verifying SD and SPD of Amp is coNP-hard.
Keywords labeled weighted automaton · labeled max-plus automaton · detectabil-
ity · observer · detector · concurrent composition · complexity
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1 Introduction
1.1 Literature review
The state detection problem of dynamical systems has been a fundamental problem
in both computer science [12] and control science [5] since the 1950s and the 1960s,
respectively. Detectability is a basic property of dynamic systems: when it holds one
can use the current and past values of an observed output sequence generated by a
system to reconstruct its current state [4,17,16,14,23]. This property plays a funda-
mental role in many related control problems such as observer design and controller
synthesis. Hence for different applications, it is meaningful to characterize different
notions of detectability.
For discrete-event systems (DESs) modeled by finite-state automata and labeled
Petri nets, the detectability problem has been widely studied, see related results on
finite-state automata [17,16,19,21], and also see related results on labeled Petri nets
[20,11,22], and on labeled bounded Petri nets [9]. Detectability has also been studied
for probabilistic finite-state automata [6,18].
In the above models, either logic models (finite-state automata and labeled Petri
nets), or probabilistic finite-state automata, are untimed models. In such models, the
time consumption of the occurrence of an event is not taken into account. Hence,
when doing state estimation, which is a crucial step in determining a state, all sub-
sequent states reachable through unobservable transitions are also considered. So,
such a state estimate is not so accurate sometimes. Hence in order to record the time
consumptions of occurrences of events, timed models are adopted, e.g., max-plus au-
tomata [3,1,7]. Recently, the notions of detectability have also been characterized for
an interesting class of labeled unambiguous weighted automata [8].
1.2 Results in the literature
Two basic definitions are strong detectability and weak detectability [17]. The for-
mer implies that there exists a positive integer k such that for every infinite-length
trajectory, each prefix of its output sequence of length no less than k allows recon-
structing the current state. The latter weakens the former by changing “every” to
“some”. Strong detectability and strong periodic detectability (a variant of strong de-
tectability, requiring to determine states periodically along all output sequences) can
be verified in polynomial time based on a detectormethod [16] (a variant of the classi-
cal powerset construction) under two widely-used assumptions of deadlock-freeness
(which implies a system can always run) and divergence-freeness, i.e., having no un-
observable reachable cycle (which implies the running of a system will always be
observed). Strong detectability can also be verified in polynomial time without any
assumption by a concurrent-compositionmethod [21]. Unlike strong detectability, an
exponential-time verification algorithm for weak detectability and weak periodic de-
tectability (a variant of weak detectability, requiring to determine states periodically
along some output sequence) based on an observer method (a type of powerset con-
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struction) is designed in [17]. More precisely, it is PSPACE-complete to verify weak
(periodic) detectability [19,10].
For labeled Petri nets with inhibitor arcs, weak detectability is undecidable [20].
For labeled Petri nets, strong detectability is decidable under the above two assump-
tions, and it is EXPSPACE-hard to verify strong detectability, but weak detectabil-
ity is undecidable [11], which strengthens the related undecidability result proved in
[20]; later, the decidability result for strong detectability is strengthened to hold under
only the second of the above two assumptions [24].
Recently, the notion of observer has been extended to labeled unambiguousweighted
automata [8] which is also of exponential complexity in the size of an unambiguous
weighted automaton. By using the extended notion of observer, strong (periodic) de-
tectability and weak (periodic) detectability are verified in exponential time, under
the previously mentioned two assumptions.
1.3 Contribution of the paper
In this paper, we mainly characterize the four notions of detectability for labeled
weighted automata and labeled max-plus automata, without any assumption. The first
contribution is to extend the mathematical tools used to characterize the notions of
detectability.
1. We extend the notions of concurrent composition, observer, and detector to la-
beled weighted automata. We use the notion of concurrent composition to give
an equivalent condition for strong detectability, use the notion of observer to give
equivalent conditions for weak detectability and weak periodic detectability, and
use the notion of detector to give an equivalent condition for strong periodic de-
tectability, all for labeled weighted automata.
Unlike unambiguous weighted automata in which for any state q and event se-
quence s there is at most one path labeled by s leading to q from an initial state, the
notions of concurrent composition, observer, and detector may not be computed for
general labeled weighted automata.
The subsequent contributions are on labeled max-plus automata over semiring
N := N ∪ {−∞}.
2. For a labeled max-plus automaton Amp over N, we prove that its observer can
be computed in 2-EXPTIME, both its detector and its self-composition can be
computed in NP, all in the size of Amp.
3. We prove that weak detectability and weak periodic detectability of Amp can be
verified in 2-EXPTIME in the size of Amp. We also prove that the problems of
verifying strong detectability and strong periodic detectability of Amp are both
coNP-complete (see Tab. 1), where the coNP-hardness result even holds for la-
beled max-plus automata over N := N ∪ {−∞}.
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strong (periodic) detectability weak (periodic) detectability
finite-state automata
P [16,21]
NL-hard [10]
PSPACE-complete [19]
labeled max-plus automata
over semiring N ∪ {−∞}
coNP-complete
(Thms. 7, 11, 12)
2-EXPTIME
(Thms. 9, 10)
labeled unambiguous
weighed automata
EXPTIME [8] EXPTIME [8]
Table 1 Results on complexity of verifying four notions of detectability of automata, where the results in
[16,8] are based on two widely-used assumptions of deadlock-freeness and divergence-freeness.
2 Preliminaries
2.1 Notations
Symbols N, Z, Z+, and Q denote the sets of natural numbers, integers, positive inte-
gers, and rational numbers, respectively. For a finite alphabetΣ,Σ∗ andΣω are used
to denote the set of finite-length sequences (called words) of elements ofΣ including
the empty word ǫ and the set of infinite-length sequences (called configurations) of
elements of Σ, respectively. As usual, Σ+ := Σ∗ \ {ǫ}. For a word s ∈ Σ∗, |s|
stands for its length, and we set |s′| = +∞ for all s′ ∈ Σω. For s ∈ Σ+ and natural
number k, sk and sω denote the concatenations of k copies of s and infinitely many
copies of s, respectively. For a word (configuration) s ∈ Σ∗(Σω), a word s′ ∈ Σ∗
is called a prefix of s, denoted as s′ ⊏ s, if there exists another word (configuration)
s′′ ∈ Σ∗(Σω) such that s = s′s′′. For two natural numbers i ≤ j, [i, j] denotes
the set of all integers no less than i and no greater than j; and for a set S, |S| its
cardinality and 2S its power set.
We will use the knownNP-complete exact path length (EPL) problem and subset
sum (SS) problem in the literature to prove some of the main results.
2.2 The exact path length problem
Consider a k-dimensional weighted directed graph G = (Zk, V, E), where k ∈ Z+,
V is a finite set of vertices, E ⊂ V × Zk × V a finite set of weighted edges with
weights in Zk. For a path v1
z1−→ · · ·
zn−1
−−−→ vn, its weight is defined by
∑n−1
i=1 zi. The
EPL problem [13] is stated as follows.
Problem 1 (EPL) Given a positive integer k, a k-dimensional weighted directed
graph G = (Zk, V, E), two vertices v1, v2 ∈ V , and a vector z ∈ Zk , determine
whether there is a path from v1 to v2 with weight z.
We set as usual that for a natural number n, the size size(n) of n to be the length
of its binary representation, i.e., size(n) = ⌈log2 (n+ 1)⌉ if n > 0 (⌈·⌉ is the ceiling
function as usual), and size(0) = 1; for a negative integer−n, size(−n) = size(n)+1
(here 1 is used to denote “−”); then for a vector z ∈ Zk, its size is the sum of
the sizes of its entries. The size of an instance (k,G, v1, v2, z) of the EPL problem
is defined by size(k) + size(G) + 2 + size(z), where size(G) = |V | + size(E),
size(E) =
∑
(v1,z′,v2)∈E
(2 + size(z′)).
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Proposition 1 ([13]) The EPL problem is NP-complete. Particularly for fixed dimen-
sion k = 1, there is a pseudo-polynomial-time solution to the problem.
2.3 The subset sum problem
The SS problem [2] is as follows.
Problem 2 (SS)Given positive integersn1, . . . , nm, andN , determinewhetherN =∑
i∈I ni for some I ⊂ [1,m].
Proposition 2 ([2]) The SS problem is NP-complete.
2.4 Weighted automata over semirings
A semiring is a tuple R = (T,⊕,⊗,0,1), where (T,⊕) is a commutative monoid
with identity element 0 ∈ T , (T,⊗) is a monoid with identity element 1 ∈ T , 0⊗a =
a ⊗ 0 = 0 (i.e., 0 is the zero element of R), (a ⊕ b) ⊗ c = (a ⊗ c) ⊕ (b ⊗ c),
c⊗ (a⊕ b) = (c⊗ a)⊕ (c⊗ b) for all a, b, c ∈ T .
A weighted automaton is a tuple G = (Q,E, α, µ) over semiring R, denoted by
(R,G) for short, whereQ is a finite set of states,E a finite alphabet, α is a map from
Q to T , q ∈ Q is called initial if α(q) 6= 0, and denote the set of initial states by
Q0 := {q ∈ Q|α(q) 6= 0}, map µ : E → TQ×Q assigns to each letter/event e ∈ E
a transition map/matrix µ(e) : Q × Q → T , where (µ(e))(q, q′) 6= 0 (also written
as µ(e)qq′ 6= 0) if and only if there is a transition from q to q′ caused by occurrence
of e, where such a transition is denoted by q
e/µ(e)qq′
−−−−−−→ q′. For all q ∈ Q, we also
regard q
ǫ/1
−−→ q as a transition, and µ(ǫ) ≡ 1. A transition q
e/µ(e)qq′
−−−−−−→ q′ is called
instantaneous if µ(e)qq′ = 1, and called noninstantaneous otherwise. From now on,
without loss of generality, we assume for each initial state q0 ∈ Q0, α(q0) = 1,
because otherwise we can add a new transition q0
e/α(q0)
−−−−−→ q0 such that e /∈ E and
then reset α(q0) to be equal to 1.
Particularly for G over max-plus semiring N := (N ∪ {−∞},max,+,−∞, 0),
which is called max-plus automaton (N,G), for initial state q ∈ Q0, α(q) denotes its
initial time delay, and in a transition q
e/µ(e)qq′
−−−−−−→ q′, µ(e)qq′ denotes its time delay.
Hence the occurrence of an instantaneous transition has time delay 0, i.e., does not
cost time. While the occurrence of a noninstantaneous transition has time delay a
positive integer µ(e)qq′ , i.e., costs time µ(e)qq′ . As pointed out before, without loss
of generality, we assume α(q0) = 0 for all q0 ∈ Q0.
2.5 Languages
For q0, . . . , qn ∈ Q and e1, . . . , en ∈ E, n ∈ Z+, we call
π := q0
e1−→ q1
e2−→ · · ·
en−→ qn (1)
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a path if for all i ∈ [0, n − 1], µ(ei+1)qiqi+1 6= 0. A path π is called simple if
q0, . . . , qn−1 are pairwise different, A path π is called a cycle if q0 = qn. The set
of paths starting at q0 ∈ Q and ending at q ∈ Q (under event sequence s ∈ E+) is
denoted by q0  q (q0
s q).
The timed word of path π is defined by
τ(π) := (e1, t1)(e2, t2) . . . (en, tn), (2)
where for all i ∈ [1, n], ti =
⊗i
j=1 µ(ej)qj−1qj . The weight of path π is defined by
tn. A path π is called instantaneous if t1 = · · · = tn = 1, and called noninstanta-
neous otherwise.
For max-plus automaton (N,G), one has ti =
∑i
j=1 µ(ej)qj−1qj , hence weight
ti of path π can be used to denote the total time consumption of the occurrences of
events e1, . . . , ei successively at state q0, i ∈ [1, n].
The timed language L(R,G) generated by weighted automaton (R,G) is de-
noted by the set of the timed words of all paths of (R,G).
Analogously, for q0, q1, . . .∈ Q and e1, e2, . . .∈ E, where q0 ∈ Q0, we call
π := q0
e1−→ q1
e2−→ · · · (3)
an infinite path if for all i ∈ N, µ(ei+1)qiqi+1 6= 0. The ω-timed word of infinite path
π is defined by
τ(π) := (e1, t1)(e2, t2) . . . , (4)
where for all i ∈ Z+, ti =
⊗i
j=1 µ(ej)qj−1qj .
The ω-timed language Lω(R,G) generated by weighted automaton (R,G) is
denoted by the set of the ω-timed words of all infinite paths of (R,G).
We define a labeling function ℓ : E → Σ ∪ {ǫ}, which represents when event
e ∈ E occurs, ℓ(e) will be observed if ℓ(e) 6= ǫ (in this case we call e observ-
able); while nothing will be observed if ℓ(e) = ǫ (in this case we call e unobserv-
able). A transition q
e/µ(e)qq′
−−−−−−→ q′ is called observable (resp. unobservable) if e is
observable (resp. unobservable). We denote by Eo and Euo the sets of observable
events and unobservable events, respectively. A path π (1) is called unobservable if
ℓ(e1 . . . en) = ǫ, and called observable otherwise. A labeled weighted automaton
Aw := (R,G, ℓ) (5)
can be regarded as a partially-observed timed discrete-event system. Particularly, we
denote a labeled max-plus automaton by
Amp := (N,G, ℓ). (6)
Labeling function ℓ is recursively extended to E∗∪Eω → Σ∗∪Σω as ℓ(e1e2 . . . ) =
ℓ(e1)ℓ(e2) . . . . ℓ is also extended as follows: for all (e, t) ∈ E × T , ℓ((e, t)) =
(ℓ(e), t) if ℓ(e) 6= ǫ, and ℓ((e, t)) = ǫ otherwise. Hence ℓ is also recursively extended
to (E × T )∗ ∪ (E × T )ω → (Σ × T )∗ ∪ (Σ × T )ω.
The size of a given Amp is defined by |Q| + |E| + size(α) + size(µ) + size(ℓ),
where size(−∞) = 1, the size of a natural number has already been defined before,
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size(α) =
∑
q∈Q size(α(q)), size(µ) =
∑
e∈E
∑
q,q′∈Q size(µ(e)qq′ ), size(ℓ) =
2|{(e, ℓ(e))|e ∈ E}|.
The timed languageL(Aw) and ω-timed languageLω(Aw) generated byAw are
defined by
L(Aw) := {γ ∈ (Σ × T )∗|(∃w ∈ L(R,G))[ℓ(w) = γ]} and (7)
Lω(Aw) := {γ ∈ (Σ × T )ω|(∃w ∈ Lω(R,G))[ℓ(w) = γ]}, (8)
respectively.
Previously we assume without loss of generality that for each initial state q0 ∈
Q0, α(q0) = 1, because otherwise we can add a new transition q0
e/α(q0)
−−−−−→ q0 such
that e /∈ E and reset α(q0) to be equal to 1. From now on we additionally assume that
for all such e, ℓ(e) = ǫ without loss of generality, because if an automaton starts at
an initial state q0 ∈ Q0, then before the first occurrence of an event, one can observe
nothing.
For labeled max-plus automaton Amp = (N,G, ℓ), if it generates a path π as in
(1), consider its timed word τ(π) as in (2), then at time ti, one will observe ℓ(ei)
if ℓ(ei) 6= ǫ; and observe nothing otherwise, where i ∈ [1, n]. We simply say one
observes ℓ(τ(π)). With this intuitive observation, we next define the set of states
consistent with observations.
3 Main results
3.1 Current-state estimate
For labeled weighed automaton Aw, for output sequence γ ∈ (Σ × T )+, we define
the current-state estimate as
M(Aw, γ) := {q ∈ Q|(∃q0 ∈ Q0)(∃s ∈ E
+)(∃π ∈ q0
s q)
[(τ(π) = w1(eo, t)w2) ∧ (eo ∈ Eo)∧
(w2 ∈ (Euo × {t})
∗) ∧ (ℓ(τ(π)) = γ)]}.
(9)
Particularly for ǫ, we define the instantaneous initial-state estimate by
M(Aw, ǫ) := Q0 ∪ {q ∈ Q|(∃q0 ∈ Q0)(∃s ∈ (Euo)
+)(∃π ∈ q0
s q)
[τ(π) ∈ (E × {1})+]}.
(10)
Analogously, for a subset x ⊂ Q, we define its instantaneous state estimate by
M(Aw, ǫ|x) := x ∪ {q ∈ Q|(∃q′ ∈ x)(∃s ∈ (Euo)
+)(∃π ∈ q′ s q)
[τ(π) ∈ (E × {1})+]}.
(11)
Intuitively, for γ = (σ1, t1) . . . (σn, tn) ∈ (Σ × T )+, M(Aw, γ) denotes the
set of states Aw can be in when γ has just been generated by Aw. WhileM(Aw, ǫ)
denotes the set of states Aw can be in when no output has been generated, but Aw
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might have started to run. Note that if for some i ∈ [1, n], ti = 0, then we must have
M(Aw, γ) = ∅, because in this case γ /∈ L(Aw).
For labeled max-plus automatonAmp = (N,G, ℓ), for γ = (σ1, t1) . . . (σn, tn) ∈
(Σ×N)+, the current-state estimateM(Amp, γ) describes the set of statesAmp can
be in at time tn if we observe σi at time ti, i ∈ [1, n]. Since the current-state esti-
mate is done at time tn, after the occurrence of the event (corresponding to eo in (9))
that generates σn, only instantaneous unobservable transitions are considered. For ǫ,
M(Amp, ǫ) denotes the set of statesAmp can be in at the initial time when no output
has been generated. Note that at the initial time, Amp might have started to run, so
we only consider instantaneous unobservable transitions, which is similar to the con-
sideration of only instantaneous unobservable transitions in (9) after the occurrence
of the last observable event eo.
Apparently, the state estimate defined here is more accurate than the versions for
finite-state automata [17] and for labeled unambiguous weighted automata [8], be-
cause in the latter two versions, at the observation time, the subsequent states reach-
able through possible unobservable noninstantaneous transitions are also considered,
but they actually have not been reached because the occurrences of these transitions
cost time.
3.2 Notions of detectability
In this subsection, we formulate the four fundamental notions of detectability.
Definition 1 (SD) A labeled weighted automatonAw = (R,G, ℓ) is called strongly
detectable if there is k ∈ N, for every ω-timed word w ∈ Lω(R,G), for each prefix
γ of ℓ(w), if |γ| ≥ k, then |M(Aw, γ)| = 1.
Definition 2 (SPD)A labeled weighted automatonAw = (R,G, ℓ) is called strongly
periodically detectable if there is k ∈ N, for every ω-timed word w ∈ Lω(R,G), for
every prefix w′ ⊏ w, there is w′′ ∈ (E ×T )∗ such that |ℓ(w′′)| < k, w′w′′ ⊏ w, and
|M(Aw, ℓ(w′w′′))| = 1.
Definition 3 (WD) A labeled weighted automaton Aw = (R,G, ℓ) is called weakly
detectable if Lω(R,G) 6= ∅ implies that there is k ∈ N, for some ω-timed word
w ∈ Lω(R,G), for each prefix γ of ℓ(w), if |γ| ≥ k, then |M(Aw, γ)| = 1.
Definition 4 (WPD)A labeledweighted automatonAw = (R,G, ℓ) is calledweakly
periodically detectable if Lω(R,G) 6= ∅ implies that there is k ∈ N, for some ω-
timed word w ∈ Lω(R,G), for each prefix w′ ⊏ w, there is w′′ ∈ (E × T )∗ such
that |ℓ(w′′)| < k, w′w′′ ⊏ w, and |M(Aw, ℓ(w′w′′))| = 1.
One observes that strong detectability and strong periodic detectability are incom-
parable. Consider a finite-state automaton A1 that contains only two states and they
are both initial, and on each state, there is a self-loop with an unobservable event.
A1 is strongly detectable, but not strongly periodically detectable. Consider another
finite-state automaton A2 that contains three states q0, q1, q2 such that only q0 is ini-
tial, the transitions of A2 are q0
a
−→ q1, q0
a
−→ q2, q1
b
−→ q0, q2
b
−→ q0, where a and
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b are observable. A2 is not strongly detectable but strongly periodically detectable.
Particularly, if an automatonAw is deadlock-free and has no unobservable cycle, then
strong detectability is stronger than strong periodic detectability.
Weak detectability and weak periodic detectability also have similar relations.
For labeled max-plus automaton Amp = (N,G, ℓ), if we assume that for every
observable transition q
e/µ(e)qq′
−−−−−−→ q′, µ(e)qq′ > 0, then there will be no two consec-
utive observable observations occurring at the same time. Hence in Definition 1 and
Definition 3, |γ| ≥ k implies that the time consumption is no less than k. Although
this assumption meets practical requirements, we do not need it (actually we do not
need any assumption) in order to characterize these notions of detectability.
3.3 Concurrent composition
In order to give an equivalent condition for strong detectability, we define a notion
of concurrent composition of a labeled weighted automaton Aw and itself (i.e., the
self-composition ofAw). This notion can be regarded as an extension of the notion of
concurrent composition of finite-state automata proposed in [22]. In [21], the notion
of concurrent composition is used to give a polynomial-time algorithm for verifying
strong detectability of finite-state automata, without any assumption. Although the
self-composition of a finite-state automaton A can be computed in time polynomial
of the size of A, we will show that the self-composition of a max-plus automaton
Amp (6) can be computed in time nondeterministically polynomial of the size of
Amp.
Definition 5 Consider a labeled weighted automatonAw = (R,G, ℓ). We define its
self-composition by a nondeterministic finite-state automaton
CCA(A
w) = (Q′, E′, Q′0, δ
′, Σ, ℓ′), (12)
where Q′ = Q × Q; E′ = {(e1, e2) ∈ Eo × Eo|ℓ(e1) = ℓ(e2)}; Q
′
0 = Q0 × Q0;
δ′ ⊂ Q′ × E′ ×Q′ is the transition relation, for all states (q1, q2), (q3, q4) ∈ Q′ and
events (e1, e2) ∈ E′, ((q1, q2), (e1, e2), (q′1, q
′
2)) ∈ δ
′if and only if in Aw, there exist
states q5, q6, q7, q8 ∈ Q, event sequences s1, s2, s3, s4 ∈ (Euo)∗, and paths
π1 := q1
s1−→ q5
e1−→ q7
s3−→ q3,
π2 := q2
s2−→ q6
e2−→ q8
s4−→ q4,
(13)
such that τ(π1) = w1(e1, t1)w3, τ(π2) = w2(e2, t2)w4, t1 = t2, w3, w4 ∈ (Euo ×
{t1})∗; for all (e1, e2) ∈ E′, ℓ′((e1, e2)) = ℓ(e1), and ℓ′ is recursively extended to
(E′)∗∪(E′)ω → Σ∗∪Σω. For a state q′ ofCCA(A
w), we write q′ = (q′(L), q′(R)).
Intuitively, there is a transition (q1, q2)
(e1,e2)
−−−−→ (q′1, q
′
2) in CCA(A
w) if and only
if in Aw, starting from q1 and q2 at the same time, after some common time delay,
e1 and e2 occur as the unique observable events, state q1 and q2 can transition to q3
and q4, respectively. Since we consider an observation at exactly the time observable
events e1, e2 occur, we only consider unobservable instantaneous transitions after the
occurrences of e1, e2 (see (13)).
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3.4 Observer
We next define a notion of observer to concatenate current-state estimates. Later, we
will use the notion of observer to give equivalent conditions for weak detectability
and weak periodic detectability. This notion is an extension of the notion of ob-
server of finite-state automata proposed in [17], in which the latter is used to give
exponential-time verification algorithms for the four notions of detectability of finite-
state automata, under the two previously mentioned assumptions. For a finite-state
automaton A, its observer can be computed in time exponential of the size of A
(actually powerset construction). While for a max-plus automaton Amp (6), we will
show that its observer can be computed in time doubly exponential of the size of
Amp.
Definition 6 For labeled weighted automaton Aw = (R,G, ℓ), we define its ob-
server as a deterministic finite-state automaton
Awobs = (X,Σ × T, x0, δ¯obs), (14)
whereX ⊂ 2Q is the state set, Σ×T the alphabet, x0 =M(Aw, ǫ) ∈ X the unique
initial state, δ¯obs ⊂ X× (Σ×T )×X the transition relation. Note thatΣ×T may be
infinite. For all x ⊂ Q different from x0, x ∈ X if and only if there is γ ∈ (Σ×T )+
such that x =M(Aw, γ). For all x, x′ ∈ X and (σ, t) ∈ Σ×T , (x, (σ, t), x′) ∈ δ¯obs
if and only if
x′ = {q ∈ Q|(∃q′ ∈ x)(∃s1eos2 ∈ E
+)(∃π ∈ q′
s1eos2 q)
[(ℓ(s1s2) = ǫ) ∧ (eo ∈ Eo) ∧ (ℓ(eo) = σ)∧
(τ(π) = w1(eo, t)w2) ∧ (w2 ∈ (E × {t})
∗)]}
=:M(Aw , (σ, t)|x). (15)
In Definition 6, after δ¯obs is recursively extended to δ¯obs ⊂ X× (Σ×T )∗×X as
usual, one has for all x ∈ X and (σ1, t1) . . . (σn, tn) =: γ ∈ (Σ × T )+, (x0, γ, x) ∈
δ¯obs if and only ifM(Aw, γ′) = x, where γ′ = (σ1, t′1) . . . (σn, t
′
n), t
′
i =
⊗i
j=1 tj ,
i ∈ [1, n].
On the other hand, the alphabetΣ × T may not be finite, so generally we cannot
compute the whole Awobs. However, in order to study weak detectability, it is enough
to compute a sub-automaton
Asub wobs = (X,Σ
T
obs, x0, δobs) (16)
of Awobs in which we consider a finite subset Σ
T
obs of Σ × T such that if there is a
transition from x ∈ X to x′ ∈ X in δ¯obs then there is also a transition from x to x′
in δobs. Later we call Asub wobs observer instead of A
w
obs. Note that δobs may not be
unique but can be finite.
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3.5 Detector
In order to give an equivalent condition for strong periodic detectability, we define a
notion of detector, which can be regarded as a simplified version of an observer. The
notion of detector can also be regarded as an extension of the notion of detector of
finite-state automata proposed in [16], in which the latter is used to give polynomial-
time verification algorithms for strong detectability and strong periodic detectability
of finite-state automata, also under two previously mentioned assumptions. The de-
tector of a finite-state automaton A can be computed in time polynomial of the size
of A. While we will show that the detector of a max-plus automatonAmp (6) can be
computed in time nondeterministically polynomial of the size of Amp.
Definition 7 For labeled weighted automatonAw = (R,G, ℓ), we define its detector
as a nondeterministic finite-state automaton
Awdet = (X,Σ × T, x0, δ¯det), (17)
where X = {x0} ∪ {x ⊂ Q|1 ≤ |x| ≤ 2} is the state set, Σ × T the alphabet,
x0 = M(Aw, ǫ) the unique initial state, δ¯det ⊂ X × (Σ × T ) × X the transition
relation. For all x ∈ X , x0 6= x′ = {q′1, q
′
2} ∈ X , and (σ, t) ∈ Σ × T , where q
′
1 may
be equal to q′2, (x, (σ, t), x
′) ∈ δ¯det if and only if there exist q1, q2 ∈ x (q1 may be
equal to q2) such that there exist paths
q1
s1e1−−−→ q′′1
s′1−→ q′1, (18)
q2
s2e2−−−→ q′′2
s′2−→ q′2 (19)
such that s1, s
′
1, s2, s
′
2 ∈ (Euo)
∗, e1, e2 ∈ Eo, ℓ(e1) = ℓ(e2) = σ, the weights of
paths q1
s1e1−−−→ q′′1 and q2
s2e2−−−→ q′′2 are both equal to t, and paths q
′′
1
s′1−→ q′1 and
q′′2
s′2−→ q′2 are unobservable and instantaneous.
Note that the alphabet Σ × T may not be finite either, so similarly to the notion
of observer, we consider sub-automaton
Asub wdet = (X,Σ
T
det, x0, δdet) (20)
of Awdet in which we consider a finite subset Σ
T
det of Σ × T such that if there is a
transition from x ∈ X to x′ ∈ X in δ¯det then there is also a transition from x to x′ in
δdet. Later we call Asub wdet detector instead of A
w
det.
For the relationship between observer Asub wobs and detector A
sub w
det, we have the
following proposition.
Proposition 3 Consider a labeled weighted automaton Aw = (R,G, ℓ) (5), its ob-
server Asub wobs (16) and detector A
sub w
det (20). For every transition (x, (σ, t), x
′) ∈
δobs, for every x¯
′ ⊂ x′ satisfying |x¯′| = 2 if |x′| ≥ 2 and |x¯′| = 1 otherwise, there is
x¯ ⊂ x such that (1) |x¯| = 2 and (x¯, (σ, t), x¯′) ∈ δdet if |x| > 1 and (2) |x¯| = 1 and
(x¯, (σ, t), x¯′) ∈ δdet if |x| = 1.
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Proof We only need to prove the case |x| ≥ 2 and |x′| ≥ 2, the other cases hold
similarly. Arbitrarily choose {q1, q2} = x¯′ ⊂ x′ such that q1 6= q2. By definition,
there exist q3, q
′
3, q4, q5 ∈ Q, e1, e2 ∈ Eo, s1, s2, s3, s4 ∈ (Euo)
∗, and paths
q3
s1e1−−−→ q4
s3−→ q1,
q′3
s2e2−−−→ q5
s4−→ q2
such that ℓ(e1) = ℓ(e2) = σ, the weights of paths q3
s1e1−−−→ q4 and q′3
s2e2−−−→ q5 are
both equal to t, and paths q4
s3−→ q1 and q5
s4−→ q2 are unobservable and instantaneous.
If q3 = q
′
3, we choose x¯ = {q3, q6}, where q6 ∈ x \ {q3}; otherwise, we choose
x¯ = {q3, q′3}. Then by definition, one has (x¯, σ, x¯
′) ∈ δdet. 
3.6 Equivalent conditions for detectability of weighted automata
In this subsection, we give equivalent conditions for the four notions of detectability
of weighted automata by using the notions of observer, detector, and self-composition.
3.6.1 For strong detectability:
We next use the notion of self-composition to give an equivalent condition for strong
detectability of weighted automata.
Theorem 1 A labeled weighted automaton Aw = (R,G, ℓ) (5) is not strongly de-
tectable if and only if in its self-composition CCA(Aw) (12),
there exists a transition sequence
q′0
s′1−→ q′1
s′2−→ q′1
s′3−→ q′2 satisfying (21a)
q′0 ∈ Q
′
0; q
′
1, q
′
2 ∈ Q
′; s′1, s
′
2, s
′
3 ∈ (E
′)+; q′2(L) 6= q
′
2(R); (21b)
and in Aw, there exists a cycle reachable from q′2(L). (21c)
Proof By Definition 1, Aw is not strongly detectable if and only if for all k ∈ N,
there exist wk ∈ L
ω(R,G) and γ ⊏ ℓ(wk), such that |γ| ≥ k and |M(A
w, γ)| > 1.
“if”: Arbitrarily given k ∈ Z+, consider q′0
s′1−→ q′1
(s′2)
k
−−−→ q′1
s′3−→ q′2, then by
(21b), in Aw there exists a path q′0(L)
s¯1−→ q′1(L)
s¯2−→ q′1(L)
s¯3−→ q′2(L) =: πL
such that ℓ(s¯1) = ℓ
′(s′1), ℓ(s¯2) = ℓ
′((s′2)
k), ℓ(s¯3) = ℓ
′(s′3), and M(A
w , γ) ⊃
{q′2(L), q
′
2(R)}, where γ = ℓ(τ(πL)); by (21c), there also exists a path q
′
2(L)
s¯4−→
q3
s¯5−→ q3, where s¯5 ∈ E+. Note that q3
s¯5−→ q3 can be repeated for infinitely many
times. Choose
wk = τ
(
q′0(L)
s¯1−→ q′1(L)
s¯2−→ q′1(L)
s¯3−→ q′2(L)
s¯4−→ q3
(s¯5)
ω
−−−→
)
,
one has wk ∈ Lω(R,G), γ ⊏ ℓ(wk) satisfies |γ| ≥ k + 2, and |M(Aw, γ)| > 1.
That is, Aw is not strongly detectable.
“only if”: This implication holds because of the finiteness of the state set Q of
Aw and the Pigeonhole Principle. 
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3.6.2 For strong periodic detectability:
We first use the notion of observer to give an equivalent condition for strong periodic
detectability of weighted automata, and furthermore represent the equivalent condi-
tion in terms of the notion of detector.
Theorem 2 A labeled weighted automatonAw = (R,G, ℓ) (5) is not strongly peri-
odically detectable if and only if in its observer Asub wobs (16), at least one of the two
following conditions holds.
(i) There is a reachable state x ∈ X such that |x| > 1 and there exists a path
q
s1−→ q′
s2−→ q′ in Aw, where q ∈ x, s1 ∈ (Tuo)∗, s2 ∈ (Tuo)+, q′ ∈ Q.
(ii) There is a reachable cycle in Asub wobs such that no state in the cycle is a single-
ton.
Proof By Definition 2, Aw is not strongly periodically detectable if and only
for all k ∈ N, there is an ω-timed word wk ∈ Lω(R,G) and a prefix w′ ⊏ wk
such that for all w′′ ∈ (E × T )∗ satisfying |ℓ(w′′)| < k and w′w′′ ⊏ wk, one has
|M(Aw, ℓ(w′w′′))| > 1.
“if”: Assume (i) holds. Then there exists a path q0
sγ
−→ q
s1−→ q′
s2−→ q′ in Aw
such that q0 ∈ Q0 andM(Aw, ℓ(τ(q0
sγ
−→ q))) = x. Denote τ(q0
sγ
−→ q) =: w1 ∈
L(R,G) and τ(q0
sγ
−→ q
s1−→ q′
(s2)
ω
−−−→) =: w1w2 ∈ Lω(R,G), then for every
w ⊏ w2, one has ℓ(w) = ǫ and |M(Aw, ℓ(w1w))| = |M(Aw , ℓ(w1))| > 1, which
violates strong periodic detectability by definition.
Assume (ii) holds. Then there exists αβω ∈ Lω(Aw) such that α ∈ (Σ × T )∗,
β ∈ (Σ × T )+, M(Aw , α) = M(Aw, αβ), and for every prefix β′ ⊏ β, one
has |M(Aw, αβ′)| > 1. Choose wαwβ ∈ Lω(R,G) such that ℓ(wα) = α and
ℓ(wβ) = β
ω. Then for everyw′β ⊏ wβ , one has |M(A
w, ℓ(wαw
′
β))| > 1, which also
violates strong periodic detectability by definition.
“only if”: Assume Aw is not strongly periodically detectable and (ii) does not
hold, next we prove (i) holds.
Since Aw is not strongly periodically detectable, by definition, choose integer
k > |2Q|, wk ∈ Lω(R,G), and prefix w′ ⊏ wk such that for all w′′ ∈ (Σ × T )∗,
w′w′′ ⊏ wk and |ℓ(w′′))| < k imply |M(Aw, ℓ(w′w′′))| > 1. Since (ii) does not
hold, one has ℓ(wk) ∈ (Σ × T )∗ and |ℓ(wk)| < k + |ℓ(w′)|. Otherwise if |ℓ(wk)| ≥
k + |ℓ(w′)| or ℓ(wk) ∈ (Σ × T )ω, we can choose w¯′′ such that w′w¯′′ ⊏ wk and
|ℓ(w¯′′)| = k, then by the Pigeonhole Principle, there exist w¯′′1 , w¯
′′
2 ⊏ w¯
′′ such that
|ℓ(w¯′′1 )| < |ℓ(w¯
′′
2 )| and M(A
w, ℓ(w′w¯′′1 )) = M(A
w, ℓ(w′w¯′′2 )), that is, (ii) holds.
Then wk = w
′wˆ′′1 wˆ
′′
2 , where wˆ
′′
1 ∈ (E × T )
∗, wˆ′′2 ∈ (E × Tuo)
ω. Moreover, one
has |M(Aw, ℓ(w′wˆ′′1 ))| > 1, and also by the Pigeonhole Principle there exists a
path q0
w′wˆ′′1−−−→ q
w˜′′1−−→ q′
w˜′′2−−→ q′ for some q0 ∈ Q0, q, q′ ∈ Q, w˜′′1 ∈ (Tuo)
∗, and
w˜′′2 ∈ (Tuo)
+, i.e., (i) holds. 
Theorem 3 A labeled weighted automatonAw = (R,G, ℓ) (5) is not strongly peri-
odically detectable if and only if in its detector Asub wdet (20), at least one of the two
following conditions holds.
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(1) There is a reachable state x′ ∈ X such that |x′| > 1 and there exists a path
q
s1−→ q′
s2−→ q′ in Aw, where q ∈ x′, s1 ∈ (Tuo)∗, s2 ∈ (Tuo)+, q′ ∈ Q.
(2) There is a reachable cycle in Asub wdet such that all states in the cycle have cardi-
nality 2.
Proof We use Theorem 2 to prove this result.
We firstly prove (1) of this theorem is equivalent to (i) of Theorem 2.
“⇒”: Assume (1) holds. In Asub wdet, choose a transition sequence x0
α
−→ x′. Then
one has x′ ⊂M(Aw , α) = δobs(x0, α), hence (i) of Theorem 2 holds.
“⇐”: Assume (i) holds. In Asub wobs, choose a transition sequence x0
α
−→ x. By
Proposition 3, moving backward on x0
α
−→ x from x to x0, we can obtain a transition
sequence x0
α
−→ x′ of Asub wdet such that q ∈ x
′ ⊂ x, hence (1) of this theorem holds.
We secondly prove (2) of this theorem is equivalent to (ii) of Theorem 2.
“⇒”: Assume (2) holds. In Asub wdet, choose a transition sequence x0
α
−→ x
β
−→ x
such that in x
β
−→ x all states are of cardinality 2 and |β| > 0. Without loss of gen-
erality, we assume |β| > |2Q|, because otherwise we can repeat x
β
−→ x for |2Q|+ 1
times. By definition, one has for all β′ ⊏ β, |M(Aw, αβ′)| > 1. Then by the Pi-
geonhole Principle, there exist β1, β2 ⊏ β such that |β1| < |β2| andM(Aw, αβ1) =
M(Aw, αβ2). Then in observer Asub wobs, one has δobs(x0, αβ1) = M(A
w, αβ1) =
M(Aw, αβ2) = δobs(x0, αβ2), and for every β
′
⊏ β, δobs(x0, αβ
′) =M(Aw, αβ′)
has cardinality > 1. Thus, (ii) of Theorem 2 holds.
“⇐”: Assume (ii) holds. In Asub wobs, choose a transition sequence x0
α
−→ x1
β1
−→
· · ·
βn
−−→ xn+1 such thatn ≥ |Q|2, x1 = xn+1, |x1|, . . . , |xn+1| > 1, and β1, . . . , βn ∈
Σ×T . By using Proposition 3 from n+1 to 2, we obtain x′i ⊂ xi for all i ∈ [1, n+1]
such that |x′1| = · · · = |x
′
n+1| = 2 and a transition sequence x
′
1
β1
−→ · · ·
βn
−−→ x′n+1 of
Asub wdet. Moreover, also by Proposition 3, we obtain a transition sequence x0
α
−→ x′1
of Asub wdet. By the Pigeonhole Principle, (2) of this theorem holds. 
3.6.3 For weak detectability and weak periodic detectability:
Next we use the notion of observer to give equivalent conditions for weak detectabil-
ity and weak periodic detectability of weighted automata.
Theorem 4 A labeled weighted automatonAw = (R,G, ℓ) (5) is weakly detectable
if and only if either one of the following three conditions holds.
(i) Lω(R,G) = ∅.
(ii) Lω(R,G) 6= ∅ and there exists w ∈ Lω(R,G) such that ℓ(w) ∈ (Σ × T )+.
(iii) Lω(R,G) 6= ∅ and in its observer Asub wobs, there is a reachable cycle in which
all states are singletons.
Proof “if”: (i) naturally implies that Aw is weakly detectable vacuously.
Assume (ii) holds. Then choose integer k > |ℓ(w)|, one has Aw is weakly de-
tectable vacuously.
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Assume (iii) holds. Then in Asub wobs, there is a transition sequence x0
γ1
−→ x1
γ2
−→
x1 such that γ1 ∈ (ΣTobs)
∗, γ2 ∈ (ΣTobs)
+, and in x1
γ2
−→ x1, all states are singletons.
Hence in Aw, there exists an infinite path q0
s1−→ q1
s2−→ q1
(s2)
ω
−−−→=: π such that
τ(π) ∈ Lω(R,G), q0 ∈ x0, {q1} = x1, ℓ(τ(q0
s1−→ q1)) = γ1, ℓ(τ(q1
s2−→ q1)) = γ2,
and ℓ(τ(π)) = γ1(γ2)
ω . For all prefixes γ ⊏ γ1(γ2)
ω such that |γ| ≥ |γ1|, one has
|M(Aw, γ)| = 1. ThenAw is weakly detectable.
“only if”: This implication holds by definition and the Pigeonhole Principle. 
Theorem 5 A labeled weighted automaton Aw = (R,G, ℓ) (5) is weakly periodi-
cally detectable if and only if either one of the following three conditions holds.
(i) Lω(R,G) = ∅.
(ii) Lω(R,G) 6= ∅, there exists w ∈ Lω(R,G) such that ℓ(w) ∈ (Σ × T )+ and
|M(Aw, ℓ(w))| = 1.
(iii) Lω(R,G) 6= ∅ and in its observer Asub wobs, there is a reachable cycle in which
at least one state is a singleton.
We omit a proof of Theorem 5 that is similar to that of Theorem 4.
3.7 Verification of notions of detectability for labeled max-plus automata
In this subsection, we show that for max-plus automaton Amp = (N,G, ℓ) (6), its
self-compositionCCA(Amp) (12), observer A
sub mp
obs (16), and detector A
sub mp
det (20)
are computable with complexity upper bounds NP, 2-EXPTIME, and NP, by using
the NP-complete multidimensional EPL problem [13] (Problem 1). As a result, the
problems of verifying strong detectability and strong periodic detectability of Amp
are proved to belong to coNP, and the problems of verifying weak detectability and
weak periodic detectability ofAmp are proved to belong to 2-EXPTIME. In addition,
we also prove that the former two problems are both coNP-hard by using the NP-
complete SS problem [2] (Problem 2).
3.7.1 Computation of self-composition CCA(Amp) and verification of strong
detectability
We first show how to compute CCA(Amp). Given states (q1, q2), (q3, q4) ∈ Q′ and
event (e1, e2) ∈ E′, we verify whether there is a transition
((q1, q2), (e1, e2), (q3, q4)) ∈ δ
′
as follows.
(i) Guess states q5, q6, q7, q8 ∈ Q such that there exist paths q5
e1−→ q7, q6
e2−→ q8
and unobservable instantaneous paths q7
s3−→ q3, q8
s4−→ q4, where s3, s4 ∈
(Euo)
∗.
(ii) Check whether there exist unobservable paths q1
s1−→ q5, q2
s2−→ q6, where
s1, s2 ∈ (Euo)∗, such that the weights of paths q1
s1−→ q5
e1−→ q7, q2
s2−→
q6
e2−→ q8 are the same. If such paths q1
s1−→ q5, q2
s2−→ q6 exist, then one has
((q1, q2), (e1, e2), (q3, q4)) ∈ δ′.
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Next we check the above (ii). Firstly, compute subgraphs Ampq1 (resp. A
mp
q2 ) of
Amp starting at q1 (resp. q2) and passing through exactly all possible unobservable
transitions. Secondly, compute asynchronous productAmpq1 ⊗A
mp
q2 ofA
mp
q1 andA
mp
q2 ,
where the states of the product are exactly pairs (p1, p2) with p1 and p2 being states
of Ampq1 and A
mp
q2 , respectively; transitions are of the form
(p1, p2)
(ǫ,e)/−µ(e)p2p3−−−−−−−−−−→ (p1, p3),
where p2
e/µ(e)p2p3−−−−−−−→ p3 is a transition of Ampq2 , or of the form
(p1, p2)
(e,ǫ)/µ(e)p1p3−−−−−−−−−→ (p3, p2),
where p1
e/µ(e)p1p3−−−−−−−→ p3 is a transition ofAmpq1 . Finally, check inA
mp
q1 ⊗A
mp
q2 , whether
there is a path from (q1, q2) to (q5, q6)whose weight is equal to µ(e2)q6q8−µ(e1)q5q7 ,
which is actually a 1-dimensional EPL problem (Problem 1). Then since the EPL
problem belongs to NP (Proposition 1), the following result holds.
Theorem 6 The self-compositionCCA(Amp) of a max-plus automatonAmp (6) can
be computed in NP in the size of Amp.
One can see that the condition in Theorem 1 can be verified in time linear of the
size ofCCA(Amp) by computing its strongly connected components (a similar check
is referred to [22, Theorem 3]), then the following result holds.
Theorem 7 The problem of verifying strong detectability of a max-plus automaton
Amp (6) belongs to coNP.
3.7.2 Computation of observer Asub mpobs and verification of weak detectability and
weak periodic detectability
We next show the complexity of computing Asub mpobs = (X,Σ
T
obs, x0, δobs) (shown
in (16)) for max-plus automaton Amp (6). The initial state x0 = M(Amp, ǫ) can be
directed computed by starting at an initial state ofAmp and passing through all possi-
ble unobservable instantaneous transitions. We then start from x0, find all transitions
step by step enough for verifying weak detectability and weak periodic detectability,
which is equivalent to checking for all x1, x2 ∈ X and σ ∈ Σ, whether there is a
transition x1
(σ,t)
−−−→ x2 for some t ∈ N. If it does exist, then x1
(σ,t)
−−−→ x2 is a transition
of Asub mpobs, otherwise there is no transition x1
(σ,t′)
−−−→ x2 for any t′ ∈ N.
Choose a state x1 = {q1, . . . , qn} ∈ X that we have just computed, where n ∈
Z+, and |x| = n. Also choose σ ∈ Σ. For each i ∈ [1, n], compute subgraph Ampqi
that consists of all paths of the form
qi
s1i−→ q1i
ei−→ q2i (22)
ofAmp with the corresponding weights such that s1i ∈ (Euo)
∗, ei ∈ Eo, and ℓ(ei) =
σ. Denote the set of all such q2i by x¯2. Note that one may have |x¯2| > |x1|, |x¯2| =
|x1|, or |x¯2| < |x1|.
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We next check whether (x1, (σ, t),M(Amp, ǫ|x¯2)) ∈ δobs for some t ∈ N, where
M(Amp, ǫ|x¯2) is the instantaneous state estimate of x¯2 (defined in (11)).
(1) For each i ∈ [1, n], denote the number of states q2i shown in (22) by i2 ∈ N, and
denote these states by q2i,1, . . . , q
2
i,i2
. Here one may have i2 = 0, which implies
that there is no path of the form (22) starting from qi.
(2) Nondeterministically compute asynchronous product
1′2⊗
i=1
Ampq1 ⊗ · · · ⊗
n′2⊗
i=1
Ampqn , (23)
where i′2 ≤ i2, i ∈ [1, n], satisfy that states q
2
1,1, . . . , q
2
1,1′
2
, . . . , q2n,1, . . . , q
2
n,n′
2
are pairwise different and
{q21,1, . . . , q
2
1,1′
2
, . . . , q2n,1, . . . , q
2
n,n′
2
} = {q21,1, . . . , q
2
1,12 , . . . , q
2
n,1, . . . , q
2
n,n2},
this also guarantees that
∑n
i=1 i
′
2 ≤ |Q|; the states of the product are
(q1,1, . . . , q1,1′
2
, . . . , qn,1, . . . , qn,n′
2
),
where qi,1, . . . , qi,i′
2
are states of Ampqi , i ∈ [1, n]; there is a transition
(q1,1, . . . , q1,1′
2
, . . . , qn,1, . . . , qn,n′
2
)
(e1,1,...,e1,1′
2
,...,en,1,...,en,n′
2
)
−−−−−−−−−−−−−−−−−−−→
(q′1,1, . . . , q
′
1,1′
2
, . . . , q′n,1, . . . , q
′
n,n′
2
)
if and only if either one of the two conditions holds.
(a) For some i ∈ [1, n] and j ∈ [1, i′2], qi,j
ei,j/µ(ei,j)qi,j q′i,j
−−−−−−−−−−−→ q′i,j is an unob-
servable transition of Ampqi , for all other pairs (k, l), ek,l are equal to ǫ, and
qk,l = q
′
k,l.
(b) For all i ∈ [1, n] and j ∈ [1, i′2], qi,j
ei,j/µ(ei,j)qi,j q′i,j
−−−−−−−−−−−→ q′i,j is an observable
transition of Ampqi .
(3) In product (23), guess transition
(q11,1, . . . , q
1
1,1′
2
, . . . , q1n,1, . . . , q
1
n,n′
2
)
(e¯1,1,...,e¯1,1′
2
,...,e¯n,1,...,e¯n,n′
2
)
−−−−−−−−−−−−−−−−−−−→
(q21,1, . . . , q
2
1,1′
2
, . . . , q2n,1, . . . , q
2
n,n′
2
),
where e¯1,1, . . . , e¯1,1′
2
, . . . , e¯n,1, . . . , e¯n,n′
2
are observable (i.e., item (2b) is satis-
fied). Then check in product (23), whether there is an unobservable path
(q1, . . . , q1︸ ︷︷ ︸
1′
2
, . . . , qn, . . . , qn︸ ︷︷ ︸
n′
2
)
s
−→ (q11,1, . . . , q
1
1,1′
2
, . . . , q1n,1, . . . , q
1
n,n′
2
) (24)
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such that the weights of all components (that are actually paths of some Ampqi of
the form (22)) of
(q1, . . . , q1︸ ︷︷ ︸
1′
2
, . . . , qn, . . . , qn︸ ︷︷ ︸
n′
2
)
s
−→ (q11,1, . . . , q
1
1,1′
2
, . . . , q1n,1, . . . , q
1
n,n′
2
)
(e¯1,1,...,e¯1,1′
2
,...,e¯n,1,...,e¯n,n′
2
)
−−−−−−−−−−−−−−−−−−−→ (q21,1, . . . , q
2
1,1′
2
, . . . , q2n,1, . . . , q
2
n,n′
2
)
(25)
are the same. If Yes, then the weight is denoted by t ∈ N, and we find a transition
(x1, (σ, t),M(A
mp, ǫ|x¯2)) (26)
of δobs.
We need to do the above check (3) for at most 2|Q| times (corresponding to non-
deterministic computations of product (23)). Each check can be done by reducing
it to the (multidimensional) EPL problem (Problem 1 and Proposition 1) (similar to
the check of (ii) in computation of CCA(Amp)), hence can be done in NP in the size
O((|Q||Q|)2(|Eo||Eo|+ |Q||Euo|)) = O(22|Q| log |Q|(2|Eo| log |Eo|+ |Q||Euo|)) of the
product (23). Hence the checks of (1), (2), (3) can be done in 2-EXPTIME in the size
of Amp.
If after checking the above (1), (2), (3), we obtain a transition (26) of δobs, then
we continue to find transitions starting atM(Amp, ǫ|x¯2) also by checking the above
(1), (2), (3); otherwise, we need to choose a subset x¯′2 of x¯2 to check whether there is
a transition from x1 to M(Amp, ǫ|x¯′2) in the order the cardinality of x¯
′
2 decreases
from |x¯2| − 1. Note that if for some subset x¯′2, we find a transition from x1 to
M(Amp, ǫ|x¯′2), we do not need to check any proper subset xˆ
′
2 of x¯
′
2, because there
will be no transition from x1 toM(Amp, ǫ|xˆ′2) by definition.
When finishing the construction of Asub mpobs, in the worst case, x1 may range over
all subsets ofQ. For each given x1, the corresponding x¯2 is unique. In the worse case,
we may also execute the above steps (1), (2), (3) on all subsets of x¯2 when there is no
transition from x1 to M(Amp, ǫ|x¯′2) for any subset x¯
′
2 of x¯2. Hence, the total time
consumption of computing the observer of Amp is 2-EXPTIME in the size of Amp.
Then the following result holds.
Theorem 8 The observer Asub mpobs (16) of a max-plus automaton A
mp (6) can be
computed in 2-EXPTIME in the size of Amp.
In Theorem 4, conditions (i) and (ii) can be verified in time linear of the size
of Amp by computing its strongly connected components, and condition (iii) can be
verified in time linear of the size of observer Asub mpobs. Then the following result holds.
Theorem 9 The weak detectability of a max-plus automatonAmp (6) can be verified
in 2-EXPTIME in the size of Amp.
Similarly, by Theorem 5 and Theorem 8, the following result holds.
Theorem 10 The weak periodic detectability of a max-plus automatonAmp (6) can
be verified in 2-EXPTIME in the size of Amp.
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3.7.3 Computation of detector Asub mpdet and verification of strong periodic
detectability
One directly sees that detector Asub mpdet is a simplified version of observer A
sub mp
obs,
hence Asub mpdet can be computed similarly by starting from the initial state x0, and
find all reachable states and transitions, where the states are of cardinality≤ 2. Hence
in the process of looking for all reachable states, one can reduce the corresponding
problems to a 1-dimensional EPL problem as in computation of self-composition
CCA(Amp) (see Section 3.7.1). We then conclude that the same as computation of
self-composition CCA(Amp), detector A
sub mp
det can also be computed in NP in the
size of Amp. Then by Theorem 3, the following result holds.
Theorem 11 The problem of verifying strong periodic detectability of a max-plus
automatonAmp (6) belongs to coNP.
3.7.4 The complexity lower bounds on verifying strong (periodic) detectability of
max-plus automata
Theorem 12 The problems of verifying strong detectability and strong periodic de-
tectability of a max-plus automatonAmp (6) are both coNP-hard.
Proof We reduce the NP-complete SS problem (Problem 2) to negation of strong
detectability and strong periodic detectability of max-plus automata.
Given positive integers n1, . . . , nm, andN , next we construct in polynomial time
a max-plus automatonAmp3 = (N,G, ℓ) as illustrated in Fig. 1. q0 is the unique initial
state and has initial time delay 0. Event u is unobservable. Event e is observable, and
ℓ(e) = e. For all i ∈ [0,m− 1], there exists two unobservable transitions qi
u/ni+1
−−−−→
qi+1 and qi
u/0
−−→ qi+1. The observable transitions are qm
e/0
−−→ q1m+1, q0
e/N
−−→ q2m+1,
and two self-loops q1m+1
e/1
−−→ q1m+1 and q
2
m+1
e/1
−−→ q2m+1.
q00
q1 q2 · · · qm−1 qm q1
m+1
q2
m+1
u/
n 1
u/
0
u/n2
u/0
u/nm
u/0
e/0
e/1
e/1
e/N
Fig. 1 Sketch of the reduction in the proof of Theorem 12.
Suppose there exists I ⊂ [1,m] such that N =
∑
i∈I ni. Then there is an unob-
servable path π ∈ q0
um qm whose weight is equal to N . Then we have
ℓ(τ(π
e
−→ q1m+1)) = (e,N), (27)
M(Amp3 , (e,N) . . . (e,N + i)) = {q
1
m+1, q
2
m+1} (28)
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for all i ∈ N.
Choose
w = τ(π
e
−→ q1m+1
e
−→ q1m+1
eω
−→) ∈ Lω(N,G).
Then
ℓ(w) = (e,N)(e,N + 1)(e,N + 2) . . . .
Choose prefix γk = (e,N) . . . (e,N + k) ⊏ ℓ(w). Then we have |γk| ≥ k and
|M(Amp3 , γk)| > 1 by (28). Hence A
mp
3 is not strongly detectable.
For all k ∈ N, choose the above w, choose w′ = τ(π
e
−→ q1m+1) ⊏ w, for all w
′′
such that w′w′′ ⊏ w and |ℓ(w′′)| < k, we have |M(Amp3 , ℓ(w
′w′′))| > 1 by (28).
Hence Amp3 is not strongly periodically detectable.
Suppose for all I ⊂ [1,m], N 6=
∑
i∈I ni. Then for all π ∈ q0
ume q1m+1, one
has
ℓ(τ(π)) = (e,N ′) for some N ′ 6= N,
M(Amp3 , ℓ(τ(π))) = {q
1
m+1}.
One then has
L(Amp3 ) = {ǫ, (e,N
′) . . . (e,N ′ + k), (e,N) . . . (e,N + k)|k ∈ N},
and
M(Amp3 , (e,N
′) . . . (e,N ′ + k)) = {q1m+1},
M(Amp3 , (e,N) . . . (e,N + k)) = {q
2
m+1}
for all k ∈ N. HenceAmp3 is strongly detectable and strongly periodically detectable.

4 conclusion
In this paper, we extended the notions of concurrent composition, observer, and de-
tector from finite-state automata to weighted automata. By using these extended no-
tions, we gave equivalent conditions for four fundamental notions of detectability,
i.e., strong (periodic) detectability and weak (periodic) detectability, for weighted au-
tomata. Particularly, for a max-plus automaton Amp over semiring N ∪ {−∞}, we
proved that the extended notions can be computed with complexity upper boundsNP,
2-EXPTIME, and NP. Moreover, forAmp, we gave an 2-EXPTIME upper bound for
verifying weak (periodic) detectability, and a coNP upper bound and a coNP lower
bound on verifying strong (periodic) detectability.
The complexity upper bounds obtained in the paper are based on theNP-complete
EPL problem proved in [13]. The technique used in [13] to give an NP upper bound
on the EPL problem (actually over Zk) is to reduce the EPL problem to the ex-
istence of a nonnegative integer solution of a linear inequality with integer coeffi-
cients. Note that the existence of a nonnegative integer solution of a linear inequal-
ity with rational coefficients also belongs to NP [15, Cor. 18.1a], and the reduction
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also works in the case extended to Qk, hence the EPL problem extended to Qk also
belongs to NP. As a result, the upper bounds shown in Theorem 7, Theorem 10,
and Theorem 11 are also valid for more general max-plus automata over semiring
Q := (Q ∪ {−∞},max,+,−∞, 0).
The lower bound for verifyingweak (periodic) detectability of max-plus automata
Q is unknown and may also be 2-EXPTIME.
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