Abstract. The Theorem of Gauß-Lucas states that the zeros of the derivative of a complex polynomial p are contained in the closed convex hull of its zeros. For a polynomial p having all its zeros in the closed unit disk Bl. Sendov conjectured that the distance of an arbitrary zero to the closest derivative zero is at most 1. In this article we will give a proof.
The zeros of the derivative of a complex polynomial p are functions of the zeros of p itself. In general we do not know explicit expressions for these functions. So approximate localizations of the derivative zeros in terms of the given zeros of p are of interest. A question of this type is the famous conjecture of Bl. Sendov which goes back to 1959 and took place in Hayman's booklet on problems in Complex Analysis (1967, [2] , by a misunderstanding, there it was named after Ilieff). It has been one of the most important problems in the zone between Function Theory and Algebraic Geometry in the least 40 years. This conjecture states:
Let p ∈ C [z] be a polynomial of degree n > 1 having all zeros z 1 , . . . , z n in the closed unit disk E. Does there exist for every z j some ζ with |z j − ζ| ≤ 1 and p ′ (ζ) = 0 ?
For a history of the conjecture and a list of the numerous (about 100) publications on it, most of them in famous international journals, see the recent article of Bl. Sendov [9] . In this paper we give a proof of this question. By P n we denote the class of all monic polynomials of degree n > 1 having all its zeros in E. For the following we fix some polynomial p ∈ P n with the factorization
(z − z j ).
Definition 1. Let p ∈ P n and w 0 ∈ C a zero of p. The disk |z − w 0 | ≤ ρ is called critical with respect to w 0 if p ′ has no zero in the open disk but at least one on the boundary (the critical circle). In this case ρ = ρ(p, w 0 ) ≥ 0 is called the critical radius for w 0 . The polynomial p ∈ P n is called maximal with respect to the point w 0 ∈ E if among all polynomials q ∈ P n with 0 = q(w 1 ) the critical radii fulfill ρ(p, w 0 ) ≥ ρ(q, w 1 ).
In this terminology Sendov's conjecture can be formulated as ρ(p, w 0 ) ≤ 1 for all p ∈ P n , p(w 0 ) = 0. In order to prove the conjecture it would be enough to check maximal polynomials in P n . But which p ∈ P n are maximal? Phelps and Rodriguez [4] guessed that these are only the polynomials p n (z) = z n − 1 and their rotations p n (ze iα )e −inα . In the following we will confirm this extension of Sendov's conjecture.
The basic idea
Let h = (h 1 , . . . , h n ) ∈ E n , t ∈ [0, 1[ and define for j = 1, . . . , n ϕ j (z) := z − th j 1 − th j z , a set of conformal unit disk automorphisms.
We vary the polynomial p ∈ P n , p(z) = n j=1 (z − z j ) into q(z, t; h) in P n having the zeros z j (t) := ϕ j (z j ), i.e. q(z) = q(z, t) = q(z, t; h 1 , . . . , h n ) = n j=1 (z − z j (t)) = n j=1 z − th j + z j 1 + th j z j .
Remark: This variation allows to change boundary zeros of p ∈ P n into arbitrary boundary zeros and inner zeros into arbitrary inner zeros. If we can find parameters h 1 , . . . , h n such that the distances between a certain zero w 0 and the derivative zeros on its critical circle simultaneously will strictly increase, then p is surely not maximal in P n . On the other hand, if there is no choice of h 1 , . . . , h n such that all these distances will strictly increase, then we conclude that p is at least "locally" maximal. Of course a maximal polynomial in P n will be "locally" maximal. In this way the method may help to determine maximal polynomials in P n .
We assume that ζ is a zero of p ′ , but not a zero of p nor of p ′′ . The Implicit Function Theorem (cf. [3] ) shows the existence of a differentiable curve ζ(t) with ζ(0) = ζ and dq dz (ζ(t), t) ≡ 0. Considering the logarithmic derivative of q with respect to z we obtain
Differentiating this equation with respect to t and setting t = 0 we see
An elementary calculation shows
So (1) can also be written as
Let z 1 be a zero of p with p ′ (z 1 ) = 0. From the equation
An algebraic point of view
Let the notations be as above. From (4) we see that condition (3) can be written in the form
As before let ρ = ρ(p, w 0 ) denote the critical radius for w 0 and ζ 1 , . . . , ζ r be the (distinct) zeros of p ′ on the circle |z − w 0 | = ρ. For each point ζ k (k = 1, . . . r) we assume that neither p(ζ k ) = 0 nor p ′′ (ζ k ) = 0. Let the numbers a j (ζ k ), b j (ζ k ) be defined by (5) . From (4) we obtain Lemma 1. With the notations as above it holds for all k = 1, . . . , r
Next we study the (complex) linear equation system
with arbitrary complex numbers c 1 , . . . , c r of positive real part and
If there is a solution h 1 , . . . , h n then the polynomial p cannot be maximal with respect to w 0 . Obviously this linear equation system is equivalent to
The following Lemma of Hahn-Banach separation type is an immediate consequence of [10] , Theorem III.2.5 1 :
Lemma 2. Let X be a normed linear real or complex space and V ⊂ X be a closed and convex set. Then there is a linear functional θ on X with 0 < ℜ(θ(z)) for all z ∈ V if and only if 0 / ∈ V .
We apply this result to X := C n as a linear space over C and take V as the convex hull of the r lines b k of the matrix in (6) . The linear functional θ can be written as
with a suitable vector w ∈ C n . Because b k ∈ V for all k = 1, . . . , r we have
under the assumption that 0 = we obtain by Lemma 1 the equations
3. Multiple derivative zeros on the critical circle, part 1
In this section we study the situation of a multiple zero of p ′ on the critical circle |z − w 0 | = ρ(p, w 0 ) in the case w 0 = z 1 . Let ζ k (k = 1, . . . , r) be all the zeros of p ′ on the critical circle and σ k their order. Then, for small t > 0, there are distinct curves ζ kℓ (t) with ∂q(z, t) ∂z (ζ kℓ , t) = 0 and lim
Above we considered the behavior of the curves in t = 0, but of course it is enough to prove the analogy of (3) for all small t > 0. Taking the logarithmic derivative of q(z, t) with respect to z we obtain (the zeros z 1 , . . . , z n are not assumed to be distinct)
The derivative with respect t leads to
By formula (2) applied to q(z, t) instead of p(z) this can also be written as (q
The orbit z 1 (t) of the point z 1 is given by the equation
or simply by
and thus
According to (3) we have to check the sign of
Again we can write
and
So (6) appears as
From (8) and (9) we see
We discuss the limits for t → 0. They depend essentially on the values of p and its derivatives in the points ζ k (k = 1, . . . , r). In any case we have
If ζ k is a simple zero of p ′ we see (7) shows that ζ ′ kℓ (t) → ∞, because the sum on the left side tends to 0 by (2), while the limit on the right side can at most be ∞ for some discrete values of h j . If ζ k is a zero of p of order σ k + 1 ≥ 2 an elementary calculation shows that
The following list contains the limits a j (ζ k ) of a j (ζ kℓ (t), t) for each case.
and ζ k is a zero of p of order σ k + 1 ≥ 2 and ζ k = z j . .
Multiple derivative zeros on the critical circle, part 2
In this section we study the variation of a ζ k on the critical circle with p ′′ (ζ k ) = 0 and p(ζ k ) = 0. The derivative of q(z, t) with respect to z can be written as
We will determine in greater detail the number
we can transform this term as follows:
We obtain that d k can be 0 only for a thin (i.e. empty interior) and closed set H 0 ⊂ E n of parameters (h 1 , . . . , h n ) . If we prearrange to avoid this set a continuity argument shows that
with d k (z) = 0 for all z sufficiently close to ζ k . As above σ k stands for the order of the zero ζ k of p ′ . So we have
The curves ζ kℓ are equivalent (in the sense of approximating behaviour of the tangent for t → 0) to those given by the equation
The resulting curves z = z kℓ (t) of this equation are
We recall the orbit of the zero 
is a strictly increasing (resp. strictly decreasing 2 ) function of t? This can be done if and only if the expressions
have its values in C \ E (resp. in E) for all such k, all ℓ = 0, . . . , σ k − 1 and all suitable small t > 0. This means that finally (i.e. for all t > 0 small enough) all the numbers
1 + th 1 w 0 lie in |1+u| > 1 (resp. in |1+u| < 1). But this is impossible. It should be mentioned that there are polynomials p ∈ P n with a multiple zero ζ of p ′ and p(ζ) = 0 and a variation (also of our type) which enlarges the distance of ζ and any zero of p. We can simply take p in such a way that there is no zero on the unit circle and consider p(z/r)r n for small r > 1. But then derivative zero ζ k is not spread into the branches ζ kℓ (t) as above and these variation is not of our type.
Multiple derivative zeros on the critical circle, part 3
Let p ∈ P n be a polynomial which critical points on the critical circle with respect to its zero w 0 are ζ 1 , . . . , ζ r and assume that p ′′ (ζ k ) = 0, p(ζ k ) = 0 is fulfilled at least for one k. We fix such a k for the moment. As before we denote the zeros of p as w 0 = z 1 , z 2 , . . . , z n . We know by the last section that almost always the derivative zero ζ k is spread under the variation q(z, t; h 1 , . . . , h n ) into the curves ζ kℓ (t) (ℓ = 0, . . . , σ k − 1). We define
The integral exists: if we approximate′′ by (using the fact that
uniformly on compact sets for t → 0)
and ζ kℓ (t) according (10) by
we see that it is of the type indicates the derivative with respect to t, while q ′′ stands for the second derivative of q with respect to z; note that t = ψ(s))
So we conclude
and the left side tends to (ℓ = 0, . . . , σ k − 1)
which is finite. On the other hand we see that 1
Besides it holds
We are interested in the limit for s → 0 (resp. t → 0) of the numbers
which are determined by the limits mentioned above. We see that
We specify the notion of "local maximality" of a polynomial p ∈ P n . Definition 2. We call a polynomial p ∈ P n extensible with respect to its zero w 0 , if there exist a variation q(z, t) of p as described above such that the linear equation system (6) can be fulfilled with h j ∈ E (j = 1, . . . , n) and complex numbers c k of positive real part.
In the following section we modify this definition in this way that we observe not necessarily the motion of the critical points on the critical circle |z − w 0 | = ρ(p, w 0 ) relatively to the motion of w 0 .
The neighborhood of a maximal polynomial
Let p ∈ P n , p(w 0 ) = 0 and ζ 1 , . . . , ζ R be all zeros of p ′ (pairwise distinct, without counting multiplicity). The critical points on the critical circle |z − w 0 | = ρ(p, w 0 ) are, as before, ζ 1 , . . . , ζ r . We will use the following notations: K := {1, . . . , R}, K := {1, . . . , r}. Let X ⊂ K and Z ⊂ N := {1, . . . , n}. Let the matrix B(X, Z) be defined analogously to B (compare (6)). We generalize the notion of extensible polynomials in this direction, that not only the distance between derivative zeros on the critical circle and w 0 under the variations are considered and also we restrict the variations on the motion of some selected zeros. Definition 3. Let X = {k 1 , . . . , k ω } and Z = {j 1 , . . . , j Ω } be as above and assume that k 1 < k 2 < · · · < k ω j 1 < j 2 · · · < j Ω . The polynomial p ∈ P n is called to be (X, Z)-extensible with respect to its zero w 0 , iff there are h j ∈ E (j ∈ Z) such that
The aim of this section is to prove that each p ∈ P n is (K, N)-extensible with respect to its (simple) zero w 0 if not all zeros of p lie on the unit circle. Remarks: 1. p is extensible with respect to w 0 iff it is (K, N)-extensible. 2. If p is a maximal polynomial in P n with respect to its zero w 0 , then p is not (K, N)-extensible with respect to w 0 . Lemma 2 and the considerations in section 2 give: Lemma 3. Let X, Z be as above. The polynomial p ∈ P n is (X, Z)-extensible with respect to w 0 iff 0 ∈ C |Z| is no convex combination of the lines of B(X, Z).
We already know
for all k = 1, . . . , r. Let some q ∈ P n and
with k 1 < k 2 < · · · < k ω and j 1 < j 2 · · · < j Ω be given and assume that all zeros z j of q with j ∈ Z have modulus less than 1. If q is (X, Z)-extensible with respect to its zero w 0 we know from Lemma 3 that it holds for all non-negative numbers λ k
for at least one j ∈ Z. We conclude that 0 ∈ C |Z| is not contained in the closed convex hull C of the vectors
On the other hand, if the origin is not in C we see from |z j | < 1 for all j ∈ Z, that 0 ∈ C |Z| is not contained in the convex hull of the lines of the matrix B(X, Z) and q is (X, Z)-extensible with respect to w 0 by Lemma 3. So we have: Lemma 4. Let q, X, Z be as above. Then q is (X, Z)-extensible with respect to w 0 iff 0 ∈ C |Z| is no convex combination of the lines of the matrix
and H be their closed convex hull. If L > N then the topological boundary ∂H of H is a subset of the union of the convex hulls H ν of the sets (ν = 1, . . . , L)
Proof: Because the assertion is invariant under translations we may assume that x 1 = 0. We consider the dimension m of the linear subspace S of C N (as a vector space over R) which is spanned by x 2 , . . . , x L . Let ∂ S H denote the boundary of H in S with respect to the induced euclidean topology. Obviously it holds ∂ S H ⊂ ∂H. We have ∂ S H = ∂H if and only if m = N and ∂H = H otherwise.
1. If the remaining vectors x 2 , . . . , x L are linearily independent, then the assumption L > N implies L − 1 = N and we consider some x ∈ H with x = L k=1 λ k x k and 0 < λ k for all k = 1, . . . , L as well as
is a convex-combination of our vectors x 1 , . . . , x L and fills a full neighborhood of x in S = C N . So x ∈ ∂H if and only if at least one λ k in the convex combination of x above is zero. This shows the assertion. We remark that in this case ∂H equals the union of the H ν . This follows from the uniqueness of the representation of x as a linear combination of x 2 , . . . , x L . With respect to the induced euclidean topology on S there are obviously some of the vectors x k on the boundary ∂ S H, we assume that this is true for k ∈ K ⊂ {1, . . . , L}. We will prove that H is already contained in the convex hull H * of the vectors x k (k ∈ K). Let some x ∈ H be given. We have a convex combination
Using x 1 = 0 and 1 ∈ K as above shows that for each y ∈ S with |y| < ε for sufficiently small ε > 0 we have a convex combination of the form ∈K λ k x k is not zero, then λ 1 < 1 and thus we can write
as a convex combination. But because this an arbitrary vector of a neighborhood of x in S we obtain that x cannot lie on the boundary of H in S. So k / ∈K λ k x k = 0 and thus x ∈ H * . If K = {1, . . . , L} this already gives the conclusion. If K = {1, . . . , L} then we have a non-trivial linear combination L k=1 µ k x k = 0 and we take some x ∈ H = H * as
as convex combination. If λ ν = 0 for some ν ∈ {1, . . . , L}, then x ∈ H ν and we are done. So we may assume that λ k > 0 for all k. Then we have for each λ ∈ R
Because all λ k > 0 we find some λ such that all the coefficients λ k + λ · µ k for k ≥ 2 are non-negative and at least one of them is 0. Moreover we can arrange that
If we define λ
we obtain x as the convex combination
where at least for one k we have λ ′ k = 0. This gives the assertion. Now we consider a polynomial p ∈ P n , n > 3 and assume that not all zeros of p lie on the unit circle. With the notations as above it holds |K| ≤ n − 1. We assume that p is not (K, N)-extensible with respect to its zero w 0 . In this case we know that 0 ∈ C n is an element of the convex hull C(K, N) of the lines of the matrix A(K, N). If we can find a proper subset K 1 of K such that 0 is in the convex hull of the lines of the matrix A(K 1 , N), then we can skip the next step.
If this is not the case we fix some polynomial p 0 ∈ P n which has only simple derivative zeros ζ 
2 ) where δ 1 = 1 and δ m = 0 for m ≥ 2. We see that a m (ζ 0 k ) > 0 and thus there is no vanishing convex combination k∈K λ k a m (ζ 0 k ). Now we take curves z j (t) (t ∈ [0, 1]) joining z 1 = w 0 with z 0 1 and z j with z 0 j for j = 2, . . . , n. This can be done in such a way that |z j (t)| < 1 for all j = 1, . . . , n and 0 < t < 1. Let p(z, t) be the polynomial in P n with the zeros z 1 (t), . . . , z n (t). We can arrange that for t ∈]0, 1] the polynomials p(z, t) have neither a multiple zero of the derivative with respect to z nor a multiple zero. For each t we have a continuously moving derivative zero ζ k (t) of p(z, t) such that ζ k (0) = ζ k for all k ∈ K. Moreover we may choose these polynomials in such a way that for a prescribed pair m 1 , m 2 ∈ N \ {1} with m 1 = m 2 and for all t > 0 there do not exist distinct
This follows from [8] (Lemma 1), noting the assumption above and especially that z m 1 and z m 2 are zeros of p(z, t) in the open unit disk. We fix such a pair m 1 , m 2 .
The resulting matrices A(K, N)(t) depend continuously on t. Now we choose some N 1 ⊂ N such that |K| = |N 1 | + 1. We are free to take as N 1 each subset of N with |K| − 1 elements. Because |K| ≤ n − 1 we prearrange that 1 / ∈ N 1 and m 1 , m 2 ∈ N 1 . We know that p 0 is (K, N 1 )-extensible. So we conclude that 0 is no convex combinations of the lines of A(K, N 1 )(1) and so there must be a smallest t 1 such that 0 is a boundary point of the convex hull corresponding with A(K, N 1 )(t 1 ). Lemma 5 says that we find some K 1 ⊂ K with |K 1 | < |K| such that there exists a convex combination of 0 of the lines of A(K 1 , N 1 )(t 1 ). Now we repeat this argument. We choose a set N 2 ⊂ N 1 containing m 1 , m 2 with |N 2 | = |K 1 | − 1 and find some t 2 ≥ t 1 and some proper subset K 2 of K 1 such that 0 is contained in the convex hull of the lines of A(K 2 , N 2 )(t 2 ). This procedure stops when a 2 × 2-matrix appears. The remaining final index sets is
The final parameter t let be t 0 . 0 ∈ C 2 must be still contained in the convex hull of the lines of Using the assumption that 0 is a convex combination of the lines a short calculation gives (t 0 is dropped)
We have that z m 1 (t 0 ) = z m 2 (t 0 ). If we assume ζ κ 1 (t 0 ) = ζ κ 2 (t 0 ) it comes out (t 0 dropped)
We define the linear transformation ψ by ψ(ζ) = ζ − z m 2 ζ − z m 1
Proof of Sendov's conjecture
Rubinstein [5] proved that Sendov's conjecture holds for polynomials p ∈ P n having all zeros on the unit circle. So far our results above show that the conjecture is true. But we will determine in addition the maximal polynomials.
Let p ∈ P n be maximal with respect to its zero w 0 . By Theorem 1 we know that all zeros w 0 = z 1 , . . . , z n have modulus 1 and there is only one zero ζ of p ′ (of order σ ≥ 2) on the critical circle. Moreover p(ζ) = 0. Without loss of generality we may assume w 0 = 1.
The following Theorem has been proved by Goodman, Rahman, Ratti [1] and independently by Schmeisser [7] . Theorem 2. Let n ≥ 2 and p ∈ P n . If p(1) = 0 then there is some ζ with p ′ (ζ) = 0 and |2ζ − 1| ≤ 1. Moreover, there is such a ζ in the open disk |2z − 1| < 1 unless all derivative zeros of p lie on the circle |2z − 1| = 1
The polynomial z n − 1 shows that ρ(p, w 0 ) ≥ 1 in order that p is maximal with respect to w 0 . So the only point in the closed disk |2z − 1| ≤ 1 where p may have a derivative zero is 0. So we obtain from Theorem 2 that p ′ has a single zero, located in the origin. Now p(1) = 0 implies p(z) = z n − 1. We see that the only maximal polynomials in P n are given by z n + a with |a| = 1. This has been conjectured 1972 by Phelps and Rodriguez [4] .
