










Elektrische Impedanztomographie (kurz EIT) ist eine neuartige Tomographiemethode
aus der Medizin. Ziel ist die Darstellung des Leitf

ahigkeitskoezienten im Innern des
K








Der \Versuchsaufbau" ist wie folgt. Auf dem Rand , des K

orpers 
 werden p Elek-
troden befestigt. In p einzelnen Versuchen wird reihum durch jeweils zwei benachbarte
Elektroden Strom in den K

orper geschickt, bzw. abgezapft. Dabei ergibt sich ein elek-
trisches Feld E, bzw. ein Potential U (\Spannung"), welches am Rand , { also an
den p Elektroden { abgegrien werden kann. Auf diese Weise erh






ur jeden Versuch mit jeweils p Mewerten (einer je Elektrode).
Wie h

angen diese Mewerte mit der Leitf

ahigkeit  : 
 ! IR zusammen? Das physi-
kalische Modell liefert das Ohm'sche Gesetz, nachdem der Strom J und das elektrische
Feld E wie folgt gekoppelt sind:
J = E : (Ohm'sches Gesetz)
Dabei ist der positive Leitf

ahigkeitskoezient  der Kehrwert des Widerstands. J und
E sind vektorwertige Funktionen; das elektrische Feld ist der negative Gradient des
Potentials U , also ein Gradientenfeld. Nach dem Ohm'schen Gesetz iet der Strom in
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arker ist der ieende Strom.
Von entscheidender Bedeutung ist im folgenden der Begri der Leistung (Arbeit pro
Zeiteinheit). Die Leistung ist gegeben durch das Skalarprodukt von Kraft mit Ge-
schwindigkeitsvektor, also in unserem Fall J  E. Integration

uber 













Dieser Teil der Leistung ist immer positiv. Dar

uberhinaus iet noch ein Strom J
0
























oer, dann ist dieser Anteil der Leistung negativ.




















Bei einem festen Zeitintervall der L

ange T ergibt sich somit die Energie W = PT , die
von der Batterie in diesem Zeitintervall aufgebracht werden mu.
Aufgrund

ublicher physikalischer Annahmen (Prinzip der geringsten Arbeit ) richtet
sich in diesem Experiment dasjenige elektrische Feld aus, f

ur das die Gesamtener-




























[u]  ! min : (1.4)
Nat

urlich ergeben sich unmittelbar eine Reihe wichtiger Fragen: Bez

uglich welcher
Grundmenge u 2 X wird [u] minimiert? Existiert

uberhaupt das Inmum, und
wenn ja, wird es angenommen? Diese Fragen werden wir leider erst in Kapitel 4
zufriedenstellend beantworten k

onnen. Vorwegnehmen wollen wir hier lediglich, da
X ein linearer Raum sein soll. Dies pat gut zu den grundlegenden Eigenschaften der
2
Funktionen a und b aus (1.3): a(u; v) ist n

amlich eine Bilinearform in u und v, und
b(u) ein lineares Funktional auf X .
Nehmen wir f

ur den Moment an, da  an der Stelle u 2 X ein lokales Minimum






ur ein beliebiges Element v 2 X und
f

ur t 2 IR hinreichend nahe bei 0:
[u]  [u+ tv] =
1
2





a(v; v)  b(u)  t b(v)











Das quadratische Polynom p hat also in t = 0 ein globales Minimum, und es folgt
zwangsl

aug 0 = p
0
(0) = a(u; v) b(v). Mit anderen Worten: Ist u ein lokales Minimum
von  in X , dann gilt
a(u; v) = b(v) f

ur alle v 2 X : (1.5)
Bemerkung 1.1 Die Gleichung (1.5) ist vor allem f

ur die Numerik interessant: W

ahlt
man etwa einen endlichdimensionalen Teilraum X
n














den Gleichungen (1.5) zumindest noch f






asentiert man nun X
n
durch eine Basis f 
1
; : : : ;  
n
g, dann ergibt sich aus (1.5)
ein lineares Gleichungssystem f
























) = b( 
j
); j = 1; : : : ; n : (1.6)









uck zu (1.5), wobei wir nun erg

anzend noch annehmen wollen, da das Gebiet 
,














































ahlt man schlielich in geschickter Weise f

ur v Funktionen, die in Randn

ahe ver-




 die Funktion div ( grad u) approximieren, so erkennt man,
da notwendig
div ( grad u) = 0 f

ur alle x 2 
 :
























 bezeichnet hierbei die Delta-Distribution.
Falls die obigen Umformungen also allesamt zul

assig sind (d.h. im wesentlichen, falls
u hinreichend glatt ist), dann l

ost u die partielle Dierentialgleichung (Randwertauf-
gabe)









) auf , :
(1.9)
Ist umgekehrt u eine glatte L

osung von (1.9), dann l

ost u auch das Minimierungspro-





ultigkeit von (1.5), so da u ein kritischer Punkt von  ist. Wie wir in Kapitel 4
sehen werden, ist dies hinreichend f

ur den Nachweis, da u das globale Minimum von
 ist (vgl. Korollar 4.2).
Bemerkung 1.2 Die L






gen nicht eindeutig. Das sieht man unmittelbar, da mit u auch jede Verschiebung u+c
(c konstant) eine L

osung von (1.9) darstellt. Diese (triviale) Mehrdeutigkeit kann man








u ds = 0 :
Dies werden wir duch eine geeignete Wahl von X garantieren.
Bemerkung 1.3 Die Voraussetzungen an die Glattheit von  und u in diesem Resul-
tat lassen sich f






ur uns nicht von Interesse, da wir sp






uhren werden. Man spricht n





u von (1.9), falls u lediglich das Minimierungsproblem (1.4) l

ost, aber beispielsweise
noch nicht einmal in ganz 
 dierenzierbar ist. Umgekehrt wird eine Funktion u \star-
ke L

osung" von (1.9) genannt, falls u in 
 zweimal stetig dierenzierbar ist, und der
Gradient von u stetig auf den Rand , fortgesetzt werden kann. Schwache L

osungen
sind durchaus physikalisch sinnvoll: So werden wir beispielsweise in Satz 6.5 sehen,
da die Ableitung der L

osung u von (1.4) Spr






andert, etwa an Grenzschichten zweier unterschiedli-
cher Medien. Dies ist physikalisch notwendig, da auf Grund von Fluerhaltungss

atzen
garantiert werden mu, da in der N

ahe von Grenzschichten der elektrische Flu stetig
ist.
Es gibt einen wichtigen Spezialfall, f








ur   1 im Einheitskreis 
. In diesem Fall ist div ( grad u) = u
der Laplace-Operator, und L

osungen von u = 0 werden harmonische Funktionen
genannt.
Erinnerung. Ist f : 
  C! C eine analytische Funktion mit Realteil u und Imagin

arteil v, also
f(z) = u(; ) + i v(; ) ; z =  + i ;






















Aus den Cauchy-Riemann Dierentialgleichungen folgt unmittelbar, da u und v beides harmonische
Funktionen in 
 sind, also da u = v = 0 in 
.
Harmonische Funktionen erben einige Eigenschaften analytischer Funktionen: Beispielsweise ist eine
harmonische Funktion u selber wieder analytisch bez

uglich den Variablen  und . Auerdem gilt
das Maximum-/Minimumprinzip: Sind etwa u und v zwei harmonische Funktionen mit den gleichen
Randwerten auf   , dann ist oensichtlich auch u   v harmonisch mit identisch verschwindenden
Randwerten. Nach dem Maximum-/Minimumprinzip mu somit u   v  0 gelten, d.h., u und v
sind identisch. Mit anderen Worten: Eine harmonische Funktion ist durch ihre Randwerte eindeutig
festgelegt. In dem Spezialfall, in dem 
 die Einheitskreisscheibe ist, kann diese Festlegung durch
die Poisson-Integraldarstellung explizit gemacht werden. Ist g die gegebene Funktion der Randwerte
auf   , dann l

at sich die harmonische Funktion u in 
 in Polarkoordinaten in der folgenden Weise
darstellen:










1  2r cos(   ') + r
2
g() d : (1.11)
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; z 2 
 = fz 2 C j jzj < 1g : (1.12)
mit Realteil u und Imagin

























; z =  + i ; (1.13)
eine L

osung von u = 0 in 


















(; ) : (1.14)

































Oensichtlich ergibt sich also durch stetige Fortsetzung
@u
@
(s) = 0 auf allen Rand-




erster Ordnung: konvergiert z 2 
 gegen s
+




konvergiert z 2 
 entsprechend gegen s
 
































die Dierenz zweier Delta-Distributionen
ist. Dazu mu man anders argumentieren: F











ein stetiges lineares Funktional

uber dem Raum der (reellen) Funktionen g 2 C(, ).


















Nun verwenden wir, da die Poisson-Integralformel (1.11) eine harmonische Funktion
v = P [g] in 
 mit Randwerten vj
 




















(v(r; 0)  v(r; ))
 ! g(1)  g( 1) ; r ! 1 :
Mit anderen Worten: Das Funktional N
r
[  ] konvergiert gegen (   1)   ( + 1) f

ur
r ! 1. Damit ist nachgewiesen, da die Funktion u aus (1.13) die Dierentialgleichung
(1.9) l

















; 0 <  < 2;  6=  : (1.16)
uj
 
hat also milde (logarithmische) Singularit

aten in s = 1 und s =  1.
Dieses Beispiel l

at sich leicht weiterf

uhren: Bezeichnet s = e
i
, 0 <  < 2,



























den abgeschlossenen (oenen) Einheitskreis 
 konform auf sich ab mit
(1) = 1; (s) =  1 und (
p
s) = i :
Der Realteil U der analytischen Funktion f((z)) ist also ebenfalls eine harmonische
Funktion in 
, und mit denselben








= (   1)  (   s) :
7
Auf diese Weise l








osen { zumindest im Einheitskreis und mit homogener
Leitf

ahigkeit. Zur Illustration betrachten wir die folgenden zwei Plots:




















oren zu einer 16-Elektroden Konguration mit einer typischen
Dipolanregung an zwei benachbarten Elektroden. Die beiden Bilder zeigen auf der








oren zu jU j = 0:1; 0:2; : : : ; 2,
w

ahrend die gebrochenen Linien den verbliebenen Bereich jU j < 0:1 feiner in Hun-
dertstelschritte unterteilen. Wie man sieht, treten relevante Abweichungen vom Null-
potential nur in einer sehr kleinen Umgebung der stromf

uhrenden Elektroden auf.





ahigkeitskoezienen weit im Inneren des K

orpers, etwa in der N

ahe
des Nullpunkts, zu identizieren. Wir werden dies sp

ater noch genauer in Kapitel 8
untersuchen.
8







anken uns in dieser Vorlesung ausschlielich auf den Fall der Einheitskreis-
scheibe

 = fx = (; ) j j(; )j < 1g ;
so da , = @
 der Einheitskreisrand ist. Dies hat vor allem didaktische Gr

unde, da in
diesem Fall einige kritische Absch







) den Hilbert-Raum aller quadratisch integrierbaren
Funktionen u : 

















Der entscheidende Vorteil des Einheitskreises macht sich dadurch bemerkbar, da
Funktionen u 2 L
2
(





onnen, d.h., durch Funktionen der Form
u(x) = y(r)()
mit














































= r : (2.2)
Lemma 2.1 Sei L
2
r
[0; 1] der Abschlu der Menge aller






















Funktionen der Form u(x) = y(r)() mit  2 L
2
















































































































:= fu(x) = y(r)
n
() jn 2 Z; y 2 L
2
r
[0; 1]g : (2.3)




(n 2 Z) sind paarweise orthogonal zueinander.

























































() d dr ;













Beweis. Sei u 2 C(
), und nehmen wir an, da h u; v i = 0 f

ur alle v(x) = y(r)
n
()
mit stetigem y. Zu zeigen ist, da dann u = 0 sein mu. Wegen






























aug die Nullfunktion, und zwar f

ur jedes y 2 C[0; 1]. Wir w

ahlen nun  2




u(r; )y(r) rdr = 0
f

ur alle y 2 C[0; 1], also insbesondere f










(r; ) rdr = 0. Folglich ist die stetige Funktion u(r; ) identisch 0, und
zwar f

ur jedes . Also ist u  0.
Somit ist die Summe der T
n












uhren nun in Analogie zum L
2
(
) einen Raum \dierenzierbarer Funktionen"
ein:




























) bezeichne die Vervollst







u d = 0g
bez






) ist ein Hilbertraum mit Innenprodukt










gradu  grad v dx : (2.5)
Die Einschr

ankung auf Funktionen u mit
R
 
u d = 0 ist wichtig, damit (2.4)
tats

achlich eine Norm ist.
Achtung. Genau wie L
2









Beispiel 2.5 Sei u(r; ) := log j log
r
2
j   log log 2. Dann ist uj
 
= 0 und u ist stetig
dierenzierbar in 





































































Funktionen mit \schlimmeren" Singularit







Beispiel 2.6 Sei u die Funktion aus Beispiel 1.4, vgl. (1.13). Diese Funktion hat
logarithmische Singularit

aten an den Randpunkten 1. Wegen (1.10) ergibt sich mit
f gem

































































aus (2.3) eine wichtige Rolle.




















wie im Beweis von Proposition 2.2 gew

ahlt, nun allerdings







































































































































































Das erste Integral auf der rechten Seite verschwindet f

ur n 6= m. Das zweite Integral
hingegen kann h












in x = 0 nicht
dierenzierbar w





=r eine hebbare Singularit

at im Nullpunkt und





Da die in 




) liegen, folgt die vollst

andige
Behauptung schlielich durch Grenz

ubergang. ut













Beweis. Sei u 2 C
2
(











() mit stetigem y und n 2 Z. Mittels partieller Integration ergibt sich,
vgl. (1.7),



























vu dx : (2.7)
Damit ist hu; v i = 0 f

ur alle v(x) = y(r)
n
() mit y(1) = 0. Letztere Nebenbe-
dingung ist aber wegen der Dichtheit der entsprechenden stetigen Funktionen keine
wesentliche Einschr

ankung, und es folgt wie im Beweis von Satz 2.3 da u = 0 in









d = 0 f











(; ) = Re zf
0
(z) ;
vgl. (1.14), ist jzj
@u
@
selber wieder eine harmonische Funktion in 
, die auf dem Rand
verschwindet. Also ist jzj
@u
@
















ur groe n ausschlielich stark oszillierende Funktionen.
Daher wird man f



































ur n 6= 0 zwangsl











































































































Daher ist nach dem Hauptsatz der Dierential- und Integralrechnung

























































































Zusammen mit (2.8) und Lemma 2.1 gilt also f




























































































































) liegen, folgt die erste







= 0 sein mu f

ur jmj < n. ut
15
3. Ein Spursatz




) nicht notwendig stetig.
Sp

ater werden wir sehen, da die Spannungsverteilungen u der EIT-Experimente unter






oren werden. In welchem Sinn
kann man dann davon sprechen, diese Spannungen (also die \Werte" von u) auf dem
Rand von 
 abzugreifen?
In der Tat kann dies wegen der fehlenden Stetigkeit nicht punktweise erlaubt sein;



































Beweis. Wir betrachten zun




























Die partielle Ableitung u
r






gradu, und somit ist ju
r













































(juj j graduj+ u
2



















Eine Anwendung von Korollar 2.10 ergibt somit die Behauptung f











(, ) ;  : u 7! uj
 
;











und entsprechend auf den ganzen Raum fortsetzbar. ut

















) denieren (die sogenannten Sobolev-R

























































und einem festem c > 0. Diese Schranke unterscheidet sich also nur wenig von der





)-Funktion jedoch nicht einfach nur in L
2





uckt: Nicht jede L
2





)-Funktion. Dies wird z.B. deutlich bei der speziellen L

osung u aus Beispiel 1.4
f
















eine Funktion mit quadratisch integrierbaren Singularit






Derartige Diskrepanzen lassen sich leider nicht an Satz 3.1 ablesen.
Am ehesten kann man dieses Dezit noch daran erkennen, da das L
2
-Ma auf dem













die beiden Topologien sind also weit voneinander entfernt.





































































a(u; u)  b(u) (4.1)
zu minimieren sucht. Im folgenden wollen wir Minimierungsprobleme der Form (4.1)
allgemein ansehen.
Wir gehen dabei von den folgenden Voraussetzungen aus. Sei X ein Hilbertraum und
a eine symmetrische Bilinearform

uber X , sowie b ein stetiges (lineares) Funktional
auf X . b ist also ein Element des Dualraums X
0









Ferner sei 0 < a  a <1 mit
ja(u; v)j  a kuk kvk 8u; v 2 X ;
a(u; u)  a kuk
2
8u 2 X :
(4.2)







a(v; v) + b(v) =
1
2





















Unter den getroenen Annahmen kl

art der folgende Satz die L

osbarkeit von (4.1).
Satz 4.1 Das Minimierungsproblem (4.1) hat eine eindeutige L

osung u 2 X , und jede
Minimalfolge fu
n
g  X konvergiert gegen u. Zusatz: Mit b 6= 0 ist auch u 6= 0.
19



















Also existiert das Inmum von 

uber X . Es gilt zudem
 := inf
u2X
[u]  [0] = 0
und Gleichheit kann nur gelten wenn b = 0; andernfalls existiert n

amlich ein v 2 X



















Damit ist der Zusatz schon einmal bewiesen.
Wir w

ahlen nun eine Minimalfolge fu
n
g 2 X , also eine Folge aus X mit
[u
n
]  !  ; n!1 :
Zu zeigen ist, da fu
n
g eine Cauchy-Folge ist. Wegen
a(u+ v; u+ v) = a(u; u) + 2a(u; v) + a(v; v) ;
a(u  v; u  v) = a(u; u)  2a(u; v) + a(v; v) ;
ergibt sich die \Parallelogramm-Gleichung"
a(u; u) + a(v; v) =
1
2
a(u+ v; u+ v) +
1
2






















































































k gegen 0. Mit
anderen Worten: fu
n
g ist eine Cauchy-Folge in X und hat einen eindeutigen Grenzwert
u 2 X . Wegen der Stetigkeit von  ist u also eine L

osung von (4.1). Die Eindeutigkeit
folgt daraus, da jede Minimalfolge eine Cauchy-Folge ist: G

abe es zwei minimierende







= v; n 2 IN ;
ansonsten nicht konvergieren. ut
Korollar 4.2 Unter der Voraussetzung (4.2) l

at sich die L

osung u des Minimie-
rungsproblems (4.1) charakterisieren als L

osung der Gleichungen
a(u; v) = b(v) f










Beweis. Da (4.3) aus Satz 4.1 folgt, haben wir bereits in Kapitel 1 gesehen, vgl. (1.5).
Ist nun umgekehrt u eine L























Folglich ist u die L

osung von (4.1). Um die Absch

atzung zu beweisen, verwenden wir
(4.3) und die zweite Bedingung aus (4.2):
akuk
2




Daraus folgt sofort die Behauptung. ut
Die Gleichungen (4.3) werden

ublicherweise als Variationsproblem bezeichnet (v vari-
iert in X ). Das Variationsproblem kann auch als Gleichung in X
0
aufgefat werden:
a(u; ) = b :
Demnach existiert ein linearer Operator
A : X ! X
0
; A : u 7! b ;
und Korollar 4.2 besagt, da dieser Operator stetig invertierbar ist.
21
Satz 4.3 Der Operator L, der dem linearen Funktional b des Minimierungspro-
blems (4.1) die L










Beweis. L ist der inverse Operator zu A. Die Absch

atzung und die anderen Aussagen
folgen unmittelbar aus Satz 4.1. ut
Wir wollen nun diese allgemeine Theorie auf unser EIT-Problem anwenden. Das Prin-
zip der minimalen potentiellen Energie f













uf d  ! min ; (4.4)
wobei f = (   s
+
























ahigkeit  ist mebar und durch 0 <      < 1 beschr

ankt.
Dies entspricht dem Ausschlu von Isolatoren und Supraleitern. Die Menge der
zugelassenen Leitf






 Anstelle von -Distributionen, wie sie in (1.3) und (1.9) bei der Denition von












f d = 0g : (4.6)
Dies ist eine Konsequenz aus dem Ergebnis, da Punktauswertungen wie in
(1.3) f





) nicht erlaubt sind. Zudem haben wir bereits bei dem einfa-







osung erwartet werden kann. Die Einschr

ankung
(4.6) kann andererseits dadurch rechtfertigt werden, da Elektroden eine positi-




-Approximation { etwa die charakteristische Funktion des Elektroden-
tr

agers { modelliert werden. Der spezielle Teilraum von L
2
(, ) deutet an, da
in jedem Fall genauso viel Strom aus dem K





ur Funktionen f 2 L
2















































ur das EIT-Minimierungsproblem (4.4) mit f 2 L
2

(, ) existiert eine ein-
deutige L





















und u 6= 0 falls f 6= 0.










































































Also folgen Existenz, Eindeutigkeit und Absch

atzung aus Satz 4.1. Die Darstellung

uber die Variationsgleichung folgt aus Korollar 4.2. Der Zusatz von Satz 4.1 besagt,















) dann ergibt sich f?
n
, und zwar f

ur jedes n 6= 0.
Demnach ist f eine Konstante, und wegen
R
f d = 0 ist zwangsl

aug f = 0. ut














: f 7! u ;
der den Neumann-Randwerten das zugeh

orige Potential zuordnet, stetig ist. Mit an-
deren Worten: Das resultierende Potential h






5. Der Neumann-to-Dirichlet Operator






osung des Minimierungsproblems (4.4) bei gegebener
Funktion f 2 L
2










(, ) ;  : f 7! uj
 
denieren.  heit Neumann-to-Dirichlet Operator (NtD-Operator), da  die vorge-











(, ) ist stetig mit kk  4=.




















Im weiteren werden wir zeigen, da  ein kompakter Operator, sogar ein Hilbert-
Schmidt Operator ist. Zun

achst zeigen wir jedoch erst, da  selbstadjungiert ist.






(, ) ist selbstadjungiert und positiv.
Beweis. Sei f 2 L
2










gabe (4.4). Ferner sei g eine beliebige andere Funktion aus L
2



















Nach Satz 4.4 gilt



































ur f 6= 0, vgl. Satz 4.4. ut
Erinnerung. Ein kompakter, selbstadjungierter und positiver OperatorK : X ! X im Hilbertraum




g absteigend sortierter Eigenwerte 
n









ahlt werden, da fx
n
g eine Orthonormalbasis


























 X gebildet wird.
Gilt f








< 1, so nennt man K einen
Hilbert-Schmidt Operator. In diesem Fall gilt f























(Mittels (5.2) kann der Begri des Hilbert-Schmidt Operators auf nicht notwendig selbstadjungierte
Operatoren verallgemeinert werden.) Die Abbildung jjj  jjj deniert eine Norm

uber allen Hilbert-





















Dadurch gewinnt die Hilbert-Schmidt Norm einen entscheidenden Vorteil gegen

uber der Spektral-




Ubrigens ist der Wert der Hilbert-Schmidt Norm
immer gr

oer als der Wert der Spektralnorm kKk = 
1
.






uhrt man am besten wie folgt:
Ist f~z


































































































































































Beispiel 5.3 Wir betrachten den Spezialfall, da   c > 0 konstant ist (f

ur
c = 1 ergibt sich also wieder die bereits fr







(, ) bilden die trigonometrischen Funktionen
f
n
jn 6= 0g. F

ur f = 
n
, n 6= 0, f






der partiellen Dierentialgleichung, vgl. (1.9),





























eine harmonische Funktion und daher die L

















und daher ist 
n










































ussen wir noch ein kleines Hilfsre-
sultat beweisen. Dazu f

















(, ) ; n 2 IN ; (5.5)
der Dimension 2n ein.





















































; jmj  n :
Dann ist nach Voraussetzung
b(u) = b(u
n















d + b(w) = b(w) :






































































































was zu zeigen war. ut
Nun kommen wir zum Hauptresultat dieses Kapitels.




). Dann ist die zugeh









Beweis. Wir verwenden wieder die Mengen X
n
, n 2 IN, aus (5.5) und das Minmax-
















(Der Nachweis, da  kompakt ist, bzw. Eigenwerte hat, folgt automatisch als Ne-






den Orthogonalprojektor auf X
?
n
, dann ist P
n


























durch  = L

faktorisiert werden; dadurch k








































noch den Orthogonalprojektor auf die Summe der T
k
mit jkj > n,









k  2(n+ 1)
 1=2
: (5.7)







































In diesem Kapitel betrachten wir den Spezialfall radialsymmetrischer Leitf

ahigkeiten



























cos(n); n < 0




































































































ur n 2 IN
0
deniert die rechte Seite von (6.2) eine Norm k  k
n
in dem Teilraum fy 2 C
1
[0; 1] j y(0) = 0g. Den Abschlu dieses Teilraums bez

uglich










stetige Funktionen, wie wir im folgenden gleich nachrechnen werden. Wegen der Null-
stelle der Gewichtsfunktion r im Nullpunkt gilt dies hier allerdings nur im Intervall
(0; 1]: In Kapitel 2 haben wir bereits gesehen, da die Funktion log j log(r=2)j als
Beispiel daf

ur dient, da Elemente aus H
1
0
[0; 1] im Nullpunkt nicht unbedingt stetig
sein m

ussen. Allerdings darf die Singularit

at im Nullpunkt nicht viel schlimmer sein.
Bereits log r oder gar r
 




Lemma 6.2 Ein Element y 2 H
1
n






; r 2 (0; 1] :
Beweis. Sei y 2 H
1
n











































































andererseits wurde diese Ungleichung f

ur n = 0 bereits im Beweis von Lemma 2.9









ur alle r 2 [0; 1]. Also
ist f










C[r; 1]; k  k
1

stetig und daher auf den AbschluH
1
n









ZumVerhalten einer Funktion y 2 H
1
n
[0; 1] mit n 6= 0 sei abschlieend noch angemerkt,
da y h





Wegen Lemma 6.2 ist also (6.1) f































[0; 1], n 6= 0, besitzt eine eindeutige L






















ur alle Y 2 H
1
n
[0; 1] : (6.4)




[0; 1]. Ferner ist
A
n













yY ) rdr (6.5)


















Damit folgt die Aussage aus dem allgemeinen Satz 4.1 und seinem Korollar 4.2. ut
Das Hauptresultat dieses Abschnitts ist nun das folgende: Bei radialsymmetrischen
Leitf






















osung von (6.3) mit f = 
n
bezeichnet.
Beweis. Sei n 2 Z n f0g fest, und f = 
n








[0; 1] des entsprechenden Minimierungsproblems. Zu zeigen



































wieder die jeweils entsprechende Bilinearform aus (6.5), dann ergibt








































nach Denition von y
n







g die Folge der Partialsummen der Entwicklung von ~u gem

a Satz 2.8, dann ist
f~u
N





ur alle N > jnj eine Minimalfolge von , die nach Satz 4.1 gegen
die L

osung konvergiert. Folglich ist u die L

osung der Minimierungsaufgabe (4.4). ut
Mit anderen Worten: Im radialsymmetrischen Fall kann die NtD-Abbildung durch ihre
Eigenwerte charakterisiert werden. Erinnerung (vgl. Beispiel 5.3): F







Wir bleiben bei der speziellen Stromvorgabe f = 
n
mit n 6= 0. Im ersten Kapitel
haben wir Minimalforderungen an die Glattheit der resultierenden Spannungsfunktion
u gestellt. Zum Schlu dieses Kapitels wollen wir nun nachrechnen, da (zumindest
in diesem eindimensionalen Fall) der \Flu" y
0





uberlegung unter der Voraussetzung, da alle beteiligten Funktionen
hinreichend glatt sind. Nach (6.4) gilt dann f

ur beliebiges Y 2 C
1














































; Y i :
Da die entsprechenden Funktionen Y dicht in L
2
[0; 1] liegen, erf












Das letzte Integral in (6.6) verschwindet also f

ur jede stetig dierenzierbare Funktion
Y mit Y (0) = 0, d.h.,
32





(1) = 1=(1). Wegen    sieht man zudem, da (6.6) nur f

ur y(0) = 0
sinnvoll ist. Also ist y als L

osung der Dierentialgleichung (6.7) mit Randwerten
y(0) = 0; y
0
(1) = 1=(1) (6.8)
festgelegt.
Satz 6.5 Sowohl die L

osung y 2 H
1
n
[0; 1] des Minimierungsproblems (6.3) mit f = 
n
als auch der \Flu" y
0
sind stetig in (0; 1].
Beweis. Da y in H
1
n
[0; 1] liegt, ist die rechte Seite von (6.7) wegen der Beschr

ankt-








) in [; 1]









ist stetig in (0; 1] mit z(1) = 1. Unter Verwendung der Testfunktion
Y (r) =
(
r="; 0 < r < "




























y dr : (6.10)
F

ur " ! 0 konvergieren die ersten beiden Integrale wegen der Cauchy{Schwarz Un-














































wobei wegen der Existenz des Integrals in (6.2) das letzte Integral f

ur "! 0 gegen 0
konvergiert. Damit ergibt sich durch Grenz

ubergang "! 0 in (6.10), da die Funktion
z aus (6.9) im ganzen Intervall [0; 1] stetig ist mit








(r)y(r) dr = 0 :
Nun w





[0; 1]. Dann ist Y
0
insbesondere
Lebesgue-integrierbar, und nach Satz 131.4 aus Heuser II gilt f

ur die Funktion z




























Auf das letzte Integral kann die Identit

at (6.4) angewendet werden, so da sich unter































-Sinn, und da z stetig ist, kann
also die Funktion y
0
mit der stetigen Funktion z=r in (0; 1] identiziert werden. ut
Bemerkung 6.6 Aus dem Beweis von Satz 6.5 wird klar, da die L

osung y des
Minimierungsproblems (6.3) dadurch charakterisiert werden kann, da ry
0
durch 0
im Nullpunkt stetig fortgesetzt werden kann, und im L
2










ur das EIT-Problem ist es nat








alt, um  identizieren zu
k

onnen, d.h., ob die Abbildung  7! () injektiv ist.
Diese Frage ist bis heute nicht abschlieend beantwortet. Teilresultate sind hingegen
bekannt, zumeist im Hinblick auf die Eindeutigkeit von  auf hinreichend glatten
Funktionenr







 harmonischen Funktionen  beweisen, und eine Beweisskizze f

ur den Fall
reell analytischer Funktionen angeben.
Zun






barkeitsfrage diskutieren. Die gesuchte Funktion  ist eine reelle Funktion zweier
Ver

anderlicher, und daher wird man annehmen, da zu ihrer Identikation auch eine
zweidimensionale Datenmannigfaltigkeit ben

otigt wird. Diese ist durch die Wertepaare
(f;f) mit f 2 L
2

(, ) auch gegeben. Beim EIT-Problem f














ahrend f und f Funktionen zweier Ver

anderlicher sind, also for-

















uber macht das EIT-Problem im IR
1







= 0 ; u
0
(0) = 1; u
0
(1) = 1 ; (7.1)
mit 0 <      < 1 hat eine eindeutige L






(1) =  f

uhren auf die L

osung u^. Die NtD-Abbildung  hat daher die Form






deren Informationsgehalt also nur aus den beiden Werten u^(0) und u^(1) besteht.
Daraus l

at sich  sicher nicht rekonstruieren.
35
Will man sich mit einem eindimensionalen Modell des EIT-Problems besch

aftigen, so
mu man also eher den Fall radialsymmetrischer Leitf

ahigkeiten betrachten. Wie wir
in Kapitel 6 gesehen haben, f

uhrt dies zu einem zus






u auf der linken Seite der Dierentialgleichung (7.1), wobei nun sowohl  wie u
Nullstellen im Nullpunkt haben m











) := f 2 C
1
(
























orige Teilmenge harmonischer Leitf

ahigkeitskoezienten.







































ahigkeitsverteilung identisch 1 verglichen.





ur die beiden Bilinearformen. Nach Satz 4.4 gilt die Variationsgleichung




; v) = b(v) f












und  := log  :
Nach Voraussetzung sind  und 1= in 





































=  gradu  gradw   grad u
1
 gradw + u
1
grad   gradw :























grad   gradw dx :
Da die (vektorwertige) Funktion grad  in 
 stetig ist, kann j gradj durch eine po-
sitive Konstante C abgesch



















































































































































gegeben sind. Wegen (7.4) bedeutet das, da in L
2






























= 1= ergibt sich daraus sofort die Behauptung. ut




) durch die NtD-
Abbildung eindeutig festgelegt. Ist  zudem harmonisch, dann k

onnen diese Rand-
werte durch die Poisson-Darstellung (1.11) eindeutig auf den ganzen Einheitskreis 

fortgesetzt werden. Wir haben also das folgende Ergebnis bewiesen.
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Satz 7.2 Der Operator  ist auf dem Raum H
+
injektiv.
Das obige Eindeutigkeitsresultat { so elegant und einfach es auf den ersten Blick zu
sein scheint { hat jedoch einen entscheidenden Sch

onheitsfehler. Wegen der Poisson-





aquivalent zu einer Menge von Funktionen

uber einem
eindimensionalen Intervall. Ein Eindeutigkeitssatz f

ur eine solche Grundmenge liefert
sicherlich kein hinreichendes Indiz daf

ur, da ein allgemeinerer Leitf

ahigkeitskoezi-
ent ebenfalls identizierbar ist.
Wir wollen daher zum Abschlu dieses Kapitels einen Eindeutigkeitssatz f

ur reell ana-
lytische Funktionen zweier Ver

anderlicher in 
 skizzieren. Solche Funktionen k

onnen
in jedem Punkt x 2 
 in eine lokal konvergente Potenzreihe in beiden Ver

anderlichen 
und  mit reellen Koezienten entwickelt werden. Die Entwicklungskoezienten eines
einzigen Punktes, bzw. die entsprechenden partiellen Ableitungen legen die Funktion
dabei eindeutig fest.
Nehmen wir dazu an, da f

ur zwei unter-


















nach Lemma 7.1 zwar auf , ,




es einen Exponenten k und eine Umgebung






(x) + cjx  1j
k
; x 2 U \ 
 ; (7.5)
















auf dem Rand , wegen der Gleichheit der NtD-Abbildungen





















































































Der entscheidende Trick besteht nun darin, den Randstrom f geeignet zu w

ahlen,
und zwar entsprechend der Einf

uhrung in Kapitel 1 n

aherungsweise als Summe von
\Deltadistributionen" mit extrem nah aneinanderliegenden Elektroden in U . Wie die
in Kapitel 1 gezeigten Abbildungen suggerieren, kann man n

amlich durch hinreichend
nahe Elektroden und stark oszillierende Randstr

ome erreichen, da das Teilgebiet

 n U beliebig wenig zur gesamten Leistung beitr

agt. Umgekehrt bedeutet dies, da










Nullstelle des Integranden im Punkt x = 1 nicht beliebig schnell klein werden kann.




ussen dazu Hilfsmittel verwendet
werden, die unsere Vorkenntnisse um einiges






























und damit die Ungleichungskette (7.7) erg












































































































im Widerspruch zu (7.6).
Literatur.
E. Somersalo, M. Cheney, D. Isaacson, E. Isaacson, Layer stripping: a direct
numerical method for impedance imaging,
Inverse Problems 7 (1991), 899{926.
R. Kohn, M. Vogelius, Determining conductivity by boundary measurements,







uhmte These von Hadamard (1923) besagt, da ein Problem gut gestellt ist,
falls





osung eindeutig bestimmt ist,
 die L

osung stetig von den Daten abh

angt.
Probleme, bei denen eine dieser Eigenschaften verletzt ist, heien schlecht gestellt.
In diesem Sinn ist etwa das Meproblem der EIT (d.h., die Bestimmung des NtD-
Operators ) gut gestellt: Existenz und Eindeutigkeit wurden in Kapitel 4 nachge-
wiesen; die stetige Abh

angigkeit beweisen wir in Kapitel 9.
Uns interessiert jedoch mehr das inverse Problem, also die Rekonstruktion des
Leitf

ahigkeitskoezienten  aus einem gegebenen Hilbert-Schmidt Operator  =
(). Im folgenden werden wir untersuchen, wie es bei dem inversen Problem mit
der stetigen Abh

angigkeit aussieht; dies ist nat





Der Einfachheit halber denieren wir in diesem Kapitel das EIT-Problem

uber die
Dierentialgleichung anstelle des Minimierungsproblems. Im Hinterkopf wollen wir
jedoch behalten, da wir unter \L

osungen" immer schwache L

osungen verstehen.
Wir betrachten im folgenden den Fall eines K

orpers, der bis auf einen kleinen Kreis
um den Nullpunkt homogen ist. Genauer:  sei radialsymmetrisch mit
(r) =
(
; 0  r   ;
1;  < r  1 ;
 > 1 : (8.1)
Gem

a unserer Ergebnisse aus Kapitel 6 ist die zugeh

orige NtD-Abbildung () also
durch ihre Eigenwerte vollst






























y; y(0) = 0; y
0
(1) = 1 ; (8.2)























Die beiden Funktionen y(r) = r
n
und y(r) = r
 n
bilden oensichtlich ein Funda-
mentalsystem f

ur diese Dierentialgleichung; demnach hat die L


























sind dabei nach Satz 6.5 so zu bestimmen, da y und y
0










































































So richtig ist damit allerdings noch nicht bewiesen, da y aus (8.3) die L

osung des
Randwertproblems ist; es ist lediglich ein sehr guter Kandidat. Allerdings fehlt nicht
mehr viel zu einem Beweis auf der Grundlage von Bemerkung 6.6. Wir wollen hier den
Nachweis jedoch explizit

uber Lemma 6.3 f

uhren, weil dann noch einmal klar wird,






















Sigma=5,    rho=0.3,    n=1
Fig. 8.1. Die L

osung y(r) des gest

orten Problems
Wir greifen also ein beliebiges Y 2 C
1
[0; 1] heraus, und setzen y aus (8.3) in (6.4) ein:



























































































= Y (1) ;
so da y nach Lemma 6.3 als L

osung des Randwertproblems feststeht.
Uns interessiert jedoch ausschlielich der Eigenwert 
n
der NtD-Abbildung, und zwar

























Zur Erinnerung: Der entsprechende Eigenwert bei konstanter Leitf

ahigkeit   1
ist n
 1



























































jjj()  (1)jjj ! 0; ! 0 ; (8.6)
ohne da gleichzeitig k   1k
1










keitskoezienten von der NtD-Abbildung vor.
Bekanntlich h

angt jedoch die Stetigkeit wesentlich von den verwendeten Topologi-
en ab, und man k






uhren. Hierbei ist sogleich anzumerken, da die Hilbert-Schmidt Norm
einen sinnvollen Praxisbezug hat, da ihre Verwendung impliziert, da jede gemessene




ort ist. Da die Spektralnorm immer kleiner
















ahigkeitskoezienten mit einer schw

acheren
Konvergenz als der gleichm

aigen zufrieden sein; wegen der Hilbertraumstruktur ist




at von Bedeutung. Oensichtlich konvergiert
in dem obigen Beispiel bei festem  der Leitf







ur ! 0. W

ahlt man allerdings  = (), und zwar etwa
() = 1 + 
 1
;














ur alle . Wir fassen zusammen:
Satz 8.1 Das EIT-Problem ist schlecht gestellt: Selbst wenn jjj
k
  jjj ! 0 f

ur














gegen den Grenzkoezienten  zu konvergieren.
Literatur.
G. Alessandrini, Stable determination of conductivity by boundary measurements,
Appl. Anal. 27 (1988), 153{172.
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9. Die Frechet-Ableitung
Nachdem wir im vergangenen Kapitel gesehen haben, da das inverse Problem nicht
stabil ist, gehen wir nun der Frage nach, ob das direkte Problem stabil ist. Mit anderen
Worten, wir wollen untersuchen, inwieweit die resultierenden Spannungen (bzw. die








































































oren die beiden Bilinearformen a
1
(u; v) und a
2
(u; v) ent-
sprechend der Denition (4.5) (das lineare Funktional b h

angt hingegen nur von f ab,
ist also unabh

angig von der Wahl von ). Wichtig ist, da die allgemeine Bilinearform
a(u; v) aus (4.5) bei festen u; v linear von  abh

angt. Demnach ist die Bilinearform












) gradu  grad v dx (9.1)
wieder von der Form (4.5) und geh










in der Regel keine physikalisch sinnvolle
Leitf









































; v) = b(v) f
















; v) = A(u
2






; v) : (9.3)
Speziell f






























































Der zweite Teil der Absch

atzung folgt wiederum aus Satz 4.4. ut
F






uhren wir nun die Zuordnungsfunktion F
f
ein, die der Leitf

ahig-
keit  das zugeh



















ist hierbei der L











jedoch linear war, ist F
f
kein linearer Operator. Eher ist F
f
\vom Typ








(); t > 0 :
Dies folgt leicht aus der Eindeutigkeitsaussage von Satz 4.4.
Damit stellt sich uns nun die Frage nach Dierenzierbarkeitsaussagen f

ur F . Wir
beginnen mit einer heuristischen

Uberlegung. Sei  fest gew

ahlt: Dann ist auch ~ =
+h f















origen Potentiale, dann erhalten wir aus der Darstellung (9.3), da


















h gradu  grad v dx : (9.6)
F

ur kleine h kann ~u auf der rechten Seite von (9.5) durch u approximiert werden, so



















ist. Da nach Voraussetzung h 2 L
1
(
) liegt, ist a
h












Lemma 9.2 Sei u
0






a(w; v) =  a
h
(~u  u; v) f






Beweis. Sei ~a die Bilinearform (4.5) f

ur ~. Dann ist wegen Satz 4.4 und (9.7)
a(~u  u  u
0
; v) = a(~u; v)  b(v) + a
h
(u; v)





(~u  u; v) :
ut
Erinnerung. Ein nichtlinearer Operator F zwischen zwei Banachr

aumen X und Y heit in einem
inneren Punkt x 2 X (Frechet-) dierenzierbar, falls ein stetiger linearer Operator F
0
(x) : X ! Y
existiert, so da









aig bzgl. h. Diese Denition ist analog zur Dierenzierbarkeit im IR
n
, vgl. Heuser II.
Ein schw

acherer Ableitungsbegri ist der der Gateaux-Ableitung: Der Operator F heit Gateaux-
dierenzierbar in x 2 X , wenn in x f











= o(t); t! 0 :
Wie wir nun sehen werden, ist F
f
























































Beweis. Bezeichne u = F
f
() und ~u = F
f





a(w; v) =  a
h
(~u  u; v) f
















































Aus Satz 9.1 folgt schlielich die Behauptung. ut
Damit k

onnen wir uns nun dem Hauptresultat dieses Kapitels zuwenden, n

amlich
der Dierenzierbarkeit der Funktion  = () bez






den formalen Beweis f

uhren (vgl. Satz 9.5) zeigen wir zun

achst, da die auftretenden
Ableitungsoperatoren wiederum selbstadjungiert sind.




) und h 2 L
1
(

























osung des Variationsproblems (9.7) bei festen  und h linear
von u = L









(, ). Seien im weiteren f und g zwei Elemente von L
2

(, ) und u, bzw. w die
zugeh

origen Potentiale, dann gilt nach Korollar 4.2
a(u; v) = b(v); a(w; v) =
~













gv d die entsprechenden linearen Funktionale zu


















(u; w) ; (9.9)
47
und entsprechend ergibt sich durch Vertauschung von f und g auch h
0
g; f i =
 a
h
(w; u). Folglich ist
h
0
f; g i = h f;
0




was zu zeigen war. ut





















()h; h 2 L
1
(




Beweis. Der Einfachheit halber lassen wir im Verlauf des Beweises die Argumente 




weg, und verwenden statt dessen die \tilde"

uber  und F , falls
das entsprechende Argument ~ =  + h ist. Der Ansatz zum Beweis dieses Satzes ist






mu mit dem Maximumprinzip von Courant-Fischer abgesch











; : : : ; 
n
]; n 2 IN ;
und P
n





































































































































































































Eingesetzt in (9.11) folgt schlielich




























; n 2 IN ;
f

ur den (2n+1)-ten Eigenwert von 	. Zusammen mit (9.10) f





























), d.h.,  ist Frechet dierenzierbar. ut
Da die Hilbert-Schmidt Norm die Spektralnorm dominiert, ergibt sich nat

urlich sofort
auch die Dierenzierbarkeit bez

uglich der Spektralnorm.




beliebig und u, bzw. v bei Leitf

ahigkeit  die zugeh

origen Potentiale, dann gilt
h (
0
()h)f; g i =  a
h
(u; w) :
Beweis. Folgt sofort aus (9.9). ut









tragen lassen. Das entscheidende Problem ist die Absch





ultig ist. Somit ist die Verwendung der L
2








ur   1 und Stromvorgabe 
n






























 grad v dx f



















































Y ) dr f





Wir betrachten speziell die St

orungen h aus dem Beispiel aus Kapitel 8, d.h.,
h(x) =
(
   1; jxj   ;
0; jxj   ;
 > 0 :









































ur alle Y 2 H
1
n
[0; 1]. Wie seinerzeit in Kapitel 8 weist man nun durch partielle
















); r  






























Unter Verwendung der Ergebnisse aus Kapitel 8 folgt
50














































































































-Topologie keine inneren Punkte besitzt.
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10. Die Methode der kleinsten Quadrate
Erinnern wir uns noch einmal an die Ausgangssituation. Anstelle des linearen Opera-





; n = 1; : : : ; p :
Tats










































uglich einer geeigneten Teilmenge von Leitf

ahigkeiten . Man spricht dabei von der
Methode der kleinsten Quadrate, oder englisch von output least squares. Oensichtlich















achliche NtD-Abbildung bezeichnen soll.
Die Forderung, da ff
n
g eine Orthonormalbasis darstellt, wird in der Praxis nicht im-
mer erf





)). Beispielsweise sind L
2
-Approximationen an die
Deltadistributionen aus Kapitel 1 sicher nicht paarweise orthogonal. Manche Autoren





zu simulieren (man beachte, da
~
 ein linearer Operator
ist). Dies ist analog zur endlichen diskreten Fouriertransformation als Approximation
an Fourierreihen.
Da  nicht stetig von  abh

angt (vgl. Kapitel 8), ist eine \naive" Minimierung des
Funktionals (10.1) oder seines kontinuierlichen Analogons jedoch nicht ratsam. Wegen

















Unklar ist hierbei jedoch die zu verwendende Norm f

ur . Es gibt zwar inzwischen f

ur
nichtlineare Probleme eine Hilbertraum Theorie der Tikhonov-Regularisierung, aller-
dings ist diese auf unser Problem nicht unmittelbar anwendbar. Konvergenzaussagen
oder Vorschl






















































: HS ! L
2
(
) der adjungierte Operator des Hilbert-Schmidt Ope-
rators 
0




wurde, mu man damit rechnen, da dieser adjungierte Operator in der Regel auch
nur auf einer dichten Teilmenge aller Hilbert-Schmidt Operatoren wohldeniert ist.
Diesen adjungierten Operator werden wir in Kapitel 11 bestimmen.
Wenn jedoch die obigen Umformungen wohldeniert sind (und im endlich-








die Richtung des steilsten Abstiegs des Funktionals  im Punkt . Beim Verfah-




























ur einzelne Varianten existiert dabei eine Hil-
bertraum Konvergenztheorie, allerdings bislang nur unter der wesentlichen Vorausset-





nicht unbedingt korrekt. Sicher ist jedoch, da man auch dieses Iterationsverfahren
regularisieren mu; dies geschieht

ublicherweise durch einen vorzeitigen Abbruch der
Iteration, etwa wenn der \Datent" im Bereich des (angenommenen) Datenfehlers
liegt (gemessen bez

uglich der Hilbert-Schmidt Norm).
Nat

urlich denkt man bei nichtlinearen Problemen aber in erster Linie an Newton-
artige Verfahren, wobei f

ur schlecht gestellte Probleme das Levenberg-Marquardt-































gesetzt. Wieder sind 
k
ein positiver Regularisierungsparameter und !
k
ein positi-









!1 (ein Fall, den man

ublicherweise vermeiden wird), approximiert
die neue Suchrichtung h die Richtung des steilsten Abstiegs aus (10.3).




















































Obwohl das Levenberg-Marquardt-Verfahren wohl das am meisten verwendete Verfah-
ren f

ur unser EIT-Problem ist, ist die entsprechende Konvergenztheorie { verglichen
mit den anderen beiden Verfahren (10.2) und (10.3) { bislang noch am unbefriedigend-
sten. Dennoch ist es wohl auch hier so, da die Iteration aus Regularisierungsgr

unden
vorzeitig abgebrochen werden mu, etwa anhand einer Kontrolle des Datents.
Eine numerische Implementierung von (10.5) k

onnte wiederum iterativ erfolgen.
Man spricht in diesem Fall von einer inneren Iteration (im Gegensatz zur

aueren
Levenberg-Marquardt Iteration). Iterative Verfahren sind vor allem dann vorteilhaft,






Basis des Ansatzraums, in dem  gesucht werden soll, dann kann 
0
() durch eine
pq N Matrix A dargestellt werden, mit
p Anzahl Strommuster;
q Anzahl Mepunkte auf dem Rand:
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; v) ; (10.6)









. Folglich sind pN Variationsprobleme zum Aufstellen von A zu l

osen.
Wesentlich ezienter ist allerdings die folgende schwache Formulierung, vgl. Korol-















() d; m = 1; : : : ; q :














(, ) sollte man sich f









anken. Man beachte, da sich die Anzahl Daten


















ist nun durch Hintereinanderschalten G   der NtD-Abbildung  mit dem \Beob-
achtungsoperator" G : L
2




































()h = G  
0




















































































Das heit, um 
0
G
() als Matrix aufstellen zu k






als Stromvorgabe zu l

osen.
Egal welche Implementierung gew













11. Die Adjungierte der Ableitung




ur die Methode der kleinsten Qua-
drate auch noch den adjungierten Operator zu der Frechet-Ableitung 
0
aus Satz 9.5.
Dabei ist allerdings zu ber
















) nicht oensichtlich ist.




















, den wir im folgenden formal
berechnen wollen. Das Argument  wird im weiteren zur Vereinfachung weggelassen,
da es ohnehin x sein soll.
Wir verwenden eine Orthonormalbasis ff
n
jn 2 INg von L
2




















wobei 	 ein beliebiger Hilbert-Schmidt Operator in L
2

(, ) ist. Im weiteren sei 	 fest
gew



















(, ); n 2 IN :
Weiterhin sei u
n































d  ! min. (11.2)
konstruieren. F










































Nun ist aber nach den S

atzen 9.5 und 9.3 v
n






















































Damit ergibt sich das folgende Resultat:


















vorausgesetzt, diese Reihe konvergiert in L
2
(













) die zu der Leitf






























origen p Potentiale u
1
; : : : ; u
p
des direk-
ten Problems, sowie die weiteren p Potentiale w
1







; : : : ; u
p
bereits zur Auswertung von () bekannt sein m

ussen, erfordert die Be-
rechnung von w
1




osung weiterer p partieller Dierentialglei-
chungen, aber wieder mit der gleichen Steigkeitsmatrix (1.6). Dieser Mehraufwand
ist also nicht von entscheidender Bedeutung. Weiter ist anzumerken, da im Beweis





sind: Bei fehlender Orthonormalit

at ist der in Satz 11.1 konstruierte Operator dann
eben nicht bez






uglich dem durch (11.1) denierten Innenprodukt in HS.
Der Vollst






















ahigkeitsverteilung explizit bekannt sind, und es { wie
in Kapitel 10 beschrieben { darum geht den Abstand ~    der Approximation ~ zu
minimieren. In diesem Fall kann man n


























ahlt wird, da es bereits die richtigen Randwerte annimmt. Die Bestim-
mung dieser Randwerte kann dabei gem

a Lemma 7.1 erfolgen.













u = ; uj
 
= 0 ; (11.4)































haben dabei die gleiche
Bedeutung wie in Satz 11.1.





















Ist zudem u = 0 auf , , dann folgt daraus, da














































) liegen, folgt  J

 = I, bzw.
 
 1





osung der partiellen Dierentialgleichung (11.4).
Mit der gleichen Notation wie im Beweis von Satz 11.1 folgt nun
hh
0


































Die Dierentialgleichung (11.4) kann














u dx  ! min























osung von (11.4), die stetig von  2 L
2
(
) abh

angt.
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