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ABSTRACT 
Let { A(t)} be a sequence of bounded nonnegative matrices [each with Perron root 
>)(t)] satisfying a condition of uniform primitivity and having nonzero entries bounded 
away from 0. In a generalization of a result on powers of primitive matrices it is shown 
that if the matrices A(t) vary slowly enough (i.e., ]] A(t + 1) - A(t) ]] Q E for all t and 
some small a), then, as soon as the entries pi,i( t) of the backward product A(t) A( t - 
l),Y A(1) w positive, the ratios pi,j( t)/Pi,j(t - 1) are equal to h(t) + ki,j( t), where 
for all to each hi, j( to) is small in a precisely quantified manner: the larger to is and the 
slower the probability-nonned Perron vectors V(t) of A(t) have changed in the recent 
past preceding to, the smaller hi,j(to) will be. (Other similar results are derived.) The 
resulting approximation pi,j( t)/ Pi,j( t - 1) m x(t) is illustrated with two numerical 
examples. 
1. INT UCTION 
There are few results on the behavior of infinite products of matrices. 
strowski (1973) gives upper boun s for products of complex matrices 
remain in a small neighborhood of a iven matrix A. This result is extende 
rtzrouni (1983, 1986), who also gives conditions under which an infinite 
product of matrices converges. Smith (1 shows that an i ite product of 
atrices each with s nded below 1 
known result 
g matrices, and theorems proved 
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Infinite products of nonnegative matrices have been investigated by Hart- 
Gel (1974), Cohen (1979), and Wolfowitz (1963), among others. Seneta (1981) 
discusses the strong and weak ergodicity of such products. Products of random 
matrices have been studied extensively, by Osledec (1968), Raghunathan 
(1979), Furstenberg and KXer (1983), Kesten et al. (1986), and Cogbum 
(1980, 1986). 
The powers of a nonnegative matrix A have been thoroughly investigated 
by Friedland and Schneider (1980), othblum (1981), and Seneta (1981). In 
particular, if A is an n x n primitive matrix with Perron root hand with right 
and left eigenvectors v and w (vrw = l), then Af = Xwr when t + 00. 
Here we generalize this result to a backward product 
n&1) = A(t)A(t - 1) l *- A(l), t = 1,2 ,..., (1.1) 
of primitive matrices A(t), each having Perron root x(t) and corresponding 
probability-normed Perron vector V’(t). If ?ri,Jt) is the entry in the ith row 
and jth column of lI( t, l), a desirable generalization of the result on powers of 
matrices would be, for example, convergence of ‘Ki,j( t + l)/ Xi, j( t) to h(t + 1). 
Clearly no such result holds in general. However, we will show that if the 
matrices A(t) change ~10~1~ enough, then the ratios Ri,j( t + l)/ ri, j( t) will 
remain “close to” >)(t + I) for t sufficiently large-this closeness being pre- 
LI sequence of slowly varying matrices { A(t)} is characterized by the 
existence of a (small) number E such that 
IIA(t + 1) - A(t)11 GE, t = 1,2,... . ( ) i 2 
The norm ]] A]) used here will be the column-sum norm. The only 
~ss~rn~tio~s made on the sequence ( A(t)) are (1) boundedness; (2) “uniform 
primitivity” in the sense that the distance between the dominant eigenvalue 
(Perron root) and the norm of the subdominant eigenvalue is larger than some 
6 3 0 [conditions under which this assumption holds can easily be derived 
from known results on the subdominant root of a nonnegative matrix (Ostrow- 
ski, 19741; and (3) the nonzero entries of the matrices A(t) are bounded away 
from zero. Wnd ese conditions, we will show that if the matrices A(t) vary 
slowly enough, en as soon as the entries “i, j(t) of P(t, 1) are positive (say for 
t 2 m), the ratios ri,j( t + 1)/ ri, j(t) (i, j = 1,2, . . . , n) will be equal to 
~i~(~(~)l) 5= x(” + 1) + 
r.j 
i,j(t+ l), t=m,??%+ I.,..., (1.3) 
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where the h, j( t)‘s are “remainders” that will not be known but will be small 
in a precisely quantified manner: for any to, the slower the eigenvectors V(t) 
have changed in the recent past preceding to, the smaller 1 h,, j(to) 1 will be. 
The resulting approximation xi, j( t + I)/*, j( t) = h(t + 1) thus generalizes 
the result on the powers of a primitive matrix A. 
We note that Equation (1.3) is a result on the growth of the product 
II(t, 1) in that it relates the matrix I’l(t + 1,l) to the matrix ll(t, 1). Another 
type of result will be derived on the structure of the matrix II(t, 1). It will be 
shownthatfor i,j= 1,2 ,..., tz 
ri.j( t, 
CE=IXk, j( t, = ui(t) + gi,t(t)s 
t = 1,2,..., ( 1 1.4 
where the gi, j( t)‘s will be small remainders in the same way the hi, A t)‘s were 
SI& remainders in Equation (1.3). This result shows that when the matrices 
vary slowly enough, the structure of each column of ll(t, 1) is close to that of 
the probability-normed Perron vector V(t). 
Before proceeding any further we briefly review how these results on the 
growth and the structure of a product of slowly varying primitive matrices 
complement the results that hold when the product is weakly ergodic. (It will 
be shown that under quite general conditions a product of primitive matrices 
that vary slowly enough is also weakly ergodic.) 
When the backward product II(t, 1) is weakly ergodic, there exists a 
probability-normed vector W = ( wl, w2, . . . , w,J, n2 sequences {Et, j(t)) (i, j 
= 1,2,...) pp a roaching 0 as t + 00, and n sequences { L,(t)} (i = 1,2,. . . , n) 
of positive numbers such that for every t the matrix II(t, 1) is of the form 
Weak ergodicity thus ensures that the structure of each row approaches a 
constant vector-the same for all rows. 
When the matrices A(t) vary slowly, and if one ignores the small remain- 
ders gi,J t) in Equation (1.4), then it follows that 
Ldt) 
cj"=lLj( t, 
~ Wi(t), i= 1,2,..*,n. ( 1 1.6 
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Furthermore, Equation (1.3) ensures that if t is large enough, for every i the 
ratio Lj(t + 1)/L,(t) remains close to the Perron root r(t + 1). 
2. PREPARATORY THEOREMS 
-l-L 
11.2 ck;z;l ,&n Y.$! focus on primitive matrices with Perron root 1, since 
any product can then be obtained by scalar multiplication throughout. In order 
to facilitate the exposition we let E( K, 6,6*) (K > 0, 0 < 6 c 1, 6* > 0) 
denote the set of primitive matrices with Perron root 1 that (1) are bounded by 
K, (2) have subdominant root bounded by 1 - 6, and (3) have nonzero entries 
bounded away from zero by 6* > 0. 
This latter condition will ensure that E( K, S,6*) is compact in the Eu- 
clidean space of n x n real matrices. Indeed, E( K, 6,6*) is bounded. It 
remains to be seen that it is closed. Consider a sequence of matrices ( X(t)) in 
E( K, 6,6*) that converges to some limit X in the space of real n x n matrices. 
For some R* the incidence of all matrices X(t) (t = n*, n* + I, B y . ) is neces- 
sarily the same, since the entries cannot converge to 0. The limit X is 
necessarily a nonnegative matrix with Perron root 1 and has the same inci- 
dence as the matrices X(t) for t 2 n *. The nonzero entries of X will be 
bounded from below by 6*, and the modulus of its subdominant root will be 
bounded by 1 - 6. (These properties hold because of the continuity of the 
eigenvalues as functions of the entries of the matrix X.) This proves that X 
belongs to A!?( K, ~$64) and that E(K, 6, S*) is therefore compact. 
In a first theorem we prove that a product of slowly varying mtrices in 
1E( K, 6,6*) is weakly ergodic. 
THeaREM 2.1. There exists E > 0 such that v the sequence ( M(t)) in 
E( KJ, 8%) sati-$es 
( ) 2.1 
then the backward product P(t, 1) = (t -I- 1) M(t) * l l M(1) is weakly ergodic. 
Proof. We denote by pi,i( T, s) the entry in the ith row and jth column of 
the product P( r, s) = M(r)M( r - 1) l l * M(s). The result will be established 
if there exist p > 0 and an integer m such that pi,j( s + m - I, s) 2 p for any 
s and any (i, j). deed, in such a case the coeRticient of ergodicity rB[ P( s + m 
&ward product P( s -i- - II, s) of 172 matrices is uniformly 
ounded below I for all s. This ensures that the coeffacient of ergodicity 
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rB[ P( t, l)] approaches 0 for t 4 00 and that the backward product P(t, 1) is 
weakly ergodic (Seneta, 1981). 
We choose m = n2 - 2n + 2 because the index of primitivity of an n x n 
primitive matrix M is less than or equal to n2 - 2n + 2 (Horn and Johnson, 
1985) (i.e., Mm is positive for m = n2 - 2n + 2). We now consider the 
normed metric space [Mn(R)]m of m-tuples of real n X n matrices. If 62 = 
(A,, A2,*.., A,) is an element of [ Mn(R)]m, we define the Euclidean norm 
VU+ of Q as 
I- I 
l/2 
Ilnll+= m j 2 * & II A II ( 1 2.2 
We now define the real function f on [M,,(R)]” as 
$(A,, A2 ,..., Am) = min [ AmAm_, l ** Al]i.j, 
i,j 
(2.3) 
where the right-hand side is the smallest entry of the backward product 
AmAm-l l l l A, of m real matrices. 
For M belonging to the compact set E( K, 6, S*), f( M, M, . . . , M) is 
uniformly bounded from below by ccl = (6*)“. We now consider any m-tuple 
Q1 = (M,, M2t.. . > Mm) of matrices belonging to E( K, 6,6*) (i.e., Qr e 
[ E( K, 6, a*)]*). We also define Q2 = (M,, Ml,. . . ! M,), where every compo- 
nent of a2 is equal to the first component M, of Jz,. Given that f will be 
uniformly continuous on the compact set [ E( K, 6, S*)]", there exists E (de- 
pending only on K, 6, S*) such that if 
II% - Q,II+G & ( 1 2.4 
then 
( 1 2.5 
Therefore, if 
llMi_ M,II <E/G, i = 1,2,...,m, ( ) 2.6 
then (2.4) and (2.5) are satisfied; hence f( Qi) > PI/~, since f(&) > ~1; by 
the triangle inequality, (2.6) is satisfied if 
-Al 6 trn _l)< ’ i = 2,3,. ..,m. m ( ) 2.7 
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is completes the proof, since every entry pi,j( s + m - 1, S) of the hackward 
atrices satisfjing (2.7) will then be larger than p1 /Z [ .5 of (2. 
to the right-hand side of (2.711. 
e sequel we will assume that slowly varying sequences ( M(t)) of 
some notation. r every t let V(t) denote the right 
t); ET = (1, 1, . . . ,I) is the vector 
(t 9 1) = V(t) - V(t 9 l), t = 1,2,.. ., (2.8) 
an *he rpn%rices \1Yd s “____ 
(” + ‘) = [ qjp + I)] = t=m,m+ 1 I..., ( ) 2.9 
(t + 1) = [ri,j(t -b 1) = ;:$-=& t = 1,2,. . . . 
k-1 .j 
(2.10) 
t) is 1, our goal wi11 be to 
resuk on the ~at~~~es Z’(t + 1) we will then use the fact that for all1 tc, e, 
e next e matrices (t + 1). 
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then there is X-P > 0 such that 
(2.13) 
Zn addition, fin- t suj$ckntZy large, each entry ri, j( t) is bounded below by some 
positive number &. 
REMARK. The theorem states that each matrix R’(t + 1) = R(t -I- 1) - 
V(t + l)ET is bounded by a sum of two terms: H*Ct, which approaches 0 as 
t + 00, and a weighted sum of all previous distances 1 D(j) 1 where the most 
recent distances have the largest weight [i.e., 1 D(t + 1) 1 has weight C, 
I D(t) I has weight C2, etc.]. Therefore, given an index t,-,, the larger to is and 
the slower the Perron vectors V(t) have changed in the recent past preceding 
to, the smaller R’(t + 1) will be. 
Proof. The number &1 will be taken smaller than E of Theorem 2.1, thus 
ensuring that the backward product P(t, 1) is weakly ergodic. In order to 
study the behavior of the matrices R( t + 1) we begin by considering the linear 
difference equation 
Y(t) = iqt)Y(t - l), t = 1,2 ,.*., Y(0) > 0, (2.14) 
where Y(0) > 0 indicates that Y(0) is semipositive, i.e., is nonnegative and has 
at least one positive component. Given that the matrices M(t) are primitive, 
they are necessarily column-allowable (i.e., they have at least one positive 
entry in each column). Therefore Y(t) > 0 for every t, and we may then 
qt + 1) = (” + lJY(4 - v(t + 1) ,y(t)l , > ,..., (2.15) t = 0 1 
1 is the E, norm Of a vector X = (Xi). 
e vector EQ = . . . , O)T having I in its @h 
ros elsewhere, the sequence fined in Equation 
I)) (t-j = 1,2,. note &at the n 
n) are the columns of R’(t + 1) and that 
Equation (2.15) yields 
- v(t + 1), t = 1,2 ,.s., (2.16) 
and 
qt + 1) = 
“(t + 1) - v(t + l)“‘] [v(t) 9 V(t)] 
I&l(t) + V(f)1 ’ t= 172p-- * 
(2.17) 
e now define 
j - V(t -I- 1)ET, t = ,I,,.., (2.18) 
( 2.19) 
) = h( pj%( P - 1) . l - h(9), pa92 1. (2.20) 
(t + I) for every t, and that 
1 yields 
en n 2 1 and % 11 we then have 
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In such a case S,(t + 1) will also have spectral radius less than 1 and vary 
slowly if the matrices M(t) vary slowly. The following lemma will allow us to 
make these results more precise. 
LEMMA 1. Let (A(t)] (t = 23,. . . ) be a sequence of real n x n matrices 
bounded by K * and such that the spectral radius p[ A(t)] of each matrix A(t) is 
uniformly bounded below 1 ( t p[A(t)] g 1 - V, 0 e v c 1). efine for p 2 q 
32 
F(~,Q) = A( p)A( p - 1) l ** A(9). ( ) 2.23 
Under these assumptions, there exist .z2 > 0, H > 0, and C (0 < C c 1) (de- 
pending only on K *, v, and n) such that if for some tl > 1 
t))I G E2, t=2,3 ,..., t,+ 1, (2.24) II 4t + 1) - 4 
then for any vector D 
IA(t + l)A(t)... A(j)Dl = IW(t + 1,j)DI < HCt-j+21DI, 
2<j,<t+l, t=1,2,...,t,+l. (2.25) 
Furthermore, for any sequence of vectors { D(t)} (t = 2,3, . . . , t, + 2) 
t+1 t+1 
c w(t + Lp(J) <HxC’-j+‘)D(j)), t=1,2 ,..., t,+l. 
j=2 j=2 
(2.26) 
Proof. Equation (2.26) is a direct consequence of Equation (2.25), which 
can be found in Smith (1966). 
We now apply the lemma to matrices bounded by K,, with spectral radius 
- 6/2. This determines the quantities H, C, and &2 of the 
mma, which are now considered determined and fixed. 
Consider the real function f defined on E( K, 6,6*) 
where V = (vi) is th e probability-normed Perron vector of 
attains its minimum 6a on the compact set E( K, 6,6*); 6, 
if 1 U(t) 1 < 6,/Z, then each component of U(t) + V(t) is 
gives conditions un 
EMMA 2. 
IlS(t + .I) - S(t)[/ < E2/2, 
t = 1,2,..., ( ’ 2.27 
t = I,%..., ( ) 2.28 
to (2.27) we oe for some integers 12 2 1 and t, ‘: 1 that 
2 (t = 091,. . . , tl), then p[&(t + n + I)] < 1 - 6/2 (t = 
0,1, I. l p tl) 0~~ 
IISl(t + n) - S,(t + n - ‘)I1 < Q (t = 2,3 ,..., tl + P), (2.30) 
CR+t--j+lJ D(j) 1 
( t = 1,2,... , t, + 1). (2.31) 
2.1 till guarantee that 
ermn mot x(t) is sim 
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whenever 1 U( t + n) < 6, (recall that 6, < S/2). From the triangle inequality 
we have (for t = 2,3,. . . , tl + 1) 
41S(t+n)ll qt+n_ I 1) + v(t + fl- 1)1 -1 
+IIs(t+n) -s(t+n- 1)II 
+IW+ n - l)I\ 
1 
lU(t + n - 2) + V(t + n - 2)l - 1 . (2.32) 
By virtue of (2.28) the second term op. the right-hand side of (2.32) is less than 
as /a. Given the definition of a,, the fact that 1 - 8s < 1 V(t + n) + U( t + 
n)l < 1 + & (t = O,l,..., tl), and the fact that 11 S(j) 11 is bounded by K + 1 
for all j, the first and third terms will be bounded by c2 /4, and therefore 
11 §,(t + n) - §,(t + n - 1) 11 < e2 for t = 2,3, . . . , t, + 1; (2.31) is then a 
direct consequence of Lemma 1. 
We now assume that the matrices M(t) satisfy (2.27) of Lemma 2, which 
ensures in particular that (2.29) is satisfied. We consider the particular 
sequence II(t) generated by Equation (2.21) when U(1) = 0, i.e., when Y(0) = 
V(1). In what follows the sequence (U( t + 1)) denotes that particular se- 
quonce generated by Equation (2.21) for U(1) = 0. Then U(2) = S,(2)0(2). 
P;a.:e U(1) = 0, 11 S,(2) 11 is less th an K + 1 and 1 U(2) I < it2 /2 by considera- 
tion of (2.29). The second part of Lemma 2 is then applicable with n = 1 and 
t, = 1, since U(1) = 0 and 1 U(2) 1 < 6, /2. The inequalities (2.29) and (2.31) 
then show that 1 U(3) I is I ess than 6a /2. Repeated applications of the lemma 
r tl = 2, then 3, etc. show that 1 U(t) I is less than S, /2 for all t. 
We will now be able to apply Lemma 2 to the sequences { Uq( t + 1)) after 
a weak ergodicity argument is to prove that the vectors UQ(t + 1) 
oath tY(t + 1) as t grows. note that for s = 1,2,. . . , n the sth 
ponent of lY(t + 1) is 
u,(t + 1) = 
zh%,k(f -+ q%(l) 
yjpi,j(quj(l) - dt + l)* (2*33) 
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or t 2 m eat p, &t) is positive, and erefore we can write, for any 9, 
&At + 1) %( 1) 
al@ -I- 1) = 
x f%jF> 
- u,(t + 1). (2.34) 
i.j Pi.4 
(t) %A’)‘j(l) 
81) (whose results we transpose to backward products), 
ergodicity ensures the existence of a positive probability- 
q) such that 
. . 
:,.I 0 ‘t Wj 
Pi.qtt) d <’ 
i,j,q = I,2 ,..., 12, (2.35) 
u,(t -I- 1) = ~ o,(t+ ‘), 9,s= 1, 
(2.36) 
), denoted up(t + I), will 
(2.37) 
9 = 11,2 ,..., n, 
PRODUCTS OF P RtITWE MATRICES 
where 
45 
“( p, 1.) = sq( p)sp( p - 1) l l ’ sq( + p 2 r 2 1, (2.40) 
s(t + 1) 
v(t+ 1) = p@) + V(t), 3 t = 1A.. . ( 1 2.41 
Given that the n vectors W(t) have norm less than a2 for t 3 n*, we may 
then apply Lemma 2 for n = n* and tl = 00. The conclusion (2.31) of the 
lemma is then 
1 
n*+t 
IU9( t + n*), g H CtIUQ( n*) 1 + C C**+t-j+l D j , 
j=n*+l I OI] 
9 = 1,2 ,..., n, t= 1,2 ,... . (2.42) 
We now define k = t + n* - 1 and replace the lower limit j = n* + 1 in 
(2.42) by j = 2, which makes the inequality true a fortion’; (2.42) then yields 
,u9(k + I), G H[ @Iu~(~*)(c~-~+ + ck-j+2p(j),], 
9 = 1,2 ,..., n, k= n*,n*+ l,... . (2.43) 
If HI’ = max[H, HJU’(n*)JC’-“‘, HJU2(n*)JC’-“*,. . . , 
H I Un( n*) I C’ -““], then (2.43) yields 
9 =1,2 ,..., n, k=n*,n*+l,.... (2.44) 
Let u = C”*. f hi’ is replaced by H* = max[ M*, I UY(1) I /CT, 
I fJ9(2) I /a, - * . , 1 tY( n*) I /a] then (2.44) remains true not only for k 2 n*, but 
for any k 2 0 i.e., 
,Uq(k i- I), < Ck-j+‘I D(j) 1 
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desired result of (2.13) when we recall that (1) the vector norm 
1 norm, (2) the matrix norm 11 11 is the column-sum norm, and (3) 
e vectors Uq( k + 1) are the columns of the matrix R’( t + 1) = R( t + 1) - 
V(t 4- l)ET. 
at for t 2 n* and every q each component of W(t) has norm less 
en that each component of the Perron vector V(t) is larger than 
t a2 was chosen less than 5, /2, the entries rU, Jt) of R(t) will 
necessarily be huger than 6, /2 for t 2 n*. (6, /2 is 6, in the statement 
Theorem 2.2.) 
3. N RESULTS 
HEOWEM 3.1. exist Em and C (0 < C c 1) such that ifthe sequence 
)) in E( K, 6,6*) satisfws 
~ibf(t+ij-h4(t)~~~+ t=1,2 ,..., (3.1) 
then there is A* > 0 WCh that the matrices Z( t + 1) = [ Zi, j( t + l)] = Pi, j( t + 
I)/ Pi, j( t, sathfy 
(t + 1) - EE’[~ < A* Ct-j+2 D j)l , ‘( 1 t = m*, m* + I,..., 
( 1 3.2 
constant C, determined from Theo- 
1 A* till depend on the partic&w 
result states that if the matrices (t) change slo4y enough, 
etween the ratios pi,i( t + l)/ pi,j( t) and 1 can be quanti- 
e eigenvectors V(t) have changed in the 
ser Pi,j(to + l)/Pi,j(to) will be to l. 
inges on the fact that 
%d,v(t + 1) - 1 = r I@) 
u. 0 
X r. t a,0 ( %.v(t + 1) + r,,,(t + 
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as soon as rU, “( t) is not 0 (which occurs for t no larger than m = n2 - 2 n + 2). 
The number &1 is chosen so that the conclusions of Theorem 2.2 hold. For 
notational convenience we now define 
I 
t+1 
B(t + 1) = H’ c Ct-j+21 o(j)1 , 
I 
t = 1,2,. *. , 
j=2 
(3.4) 
and recall the conclusion of Theorem 2.2, namely 
pip + 1) - v(t + l)E’II 6 H*Ct + B(t + 1). ( ) 3.5 
We then have 
15 ri,“(t) - lI Q gIlri,“(t) - Ui(t)l G H”C’-’ + B(Z). 
i=l 
(3.6) 
We know from Theorem 2.2 that for t large enough, say t >, t*, r,,.(t) is 
larger than some 6, > 0. Equations (3.3) and (3.6) thus yield, for t >, t*, 
pp + 1) - EEy g $((H*c-’ + qt)]p(t + l)jI 
3 
+ II R(t + 1) - WI) l 
The triangle inequality and Equation (3.4) yield 
(3.‘) 
pqt + 1) - R(t)ll qt(t + 1) - v(t + l)E’II 
+llrv + “) - VPP~II +IIWET - WI 
g H”C + B(t + 1) +ID(t + 1)1+ zf*wl + B(t). 
( ) 3.8 
Theorem 2.2 implies that the R( Q’s are bounded (say by K,). The inequalities 
(3.7) and (3.8) then yield 
pp + 1) - q 
*ct-’ 9 
< B(f) 2 
+ 
1) +pp+ “)I 
+ 
*cwqt+ 1) . 
63 
( 39 . ) 
@A QUNI 
(t -I- 1)/C, it can at for a sufikiently large 
(3.10) 
ger curbed, say A*, (3.10? can 
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then t?zwe exist W > 0, H’ > 0, H” > 0, an integer m*, and 32 sequences 
(ei, j(tl)), (hi,j(tz)], (gi,j(t3)) (kj = I,%. -a, n; t,, t3 = l,%. --; t, = m*,m* 
+ I,...) such that 
"i,j(t + l) 
G=l”k.j( t) 
= Wi(t + l)A(t -O- 1) + ei,j(t + I), t = 1,2,..., 
riz(tG)l) = A(t + 1) + hi,j(t + 1)s 
i.j 
Ai,j(t + ‘) 
C;=Iwk, j( t + l) 
= Ui(t + 1) + gi,j(t + ‘)> 
where for all (i, j) 
(fr?,,j(t + 1)1 G .[, + Ct-j+21D(j)J], 
( 3.14 ) 
t = m*,m* + I,..., 
( 3.15 ) 
t = 1,2,..., 
( 3.16 1 
t = 1,2,..., ( 3.17 ) 
t = m*,m* -I- I,..., 
( 3.18 ) 
t = 1,2,... . ( 3.19 1 
is based on the application of Theorems 
11). The modulus of the 
than smae 6’ C 1 
, and the distance 
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because the matrices A(t) satisfy the property and each has Perron root 
uniformly bounded by K. the sequence M(t) belongs to some set 
E( Kc, S’, S+), and Equations )-(3.15) follow by application of the previ- 
ous results to the matrices M(t). 
note that the results of Equations (3.14) and (3.15) concern the growth 
of product P(t, 1) in the sense that they relate the matrix P( t + 1,l) to 
the matrix P(d, 1). The result of Equation (3.16), which we now prove, 
concerns the sE re of each matrix P(t + 1,l) in the sense that it concerns 
the entries of B( t + 1,l) alone. 
Given Equation (3.14), we have 
"i.j(t + I) 
ai,j(t + I) C;=I"k,j t 0 
C;,pk,j(t+ 1) = CLffk.j(t+ 1) 
Ci=l"k,j(t) 
= 
Ui(t + l)A(t + 1) + ei,j(t + 1) 
la 
tit+ l) + kglek,j(t+ l) 
(3.20) 
"i.j(t + ‘) 
E;‘.&Qj(t $ 1) - dt + I) = 
ei,j(t 9 1) - Ui(l! + l)Ci=lek,j(t + 1) 
X(t + 1) + Ckn=lek,j( t + 1) ’ 
(3.21) 
ation (3.16) will be complete if we can show that the 
nd side of Equation (3.21) is bounded away from 
e numerator is a linear combination of ek, j(t + 1)‘s 
erm of the form given on the right-hand side of 
enominator in the second 
pjp + 1) = x:=l[xkn=lak.r(t + l)]rr,j(t) 
Ckn=lak, j( t, ’ 
(3.22) 
onzero entries of A(t) must be larger than some ao. 
e a nonzero 
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The next corollary gives stronger results under stronger assumptions on 
the sequence ( 1 D(t) ) ). 
CGROLWRY 3.2. If the sequence 1 D(t) 1 3 0 QS t -+ 00, tha ei,j( t) + 0, 
ht.j(t)-*O Udgi,j(t)*OfiUU(i,j) QSt+a. Fo~i,j= 1,2,...,nWth 
have 
'4,j(t + l) 
%lak.j( t, 
- u,(t + l)A(t + 1) --) 0, t = 1,2,,.., ( 1 3.23 
“:(t(y) - X(t + 1) 4 0, t = m*,m* + l,..., ( ) 3.24 
i,i 
Ti,j(t + ‘) 
C;&Qj(t + 1) - ui(t + l) --) O* 
t = 1,2,..., ( ) 3.25 
as t-w. lf the sequence {I D(t)l) not only approaches 0, but is also 
summfzble [i.e., the sequence V(t) b bounded uariutions], then fat- ewy (i, j) 
there mists a convergent sequence k,,j(t) 4 k,j > 0 wh thcrt 
t+1 
ri,j(t+ 1) =ki,j(t+ l)Jglh(j), t= 1,2,*** l ( 1 3.26 
Proof. The inequalities (3.23)-(3.25) follow directly from the fact that if 
I D(t) ] + 0, then the right-hand sides of (3.17)-(3.19) approach 0 when 
t -) Qo (Szasz, 1944). 
Let z,,Jk + 1) (i, j = 1,2, . . . , n, k = 1,2, . . . ) denote the ratios rcJ(k + 
l)/ rI,J k). For t 2 m* the term Ir,,,( t + 1) is then equal to the product 
Ri,j( t + 1) = [ Zt,j(t + l)“c.j(t) l l l zcf( m* + l)] *r,j( m*) (3.27) 
= ?r*,j(m*) k ‘Qll [ Yk) + hi.iol = 
t+1 
= 
i,i 
k=m*+l 
If the sequence ( I D(t) I ) is summable, then so are the sequences on both 
8) (for t = an*, m* + 1,. , and the series IZk 1 h, j( 
erefore converge. The last pro side oh Equation (3.26) 
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en converges, since e Perron roots x(t) are bounded away from 0 (because 
the Perron root and the modulus of the subdominant 
an 6 > 0). Therefore, if t 2 m*, there exists a conver- 
gent sequence K i, j(S) (S = m* 9 1, m* 6 2, . . . ) such that 
ni,j(t -I- l) = Ki,j(t + l)k_ 
-m* 
+Ih(k), t = m*,m* + I,... . (3.29) 
If we define ki, j( t) = /t i, j( t)/[ YI)x(Z) l . l x(m*)] for t 2 m*, then Equation 
for t 2 m*. The result remains valid for t = II, 2,. . . , m* - 1 
e terms i, j(d + 1) fCM t < m* - 1 as 
Ti j(t + k) 
ki,j(t + 1) = ,b+l,,,, , t = L%..,m* - 1. 
~lk=l”\~] 
(3JQ) 
. w WST NS 
11 11 for matrices and the 
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Such an example is presented in Figure 2. For all t, V(t) is taken equal to 
(0.8,0.2)r. A random number generator was used to choose each Perron root 
x(t) as a uniformly distributed random variable in the interval (Q.5,1.5). 
entries a,,,(t) and a2, 2( t) are taken equal to sine functions of t that remain 
respectively between 0.5 and 1.5 for al,2(t) and between 0.1 and 0.3 for 
az,2(t). In order for each matrix A(t) to have (0.8, 0.2)T as a Perron vector 
corresponding to the randomly chosen h.(t), the entries al, 1(t) and u2, I(t) 
must be 
al.1 t = 0 
0.8h(t) - 0.2a,,,(t) 
0.8 ’ ( 1 
4.1 
Q2,l t = 0 
0.2?%(t) - 0.2a,,,(t) 
0.8 ’ ( 1 4.2 
The four entries of the matrices A(t) are depicted in Figure 2(Z). The 
figure shows that the two “sine entries” ul,a( t) and u2,2( t) change smoothly, 
whereas the entries ul, l(t) and a2, l(t) behave much more erratically because 
of the random term h(t). As before, we cannot know whether the matrices 
A(t) actually change slowly enough for the conclusions of Corollary 3.1 to 
hold. However, Figure 2( ZZ) and (111) strongly suggest that these conclusions 
do hold, namely that =1,1@ + WblJW + ~2,lWl--) 0Jwt -b 1) ad z1,dt 
+ 1) = ml, l(t + 1)/r,, 1( t) * ?(t + 1). Indeed, in both cases the two curves 
are indistinguishable: even though the Perron roots Yt) and two of the four 
entries of each matrix A(t) change erratically, the ratios ‘its, l(t + l)/[ iI, I( t) 
+ 3r2, 1( t)] and rl, l(t =+ 1)/r,, 1(t) faithfully follow the erratic movements of 
the sequences 0.8?(t + 1) and h( t + 1). 
This surprising robustness of the result to an obvious departure from the 
assumption that the matrices A(t) change slowly suggests that the real key to 
our results may lie in the behavior of the Perron vectors V(t) (since in this 
example all the Perron vectors are equal, but two of the four entries change 
is suggests that it may rthwhile to investigate whether 
ar to those proved here mig old under a much weaker assump- 
tion of slowly changing Perron vectors V(t), without the matrices A(t) 
11 need to be addressed in the future. First, what 
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Strictly speaking, however, we cannot really ba 5ure that (3.13) was satisfied, 
since we do not know E. 
Similarly, it would be useful to know b;I, H’, H”, and C of (3.17)-(3.19); H, 
H’S R depend on the particular sequence { A(t)}, but C depends only on K, 
6, and 6’. A t ru y c a 1 h 11 engmg question is to estimate 6, or at least provide 
upper bounds for C as a function of K, 8, and 6” alone. 
The numerical experiments discussed above suggest that the quantities H, 
*Xl ‘_ln and C are in fact quite small, in the sense that the remainders 
:,i(F+ l), hi j(t + l), and gi j(t + 1) * m Equations (3.14)-(3.16) are small 
relative to &e quantities on ‘the left-hand side of these same equations. 
Therefore, the principal consequence of these equations is that within a small 
error committed by ignoring the remainders, the structure of a slowly chang- 
ing product [as measured by the left-hand side of Equation (3.1611 and the 
growth of the product [as measured by the left-hand sides of Equations 
(3.14)-(3.15)] depend only on V(t + 1) and ?$t + l), i.e., the current Perron 
vector and the current Perron root. 
inally, if the ratios ?ci,J t + I)/ 9ri,J t) are close to x(t + I) fcr all t 3 m* 
[Equation (3.15)], we may wonder about the error committed when approxi- 
mating xi, j(t) by 
Ti,j(t + 1) a A(t + 1)x(t) l *’ Ii(P?2+ + l)~i,j(ni*), t = m* + l,m* 9 2, 
( ) 4.3 
Will the errors committed by neglecting all the hi,j(t)‘s in Equation (3.15) 
ate themselves in the approximation of Equation (4.3), or will they on 
ntrary neutrahze each other in the long run? 
ese and other questions will merit further investigation. More research 
warranted, given that slowly varying linear phenomena arise in a 
road variety of areas such as the biological, physical, engineering, and social 
sciences, to name just a few. 
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