Abstract. The Weyl calculus is a means of constructing functions of a system of hermitian operators which do not necessarily commute with each other. This note gives a new proof of a formula, due to E. Nelson, for the Weyl calculus associated with a system of hermitian matrices.
Many of the results concerning the Weyl Calculus in the Hilbert space setting (relevant to the present note) were established in T], but for convenience, references are made to the later work of Anderson A] , who worked with Banach spaces.
In particular, by the Payley-Wiener theorem, W A is the restriction to S(R d ) of a unique matrix valued distribution de ned on the space C 1 (R d In the nite dimensional setting, E. Nelson N, Theorem 9] gave an explicit formula for the Weyl calculus. As pointed out in A, p241], this amounts to calculating the fundamental solution for a hyperbolic system of partial di erental equations. The purpose of this note is to provide another proof of Nelson's formula. The essential ingredients of the proof follow.
As is well known from matrix theory, a function of an n n matrix M can be expressed as a polynomial in M of degree less than n. The key to calculating the Weyl calculus in the nite dimensional setting is to nd a suitable expression As mentioned earlier, the Weyl calculus W A is (2 ) ?d=2 times the Fourier transform of the matrix valued function 7 ! e ihA; i , 2 R d , in the sense of distributions. To calculate W A , it is then necessary to obtain the Fourier transform of the function (1) in the case that M = hA; i. The representation
facilitates this calculation. Here f is a function analytic in a neighbourhood of the convex hull co( (M)) of (M), C is a simple closed curve about (M) and is the unitarily invariant probability measure on the unit sphere in C n . Only the case f( ) = e i is needed in the calculation of W A , but the general formula is proved in the proposition below.
Nelson's formula for the Weyl calculus
In order to state Nelson's formula for the Weyl calculus, we need to x some terminology. Let A = (A 1 ; : : :; A d ) be a d-tuple of n n hermitian matrices. Let be the unitarily invariant probability measure on the unit sphere = fu 2 C n : juj = 1g in C n . Let 
The space of smooth functions on R d is denoted by C 1 (R d ) and the smooth functions on R d with compact support, by C 1 c (R d For any n n matrix M, and k = 1; : : :; n, let k (M) be the sum of the principal minors in M of order k and set 0 (M) = 1. The same expression is adopted if M is a matrix di erential operator whose entries are complex linear combinations of the partial di erential operators @=@x 1 ; : : : ; @=@x d acting on the space of distributions C 1 (R d Theorem. Let To calculate the Fourier transform of (2) with M = hA; i, the following observation is useful.
Proposition. Let be the unitarily invariant probability measure on the unit sphere in C n . Let M be a normal n n matrix and let U be a simply connected open subset of C containing the convex hull co( (M)) of the spectrum (M) of M.
Let C be a simple closed curve around (M) contained in U and suppose that f : U ! C is analytic. Then
Proof. Suppose rst that x 2 C ; x 6 = 0 and f(z) = e ?xz for all z 2 C . If 1 ; : : :; n are distinct complex numbers and M is the diagonal matrix with entries 1 ; : : :; n , then f ? hMu; ui = exp(?x P n j=1 j ju j j 2 ) for u = (u 1 ; : : : ; u n ) 2 C n and
Let n = fw 2 R n : w j 0; P n j=1 w j = 1g be the unit simplex in R n and denote the normalised Lebesgue measure on n by . Then, as argued in N, p 186] , is the image of the measure under the map u 7 ! (ju 1 j 2 ; : : :; ju n j 2 ); u 2 C n . The measure Combined with the preceding calculation, we obtain
The continuity of both sides in = ( 1 ; : : :; n ) ensures the equality (4) for all 2 C n with M = diag( 1 ; : : :; n ). Now suppose that q is a polynomial, : R ! R is a function of the form (x) = q(x)e ?x 2 =2 ; x 2 R, and f(z) = R R e ?ixz (x) dx for all z 2 C . Then the equality (3) is valid for f by Fubini's theorem and equation (4), which is also valid with x 2 R replaced by ix.
The set U is simply connected, so by Runge's theorem R, Theorem13.11], an analytic function on U can be approximated uniformly on any compact subset of U by polynomials, and so also by functions of the form z 7 ! p(z)e ?z 2 =2 ; z 2 C with p a polynomial. Any such function is (the analytic continuation of) the Fourier transform of a function of the form above.
Thus, the set of all functions f for which (3) is true is dense in the space H(U) of functions analytic in the set U, with respect to the topology of uniform convergence on compact subsets of U. Therefore, (3) is true for all f 2 H(U) and all diagonal matrices M. Both sides of (3) are unchanged if M is replaced by UMU for a unitary transformation U of C n , so (3) is valid for all normal matrices M. The equality d dt g(tx) t=1 = x r x g(x) is valid for all di erentiable functions g on R d , so for M = hA; i, equation (2) 
