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Abstract 
Hu, X.D. and F.K. Hwang, An improved upper bcund for the subarray partiaJ concentrators, Discrete 
Applied Mathematics 37/38 (1992) 341-346. 
Partial concentrators are used for the assignment of inlets to first-stage switches in the two-stage 
rearrangeable broadcast networks proposed by Richards and Hwang, who also proposed the subarray 
method to construct partial concentrators and studied the% capacities. An uppr bound of the capacity 
of the subarray partial concentrator was given by Du, Hwang and Richards and conjectured to be the 
best by Richard? and Hwang. Jn this paper we disprove this conjecture by giving a better upper bound. 
Keywords. Partial concentrator, capacity, two-stage broadcast network, rearrangeable. 
1. Pntrsduction 
Richards and Hwang [4] proposed a two-stage rearrangeable broadcast switching 
network in which each inlet is assigned to M first-stage switches according to a pat- 
tern which they termed “subarray”. Assume that the number of inlets IV1 is an odd 
prime square, say, A$ =p2. The inlets are named 0, 1, . . . ,p2 - 1. A subarray is a 
pxp matrix such that each inlet appears exactly once in the matrix. Let Ai, 
i=O, 1, . . . . p - l,oo denote the ith subarray, and let A,(j,k) denote the element 
of Ai in cell (j,k). Set Ai(j,kj=(j -ki)p+k(modN,) for i=O,l,...,p-1, 
j=o, 1, . . . . p-l, k=O, 1, . ..) p - 1, and define A, =A:. Note that the elements in 
each row of Ai constitute a line of A0 (treated as a torus) with slope i (mod&, 
i=l , . . . ,p - 1, 00. Figure 1 gives & Al, AZ, A3, A4, A, for N,=25. 
For fixed MQ, an inlet assignment A can be obtained by choosing any M of the 
p + 1 subarrays (slopes), interpreting rows (a row always means a row of a matrix) 
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0 1 2 3 4 0 21 17 13 9 0 16 7 23 14 01122 819 0 6 12 18 24 0 5 10 15 20 
5 6 7 8 9 5 1 22 18 14 5 21 12 3 19 5 16 2 13 24 5 11 17 23 4 1 6 11 16 21 
10 11 12 13 14 10 6 2 23 !9 10 1 17 8 24 10 21 7 18 4 10 16 22 3 9 2 7 12 17 22 
15 16 17 18 19 15 11 7 3 24 15 6 22 13 4 15 1 12 23 9 15 21 2 8 14 3 8 13 18 23 
20 21 22 23 24 20 16 12 8 4 20 11 2 18 9 20 6 17 3 14 20 1 7 13 19 4 9 14 19 24 
Fig. 1. Six subarrays. 
as first-stage switches and elements of a row as inlets assigned to that switch. The 
bipartite graph which represents A, with elements as one part and rows as the other 
part, is also known as a partial concentrator. For a subset S of inlets let Rs denote 
the set of rows in A which contain any elements of S. We say A has capacity c if 
there does not exist an 5 satisfying cl ISI > IRs I. We define c,(M) = min c where 
the minimum is taken over all possible choices of M slopes. The capacity of a partial 
concentrator has to do with how many distinct inlets can be simultaneously re- 
quested provided each first-stage switch can satisfy the request for only one inlet. 
The determination of the exact value of c,(M) is a difficult problem. It was 
shown in [4] (also see [3] for a different proof) that 
c,(M)rM’+M-1 for Msp-1. (1) 
This was later [2] improved to 
cP(M)LM2+2M-2 for 3sM1p-3. (2) 
On the other hand it was also shown [I] that 
cP(M)rjM3-2M2+yM--3=u(M). (3) 
This upper bound was obtained by constructing configurations of point sets S witir 
M chosen slopes such that ISJ > &I. Note that u(2) = 5 meets the lower bound (1) 
and ~(3) = 13 meets the lower bound (2). Thus c(2) = u(2j and c(3) = u(3). In fact it 
was conjectured in [4] that c(M) = u(M) for all M for p large enough. In this paper 
we disprove the conjecture by giving a new upper bound 
h(M)+M3-2M2++M+5 
for even M. Note that h(M)< ,v(M) for all Mr 6. 
2. Some general remarks 
We will view the elements of A0 as points in a p xp grid G embedded in the 
2-dimensional plane (not a torus). Then each row in A0 (A,) corresponds to a 
horizontal (vertical) line in G. The rows of Ai for i = 1, . . . ,p - 1 also correspond to 
hnes in G with slope i; but a row of slope i can generate many lines. For example, 
the first row in A, generates a line of slope 1 consisting of the four points 21, 17, 
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13, 9, but also another line of slope 1 consisting of the single element 0. Define the 
distance of two parallel lines as one plus the number of lines (with the same slope) 
separating them. It is easily verified that two lines with distance less than p cannot 
correspond to the same row. Let S be a subset of points along with a set of slopes, 
called a configuration, in G such that the distance of two parallel ines farthest apart 
is d. Ii p > d, thien the lines of S correspond to distinct rows in the subarrays. From 
now on we assume that p>d so that we can compare the numbers of lines and points 
in S without worrying whether a line has been counted more than once. In Section 
3 we will construct for each even M a configuration S(M) which contains more 
points than lines. This translates to a subset S of G and a set of A4 subarrays uch 
that ISI > l&l. Note that the assumption p> d is made only to focus our arguments 
on the main points. When this assumption does not hold, the same set of points will 
generate possibly fewer lines. So any upper bound on c,(M) remains an upper 
bound a fortiori. 
3. A new upper bound for even M 
For given M = 2kz 4 we construct a configuration S(M) with h(N) - 1 lines and 
h(M) - 1 points. S(4) and S(6) are given in Fig. 2. Note that S(4) is symmetric with 
respect o a horizontal !ine containing four points. in general, S(2kj is symmetric 
S(6) 
Fig. 2. S(4) and S(6). 
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with respect o a horizontal ine containing 2k points. We will denote the upper half 
above this horizontal ine by H(2k). Ij(2k) is constructed recursively. The following 
equation gives the number of points contained in the horizontal ines in order (from 
top): 
R(4) = [3,4,51, 
A(M)=[~(M-2),M-2,(M-1,M-2)“/2-3,(M-l,M)M/2-1,M+1] 
for Mr6 
where (~,y)~ means repeating (x, y) z times. The positions of the points in two adja- 
cent horizontal ines are always interleaved. For example, if one line contains posi- 
tions (2,4,6), then the other contains either (1,3,5,7) or (3,5), depending on its 
number of points. Since the numbers of points in two adjacent horizontal lines 
always differ by one, the positions of all points in the configuration are relatively 
fixed. 
The slopes we choose are those of the boundaries of S(M), i.e., slope 0, 00, 
*(2j-3), j=2, . . . . M/2. It is straightforward to verify that S(4) has 28 goints and 
28 lines. Define A(p& and A&) as the amounts of increase in numbers of points 
and lines from S(M- 2) to S(M). We prove A(p& = A&). It is easily seen that 
A(p&=2[M-2+(M/2-3)(M-l-t-M-2) 
+(M/2-l)(M_l+M)+M+1]+2 
=4(M2-4M+S). 
Next we count A&). Since the longest horizontal line in S(M) has two more 
points than its counterpart in S(M- 2), and since on each horizontal ine only every 
other point is taken, the number of vertical ines is increased by four. On the other 
hand the increase in number of horizontal ines of S(M) can be calculated from the 
recursive equations to be 4(M- 3). 
Since slope i and slope -i, i# 00, obviously have the same number of lines, it suf- 
fices to count the number of lines of each finite negative slope. For a given S(M) 
we will denote its upper half by I?(M) and its lower half by If(M). We also denote 
the last (first) horizontal ine of I?(M) (H(M)) by E(M) (L(M)), and the rightmost 
point of E(M) (h(M)) by P(M) (p(M)). We will add a “*” to the above notations 
if the concerned I%(M) (H(M)) is imbedded in an S(M+2) rather than an S(M). 
Consider two adjacent columns. If a line hits a point in one, then it must also hit 
a point in the other unless the line runs above or below the other columns. Consider 
a negative integer slope s. Let CI,(M) denote the part of _H(M) lying on or below 
the line with slope s and hitting e(M). Then a line of slope s must hit a point either 
in R(M) or in H’(M). Let R denote the set of points in S(M) which lie on the ver- 
tical line through P *(M- 2) and e*(M- 2), but not including these two points (see 
Fig. 2). Let s be a negative slope of S(M- 2). If a line of slope s lies above R, it hiis 
some point in H*(M -2). If it lies between the two ends of R, it hits a point of R. 
If it lies below R, it hits some point in &!(M-2). Note that the lines of s in 
S(M-2) are in a one-to-one correspondence with those lying above or below R 
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(those not hitting points of R). Hence the number of new lines of s is exactly the 
size of R, which can be easily calculated to be 2(M- 3) from the recursive quations. 
Finally, for the new slope -(M - 3), it is easily seen that there are M - 3 lines 
going through the space between two adjacent points of L(M), including the left 
point but not the right. Since there are M such pairs of adjacent points, a total of 
M(M- 3) lines are accounted for. The only lines not counted are those two hitting 
p(M) and e(M). Thus there is a total of M2 - 3M + 2 lines. 
Adding up and counting lines of finite positive slopes, we have 
A(/,)=4+4(M-3)+(M-4)2(M-3)+2(M’-3M+2) 
=4(M’-4M+5)=A(p& 
Theorem. c(M)5 h(M). 
Proof. The number of points in S(M) is 
M/2 *vi2 
IS( =28+ c A(pz,)=28+ c 4(4k’-8k+5) 
h-=3 A- 3 
=jM3-2MZ+$‘M+4=h(M)-1. 
Define S’(M) = [S(M), 21, i.e., adding a horizontal ine of two points at the bottom. 
It is easily verified that these two points do not create new lines of any other 
slopes of S(M). Therefore, S’(M) has JS(M)[ + 2 = h(M) + 1 points but only 
iS( + 1 = h(M) lines. It fo11ows c(M) < h(M) + 1, or equivalently, 
c(M) 5 h(M). El 
We can also verify that the maximum distance of S’(M) is the distance between 
the two extreme horizontal ines for Mr6. r2y induction the number of horizontal 
lines in H(M) is computed to be M’/2 - 2M + 3 for M24. Hence the maximum 
distance in S’(M) is M’ - 4M+6 for Mr6. It is straightforward to verify that the 
maximum distance in S’(4) is 9 (between vertical lines). Thus the bound h(M) is 
corn1 t-ted based on the assumption p > 9 for M = 4 and p> M’ - 4M + 6 for M 2 6 
(violation of the assumption may lead to a smaller h(M)). 
4. Some concluding remarks 
The subarray partial concentrator was first proposed in [4] and also studied in 
[ 1,2,3,5]. For p tending to infinity, the capacity of the subarray partial concentrator 
can. be studied through the selection of lines and points in the 2-dimensional plane 
]1],8 An upper bound of the capacity was given in [l] and was conjectured to be the 
best in [4] for p large. In this paper we disprove this conjecture by improving the 
upper bound for the even M case. However, even our new upper bound is no: the 
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best possible. By starting from the S(6) configuration and adding points in an ad 
hoc way, we obtain c(7) 5 161 <u(7) = 165, c(8) I 237 c h(8) = 245, c(9) s 348 < 
u(9)=369, which are better than the systematic onstructions. 
It should be emphasized that the upper bounds studied in this paper have implied 
only the existence of a bad choice of M slopes for which the capacity does not exceed 
the given bounds. Empirical results show that we can obtain much greater capacity 
with a “good” choice of M slopes. 
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