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Introduction Let Bn+1 be the group of braids with n+ 1 strings. It has
a presentation ,
(Θ) : Bn+1 = [σ1, . . . , σn |σjσk = σkσj for|j − k| > 1, σjσkσj = σkσjσk for|j − k| = 1]
A braid b in Bn+1 is called quasipositive if there are braids w1, . . . , wk ∈
Bn+1 such that
(Υ) : b = (w1σi1w
−1
1 )(w2σi2w
−1
2 ) . . . (wkσikw
−1
k )
each wj can be supposed positive.
The purpose of this paper is to solve the quasipositivity problem in Bn+1,
i.e. to find an algorithm which decides if a given braid is quasipositive or
not.This result can be used in the 16th Hilbert problem, which deals with
the classification of real algebraic curves.
We refer the reader to Orevkov [7],[8], Rudolph [9],[10] for more moti-
vations. Our algorithm is based on the ideas of Garside, see Garside [5].
It is based on Theorem 1 below which was conjectured by S. Orevkov.
Let us denote by B+n+1 the monoid of positive braids, this is the monoid,
(semigroup with the unit) defined by the presentation (Θ),see Birman [1],
Garside [5] for details.
It is known by Garside that B+n+1 coincides with the submonoid of Bn+1
generated by σ1, . . . , σn.
This means that two positive words in σ1, . . . , σn represent the same
element of Bn+1 if and only if one can pass from one to another using only
positive relations.
Moreover theses positive relations don’t change the number of generators
so we can define on B+n+1 a unique length function giving this number.
We say that a (left) divides b (a right divides b) and we note a ≺ b
(b ≻ a)if there exists c satisfying b = ac (b = ca).
Let ∆ be the Garside element of Bn+1:
∆ = (σ1σ2 . . . σn)(σ1σ2 . . . σn−1) . . . (σ1σ2)σ1
1
This element is ”almost central”, i.e. ∆σk = σn+1−k∆ for 1 ≤ k ≤ n.Let
us denote σn+1−k by σ¯k. We then obtain, for any word a in Bn+1: if s even
∆sa = a∆s and if s odd, ∆sa =a¯∆s; in the next,we note ∆sa = a˜∆s when
we don’t know if s is even or not.
This implies that a positive braid b is right divisible by ∆ in B+n+1 if and
only if it is (left) divisible and we shall say in this case that b is divisible by
∆.We call by simple element, every positive word which divides ∆.
Any braid can be represented in the form ∆−rw with an integer r and a
positive braid w which is not divisible by ∆.
Moreover, there is an effective algorithm which allows to compute such
a representation, see Garside [5],Morton, El Rifai [6] and we give here a
Garside’s lemma useful for the next.
Lemma[Garside]0 1 We give positive words X,Y such as σiX = σjY for
generators σi, σj .
If i = j,then X = Y .
If |i− j| = 1, then there exists Z such as X = σjσiZ and Y = σiσjZ.
If 2 ≤ |i− j|, then there exists Z such as X = σjZ and Y = σiZ.
In the next paragraph, we give series of results and in the following one
their proofs .In the last one we give a computational algorithm and we study
its complexity.
Statement of the result
Definition 1 1 Let w ∈ B+n+1, w = uσv. We note
w = uσv
1
→ uv
to say that we pass from w to uv by eliminating one generator.This last is
said to be a 1-sequence. So for any X in B+n+1,the k-sequence
X
k
→ Y
means that we pass from X to Y by eliminating k generators,i.e there exists
k + 1 positive words Lj with 0 ≤ j ≤ k such as
Lk = X
Lj+1
1
→ Lj
L0 = Y
REMARK:
X
k
→ Y represents one of the way to reduce X to Y .When we have to
be more precise, we write
2
X = XkδikYk
1
→ XkYk = Xk−1δik−1Yk−1
k−2
→ X1δi1Y1
1
→ X1Y1 = Y .
Moreover, if there exist others (X ′j , Y
′
j , δ
′
ij
) reducing X to Y , we say that
the two k-sequences are equivalent.
EXAMPLE:
We note 1 for σ1, 1
−1 for σ−11 , 2 for σ2 and so on...
Let the word 2131 be in B4 then
2132
1
→ 212 = 121
1
→ 11
that is
2132
2
→ 11
We see in this example that we can’t delete two generators straight away
of the initial word; we have to transform 212 into 121.
The k-sequence X
k
→ Y is more general than deleting k generators at
the same time and in the same word X.
We can summarise the results of the whole paper, by:
Fundamental Result 1 For positive words X, Y , with length(X) = length(Y )+
k, the following are equivalent:
1. Y −1X is quasipositive
2. X
k
→ Y
3. Xd1d2d3...dk = Y d1σi1d2σi2d3...σik−1dkσik for positive dj and gen-
erators σij
The dj ’s are defined in the next. In this case, one quasipositive form of
Y −1X is
Y −1X = (d1d2...dk)
−1d1σi1d2σi2d3...σik−1dkσik
Moreover, we have a finite number of quasipositive forms for Y −1X; each
form corresponds to a way to reduce X to Y , by X
k
→ Y , and theses last
are finite.
Lemma 1 1 For positive words A, X, Y , and a positive integer k,the k-
sequence AX
k
→ AY is equivalent to the other one X
k
→ Y
Theorem1 1 We give b = ∆−rb1...bs = N
−1P written in its normal form,
with algebraic length k, then b is quasipositive if and only if P
k
→ N .
PROOF:
Let b be quasipositive, b = ∆−rb+ : by definition b = w1σi1w1
−1...wkσikwk
−1
for positive wi . Each wi written in its normal form gives wi = ∆
miwi+ and
also wi
−1 = ∆−pivi+ for mi, pi positive integer. Moreover wiwi
−1 = 1 is
equivalent to ∆miwi+∆
−pivi+ = 1, ∆
mi−piw˜i+vi+ = 1; finally w˜i+vi+ =
∆pi−mi .
3
We can write b as b = ∆m1−p1+...+mk−pk ˜w1+σ˜i1v1+... ˜wk+σ˜ikvk+, and we
note w for ˜w1+σ˜i1v1+... ˜wk+σ˜ikvk+ and m− p for m1 − p1 + ...+mk − pk.
If we cancel in w all the generators σij , w becomes ˜w1+v1+... ˜wk+vk+
which is equal to ∆p1−m1+...+pk−mk = ∆p−m.In other words,
w
k
→ ∆p1−m1+...+pk−mk
Futhermore, b in its normal form satisfies w = ∆ub+, for an integer u.
As b = ∆−rb+ and b = ∆
m−pw, we obtain∆m−pw = ∆−rb+, w =
∆p−m−rb+.
Finally r + u = p−m and the sequence becomes
w = ∆ub+
k
→ ∆p−m = ∆u∆r
By lemmas above, AX
k
→ AY beeing equivalent to X
k
→ Y , we obtain
here, by simplifying by ∆u,
b+
k
→ ∆r
Moreover b = N−1P satisfies by definition RP = b+ and RN = ∆
r for
a positive R: the sequence above becomes
b+ = RP
k
→ ∆r = RN which is equivalent to
P
k
→ N
Conversely, if b = N−1P satisfies P
k
→ N , we can write P = σi1 ...σikN
and obviously b = N−1σi1 ...σikN is quasipositive.
EXAMPLE:
In B4, b = 212
−12−132 is quasipositive, with k = 2: b = 1−11−12132 in
its normal form; we have
P = 2132
2
→ N = 11; indeed
2132
1
→ 212 = 121
1
→ 11
Theorem 11 gives us a therotical way to decide whether a word is quasi-
positive or not.We now give some results, proven in the following, which
lead us to a computational algorithm.
Dealing with a k-sequence X
k
→ Y , we saw that the k generators deleted
are not necessary deleted at the same time; but we see in the next that we
can trasform any sequence into one of the form
A1σi1A2...AkσikAk+1
k
→ A1A2...AkAk+1
4
where the k generators can be deleted in the same word and at the same
time.
Lemma 2 1 b = ∆−rb+ with algebraic length k is quasipositive if and only
if there exist k + 1 positive words A1, ..., Ak+1 and k generators σi1 , ..., σik
such as
b+ = A1σi1A2σi2 ...AkσikAk+1
∆−r = A1A2...AkAk+1
This lemma gives a stronger result than b+
k
→ ∆−r.Unfortunately, we
can’t obtain a similar version for P
k
→ N .But we have a slighty different
one, which will give the main tool for an algorithm.
Lemma 3 1 We give b = ∆−rb+ = ∆
−rb1b2...br...bs with algebraic length
k. We define for 0 ≤ j ≤ r,
Pj = bj+1...bs−r+j
and Nj such as
b1...bjNjbs−r+j+1...bs = ∆
r
b is quasipositive if and only if for one j, 0 ≤ j ≤ r, there exist k positive
words A2, ..., Ak+1 (here A1 = 1) and k generators σi1 , ..., σik such as
Pj = σi1A2σi2 ...AkσikAk+1
Nj = A2...AkAk+1
In this case, we output the quasipositive form of b:we set Tj = (bs−r+j+1...bs)
and
TjbT
−1
j = N
−1
j Pj so
b = T−1j [(A2...AkAk+1)
−1(σi1A2σi2 ...AkσikAk+1)]Tj
Technical proofs The next lemma is a classical known result.
Lemma 4 1 lgcd (left greatest common divisor)is distributive.
Let R,A,B be words in Bn+1,lgcd (RA,RB) = R lgcd (A,B).
(resp. rgcd (right greatest common divisor) is distributive, rgcd (AR,BR) =
rgcd (A,B)R).
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PROOF:
A = lgcd (A,B)A′ and B = lgcd (A,B)B′ by definition of lgcd, for
positive A′,B′.
So RA = R lcd (A,B)A′ and RB = R lgcd (A,B)B′, that is
R lgcd (A,B) ≺ lgcd (RA,RB), lgcd (RA,RB) beeing the left greatest
common divisor.
Let U be such as lgcd (RA,RB) = R lgcd (A,B)U .
Then lgcd (RA,RB) = R lgcd (A,B)U ≺ RA = R lgcd (A,B)A′ gives
R lgcd (A,B)U ≺ R lgcd (A,B)A′, so U ≺ A′ and in the same way
U ≺ B′.
Finally, lgcd (A,B)U divides lgcd (A,B)A′ = A and also B;
but lgcd (A,B) beeing the left greatest common divisor of A and B ,
U = 1 and we have the result,
lgcd (RA,RB) = R lgcd (A,B).
The next one, very important for the next, already appeared in some
work of Juan Gonzalez-Meneses.
Lemma 5 1 Let w be a word in B+n+1 and σ a generator.
We note Dw
l(σ) = (X positive such as wX ≺ σwX).
In this case wXσ′ = σwX for a generator σ′.
Dw
l(σ) is not empty and has a minimal element for left divisibility, called
dw
l(σ),this last divides all X ∈ Dw
l(σ).
(We have same results for right side: dw
r(σ) minimal for right divisibility
in Dw
r(σ) =(Y positive such that Y wσ ≻ Y w)).
PROOF:
Let w be written in its left normal form,
w = ∆−rb1...bs
with −r integer and let ai be such as biai = ∆ for 1 ≤ i ≤ s.
We have b1...bs−1bs.as ¯as−1...a˜1 = ∆
s and if we note X = as ¯as−1...a˜1 then
X satisfies σwX = σ∆−rb1...bs.as ¯as−1... ˜ba1 = σ∆
−r+s = ∆−r+sσ˜ that is
σwX = wXσ˜
and X ∈ Dw
l(σ).
Let’s now prove that Dw
l(σ) has a minimal element: if X and Z are in
Dw
l(σ), also is lgcd(X,Z),indeed
σwX = wXσ′
σwZ = wZσ′′
for generators σ′, σ′′.
6
Then lgcd(σwX, σwZ) = lgcd(wXσ′, wZσ′′) and by Lemma 31 on the
distributivity of lgcd, σw lgcd(X,Z) = w lgcd(Xσ′, Zσ′′).
But lgcd(X,Z) ≺ X ≺ Xσ′ and lgcd(X,Z) ≺ Z ≺ Zσ′′ so
lgcd (X,Z) ≺ lgcd (Xσ′, Zσ′′) and w lgcd (X,Y )u = w lgcd (Xσ′, Zσ′′)
for a positive u.
If we replace this in what before,σwlgcd(X,Z) = wlgcd(X,Z)u.
Now, dealing with positive words, the algebraic length of the two factors
in the equality must be equal, so u is a generator, u = β
Finally σw lgcd (X,Z) = w lgcd (X,Z)u gives σw lgcd (X,Z) = w lgcd
(X,Z)β so lgcd (X,Z) satisfies the same properties as X,Z,
lgcd (X,Y ) ∈ Dw
l(σ).
And dw
l(σ) can be taken as beeing the commun lgcd of all words in
Dw
l(σ).
Lemma 6 1 Let w be a positive word, σ a generator and dw
l(σ) as above:
σwdw
l(σ) = wdw
l(σ)σ′.
If f and h are positive words such as
σwf = wh
then, dw
l(σ) ≺ f , dw
l(σ) ≺ h and if f = dw
l(σ)x, h = dw
l(σ)σ′x for a
positive x.
(We have same results for right divisibility).
PROOF:
We use Garside’s Lemma to prove it when w is a generator: w = β
if σ = β then σβ = βσ and dw
l(σ) = 1, dw
l(σ) obviously divides f as
above
if σ and β commutes then again σβ = βσ and dw
l(σ) = 1 as above
if σβσ = βσβ, then dw
l(σ) = σ and we know:
σβf = βh gives f = σx and h = σβx for a positive x which gives
dw
l(σ) ≺ (f, h), f = dw
l(σ)x, h = dw
l(σ)σ′x, σ′ = β.
(we have same results for right divisibility)
So let’s write now the proof in the general case:
σwdw
l(σ) = wdw
l(σ)σ′
σwf = wh
We have lgcd(σwdw
l(σ), σwf) =lgcd(wdw
l(σ)σ′, wh) which is equivalent
to σwlgcd(dw
l(σ), f) = wlgcd(dw
l(σ)σ′, h).
If we note a =lgcd(dw
l(σ), f) and b =lgcd(dw
l(σ)σ′, h):
au = dw
l(σ) for a positive u and σwa = wb gives σwau = wbu, that is
σwdw
l(σ) = wbu but σwdw
l(σ) = wdw
l(σ)σ′ so
bu = dw
l(σ)σ′
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If u no equals to 1 then u = vδ for a generator δ:
au = dw
l(σ) gives auσ′ = bu that is avδσ′ = bvδ.
The word δ ’pseudocommutes’ with σ′ and dδ
r(σ′) satisfies dδ
r(σ′)δσ′ =
σ′′dδ
r(σ′)δ; there exists y positive, as a consequence of Lemma 5 1, with
av = ydδ
r(σ′)
bv = yσ′′dδ
r(σ′)
Finally,
σwdw
l(σ) = wdw
l(σ)σ′
σwau = wbu
σwavδ = wbvδ
σwydδ
r(σ′)δ = wyσ′′dδ
r(σ′)δ
σwy = wyσ′′
and y satisfies the same propriety as dw
l(σ), y belongs to Dw
l(σ).
But ydδ
r(σ′)δ = d and y is strictly smaller than dw
l(σ); which is a
contradiction of the minimality of dw
l in Dw
l(σ).
As all this results from u not equal to 1 ,we obtain u = 1 and
lgcd(dw
l(σ), f) = a = au = dw
l(σ)
lgcd(dw
l(σ)σ′, h) = b = bu = dw
l(σ)σ′
so dw
l(σ) ≺ f ,dw
l(σ)σ′ ≺ h;
if we put f = dw
l(σ)x,then σwf = wh gives
σwdw
l(σ)x = wh
wdw
l(σ)σ′x = wh
and h = dw
l(σ)σ′x, which is what we are looking for.
Lemma 7 1 Let X
k
→ Y be a k-sequence, then there exits k positive words
d1, ..., dk and k generators σi1 , ..., σik such as
Xd1d2...dk = Y d1σi1d2σi2 ...dkσik
PROOF:
X
k
→ Y means there exist Xj , Yj , δij ,1 ≤ j ≤ k satisfying
X = XkδikYk
1
→ XkYk = Xk−1δik−1Yk−1
k−2
→ X2Y2 = X1δi1Y1
1
→ Y = X1Y1
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We now consider :
d1 = dY1
r(δi1) which satisfies by Lemma 5 1, δi1Y1d1 = Y1d1δ
′
i1
d2 = dY2d1
r(δi2) such as δi2Y2d1d2 = Y2d1d2δ
′
i2
dj = dYjd1d2...dj−1
r(δij ) such as δijYjd1d2...dj−1dj = Yjd1d2...dj−1djδ
′
ij
dk = dYkd1d2...dk−1
r(δik) such as δikYkd1d2...dk−1dk = Yjkd1d2...dk−1dkδ
′
ik
By definition of theses dj , we have by multiplying the sequence above by
d1d2...dk:
for the first line , Y d1d2...dk
for the second one, X2Y2d1d2...dk = X1δi1Y1d1d2...dk = X1Y1d1δ
′
i1
d2...dk =
Y d1δ
′
i1
d2...dk; moreover this equality gives X2Y2d1 = Y d1δ
′
i1
for the third one, X3Y3d1d2...dk = X2δi2Y2d1d2...dk = X2Y2d1d2δ
′
i2
d3...dk =
Y d1δ
′
i1
d2δ
′
i2
d3...dk by what above; and we also obtainX3Y3d1d2 = Y d1δ
′
i1
d2δ
′
i2
for the kth one, XkYkd1d2...dk = Xk−1δik−1Yk−1d1d2...dk = Xk−1Yk−1d1d2...dk−1δ
′
ik−1
dk =
Y d1δ
′
i1
d2δ
′
i2
d3δ
′
i3
...dk−1δ
′
ik−1
dk by induction,
and in the same way, the final resultXd1d2...dk = Y d1δ
′
i1
d2δ
′
i2
d3δ
′
i3
...dk−1δ
′
ik−1
dkδ
′
ik
In the next Lemma, we see that within the condition
Xd1d2...dk = Y d1σi1d2σi2 ...dkσik , our dj are minimal.
Lemma 8 1 Let X = XkδikYk
1
→ XkYk = Xk−1δik−1Yk−1
k−1
→ X1Y1 = Y be
a k-sequence.
If there exits k positive words A1, ..., Ak and k generators σi1 , ..., σik such
as XA1A2...Ak = Y A1σi1A2σi2 ...Akσik , then we can find an equivalent k-
sequence
X = X ′kδ
′
ik
Y ′k = Lk
1
→ X ′kY
′
k = X
′
k−1δ
′
ik−1
Y ′k−1 = Lk−1
k−1
→ X ′1Y
′
1 = Y =
L0 such as
LjA1...Aj = Y A1σi1A2σi2 ...Ajσij
PROOF:
By induction on l = length (Y ).
l = 0.Which is equivalent to Y = 1. Let X =
k
→ 1 be a k-sequence with
XA1A2...Ak = A1σi1A2σi2 ...Akσik .We use now an induction on k.
k = 1 gives X = X1δi1Y1
1
→ 1 and XA1 = A1σi1 . Obviously L1 = X
satisfies L1A1 = A1σi1 , so the result.
We suppose the resut true for any (k-1)-sequence.With the previous
datas,we set
U = A1σi1A2σi2 ...Ak−1σik−1 .(A1...Ak−1)
( − 1)
Which gives UA1...Ak−1 = Y A1σi1A2σi2 ...Ak−1σik−1 and by replacing in
XA1A2...Ak = A1σi1A2σi2 ...Akσik , we obtainXA1A2...Ak = UA1A2...Akσik .
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U is positive and by usingD minimal, as in Lemma 5 1, such asDA1A2...Akσik =
σ′ikDA1A2...Ak,
X = Eσ′ikD
U = ED
for E positive.
Moreover,length (U) = k−1 gives U
k−1
→ 1. As, UA1...Ak−1 = Y A1σi1A2σi2 ...Ak−1σik−1 ,
the hypothesis of induction gives
U = Lk−1
k−j
→ Lj
j
→ L0 = 1
with LjA1...Aj = A1σi1A2σi2 ...Ajσij .If we add X = Eσ
′
ik
D
1
→ U = ED,
we obtain a k-sequence with each line Lj satisfying the final result.
For any l.We suppose the result true for l− 1.Let X =
k
→ Y with length
(Y ) = l.
With Y = Y ′δ, we obtain a (k+1)-sequence
X =
k
→ Y = Y ′δ
1
→ Y ′
By setting 1 = A0 and δ = σi0 , the equalityXA1A2...Ak = Y A1σi1A2σi2 ...Akσik
becomes XA0A1A2...Ak = Y
′A0σi0A1σi1A2σi2 ...Akσik .
As length (Y ′) = l − 1, we have by hypothesis of induction, an equiv-
alent (k+1)-sequence X = Lk
k−j
→ Lj
j
→ L0
1
→ L′0 = Y
′. Each Lj satis-
fies LjA0A1...Aj = Y
′A0σi0A1σi1A2σi2 ...Ajσij . And L0 is such as L0A0 =
Y ′A0σi0 which is L0 = Y .
And the final result X = Lk
k−j
→ Lj
j
→ L0 = Y , with LjA0A1...Aj =
Y ′A0σi0A1σi1A2σi2 ...Ajσij eqivalent to LjA1...Aj = Y A1σi1A2σi2 ...Ajσij .
Lemma 9 1 Conversely, if there exits k positive words A1, ..., Ak and k
generators σi1 , ..., σik such as XA1A2...Ak = Y A1σi1A2σi2 ...Akσik , then
X
k
→ Y
PROOF:
By induction on l =length(Y ).
l = 0: which is equivalent to Y = 1.
XA1A2...Ak = Y A1σi1A2σi2 ...Akσik becomesXA1A2...Ak = A1σi1A2σi2 ...Akσik .The
equality of length in the positive monoid gives l(X) = k and obviously
X
k
→ 1
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Any l. For Y ′ with length l − 1 we suppose the result true: for any
k integer and XA1A2...Ak = Y A1σi1A2σi2 ...Akσik then X
k
→ Y . We give
now Y = Y ′δ of length l satisfying XA1A2...Ak = Y
′δA1σi1A2σi2 ...Akσik
for positive Ai’s.
We consider A0 = 1 and σi0 = δ to have a new equality XA0A1A2...Ak =
Y ′A0σi0A1σi1A2σi2 ...Akσik .
But l(Y ′) = l−1, we can apply what before to obtain X
k+1
→ Y ′. Lemma
8 1 tells us that we have an equivalent k-sequence such as
X = Lk
k−j
→ Lj
j
→ L0
1
→ L′0 = Y
′ and LjA0A1...Aj = Y
′A0σi0A1σi1A2σi2 ...Ajσij .
In a particular case, L0A0 = Y
′A0σi0 which is L0 = Y .
And the final k-sequence X
k
→ L0 = Y .
We now give the proof of Lemma 1 1.
PROOF Lemma 1 1:
If X
k
→ Y , obviously for any positive A, AX
k
→ AY .
Conversely if we have AX
k
→ AY , Lemma 7 1 gives d1, d2, ..., dk and
σi1 , σi2 , ..., σik such as
AXd1d2...dk = AY d1σi1d2σi2 ...dkσik
This last equality is equivalent to Xd1d2...dk = Y d1σi1d2σi2 ...dkσik when
simplifying by A.
And Lemma 9 1 finally gives X
k
→ Y .
The next two lemmas will lead to the proof of Lemma 2 1.
Lemma 10 1 Let AσB
1
→ AB be a 1-sequence for positive A,B.
We note the line AσB by L1 and the other one AB by L0.
Then there exist positive A′, B′, a generator σ′ such as
AσB = A′σ′B′
AB = A′B′
L1 = AσB = A
′σ′B′
1
→ L0 = AB = A
′B′
and rgcd (L1, L0) = B
′.
(In the same way, we have AσB = A′′σ′′B′′ and AB = A′′B′′ for positive
A′′, B′′ such as A′′ =lgcd (L1, L0)).
PROOF:
We note rgcd(L1, L0) = r and obviously r ≻ B: r = uB for a positive u.
We also have Aσ = xu, A = yu for positive x, y and
yuσ = xu
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By Lemma 3 1, y = y′d and x = x′σ′d with d = du
r(σ) :
L1 = AσB = x
′σ′duB and L0 = AB = y
′duB.
Theses last give (L1, L0) ≻ duB and uB = r ≻ duB.
Finally d = 1 and we put A′ = y′,B′ = uB to obtain the result.(It’s the
same for lgcd).
In a more general case, we obtain the next result.
Lemma 11 1 Let Lk = A1σi1A2σi2A3...AkσikAk+1
1
→ Lk−1 = A1σi1A2σi2A3...AkAk+1
k−2
→
L1 = A1σi1A2...AkAk+1
1
→ L0 = A1A2...AkAk+1 be a k-sequence.
Each line Lj, 0 ≤ j ≤ k, satisfies Lj = A1σi1A2σi2 ...σij−1AjσijAj+1...AkAk+1
where σir for j + 1 ≤ r ≤ k are cancelled.
This sequence can be written in an equivalent way,
Lk = A
′
1σ
′
i1
A′2σ
′
i2
A′3...A
′
kσ
′
ik
A′k+1
1
→ Lk−1 = A
′
1σ
′
i1
A′2σ
′
i2
A′3...A
′
kA
′
k+1
k−2
→
L1 = A
′
1σ
′
i1
A′2...A
′
kA
′
k+1
1
→ L0 = A
′
1A
′
2...A
′
kA
′
k+1
such as rgcd (Lk, ..., L1, L0) = A
′
k+1.
PROOF:
Let Lk = A1σi1A2σi2A3...AkσikAk+1
k
→ L0 = A1A2...AkAk+1 be a k-
sequence.
We say this last satisfies (E) if Lk = A
′
1σ
′
i1
A′2σ
′
i2
A′3...A
′
kσ
′
ik
A′k+1
k
→ L0 =
A′1A
′
2...A
′
kA
′
k+1 with rgcd (Lk, ..., L0) = A
′
k+1.
We use here a double induction.Iduction on k and on l =length (L0).
E(k,l) is true, means that a k-sequence with length (L0) = l, satisfies
(E) as above.
The basis of induction are as follow:
1- E(k′,0) is true for any k′. Indeed, any k’-sequence with length (L0) = 0
gives A1 = ... = Ak+1 = 1.Obviously, rgcd (Lk, ..., L1, L0 = 1) = 1 = Ak+1.
Here, the A′i’s can be taken equals to Ai = 1’s.
2- E(1,l) is true for any l, by Lemma 10 1.
We can then suppose E(k′,l− 1) is true for any k′ and E(k′,l) is true for
any 0 ≤ k′ ≤ k − 1, and let us prove that
E(k,l) is true.
We have the k-sequence Lk = A1σi1A2σi2A3...AkσikAk+1
k
→ L0 = A1A2...AkAk+1.
We note R = rgcd (Lk, ..., L0).
We consider the (k-1)-sequence Lk−1 = A1σi1A2σi2A3...σik−1AkAk+1
k−1
→
L0 = A1A2...AkAk+1.
As E(k − 1,l) is true by hypothesis of induction, we have
Lk−1 = A
′
1σ
′
i1
A′2σ
′
i2
A′3...σ
′
ik−1
A′k
k−1
→ L0 = A
′
1A
′
2...A
′
k
with rgcd (Lk−1, ..., L0) = A
′
k.
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Moreover, Lj ≻ AkAk+1 for 0 ≤ j ≤ k−1, so rgcd (Lk−1, ..., L0) = A
′
k ≻
AkAk+1. And A
′
k = V AkAk+1 for
a positive V .
We can finally write
Lk = A
′
1σ
′
i1
A′2σ
′
i2
A′3...σ
′
ik−1
V A′kσikAk+1.
Now, if we write A′1 = σB, we obtain the following k+1-sequence
Lk = σBσ
′
i1
A′2σ
′
i2
A′3...σ
′
ik−1
V AkσikAk+1
k
→ L0 = σBA
′
2...A
′
k−1V AkAk+1
1
→
L′0 = BA
′
2...A
′
k−1V AkAk+1.
R = rgcd (Lk, ..., L0) is such as A
′
k = V AkAk+1 = rgcd (Lk, ..., L0) ≻ R,
so L′0 ≻ R and R common to Lk, ..., L0, L
′
0
satisfies rgcd (Lk, ..., L0, L
′
0) = R.
We deal wih a k+1-sequence such as length(L′0) = l−1; as E(k+1,l−1)
is true, this lat sequence can be written,
Lk = A
′′
0σ
′′A′′1σ
′′
i1
A′′2σ
′′
i2
A′′3...σ
′′
ik−1
A′′kσ
′′
ik
R
k
→ L0 = A
′′
0σ
′′A′′1A
′′
2 ...A
′′
k−1A
′′
kR
1
→
L′0 = A
′′
0A
′′
1A
′
2...A
′′
k−1A
′′
kR.
Finally, by considering Lk
k
→ L0 with the above A
′′
i ’s, our initial sequence
is written in the right way.
We give now the proof of Lemma 2 1.
PROOF Lemma 2 1:
For b = ∆−rb+ quasipositive, with algebraic length k, we have the k-
sequence b+
k
→ ∆r.
Lemma 7 1 gives d1, d2, ..., dk such as
b+d1d2...dk = ∆
rd1σi1d2σi2 ...dkσik .
Let s be an integer as large as needed such as d1d2...dk ≺ ∆
s and r ≤ s.
We have, with d1d2...dkU = ∆
s, for a positive U , b+∆
s = b+d1d2...dkU =
∆rd1σi1d2σi2 ...dkσikU by Lemma 7 1.
We can suppose s even, and b+∆
s = ∆sb+ = ∆
r∆s−rb+ and,
∆s−rb+ = d1σi1d2σi2 ...dkσikU
k
→ ∆s−r∆r = d1d2...dkU, (E)
In b+
k
→ ∆r, each line of the sequence is noted by Ki: b+ = Kk, ∆
r =
K0.If we note ∆
s−rKi = Li,
(E) as above gives Lk = ∆
s−rb+ = d1σi1d2σi2 ...dkσikU , L0 = ∆
s−r∆r =
d1d2...dkU .
Finally, each Li is right divided by ∆
s−r and Lemma 11 1 gives,by sup-
posing s− r even,
∆s−rb+ = b+∆
s−r = A1δi1A2δi2 ...AkδikAk+1∆
s−r k→ ∆r∆s−r = A1A2...AkAk+1∆
s−r
By simplifying by ∆s−r, we have the result.
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We give now the proof of Lemma 3 1.
PROOF Lemma 3 1:
Let b = ∆rb+ be a quasipositive word and b+ = A1σi1A2σi2 ...AkσikAk+1
k
→
∆r = A1A2...AkAk+1 be the corresponding k-sequence.
We have b+ = b1b2...br...bs in its left normal form.If A1 as above is
written A1 = u1...up in its left normal form, we have:
1-A1 ≺ ∆
r so p ≤ r ≤ s
2-A1 = u1...up ≺ b1...bp
We prove now that A1 = b1...bp.
By induction on k.
If k = 1. We deal with b+ = A1σi1A2 and ∆
r = A1A2.
In one side, we have A1 ≺ b1...bp.
In the other side, Lemma 10 1 tells us we can consider A1 equals to lgcd
(b+,∆
r). As, p ≤ r, b1...bp ≺ ∆
r: so, b1...bp ≺ lgcd (b+,∆
r) = A1 ≺ b1...bp.
Finally, A1 = b1...bp.
For any k. We suppose the result true for k − 1: for integers r, s, p,
with p ≤ r ≤ s, such as b1b2...br..bs = C1σi1C2σi2 ...Ck−1σik−1Ck
k−1
→
∆r = C1C2...Ck and C1 = u1u2...up in its normal form , we have C1 =
b1b2...bp.
Let b+ = b1b2...br...bs = A1σi1A2σi2 ...AkσikAk+1
k
→ ∆r = A1A2...AkAk+1
be a k-sequence with A1 = u1u2...up ≺ b1b2...bp.
Now, as p ≤ r, ∆r = b1b2...bpUbt+1...bs for a positive U and s+p−r = t.
The sequence b+ = b1b2...bpbp+1...btbt+1...bs
k
→ ∆r = b1b2...bpUbt+1...bs
is equivalent to
bp+1...bt
k
→ U
we can write as bp+1...bt = XkσikYk
1
→ XkYk
k−1
→ U .
By lemmas above, we obtain
b1b2...bpbp+1...btbt+1...bs = b1b2...bpXkσikYkbt+1...bs = A1σi1A2σi2 ...AkσikAk+1
1
→
b1b2...bpXkYkbt+1...bs = A1σi1A2σi2 ...AkAk+1
k−1
→ b1b2...bpUbt+1...bs.
Finally the (k-1)-sequence Lk−1 = b1b2...bpXkYkbt+1...bs = A1σi1A2σi2 ...AkAk+1
k−1
→
L0 = b1b2...bpUbt+1...bs with A1 ≺ b1b2...bp gives by induction
A1 = b1b2...bp.
Moreover, in the previous sequence, we can notice that by Lemma 11 1
rgcd (Lk, Lk−1, ..., L0) ≻ bt+1...bs;as we can supposeAk+1 = rgcd (Lk, Lk−1, ..., L0),
Ak+1 = A
′
k+1bt+1...bs for a positive A
′
k+1.
We can now conclude by
bp+1...bt = σi1A2σi2 ...AkσikA
′
k+1
k
→ U = A2A3...AkA
′
k+1.
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In the next paragraph, we give a computational algorithm and its com-
plexity.
Algorithm We give now the practical consequence of Lemma 11 1.
Lemma 12 1 Let b = ∆−rb1b2...br...bs be a quasipositive word. By pre-
vious results, for p such as 1 ≤ p ≤ r ≤ s, there exist k positive words
A2, A3, ..., Ak, Ak+1 and k generators such as
bp+1...bp+s−r = σi1A2σi2A3...AkσikAk+1
U = A2A3...AkAk+1
where U satisfies b1b2...bpUbp+s−r+1...bs = ∆
r.
Then, we can write
bp+1...bp+s−r = σ
′
i1
A′2σ
′
i2
A′3...A
′
kσ
′
ik
A′k+1
U = A′2A
′
3...A
′
kA
′
k+1
such as , for 2 ≤ j ≤ k + 1, A′j = lgcd (A
′
jσ
′
ij
A′j+1...A
′
kσ
′
ik
A′k+1, A
′
jA
′
j+1...A
′
kA
′
k+1)
PROOF:
If for a k-sequence σi1A2σi2A3...AkσikAk+1
k
→ A2A3...AkAk+1, there ex-
ist A′j as in the lemma above, we say that the sequence satisfies (E).
We use here a double induction.Induction on k and on l = length (A2...Ak+1).We
say that E(k,l) is true if any k-sequence of length l satisfies (E).
The basis of induction are:
1-E(k,0) true for any k.Indeed,l = 0 means Aj = 1 and the k-sequence
is σi1σi2 ...σik
k
→ 1. Obviously, Aj = 1 = lgcd (σi1σi2 ...σik , 1).
2-E(1,l) true for any l.The 1-sequence is σi1A2
1
→ A2 and obviously, A2 =
lgcd (A2, A2).
We can suppose E(k,l−1) true for any k and E(k′,l) true for 1 ≤ k′ ≤ k−1
and let us prove E(k,l).
Let Ad be the first factor not equal to 1, the k-sequence becomes σi1 ...σidAd...AkσikAk+1
k
→
Ad...Ak+1.
As Ad = δA
′
d, we get a (k+1)-sequence X = σi1 ...σidδA
′
d...AkσikAk+1
k
→
Y = A′d...Ak+1.
We have length (A′d...Ak) = l − 1 and as E(k,l − 1) true for ay k,
X = C1δi1C2δi2C3...Ck+1δik+1Ck+2
Y = C1C2...Ck+1Ck+2
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Deleting δ corresponds to deleting δid so δA
′
d...Ak+1 = δY = δC1C2...Ck+1Ck+2 =
C1...CdδidCd+1...Ck+2.
1-If C1 = αC
′
1 is not equal to one,from the k-sequence of length l,
σi1C1δi1C2δi2C3...Ck+1δik+1Ck+2
k
→ C1C2...Ck+1Ck+2, we extract the other
one of length (l − 1) where all generators, but δid ,are deleted
X ′ = σi1C
′
1δi1C2δi2C3...Ck+1δik+1Ck+2
k
→ Y ′ = C ′1C2...Ck+1Ck+2.
E(k,l−1) is true soX ′ = D1δ
′
i1
D2δ
′
i2
D3...Dkδ
′
ik
Dk+1 and Y
′ = D1D2...Dk+1
with
Dj = lgcd (Djδ
′
ij
Dj+1...Dkδ
′
ik
Dk+1,DjDj+1...DkDk+1).
Moreover, lgcd (X,Y ) = lgcd (αX ′, αY ′) = αD1 and we obtain all datas
for the final result, (F).
2-If C1 = 1.Then lgcd (X,Y ) = 1.We note R = lgcd (X, δY ) and let α
such as α ≺ R.
2.1-if α different from δ, then α ≺ (X, δY ) gives α ≺ (X,Y ).As lgcd
(X,Y ) = 1, α = 1.
2.2-if α = δ, δ ≺ X = δi1C2δi2C3...Ck+1δik+1Ck+2.
2.2.1-if δ = δi1 then X = δC2δi2C3...Ck+1δik+1Ck+2 and Y δY =
δC2...Ck+1Ck+2.
As before, for σi1C2δi2C3...Ck+1δik+1Ck+2
k
→ C2...Ck+1Ck+2,
E(k,l − 1) beeing true, we have the final result, see (F).
2.2.2-if δ is different from δi1 then δ ≺ X = δi1C2δi2C3...Ck+1δik+1Ck+2
gives δ ≺ X ′ = C2δi2C3...Ck+1δik+1Ck+2. Moreover, δ ≺ δY = C2...CdδidCd+1...Ck+2.
As E(k−1,l) is true, the (k-1)-sequence beeingX ′ = C2δi2C3...Ck+1δik+1Ck+2
k−1
→
δY
where all δij but δid are deleted, we obtain
X ′ = δD1δ
′
i1
D2δ
′
i2
D3...Dk−1δ
′
ik
Dk
δY = δD1...Dk
We use now Lemma 11 1.Given a k-sequence Lk = A1σi1A2σi2A3...AkσikAk+1
k
→
L0 = A1...Ak+1
where σik is first deleted,then σik−1 ...and so on,we can suppose rgcd
(Lk, ..., L0) = Ak.
By symmetry, if we delete first σi1 , then σi2 ...and so on, we can suppose
A1 = lgcd (Lk, .., L0).
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Now, if we consider Lk = δi1X
′ = δi1δD1δ
′
i1
D2δ
′
i2
D3...Dk−1δ
′
ik
Dk
1
→
Lk−1 = δD1δ
′
i1
D2δ
′
i2
D3...Dk−1δ
′
ik
Dk
1
→ Lk−2 = δD1D2δ
′
i2
D3...Dk−1δ
′
ik
Dk
1
→
Lk−3 = δD1D2D3δ
′
i3
...Dk−1δ
′
ik
Dk
k−3
→ L0 = deltaD1D2D3...Dk−1Dk, we can
write Lk as
Lk = δE1σ
′′
i1
E2σ
′′
i2
E3...Ekσ
′′
ik
Ek+1
L0 = δE1E2E3...EkEk+1
Finally, X = Lk and Y = L0 and doing as in (F), with σi1E1σ
′′
i1
E2σ
′′
i2
E3...Ekσ
′′
ik
Ek+1
k
→
E1E2E3...EkEk+1, we obtain the final result.
REMARK:
This last result gives practical consequences for the next algorithm. In-
deed, with the following datas,
P
k
→ N
P = σi1A2σi2A3...AkσikAk+1
N = A2A3...AkAk+1
σi1 is easy to compute, among the generators which begin P .
Moreover A2 satisfies A2 = lgcd (σi1
−1P,N)...and so on.
Theorem 2 1 ALGORITHM
Let b be a word in Bn+1.For a positive word w, we note beg(w) the set
of generators left dividing w, beg(w) = (σ/σ ≺ w).
1-We compute the algebraic length of b, k:
if k ≤ 0, STOP (b is not quasipositive;if k = 0, b is quasipositive iff
b = 1)
elsewhere we go to step 2
2-We compute the left normal form of b, b = ∆−rb1...brbr+1...bs:
if r ≤ 0, STOP (b is positive so quasipositive)
elsewhere we go to step 3
3-For each 0 ≤ j ≤ r, we compute Pj = bj+1...bs−r+j and we compute
Nj such as b1b2...bjNjbs−r+j+1...bs = ∆
r
4-We consider the set S with S = [P0, ..., Pr , N0, ..., Nr] and the empty
set S’
5-We begin with j = 0
6-We set P = Pj and N = Nj and we add P to the set S’
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7-We set m = 1
8-For all elements P in the set S’:
we compute beg(P ) and for each σ in beg(P ), we compute P ′ such as
P = σP ′.
For each P ′, we compute the normal form of N−1P ′, we can write as
N−1P ′ = A−1B.
We add all theses P ′, A,B in the set S and we add all the B in the set
S’.
10-we set m := m+ 1
9-If m = k, we set j := j + 1:
if j = r + 1 then we go to step 10
elsewhere, we go to step 6
Elsewhere, if m ≤ k − 1, we go to step 8.
10-If 1 belongs to the set S, then b is quasipositive.Keeping trace to the
factors used,by noting them by A2, ..., Ak+1 and σi1 , ..., σik , we output the
quasipositive form of a conjuguate of b:
b′ = A−1k+1...A
−1
2 σi1A2σi3 ...σikAk+1
and the form of b, b = T−1j b
′Tj with Tj = (bs−r+j+1...bs).
Elsewhere, STOP (b is not quasipositive).
EXAMPLES:
In B4, we put b = 2212
−12−12−12−1322 with k = 2;its normal form is
b = ∆−42321.32123.12321.32123.12.2132.2
We have r = 4, s = 6 and b1 = 2321, b2 = 32123, b3 = 13221, b4 = 12,
b5 = 2132, b6 = 2
so a1 = 23, a2 = 2, a3 = 2, a4 = 1321, a5 = 13, a6 = 13213.
We have P = b3b4b5 = 12321.32123.12;the obtainedN isN = a2a¯1a6a¯5 =
2.21.13213.31 = 2.21.132113.3.
But P = 123231212312 = 122321212312 = 122312112312 = 122132112132 =
122132121232 = 1.2213.1211232 = 1.221132113.2.3.
We have P = 1.A2.2.A3 with A2 = 221132113 and A3 = 3: as N = A2A3
b is quasipositive.
If we consider now b = 123−1 with k = 1;its normal form is
b = ∆−1323.2132 so b1 = 323,b2 = 2132 and r = 1; and a1 = 123,
a2 = 13.
We have two possibilities for P :
P = b2 = 2132 and N = a1 = 123: P can’t be reduced to N
P = b1 = 323 and N = a¯2 = 31: P can’t be reduced to N
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Finally b is not quasipositive.
If we consider now b, a word of algebraic length k written in its left
normal form b = ∆−rb+, and we note by l the length of b+,we obtain the
next result.
Theorem 3 1 The complexity of the previous algorithm is O(nkl2).
PROOF:
For the initial Pj and Nj , we have r + 1 choices. Let us note by x the
complexity for computing the normal form of a word.
At the end of the algorithm, the set S contains at most (r+1)nk elements:
for an initial Pj , we have to compute beg(P ) k times and we have n choices
of generators for this last.
Moreover at each step, we have to compute the normal form of the
elements we are dealing with(step 8), so the final complexity is about
(r + 1)nkx.
In different litterature [3], it’s proved that x is about nl2.
Finally, the final complexity is at most nk+1l2, which is O(nkl2).
Conclusion This algorithm and all its proofs only need the combinatorial
properties of braid groups: the existence of lgcd, rgcd and ∆, and as a
consequence,the existence of a normal form for every word and over all,
the existence of a length function. Theses conditions beeing the classical
definition of Garside groups,as braid groups,spherical Artin-Tits groups, (see
[2],[3],[4]), the previous algorithm can then be used in all theses groups,with
a same complexity.
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