Background: The ability to predict the spatial frequency of relapses in multiple sclerosis (MS) would enable physicians to decide when to intervene more aggressively and to plan clinical trials more accurately.
Background
Multiple sclerosis (MS) is an autoimmune demyelinating central nervous system (CNS) disease characterized by an unpredictable relapsing-remitting course. In MS and other autoimmune diseases, a relapse is defined as the new onset or worsening of clinical neurological symptoms, and is followed by periods of remissions with no disease activity. Relapses are the basic feature of MS and other autoimmune diseases such as myasthenia gravis [1] , systemic lupus erythemathosus [2] , rheumatoid arthritis [3] , and Crohn's disease [4] . In MS, relapses are the consequence of complex immunological and neurodegenerative processes. Relapses in MS are associated with myelin and axonal loss; they may cause new acute inflammatory lesions or can activate old lesions within the CNS [5] [6] [7] . Accordingly, relapses are the visible clinical expression of the complicated immunopathological mechanisms operating in the CNS and peripheral blood. The ability to predict the occurrence of a subsequent relapse (yes/no) and to estimate the time when that process will occur has important clinical and practical implications. This knowledge can help in decisions related to treatment -e.g. either treat patients with more aggressive disease or avoid overtreatment of patients with a more favorable disease course. Prediction of the time to next relapse can also be useful in the design of clinical trials as an additional criterion for selecting active patients. For patients with clinically isolated syndrome (CIS), who have just experienced the first relapse, such a tool can be used for estimating the probability to convert to definite MS by predicting the time until the second relapse.
Biologically, analysis of genes and pathways that are related to predicting relapses may help to better understand the mechanisms underlying the progression of the disease, and more specifically the processes that trigger and operate in acute MS relapses.
Various demographic and disease-related variables have been utilized for predicting clinical outcome. Late age at disease onset, poly-symptomatic symptomatology at onset, higher annual relapse rate and short time-interval between attacks are correlated with poor outcome, while onset with the presentation of optic neuritis or sensory symptomatology have been associated with a good outcome [8] [9] [10] [11] [12] [13] [14] [15] . Disease-related variables, measurements of autoantibodies, and gene expression were found to be useful for diagnosis and prognosis in MS and in other autoimmune diseases [16] [17] [18] . For example, in the case of MS, Martinez-Yelamos et al [19, 20] showed that CSF-TAU and 14-3 3 proteins are independent predictive factors for short time conversion to clinical definite MS. On the other hand, the correlation between anti-myelin antibodies and time to next relapse in CIS patients has produced controversial results [21] [22] [23] .
Imaging is considered as a more sensitive tool for predicting MS progression; it was reported that various parameters like brain MRI lesion load including the number, volume and location of lesions, as well as the presence of enhancing lesions and brain atrophy can predict disease outcome [24] . In CIS patients, T2 lesion volume at onset correlates with disability over the next 10 years, and with the time to progress to definite MS [25] .
The possibility to use peripheral blood gene expression analysis for prediction of clinical outcome in MS patients was demonstrated in our previous work [26] where we showed that peripheral blood mononuclear cells (PBMC) gene expression based classifier correctly predicted disease progression for two years. Another relevant work is the work of Baranzini et al. [27] , they showed that PBMC gene expression can be used to predict the response of MS patients to recombinant human interferon beta (rINFβ).
The aim of current study was to evaluate whether it is possible to use peripheral blood gene expression to predict the time to next acute relapse in CIS and relapsing-remitting MS patients.
Most of the new radiological MRI lesions are clinically silent. The frequency of new radiological lesions is ten times higher than the frequency of clinical relapses; i.e., on average, a cumulative effect of about 10 new radiological MRI lesions is equivalent to one clinical relapse [28] . Since most clinical relapses are associated with new MRI lesions, and since MRI measurements was available only for small fraction of the patients, in the current study we focused only on clinically definite MS relapses.
We designed a comprehensive feature selection procedure that was implemented on different sets of feature including: 1) all genes represented in the microarray; 2) set of genes significantly discriminated between groups of different classes of time to next relapse; 3) genes significantly correlated with time to next relapse, and 4) clinical and demographical confounders.
This approach enabled us to identify a PBMC gene expression based predictors that envisioned the time until the next relapse with high accuracy.
Methods

Subjects
The study was approved by the Sheba Medical Center Institutional Review Board, and all patients gave written informed consent for participation.
It was a prospective collection of data. The data set includes 94 patients, 62 patients diagnosed with definite MS according to McDonald criteria [29] and 32 patients with CIS. All patients were free of steroids and immunomodulatory treatments for at least 30 days before blood withdrawal, and were at least one year after treatment with cyclophosphamide (see Additional file 1). As can be seen, 62 patients had not experienced previous treatment; the rest of the patients had average distance of 300.4 ± 68.3 days from previous immunomodulatory treatment. The time to next relapse was not a selection criterion for inclusion patients in study; we randomly sampled the blood of 100 patients (94 microarrays passed quality control criteria).
We excluded from the study patients with Neuromylitis Optica (NMO) according to the criteria of Wingerchuk et al. [30] .
The demographical characteristics of the patients are presented in Table 1 . Patients were followed-up prospectively for a maximal period of 3.5 years (1264 days) or up to the first next acute relapse during the follow up period. Neurological examination was performed every 3 months and at the time of a suspected relapse, Expanded Disability Status Scale (EDSS) assessment was completed accordingly.
During the follow-up period, 33 definite MS patients initiated various immunomodulatory treatments (Table 2) while 61 patients remained untreated.
As the aim of this study is the prediction of the time till the next relapse we gathered patients with large range of this parameter; our dataset included patients with long period between relapses. Some of these patients have benign MS (if they have EDSS < 3.0 after 15 years with the disease). Patients with benign MS are not necessarily treated in our country. Additionally, CIS patients (32 of the patients) are not treated according medical regulations in our country. Thus, in summery, our study included relatively high number untreated patients Definition of Relapses MS relapse was defined as the onset of new objective neurological symptoms/signs or worsening of existing neurological disability, not accompanied by metabolic changes, fever or other signs of infection, and lasting for a period of at least 48 hours accompanied by objective change of at least 0.5 in the EDSS score. Confirmed relapses and EDSS scores were recorded consecutively. Time from baseline gene expression analysis to next acute relapse was recorded and used as a variable for clinical outcome prediction.
RNA isolation and microarray expression profiling
The blood samples were collected for this analysis. After blood withdrawal, PBMC was immediately purified and frozen in liquid nitrogen for the future microarray analysis. Microarray analysis was performed each time that a large enough set of samples was collected (between 10-12 samples for a working set).
PBMC were separated on Ficol-Hypaque gradient, total RNA was purified, labelled, hybridized to a Genechip array (either HU-133A or HU133A-2) and scanned (Hewlett Packard, GeneArray-TM scanner G2500A) according to the manufacturer's protocol (Affymetrix Inc, Santa Clara, CA, USA). All microarrays used in analysis passed all the stringent quality control criteria. The gene expression measurements used in this study are available and can be downloaded from Gene Expression Omnibus (http:// www.ncbi.nlm.nih.gov/geo/; accession number GSE15245).
Data Analysis
Data analysis was performed by Partek Genomics Solution software http://www.partek.com. Expression values were computed from raw CEL files by applying the Robust Multi-Chip Average (RMA) background correction algorithm. The RMA correction included: 1) values background correction; 2) quantile normalization; 3) log2 transformation; 4) median polish summarization. In order to avoid the noise caused by variable set effects we normalized each set to pre-saved distribution pattern of a well balanced set used as a reference distribution.
To reduce batch effect, Analysis Of Variance (ANOVA) multiple model analysis was applied. Source of variation was analyzed; non-relevant batches effects such as array type, working batch, patient age and gender were eliminated. Most Informative Genes (MIGs) were defined as genes that distinguished between the different classes of time to next acute relapse with p < 0.01 by ANOVA test. Most Correlated Genes (MCGs) were defined as genes that 
Dividing the patients to classes
We divided the patients to three classes comprising at least 20 patients. Each class corresponded to relatively similar time ranges until their next relapse: a) 31 patients that had not experienced relapse in the 1264 days of the follow up period; b) 40 patients that experienced relapse in less than 500 days and c) 23 patients that experienced relapse in 500 to 1264 days. The boundaries of the classes were chosen according to various constrains: 1) the upper bound (1264) reflects that the patients' follow up period after blood withdrawal. 2) We wanted to divide the time rang 0-1264 to relatively similar ranges such that the number of patients in each group will be similar (at least 20 patients). Thus, we decided on the second boundary (500), a larger boundary would decrease the number of patients in the second group while a smaller one would result in a too small time range of the first group.
The distribution of subjects with CIS and Definite MS across these three categories is [30: 16:15] for definite MS and [9: 5:14] for CIS for the three classes (less than 500 days: between 500 and 1264 days: more than 1264 days) respectively. As can be seen, in both groups there are subjects in each of the three categories.
In the case of the FTP, we used resolution of 50 days since we wanted to divide the range related to the first group to equally spaced sub-ranges (thus, for example, 30 or 90 days were inappropriate). It is important to note that the concept used here could be used with different resolutions and still give qualitatively similar results (for example lower resolution of 100 days gave error-rate of less than 0.2, p < 0.0001).
Implementations of the predictors
The predictor has two major parts: 1) a Support Vector Machine (SVM) classifier, that we named First Level Predictor (FLP), and 2) a multivariate linear regressor that we named Fine Tuning Predictor (FTP). We used the Spider http://www.kyb.tuebingen.mpg.de/bs/people/spider/ implementation for the SVM multi-class classifier. We used a multivariate linear regressor for the FTP (for patients with time till next relapse < 500). This multivariate linear predictor gave better results than SVM regressor (the Partek implementation of SVM regressor gave error rate that was much higher, around 0.8).
In the case of the FTP, the gene expression of each predictive gene is multiplied by a weight (positive or negative real number) and the results are summed. This sum is used as a prediction for the number of days till the next relapse. Thus, the expression level of each gene may have a positive or a negative affect on the prediction. In the case of the FLP, which is based on SVM classifier [31], the general idea is similar but more complicated -each gene may have a positive effect on the prediction in some cases and negative effect in other cases.
The feature selection procedure for finding the most predictive genes We used different sets of genes as input to our feature selection procedure: a) genes that were differentially expressed between the three different classes of time till the next relapse, b) genes that were expressed with correlation (p < 0.05) with the time till the next relapse, c) all unique genes presented on the microarray.
Using a very large set of genes for constructing the predictors elevates the risk of overfitting (e.g. see [32] ). The solution for overfitting problem is the Leave 20% Out Cross validation (L20OCV) procedure (a version of leave one out cross validation [33, 34] ) that is described in this subsection.
A general flow diagram of the forward selection algorithm for choosing the set of genes consisting each of the predictors is described in Figure 1 . The same feature selection algorithm was used both for the FLP and for the FTP.
We started with a set of 22,215 gene-transcripts present on each microarray. The expression levels of multiple probes related to the same gene were averaged, resulting in a set of 10,594 potential features (genes and annotated sequences). At the initial stage, we computed a vector of errors in 100 (80% training set, 20% test set) leave 20% out iterations for each gene. We chose the gene with the lowest mean error rate and all the genes whose mean error rate that is not significantly higher than the error rate of the first gene (p-value < 0.05 by t-test). In the following stages, we expanded the initial sets while getting significantly better predictors which were based on 2, 3 or more genes. In each step, we tried to expand each predictor in the current set of best predictors by adding more genes to the predictors, and while keeping all the predictors whose error rates were not significantly worse than the error rate of the best predictor. This was done by an iterative cross validation procedure in which 20% of the initial data set was left apart and the remaining 80% were used as temporary training set in each of the iterations. We performed 100 iterations for the cross validation procedure at each stage for selecting sets of potential predictors. The output of the initial stage was a set of predictors with similar performances [i.e. according to the 100 leave 20% outs, none of them was significantly better than the best predictor; namely, all the p-values were > 0.05].
At the final stage, to discriminate between the predictors that have similar performances as the best predictor, we performed 10,000 cross validation iterations and selected the predictor(s) that was/were significantly better than the others.
Note that qualitatively similar results were gained when we learned the predictors based on 85 of the patients and afterward test them on a different group of 9 patients (the rest of the patients). In this case, the mean error rate of the FLPs was less than 0.11 on the training set and 0.13 on the test set (all p-values < 0.001). In the case of the FTPs, the mean error rates on the training set and test set were 0.44 and 0.66 respectively (all p-values < 0.001).
Evaluating the Performance of the Predictors on Subgroups of Patients
For evaluating the performances of the predictors on subgroups of the patients (e.g. MS vs. CIS, or non-treated vs. patients under the various treatments), we performed 1000 Leave 20% Out Cross Validation (L20OCV) procedures where in each L20OCV step we randomly chose subsets of 80% of each of the patient subgroups for training the predictors (all these subsets were unified to one subset), and tested the predictors on the rest of the samples (in the cases where the dataset was very small, at least one patient was chosen for the training set and for the test set). The predictors were based on the sets of genes that were found by the procedure that was described in the previous subsection, but in each iteration a different training set for inferring the weights of the different genes in the predictor was used; and in each iteration the predictors were implemented on different test set. The final error rate of each subgroup is the average error rate across all the 1000 L20OCV procedures for patients from the subgroup.
General flow diagram of the procedure for finding the predictors (FLPs or the FTPs, we used k = 100 and k' = 10,000) Figure 1 General flow diagram of the procedure for finding the predictors (FLPs or the FTPs, we used k = 100 and k' = 10,000).
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Another Set of Patients for Additional Validation
For further evaluation of the FLP performances, we collected an additional dataset of 10 patients (3 from the first group, 2 from the second group, and 5 from the third group). The gene expression of each of the patients was normalized separately with the original dataset of 94 patients. Then, the FLPs were implemented on the normalized expression levels. The demographical and clinical characteristics of these patients are presented in Table 3 .
The Role of Clinical and Demographical Variables in the Predictors' Performance
We examined if clinical parameters are helpful for predicting the time to next relapse by 1) evaluating the performance of a FLP and FTP predictors that are based only on these parameters, and 2) examining if these variables can improve the performances of our predictors. To this end, we checked the following clinical parameters: age, MS stage (CIS or Definite), gender, annual relapse rate, EDSS at time of blood sampling, disease duration, age at onset, EDSS change in the last relapse.
Empirical p-values for the predictors
We computed empirically p-values for the best FLP and FTP by performing random permutation of the labels, learning best predictors for each such permutation, and computing the fraction of cases (out of 1000 permutations) that a predictor for permutated labels gave better error rate than the original predictor. All the 1000 random predictors were much worse than the original one (pvalue < 0.001). For example, the average error rates of the random FLP were 0.67 and the average error rates of the random FTP were 0.8.
The Role of Relapse Severity in the Predictors' Performance
We examined if the performances of the predictors depend on the severity of the relapse (measured as the change in EDSS in the last relapse). To this end, we divided the patients to 8 groups according to their change in EDSS in the last relapse (the range was 0.5 -6.5). We computed the error rate of the predictors for each of these groups (as was performed for the treatment groups).
Biological functional analysis
Gene functional annotation was performed using functional classification tools such as David Bioinformatics 
Results
To learn about the three groups of patients, we performed Principal Component Analysis (PCA) and clustering analysis of the patients based on 1359 MIGs (Additional file 2). The patients with time until next relapse < 500 days exhibit a relatively coherent clustering where 29/40 of the patients appear in the same cluster. The clustering results of the other groups were much worse as they were partitioned among many clusters with up to 5 patients in the same cluster. This result demonstrates that it is much more complicated to cluster sub-groups of patients that will experience their next relapse in more than 500 days. Thus, an additional, finer predictor only for the first group (time until next relapse < 500) was justified.
We named the three groups classifier First Level Predictor (FLP). The FLP classified the time till next relapse of a patient to one of the following groups: <500 days, between 500 and 1264 days, and >1264 days. The finer predictor, for the patients with time till next relapse < 500 days was named Fine Tuning Predictor (FTP).
Based on expression of all 10,594 genes, we performed a Leave 20% Out Cross Validation (L20OCV) procedure to evaluate FLP that simultaneously discriminated between patients that experienced acute relapse in one of the three periods mentioned above during clinical follow up (as was described in the Methods section). The cases where the FLP does not classify patients to their correct groups are defined as errors. The output L20OCV was a group of predictors that are based on the gene expression of sets of 1 to 10 genes with error rate range between 0.37 (for single gene) to 0.079 (for 10 genes), see Figure 2A . There are a few dozen predictors that gave similar results. For example, Additional file 3 includes 36 FLP with error rate < 0.1.
To differentiate a smaller set of statistically significant predictors from those with similar predictive ability we performed 10000 additional L20OCV iterations which enabled us to choose three best FLP (each is based on 10 genes; see Table 4 ). Error probabilities of the FLP and the FTP Figure 2 Error probabilities of the FLP and the FTP. A. The improvement in the error probability of the best FLP as function of the number of predicting genes. Each improvement was significantly better (p-value < 0.05) than the previous one (see Methods). B. The error rate distribution of the best FLP on the test sets. C. The improvement in the error probability of the best FTP. Each improvement was significantly better (p-value < 0.05) than the previous one (see Methods). D. The error rate distribution of the best FTP on the test sets.
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The improvement in the error rate of the FLP as a function of the number of genes that were used by the predictor is demonstrated in Figure 2A . Genes were added iteratively to the FLP until there was no significant improvement in the performances of the predictor (a flow diagram appears in Figure 1 ).
The error rate distribution of the best FLP is depicted in Figure 2B . As can be seen, for 50% of patients the predictor gave absolutely correct classifications (i.e. it correctly classified all the patients to one of three groups), in 20% of the cases the error rate was 0.05, and only 30% of patients were predicted with error rate more than 0.05. The 10 genes involved in each of the 3 best FLPs are presented in Table 5 . The functional annotations of those genes appear in Additional file 4.
The probabilities of the different types of classification errors of the best FLP are depicted in Figure 3 . For example, as can be seen in Figure 3 , a patient that belongs to group 1 (relapse in less than 500 days) has a probability of 0.03 of being misclassified by the FLP and to be included in group 2 (relapse in 500 -1264 days), and a probability of 0.023 to be misclassified and to be included in group 3 (relapse in more than 1264 days). In comparison, a random assignment to one of these groups gave an error rate of 0.67.
The performances of the predictor were significant (p < 0.001; details about the p-value calculation appear in the Methods section).
When we implemented the feature selection procedure using only MIG genes the performances of the result FLP were not improved (see Supplementary Note 1 in Additional file 5).
To visualize boundaries of the FLP decision regions we performed a plot of the expression levels of the 2 most predictive genes (FLJ10201 and PDCD2) of the best FLP and the boundaries of the decision regions of the predictor ( Figure 4 ). As can be seen, the boundaries of these regions are non-linear (see Additional file 6 for graphs of other pairs of predictive genes), and resemble the results that were reported in [26] . Finally, the error rate of the best FLPs on an additional independent dataset of 12 patients was 0.3 (p-value < 0.001; see Methods); further supporting the viability of the FLPs.
Next, we designed a more accurate predictor that was named Fine Tuning Predictor (FTP). It predicts the time until the next relapse only for patients that experience acute relapse during a period of 500 days. As a FTP we used a multivariate regressor (see Methods) that can predict the time until the next relapse with a resolution of a few days. In the case of the FTP, we defined a prediction error as a prediction that is more/less than 50 days (± 50) from the real date of relapse onset. We found 240 gene sets that gave error rate < 0.36. Our feature selection procedure combined with 10000 permutations of Leave One 20% Cross Validation (L20OCV) procedure found four FTP s; each FTP was based on 9 genes. The minimal errorrate of each FTP was 0.35 (p-value < 0.001); and was significantly better than the other gene sets. The error rate of the FTP after random permutations of the labels was 0.8; this is 2.3 folds higher than the error rate of the inferred FTP (see Methods for description about the p-value). The error rates of best 9-genes-FTPs are demonstrated in Table 4 . As in the case of the FLP, we performed a similar analysis of the improvement in the error rate of the best FTP (see Table 4 ) as function of the number of predictive genes (from 1 to 9; Figure 2C ). Every time a gene was added to the FTP, the performances of the FTP were significantly improved (see Methods). Figure  2D . In this case, the error rate has normal distribution with mean error rate of 0.35; for example, 20% of the patients have error rate < 0.2 ( Figure 2D ).
When we implemented the feature selection procedure only on genes whose expression is correlative with time until next relapse the FTP results were not improved (see Supplementary Note 2 in Additional file 5).
To further evaluate the performances of the predictors, we divided the patients in two ways. First, the dataset was divided to CIS and definite MS patients (32 and 62 patients respectively); second, the dataset was divided into 6 groups according to their future treatment after their blood was withdrawn (Non-treated, Interferon β-1a
(Rebif), Glatiramer Acetate (Copaxone) and Intravenous Immunoglobulins (Iv-Ig) with 61, 5, 2, 10, 10, and 6 patients respectively (see Table 2 ). The performances of the best predictors in different subgroups of patients were evaluated as was described in the Methods section. Table 4 depicts the performances of each of the best predictors (FLPs and FTPs) on each of these groups. The error rates remain significant for each of these groups. The FLP error rates were 0.1 and 0.08 (p-value < 0.001) for the CIS and MS groups respectively; the FTP error rates were 0.21 and 0.355 (p value < 0.001), for the CIS and MS groups respectively.
The different types of errors of the best FLP (FLP1) Figure 3 The different types of errors of the best FLP (FLP1).
The number on an arrow from state x to state y is the probability that the predictor miss-classify a patient whose true state is x and will put it in state y. This is an extension of the widely used two states sensitivity and specificity measures. 
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The three classification regions (relapse in 500 days -blue, relapse in 500-1264 days -green, relapse in more than 1264 days -red) as function of the gene expression of the two most predictive genes of the FLP, FLJ10201 and PDCD2 Figure 4 The three classification regions (relapse in 500 daysblue, relapse in 500-1264 days -green, relapse in more than 1264 days -red) as function of the gene expression of the two most predictive genes of the FLP, FLJ10201 and PDCD2. Each point denotes a patient.
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In the analysis of the different treatments, the FLP error rate ranged between 0.087 (non-treated) to 0.18 (Copaxone); the FTP error rate ranged between 0.235 (Rebif) and 0.53 (Copaxone), see Table 4 . The probabilities of the different types of classification errors for each treatment group appear in Additional file 1. In all sub-groups the best predictor exhibited significant performances (p-value < 0.001); this fact suggests that the signal of the next relapse is usually strong enough to be detected by our predictor even when the patients undergo various Immunomodulatory Drugs (IMD) treatments after blood withdrawal.
For additional validation of the FLP, we collected an additional independent dataset of 10 untreated RRMS patients (see more details about this dataset in the Methods section and Table 3 ). The total error rate of the FLP on these patients was 0.25. This result further supports the viability of our approach.
Clinical and demographical confounders did not improve the performance of the best gene expression based FLP and FTP (see Methods for the exact list of Clinical and demographical confounders we checked). FLP and FTP predictors that were based on combination of these confounders and that were found by our approach had much higher error rates than the predictors that were based only on gene expression (FLP error rate > 0.63, FTP error rate > 0.74; for all the predictors that were based on the above mentioned confounders). We also did not get a significant correlation between the error rate of a predictor and the severity of relapse (as was measured by the change in EDSS), Spearman correlation -0.29, p-value = 0.5, for FTP; Spearman correlation -0.6, p-value = 0.12, for FLP, see Methods for more details).
Discussion
In this work, we demonstrated that gene expression in PBMC can be used for predicting the time of the upcoming relapse in MS. Using different prediction strategies to determine an appropriated gene set for accurate relapse prediction we found that the classifier that was based on all microarray genes had the best prediction. We describe a FLP, which is based on the expression levels of ten genes, which can predict the time till next relapse in a resolution of 500 days during 3.5 years of disease progression. An additional FTP, which is based on different set of nine genes, can be used for a prediction of a higher resolution (e.g. a resolution of 50 days).
At first glance, the error rate (about 0.35) of the FTP seems relatively high. However it is important to remember that the definition of error in this case was very tight (more than 50 days from the real value). As mentioned, this error rate was very significant (p-value < 0.001) and surprisingly good. For comparison, our simulation showed that a random FTP (i.e. the best FTP after a random shuffling the input labels) gave an error rate that was close to 0.8 -2.3 fold higher than our error rate.
This study includes 94 patients for evaluating the predictors. It is clear that a larger dataset will give better performances. In order to estimate the potential improvement in the error rate when using larger datasets we performed the following analysis: we computed the error rate of the FLP and the FTP as function of the dataset size (% of the original dataset; see Additional file 8). The figure shows that the error rates decrease for larger datasets. This fact suggests that with the accumulation of more gene expression measurements we can design better predictors. Specifically, enlargement of the dataset to 200 patients (instead of 94) will give a classification error of about 0.05 and a regression error of about 0.2 (Additional file 8).
Another interesting conclusion from this work is that there are multiple predictors (FLPs and FTPs) that have similar performances. The predictors that were described in this work were significantly better than the other predictors; however, there were a few dozen predictors that gave similar results. For example, Additional file 3 includes 36 FLP with error rate < 0.1, and 240 FTP with error rate < 0.36. This means that the best predictors appear in this work can be replaced by other predictors with a relatively small influence on the error rate.
Finding a good predictor for the time to next relapse and finding a molecular explanation for relapses are different tasks with a possible overlap. There are a few explanations why the connection between the predictive genes and relapse associated mechanism is not necessarily immediate: First, the predictors were designed to include relatively small number of genes while the actual mechanisms may include dozens of signaling pathways. Second, our study was based on changes in gene transcription levels; it is possible that major parts of the relapse associated regulatory mechanisms are post transcriptional. In such cases, the most relevant genes are useless in terms of improving the predictions and the feature selection procedure finds genes that are less relevant but that exhibit significant change in their mRNA levels (e.g. genes that are regulated/ regulate the genes that are directly related to relapse).
However, many of the FLP genes are linked to MS. This is an additional support of their predictive ability. For example, the gene TGFB2 is a one of the master genes in MS; it is closely related to a rapid recovery from relapses that is mediated by Th2/Th3 lymphocytes. Figure 6 ). [48] . Interestingly, as in the case of best FLP, the genes FPRL1 and G3BP are regulated by TGFB [49, 50] . This result suggests that a single pathway can explain both the FLP and the FTP genes.
To summarize, most of the predictive genes seem very relevant to the pathophysiology of MS. We have constructed a schematic regulatory network which unifies many of these genes to a single regulatory network ( Figure 6 ). One important goal for further research is to better understand how these genes are involved in the biological mechanisms that lead to a clinical relapse.
We also found a few predictive genes whose their biological roles are unknown (see Additional file 4). We thus think that the potential connection of these genes to MS is a natural target for a further study.
As relapses have different level of severity [e.g. it can be measured by the increase in EDSS] one may think that in the cases of a more severe next relapse the performances of the predictors will be better. Analysis of the predictor error probability for the FLP and FTP as a function of the change in EDSS levels showed a negative relation (as expected -i.e. larger changes in EDSS are easier to detect). However, this correlation was not significant. Thus, a final answer to this question should be deferred till a larger gene expression dataset will be accumulated.
Regulatory network of the genes that are part of the best FLP and FTP; the network is based on the literature (see the Discussion section) Figure 6 Regulatory network of the genes that are part of the best FLP and FTP; the network is based on the literature (see the Discussion section). We used a heterogeneous dataset for inferring the predictors. The dataset included both CIS and Definite MS patients, and patients that underwent different immunomodulatory treatments after their blood was sampled. A survival analysis showed that the disease stage (CIS or Definite MS) had a statistical significant influence on the probability to experience next acute relapse (Additional file 9, Supplementary Note 3 in Additional file 5). Further, statistical analysis of the gene expression of these two groups of patients showed that there are dozens of genes that are differentially expressed in these groups (data not shown).
However, our predictor was insensitive to the disease stage and successfully dealt with this issue. The error rates for the two groups were significantly low (less than 0.1 for the FLP and less than 0.37 for the FTP). This fact may suggest that, in the case of the small sets of predictive genes, the changes in PBMC gene expression before the second relapse (CIS patients) or before any other relapse (Definite MS patients) are similar.
Our dataset includes patients that underwent various treatments after we sampled their gene expression. We believe that these patients are the major source of error for our predictors. On the other hand, we decided to include them in the analysis since they improved its statistical significance. We demonstrated that our predictor gave significantly good results, also when considering each of these datasets separately. This was unexpected since it is known that in general drugs change the relapse frequency. The explanation of this result is simple: Most of the treatments delay the next relapse by about 30% [51] [52] [53] [54] [55] , and this fact increases the prediction error primarily for patients whose real time to next relapse is close to the boundaries of their classification group (e.g. close to 500 or close to 1264). Since the number of such patients is relatively low the error rate remains significantly low (see details in Supplementary Note 4 in Additional file 5).
Conclusion
We conclude that gene expression in PBMC can be used to accurately predict the time until the next acute relapse. In this work, we described a few sets of predictive genes that can be used for this purpose and demonstrated that other combinations may also yield significant results. It is possible that different technology for measuring the gene expression will yield different sets of the most predictive genes. Thus, our next goal is to find sets of predictive genes that give significant results when their gene expression is measured by cheaper, small-scale, technologies such as kinetic RT-PCR.
In this work, as information about clinically silent lesions was not available for most of the patients, we focused only on clinically definite MS relapses. In the future, when such information will be available, it can be used for improving the performances of our predictor. In addition, based on such data it will be feasible to study the possibility to predict radiological MRI lesions (that are possibly clinically silent) from gene expression in PBMC.
Finally, it is possible that the techniques described here will be valuable not only in future MS research but also in other autoimmune disease with relapsing-remitting nature.
