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Abstract
The Poisson-Boltzmann equation is a widely used model to study the electrostatics
in molecular solvation. Its numerical solution using a boundary integral formulation
requires a mesh on the molecular surface only, yielding accurate representations of the
solute, which is usually a complicated geometry. Here, we utilize adjoint-based analyses
to form two goal-oriented error estimates that allows us to determine the contribution
of each discretization element (panel) to the numerical error in the solvation free energy.
This information is useful to identify high-error panels to then refine them adaptively
to find optimal surface meshes. We present results for spheres and real molecular ge-
ometries, and see that elements with large error tend to be in regions where there is
a high electrostatic potential. We also find that even though both estimates predict
different total errors, they have similar performance as part of an adaptive mesh refine-
ment scheme. Our test cases suggest that the adaptive mesh refinement scheme is very
effective, as we are able to reduce the error one order of magnitude by increasing the
mesh size less than 20%. This result sets the basis towards efficient automatic mesh
refinement schemes that produce optimal meshes for solvation energy calculations.
Keywords: Poisson-Boltzmann, Implicit solvent, Goal-oriented adjoint based error
estimation, Boundary element method, Adaptive mesh refinement.
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The Poisson-Boltzmann equation is widely used to compute solvation energies of molecules.
It considers the solute as a cavity region in an infinite dielectric, interfaced by the molecular
surface. The boundary element method offers an efficient numerical solution, as it discretizes
the interface only. Here, we present an a posteriori error estimation method that detects
high error elements, with which we generate a highly effective adaptive mesh refinement
technique.
2
INTRODUCTION
In biological settings, biomolecules are found immersed in water with salt, and an appropriate
treatment of the solvent is key to have accurate models. A popular treatment considers the
solvent implicitly, where rather than accounting for each water molecule in a discrete way,
they are represented as a continuum material1,2. The implicit solvent model represents
molecules in solution with continuum electrostatic theory, where a solute (region Ωm) is
surrounded by an infinite dielectric (region Ωw), as sketched by figure 1. The solute is a
region without water or salt, where the dielectric constant is low (m = 2− 4), and contains
partial charges that are represented as point-delta functions. Outside the solute, we use the
permittivity of water (w = 80), and consider the presence of salt (κ). These two regions
are interfaced by a molecular surface or interface (Γ), where several definitions are possible3:
solvent-excluded, solvent-accessible, Gaussian, or van der Waals surface. In this work, we
use the solvent-excluded surface4, which is the result of rolling a spherical probe of the size
of a water molecule (1.4 A˚radius), and tracking the contact points between the probe and
the atoms of the solute (with their corresponding van der Waals radii).
This implicit solvent approximation dramatically reduces the number of degrees of free-
dom compared to molecular dynamics, and yields a partial differential equation (PDE) based
model. If we consider that, at equilibrium, the mobile ions from the salt in the solvent ar-
range according to Boltzmann’s distribution, electrostatic theory results in the so-called
Poisson-Boltzmann equation (PBE). A common quantity of interest is the solvation free en-
ergy, which is the work required to bring the solute molecule from vacuum into its solvated
state. The focus of this article is then twofold:
i Derive accurate a posteriori estimates for the error in a boundary element method
approximation of the solvation free energy.
ii Design an adaptive mesh refinement algorithm to efficiently arrive at accurate solutions.
The PBE has been solved numerically with a wide variety of techniques, such as finite
difference5–7, finite element8–10, and boundary element (BEM)11–14 methods. In particular,
BEM uses a surface integral formulation15–17, where only the solute-solvent interface is dis-
cretized, and the potential goes to zero at infinity by construction. Then, the molecular
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surface is accurately represented, making BEM favorable for high precision simulations14.
However, BEM generates dense matrices that need fast methods to access large problems,
such as fast multipole methods18,19, treecodes20,21, or hierarchical matrices22,23.
Numerical approximations to the PBE often have large error. Hence, for the reliable
use of the PBE in science and engineering, this error needs to be quantified. The tool used
to accomplish this task in this article is adjoint based error estimation. In this technique,
one solves an adjoint problem whose solution provides the residual weighting to produce the
error in the goal functional. The resulting estimate also allows to identify the contributions
to the error due to an individual mesh element (panel) and hence aid in forming adaptive
algorithms.
Adjoint based analysis has been used for the error estimation of a variety of numerical
methods and differential equations24–27, for example, finite element methods28–31, finite vol-
ume methods32, numerous time-integration schemes33–37, and parallel-in-time and domain
decomposition methods38,39. A posteriori analysis of the finite element method for the PBE
has been considered previously40,41, however, this work is the first such analysis for the PBE
with BEM. Residual based a posteriori analysis for BEM has been studied earlier42,43, how-
ever, they focused on error in some global norm of the solution, whereas here we focus on
quantifying the error in a goal functional or quantity of interest. Moreover, if the aim of the
computation is to minimize the error in the goal, then forming per-element contributions of
the error in the goal is a crucial ingredient in designing an adaptive algorithm. We achieve
this aim by combining information from the numerical solution of the PBE with adjoint
solutions to classify mesh elements that contribute the most towards the error in the goal.
These elements are then refined to decrease the error in numerical approximations of the
goal functional.
In the next section, we present the methodology, including the equations governing the
implicit solvent model, the boundary integral formulation for the PBE, and finally derive two
error estimates using adjoint based error analysis. The error estimates are also used to form
per-element error indicator to devise a local mesh refinement strategy. In the Results and
Discussion section we test the performance of the error estimates and the mesh refinement
strategy on a variety of molecular setups. Finally, the last section presents the conclusions
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and outlook for future work.
METHODOLOGY
The Poisson-Boltzmann equation and Solvation Free Energy
BEM is limited to linear problems, however, the linearized version of the PBE is sufficiently
accurate for most protein problems, where charges and potentials are not high44. The lin-
earized PBE is
−∇ · ((r)∇u(r)) + κ¯2(r)u(r) =
Nq∑
k=1
qkδ(|r− rk|) (1)
where qk is the partial charge of atom k (located at rk), (r) is the permittivity, and κ¯(r) =
κ
√
w is the modified Debye-Hu¨ckel parameter, with κ the inverse of the Debye length. Here,
we use κ = 0.125 A˚2 in the solvent region, which corresponds to NaCl dissolved in water at
a concentration of 150mM, while we set κ = 0 in the solute region to indicate ion exclusion
there. The dielectric constant also takes two values, w or m, depending on the region (Ωw
or Ωm).On the interface (Γ), the potential and electric displacement are continuous:
JuKΓ = 0, s∂u
∂n
{
Γ
= 0, (2)
where JψKΓ = limα→0+(ψ(x + αn) − ψ(x − αn)) is the jump in ψ across the interface, for
x ∈ Γ, and n a normal vector pointing out of Ωm.
The electrostatic component of the solvation free energy can be computed as
∆Gsolv =
1
2
∫
Ω
ρ(r)ur(r)dr =
1
2
Nq∑
k=1
qkur(rk) (3)
where ur is the so called reaction potential, due to the polarization of the solvent. Physically,
the reaction potential ur is the difference in electrostatic potential between the isolated and
dissolved states (see figure 2). In the isolated state, the electrostatic potential in the solvent
is exactly zero, whereas in the molecule it is the Coulomb potential from the partial charges:
uc(r) =
1
m
Nq∑
k=1
qk
4pi|r− rk| , (4)
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Then, when we take the difference in electrostatic potential, we only need to subtract out uc
in the solute region, giving
ur(r) =
u− uc if r in Ωmu if r in Ωw. (5)
Hence, the equation, boundary condition, and jump conditions at the interface Γ for ur are
−∇ · ((r)∇ur(r)) + κ2(r)ur(r) = 0
ur(∞) = 0
JurKΓ = uc (rΓ)s
(r)
∂ur
∂n
{
Γ
= m
∂uc
∂n
(rΓ) (6)
In practice, there is no need to calculate ur in Ωw for ∆Gsolv in equation (3).
A boundary integral formulation of the Poisson-Boltzmann
equation
Equation (1) is effectively a coupled system of constant coefficient partial differential equa-
tions, where the Poisson-Boltzmann equation governs in Ωw and the Poisson equation with
point-charge sources in Ωm. Using Green’s second identity, the electrostatic potential any-
where can be computed as
u(r) = −
∮
Γ
u−(r′)
∂
∂n
(
1
4pi|r− r′|
)
dr′ +
∮
Γ
∂u−(r′)
∂n
1
4pi|r− r′|dr
′ +
1
m
Nq∑
k=1
qk
4pi|r− rk| in Ωm,
u(r) =
∮
Γ
u+(r′)
∂
∂n
(
e−κ|r−r
′|
4pi|r− r′|
)
dr′ +
∮
Γ
∂u+(r′)
∂n
e−κ|r−r
′|
4pi|r− r′|dr
′ in Ωw, (7)
where the superscripts “− ” and “ + ” indicate that the potential is being evaluated on the
internal and external side of Γ, respectively. Evaluating r on Γ and enforcing the interface
conditions in equation (2), this becomes16
u−(r)
2
+
∮
Γ
u−(r′)
∂
∂n
(
1
4pi|r− r′|
)
dr′ −
∮
Γ
∂u−(r′)
∂n
1
4pi|r− r′|dr
′ =
1
m
Nq∑
k=1
qk
4pi|r− rk| ,
u−(r)
2
−
∮
Γ
u−(r′)
∂
∂n
(
e−κ|r−r
′|
4pi|r− r′|
)
dr′ +
m
w
∮
Γ
∂u−(r′)
∂n
e−κ|r−r
′|
4pi|r− r′|dr
′ = 0. (8)
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where integrals are now principal value integrals.
To compute ur in Ωm, we use equation (7) and subtract out uc
ur(r) = u
− − uc = −
∮
Γ
u−(r′)
∂
∂n
(
1
4pi|r− r′|
)
dr′ +
∮
Γ
∂u−(r′)
∂n
1
4pi|r− r′|dr
′. (9)
We solve the system in equation (8) numerically using a boundary element method
(BEM), available in the bempp library45. The BEM uses a triangulated surface to gener-
ate a finite dimensional representation of u−, which we call U−, on panel p, of the form
U−(rp) =
Nl∑
l=1
Ψ(rp, rl)U
−(rl) (10)
where Ψ is the shape function, which in this work may belong to the space of piecewise
constant (for equation (8)) or linear (to solve the adjoint in equation (16)) functions. The
bempp library uses a Galerkin discretization to arrive to a linear system for U− and ∂U
−
∂n
,
which is solved using GMRES. Then, we replace these results in equation (9) to compute
Ur (the numerical approximation of ur), and then the numerical approximation of solvation
energy ∆Ĝsolv as
∆Ĝsolv =
Nq∑
k=1
qkUr(rk) (11)
In this BEM implementation, the surface Γ is discretized in Np flat triangular panels
using msms46 or Nanoshaper47, we assume a piecewise constant ansatz, and compute integrals
with Gaussian quadrature rules, to obtain the numerical approximations U− and ∂U
−
∂n
on the
interface. Also, we set the GMRES tolerance to 10−8 in all tests.
Goal-oriented error estimation
In this work, we use an adjoint-based error estimation method, which allows us to approxi-
mate the contribution of each element to the error in a goal or quantity of interest (QoI). In
general, let us consider the QoI as
QoI =
∫
Ω
ψ(r)ur(r)dr, (12)
where ψ(r) is a weight function chosen to specify the QoI. Here, the QoI is the solvation free
energy (∆Gsolv). Comparing equation (12) with the expression for the solvation free energy
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in equation (3) we see that ψ(r) is the charge distribution,
ψ(r) = ρ(r). (13)
Note that we ignored the factor 1/2 present in equation (3) when defining ψ. It is trivial
to account for this constant factor when forming error estimates, and the error estimates we
form later do indeed account for this.
The adjoint operator
Given a differential operator D, the adjoint operator, D∗, is defined as,∫
Ω
Dw(r)v(r)dr =
∫
Ω
w(r)D∗v(r)dr, (14)
where w and v are functions for r ∈ Ω. We can write ψ(r) in terms of an adjoint function
(φ) as
D∗φ(r) = ψ(r). (15)
The corresponding differential operator on the adjoint is40
D∗φ(r) = −∇ · ((r)∇φ(r)) + κ2φ(r) = ψ(r) in Ω, (16)
which implies the following jump conditions at the interface
Jφ(r)KΓ = 0,s
(r)
∂φ
∂n
(r)
{
Γ
= 0. (17)
Exact Error Representations
Let er = ur −Ur denote the error in the reaction potential. Our aim is to compute the error
in the numerical approximation to the solvation energy,
1
2
∫
Ω
er(r)ψ(r)dr =
1
2
∫
Ω
(ur(r)− Ur(r))ψ(r)dr. (18)
Here, we present two alternatives to build error estimates. The proofs of the theorems are
given in the Appendix.
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Theorem 1. The error in the approximation to the solvation free energy is,
1
2
∫
Ω
er(r)ψ(r)dr = Eφ +Rφ (19)
where
Eφ =
m
2
∮
Γ
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr+
m
2
∮
Γ
(
∂φ−
∂n
(r)U−r (r)− φ−(r)
∂U−r
∂n
(r)
)
dr,
Rφ =
1
2
∫
Ωw∪Ωm
φ(r)(−∇ · ((r)∇ur(r)) + κ2(r)ur(r))dr+ m
2
∫
Ωm
φ(r)∇2Ur(r)dr.
Alternatively, we derive a different error representation.
Theorem 2. The error in the approximation to the solvation free energy is,
1
2
∫
Ω
er(r)ψ(r)dr = Eu +Ru (20)
where
Eu =
m
2
∮
Γ
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr− m
2
∮
Γ
(
uc(r)
∂U−
∂n
(r)− ∂uc
∂n
(r)U−(r)
)
dr,
Ru =
1
2
∫
Ωw∪Ωm
φ(r)(−∇ · ((r)∇ur(r)) + κ2(r)ur(r))dr.
Error Estimates
The error representations in equations (19) and (20) contain surface integrals (represented
by Eφ and Eu) and volume integrals (represented by Rφ and Ru). In the context of BEM,
evaluating volume integrals is computationally expensive. Hence, we propose the following
error estimates, ∫
Ω
(ur(r)− Ur(r))ψ(r)dr ≈ Eφ, and∫
Ω
(ur(r)− Ur(r))ψ(r)dr ≈ Eu, (21)
where we neglect the contributions from the volumetric terms Rφ and Ru. Our numerical
results will be useful to determine if these approximations are appropriate.
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Element-wise error estimation
Our aim is to find the contribution of each discretization element to the error in the numerical
solution of ∆Gsolv. To this end, we decompose the surface integrals in Eφ and Eu as follows,
|Eφ| =
∣∣∣∣m2
∮
Γ
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr+
m
2
∮
Γ
(
∂φ−
∂n
(r)U−r (r)− φ−(r)
∂U−r
∂n
(r)
)
dr
∣∣∣∣ ,
≤
Np∑
i
∣∣∣∣m2
∮
Γi
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr+
m
2
∮
Γi
(
∂φ−
∂n
(r)U−r (r)− φ−(r)
∂U−r
∂n
(r)
)
dr
∣∣∣∣ ,
=
Np∑
i
Eiφ,
(22)
and
|Eu| =
∣∣∣∣m2
∮
Γ
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr− m
2
∮
Γ
(
∂U−r
∂n
(r)uc(r)− U−r (r)
∂uc
∂n
(r)
)
dr
∣∣∣∣ ,
≤
Np∑
i
∣∣∣∣m2
∮
Γi
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr− m
2
∮
Γi
(
∂U−r
∂n
(r)uc(r)− U−r (r)
∂uc
∂n
(r)
)
dr
∣∣∣∣ ,
=
Np∑
i
Eiu,
(23)
where Γi corresponds to panel i in the discretization of Γ, and E
i
φ or E
i
u represent the
contribution of element i to the error.
Numerical calculation of φ and Ur
The error estimates in equations (22) and (23) need the numerical approximation Ur and the
adjoint φ, and their normal derivatives on Γ. We compute Ur using equations (8) and (9)
assuming piecewise constant boundary elements. Calculating φ, which is in principle exact,
requires more work.
Starting from the mesh where Ur is solved, we subdivide each triangular panel into four
sub-triangles by placing new vertices in each edge center. We repeat this process iteratively
to obtain an arbitrarily finer mesh conserving the shape of Γ. Equation (16) showed us that
φ equals u, hence, we can also compute φ on Γ using equation (8), this time, on the finer
mesh and using a piecewise linear ansatz. Finally, the local errors, Eiφ or E
i
u, are computed
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for each panel on the coarse mesh. Figure 3 is a summary of the algorithm to compute Eiφ
and Eiu.
The effectivity ratio γeff
The effectivity ratio, γeff , is an indicator of the quality of the error estimation in equation
(21):
γeff =
E
∆Gsolv −∆Ĝsolv
. (24)
Here, ∆Gsolv is the exact value of the solvation free energy, and E can be Eφ or Eu. A γeff
close to 1 indicates that the error estimate is accurate. Note that ∆Gsolv is not available
for realistic molecular geometries. We compute ∆Gsolv using Richardson extrapolation with
three consecutive uniform mesh surface-conforming refinements (see figure 5), where every
boundary element was divided into 4 subtriangles. Then, each refinement contains four times
more elements than the previous mesh. Using those three meshes, and knowing that error
scales with the average area for a piecewise constant BEM, Richardson extrapolation finds
an approximation for a infinitely refined mesh14,48.
Local mesh refinement
Having the contribution of each triangular element to the error, we can decide if an element
should be refined. In this work, we sort the elements in descending order according to Eiφ
or Eiu, and refine those that contribute most to the error, all the way until they add up to
10% of the total error (|Eφ| or |Eu|). Once the high-error triangles are identified, we perform
a barycentric refinement into four subtriangles by adding a vertex on the midpoint of each
edge. If a triangle that should not be refined shares an edge with one that was refined,
this triangle is split into two, by adding an edge between the newly created vertex and the
one opposite to it. However, if a triangle that should not be refined shares two edges with
triangles that were refined, we use the same barycentric refinement technique on it. We can
perform this procedure iteratively to obtain finer meshes. Figure 4 is a sketch of the local
mesh refinement.
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The flat mesh refinement described in figure 4 preserves the geometry of the original
mesh. However, the molecular surface is smooth, and the newly created vertices should
adapt to the molecular geometry to represent it more accurately. To do so, we extended the
procedure from figure 4 to conform to the molecular geometry by using an highly refined
mesh in the background, and rather than adding the vertex in the edge midpoint, we add
the closest vertex of the background mesh. This way, we make sure the vertex is on the
molecular surface. This process, however, may generate elongated elements, which affect the
matrix condition and quality of the solution. Then, we use the ImproveSurfMesh script from
GAMer49, which improves the mesh of the molecular surface preserving its geometry. We
call this extended scheme surface-conforming refinement, and is summarized in figure 5.
RESULTS AND DISCUSSION
In this section, we start by assessing the accuracy of the estimators Eφ and Eu on methanol,
to then use them in an adaptive mesh refinement scheme on a spherical molecule. We then
apply this method on realistic molecular geometries, in particular, methanol and arginine.
First, we use methanol to find optimal meshes for the calculation of φ, and then adaptively
refine a mesh on arginine to analyze the efectiveness of the algorithm.
Accuracy of the estimators Eφ and Eu.
We first assessed the performance of the error estimators Eφ and Eu using the effectivity
ratio γeff . The results in Table 1 show γeff for methanol using a mesh with 0.5 and 1
elements per A˚2. The adjoint φ was computed on a finer mesh with Nφ elements, obtained
by flat-refining all elements of the original mesh into four subtriangles recursively (see figure
5).
We expect that a good error estimator would yield γeff ≈ 1. In table 1, we see that as
φ is computed accurately (higher Nφ), γeff does approach 1 for Eu, but not for Eφ. This is
an indication that the approximation of setting Rφ = 0 in theorem 1 is not accurate, and
the volumetric integral term has a large contribution. Regardless, we continued studying the
12
performance of Eφ as a per-element error indicator for adaptive mesh refinement.
The detailed distributions of the per-element error estimates are presented in figures 6
and 7. It is interesting to note that the error maps for Eu and Eφ look almost identical,
indicating that they estimate the per-element error distribution similarly, and they recognize
the same high-error elements, despite a poor γeff for Eφ.
Mesh refinement on a spherical molecule
Even though a spherical cavity with internal charges may not be relevant physically, this test
becomes useful to understand how the error is distributed on the mesh, as we can control the
charge locations, and its effect on the solvation energy, since it has an analytical solution.
Here, we analyzed the error distribution for two configurations, according to figure 8: a single
off-centered point charge located at half the radius, and a charge and dipole (created by two
point charges) placed opposite to each other, 0.62 into the radius (figure. For each case,
we performed 20 recursive iterations of the surface-conforming adaptive mesh refinement
scheme in figure 5. The adjoint φ was computed on a uniformly flat refined mesh, where
every triangle was divided once into four subtriangles.
Figures 9 and 10 show ∆Ĝsolv and error with respect to an analytical solution (∆Gsolv =
−52.462648 kcal/mol and ∆Gsolv = −65.467255 kcal/mol for the Off-centered and Charge-
dipole respectively)50, computed with the meshes generated from our adaptive mesh re-
finement scheme. The red crosses and black triangles correspond to results with meshes
generated using Eu and Eφ, respectively, and they have similar behavior approaching the
analytical solution (black segmented line). This is an indication that in the context of sol-
vation energy, both estimators are equivalent. The grey dotted lines are the results using a
uniformly refined mesh (all elements refined with a surface-conforming method). The fact
that the red crosses and black triangles are consistently closer to the analytical solution com-
pared to the grey line is evidence of the effectivity of the adaptive mesh refinement. This is
further supported by figures 9 and 10, that evidence a linear relation between the error and
number of elements, which is the expected behavior of a piecewise constant BEM14.
Figure 11 shows the initial mesh, and the resulting meshes after performing the adaptive
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refinement scheme iteratively 10, 15, and 20 times, with the corresponding per-element error
estimation. As one could expect, it is evident that refinement is more intense closer to the
charge (top of the sphere), and that the bottom of the sphere is more refined for the charge-
dipole configuration, compared to the offcentered charge. Moreover, the resulting mesh of
the charge-dipole case has more elements near the charge than near the dipole, showing that
the charge has a higher influence in the error. Comparing the error distribution on the final
mesh between Eφ and Eu, we see that the error is lower and more homogeneously distributed
for Eφ. This is a surprising fact, considering Eφ has a worse γeff compared to Eu.
Adaptive mesh refinement for realistic molecular geometries
In this section, we study the behavior of our adaptive mesh refinement method on molecular
geometries, in particular, for methanol and arginine. These results are useful to determine
the impact of this scheme in real applications.
Accuracy of the adjoint
As as first study of our mesh refinement scheme for realistic molecular geometries, we look
at the influence of the accuracy in the calculation of φ on the resulting meshes. Our aim
is to determine how fine of a mesh for φ is required for it to be effective in an adaptive
refinement setting. Moreover, the calculation of φ represents the most time consuming part
of the algorithm, which may be mitigated by using a coarse mesh. Starting from meshes of
the molecular surface of methanol with 0.5 and 1 elements per A˚2, we applied the adaptive
mesh refinement technique iteratively 6 times, using the surface-conforming scheme. We
computed φ in two ways: (a) on the same mesh as Ur (coarse), and (b) on a mesh with 64
times more elements (fine), obtained by flat refining all triangles recursively 3 times. Figure
12 shows ∆Ĝsolv and the error with respect to a Richardson extrapolated value, where the
red and black lines use the coarse and fine meshes for φ, respectively. The results with the
fine and coarse meshes are very similar, which is evidence that the accuracy of the adjoint
has a weak effect on the adaptive mesh refinement, and computing φ on the same mesh as
Ur is sufficient.
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We also present more fine-grained comparisons in figures 13 and 14, where the element-
wise error (Eu) and electrostatic potential are plotted, respectively, on the original mesh and
after 2, 4, and 6 iterations of the adaptive mesh refinement. We did not include the equivalent
result to figure 13 for Eφ to avoid redundancy, as it was very similar. From these plots, we
can see that the resulting meshes with a coarse and fine calculation of φ are different, even
though they yield similar ∆Ĝsolv. This happens because even with a poor approximation of
φ, the error estimate Eu is capable of detecting high error elements appropriately. Moreover,
we can see from the results in figure 14 that regions with high electrostatic potential coincide
with large error panels (figure 13), and our adaptive mesh refinement technique adds more
elements in that area.
Mesh refinement on larger structures
To estimate the error in larger molecules using a very fine mesh for φ would be time con-
suming, however, the results in figure 12 indicate that we can compute it on the same mesh
as Ur. Here, we use this fact to perform an adaptive mesh refinement on arginine, starting
from meshes with 0.5, 1, and 2 elements per A˚2, aiming towards finding an optimal mesh to
compute the solvation energy.
Figure 15 shows the convergence of the solvation energy as we apply the adaptive mesh
refinement iteratively, using Eφ and Eu. We can see that both error estimates generate
meshes that are approaching an exact value (obtained with Richardson extrapolation), how-
ever, Eu slightly outperforms Eφ. The effectiveness of the adaptive mesh refinement becomes
evident as, for example, using a mesh refined adaptively from 0.5 elements per A˚2 can reach
an error that is lower than the calculation with 2 elements per A˚2, with near half the number
of elements.
We can find further evidence of the power of the mesh refinement technique in figure
16. Those plots show the relative error in the x axis and time to solution in the y axis for
runs performed with each mesh of the adaptive mesh refinement process, using Eu (red) and
Eφ (black). The size of the markers correspond to the number of elements, and their color
to the number of GMRES iterations. Note that the large number of iterations is due to a
tight GMRES tolerance (10−8), and the fact we use an integral formulation that yields an
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ill-conditioned matrix, without a preconditioner. We can see that as we refine the mesh, the
number of elements grows slightly (symbols’ sizes remain similar), however, the error drops
significantly. For example, performing six iterations of the adaptive mesh refinement scheme
on the mesh with 0.5 elements per A˚2, the element count only increases from 282 to 328
(∼16%), whereas the error decreases one order of magnitude. This same behavior is present
in the tests starting from 1 and 2 elements per A˚2. While the number of elements only
increases mildly with adaptive refinement, the computer time increases somewhat, as shown
by the rightmost plot in figure 16. This is because the computer time in these simulations is
dominated by the number of iterations rather than the mesh size (see that the simulations
that took longer have consistently lighter symbols). This computer time would decrease if
we used better conditioned integral formulations17 or preconditioners51, which control the
iteration count. Also, these plots show that the meshes generated with Eu (red line) tend to
outperform those generated with Eφ (black line), as the red line is mostly underneath the
black line.
CONCLUSIONS
This work presents two adjoint-based goal-oriented error estimates, Eφ and Eu, for the
Poisson-Boltzmann equation with BEM, where the quantity of interest is the solvation energy
of a solute molecule. These estimates are written in such a way that we can compute the
contribution of each discretization element to the total error, which is useful to detect high-
error panels of the mesh. We saw that even though Eu predicts the error better than Eφ
(γeff closer to 1), both estimates detect the same high-error areas of the mesh.
We used these per-element error indicators to build an adaptive mesh refinement tech-
nique, which we tested on a spherical molecule, methanol, and arginine. Both error estima-
tors had a similar performance in the adaptive mesh refinement, and we found that errors
tend to concentrate in areas with high electrostatic potential. Also, we realized that the
accuracy in the calculation of the adjoint had a weak effect on the resulting mesh from the
adaptive refinement, and we did not require a finer mesh to resolve it. We showcase the
power of the adaptive mesh refinement in the results for arginine, where the error dropped
16
a factor of 10, by increasing the number of elements only 16%.
As future work, we plan to use the adaptive mesh refinement technique to generate
optimal meshes automatically, aiming towards computing the solvation energy in large-scale
molecular simulations efficiently52.
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All data and code to reproduce the results of this paper can be obtained from the Github
repository https://github.com/RammVI/Error-Formulation.
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APPENDIX
Proof of theorem 1
Proof. Using (16),
1
2
∫
Ω
er(r)ψ(r)dr =
1
2
∫
Ω
(ur(r)− Ur(r))(−∇ · ((r)∇φ(r)) + κ2(r)φ(r))dr, (25)
=
1
2
∫
Ω
ur(r)(−∇ · ((r)∇φ(r)) + κ2(r)φ(r))dr,
− 1
2
∫
Ω
Ur(r)(−∇ · ((r)∇φ(r)) + κ2(r)φ(r))dr,= I − II (26)
where
I =
1
2
∫
Ω
ur(r)(−∇ · ((r)∇φ(r)) + κ2(r)φ(r))dr (27)
II =
1
2
∫
Ω
Ur(r)(−∇ · ((r)∇φ(r)) + κ2(r)φ(r))dr. (28)
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First we consider the term I.
I =
1
2
∫
Ω
[−∇ · ((r)∇φ(r)) + κ2φ(r)]ur(r)dr,
=
1
2
[∫
Ωm
−m∇2φ(r)ur(r)dr+
∫
Ωw
−s∇2φ(r)ur(r)dr+
∫
Ωw
κ2φ(r)ur(r)dr
]
. (29)
We now use separation of variables to write
I =
1
2
[
−
∫
Ωm
{
m∇ · (∇φ(r)ur(r))− m∇ · (φ(r)∇ur(r)) + φ(r)(m∇2ur(r))
}
dr
−
∫
Ωw
{
w∇ · (∇φ(r)ur(r))− w∇ · (φ(r)∇ur(r)) + φ(r)(w∇2ur(r))
}
dr
+
∫
Ωw
φ(r)κ2ur(r)dr
]
(30)
and then use the divergence theorem to obtain
I =
1
2
[
−
∮
Γ
(
m
∂φ−
∂n
(r)u−r (r)− φ−(r)m
∂u−r
∂n
(r)− w ∂φ
+
∂n
(r)u+r (r) + φ
+(r)w
∂u+r
∂n
(r)
)
dr
+
∫
Ωw+Ωm
φ(r)
(−∇ · ((r)∇ur(r)) + κ2(r)ur(r)) dr] , (31)
recalling that n points out of Ωm. Then, we can apply the interface conditions on φ (equation
(17)) and ur (equation (6)) to write
I =
m
2
∮
Γ
(
∂φ−
∂n
(r)uc(r)− φ−(r)∂uc
∂n
(r)
)
dr
+
1
2
∫
Ωw+Ωm
φ(r)(−∇ · ((r)∇ur(r)) + κ2(r)ur(r))dr. (32)
Now, considering the term II in equation (),
II =
1
2
∫
Ω
[
Nq∑
k
qkδ(r− rk)
]
Ur(r)dr,
=
1
2
∫
Ω
[−∇ · ((r)∇φ(r)) + κ2φ(r)]Ur(r)dr,
=
1
2
∫
Ωm
−m∇2φ(r)Ur(r)dr+ 1
2
∫
Ωw
[−s∇2φ(r) + κ2φ(r)]Ur(r)dr. (33)
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Considering that there are no point charges in the outer region, equation (16) equals zero in
Ωw, and the last integral equation (33) cancels out. Using separation of variables and the
divergence theorem, we can write
II = −m
2
∫
Ωm
∇2φ(r)Ur(r)dr,
= −m
2
∫
Ωm
[∇ · (∇φ(r)Ur(r))−∇ · (φ(r)∇Ur(r)) + φ(r)∇2Ur(r)] dr,
= −m
2
[∮
Γ
(
∂φ−
∂n
(r)U−r (r)− φ−(r)
∂U−r
∂n
(r)
)
dr+
∫
Ωm
φ(r)∇2Ur(r)dr
]
. (34)
Combining equations (26), (32) and (34) completes the proof.
Proof of theorem 2
Proof. We start from equation (18), to decompose the error as
1
2
∫
Ω
(ur(r)− Ur(r))ψdr = 1
2
∫
Ω
ur(r)ψ(r)dr− 1
2
∫
Ω
Ur(r)ψ(r)dr = I − II, (35)
where
I =
1
2
∫
Ω
ur(r)ψ(r)dr =
1
2
∫
Ω
[−∇ · ((r)∇φ(r)) + κ2φ(r)]ur(r)dr, (36)
II =
1
2
∫
Ω
Ur(r)ψ(r)dr. (37)
We already derived an expression for term I in equation (32), and we will move straight
to term II. Using equation (13) and considering ψ = ρ =
∑Nq
k=1 qkδ(|r− rk|) in equation (1),
we find
II =
1
2
∫
Ω
Ur(r)
Nq∑
k=1
qkδ(|r− rk|)dr = 1
2
Nq∑
k=1
Ur(rk)qk. (38)
Ur can be further expanded with the numerical approximation of equation (9) to write
II =
1
2
Nq∑
k=1
qk
[
−
∮
Γ
U−(r)
∂
∂n
(
1
4pi|rk − r|
)
dr+
∮
Γ
∂U−(r)
∂n
1
4pi|rk − r|dr
]
. (39)
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Considering the sum and integral are linear operators, we can swap them to bring
∑Nk
k=1 qk
into the integral, as
II =
1
2
[
−
∮
Γ
U−(r)
∂
∂n
(
Nq∑
k=1
qk
1
4pi|rk − r|
)
︸ ︷︷ ︸
=muc
dr+
∮
Γ
∂U−(r)
∂n
Nq∑
k=1
qk
1
4pi|rk − r′|︸ ︷︷ ︸
=muc
dr
]
, (40)
where, as indicated in the previous equation, we have recovered uc from equation (4). Then,
we get
II =
m
2
[
−
∮
Γ
U−(r)
∂uc
∂n
(r)dr+
∮
Γ
∂U−(r)
∂n
uc(r)dr
]
. (41)
Combining equations (35), (32) and (41) completes the proof.
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Figure 1: (Left) Solute molecule surrounded by explicit solvent molecules. (Right) Rep-
resentation of the implicit solvent model. The hatched area corresponds to the unbounded
implicit solvent (Ωw, with w and κ), which has a cavity containing the solute molecule (Ωm,
with m).
Figure 2: Thermodynamic cycle of molecular solvation. Initially (pane I), the solute is
isolated in vacuum (only point charges) and the electrostatic potential in the solvent is zero.
Then, we place the charges inside the solvent, generating a reaction potential (pane II).
Figure 3: Process of creating the mesh, solving and calculating the error.
Figure 4: Example of a local mesh refinement procedure. In the left pane, the two elements
marked in blue are identified to have a high Eiφ or E
i
u, and will be subdivided into four
triangles. In the middle pane we identify neighbor elements: those marked in light blue only
share one edge with the high-error triangles, and they will be divided in two, however, there
is one triangle in the middle that shares two edges with refined triangles, then, we mark it
in blue, and it will be refined in four triangles. This generates a new neighbor triangle to
be divided in two, marked in light blue below the blue triangles. Finally, the right pane
shows the resulting refined mesh. We can perform this procedure iteratively for higher mesh
refinements.
Figure 5: Summary of the local mesh refinement procedure.
Figure 6: Per-element error estimation for methanol with a 0.5 el/A˚2 mesh.
Figure 7: Per-element error estimation for methanol with a 1 el/A˚2 mesh.
Figure 8: Offcenter charge (top) and charge-dipole (bottom) distributions for the spherical
cavity
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Figure 9: Solvation energy (left) and error (right) for the off-centered charge configuration.
Meshes for the results marked with red crosses were obtained with Eu (∆Ĝ
u
solv) and the
ones marked with black triangles were obtained with Eφ (∆Ĝ
φ
solv). The grey dotted lines
correspond to uniformly refined meshes (all elements with a surface conforming method,
∆Ĝunifsolv ). The segmented black line is the true solution (∆Gsolv), computed analytically.
Figure 10: Solvation energy (left) and error (right) for the charge-dipole configuration.
Meshes for the results marked with red crosses were obtained with Eu (∆Ĝ
u
solv) and the
ones marked with black triangles were obtained with Eφ (∆Ĝ
φ
solv). The grey dotted lines
correspond to uniformly refined meshes (all elements with a surface conforming method,
∆Ĝunifsolv ). The segmented black line is the true solution (∆Gsolv), computed analytically.
Figure 11: Initial and resulting meshes after 10, 15, and 20 adaptive refinements for the
sphere cases. Colors correspond to the per-element error estimations Eφ and Eu.
Figure 12: Solvation energy (top) and error (bottom) for methanol with meshes refined
adaptively, computing φ on a coarse (red line) and fine (black line) mesh, starting from a
mesh with 0.5[El/A˚2] (left) and 1.0[El/A˚2] (right). Solid lines correspond to results using
Eu, whereas segmented lines used Eφ.
Figure 13: Per element error estimation (Eiu) using a fine and coarse mesh to obtain φ.
Figure 14: Total electrostatic potential on the molecular surface.
Figure 15: ∆Ĝsolv (left) and error (right) for arginine using meshes generated with the
adaptive mesh refinement technique with a surface-conforming scheme. Results in red use
Eu (∆Ĝ
u
solv) whereas those in black use Eφ (∆Ĝ
φ
solv). The black segmented line in the left
pane corresponds to a Richardson extrapolated value for the energy, which is also used as
the reference for the error calculations.
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Figure 16: Relative error versus time to solution for each mesh using adaptive refinement.
Size and color of the markers indicate the number of mesh elements and number of GMRES
iterations, respectively. Results following the red line use Eu whereas those following the
black line use Eφ.
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Density Nφ Eφ γ
φ
eff Eu γ
u
eff
0.5 48 0.1461 -0.089 1.5774 -0.963
192 -1.2512 0.764 -0.4864 0.297
768 -1.9297 1.178 -1.2182 0.744
3072 -2.2426 1.369 -1.4882 0.908
12288 -2.3300 1.422 -1.5668 0.956
∆Ĝsolv = −4, 9431 kcal/mol ∆Gsolv = −6, 5815 kcal/mol
1.0 86 0.0138 0.012 0.4806 -2.501
344 -0.2841 -0.241 -0.0217 0.113
1376 -0.4393 -0.373 -0.1481 0.771
5504 -0.4856 -0.412 -0.1815 0.944
22016 -0.4980 -0.423 -0.1906 0.992
∆Ĝsolv = −3, 5731 kcal/mol ∆Gsolv = −3, 7652 kcal/mol
Table 1: γeff for methanol with 0.5 and 1 elements per A˚
2. Nφ is the number of elements in
the mesh to compute φ.
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