We show that an automorphism of a unital AF C * -algebra with the approximate Rohlin property has the Rohlin property. This generalizes a result of Kishimoto. Using this we show that the shift automorphism on the bilateral C * -algebra associated with an aperiodic irreducible shift of finite type has the Rohlin property.
Our main result is that these automorphisms have the Rohlin property. It follows from the result of Evans and Kishimoto in [6] that the crossed-product of the bilateral C * -algebra with the Z-action of the automorphism is determined up to isomorphism by its K-theory. Krieger showed in [13] that K-theory for shifts of finite type is an invariant for shift equivalence, and thus crossed-product algebras arising from shift equivalent shifts of finite type are isomorphic.
We define the Rohlin property and the approximate Rohlin property in Section 2. We also prove a few lemmas about projections and partial isometries in C * -algebras for use in the later sections. In Section 3 we prove that for unital AF algebras the approximate Rohlin property implies the Rohlin property. This improves the result of Kishimoto in [8] , where it is shown for for unital simple AF algebras whose K 0 group has finite rank and no infinitesimals. We need this more general result because the K 0 groups for the algebras we are considering usually have infinitesimals. We show that even less than the approximate Rohlin property is needed to deduce the Rohlin property.
The construction and basic properties of the bilateral C * -algebra and the automorphism associated with a shift of finite type are given in Section 4. This is the algebra associated with one of Krieger's K-theoretic invariants in [13] , although the algebra itself is not discussed there. It is a special case of Ruelle's construction in [17] . Wagoner studied this and two other algebras in [18] .
We discuss shift equivalence and the relationship with the automorphism in Section 5. We show that K 0 for a bilateral C * -algebra has no infinitesimals if and only if the shift of finite type is shift equivalent to a full shift. Finally, in Section 6 we prove that the automorphism of the bilateral C * -algebra associated with an irreducible aperiodic shift of finite type has the Rohlin property. (This may be deduced for full shifts from the result of Kishimoto in [12] .) It follows that the crossed product algebra is no stronger an invariant than the K-theoretic invariants introduced in [13] . It is in fact weaker because one can easily show that the full 2 shift and the full 4 shift have isomorphic crossed product algebras. We still do not know whether the pair consisting of the bilateral C * -algebra and the automorphism associated with a shift of finite type is a stronger invariant than shift equivalence.
Definitions and basic lemmas
Let A be a unital C * -algebra and write 1 for the identity of A. We quote a definition from [8] . for any k ∈ N there are positive integers k 1 , . . . , k m ≥ k satisfying the following condition: For any finite subset F of A and ε > 0 there are projections e i,j , i = 0, . . . , m − 1,
for i = 0, . . . , m − 1, j = 0, . . . , k i − 1, and x ∈ F, where e i,k i = e i,0 .
Notation.
A stack of height m for α is a family of orthogonal projections f 0 , f 1 , . . . , f m−1 such that α(f i ) = f i+1 , i = 0, 1, . . . , m − 2. By an ε-approximate stack we mean a family of orthogonal projections For a compact space X we write C(X) for the C * -algebra of complex-valued continuous functions on X under the supremum norm. The unital C * -subalgebra generated by a ∈ A is denoted C * (a). We need a few basic approximation results for C * -algebras. The proofs use standard techniques in spectral theory.
Lemma 2.3
If e and f are projections in A with ef < 1/4 then there is a projection g such that e ⊥ g and f − g ≤ 4 ef .
2n
for each i then there is a unitary u ∈ A such that 1−u < 8nε and u * e i u = f i for each i.
Proof. Let e 0 = 1− n i=1 e i and f 0 = 1− n i=1 f i . By the triangle inequality, e 0 −f 0 ≤ nε. By Lemma 2.4 we can for each i choose a unitary u i with 1 − u i < 4 e i − f i such that u * i e i u i = f i . Set u = n i=0 e i u i . Then u is a unitary with u * e i u = f i for each i and
2 Lemma 2.6 If e and f are projections in A and p ∈ A is a partial isometry with p * p − e < ε < 1/2 and pp * − f < ε then there is a partial isometry q ∈ A with q * q = e and* = f and p − q < 8ε.
When e, f ∈ A are equivalent projections we write e ∼ f ; i.e., e ∼ f if there exists p ∈ A such that p * p = e and pp * = f. We state two facts about equivalence classes and K 0 (A) and refer the reader to [1] [8] in which the additional assumptions (that K 0 (A) be of finite rank and have no infinitesimals) are used. There is also an error or omission in the proof there which we have corrected.
We shall assume that the elements of F are of norm 1 as there is no loss of generality in doing so. The construction depends on parameters n, ℓ ∈ N (which determine heights of intermediate stacks) and ǫ > 0. We require that n ≡ 1 mod m+1, ℓ > 4, and ǫ < (Nm) −3 , where N = nℓ.
for all x ∈ F, k = 0, 1, . . . , Nm − 1. Let e 0 , . . . , e N m−1 be an ǫ-approximate cyclic stack in
where [·] denotes equivalence class in K 0 (A B ′ ) and
By Lemma 2.9 there is a partial isometry p 0 in A B ′ such that p * 0 p 0 = e and p 0 p * 0 < e 0 . We have
and since
* is within ε of some subprojection of e 1 . By Lemma 2.6 there is a partial isometry p 1 ∈ A such that p * 1 p 1 = e and p 1 p * 1 < e 1 and α(p 0 ) − p 1 ≪ (Nm) −3 , provided ǫ is chosen sufficiently small. Continuing inductively, assuming ǫ is small enough, we can find partial isometries p k , k = 0, 1, . . . , Nm − 1, such that p * k p k = e and p k p * k < e k for each k and
e N m−1 Fig. 2 . The situation in Theorem 3.1.
For k = 0, 1, . . . , mn − 1 the partial isometry
has domain e and range < ℓ−1 j=0 e jmn+k . By the triangle inequality,
Define e 0,k for k = 0, 1, . . . , m − 1 by setting
Another application of the triangle inequality, together with the bounds above, yields
where e 0,m = e 0,0 , and
where we have used the fact that [e i , x] < 2(Nm) −3 .
We claim that the C * -subalgebra D generated by {q 0 , q 1 , . . . , q mn−1 } is isomorphic to M mn+1 . Indeed, D has mn + 1 orthogonal projections, e, q 0 q * 0 , q 1 q * 1 , . . . , q mn−1 q * mn−1 , and for each i, q i is a partial isometry from e to q i q * i . Thus for each pair i, j, q i q * j is a partial isometry from q j q * j to q i q * i , and we see that the generators for D are part of a full set of matrix units (which they generate) for an mn
for k = 0, 1, . . . , mn − 1, where q mn = q 0 , and (Ad u)(e) = e.
From the triangle inequality we obtain the generous estimate
The eigenvalues of u are e . To see this, note that unitaries in M mn+1 can be diagonalized by unitaries in M mn+1 and there is a path of diagonal unitaries from diag(1, 2πi mn , . . . ,
, . . . ,
) having length
. There is a projection r in D such that mn j=0 (Ad v) j (r) equals the identity in D (v acts as a permutation of least period mn + 1 on some orthonormal basis for C mn+1 ; we can take r to be the projection onto one of these basis vectors) and we set
which makes sense because n ≡ 1 mod m + 1. For k = 0, 1, . . . , m we have (Ad v)(e 1,k ) = e 1,k+1 and
where e 1,m+1 = e 1,0 . For x ∈ F we bound [e 1,k , x] by 4(nm + 1) 2 √ ℓ(Nm) −2 < 4/ √ ℓ, using the triangle inequality with our previous estimates. Now {e i,j : i = 0, 1, j = 0, 1, . . . , m + i − 1} is a partition of unity by projections. Our estimates show that we achieve the desired tightness in our approximate Rohlin stacks if we take n > 8π mǫ
Inspection of the proof shows that one can deduce the Rohlin property from weaker hypotheses, by simply replacing the hypotheses involving K 0 in the approximate Rohlin property with a new requirement that a certain partial isometry exists. This implies an inequality in K 0 but is not implied by it for algebras without nice properties like cancellation. 
e i < ǫ and pp * − e 0 < ǫ, (4) [x, y] < ǫ for any x ∈ F, y ∈ {e 0 , p}.
Then α has the Rohlin property.
Proof.
We have assumed what we had to deduce from K-theoretic data in the proof of Theorem 3.1, and we repeat that proof with minor changes. Use
Perturb the e i so that they are orthogonal (Lemma 2.5). Let p 0 be a partial isometry close to p for which p *
e i and p 0 p * 0 = e 0 (Lemma 2.9). The rest of the proof is the same. 2
We end the section with a condition which is sometimes easier to verify, to be used in the proof of Theorem 6.1. The hypothesis that the top of the stack be taken near the bottom is removed at the expense of a requiring a partial isometry between the first two levels of the stack. This implies equality of the [e i ] always, but is not implied by it in algebras without cancellation.
Theorem 3.4 Let α be an automorphism of a unital C
* -algebra A with the property that for any finite subset F of A and for any m ∈ N, ε > 0, there are an ε-approximate stack e 0 , e 1 , . . . , e m−1 for α and partial isometries p, q in A such that
i=0 e i and pp * < e 0 , (2) q * q = e 0 and qq
Then α has the Rohlin property. Proof. We show that α satisfies the hypothesis of Theorem 3.3. Our proof uses many of the same ideas as in Lemmas 2.1 and 4.3 in [8] . The construction depends on parameters ℓ ∈ N, ǫ > 0 to be specified later. Let F be a finite set, m ∈ N, and ǫ > 0. Let e 0 , e 1 , . . . , e (ℓ−1)(m+2)m−1 be an ε-approximate stack for α and let p, q be partial isometries in A such that
e i and pp * < e 0 ,
• q * q = e 0 and* = e 1 ,
By Lemma 2.5 there is a unitary u ∈ A such that 1 − u < 8(ℓ − 1)(m + 2)mε and uα(e i )u * = e i+1 , i ∈ {0, 1, . . . , (ℓ − 1)(m + 2)m − 2}.
Write β for (Ad u)•α. Define a system of matrix units {q i,j : 0 ≤ i, j ≤ (ℓ−1)(m+2)m−1} by setting q i,i = e i and for i < j
For j = 0, 1, . . . , m − 1 put
Then f 0 , f 1 , . . . , f m−1 is a stack of height m for β. We have
and since, for i = 0, 1, . . . , ℓ − 1,
we see from orthogonality that
This shows that f 0 , f 1 , . . . , f m−1 is a 2 √ ℓ -approximate cyclic stack for β, and thus by choosing ε small enough and ℓ large enough we can ensure that f 0 , f 1 , . . . , f m−1 is an ǫ-approximate cyclic stack for α. We have constructed an approximate cyclic stack from an approximate noncyclic stack, and the sum of this new stack is smaller than the sum of the old one by m(ℓ − 1) projections equivalent to e 0 , specifically,
The base of our new stack, f 0 , has a subprojection equivalent to 1 −
is a partial isometry satisfying
f j and r * r < f 0 .
The q i,j almost commute with F if ǫ is chosen small relative to 1/ℓ, and since f 0 , . . . , f m−1 and r are linear combinations of the q i,j these too almost commute with F. By Theorem 3.4, α has the Rohlin property. 
Shifts of finite type and the bilateral algebras
We refer the reader to the excellent book of Lind and Marcus [14] for background on shifts of finite type. Let T be a nonnegative integral r × r matrix. Let G T be the directed graph with r vertices labeled 1, 2, . . . , r and having T (i, j) edges from vertex i to vertex j. Write E T for the edge set of G T , and for e ∈ E T let i(e) and t(e) be the initial and terminal vertices of e, respectively.
Definition 4.1 A path on G T is a finite or infinite sequence x in
Notation. For a finite path x = x 0 x 1 . . . x ℓ−1 we let i(x) = i(x 0 ) and t(x) = t(x ℓ−1 ) and we write |x| = ℓ for the length of x. By convention, each vertex i is regarded as a path of length 0 having i as its initial and terminal vertices. If a and b are integers with a ≤ b and x is a path then we put
when the right-hand side makes sense.
We use the following fact often.
Lemma 4.2
For i, j ∈ {1, 2, . . . , r}, the number of paths of length ℓ in G T starting at i and ending at j is T ℓ (i, j).
Definition 4.3
The underlying space X T of the shift of finite type determined by T is the set of all bi-infinite paths on G T .
Definition 4.4 Basic cylinders are sets of the form
cyl(x, k) = {y ∈ X T : y i+k = x i for 0 ≤ i < |x|}, where x = x 0 x 1 . . . x |x|−1 is a finite path in G T and k ∈ Z.
Basic cylinders form a basis of clopen sets for a topology on X T in which X T is a Cantor set. Though we shall not specifically use a metric it is helpful to think of two points being close if their sequences agree on a large interval of indices about 0.
The paradigm of symbolic dynamics is that all the complexity of a system is encoded in sequence space.
Definition 4.5
The shift homeomorphism σ T : X T → X T is defined by
Example 4.6 The full n-shift is the shift of finite type associated with the 1 × 1 matrix (n), the underlying space of which is {1, 2, . . . , n} Z .
We shall assume our matrix T is primitive, i.e., some positive power of T has strictly positive entries, and that T = (1). Then X T is nonempty and σ T is topologically mixing (see, for example, Proposition 4.5.10 of [14] ). By the Perron-Frobenius theorem, T has a unique (up to scalar multiplication) strictly positive (right) eigenvector; the corresponding eigenvalue λ T is algebraically simple, greater than 1, and strictly larger in absolute value than any other eigenvalue of T. Let v, w * be positive Perron-Frobenius eigenvectors for T and T * , respectively, normalized so that wv = 1.
The measure of maximal entropy on X T is the Markov measure µ T defined from transition probabilities p(e) = λ −1
T v t(e) /v i(e) , e ∈ E T and stationary distribution
We have the following standard result.
Lemma 4.7 µ T is an ergodic measure on (X T , σ T ) which gives every cylinder positive measure.
We are interested in the symmetric, or bilateral, C * algebras associated to shifts of finite type. The earliest references of which we are aware for the these C * -algebras are from 1988, a construction by Wagoner in [18] specifically for shifts of finite type, and Ruelle's more general construction in [17] . These algebras are implicit in Krieger's earlier K-theoretic invariants for shifts of finite type, introduced in [13] 
(1982).
We write M n for the C * -algebra of complex n × n matrices. For integers a ≤ b let H
[a,b] T be the C * -algebra generated by matrix units E x,y,a,b , where x and y are paths in G T of length b − a + 1 with i(x) = i(y) and t(x) = t(y). Matrix units means
and E *
x,y,a,b = E y,x,a,b .
Lemma 4.8 For each interval I = [a, b] we have
one summand for each pair of vertices, the size of the ijth being the number of paths of length |I| + 1 in G T beginning at vertex i and ending at vertex j.
Proof. For each pair of vertices i, j, enumerate the T |I|+1 (i, j) paths of length |I| + 1 in G T with initial vertex i and terminal vertex j. If x, y are the kth and ℓth such paths from i to j then we identify E x,y,a,b with the T |I|+1 (i, j) × T |I|+1 (i, j) matrix having a 1 in the k, ℓth position and zeros everywhere else, and we embed this in 
Lemma 4.9 The matrix of partial multiplicities for ψ T,I,J is the transpose of (T * ) (a−c) ⊗
Proof. Simply count the number of paths z and u which extend x and y, respectively, using Lemma 4.2. 2
Proof. This follows from the fact that if z is a path extending u and u is a path extending x then z is a path extending x. 2
The proof of the following lemma is straightforward and we leave it to the reader. The shift σ T on X T promotes to an automorphism α T of A defined by
Uniqueness of the trace implies that it is invariant under α T , i.e.,
The C * -algebra C(X T ) of continuous complex valued functions on X T is a subalgebra of A T in a natural way. Specifically, ϕ T : C(X T ) → A T is defined for characteristic functions of basic cylinders by
and extended to all of C(X T ) in the usual way. The next two lemmas follow from the definition of α T in Eq. (4). The following is a very useful fact about these algebras. 
where the sum is over all paths t from t(x) to i(x ′ ) of length c − b − 1 and where xtx ′ means the concatenation of the paths x, t, x ′ , and similarly for yty ′ . Nothing here depends on the order of multiplication and ψ T,I,K (E x ′ ,y ′ ,c,d )ψ T,J,K (E x,y,a,b ) is easily seen to be the very same sum. 2
Shift equivalence
Shift equivalence and strong shift equivalence for shifts of finite type were introduced by Williams in [19] .
Definition 5.1 Nonnegative integral square matrices U, V are said to be shift equivalent if there exist nonnegative integral matrices R, S and a positive integer ℓ such that
Shift equivalence is an equivalence relation. The integer ℓ is called the lag of the shift equivalence.
Definition 5.2 An elementary strong shift equivalence between nonnegative integral
square matrices U and V is a pair of nonnegative integral matrices R, S such that RS = U and SR = V. Strong shift equivalence is the equivalence relation generated by elementary strong shift equivalence.
Shifts of finite type (X U , σ U ) and (X V , σ V ) are conjugate if there is a homeomorphism ρ : X U → X V such that ρ • σ U = σ V • ρ and eventually conjugate if (X U , σ ℓ U ) and (X V , σ ℓ V ) are conjugate for all sufficiently large ℓ. Williams showed ( [19] ) that U and V are strong shift equivalent if and only if (X U , σ U ) and (X V , σ V ) are conjugate, and that U and V are shift equivalent if and only if (X U , σ U ) and (X V , σ V ) are eventually conjugate.
The Shift Equivalence Conjecture is the proposition that shift equivalence is the same as strong shift equivalence. The first counterexample was a pair of reducible shifts of finite type found in 1992 by Kim and Roush ([15] ). The question for the irreducible case remained open until 1997, when Kim and Roush exhibited in [16] a pair of primitive 7 × 7 matrices which are shift equivalent but not strong shift equivalent. The invariant used to prove the matrices are not shift equivalent was the sign-gyration-compatibility-condition class sgc 2 , which turns out to be the same as Wagoner's K 2 -invariant, Φ 2 .
There are still many open questions. For one, it is not known whether the conjecture holds for matrices shift equivalent to full shifts. We do not even know if the automorphisms α U and α V associated with shift equivalent matrices U and V are conjugate, though they are of course eventually conjugate. We do have the following. 
Sketch of Proof. This can be proved using the standard bipartite graph construction (see [14] , §7.2) to obtain a conjugacy between (X U , σ ℓ U ) and (X V , σ ℓ V ) for some ℓ. A conjugacy produced in this way induces a isomorphism of C * -algebras with the desired property. 2
We now show that our automorphisms are usually not approximately inner. One consequence of this is that we cannot deduce the Rohlin property for α T from the result of [8] .
Notation. For an s × s integral matrix S we write R S for the eventual range of S,
By rank considerations, we have R S = (Q s ) * S s . The eventual rank of S is the dimension of the rational vector space R S ⊗ Q.
⇒ 4.
If K 0 (A T ) has no infinitesimals then α * must be the identity on K 0 (A T ), since α * (g) can only differ from g by an infinitesimal.
⇒ 2.
The existence of infinitesimals implies that T has an eigenvalue λ with 0 < |λ| < λ T . We can find in the above representation of K 0 (A T ) a matrix U with large entries such that UT ≈ λU and T U ≈ λ T U, and then
The Rohlin property for α T Theorem 6.1 If the matrix T is primitive then α T has the Rohlin property.
Fix a primitive matrix T. To simplify notation we drop the subscript T from the various objects defined in the previous sections. Before proving the theorem we need some preliminary results.
Proof. Given x and y we can find an interval I and elements x ′ , y ′ ∈ H 
for all n > |I|. By making x − x ′ and y − y ′ sufficiently small we can make this last quantity as small as desired for all sufficiently large n. Our next lemma says that α * has arbitrarily small non-infinitesimal fixed points. Lemma 6.4 For every n > 0 there exists g ∈ K 0 (A) + such that α * (g) = g and ng < [1] .
Proof. For any interval
is isomorphic to a subspace of M r (Z) via the map that takes the class of a minimal projection E u,u,a,b ∈ H I to the matrix having (i(u), t(u))th entry equal to one and all other entries equal to zero. With this identification the class of the unit in K 0 (H I ) is
Choose m such that nI < T m . Let g ∈ K 0 (A) be the element represented by the identity matrix I in K 0 (H [1,m] ). It is clear that g is positive and ng < 1. We claim that this g is fixed by α * . Indeed, g is represented by
Next we show that the fixed points of α * are order-dense. This implies that [ϕ(χ C ′ )] > g.
By Lemma 2.7, [ϕ(χ C ′ )] − g is the class of some projection e ∈ A T and by Lemma 2.9, e is equivalent to some projection f < ϕ(χ C ′ ). Every projection in A is equivalent to one of the form ϕ(χ E ) for some clopen set E (this is just the statement that every projection in a finite direct sum of full matrix algebras is equivalent to a diagonal matrix), so we can find a set E such that [ϕ(χ E )] = [f ], and because f < ϕ(χ C ′ ) we can take E to be a subset of C ′ . Set C = C ′ \ E. Then [ϕ(χ C )] = g and properties (1)- (3) are satisfied. 2
Proof of Theorem 6.1. Given m ∈ N, ε > 0, and a finite subset F of A we let C be as in Lemma 6.6 and set e i = ϕ(χ C 
Proof. Let us write α i for α T i and A i for A T i , i = 1, 2. Shift equivalence implies that there is an isomorphism ρ : A 1 ∼ = A 2 such that ρ * • (α 1 ) * = (α 2 ) * • ρ * and ρ * (K 0 (A 1 ) + ) = K 0 (A 2 ) + .
By Theorem 4.1 of [6] , there is an automorphism β of A 2 and a unitary u ∈ A 2 such that
For i = 1, 2, the crossed product A i × α i Z is generated by A i and a unitary v i such that To see that it is invertible observe that β −1 • ρ is an isomorphism and 
