We consider a network consisting of a file server connected through a shared link to a number of users, each equipped with a cache. Knowing the popularity distribution of the files in the database, the goal is to optimally populate the caches such as to minimize the expected load of the shared link. For a single cache, it is well known that storing the most popular files is optimal in this setting. However, we show here that this is no longer the case for multiple caches. Indeed, caching only the most popular files can be highly suboptimal. Instead, a fundamentally different approach is needed, in which the cache contents are used as side information for coded communication over the shared link. We propose such a coded caching scheme and prove that it is close to optimal.
I. INTRODUCTION
Caching or prefetching is a technique to reduce network loads by storing part of the content to be distributed at or near end users. In this paper, we design near-optimal caching strategies for a basic network scenario, introduced in [1] , consisting of one server connected through a shared, error-free link to K users as illustrated in Fig. 1 . The server has access to a database of N files each of size F bits. Each user has an isolated cache memory of size MF bits. During times of low traffic demand (say early in the morning) or when connected to a network with large available bandwidth (say a mobile handset connected to WiFi), users can save some of the content in the database to their local caches. During a later time, when a user requests one of the files, the local cache can be used to reduce network load. More formally, the system operates in two distinct phases: a placement phase and a delivery phase. In the placement phase, each user can save part of the N files in its cache memory. In the delivery phase, each user randomly requests one of the files in the database independently of the other users and with identical distribution. We denote by p n the probability 1 that user k requests file n. The server is informed of these requests and proceeds by transmitting a message over the shared link. Using the content of its cache and the message received over the shared link in the delivery phase, each user aims to reconstruct its requested file. The placement and delivery phases of the system should be designed to minimize the load of the shared link subject to the memory constraint in the placement phase and the reconstruction constraint in the delivery phase.
Designing and analyzing caching systems for such (and more complicated) networks has a long history, see for example [2] - [7] . The impact of specific file popularities p 1 , p 2 , · · · , p N (such as Zipf or other heavy-tail distributions) on the performance of caching has been analyzed in [8] - [10] , among others. These papers consider uncoded caching. For the basic network scenario considered here with only a single cache (K = 1), it turns out that such uncoded caching strategies are optimal. Indeed, it is well known that the optimal strategy in this case is the least-frequently used (LFU) caching scheme, in which each user caches the M most popular files in its cache. 2 In this paper, we show that this intuition for a single cache does not carry over to multiple caches (K > 1). In fact, LFU can be arbitrarily suboptimal in the multi-cache setting. Instead, a fundamentally different approach to the caching problem is required. We propose the use of a coded caching scheme, recently introduced by the present authors in [1] , [11] . These coded caching schemes work by carefully designing the placement phase so as to enable a simultaneous coded multicasting gain among the users, even if they request different files, resulting in significantly better performance compared to uncoded schemes. The following toy example illustrates this approach.
Example 1.
Consider a scenario as depicted in Fig. 1 with N = 2 files, say A and B, with popularities p A = 2/3 and p B = 1/3. Assume we have K = 2 users and a memory size M = 1.
In this setting, LFU uses the entire memory to cache the more popular file A. The link load of LFU is given by K times the miss rate, which in this case is p B , times the file size F . Hence, the expected link load of LFU is 2/3F bits.
We next analyze the coded caching scheme from [1] . We split each file into two parts of equal size so that A = (A 1 , A 2 ) and B = (B 1 , B 2 ). Store A 1 , B 1 at the first user and A 2 , B 2 at the second user. Assume user one requests file A and user two requests file B. These requests can then be satisfied with a single transmission A 2 ⊕ B 1 of size 1/2F bits from the server, where ⊕ denotes bit-wise XOR. Using the information stored in their caches, each user can recover its requested file. The other requests can be satisfied in a similar manner, leading to an expected link load of 1/2F bits for the coded caching scheme.
This illustrates that, while LFU minimizes the link load for a single cache, this is no longer the case for multiple caches and that coding is required in these situations. Furthermore, it shows that the miss rate, which is minimized by LFU, is no longer the appropriate metric for scenarios with multiple caches. ♦ These coded caching schemes were shown in [1] , [11] to approximately minimize the peak load (i.e., the load for the worst-case user requests) of the shared link. However, in many situations the file popularities p 1 , p 2 , . . . , p N differ over many orders of magnitudes, and hence the expected load is more relevant than the peak load.
In this paper, we describe how to deal with such situations. In particular, we propose a coded caching scheme that approximately minimizes the expected load of the shared link and that is able to handle widely differing file popularities such as those arising from heavy-tail distributions. A key ingredient to this scheme is the idea of grouping files with similar popularities together. The proof of approximate optimality of the proposed scheme links the optimal expected load to the optimal peak load and is quite intricate. We apply the proposed algorithm to the file popularities of the Netflix video catalog and show that it can significantly outperform LFU.
The remainder of this paper is organized as follows. Section II provides background information on coded caching. Sections III and IV present the main results of this paper. Sections V and VI contain proofs, and Section VII contains concluding remarks.
II. BACKGROUND ON CODED CACHING
In [1] , [11] , we have shown that in a system with N files, each of size F bits, and K users, each with an isolated cache memory of size MF bits, a peak load of R(M, N, K)F bits over the shared link is achievable with high probability for F large enough, where
for M ∈ (0, N], R(0, N, K) min{N, K}, and R(M, N, K) 0 for M > N. We refer to the normalized (by F ) peak load R(M, N, K) as the peak rate. We now briefly describe how the peak rate (1) can be achieved; the discussion here follows [11] .
In the placement phase, each user saves a random subset of MF/N bits of each file into its cache memory. These random subsets are chosen uniformly and independently for each user and file. Since there are a total of N files, this satisfies the memory constraint of MF bits. In the delivery phase, after the user's requests are revealed, the server delivers the requested files while maximally exploiting the side information available in each user's cache. This is done by coding several requested files together.
Algorithm 1
Coded caching scheme from [11] achieving peak rate (1) procedure
-bit subset of file n end for end procedure
Server sends enough random linear combinations of bits in file n for all users requesting it to decode end for end procedure
The placement and delivery procedures are formally stated in Algorithm 1. In the statement of Algorithm 1, [K] denotes the set {1, 2, . . . , K} and similarly for [N] . Furthermore, V k,S denotes the vector of file bits that are requested by user k and that are available exclusively in the cache of every user in S and missing in the cache of every user outside S. Algorithm 1 contains two possible delivery procedures; the server chooses whichever one results in smaller rate.
The following example from [11] illustrates the algorithm.
Example 2 (Illustration of Algorithm 1).
We consider the caching problem with N = 2 files A and B and with K = 2 users. In the placement phase of Algorithm 1, each user caches a random subset of MF/2 bits of each file. Any fixed bit of a file is thus cached by a fixed user with probability M/2. Focusing on file A, we see that the placement procedure partitions this file into four subfiles
where A S denotes the bits of file A that are stored exclusively in the cache memories of users in S. E.g., A 1,2 are the bits of file A stored in the cache of users one and two, and A 2 are the bits of A stored exclusively in the cache of user two. For large enough file size F , the law of large numbers guarantees that
with high probability and similarly for file B.
Consider next the delivery procedure. It can be checked that in this setting the first delivery procedure is better and will hence be used by the server. Assume users one and two request files A and B, respectively. In this case, V 1,2 = A 2 , V 2,1 = B 1 , V 1,∅ = A ∅ , and V 2,∅ = B ∅ . Hence, the server sends A 2 ⊕ B 1 , A ∅ , and B ∅ over the shared link.
A ∅ and B ∅ are the file parts that are not cached at any of the users, and hence they obviously have to be sent from the server for successful recovery of the requested files. The more interesting transmission is A 2 ⊕ B 1 . Observe that user one has B 1 stored in its cache memory. Hence, user one can solve for the desired file part A 2 from the received message A 2 ⊕ B 1 . Similarly, user two has A 2 stored in its cache memory. Hence, it can solve for the desired file part B 1 from the received message A 2 ⊕ B 1 . In other words, the transmission A 2 ⊕ B 1 is simultaneously useful for both users. Thus, even though the two users request different files, the server can successfully multicast useful information to both of them. The rate of the messages sent by the server is
which can be rewritten as
While the analysis here was for file requests (A, B), the same arguments hold for all other possible file requests (B, A), (A, A), and (B, B) as well. In each case, the side information in the caches is used to create coded multicasting opportunities for users with (possibly) different demands. In other words, the content placement is performed such as to enable coded multicasting opportunities simultaneously for all possible demands. The rate obtained above holds therefore for every possible user demands, i.e., it is an achievable peak rate for the caching problem. ♦ III. THEORETICAL RESULTS In [11] , we prove that the rate R(M, N, K) (defined in (1)) of the caching scheme reviewed in Section II is within a constant factor of the optimal peak rate. In this paper, we are instead interested in the expected rate. As a corollary to the results presented later in this section, we show that the same rate R(M, N, K) is also within a constant factor of the optimal expected rate for the case that files have uniform popularities, i.e., p 1 = p 2 = · · · = p N . The important question is how to achieve the approximately optimal expected rate in the more realistic case of files having popularities varying over several orders of magnitude.
Before explaining the proposed algorithm for such cases, we first highlight two important features of Algorithm 1. The first feature is that for every possible user demands the delivery algorithm exploits coded multicasting opportunities among every subset of users. The second feature is the symmetry in the placement phase. It is this symmetry that permits to easily identify and quantify the coded multicasting opportunities (see also the discussion in Section VII). These two features together are at the core of the approximate optimality of Algorithm 1 for uniform file popularities.
Consider now some of the options for nonuniform file popularities. One option is to choose a number, sayN, of the most popular files and apply the placement procedure of Algorithm 1 only to those files. In the delivery phase, the user requests selected from theseN files are handled using the delivery procedure of Algorithm 1. For the remaining requests, the server simply transmits the entire files uncoded over the shared link. The parameterN can be optimized to minimize the expected rate of the scheme. The advantage of this scheme is that the symmetry of the content placement is preserved, and therefore, in the delivery phase, we can again identify and quantify the coded multicasting opportunities among thê N files. The disadvantage is that the difference in the popularities among theN cached files is ignored.
Since these files can have widely different popularities, it is wasteful to dedicate the same fraction of memory to each one of them. As a result, this approach does not perform well in general.
Another option is to dedicate a different amount of memory to each file in the placement phase. For example the amount of allocated memory could be proportional to the popularity of a file. While this option takes the different file popularities into account, it breaks the symmetry of the content placement. As a result, the delivery phase becomes difficult to analyze.
Here we propose the idea of grouping as an alternative solution which has the advantages of both of theses approaches and can be proved to be approximately optimal. In the proposed scheme, we partition the files into groups with approximately uniform popularities (see Fig. 2 ). In the placement phase, we ignore differing popularities of files within the same group and allocate each of these files the same amount of cache memory. However, files in different groups may have different memory allocations. In the delivery phase, the demands within each group are delivered using Algorithm 1, while ignoring coding opportunities across different file groups. Note that, since the symmetry within each group has been preserved, the delivery phase is analytically tractable. Moreover, since different groups have different memory allocations, we can use more memory for files with higher popularity. The size of the groups and the amount of memory allocated to each group can be optimized to minimize the expected rate over the shared link. We now describe the proposed scheme in detail. We partition the N files
For the placement phase, we allocate a fraction of the memory to each of the groups N ℓ of files. Denote by M ℓ F the number of bits allocated to cache files in N ℓ . M ℓ must be chosen such that the total memory constraint is satisfied, i.e.,
Once the memory allocation is done, we proceed with the actual placement phase. In the placement phase, each user randomly selects M ℓ F/N ℓ bits from each file in group N ℓ and stores them in its cache memory. With this, the total number of bits cached at each user is
satisfying the memory constraint.
In the delivery phase, each user requests a file. Denote by K ℓ those users that request a file in the group N ℓ of files. Note that K 1 , K 2 , . . . , K L partitions the total of K users into L groups. Denote by K ℓ the cardinality of user group K ℓ . Since the groups K ℓ depend on the random choice of the user requests, the cardinalities K ℓ are random variables, and we highlight this fact by writing them in sans-serif font. The server uses the same delivery procedure as in Algorithm 1 L times, once for each group of users K ℓ .
As mentioned before, the choice of groups can be optimized to minimize the average rate. Here we introduce a potentially suboptimal choice of grouping that has the advantage of yielding a provable approximate optimality guarantee. By relabeling the files, we can assume without loss of generality that
Thus, N 1 are the most popular files and all files in this group have popularity differing by at most a factor two. Similarly, define N 2 as the group of next most popular files, and so on. In general, for any two files n, n ′ in the same group N ℓ the file popularities p n and p n ′ differ by at most a factor two. In other words, let n be the smallest number in N ℓ . Then,
We say that the files N are maximally partitioned to within popularity factor two into
An example of this choice of grouping is depicted in Fig. 2 . This particular choice of grouping has two important features. First, files within the same group have popularity differing by at most a factor two. This limits the loss due to allocation of the same amount of memory to each file within the same group. Second, since the popularity of files in N ℓ decreases exponentially in ℓ, the total number L of groups is small (see also the discussion in Example 4 below). This limits the loss due to ignoring coding opportunities across different groups.
The next theorem analyzes the rate of this scheme for large file size F . This yields an upper bound on the optimal expected rate R ⋆ (M, N , K) for the caching problem.
Theorem 1.
For the caching problem with N files N and K users each with normalized cache size M, we have
where R(M, N, K) is defined in (1) . Here, the right-hand side is evaluated with respect to any partition The first inequality in Theorem 1 upper bounds the optimal expected rate R ⋆ (M, N , K) by the rate of the proposed coded caching scheme. Each term in the sum corresponds to the rate of serving the users in one of the subgroups K ℓ , and the sum rate is minimized over the choice of memory allocation M ℓ . The second inequality follows from the simple memory allocation M ℓ = M/L for all ℓ. We point out that, even if each group is allocated the same amount of memory M/L, the memory allocated to an individual file in group N ℓ is M/(N ℓ L), which varies as a function of ℓ (see also Example 4 below).
The next theorem establishes a lower bound on the optimal expected rate R ⋆ (M, N , K) for the caching problem.
Theorem 2.
where c is a strictly positive universal 3 constant and where R(M, N, K) is defined in (1) . Here, the righthand side is evaluated with respect to the maximal partition N 1 , N 2 , . . . , N L of N to within popularity factor two.
As can be seen from Theorem 2, the specific grouping to within popularity factor two introduced earlier is used here to develop a lower bound on the performance R ⋆ (M, N , K) of the optimal caching scheme. We emphasize that the optimal scheme achieving R ⋆ (M, N , K) is not restricted and, in particular, may not use file grouping.
Recall from Theorem 1 that the rate of the proposed coded caching scheme with equal memory allocation
Theorem 2 therefore states that if each user has (normalized) cache size ML, rather than M, and we apply the proposed caching scheme (for the maximal partition to within popularity factor two), then the resulting expected rate is at most cL times larger than the expected rate of the optimal scheme for the original problem, in which each user has cache size M. Thus, the proposed coded caching scheme is approximately optimal up to a multiplicative gap of cL in the rate direction and of L in the memory direction. By the exponential scaling construction of N ℓ , the parameter L is usually small, i.e., the factor L in the approximation gap is usually modest (see also the discussion in Example 4 below and in Section IV). We illustrate this with several examples.
Example 3 (Uniform File Popularity).
For the special case of uniform file popularities, we have L = 1. Hence Theorems 1 and 2 imply that the optimal expected rate R ⋆ (M, N , K) satisfies
showing that the peak and expected rates are approximately the same in this case and that the proposed coded caching scheme is within a constant factor of optimal. From the results in [11] this also implies that the expected rate of the scheme proposed here can be up to a factor Θ(K) smaller than LFU. Thus, we see that, while LFU minimizes the expected rate for a single cache (K = 1), it can be significantly suboptimal for multiple caches (K > 1). ♦ Example 4 (Zipf File Popularity). Consider next the important special case of a Zipf popularity distribution. This is a heavy-tail distributions with p n ∝ n −α for all n ∈ N and for fixed parameter α ≥ 0 (see Fig. 2 in Section III for an example). Typical values of the parameter α are between 1/2 and 2.
In this case, there are several groups N ℓ , and their sum popularities (i.e., the sum of the popularities of the files in N ℓ ) decay only slowly or not at all as a function of ℓ. In fact, the cardinality N ℓ of group N ℓ is approximately
and their sum popularity is approximately proportional to
Thus, we see that for α > 1 the sum popularity decreases with ℓ, whereas for α < 1 it increases with ℓ. The proposed coded caching scheme deals with this heavy tail by careful allocation of the cache memory among the different file groups. As a result, the scheme is able to exploit both the fact that individually each file in a group N ℓ may have small probability, but at the same time collectively each group of files may have high probability.
Assume next that α > 1. The expected number of users K ℓ requesting files in group N ℓ is then approximately proportional to
Thus, for
the expected number of users in group ℓ is less than one. Serving the few users in groups larger than this by unicast delivery, we can effectively restrict the number L of file groups to at most 1 1−1/α log K. As a result, Theorems 1 and 2 then effectively approximate the optimal memory-rate tradeoff R ⋆ (M, N , K) to within a factor O(log K) in the rate and memory directions and show that the proposed coded caching scheme is approximately optimal to within a gap of that order. ♦
Example 5 (LFU)
. We now argue that the well-known LFU caching scheme is a special case of the proposed coded caching scheme. Recall that, for known file popularity, LFU caches the M most popular files in each user's cache (see the discussion in the Section I). As pointed out earlier, the specific choice of file grouping adopted here is for analytical tractability. In general, the file groups can be optimized to minimize the average rate. For example, assume we choose N 1 = {1, 2, . . . , M} and N 2 = {M + 1, M + 2, . . . , N}. By allocating all memory to the first group, i.e., M 1 = M and M 2 = 0, the proposed coded caching scheme reduces to LFU. Hence, by proper choice of groups and memory allocation, the performance of the proposed scheme is at least as good as that of LFU. ♦
The proofs of Theorems 1 and 2 are presented in Sections V and VI, respectively. The proof of Theorem 1 analyzes the rate of the proposed scheme using the results from [11] for each subgroup of files and is straightforward. The proof of Theorem 2 links the optimal expected rate to the optimal peak rate and is quite intricate, involving a genie-based uniformization argument as well as a symmetrization argument.
IV. EMPIRICAL RESULTS
This section continues the comparison of the performance of the proposed coded caching scheme to LFU using an empirical file popularity distribution. We choose the file popularities p n to be those of the N = 10 000 most popular movies from the Netflix catalog. Following the approach in [12] , we estimate p n from the dataset made available by Netflix for the Netflix Prize. The file popularities p n are shown in Fig. 3 . File popularities pn for the Netflix movie catalog. Observe the flattened "head" of the distribution for the first roughly 600 files followed by a power-law "tail" with exponent roughly −2.
As can be seen from the figure, the popularities p n exhibit a flat "head", consisting of the first 600 or so most popular files. This is followed by a power-law "tail" with exponent of approximately −2. This is in line with the behavior of other multimedia content [10] , [13] .
We start with the analysis of LFU. For LFU, the expected rate is equal to the expected number of users with a request outside the first M most popular files, i.e.,
This rate is depicted in Fig. 4 for K = 300 users and various values of cache size M. Increasing the cache size from M to M + 1 decreases the rate of LFU over the shared link by Kp M +1 . From Fig. 3 , we expect the rate to initially decay rather quickly with M until the end of the "head" of the file popularity curve. Once M is big enough for the entire "head" to be cached, we expect further decreases in M to lead to diminishing returns. This behavior is indeed clearly visible in Fig. 4 . We conclude that a reasonable choice of M for LFU is thus the size of the "head" of the popularity distribution, which in this case corresponds to about M = 600. We continue with the evaluation of the proposed coded caching scheme. From Theorem 1, the rate of the proposed scheme is
Note that R (M, N, K) is a concave function of K. We can thus apply Jensen's inequality to upper bound the rate of the coded caching scheme by
We will be working with this upper bound in the following. This upper bound on the rate of the proposed coded caching scheme is depicted in Fig. 4 .
Comparing the curves in Fig. 4 , it is clear that the proposed coded caching scheme significantly improves upon the baseline LFU scheme. In particular, for a cache size of M = 600F bits (where F is the file size), LFU results in an average of 152F bits being sent over the shared link. In contrast, for the same value of M, the proposed scheme results in an average of 56F bits being sent over the shared link-an improvement by more than a factor 2.7. Similarly, assume we want to operate at the same average load of 152F bits of the shared link as achieved by LFU with M = 600F bits. The proposed coded caching scheme can achieve the same load with only M = 63F bits in cache memory-an improvement by a factor 9.5.
From Theorems 1 and 2, we also know that the proposed coded caching scheme achieves the optimal memory-rate tradeoff to within a factor cL in the rate direction and to within a factor L in the memory direction. In this example, the value of L is 10.
V. PROOF OF THEOREM 1
We analyze the performance of the coded caching scheme described in Section III. The rate R(M, N, K) as defined in (1) is the peak rate achieved by Algorithm 1 for N files and K users each with a cache memory of MF bits. In other words, the rate R(M, N, K) of this scheme is achievable for every possible user request. As a result, the expected value (over all requests) of the rate of Algorithm 1 is the same as the rate for any specific request.
Consider now a specific random request
As explained in Section III, this request results in the users being partitioned into subsets
Since the delivery algorithm treats each of the groups K ℓ independently, the rate for request
We point out that the only randomness in this expression is due to the random size K ℓ of the random group K ℓ . Taking the expectation over all K ℓ then yields the following upper bound on the expected rate R ⋆ (M, N , K) of the optimal caching scheme:
We can minimize this upper bound by optimizing over the choice of memory allocation. This yields
One particular choice of M ℓ is M/L for each ℓ, which yields
Together, these two equations prove Theorem 1.
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VI. PROOF OF THEOREM 2 We will prove the equivalent statement
The proof of this inequality is based on the following three claims.
whereR(M, N ℓ , K ℓ ) denotes the expected rate of the optimal scheme for a system with K ℓ users and files N ℓ with uniform popularity.
This claim upper bounds the peak rate R(M, N ℓ , K ℓ ) (as defined in (1)) of Algorithm 1 by c 1 times the optimal expected rate for the caching problem with uniform file popularities. Recall that Algorithm 1 is known by [11] to be approximately optimal with respect to the peak-rate criterion. Intuitively, the claim thus states that for uniform file popularity peak rate and expected rate are approximately the same. The proof of Claim 1 is based on a symmetrization argument combined with a cut-set bound argument.
This claim upper bounds the optimal expected rate for a system with uniform file popularities by the optimal expected rate for a system with almost uniform file popularities (i.e., file popularities differing at most by a factor two by definition of the partition N 1 , N 2 , . . . , N L ). Intuitively, the claim thus states that a small change in the file popularity results only in a small change in the expected rate of the optimal caching scheme. To prove this claim, we introduce a genie-based uniformization argument to transform almost uniform to uniform file popularities.
This rather simple claim states that if the server is only asked to handle the demands of users in K ℓ , ignoring the demands of the remaining users, the rate of the optimal system decreases. We point out that the expectation on the left-hand side is with respect to the random number of users K ℓ .
Using these three claims, Theorem 2 is now straightforward to prove. Indeed, from Claims 1 and 2,
Combining this with Claim 3 yields
which proves the desired result with c c 1 c 2 . It remains to prove the three claims. This is done in Sections VI-A through VI-C.
A. Proof of Claim 1 (Symmetrization and Cut-Set Arguments)
We will show equivalently thatR
The left-hand side is the expected rate of the optimal scheme for uniform file popularity over N . The right-hand side is (up to the constant) equal to the rate of Algorithm 1. Let us first introduce some additional notation. Consider the random demand vector d ∈ N K and denote by w(d) the number of its distinct entries . For s ∈ {1, 2, . . . , min{N, K}}, denote byR s (M, N , K) the expected rate of the optimal scheme for uniform file popularity over N when conditioned on the event that w(d) = s. We point out that inR s (M, N , K) both the placement phase and the delivery phase of the system are optimized for this conditioning on w(d) = s.
Example 6. For s = K,R K (M, N , K) corresponds to the expected rate of the optimal scheme with K requests chosen uniformly at random from N without replacement. ♦
The proof of (2) consists of three steps, summarized by the following three lemmas.
Lemma 3.
For any s ∈ {1, 2, . . . , K}, we havē
where d is uniformly distributed over N K .
Lemma 3 lower bounds the expected rate of the optimal scheme for uniform file popularities as a function of the expected rate of the optimal scheme for file requests chosen uniformly at random without replacement (see Example 6).
Lemma 4. Assume d is uniformly distributed over N
K . Then, for s ≤ ⌈min{N, K}/4⌉, we have
Lemma 4 shows that with large probability, the number of distinct requests in d is not too small.
Lemma 5.
We have max s∈{1,...,⌈min{N,K}/4⌉}R
Lemma 5 is the key step in the proof of (2) . It lower bounds the expected rate of the optimal scheme for file requests chosen uniformly at random without replacement as a function of the rate R(M, N, K) of Algorithm 1.
Combining Lemmas 3, 4, and 5, we obtain
completing the proof of Claim 1.
Remark 1: Essentially the same argument as in Lemmas 3 and 4 can be used to show that
Thus, the expected rate of the optimal scheme for requests chosen without replacement is within a factor of at most 12 from the rate R(M, N, K) of Algorithm 1.
We next prove Lemmas 3-5. We start with the proof of Lemma 3.
Proof of Lemma 3. Assume d is uniformly distributed over N K , and denote by q j P w(d) = j the probability that the demand vector has exactly j distinct entries. We can then lower bound the left-hand side in the statement of Lemma 3 as
Now, reducing the number of users can only decrease the rate of the optimal scheme, so that
Hence, we can further lower boundR(M, N , K) as
Observe that on the right-hand side of the above inequality, we are dealing with systems in which j users request files from the set N uniformly without repetition.
The proof of Lemma 4 is based on a standard coupon collector analysis and is deferred to Appendix A. We next prove Lemma 5.
Proof of Lemma 5.
We make use of a symmetrization argument combined with a cut-set argument around s users. Fix a value of s ∈ {1, 2, . . . , ⌈min{N, K}/4⌉}.
We start with the symmetrization argument. Consider a scheme achieving the optimal expected ratē R s (M, N , s) for a system with s users requesting files uniformly at random from N without replacement. 
Now, let
and consider I-tuples (S 1 , S 2 , . . . , S I ) of subsets of N with the property that each subset S i ⊂ N has cardinality s and that distinct subsets are disjoint. By the definition of I such subsets exist. Denote by P the collection of all possible such ordered I-tuples (S 1 , S 2 , . . . , S I ). Note that, by symmetry, every possible subset S of cardinality s is contained the same number of times in I-tuples in P-this is the key property resulting from the symmetrization argument. Let B be that number. We can then rewrite
Fix (S 1 , S 2 , . . . , S I ) in P and consider corresponding demand vectors
with w(d i ) = s. We next use a cut-set argument to lower bound the sum
Recall thatR s (M, N , s, d i ) is the rate of a system with s users. Consider those s users. From the content of their caches (of total size sMF bits) and the I transmissions (of total size I i=1R s (M, N , s, d i )F bits), these users together are able to recover the sI distinct files ∪ I i=1 S i (of total size sIF bits). Hence, by the cut-set bound, we must have
Simplifying this expression and letting the file size F → ∞, we obtain that
Since the left-hand side of this inequality is always nonnegative, this can be sharpened to
where (x) + denotes max{x, 0}. Combining this with (5), we can lower bound the right-hand side of (3)
where the normalization 1/I arises because we have lower bounded the sum of I terms at a time. Substituting (4), and (6) into (3) yields
file popularities. We now analyze the expected rate of the optimal scheme for this genie-aided system. This rate is given by
where the inequality follows sinceR(M, N ,K) is the optimal expected rate under uniform file popularities. Consider the number of users K −K that are helped by the genie. Recall that the probability 1 − p N /p n that the genie helps is upper bounded by 1/2 by assumption on p 1 , p 2 , . . . , p N . We therefore have
By Markov's inequality, we thus obtain
From this,
In words, with probability at least 1/3 there are at least ⌈K/4⌉ users that are not helped by the genie. Using this inequality, the right-hand side of (8) can be further lower bounded as
Notice that the right-hand side is 1/3 of the expected rate of the optimal scheme for a system with ⌈K/4⌉ users. We would like to relate this to the expected rate of the optimal scheme for a system with K users. Take such a system and partition the K users into four subsets each with at most ⌈K/4⌉ users. We can treat these four subsets of users as parallel systems, in which case the delivery rate is the sum of the delivery rates for each of the four parallel systems. Since the optimal scheme can be no worse than this, we have the inequalityR
Using this, (9) is further lower bounded as
Recall that (10) is a lower bound on the expected rate of the optimal scheme for the genie-aided system. Since the aid of the genie can only reduce the rate, we hence have that the expected rate of the optimal scheme for the original system satisfies
proving the claim.
C. Proof of Claim 3
We will show that
The left-hand side is the expected rate of the optimal scheme for the original caching problem with K users and files N . Now, assume that, at the beginning of the delivery phase of the system, a genie provides to each user requesting a file outside N ℓ the requested file for free. Clearly, this can only reduce the rate over the shared link. The right-hand side is a lower bound on the expected rate of the optimal scheme for this genie-aided system.
VII. DISCUSSION AND CONCLUSION In this paper, we have analyzed the benefits of coding for caching systems with nonuniform file popularities. While (uncoded) LFU is optimal for such systems with a single cache, we show here that coding is required for the optimal operation of caching systems with multiple caches.
The caching problem analyzed in in this paper is related to the index coding problem [14] , [15] (which was recently shown in [16] to be equivalent to the network coding problem [17] ). In the index coding problem, a single server is connected via a broadcast channel to K users. The server has access to N files, and each of the users has access to a given subset of those files. For a given user demand, the aim is to minimize the number of transmissions from the server over the broadcast channel in order to satisfy all the demands.
From the above description, we see that for fixed cache content and for fixed user demands, the delivery phase of the caching problem as considered in this paper is in fact an index coding problem. Since there are N K possible user demands, this means that the delivery phase actually consists of exponentially many parallel such index coding problems. To complicate matters, the index coding problem itself is known to be computationally intractable [18] . One contribution of this paper is hence to design the placement phase (i.e., choose the cache contents) such that each of these exponentially many index coding problems simultaneously have an efficient and analytical solution. be the number of distinct elements in the first k requests. Note that f 1 , f 2 , . . . is an increasing sequence of random variables. We denote by the random variable z i the number of elements in the random sequence f 1 , f 2 , . . . that take value i. Observe that z 1 , z 2 , . . . are independent random variables, and z i is geometrically distributed with parameter (N − i + 1)/N. Set Note that z = k means that k + 1 is the first time such that w ((d 1 , . . . , d k+1 )) = ⌈min{N, K}/4⌉. Hence, Hence, by Markov's inequality,
This implies that P w(d) ≥ min{N, K}/4 = 1 − P(z ≥ K) ≥ 2/3, proving Lemma 4.
